In this paper a new hardware accelerated method is presented to evaluate the machinability of free-form surfaces. This method works on tessellated models that are commonly used by CAD systems to render three-dimensional shaded images of solid models. Modern Graphics Processing Units (GPUs) can be programmed in hardware to accelerate specialized rendering techniques. In this research, we have developed new algorithms that utilize the programmability of GPUs to evaluate machinability of free-form surfaces. The method runs in real time on fairly inexpensive hardware (<$600), and performs well regardless of the surface type. The complexity of the method is dictated by the size of the projected view of the model. The proposed method can be used as a plug-in in a CAD system to evaluate manufacturability of a part at early design stages. The efficiency and the speed of the proposed method are demonstrated on some complex objects.
INTRODUCTION
It has been observed that 70-80% of a product's life-cycle costs are "locked in" at the design stage [1] . Design decisions made at the detailed design stage determine the ultimate cost of manufacturing, assembly, recycling etc. This is mainly because most designers do not have intimate knowledge of the manufacturing processes that will ultimately be used to realize their designs. A survey of designer's knowledge of manufacturing processes has found that 90% of designers have little or no knowledge of some manufacturing processes [2] .
Costly design mistakes from lack of knowledge often result in increased cost of manufacture or in the worst case, nonmanufacturable parts. The earlier an engineer is able to get useful feedback about the feasibility of manufacturing a part, the quicker and cheaper it is to eventually fabricate it. Design for Manufacturability (DfM) is a methodology developed to simultaneously consider design goals and manufacturing constraints/limitations in order to eliminate or minimize manufacturing problems during the design process.
Some researchers have attempted DfM by severely restricting the designers' freedom. Typically, such methods involve designing using pre-defined manufacturing features [3] [4] [5] . Other researchers have developed feature recognition techniques to evaluate manufacturability of the part [6] [7] [8] [9] which imposes no constraints on the designers' freedom. However, most of these methods pertain to prismatic parts, use continuous space solid modelers such as ACIS and Parasolid for geometric analysis. These methods are slow due to the complexity of geometric computations and highly susceptible to numeric round-off errors. Moreover, the inbuilt algorithms in these solid modelers run serially on a CPU and are not realtime especially in analyzing complex surfaces. For visual feedback, accuracy provided by continuous space models is an over-kill. The idea is to use approximated models that have sufficient accuracy for visual feedback. In the approximated model domain, the geometric algorithms are simple and less susceptible to numerical errors. A common approximated representation is the triangulated surface representation. One field that has made extensive use of triangulated surface data is computer graphics. Graphics techniques use tessellated data to display shaded images of objects. Graphics techniques are relatively immune to numerical issues that plague continuous space solid modeling techniques. Moreover, with specialized hardware that has been developed to manage graphics data, handling objects with large meshes (half a million facets) is routine.
There has been some research that has applied standard graphics techniques for path-planning. All these methods were developed prior to the advent of programmable GPUs and therefore use the fixed functionality of the graphics pipeline. Most of these techniques use hardware-based z-buffering, a functionality used in computer graphics to remove hidden surfaces. Saito et al. [10] introduced the G-Buffer method for tool path planning for 3-axis milling machines. The G-Buffer is nothing but the Z-map of the given surface generated using the standard Z-buffer. The G-Buffer image is processed to generate the cutter location, but it was not real time as all image processing tasks are done in CPU. Processing times are reported to be about 4 minutes/per frame for a G-Buffer size of 200 x 200 pixels. Even with modern CPUs it is doubtful if real-time (20 frames per second) processing can be achieved. Konig et al. [11] used the graphics pipeline to visualize the NC cutting simulation. Boolean operations between the tool and work-piece were resolved using the dexel representation. Balasubramaniam et al. [12] used the Z-buffer to find visibility of tessellated surfaces for 5-axis machining. Once the visibility was determined, collision free tool paths were generated using a trial-and-error approach that positioned the tool and subsequently corrected the tool position at discretely sampled points on the surface. Inui [13] used the Z-buffer to generate the Cutter Location (CL) surface from tessellated objects. This was done by placing spheres on polygon vertices, cylinder on polygon edges, and offset planes on the interior of each polygon in the mesh. Each of the constructed shapes had to be tessellated on the CPU and then sent to the graphics card to be rendered to obtain the depth field of the CL surface. Computation times of 230 seconds have been reported for parts that have approximately 150000 triangles. Gray et al. [14] [15] developed a graphics assisted rolling ball method for 5-axis machining. In their method, the diameter of the rolling ball was approximately calculated using the Z-buffer for a sampled set of cutter contact points on the surface. A rendering pass was needed for each contact point.
Although the research efforts mentioned above use the graphics pipeline and the associated hardware in generating tool-paths, they did not use programmability of the graphics hardware, and therefore most of the computations were performed on the CPU. This means that there was an exchange of large data-sets between the CPU and Graphical Processing Unit (GPU) and large number of identical calculations was performed on the CPU in a serial manner. This is extremely inefficient because the data transfer bus between the CPU and GPU is the main bottleneck in current graphics hardware. Even with the growth of the computing power of CPUs and the growth of data transfer rates on the graphics bus, it is unlikely that these methods can ever achieve a real-time speed which is essential for real-time feedback.
Our approach leverages the programmability of modern GPUs to deliver real-time machinability feedback. The novelty of our approach lies in understanding the unique parallel computing model of the GPUs and formulating the machinability analysis problem in terms of a specialized 3-D shading problem. The proposed method in this paper is easy to deploy on modern graphics hardware and could easily be implemented in CAD tools as plug-ins since it works-off of tessellated data that is readily available in modern CAD systems for display. It computes machinability in the image space. The numerical methods used are very simple in contrast with those which use solid modeling APIs. Performing operations such as offsets and Boolean operations are trivial in the image space. Moreover, specialized graphics hardware can be used to handle computation efficiently.
In the next sections a brief introduction about the computational model of the GPU is presented first, and then the GPU based machinability analysis is explained. Finally, the validity of the proposed algorithm is shown with some complex examples.
GRAPHICAL PROCCESSING UNITS AND COMPUTATION
GPUs have evolved over the past few years into extremely flexible and powerful processors. The enormous computational power results from their parallel processing nature. The basis for GPUs is the Stream Programming Model (SPM) [16] . The data set in SPM is represented as a stream or an ordered set of data of the same type. A stream can contain simple data (stream of integers, floats, characters) or complex (triangles, colors, vectors). Stream computation is most efficient if the streams have large lengths as in graphics data. Operations allowed on the streams include copying, deriving sub-streams, indexing into a separate sub-stream and performing computations on them using kernels [17] . Kernels operate on entire streams of data as opposed to individual members. The outputs of a kernel are determined only by the inputs (i.e. the kernel cannot use data from past computations or the kernel cannot have memory). Within a kernel, computation of an element is not dependent on other elements in the kernel. The advantages of these restrictions are: first, the input data for the kernel is already known (kernel does not have to wait for data), and second, the independence of the computation between separate elements lends itself very well onto data-parallel hardware.
The graphics pipeline is a good match for the stream computing model [18] . It is structured in stages of computation connected by data flow between stages. Data flow is highly localized with data produced by one stage immediately consumed by the subsequent stage. On the GPU, data streams are represented as textures and kernels are represented by shaders.
Early shaders were written using proprietary assembly languages, though today there are several popular high level languages. NVIDIA's Cg language [19] was developed in a partnership with Microsoft and is perhaps the oldest shader language. HLSL [20] is a derivative from Cg owned by Microsoft, and features similar syntax as well as some vendor specific extensions which integrate with DirectX. GLSL [21] is an open effort to create a cross platform shader language based on the OpenGL API.
MACHINABILITY ANALYSIS WITH GPU
A surface is deemed machinable if every point on the surface is 'accessible' to the 'smallest' available cutting tool. This means that the cutting tool does not intersect any part of the surface when placed at each and every point on the surface. In our method, we conduct this analysis in the image space model resulting from the projected image of any surface.
The proposed method in this paper consists of two phases: First, the entire surface is rendered into a position and normal map, and then a shader (GPU program) is used to compute accessibility from the data. This setup is similar to a g-buffer, as it provides an image space encoding of the surface geometry. The surface is rendered using off screen render targets, a common GPU feature which allows graphics to be rendered without display. Next a shader is used to compute the largest tool at each point on the visible surface. To understand how the shader works, it is necessary to derive a mathematical formulation of the largest tool problem. Assuming that freeform surfaces will be machined by a ball nose end mill, the objective is to find the largest tool radius for any point p in the position map of a surface, with corresponding normal N. Given another point q in the position map, a circle can be constructed with radius r, center c and the secant d = (p -q) as shown in Fig. 1 .
Figure 1. Finding the tool radius between two points.
Since the segment c -q is a radius, we know that || c -q || =r. Therefore: 
Eq. (1) gives us the radius of the tool touching both points. In order to determine the maximum tool radius at a given point, we need to perform this test on all points in the position map. However, it would be far too expensive to simply test all points in the map, so the maximum tool radius is capped at a fixed value r max . Now, only points within the sphere R = {x | ||x -c|| < r max } need to be tested, where c=r max N+p. Unfortunately the image of R in the position map is an ellipsoid, R', because the camera matrix M may not be orthonormal. To avoid the complexity of iterating over an ellipse, we construct a bounding rectangle around R'. It is not important if this rectangle is too large, since if a point lies outside R' it will also lie outside R. Let y min , y max , x min and x max be the bounds on R' in the position map as shown in Fig.  2 . 
Where M ij is the (i,j)th component of the model-viewprojection matrix. The extrema for Eq. (2) 
Substituting Eq. (3) into Eq. (2) gives:
Eq. (4a) and (4b) is symmetric for all components, x, y, z and w. If M is orthogonal, then there is no need to go any further.
In the case of a perspective projection, the homogenous coordinate w min must be calculated using:
The final screen coordinates are obtained by scaling Eq. 4 by Eq. 5, which is once more symmetric:
Once the bounds of R' are computed at a given point, the shader iterates over the bounding rectangle and finds the minimum radius using Eq. (1). The resulting minimum radius must be the maximum tool radius at the point, since any larger tool would intersect the surface. Each point on the surface needs to be independently checked with its own distinct bounds. Because of the massively parallel nature of the GPU, many points can be checked simultaneously and the entire process runs in real time, with minimal CPU assistance.
IMPLEMENTATION AND EXAMPLES
The proposed method was implemented in Microsoft Visual Studio using DirectX. The method was tested on an AMD Athlon 3500 with an NVIDIA GeForce 7950 GPU and 512 MB of RAM. The result of executing the proposed algorithm on a couple of complex objects is presented in this section. Figure 3(a) shows the accessibility for a smaller tool head, while figure 3(b) shows what happens as the tool size is increased. The tool size may be continuously adjusted in real time, with immediate visual feedback. Assuming the rabbit has physical dimensions of 155mm x 155mm x 120mm, the tool size in 3(a) is 5mm, while in 3(b) it is 40mm. Figure 4 shows a virus model with 10125 vertices and 19936 faces. Assuming the model has a radius of 190mm, the accessibility results for 5mm and 40 mm tools are shown in the figure. Again, the red areas indicate inaccessible regions for the two tool sizes.
As with any numerical computation, arithmetic precision is an important consideration. Since the proposed method is concerned with calculating approximate accessibility, some numerical inaccuracies are permissible. A bigger problem related to accuracy is aliasing, which produces confusing and useless artifacts. This can be reduced by sampling more surface points at higher resolutions.
One very important issue is normal selection. By default, most graphics APIs smooth out surface normals by interpolating between vertices. Unfortunately, smoothed normals give incorrect results when computing accessibility. The consequences are shown in Fig. 5(a) . Intuitively, the skewed normal squishes the largest tool head into the flat surface. This error is most pronounced near sharp corners, as demonstrated in Fig. 5(b) . The red areas indicate regions which are incorrectly marked inaccessible. The solution is to ensure that all faces are flat shaded. As can be seen in Fig.  5(c) , the normals no longer slant into the surface. Now, the accessibility computation gives the correct result as in Fig.  5(d) , which shows a fully accessible part as expected. 
CONCLUSION
In this paper, we present a method for computing surface accessibility using the GPU. Our method uses position maps to perform fast neighborhood queries within pixel shaders. This improves the efficiency of the largest tool calculation by exploiting the innate data parallelism of the accessibility computation.
This provides a substantial benefit over sequential geometric operations which are designed to run on the CPU only, and accelerates our algorithm to interactive frame rates. The method operates in image space, so it is completely independent of the surface, unlike solid modeling approaches.
Given the prevalence of GPUs in CAD workstations, this technique can easily be deployed and integrated into a variety of modeling applications as a low-cost plug-in for aiding manufacturability evaluation.
FUTURE WORK
While the current version does not support overhangs, it may be possible to use depth peeling techniques to avoid these issues.
Adding support for other tool types, such as cylindrical and conical heads should be possible using the same approach we have outlined. The approach could be extended to take into account the geometry and approach of the tool holder. Additionally, there may be other types of useful manufacturability metrics which could be estimated earlier using the GPU, such as cost and time.
