ABSTRACT This paper presents an original study with the aim of improving users' performance in completing large questionnaires through adaptability in web forms. Such adaptability is based on the application of machine-learning procedures and an A/B testing approach. To detect the user preferences, behavior, and the optimal version of the forms for all kinds of users, researchers built predictive models using machine-learning algorithms (trained with data from more than 3000 users who participated previously in the questionnaires), extracting the most relevant factors that describe the models, and clustering the users based on their similar characteristics and these factors. Based on these groups and their performance in the system, the researchers generated heuristic rules between the different versions of the web forms to guide users to the most adequate version (modifying the user interface and user experience) for them. To validate the approach and confirm the improvements, the authors tested these redirection rules on a group of more than 1000 users. The results with this cohort of users were better than those achieved without redirection rules at the initial stage. Besides these promising results, the paper proposes a future study that would enhance the process (or automate it) as well as push its application to other fields.
I. INTRODUCTION
Understanding what users do within a system is now a fundamental task in the digital world [1] . Most aspects of modern development workflows include users as a centric part of the design and development process of digital products (i.e., user-centered design [2] , [3] ). Not only knowing what users do (clicks, workflows, interactions, etc.) within a system is valuable for software developers and designers, but these stakeholders must also pay attention to other related-aspects, like user experience, satisfaction, and trust [4] - [8] . Understanding what users do or feel when they use a system is extremely valuable to validate and improve a system. Analyzing users' interactions or their opinion about what they use makes it possible to ascertain the system's strengths or weaknesses regarding users' experience (mostly user interfaces and parts alike) to improve the system based on evidence.
Besides using the analysis of users' interactions and opinions to improve the worst-perceived parts of a system, developers can use these data to build custom or adaptive solutions for different kinds of users [9] - [11] . Using this idea, software engineers could develop versions of the system in which different version are showed to each kind of user. By knowing user profiles and identifying users' behavior and desires, the system could adapt its components to better match users' expectations and likings, and (probably) boost user performance and satisfaction [8] , [9] , [12] .
For a better understanding of the current paper, the context for this experiment is presented. The research has been conducted using a system that belongs to the Spanish Observatory for University Employability and Employment (OEEU in its Spanish acronym) [13] . This observatory gathers data about employment and employability parameters among the Spanish graduates (after they leave the university) to analyze the information they provide and understand what the employment trends and most important employability factors are for this population. To accomplish this mission, the observatory has developed a complex information system [14] , [15] that collects and analyzes data to present the insights to the researchers. The system is implemented using the Python language through the Django framework [16] and many other software libraries; it also keeps the information in a MariaDB relational database. To gather data from Spanish universities and students, the OEEU information system has two main tools: one tool is devoted to obtaining students' raw data provided by the university; the other one is a system that generates custom web forms and questionnaires that are to be completed by the graduates after they leave the university. The problem of these web forms is their length, as they typically include between 30 and 70 questions. This second tool for gathering data (the questionnaires) is a centric part in this research.
The goal of this paper is to present a new approach for enabling adaptability in web-based systems using A/B testing methods and user-tracking and machine-learning algorithms that could lead to improving user performance in completing a (large) web form, validating the obtained results through statistical tests. As a secondary goal, the research presented in this paper also aims to produce all machine learning processes in a white-box way, using algorithms and techniques that allow researchers to understand what is happening in every moment. Moreover, to allow readers and other researchers to follow or reproduce the entire process, this paper provide all the code used in the analysis process in Jupyter notebooks available publicly in Github.
The paper has the following structure: section two (Materials and Methods) explains the different algorithms, data, and research framework. Section three (Results) presents the outcomes obtained in the different steps involved in the research: the results regarding the predictive models that provide the most important users' characteristics on completing the web form, those regarding users' profiles found, and those regarding the guidance of users over the different versions of the system to enhance their performance. The fourth section (Discussion) presents different authors' thoughts, proposals, and considerations about this research and its implications, as well as some future works and general conclusions.
II. MATERIALS AND METHODS
This section outlines the materials and methods used for this research. In the case of materials, the data used and the analysis software are described. In the case of the methods, the different steps needed to apply the machine-learning approach to the analysis process as well as the statistics used to prove the validity and significance of the results are presented.
A. MATERIALS
This subsection presents the different materials involved in this research. The materials can be categorized into two main groups: materials related to the experimentation framework and the software tools used to make the proper analysis and support the research process.
The questionnaires and custom web forms included in the OEEU information system gather data from students in two ways: information provided explicitly by the students (the information provided directly) and paradata [17] . The paradata from these questionnaires are the auxiliary data that describe the filling process, such as response times, clicks, scrolls, and information about the device used when using the system. All the data used in this research are taken from these two available sources: the raw input tool used by universities and the web forms tool (providing user inputs and their paradata).
Regarding the data used in this research, it is worth noting that to generate the predictive models needed to characterize the main factors that affect users in completing the questionnaires, the authors have chosen only those available before the users began the questionnaire. This is because the research is focused on investigating which factors predetermine participants' success or failure in completing the form, considering all the factors related only to personal context and device and software used to access the web forms. The data about the personal context of the user are provided by the OEEU's system and include information submitted by the university where the user (graduated) studied. All the information that could be used to create the models that predict whether the user will complete the questionnaire (before starting it) is presented in Table 1. Table 1 also explains the data variables used and whether they were valuable for the models. This research has been carried out with a total of 7349 users (all who have some type of experience with the web forms). Of them, the data from 5768 users were considered initially. Finally, data from 3456 users (those resultant after cleaning the data) were used to train and try the machine-learning algorithms (as will be explained in the following section); 1165 users were the cohort introduced in a phase of reinforcement for the questionnaires that validated the rules generated to adapt the web form to users. This number (1165) includes users who did not complete the web form in the first stage as well as users that joined the experiment during the reinforcement and validation phase. Other users (416) only viewed the web forms without starting them. For that reason, were not considered in the experimental report. The programming language used to conduct all the analyses and calculations was Python. The concrete Python software tools and libraries used to code and execute the different algorithms and statistics were:
• Pandas software library [18] - [20] , to manage data structures and support analysis tasks.
• Scikit-learn [21] library, to accomplish the machine learning workflow [22] .
• Jupyter notebooks [23] - [25] , to develop the Python code used in this research. All the code developed to analyze user interactions and create machine-learning models, etc. is available at https://github.com/juan-cb/paper-ieeeAccess-2017 [26] .
B. METHODS
As found in the bibliography, the concept of A/B testing (also known as bucket testing, controlled experiment, etc.) applied to websites and the Internet could be explained as follows: ''show different variations of your website to different people and measure which variation is the most effective at turning them into customers (or people that complete successfully a task in the website, like in this experiment). If each visitor to your website is randomly shown one of these variations and you do this over the same period, then you have created a controlled experiment known as an A/B test'' [27] - [29] . In this case, the authors have prepared three different variations, called verticals A, B, and C. In each variation, the authors introduced several changes related to enhancing the users' trustiness, engagement, make the user interface more conversational, etc. All these changes, introduced in the different variations of the web forms (the verticals) used in this research, were proposed by the authors in previous works [30] . These verticals are used as the website variations in which users (students responding to the questionnaires) are meant to test which version is the best regarding the users' performance in the initial stage. To do so, before the experiment, 5768 users were redirected randomly to the different vertical. In the last part of the experiment, the verticals were used to check whether the rules and users' analysis performed during the machine-learning analytics process improve the users' performance in completing the web forms. In this validating phase (which also will be called reinforcement in this paper), 1165 users were redirected to the verticals using the rules generated analyzing the interaction data from the users that acceded randomly to the verticals.
In general, the performed analysis (based on statistics and machine learning) follows common principles in data science regarding data structuration, tidy data approaches, etc. [18] , [20] , [31] . As stated in the introduction, the machine-learning process has been implemented in a white-box way; thus, the researchers have selected algorithms and methods to make the workflow explainable. This is extremely important, from the authors' point of view, in a research project like this, as it allows humans to provide feedback to the algorithmic process.
Moreover, these main principles, the different details for the analysis pipeline, and methods used in this research are presented.
To find the best models and most accurate parameters, researchers have tried the following approaches:
1. Create predictive models using all the data together. In this approach, researchers tried to use different groups of variables to create the model: all the variables collected from the users, using derived variables (like whether the browser or operative system used to access were modern), etc. 2. Create predictive models using the verticals gap. In this case, researchers generated a predictive model per each vertical of the A/B test. In this case, the most relevant configuration regarding the variables to build up the model in the previous step is included. Using the most accurate models, the researchers applied all the stages that will be described below (as well as the details for building the predictive models) to generate the different clusters and obtain the rules used to redirect users within the system.
The workflow established (available at https://github.com/ juan-cb/paper-ieeeAccess-2017 [26] ) is as follows:
1. Retrieve datasets about users from OEEU's information system. 2. Filter the desired fields from the datasets and merge datasets in a single data frame (a data structure like a [22] . To apply the One-hot encoding, researchers used the get_dummies() function from Pandas library, as presented in [26] . 5. Considering the data gathered and the kind of variable (labeled) to predict, the algorithm to use must be related to supervised learning. This is because this kind of algorithm makes predictions based on a set of examples (that consist of a labeled training data set and the desired output variable). Moreover, regarding the dichotomous (categorical) character of the variable to predict, the supervised learning algorithm to apply must be based on classification (binary classification, as we have a label of finalization equal to true or false). According to the authors' previous experience, the possibility of explaining results and the accuracy desired for the classification, a Random Forest classifier algorithm [32] was selected. In this step, the Random Forest algorithm was executed repeatedly, using a custom method based [26] on GridSearch functions from Scikit-learn, to determine the best setup for the dataset given (obtaining the most valuable parameters for the execution). 6. With the best configuration found, train the random forest algorithm (with 33.33% of the dataset) and obtain the predictive model. 7. Using the predictive model, obtain the most important features for the predictive model. To obtain these features authors applied feature_importances_ method from the Random Forest classifier implemented in Scikit-learn library [26] . 8. Using the most important features (those that have an importance higher than a custom threshold value of 0.05-the importance score varies between 0 and 1, where 0 is the worst score and 1 the best one), generate clusters applying hierarchical clustering [33] . The reason to use hierarchical clustering is that the algorithm does not require deciding upon the number of clusters to obtain (so, it does not require also to fix previously Euclidean distances and other parameters); it obtains all possible clusters showing the Euclidean distance between them. These clusters represent the groups of users who have participated in the questionnaire according to the most important factors found in the classification. 9. With these clusters, the researchers investigate which clusters exhibit low performance. 10. Using this knowledge about groups of users with low performance and the heuristics observed, software engineers responsible for the OEEU's information system and its web forms could propose changes and fixes (rules, redirections, etc.) in the platform that might help users to improve their performance in the future. 11. Once the data-gathering process is finished, the researchers performed a statistical analysis of the finalization rate of the individuals to determine whether the application of the rules had any impact in the improvement of the finalization of the questionnaires. With this purpose, and considering the characteristics of the variables, the authors applied the Chi-squared test given that it is the most convenient alternative for the analysis of the relationship of two nominal variables. All these steps and a summary of all methods and materials are presented in the Figure 1 .
III. RESULTS
This section presents the main results obtained during the research. The outcomes are divided into three subsections: one related to the results obtained during the machinelearning process (best setup, best ways of building predictive models, the predictive models themselves, the most important variables to finalize or the questionnaire, etc.). The second subsection explains the heuristic rules obtained at the end of the machine-learning workflow inferred from the machine-learning results previously explained. These rules were applied to redirect users within the different verticals of the A/B tests. Finally, the results of the redirections are presented, explaining whether they really affected to the users' finalization of the questionnaire.
A. RESULTS REGARDING MACHINE-LEARNING PROCEDURES: PREDICTIVE MODELS AND CLUSTERING
As previously explained, the researchers performed several attempts to find the most accurate predictive models that better explain whether users will finalize the questionnaire. The first attempt was based on using all the data together focusing in primary variables (excluding those that have too many void values); the second one was based on using all variables and derived variables (constructed from primary ones). The third attempt was based on creating separated predictive models depending on the vertical. In this way, the researchers predicted users' behavior regarding the finalization depending on the vertical / interaction features that they experience. In this last approach, the researchers used the best set of variables found previously to build the model.
The results achieved in this phase would correspond to those expected in the (1) mark in Figure 1 .
Regarding the first attempt to build the best predictive model, the researchers used all the variables (excluding the cleaned ones applying the rules defined in the methods sections). As presented in https://github.com/juan-cb/paperieeeAccess-2017/blob/master/machinelearning-results.ipynb [26] , the predictive model generated had an average precision of 0.79 (Table 2 shows the results and explanations of the results metrics) in predicting whether users will finalize the web form before starting it (in fact, this 0.79 is a fairly good VOLUME 6, 2018 precision score ). In the case of this research, the authors use the precision score as the main metric to make decisions, as it is focused on penalizing false positives [34] .
The crosstab (that expresses the number of good and bad predictions) for this first predictive model can be found in Table 3 . In this first attempt and its 0.79-precision predictive model, the most important factors in the model were (the importance score varies between 0-1, where 1 is the best score and 0 the worst one):
1. In the second attempt, the researchers used the same variables plus two derived variables composed using the primary ones. The derived variables were modern_browser and modern_os. Those variables were calculated using the versions of operative systems and browsers used by users. In this case, the researchers calculated the median version of the operative system or browser (the midpoint between the oldest version and newest one present) and classified the browser or operative system as modern or not depending on whether its version is equal or superior to the mid version or is lower. These derived variables were prepared because it was impossible to use the literal version of each browser or operative system in the random forest algorithm due their heterogeneous expressions (each browser or OS has its own version's description and format, etc.). In this second attempt, the precision of the predictive model was higher-specifically, a precision of 0.81 (Table 4 ). The crosstab for this second model is presented in Table 5 . In general, this second model performed better than the previous one (at least it was most precise). In this case, the most important factors that define the model were: Since the variables used to build the predictive model were different from the previous one, it is normal that the factors that define the model could differ.
In the third approach to generate the best predictive model, the researchers generated a predictive model per each vertical in the A/B test applied to the users. In this case, the researchers included all the variables that produced the best predictive model previously: this is, the variables from the second attempt (including the variables modern_os and modern_browser). In this case, the researchers have trained three different random forest algorithms, found the best setup for each one depending on the data to analyze, and produced a model for each vertical. The results of these predictive models are presented in Tables 6, 7 , and 8, and their precision varied between 0.79 and 0.87. The average precision in the three models was of 0.8233, which is higher than the precision achieved in the previous attempts of generating predictive models. Tables 9, 10 , and 11 present the crosstabs for each model; they explain how much effective was the prediction depending on the finalization in the web form. Analyzing the results, researchers found that the best way, in this case, to obtain the most-precise predictive models for users' interaction, was obtained by splitting the dataset using the vertical criteria. That is, separating the dataset into three datasets, each one including the data from each user cohort that experienced each one of the A/B tests versions. For that reason, the resultant models were selected to generate the clusters and study them to produce the rules to be used in redirecting users among the different visual representations of the web forms. Using these profiles (clusters) and the rules generated, the researchers found what kind of user (and its technological aspects) fits better (is more inclined to finalize) in each version of the questionnaires, forwarding the users using these criteria to each vertical.
After producing the predictive models, the researchers clustered users depending on their finalization ratio and the most important factors extracted in the predictive models. Explaining all clusters generated after producing each predictive model is out of the scope of this paper (but available at https://github.com/juan-cb/paperieeeAccess-2017/blob/master/machinelearning-results.ipynb [26] ). Thus, only the clusters obtained after finding the best predictive models will be explained (those generated separately per each vertical). As discussed in the methods section, the clusters were generated using hierarchical clustering techniques because these techniques do not require configuring the target number of clusters. This permits all the relevant clusters (relevance due to the Euclidean distance among them) to be obtained regardless of the number. Figures 2, 3 , and 4 present the dendrograms corresponding to each set of clusters.
FIGURE 2.
Dendrogram representing the clusters found with the predictive model generated using the data from vertical A. Each leaf represents a different cluster obtained (except, in this figure, clusters 8 and 9 that are represented together in the dendrogram due to their closeness in the 9 th leaf). The different values that appear near the claves display the Euclidean distance that explains the separation between the different clusters. Finally, the numbers below the leaves (at the bottom of the figure) present the number of users included in the corresponding cluster. Source and full resolution image with all the clusters are available in [26] .
After applying the hierarchical clustering algorithm (https: / / github.com / juan-cb / paper-ieeeAccess-2017 / blob/ master/machinelearning-results.ipynb [26] ) the following numbers of clusters were found: 13 clusters for the vertical A predictive model, 12 clusters for the vertical B model, and 12 clusters for the vertical C.
Analyzing the generated clusters, the researchers found the features that define each cluster and compared them among Source [26] .
FIGURE 4.
Dendrogram representing the clusters found with the predictive model generated using the data from vertical C. The meaning of the different visual elements is the same as those presented in the previous dendrogram figures. Source [26] .
the different models to define the redirection rules. This analysis of clusters and rule generation will be explained in the following subsection.
B. RESULTS REGARDING CRITERIA FOR REDIRECTING USERS WITHIN A/B TESTING VERTICALS
Once the clusters were identified through the produced predictive models, the researchers started to analyze the features of each cluster to establish the proper redirection rules based on the heuristics observed. In the case of this study, these rules were not generated automatically, although using the code and procedures previously presented, it would be possible. The results achieved at this stage correspond to those expected in mark (2) in Figure 1 .
First, the most important values of these features were obtained through descriptive statistics and distribution plots (for every identified cluster), as included in [26] . As an example of the features' identification, Figure 5 shows that in vertical C's 8 th cluster, the device's operating system of the clustered users is Windows (the most repeated value is 1, i.e., True). With this information (and the rest of information obtained through the same process on the rest of features) the researchers could determine the possible devices used by the students in every cluster. In this case, the authors will refer mainly to these factors as technical features or technical info, as the factors were all related to the technological aspects of the device and software used by users completing the questionnaires.
The descriptive statistics and distribution plots for every technical feature within each cluster are available at https:// github.com / juan-cb / paper -ieeeAccess-2017 / blob /master/ machinelearning-results.ipynb [26] .
Once the values (technical specs mainly) of the devices were obtained, the finalization rates of the questionnaires of all clusters were calculated, identifying the performance achieved by users in each of them. This allowed the identification, for example, of the clusters whose finalization rate were smaller than the finalization rate of the whole questionnaire vertical.
In this way, researchers identified the factors (the most relevant features of each vertical's predictive model) linked to the clusters that performed worse than the rest. This information is summarized in Tables 12, 13, and 16 for verticals A, B, and C, respectively.
These tables (12, 13, and 14) helped the researchers to define the redirection rules. For example, Android devices with a 2-pixel ratio (i.e., Android devices with good screen resolution), despite their low rate performance, obtain better finalization ratios in vertical A (finalization rate of 15%) than in verticals B and C (finalization rates of 8.9% and 10.7%, respectively), leading to the conclusion that the users with devices that meet these characteristics should be redirected to vertical A.
Repeating this methodology for every device identified, the following rules were obtained: • Redirection to vertical A:
• Android devices with a 2-pixel ratio.
• Computers with an operating system different from Android, iOS and Mac OS.
• Mac OS computers.
• iPad devices.
• Convertible devices (those that could be used as tablet or as laptop depending on whether a keyboard or mouse is attached to them).
• Redirection to vertical B:
• Android devices with a 3-or 4-pixel ratio.
• Large iPhone devices (iPhone 6 Plus, 6s Plus, or 7 Plus).
• Android tablets. If the devices of the users who participate in the reinforcement (validate) phase did not meet any of these characteristics, the redirection was randomly made between verticals A and B (maintaining a 50% distribution).
No users were redirected to vertical C due to the low finalization rates of the clusters in this questionnaire variant. There was only one rule that did not follow this assumption: the case of an Android device with a very high resolution (a pixel ratio of 3 or 4). Despite this case, the researchers decided to close this vertical C, as all the mobile or tablet devices with a very high resolution (like iPhone 6 Plus, 6s Plus, 7 Plus, or Android tablets) work better in vertical B.
The final established heuristic rules were the following (presented as a kind of pseudocode):
1. If the operating system is Android and the device's pixel ratio is 2, the user is redirected to vertical A. 2. If the operating system is Android and the device's pixel ratio is 3 or 4, the user is redirected to vertical B. 3. If the operating system of the device is iOS and its pixel ratio is 3 (iPhone 6 Plus, 6s Plus, or 7 Plus), then the user is redirected to vertical B. 4. If the operating system is neither Android nor Mac OS, iOS, the user is redirected to vertical A. 5. If the operating system of the device is Mac OS, the user is redirected to vertical A. 6. If the operating system is Android and the device's screen height is greater than 1000px, the user is redirected to vertical B. 7. If the operating system is iOS, the device's screen width is 1024px, the device's screen height is 768px, and the device's pixel ratio is 1 or 2 (iPad), the user is redirected to vertical A. 8. If the device's operating system is Android and the device type is neither a mobile nor a tablet (convertible device), the user is redirected to vertical A. 9. If a device does not fit any of the previous conditions, the user is randomly redirected to vertical A or B (with equal probability of being redirected to any of them).
These rules were implemented in the OEEU's ecosystem to apply them whenever a new user enters or resumes the questionnaire.
C. RESULTS REGARDING ADAPTABILITY AND USERS' REDIRECTION WITHIN A/B TEST VERTICALS
After the experiment took place (analyzing the interaction and performance of users who used the system previously), all the users who entered or returned to the questionnaire (and therefore, the target users of the experiment) were sought to obtain the results regarding the application of redirection criteria within the questionnaire verticals. The calculation and validation presented in this phase correspond to the (3) mark in Figure 1 .
Before this phase (called reinforcement because the participants are users who access the web forms in a reinforcement made by the OEEU to obtain more responses to the questionnaires) and the application of the redirection rules based on heuristics, 5768 users had started the questionnaire; 4410 of them finished it, leaving a total of 1358 uncompleted questionnaires (and reaching a completion rate of 76.46%). All the data related to this subsection are available at https://github.com/juan-cb/paper-ieeeAccess-2017/blob/master/reinforcement-results.ipynb [26] In these previous results, the users who entered the questionnaire (i.e., reached the welcome page but never started it) were not taken into account. If these users were considered, the results would be as follows:
• Number of students who have entered the questionnaire:
6360.
• Number of students who have not finished the questionnaire: 1950.
• Number of students who have finished the questionnaire: 4410.
• Completion rate before reinforcement: 69.34%. By the time the questionnaires were closed, the final results were the following: 6738 started questionnaires, of which 5214 were completed and 1524 uncompleted. Consequently, the study achieved a questionnaire completion rate of 77.38%, improving the previous rate.
Again, these are the results for the started questionnaires; considering all the users (including the ones who reached the welcome page), the study yields the following results:
7349.
• Number of students who have not finished the questionnaire: 2135.
• Number of students who have finished the questionnaire: 5214.
• Completion rate after reinforcement: 70.95%. The total number of target users who entered the questionnaire after the incorporation of the system redirection support was 1165. These 1165 users were classified into three groups:
• Users who entered the questionnaire after reinforcement (considered as ''new users''). There were 1003 new users, becoming the larger group of users who have taken part in the experiment. • Users who resumed the questionnaire after reinforcement and were redirected to a different vertical; 110 users satisfied this criterion.
• Users who resumed the questionnaire after reinforcement but were not redirected to a different vertical. There were 52 users of this type. These general results are summarized in Table 15 . As can be seen in Table 15 , the new users' sample reached a completion rate of 71.59%.
This sample includes users who (at least) reached the welcome page of the questionnaire after reinforcement. An improvement in the completion results could be seen when comparing this completion rate (71.59%) with the completion rate before the reinforcement (that includes all the users who entered the questionnaire, 69.34%). Furthermore, it is necessary to consider that these new users are more reluctant in completing the questionnaire, as they have been invited to participate at least twice previously (and they had ignored the invitations), so these results are even more valuable.
Once the participant finalization rates were calculated, the researchers proceeded with the analysis of the impact of the rules formulated to improve the finalization rate, taking as a reference the groups of users who accessed the questionnaire presentation page both before and after the reinforcement phase.
These users were grouped into categories according to the way in which they were assigned to their vertical. To generate these categories, the researchers applied the assignment rules to the group of users who participated prior to the reinforcement and compared the results (ideal vertical assignment) with the vertical to which these individuals were actually sent (actual vertical assigned). Thus, the following three groups of individuals were obtained:
• Pre-reinforcement users randomly assigned to the wrong vertical (G1, n = 3833): Composed of users who VOLUME 6, 2018 accessed the questionnaire before the reinforcement and were assigned to a vertical to which they would not have been assigned had the redirection rules been applied.
• Pre-reinforcement users randomly assigned to the right vertical (G2, n = 1542): Comprised of users who accessed the questionnaire before the reinforcement and who, despite having been randomly directed, were assigned to the vertical to which they would have belonged to, had the redirection rules been applied.
• Post-reinforcement users (G3, n=1003): Users who accessed the questionnaire for the first time after the reinforcement, thus being consequently assigned to the right vertical.
In the case of rule 9, researchers classified all individuals who were randomly directed to vertical C as members of group 1; individuals who were directed to verticals A or B were classified as missing values, as the distribution of those verticals was defined differently from the one defined for the reinforcement phase.
Once the users were classified, the researchers calculated the finalization rate of each group, using the Chi-square statistic to study whether the vertical assignation method influenced the finalization rate. The Chi-square test is the most reliable in this scenario, given that there are two categorical variables (questionnaire finalization and success in the assignment). This statistical test was applied to the three possible combinations of pairs (Table 16) .
First, as we can observe in the table, the results of the Chi-square test reflect a significant correlation between the vertical assignation method and the finalization of the questionnaire in pair G1-G2 for a significance level (s.l.) of 0.001. This result is consistent with the methodology employed, given that the clustering process and the later rules of assignment were carried out using the pre-reinforcement users.
Second, for the pair G2-G3, the results indicate no correlation between the assignment method and the finalization rate (s.l. 0.05) which, again, confirms the adequacy of the established rules, as individuals in group 3 were grouped with the same criterion that those in group 2, although the assignment was done in an intentional way rather than randomly.
Finally, it is noticeable that there is also a correlation (s.l. 0.05) between the assignment method and the finalization rate in the case of the pair G1-G3, which confirms that the application of the established rules significantly contributes to the finalization of the questionnaire by the participants. As a final data analysis step, the researchers carried out an in-depth study of the behavior of each of the proposed rules, aiming to delve into the individual effect of each of them on the finalization of the questionnaire.
To this end, a process like the previous analysis was used with each one of the rules, the difference being that only the pair G1-G3 was used (Table 17) .
As illustrated in Table 16 , although there are differences in all finalization rates, they are significant (s.l. 0.01) only in the case of rule 4. For said rule, the rate of finalization in group 3 is approximately 8% greater than the rate in group 1, which suggests that directing the individuals who access the questionnaire from a non-Mac PC improves their chances of completing the questionnaire.
IV. DISCUSSION
This section presents the discussion of all the issues found in the research, discussing the foundations and effects of some decisions made by the authors. It also includes several future lines of work, suggests a set of recommendations, and closes with a general conclusion.
A. GENERAL DISCUSSION
Regarding the research carried out by the authors, there are several issues to comment on in this paper. To facilitate the comprehension, these issues will be discussed following the same structure of the paper (first, issues related to the methodology; second, those related to the results, and so forth).
First, the authors pose a question: Is it advisable to apply this kind of machine-learning method to this kind of problem? In this case, the researchers were inspired by other authors who have applied these types of processes to a wide range of problems. As an example, this kind of machine-learning algorithmic approach has being used in other fields, such as education [35] , with promising results. Beyond the benefits that machine-learning approaches bring to many problems, by also including white-box procedures, the researchers ensure explainable and reproducible results that could be improved or discussed by the scientific community. All these considerations and precedents encouraged the authors to employ this kind of approach to address the problem of improving users' performance within a complex system like that presented. According to the results, the question can be answered positively, as the findings have been valuable and prove the validity of the approach.
Following the discussion, the authors would like to comment that the A/B testing approach used for this research is not a pure application of such methodology. While A/B tests are commonly based on singular changes between the different experimentation groups (or verticals), in the presented approach the authors grouped different changes into the same verticals. In this case, this variation of A/B tests does not influence this experimentation, as the researchers attempt to maximize user performance in the questionnaire finalization without a special focus on small changes, but using important differences between the different verticals. Despite that, it is worth noting that this kind of application of A/B tests for the experiment has been previously validated by experts [29] .
Regarding the generated predictive models, the cut-off value for their relevant factors to later include in the clusters, the authors stated 0.05 as the minimum value to consider since this is the most common value in classical literature to ensure reliable results. Also in this case, the authors use this cut-off value to generate the clusters using only the most important factors (those that have a specific weight of more than 0.05 in the predictive model), thus excluding less important ones that could introduce noise when building the groups.
Concerning the most important factors that characterize the predictive models and explain the users' profile and preferences while completing the questionnaire, it should be remarked that technical aspects were more important than personal ones. At the beginning of the research and for the predictive models' generation, researchers included personal aspects, such as gender, age, and issues related to education, as part of the dataset. According to the results, such aspects do not have special relevance while modeling the users' behavior in completing the web form. Instead, the present findings indicated that the most important factors for the users were the size of the device screen and the browser window. Moreover, other aspects, like the screen resolution, concrete browser, or operative system, were important, but with a lesser effect. Nevertheless, these are the most important factors for the population of this study and cannot be considered general and valid for other populations. To apply the approach presented in this research in other experiments, the predictive models should be generated again.
Regarding the generation of rules based on heuristics, and as a future study, the researchers would like to automate this process. This will help to reproduce the same process with the same experimental conditions and remove any kind of bias introduced by researchers or administrators. This will be explained in depth in the following subsection.
Related to the reinforcement phase and other conditions of the experiment, with the aim of enhancing users' participation in the questionnaires, the OEEU offered participation in a raffle (the prize would be seven smartwatches) to all graduates completing the web form as a reward. This incentive was used also to promote the reinforcement process where the redirection rules were applied.
Regarding the effectiveness of the use of rules based on cluster analysis during the reinforcement period, cluster analysis was found to be a very useful tool to guide the redirection of users to the version of the questionnaire best suited to the features of the technology with which they completed it.
First, the results of this study confirm that the rules established improved the answer rate by comparing the performance of users who participated after the reinforcement with those who participated before the last reinforcement and were directed to the wrong questionnaire. Additionally, the authors could observe that there are no significant differences between groups G2 and G3, which leads to the understanding that the application of the rules during the reinforcement has maintained the good results regarding to the finalization among the users who would have been randomly assigned to the right vertical.
Second, if the researchers delve into the analysis of the individual behavior of each rule, the results suggest that the improvement in the finalization rate is due to rule four, which redirects users who access the form from non-Mac computers to vertical A, given that the rest of rules have not yielded significant correlations.
Regarding this point, it must be remarked that the users who participated in a reinforcement phase were commonly more reluctant to complete the questionnaire, as they left it in previous stages or were not initially attracted to fulfill it. This also could render even more valuable the results obtained in this research concerning the improvement of users' performance. However, for future studies it would be interesting to apply a research design that includes an experimental and a control group from the beginning to be able to assess the effect of the rules under the same conditions.
Another interesting future line of research would be an analysis of the threshold cut-off to perform the factor selection, given that a higher minimum value may simplify the number of rules and make more efficient the redirection process. As a first step, the authors intend to analyze rule four to gain a better understanding of the predictive importance of the elements behind its formulation.
Finally, the authors believe that the approach and procedures presented in this research are transferable to other application fields. The process presented in this paper follows some traditional approaches and methods within the machine-learning research field, and the prediction challenge is present in many other problems beyond web form completion. The proposed methodology may also help to transfer this experience to other problems with the additional value of providing a white-box approach for the algorithms used. In the future, the authors would like to attempt to apply such methodology to predict the employability of Spanish graduates. This will also validate the genericity of the methodology, which will only require some minor changes depending on the dataset.
B. HOW TO APPLY THIS RESEARCH IN PRODUCTION IN THE REAL WORLD
One of the main concerns related to this research could be stated as follows: Is it possible to use this contribution in a real industry setting? Is it possible to integrate this kind of approach in production systems and enable an automated process? From the point of view of the researchers, the answer is yes to both questions. There are many examples in the industry on how data sciences processes can be transformed from Jupyter notebooks to enterprise-ready systems put in production. In this case, the researchers outline the approach proposed by the Airbnb engineering team on how their ML Automator [36] tool helped in translating a Jupyter notebook into an Airflow machine learning pipeline [37] and use this kind of analytics process in production systems. This automating effort must include-apart from the machinelearning algorithms and process-rule generation or the identification of the proper Euclidean distance to separate the clusters generated. To automate the rule generation, probably researchers would have to employ artificial intelligence techniques such as neuronal networks, that could learn to generate these rules as done by humans in this paper.
C. GENERAL CONCLUSION
This paper presents a novel study in the field of HumanComputer Interaction. The main results achieved have been quite promising and encourage authors to continue the labor of improving users' performance in completing large web forms. Adaptability can be achieved by detecting users' behaviors, preferences, and profiles using machine-learning techniques and offering the best user interface and user experience to each kind of user detected. Based on the results, the authors also propose several future works that could push this research to be adopted in the industry and other application fields.
JUAN CRUZ-BENITO received the M.Sc. degree in intelligent systems from the University of Salamanca, Spain, in 2013, where he is currently pursuing the Ph.D. degree in computer sciences. He is one of the youngest members of the Research Group Interaction and eLearning, where he specializes in software solutions based on technology ecosystems and open source software. He is involved in human-computer interaction, educational virtual worlds and technologies for educational purposes, and disciplines that he has developed in many innovation and research projects. He has participated in many European and national research and development projects, such as TRAILER, VALS, USALSIM Virtual Campus, and the Spanish Observatory for University Employability and Employment, as a Software Engineer, Researcher, and Developer.
ANDREA VÁZQUEZ-INGELMO was born in Salamanca, Castilla y León, Spain, in 1994. She received the bachelor's degree in computer engineering from the University of Salamanca, Salamanca, in 2016, where she is currently pursuing the master's degree in computer engineering. She is a member of the Research Group of Interaction and eLearning. Since 2016, she has been a part of the National Project Spanish Observatory for University Employability and Employment as a Developer and a Researcher.
JOSÉ CARLOS SÁNCHEZ-PRIETO received the bachelor's degree in pedagogy and the master's degree in ICT applied in education from the University of Salamanca, Spain. He is currently pursuing the Ph.D. degree with the Faculty of Education, Said University, within the Program on Education in the Knowledge Society. His area of research is the assessment of attitudes among in-service and pre-service teachers.
ROBERTO THERÓN received the Diploma degree in computer science from the University of Salamanca, the B.A. degree from the University of A Coruña, the bachelor's degree in communication studies and the bachelor's degree in humanities from the University of Salamanca, and the Ph.D. degree from the Research Group Robotics, University of Salamanca. His Ph.D. thesis was on parallel calculation configuration space for redundant robots. He is currently the Manager of the VisUsal Group (within the Recognized Research Group GRIAL), University of Salamanca, which focuses on the combination of approaches from computer science, statistics, graphic design, and information visualization to obtain an adequate understanding of complex data sets. He has authored of over 100 articles in international journals and conferences. In recent years, he has been involved in developing advanced visualization tools for multidimensional data, such as genetics or paleo-climate data. In the field of visual analytics, he develops productive collaborations with groups and institutions internationally recognized as the Laboratory of Climate Sciences and the Environment, France, or the Austrian Academy of Sciences, Austria. He received the Extraordinary Doctoral Award for his Ph.D. thesis. MARTÍN MARTÍN-GONZÁLEZ received the master's degree in economic development and public policy and the Ph.D. degree in economics from the Autonomous University of Madrid (UAM), and the degree in economics from the University of La Laguna. He was a Researcher with the Faculty of Economics, UAM. He is currently a Researcher with the UNESCO Chair in University Management and Policy, Technical University of Madrid. His areas of research are the economics of education, the economics of higher education, employability, the evaluation of educational policies, public economics, applied economics, economic development, higher education, and vocational training.
