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HIGH-ORDER S-LEMMA WITH APPLICATION TO STABILITY OF A CLASS OF
SWITCHED NONLINEAR SYSTEMS∗
KUIZE ZHANG†, LIJUN ZHANG‡, AND FUCHUN SUN§
Abstract. This paper extends some results on the S-Lemma proposed by Yakubovich and uses the improved
results to investigate the asymptotic stability of a class of switched nonlinear systems.
Firstly, the strict S-Lemma is extended from quadratic forms to homogeneous functions with respect to any
dilation, where the improved S-Lemma is named the strict homogeneous S-Lemma (the SHS-Lemma for short). In
detail, this paper indicates that the strict S-Lemma does not necessarily hold for homogeneous functions that are not
quadratic forms, and proposes a necessary and sufficient condition under which the SHS-Lemma holds.
It is well known that a switched linear system with two sub-systems admits a Lyapunov function with ho-
mogeneous derivative (LFHD for short), if and only if it has a convex combination of the vector fields of its two
sub-systems that admits a LFHD. In this paper, it is shown that this conclusion does not necessarily hold for a gen-
eral switched nonlinear system with two sub-systems, and gives a necessary and sufficient condition under which the
conclusion holds for a general switched nonlinear system with two sub-systems. It is also shown that for a switched
nonlinear system with three or more sub-systems, the “if” part holds, but the “only if” part may not.
At last, the S-Lemma is extended from quadratic polynomials to polynomials of degree more than 2 under some
mild conditions, and the improved results are called the homogeneous S-Lemma (the HS-Lemma for short) and the
non-homogeneous S-Lemma (the NHS-Lemma for short), respectively.
Besides, some examples and counterexamples are given to illustrate the main results.
Key words. strict homogeneous S-Lemma, switched nonlinear system, Lyapunov function with homogeneous
derivative, convex combination, homogeneous S-Lemma, non-homogeneous S-Lemma
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1. Introduction and Preliminaries.
1.1. S-Lemma. The S-Lemma, firstly proposed by Yakubovich [1], characterizes when
a quadratic function is copositive with another quadratic function. The basic idea of this
widely used method comes from control theory but it has important consequences in quadratic
and semi-definite optimization, convex geometry, and linear algebra as well [3, 8].
A real-valued function f : Rn → R is said to be copositive with a real-valued function
g : Rn → R if g(x) ≥ 0 implies f(x) ≥ 0. Furthermore, f is said to be strictly copositive
with g if f is copositive with g, and g(x) ≥ 0 and x 6= 0 imply f(x) > 0.
THEOREM 1.1 (S-Lemma, [1]). Let f, g : Rn → R be quadratic functions such that
g(x¯) > 0 for some x¯ ∈ Rn. Then f is copositive with g if and only if there exists ξ ≥ 0 such
that f(x)− ξg(x) ≥ 0 for all x ∈ Rn.
THEOREM 1.2 (strict S-Lemma). Let f, g : Rn → R be quadratic forms. Then f is
strictly copositive with g if and only if there exists ξ > 0 1 such that f(x)− ξg(x) > 0 for all
nonzero x ∈ Rn.
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1In the original version, ξ ≥ 0. However, f is strictly copositive with g implies f and g have no common zero
point except 0 ∈ Rn. Then by Theorem 1.3, a positive real number ξ can be found.
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Theorem 1.1 and Theorem 1.2 were firstly obtained based on the following Theorem 1.3
given in [2] via the separation theorem for convex sets.
THEOREM 1.3 ([2]). Let f, g : Rn → R be quadratic forms. Then the set
{(f(x), g(x)) : x ∈ Rn} is convex. Particularly, if f and g have no common zero point except
0 ∈ Rn, then the set {(f(x), g(x)) : x ∈ Rn} is closed as well as convex, and is either the
entire xy-plane or an angular sector of angle less than π.
Yakubovich [1] gave an example indicating the set {(f(x), g1(x), g2(x)) : x ∈ Rn} is
not convex, which indicates neither Theorem 1.1 nor Theorem 1.2 holds for three or more
quadratic functions. We shall also give an example to support it (see Example 2.4) later.
Despite the general non-convexity of the set {(f(x), g1(x), g2(x)) : x ∈ Rn}, one can im-
pose additional conditions on quadratic functions f(x), g1(x), · · · , gm(x) to make the set
{(f(x), g1(x), · · · , gm(x)) : x ∈ Rn} be convex. There are many such extensions with ap-
plications to control theory (linear systems) [3, 8, 11, 12, 13, 14, 24]. However, the case that
these functions are (homogeneous) polynomials that have degree more than 2 or even general
homogeneous functions has not been studied yet, which can be used to deal with nonlinear
systems. In this paper, we focus on the latter case.
1.2. Homogeneous Function and Even (Odd) Function. In this subsection we intro-
duce some preliminaries related to homogeneous functions and even (odd) functions.
Any given n-tuple (r1, · · · , rn) with each ri positive is called a dilation; the set {x ∈
Rn : (|x1|l/r1 + · · · + |xn|l/rn)1/l = 1} denotes the generalized unit sphere, where l > 0.
Specially, the set {x ∈ Rn : |x1|2 + · · ·+ |xn|2 = 1} denotes the unit sphere. Based on the
concept of dilations, the concept of homogeneous functions is introduced as follows [16, 19]:
DEFINITION 1.4. A function f : Rn → R is said to be homogeneous of degree k ∈ R
with respect to the dilation (r1, · · · , rn), if
f(ǫr1x1, · · · , ǫrnxn) = ǫkf(x1, · · · , xn) (1.1)
for all ǫ > 0, and x1, · · · , xn ∈ R.
It can be easily seen that f is homogeneous of degree k with respect to the dilation
(r1, · · · , rn) if and only if f is homogeneous of degree k/r with respect to the dilation
(r1, · · · , rn)/r, where r = min{r1, · · · , rn}. Without loss of generality, we assume that
ri ≥ 1, i = 1, · · · , n hereinafter. By Definition 1.4, homogeneous polynomials are analytic
and homogeneous functions of degree a nonnegative integer with respect to the trivial dilation
(1, · · · , 1).
A function f : Rn → R is called even (odd) if f(−x) = f(x)(−f(x)) for all x ∈ Rn.
For example, a homogeneous polynomial of even (odd) degree is an even (odd) function.
However, a homogeneous function is not necessarily a polynomial or not necessarily an even
(odd) function. For example, the odd and homogeneous function |x| 32 sgn(x) is not a polyno-
mial, where sgn(·) denotes the sign function; the polynomial x + y2 that is homogeneous of
degree 2 with respect to the dilation (2, 1) is neither an even (odd) function nor a homoge-
neous polynomial; the homogeneous function x3 + |x|3 is neither a polynomial nor an even
(odd) function.
1.3. Applications of the Strict S-Lemma to Stability of Switched Linear Systems.
Wicks and Peleties [9] showed that if a switched linear system with two sub-systems has an
asymptotically stable convex combination of its sub-systems, there exists a quadratic Lya-
punov function and a computable stabilizing switching law. Feron [10] proved the converse
is also true by constructing a quadratically stable convex combination of the two sub-systems
based on two total derivatives (two quadratic forms) of the existing quadratic Lyapunov func-
tion and using the strict S-Lemma. These results reveal the difference degree between linear
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systems and switched linear systems from the perspective of stability. Due to their substan-
tial contributions, these results were quoted widely and embodied in the monograph [15] on
switched systems. However, these results have not been extended to nonlinear cases. This is
for reason that it is difficult for switched nonlinear systems to construct stable convex combi-
nations of the sub-systems, and the strict S-Lemma can not be used to deal with derivatives of
Lyapunov functions of higher degrees. Then interesting issues arise: May the strict S-Lemma
be extended to nonlinear functions of higher degrees? May the above necessary and sufficient
condition for switched linear systems be extended to switched nonlinear systems?
Homogeneous nonlinear systems are a class of nonlinear systems that have properties
similar to linear systems, and many interesting results of linear systems were extended to
homogeneous nonlinear systems (cf. [16, 17, 18, 19, 20, 23]). Cheng and Martin [21] pro-
posed the concept of the Lyapunov function with homogeneous derivative (LFHD for short)
and applied it to testify the stability of a class of nonlinear polynomial systems. A nonlinear
system admitting a LFHD is not necessarily homogenous, but still have some properties of
homogeneous systems. For example, if a nonlinear component-wise homogeneous polyno-
mial system admits a LFHD (cf. [21]), its global stability is easily guaranteed. A nonlinear
system admitting a LFHD can be regarded as an approximation of the center manifolds of a
large class of nonlinear systems. Hence to study such systems is theoretically significant and
interesting. Cheng and Martin [21] also gave methods to construct a LFHD for a component-
wise homogeneous polynomial systems.
In this paper, we use the concept of LFHD to characterize a class of switched nonlinear
systems.
1.4. Model. In order to describe this problem clearly, the system considered in this
paper is formulated as
x˙ = fσ(t)(x), x = x(t) ∈ Rn, (1.2)
where σ : [0,+∞)→ Λ = {1, 2, · · · , N} is a piece-wise constant, right continuous function,
called the switching signal, N is an integer no less than 2, and each fi is a continuous function
of the state x. A convex combination of the sub-systems of system (1.2) denotes the system
x˙ =
∑N
i=1 λifi(x), where 0 ≤ λ1, λ2, · · · , λN ≤ 1, and
∑N
i=1 λi = 1.
Throughout this paper, it is assumed that system (1.2) admits a LFHD. That is to say,
there exists a positive definite and continuously differentiable function V : Rn → R, such
that each of V˙ (x)
∣∣∣
Si
is a continuous, even and homogeneous function of the same degree
with respect to the same dilation, and
N⋃
i=1
{
x ∈ Rn : V˙ (x)
∣∣∣
Si
< 0
}
⊃ Rn \ {0}, (1.3)
where Si denotes the i-th sub-system, V˙ (x)
∣∣∣
Si
denotes the derivative of V (x) along the
solution trajectory of Si, i ∈ Λ.
It can be proved that if system (1.2) admits a LFHD, then for any given initial state, there
exists a switching law driving the initial state to the equilibrium point as t→∞ [26].
Based on the concept of LFHD, the necessary and sufficient conditions given in [9, 10]
can be restated as: If for system (1.2), each fi is linear and N = 2, then system (1.2) admits a
(quadratic) LFHD if and only if there exits a convex combination of its two sub-systems that
admits a (quadratic) LFHD. In this paper, we will extend these results to nonlinear system
(1.2) with N = 2, and show that the necessary one does not hold when N > 2.
The contributions of the paper include:
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• We extend the strict S-Lemma to the strict homogeneous S-Lemma (the SHS-Lemma
for short, from the case f, g are quadratic forms to homogeneous functions with re-
spect to any dilation). In detail, we indicate that the strict S-Lemma does not nec-
essarily hold for homogeneous functions that are not quadratic forms, and give a
necessary and sufficient condition under which the SHS-Lemma holds.
• We use the SHS-Lemma to give a necessary and sufficient condition under which
system (1.2) when N = 2 admits a LFHD if and only if there exists a convex
combination of its sub-systems that admits a LFHD, and show the “if” part still
holds when N > 2.
• A counterexample is given to show that even though system (1.2) when N > 2 ad-
mits a LFHD, there may exist no convex combination of its sub-systems that admits
a LFHD.
• The S-Lemma is extended to polynomials of degree more than 2 under some mild
conditions, and the extended results are called the homogeneous S-Lemma (the HS-
Lemma) and the non-homogeneous S-Lemma (the NHS-Lemma), respectively.
The remaining part of this paper is organized as follows: Section 2 gives the main re-
sults and some examples supporting the main results. The SHS-Lemma is first shown, then
based on it, the asymptotic stability of switched nonlinear systems with two sub-systems is
analyzed; a counterexample about switched linear systems with more than two sub-systems
is given; at last, some non-strict S-Lemmas are shown. Section 3 is a brief conclusion.
2. Main Results. Until now, there have been four approaches to proving the S-Lemma
(cf. [2, 1], [4, 5], [6] and [7], respectively). It turns out that the two approaches given in [4, 5]
and [6] cannot be generalized to prove the SHS-Lemma, since for homogeneous polynomials
of degree more than 2, the positive definiteness cannot only be determined by their coefficient
matrices or the eigenvalues of their coefficient matrices; the approach given in [7] cannot
either, since unlike quadratic polynomials, graphs of polynomials of degree greater than 2
are not necessarily spherically convex (The concept of spherical convexity is referred to [7]).
The most fundamental approach, the approach given in [2, 1] can be generalized to deal with
the case that the homogeneous functions are odd functions. However for the case that the
homogeneous functions are even, it does not work either. In this paper, we propose a new
approach that can be used to deal with both the two cases and to prove the SHS-Lemma.
2.1. Strict Homogeneous S-Lemma with Application to Stability of Switched Non-
linear Systems with Two Sub-systems. We first prove Theorem 2.1 that is an extension
of Theorem 1.3 to some extent, and then prove the SHS-Lemma (Theorem 2.2) based on
Theorem 2.1.
THEOREM 2.1. Let f, g : Rn → R be continuous, homogeneous functions of degree
0 ≤ k ∈ R with respect to the same dilation (r1, · · · , rn), and assume f and g have no
common zero point except 0 ∈ Rn when k > 0. Then the set {(f(x), g(x)) : x ∈ Rn} := U
is closed. If k = 0, the set U is a singleton. Next assume k > 0. If f and g are both odd
functions, the set U is convex. In detail, the set U either equals R2 , or is a straight line
passing through the origin. If f and g are both even functions, the set U is an angular sector.
REMARK 2.1. Note that in Theorem 2.1, the assumption that f and g have no common
zero point except 0 ∈ Rn is crucial. It is because if f and g do have a common nonzero zero
point, the set {(f(x), g(x)) : x ∈ Rn} may be neither convex nor an angular sector. For
example, polynomials f(x, y) = −x3+y3 and g(x, y) = y3− 12x3− 12xy2 have the common
nonzero zero point (1, 1). And the set {(−x3 + y3, y3 − 12x3 − 12xy2) : x, y ∈ R} := U is
neither convex nor an angular sector (see Fig. 2.1). This is because (1, 1) and (−1,− 12 ) are
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xy2) : x2 + y2 ≤ 1}
both in U , but (0, 14 ) =
1
2 [(1, 1)+ (−1,− 12 )] is not in U ; (−1,−1) and (1, 12 ) are both in U ,
but (0,− 14 ) = 12 [(−1,−1) + (1, 12 )] is not in U .
On the other hand, if f and g have a common nonzero zero point, the set {(f(x), g(x)) :
x ∈ Rn} may be a convex set. For example, polynomials x2 − 2xy + y2 and x2 − y2 have
the common nonzero zero point (1, 1), but the set {(x2 − 2xy + y2, x2 − y2) : x, y ∈ R} is
still convex by Theorem 1.3.
Proof. [of Theorem 2.1] Let U denote the set {(f(x), g(x)) : x ∈ Rn} for short.
k = 0:
Let ǫm be 1/m, m = 1, 2, · · · . We have limm→∞ (ǫr1mx1, · · · , ǫrnm xn) = 0 for all
x1, · · · , xn ∈ R. Further
f(x1, · · · , xn) = lim
m→∞
ǫ0mf(x1, · · · , xn) = limm→∞ f(ǫ
r1
mx1, · · · , ǫrnm xn) = f(0)
for all (x1, · · · , xn) ∈ Rn by the continuity and homogeneity of f . Similarly g is also
constant. Hence the set U is a singleton, which is closed.
k > 0:
In this case, f(0) = g(0) = 0.
Firstly we prove the set U is closed.
Because f and g are continuous and they have no common zero point except 0 ∈ Rn,
(f(x), g(x))/‖(f(x), g(x))‖ is a continuous function defined on Rn \ {0} and maps the unit
sphere of Rn onto a compact subset of the unit sphere of R2, where ‖·‖ is the Euclidean norm.
The compact subset is also compact in R2, and then closed. Further by the homogeneity of f
and g, the set U is closed.
Secondly we prove if u ∈ U , then λu ∈ U for all λ > 0.
For any given u ∈ U , there exists z1 = (z11 , · · · , z1n) ∈ Rn such that
u = (uf , ug) = (f(z1), g(z1)). (2.1)
For any given λ > 0, there exists ǫ¯ > 0 such that λ = ǫ¯k. Then
λu = (ǫ¯kf(z1), ǫ¯
kg(z1)) = (f(ǫ¯
r1z11 , · · · , ǫ¯rnz1n), g(ǫ¯r1z11 , · · · , ǫ¯rnz1n)) ∈ U.
When f and g are both odd functions, u ∈ R implies λu ∈ U for all λ ∈ R.
Similar to (2.1), for any given v ∈ U , there exists z2 = (z21 , · · · , z2n) ∈ Rn such that
v = (vf , vg) = (f(z2), g(z2)). (2.2)
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Thirdly we define a closed curve that plays a central role in the following proof. We use
f(θ) and g(θ) to denote the functions
f(z11 | cos θ|r1sgn(cos θ) + z21 | sin θ|r1sgn(sin θ), · · · ,
z1n | cos θ|rnsgn(cos θ) + z2n | sin θ|rnsgn(sin θ))
(2.3)
and
g(z11 | cos θ|r1sgn(cos θ) + z21 | sin θ|r1sgn(sin θ), · · · ,
z1n | cos θ|rnsgn(cos θ) + z2n | sin θ|rnsgn(sin θ)),
(2.4)
respectively for short hereinafter, where sgn(·) denotes the sign function.
The function (f(θ), g(θ)) can be seen as a continuous function defined over the closed
interval [0, 2π], and f(θ) and g(θ) both have period 2π, then the curve {(f(θ), g(θ)) : θ ∈
[0, 2π]} := ℓ is a path-connected, bounded and closed set. And {tvℓ : t ≥ 0, vℓ ∈ ℓ} ⊂ U .
Since f(x) and g(x) have no common zero point except 0 ∈ Rn, f(θ) = g(θ) = 0 im-
plies z1i | cos θ|risgn(cos θ)+z2i | sin θ|risgn(sin θ) = 0, then z1i = −z2i | tan θ|risgn(tan θ)
or z1i | cot θ|risgn(cot θ) = −z2i for all i = 1, · · · , n. Then u and v are linearly dependent.
Hence the curve ℓ does not pass through the origin if u and v are linearly independent. Simi-
larly, if f and g are both even functions, u and v are linearly dependent, and either ufvf < 0
or ugvg < 0, the curve ℓ is also path-connected, bounded, closed and does not pass through
the origin either.
At last, we give the conclusion.
Next assume that f(x) and g(x) are both odd functions.
Assume that the set U is not a line passing through the origin, then there exist linearly
independent vectors u, v ∈ U . It is easy to get f(θ) = −f(θ + π) and g(θ) = −g(θ + π)
for all θ ∈ R. That is, the curve ℓ is central symmetric. Then ℓ is homeomorphic to the unit
sphere of R2. Hence {tvℓ : t ≥ 0, vℓ ∈ ℓ} = R2 ⊂ U ⊂ R2. That is, U = R2, and U is
convex.
Next assume that f and g are both even functions.
Assume U 6= R2, that is to say, there exists a vector u′ ∈ R2 such that u′ /∈ U , then the
set U is contained in an angular sector of angle less than 2π whose boundary is in U since
U is closed. The boundary of the angular sector is the union of two half lines. Choose two
points u, v in different half lines. Then the corresponding curve ℓ is path-connected, closed
and does not pass through the origin. And furthermore, {tvℓ : t ≥ 0, vℓ ∈ ℓ} = U equals the
angular sector.
EXAMPLE 2.1. We give some examples to illustrate Theorem 2.1.
k is odd:
1. {(f(x) = x3, g(x) = x3) : x ∈ R} is a straight line passing through the origin..
2. {(f(x1, x2) = x31, g(x1, x2) = x32) : x1, x2 ∈ R} = R2.
k is even:
In this case, we give some examples to show the angle, denoted by Φ, of the set U (see
the proof of Theorem 2.1) satisfies Φ = π, π < Φ < 32π, 32π < Φ < 2π and Φ = 2π,
respectively. The case Φ < π is seen in Example 2.2 (see Fig. 2.3). In each of the following
four examples, f and g have no common zero point except 0 ∈ R2.
1. {(f(x, y) = x4 − y4 − x2y2, g(x, y) = −x4 + y4) : x, y ∈ R} (Φ = π):
(f(1, 0), g(1, 0)) = (1,−1), (f(0, 1), g(0, 1)) = (−1, 1) and f(x, y) + g(x, y) ≤ 0
for all (x, y) ∈ R2 imply the angle of U equals π.
2. {(f(x, y) = −x4+y4−xy3, g(x, y) = x4−y4+x3y) : x, y ∈ R} (π < Φ < 32π):
(f(1,−2), g(1,−2)) = (23,−17), (f(2, 1), g(2, 1)) = (−17, 23) and
(f(3, 4), g(3, 4)) = (−17,−67) imply (23,−17), (−17, 23), (−17,−67) ∈ U . The
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three points show that the angle of U is greater than π. The inequalities f(x, y) ≥ 0
and g(x, y) ≥ 0 have no common solution shows that the angle of U is less than 32π.
3. {(f(x, y) = x6− y6 +20x5y− 20x3y3, g(x, y) = −x6 + y6− 10xy5) : x, y ∈ R}
( 32π < Φ < 2π):
(f(0, 1), g(0, 1)) = (−1, 1), (f(2, 3), g(2, 3)) = (−3065,−4195),
(f(2, 1), g(2, 1)) = (543,−83) and (f(−5,−6), g(−5,−6)) = (133969, 419831)
imply (−1, 1), (−3065,−4195), (543,−83), (133969, 419831) ∈ U .
〈(543,−83), (133969, 419831)〉 = 37899194 > 0, where 〈·, ·〉 denotes the inner
product.
f(x, y) = 1 and g(x, y) = 0 have no common solution.
Hence 32π < Φ < 2π.
4. {(f(x, y) = x6 − y6, g(x, y) = −x6 + y6 − x3y3) : x, y ∈ R} (Φ = 2π):
f(x, y) = a and g(x, y) = b have a common solution for all a, b ∈ R.
Based on Theorem 2.1, we give the following Theorem 2.2. We still call it the strict
homogeneous S-Lemma.
THEOREM 2.2 (SHS-Lemma). Let f, g : Rn → R both be continuous, even and ho-
mogeneous functions of degree 0 ≤ k ∈ R with respect to the same dilation (r1, · · · , rn).
If and only if there exist a, b ∈ R such that a2 + b2 > 0 and neither
{
f(x) = a
g(x) = b
nor{
f(x) = −a
g(x) = −b have a solution, the following two items are equivalent:
(i) f is strictly copositive with g;
(ii) there exists ξ > 0 such that f(x)− ξg(x) > 0 for all 0 6= x ∈ Rn.
REMARK 2.2. Theorem 2.1 shows that if f and g are both homogeneous of odd degree
and f and g have no nonzero common zero point, the set {(f(x), g(x)) : x ∈ Rn} is either
the whole R2 or a straight line passing through the origin. In the former case, (i) of Theorem
2.2 cannot hold. In the latter case, if (i) of Theorem 2.2 holds, there exist α1, α2 ∈ R such
that α1α2 < 0 and α1f(x) + α2g(x) = 0 for all x ∈ Rn, which indicates (ii) of Theorem
2.2 cannot hold (For example, f(x) = g(x) = x3 : R → R.). Hence in Theorem 2.2, we
assume that k is even.
Proof. [of Theorem 2.2] If k = 0, f and g are both constant functions by Theorem 2.1.
Then (i) is obviously equivalent to (ii).
Next we assume that k > 0.
(ii)⇒ (i) holds naturally.
By Theorem 2.1, (i) implies the set {(f(x), g(x)) : x ∈ Rn}, denoted by U , is an
angular sector of angle less than 32π and
U ∩ {(r1, r2) : r1 ≤ 0, r2 ≥ 0} = ∅.
Next we assume that there exist a, b ∈ R such that a2+b2 > 0 and neither
{
f(x) = a
g(x) = b
nor
{
f(x) = −a
g(x) = −b have a solution and prove (i)⇒ (ii).
The foregoing assumption and (i) imply the angle of U is less than π. Then there exist
ξ1 < 0 and ξ2 > 0 such that
ξ1f(x) + ξ2g(x) < 0
for all 0 6= x ∈ Rn. Set ξ = −ξ2/ξ1 > 0, then f(x)− ξg(x) > 0 for all x ∈ Rn.
In particular, when k = 2, (i) implies the above assumption (see Theorem 1.3).
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Next we assume for all a, b ∈ R such that a2 + b2 > 0, either
{
f(x) = a
g(x) = b
or{
f(x) = −a
g(x) = −b have a solution, which together with (i) implies the angle of U is no less
than π. Hence (ii) does not hold.
Based on Theorem 2.2, we give the following Theorem 2.3.
THEOREM 2.3. System (1.2) admits a LFHD V : Rn → R, and there exist a, b ∈ R such
that a2 + b2 > 0 and neither


V˙ (x)
∣∣∣
S1
= a
V˙ (x)
∣∣∣
S2
= b
nor


V˙ (x)
∣∣∣
S1
= −a
V˙ (x)
∣∣∣
S2
= −b
have a solution, if
and only if there exists a convex combination of its two sub-systems that admits a LFHD when
N = 2 (The “if part” still holds when N > 2).
Proof. “if”: This part is trivial just like the triviality of the “if” part of the SHS-Lemma.
“only if”: This part is proved by the SHS-Lemma.
Since V is a LFHD of system (1.2) when N = 2, that is to say,
⋃2
i=1
{
x ∈ Rn : V˙ (x)
∣∣∣
Si
< 0
}
⊃ Rn \ {0} ,
then − V˙ (x)
∣∣∣
S1
is strictly copositive with V˙ (x)
∣∣∣
S2
.
By Theorem 2.2 and the assumption related to V in Theorem 2.3, there exists ξ > 0 such
that
V˙ (x)
∣∣∣
S1
+ ξ V˙ (x)
∣∣∣
S2
< 0 for all 0 6= x ∈ Rn.
Take λ1 = 11+ξ , λ2 =
ξ
1+ξ , then V is a LFHD of system x˙ = λ1f1(x) + λ2f2(x).
REMARK 2.3. Theorem 2.3 indicates the existence of an asymptotically stable convex
combination of the two sub-systems, but it does not show how to find the convex combination.
Luckily, there are only two sub-systems, so we can use Young’s inequality to construct the
convex combination. Example 2.2 illustrates the procedure and the case that Φ < π in Theo-
rem 2.1 by showing a switched polynomial system and Example 2.3 illustrates the procedure
by showing a switched non-polynomial system.
In fact, Theorem 2.3 supplies a method to find a LFHD for a switched polynomial system
with two sub-systems: (i) Construct its convex combination of its sub-systems with coeffi-
cients variable parameters; (ii) construct a LFHD by using the methods proposed in [21].
EXAMPLE 2.2. Consider the switched polynomial system S with two sub-systems as
follows:
S1 :
{
x˙1 = 7x
3
1 − 3x32 + 2x1x22,
x˙2 = 5x
3
1 − 5x32,
S2 :
{
x˙1 = −5x31 − x1x22,
x˙2 = −x31 + x32.
It is obvious that the origin is the unique equilibrium point for both sub-system S1 and
sub-system S2.
Firstly, we prove the origin is unstable both for sub-system S1 and for sub-system S2.
For sub-system S1, choose V1(x) = 14
(
5x41 − x42
)
. On the line x2 = 0, V1(x) > 0 at
points arbitrarily close to the origin, and V˙1(x) = 15x61+5
(
2x31 − x32
)2
+10x41x
2
2 is positive
definite. Then by Chetaev’s theorem (Theorem 4.3 of [22]), the origin is unstable.
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For sub-system S2, choosing V2(x) = 14
(−x41 + x42), similarly we have the origin is
unstable.
Secondly, we prove switched system S admits a LFHD.
Choosing V (x) = 14
(
x41 + x
4
2
)
that is positive definite, then
V˙ (x)
∣∣∣
S1
= 7x61 + 2x
3
1x
3
2 − 5x62 + 2x41x22,
V˙ (x)
∣∣∣
S2
= −5x61 − x31x32 + x62 − x41x22.
By Young’s inequality, we have (see Fig. 2.2){
(x1, x2) : V˙ (x)
∣∣∣
S1
< 0
}
∪
{
(x1, x2) : V˙ (x)
∣∣∣
S2
< 0
}
⊃R2 \ {(0, 0)}.
(2.5)
The procedure is as follows: By Young’s inequality, we have
V˙ (x)
∣∣∣
S1
≤ 25
3
x61 + 2x
3
1x
3
2 −
13
3
x62
= −13
3
(
x32 −
3−√334
13
x31
)(
x32 −
3 +
√
334
13
x31
)
,
V˙ (x)
∣∣∣
S2
≤ −5x61 − x31x32 + x62
=
(
x32 −
1−√21
2
x31
)(
x32 −
1 +
√
21
2
x31
)
,
and then{
(x1, x2) : V˙ (x)
∣∣∣
S1
< 0
}
⊃
{
(x1, x2) :
25
3
x61 + 2x
3
1x
3
2 −
13
3
x62 < 0
}
=

(x1, x2) : x2 −
(
3−√334
13
)1/3
x1 > 0, x2 −
(
3 +
√
334
13
)1/3
x1 > 0


∪

(x1, x2) : x2 −
(
3−√334
13
)1/3
x1 < 0, x2 −
(
3 +
√
334
13
)1/3
x1 < 0

 ,
{
(x1, x2) : V˙ (x)
∣∣∣
S2
< 0
}
⊃{(x1, x2) : −5x61 − x31x32 + x62 < 0}
=

(x1, x2) : x2 −
(
1−√21
2
)1/3
x1 > 0, x2 −
(
1 +
√
21
2
)1/3
x1 < 0


∪

(x1, x2) : x2 −
(
1−√21
2
)1/3
x1 < 0, x2 −
(
1 +
√
21
2
)1/3
x1 > 0

 .
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FIG. 2.2. The stable regions of Example 2.2 on the unit disk
As 1+
√
21
2 >
3+
√
334
13 > 0 >
3−
√
334
13 >
1−
√
21
2 , we have{
(x1, x2) : V˙ (x)
∣∣∣
S1
< 0
}
∪
{
(x1, x2) : V˙ (x)
∣∣∣
S2
< 0
}
⊃
{
(x1, x2) :
25
3
x61 + 2x
3
1x
3
2 −
13
3
x62 < 0
}
∪ {(x1, x2) : −5x61 − x31x32 + x62 < 0}
⊃R2 \ {(0, 0)}.
Thirdly, we prove the LFHD V satisfies the assumption in Theorem 2.3.
V˙ (x)
∣∣∣
S1
= 2 and V˙ (x)
∣∣∣
S2
= −1 imply x61 + x62 = 0, then x1 = x2 = 0. That is to say,
they have no common solution.
V˙ (x)
∣∣∣
S1
= −2 and V˙ (x)
∣∣∣
S2
= 1 also imply x61 + x62 = 0, then x1 = x2 = 0, which
also means they have no common solution.
To illustrate Theorem 2.1, the best we can do is to picture the set{(
V˙ (x)
∣∣∣
S1
, V˙ (x)
∣∣∣
S2
)
: x1, x2 ∈ R
}
:= U(seeF ig.2.3).
From Fig. 2.3 we see that U is an angular sector of angle less than π.
At last, we construct a convex combination of sub-system S1 and sub-system S2 that
admits a LFHD.
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of Example 2.2
Let 0 < λ < 1, then a convex combination of sub-system S1 and sub-system S2, λS1 +
(1− λ)S2, is formulated as follows:{
x˙1 = (12λ− 5)x31 − 3λx32 + (3λ− 1)x1x22,
x˙2 = (6λ− 1)x31 + (1 − 6λ)x32. (2.6)
We might as well take V (x) = 14
(
x41 + x
4
2
)
, a positive definite function, then we have
V˙ (x) =(12λ− 5)x61 + (3λ− 1)x31x32
+ (1− 6λ)x62 + (3λ− 1)x41x22.
(2.7)
Now we try to find a λ ∈ (0, 1) such that (2.7) is negative definite.
If 3λ− 1 ≥ 0, by Young’s inequality, we get
V˙ (x) ≤
(
31
2
λ− 37
6
)
x61 +
(
1
6
− 7
2
λ
)
x62.
Let 312 λ− 376 < 0 and 16 − 72λ < 0, together with 3λ− 1 ≥ 0, we get 13 ≤ λ < 3793 .
If 3λ− 1 ≤ 0, by Young’s inequality, we get
V˙ (x) ≤
(
9λ− 9
2
)
x61 +
(
3
2
− 15
2
λ
)
x62 + (3λ− 1)x41x22.
Let 9λ− 92 < 0, 32 − 152 λ < 0 and 3λ− 1 < 0, we get 15 < λ < 13 .
Hence, if 15 < λ < 3793 , system (2.6) admits a LFHD.
EXAMPLE 2.3. Consider the the following switched system S with two sub-systems as
follows:
S1 :
{
x˙1 = −4x1,
x˙2 = 4x
2
3
1 x2 + 4x
3
2,
S2 :
{
x˙1 = 2x1 + x
1
3
1 x
2
2,
x˙2 = −8x32.
It is obvious that the origin is the unique equilibrium point for both sub-system S1 and
sub-system S2.
Firstly, we prove the origin is unstable both for sub-system S1 and for sub-system S2
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For sub-system S1, choose V1(x) = −3x
4
3
1 +x
2
2. On the line x1 = 0, V1(x) > 0 at points
arbitrarily close to the origin, and V˙1(x) = (4x
2
3
1 + x
2
2)
2 + 7x42 is positive definite. Then by
Chetaev’s theorem (Theorem 4.3 of [22]), the origin is unstable.
For sub-system S2, choosingV2(x) = 3x
4
3
1 −x22, then V˙2(x) = 4x
4
3
1 +(2x
2
3
1 +x
2
2)
2+15x42,
similarly we have the origin is unstable.
Secondly, we prove switched system S admits a LFHD.
Choosing V (x) = 3x
4
3
1 + x
2
2 that is positive definite, then
V˙ (x)
∣∣∣
S1
= −16x 431 + 8x
2
3
1 x
2
2 + 8x
4
2,
V˙ (x)
∣∣∣
S2
= 8x
4
3
1 + 4x
2
3
1 x
2
2 − 16x42,
which are both homogeneous functions of degree 4 with respect to the dilation (3, 1).
By Young’s inequality, we have{
(x1, x2) : V˙ (x)
∣∣∣
S1
< 0
}
∪
{
(x1, x2) : V˙ (x)
∣∣∣
S2
< 0
}
⊃R2 \ {(0, 0)}(see Fig. 2.4).
(2.8)
Thirdly, we prove the LFHD V satisfies the assumption in Theorem 2.3.
V˙ (x)
∣∣∣
S1
= 1 and V˙ (x)
∣∣∣
S2
= −1 imply 2x 431 −3x
2
3
1 x
2
2+2x
4
2 = 0, which has no solution.
That is to say, they have no common solution.
V˙ (x)
∣∣∣
S1
= −1 and V˙ (x)
∣∣∣
S2
= 1 also imply 2x
4
3
1 − 3x
2
3
1 x
2
2 + 2x
4
2 = 0, then they have
no common solution.
At last, we construct a convex combination of sub-system S1 and sub-system S2 that
admits a LFHD.
Let 0 < λ < 1, then a convex combination of sub-system S1 and sub-system S2, λS1 +
(1− λ)S2, is formulated as follows:{
x˙1 = (2− 6λ)x1 + (1 − λ)x
1
3
1 x
2
2,
x˙2 = 4λx
2
3
1 x2 + (12λ− 8)x32.
(2.9)
We might as well take V (x) = 3x
4
3
1 + x
2
2, a positive definite function, then we have
V˙ (x) =8(1− 3λ)x 431 + 4(1 + λ)x
2
3
1 x
2
2 + 8(3λ− 2)x42,
≤(10− 22λ)x 431 + (26λ− 14)x42
(2.10)
by Young’s inequality.
Now we try to find a λ ∈ (0, 1) such that (2.10) is negative definite.
Let 10− 22λ < 0 and 26λ− 14 < 0, we get 511 < λ < 713 .
Hence, if 511 < λ < 713 , system (2.9) admits a LFHD.
Next we give a direct corollary of Theorem 2.1. We use a generalization of the basic idea
in [2] to give an interesting proof that is only suitable for homogeneous polynomials of odd
degree.
COROLLARY 2.4. Let f, g : Rn → R be homogeneous polynomials of degree k ≥ 1, and
assume that f and g have no common zero point except 0 ∈ Rn. Then the set {(f(x), g(x)) :
x ∈ Rn}, denoted by U , is closed. If k is odd, the set U is convex. In detail, the set U either
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equalsR2, or is a straight line passing through the origin. If k is even, the set U is an angular
sector.
Proof.
Let U denote the set {(f(x), g(x)) : x ∈ Rn} for short.
If A ∈ U , then each point in the ray starting at the origin and passing through A is in the
set U by the homogeneity of f and g. Hereinafter, we assume that f and g have no common
zero point except 0 ∈ Rn and k is odd.
Next we prove the set U is a convex set.
To this end, we only need to prove that for any u, v ∈ U , λu + (1 − λ)v ∈ U for all
λ ∈ [0, 1].
There exist z1, z2 ∈ Rn such that
uf = f(z1), ug = g(z1), vf = f(z2) and vg = g(z2),
where u = (uf , ug) and v = (vf , vg).
By the homogeneity of f and g, if u and v are linearly dependent, then λu+(1−λ)v ∈ U
for all λ ∈ [0, 1].
Without loss of generality, we assume that u and v are linearly independent and
ugvf − ufvg := d > 0. (2.11)
Below we try to find a vector z ∈ Rn such that
(f(z), g(z)) = λu + (1− λ)v (2.12)
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for some λ ∈ (0, 1).
We make the following ansatz z = ρ (z1 cos θ + z2 sin θ), where ρ and θ are real vari-
ables.
Substitute z = ρ (z1 cos θ + z2 sin θ) into (2.12), we get{
ρkf(z1 cos θ + z2 sin θ) = λuf + (1− λ)vf ,
ρkg(z1 cos θ + z2 sin θ) = λug + (1− λ)vg . (2.13)
Hereinafter, we use f(θ) and g(θ) to denote f(z1 cos θ + z2 sin θ) and g(z1 cos θ +
z2 sin θ), respectively for short. Then there exists no θ′ such that f(θ′) = g(θ′) = 0. This
is because if there does exist θ′ such that f(θ′) = g(θ′) = 0, then z1 cos θ′ + z2 sin θ′ = 0,
that is to say, z1 and z2 are linearly dependent; furthermore, u and v are linearly dependent,
which is a contradiction. (2.13) shows that ρk = d/T (θ) and λ = S(θ)/T (θ), where
T (θ) =f(θ)(ug − vg)− g(θ)(uf − vf ),
S(θ) =g(θ)vf − f(θ)vg.
(2.14)
Denote S(θ)/T (θ) := Λ(θ), a function of θ having period π. Then we need to prove
Λ ([0, 2π] ∩ {θ : T (θ) > 0}) ⊃ [0, 1]. (2.15)
It is easy to get S(0) = T (0) = T
(
π
2
)
= d and S
(
π
2
)
= 0. So, Λ(0) = 1 and
Λ
(
π
2
)
= 0. Since f and g are homogeneous polynomials of cos θ and sin θ, T and S can be
expressed as 

T (θ) =
k∑
i=0
αi cos
i θ sink−i θ,
S(θ) =
k∑
i=0
βi cos
i θ sink−i θ.
It is obvious that S(0) = T (0) = T
(
π
2
)
= d and S
(
π
2
)
= 0, then α0 = αk = βk = d
and β0 = 0. Hence,

T (θ) = d
(
cosk θ + sink θ
)
+
k−1∑
i=1
αi cos
i θ sink−i θ,
S(θ) = d cosk θ +
k−1∑
i=1
βi cos
i θ sink−i θ.
Notice that T and S are both continuous functions of θ, if T (θ) 6= 0 for all θ ∈ [0, π2 ] or
[π2 , π], then Λ(θ) is also a continuous function defined on the interval [0,
π
2 ] or [
π
2 , π]. So
Λ ([0, π]) ⊃ [0, 1]. (2.16)
Next we assume that T has a zero point.
We claim that T and S have no common zero point. If there exists θˆ ∈ (0, π2 ) ∪ (π2 , π)
such that T (θˆ) = S(θˆ) = 0, then[ −vg vf
ug −uf
] [
f(z1 cos θˆ + z2 sin θˆ)
g(z1 cos θˆ + z2 sin θˆ)
]
= 0. (2.17)
Premultiplying both sides of (2.17) by
[ −vg vf
ug −uf
]−1
, we get
[
f(z1 cos θˆ + z2 sin θˆ)
g(z1 cos θˆ + z2 sin θˆ)
]
=
0. Then z1 cos θˆ + z2 sin θˆ = 0, that is, z1 and z2 are linearly dependent, and furthermore, u
and v are linearly dependent.
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Here consider the interval [0, 2π]. By (2.14), we have T (2π) = S(2π) = d > 0 and
T (π) = S(π) = −d where d is shown in (2.11).
Recall the linearly independent vectors u = (uf , ug), v = (vf , vg) ∈ U . (2.14) together
with that f and g have no common zero point except 0 ∈ Rn shows that
1. S(θ) = 0 implies f(θ) = vf t, g(θ) = vgt and T (θ) = td for some nonzero real
number t;
2. T (θ) = 0 implies f(θ) = (uf − vf )t, g(θ) = (ug − vg)t and S(θ) = td for some
nonzero real number t;
3. S(θ) = T (θ) implies f(θ) = uf t, g(θ) = ugt and T (θ) = T (θ) = td for some
nonzero real number t,
where t cannot be 0, because there exists no θ′ such that f(θ′) = g(θ′) = 0.
Denote the set of zero points of S that are not minima or maxima in the interval [0, 2π]
by 0. It is to get S(θ) = −S(θ + π) for all θ ∈ R. Then |0 ∩ (0, π)| = |0 ∩ (π, 2π)| := l
is an odd number. We also have if S(θ) = 0, then T (θ)T (θ + π) < 0. Hence |{w :
w ∈ 0 ∩ (0, 2π), T (w) > 0}| = |{w : w ∈ 0 ∩ (0, 2π), T (w) < 0}| = l. Denote 0 by
{01, · · · , 02l}, where 0 < 01 < · · · < 02l < 2π.
1. Assume l = 1. Based on the foregoing discussion, it holds that T (01)T (02) < 0.
Then either Λ([0, 01]∩{θ : T (θ) > 0}) ⊃ [0, 1], or Λ([02, 2π]∩{θ : T (θ) > 0}) ⊃
[0, 1].
2. Assume l > 1. If T (01) > 0, Λ([0, 01] ∩ {θ : T (θ) > 0}) ⊃ [0, 1]. If T (02l) > 0,
Λ([02l, π] ∩ {θ : T (θ) > 0}) ⊃ [0, 1]. If T (01) < 0 and T (02l) < 0, there
exists 1 ≤ i < l such that T (02i)T (02i+1) < 0. Suppose the contrary: If for each
1 ≤ j < l, T (02j)T (02j+1) > 0, then |{w : w ∈ 0 ∩ (0, 2π), T (w) > 0}| is an
even number, which is a contradiction. Since S(θ) > 0 for all θ ∈ (02i, 02i+1),
Λ([02i, 02i+1] ∩ {θ : T (θ) > 0}) ⊃ [0, 1].
Hence (2.15) holds.
Based on the above discussion, the set U is a convex set if k is odd and f and g have no
common zero point except 0 ∈ Rn.
Given nonzero (a1, a2) ∈ U , then (−a1,−a2) ∈ U , and then {(a1t, a2t) : t ∈ R} ⊂ U .
Thus {(a1t, a2t) : t ∈ R} = U may hold (see Example 2.1). If {(a1t, a2t) : t ∈ R} 6= U ,
there exists nonzero (a3, a4) ∈ U such that a1a4 − a2a3 6= 0, then (−a3,−a4) ∈ U , and
then U = R2 by the convexity of the set U and the homogeneity of f and g.
2.2. A Counterexample for Switched Polynomial Systems with Three Sub-systems.
In this subsection, we give an example showing that even if a switched system with three sub-
systems admits a LFHD, there may exist no convex combination of its sub-systems admitting
a LFHD.
EXAMPLE 2.4. Let S be a switched linear system with three sub-systems, and the three
sub-system matrices are
S1 : A1 =
[
1 0
0 −1
]
, S2 : A2 =
[ −√3 −1
−1 √3
]
, S3 : A3 =
[ −√3 1
1
√
3
]
.
Firstly, it is easy to obtain that V (x) = 12
(
x21 + x
2
2
)
is a LFHD (see Fig. 2.5).
Secondly, we prove none of the linear combinations of the three sub-systems is asymptot-
ically stable.
Denote
A =
3∑
i=1
λiAi =
[
λ1 −
√
3λ2 −
√
3λ3 −λ2 + λ3
−λ2 + λ3 −λ1 +
√
3λ2 +
√
3λ3
]
,
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FIG. 2.5. The stable regions of Example 2.4 on the unit disk
where λ1, λ2, λ3 are real variables. Notice that A is real symmetric, then we have A either is
a zero matrix, or has a positive eigenvalue and a negative eigenvalue. Hence, system x˙ = Ax
is either stable or unstable, but cannot be asymptotically stable.
We can easily get the unique stable convex combination is A∗ = λ∗1A1+λ∗2A2+λ∗3A3 =
0, where λ∗1 = 2
√
3
2
√
3+2
, λ∗2 = λ
∗
3 =
1
2
√
3+2
.
Taking f(x) = − V˙ (x)
∣∣∣
S1
, gi(x) = V˙ (x)
∣∣∣
Si+1
, i = 1, 2, we have the set {(f(x), g1(x),
g2(x)) : x ∈ Rn} is not convex.
2.3. Extended S-Lemma. In this subsection, based on Theorem 2.4, by borrowing the
idea of Yakubovich, we give some extended versions of the S-Lemma under some mild con-
ditions.
In the SHS-Lemma, if f and g have a nonzero common zero point, the set {(f(x), g(x)) :
x ∈ Rn} may be neither convex nor an angular sector (see Fig. 2.1). Luckily, Item (i) of
Theorem 2.2 implies f and g have no nonzero common zero point. So the case shown in Fig.
2.1 does not happen. In fact, f is strictly copositive with g implies f is copositive with g and
f and g have no nonzero common zero point. However, f is copositive with g does not imply
f and g have no nonzero common zero point. And f is copositive with g does not imply there
exists ξ ≥ 0 such that f − ξg is nonnegative (see Example 2.5). Later, under the assumption
that the two polynomials considered have no nonzero common zero point and some extra
mild assumptions, we extend the S-Lemma to the case of two homogeneous polynomials of
the same degree greater than 2 (Theorem 2.5). And based on Theorem 2.5, we extend the
S-Lemma to the case of non-homogeneous polynomials of the same degree greater than 2
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(Theorem 2.7) and of the same even degree greater than 2 (Theorem 2.8).
EXAMPLE 2.5. Recall Remark 2.1. Choose f(x, y) = −x3 + y3 and g(x, y) = y3 −
1
2x
3 − 12xy2. f and g have the common nonzero zero point (1, 1). It can be calculated that
the two boundaries (see Fig. 2.1) of the set {(−x3 + y3, y3 − 12x3 − 12xy2) : x, y ∈ R} are
y = 12x and y =
7
6x. Then f is copositive with g, but not strictly copositive with g. Further
we have there exists no ξ ≥ 0 such that f − ξg is nonnegative for all x, y ∈ R.
2.3.1. Homogeneous S-Lemma. THEOREM 2.5 (HS-Lemma). Let f, g : Rn → R be
homogeneous polynomials of degree k ≥ 1. If f and g have no common zero point except 0 ∈
Rn and there exists at most one vector (a, b) ∈ R2 such that a2 + b2 = 1, a+ δ(a)b > 0 and
both
{
f(x) = a
g(x) = b
and
{
f(x) = −a
g(x) = −b have a solution, where δ(t) =
{
1, if t = 0,
0, if t 6= 0,
that is to say, there exists at most one straight line passing through the origin that is contained
in the set U , then the following two items are equivalent:
(i) f is copositive with g;
(ii) there exists ξ ≥ 0 such that f(x)− ξg(x) ≥ 0 for all x ∈ Rn. In particular, if there
exists a vector z ∈ Rn such that f(z) < 0, then there exists ξ > 0 such that f(x)−ξg(x) ≥ 0
for all x ∈ Rn.
Proof. (ii)⇒ (i) holds obviously. We only prove (i)⇒ (ii).
Next we assume f and g have no common zero point except 0 ∈ Rn and there exists at
most one vector (a, b) ∈ R2 such that a2+b2 = 1, a+δ(a)b > 0 and both
{
f(x) = a
g(x) = b
and{
f(x) = −a
g(x) = −b have a solution. Then by Theorem 2.4, the set {(f(x), g(x)) : x ∈ R
n} :=
U is a straight line passing through the origin if k is odd, and is an angular sector of angle no
greater than π if k is even.
Since f is copositive with g,
U ∩ {(u, v) : u < 0, v ≥ 0} = ∅.
Then there exist ξ1 < 0 ξ2 ≥ 0 such that
ξ1f(x) + ξ2g(x) ≤ 0
for all x ∈ Rn.
Setting ξ = −ξ2/ξ1 ≥ 0, we have
f(x) − ξg(x) ≥ 0
for all x ∈ Rn.
In particular, if there exists z ∈ Rn such that f(z) < 0, there exist ξ1 < 0 ξ2 > 0 such
that
ξ1f(x) + ξ2g(x) ≤ 0
for all x ∈ Rn. Hence there exists ξ > 0 such that
f(x) − ξg(x) ≥ 0
for all x ∈ Rn.
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2.3.2. Non-homogeneous S-Lemma. For convenience, we use the semi-tensor product
of matrices to represent a polynomial hereinafter. The concept of the semi-tensor product of
matrices is referred to [25] and the references therein. Here we only introduce the semi-tensor
product of two column vectors.
DEFINITION 2.6 ([25]). Let u, v ∈ Rn be two column vectors, set u = (u1, u2, · · · , un)T ,
the semi-tensor product of u and v is defined as
u⋉ v = (u1v
T , u2v
T , · · · , unvT )T ;
since the semi-tensor product preserves the associative law, um is defined as u⋉ u⋉ · · ·⋉ u︸ ︷︷ ︸
m
inductively.
By Definition 2.6, a polynomial f(x) : Rn → R of degree k can be represented as
f(x) = f0 + f1x
1 + · · ·+ fkxk,
where each fi ∈ Rni is a constant row vector, i = 0, 1, · · · , k, called coefficient vector. Note
that f0 and f1 are unique, but other coefficient vectors may be not.
Based on Theorem 2.5, we have the following Theorems 2.7 and 2.8.
THEOREM 2.7 (NHS-Lemma). Let f, g : Rn → R be polynomials of degree k ≥ 1 in
the form of
f(x) = f0 + f1x+ · · ·+ fkxk and g(x) = g0 + g1x+ · · ·+ gkxk,
where fi, gi ∈ Rni are constant row vectors, i = 0, 1, · · · , k.
Let us introduce homogeneous functions:
f˜ : Rn+1 → R, f˜(x, t) = f0tk + f1xtk−1 + · · ·+ fkxk,
g˜ : Rn+1 → R, g˜(x, t) = g0tk + g1xtk−1 + · · ·+ gkxk.
Assume f˜ is copositive with g˜, f˜ and g˜ have no common zero point except 0 ∈ Rn+1, and
there exists at most one vector (a, b) ∈ R2 such that a2 + b2 = 1, a + δ(a)b > 0 and both{
f˜(x, t) = a
g˜(x, t) = b
and
{
f˜(x, t) = −a
g˜(x, t) = −b have a solution, where δ(·) is seen in Theorem 2.5.
Then there exists ξ ≥ 0 such that f(x)− ξg(x) ≥ 0 for all x ∈ Rn.
Proof. Note that f˜ is copositive with g˜ implies f is copositive with g by taking t ≡ 1, and
f˜ and g˜ have no common nonzero zero point implies f and g have no common zero point.
But the converse is not true.
Then by Theorem 2.5, there exists ξ ≥ 0 such that
f˜(x, t)− ξg˜(x, t) ≥ 0 for all (x, t) ∈ Rn+1.
Choosing t ≡ 1, we have
f(x)− ξg(x) ≥ 0 for all x ∈ Rn.
THEOREM 2.8. Let f, g : Rn → R be polynomials of even degree k. Assume f is
copositive with g, f and g have no common zero point. Denote
f(x) := f0 + f1x+ · · ·+ fkxk,
g(x) := g0 + g1x+ · · ·+ gkxk,
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where fi, gi ∈ Rni are constant row vectors, i = 0, 1, · · · , k.
Assume that homogeneous polynomials fkyk and gkyk have no common zero point ex-
cept 0 ∈ Rn, fkyk is copositive with gkyk, and assume
1. there exist no nonzero vector (a, b) ∈ R2 such that both
{
fkx
k = a
gkx
k = b
and{
fkx
k = −a
gkx
k = −b have a solution,
2. there exist no a, b, c, d ∈ R such that ad − bc = 0, either ac < 0 or bd < 0, and
both
{
f(x) = a
g(x) = b
and
{
f(x) = c
g(x) = d
have a solution,
3. there exist no a, b, c, d ∈ R such that ad − bc = 0, either ac < 0 or bd < 0, and
both
{
f(x) = a
g(x) = b
and
{
fkx
k = c
gkx
k = d
have a solution,
4. and there exist no a, b, c, d ∈ R such that ad− bc = 0, either ac < 0 or bd < 0, and
both
{
fkx
k = a
gkx
k = b
and
{
f(x) = c
g(x) = d
have a solution.
Then there exists ξ ≥ 0 such that f(x)− ξg(x) ≥ 0 for all x ∈ Rn.
Proof. Let us introduce homogeneous functions:
f˜ : Rn+1 → R, f˜(x, t) = f0tk + f1xtk−1 + · · ·+ fkxk
and
g˜ : Rn+1 → R, g˜(x, t) = g0tk + g1xtk−1 + · · ·+ gkxk.
Firstly we prove f˜ is copositive with g˜. That is to say, we prove f˜(x, t) < 0 and g˜(x, t) ≥
0 have no common solution. Suppose the contrary: Assume that there exists (x1, t1) such that
f˜(x1, t1) < 0 and g˜(x1, t1) ≥ 0.
1. If t1 6= 0, then
f(x1/t1) = f˜(x1, t1)/t
k
1 < 0,
g(x1/t1) = g˜(x1, t1)/t
k
1 ≥ 0,
which contradicts that f is copositive with g.
2. If t1 = 0, then
fkx
k
1 < 0 and gkxk1 ≥ 0, (2.18)
that is to say, fkyk is not copositive with gkyk, which is a contradiction.
Secondly we prove f˜ and g˜ have no common nonzero zero point. Suppose the contrary:
We assume that there exists nonzero (x2, t2) ∈ Rn+1 such that f˜(x2, t2) = g˜(x2, t2) = 0.
1. If t2 6= 0,
f(x2/t2) = f˜(x2, t2)/t
k
2 = 0,
g(x2/t2) = g˜(x2, t2)/t
k
2 = 0,
which contradicts that f and g have no common zero point.
2. If t2 = 0, then x2 6= 0 and fkxk2 = gkxk2 = 0, which contradicts fkyk and gkyk
have no common zero point except 0 ∈ Rn.
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Thirdly we prove there exist no nonzero vector (a, b) ∈ R2 such that both
{
f˜(x, t) = a
g˜(x, t) = b
and
{
f˜(x, t) = −a
g˜(x, t) = −b have a solution. Suppose the contrary: If there exist a, b ∈ R,
(x1, t1), (x2, t2) ∈ Rn+1 such that a2+ b2 6= 0,
{
f˜(x1, t1) = a
g˜(x1, t1) = b
and
{
f˜(x2, t2) = −a
g˜(x2, t2) = −b ,
then (x1, t1) 6= 0 and (x2, t2) 6= 0.
1. If t1 6= 0 and t2 6= 0, then
f(x1/t1) = f˜(x1, t1)/t
k
1 = a/t
k
1 , g(x1/t1) = g˜(x1, t1)/t
k
1 = b/t
k
1 ,
f(x2/t2) = f˜(x2, t2)/t
k
2 = −a/tk2 , g(x2/t2) = g˜(x2, t2)/tk2 = −b/tk2 ,
which contradicts Item 2 in Theorem 2.8.
2. If t1 = 0 and t2 = 0, then
fkx
k
1 = a, gkx
k
1 = b, fkx
k
2 = −a, gkxk2 = −b,
which contradicts Item 1 in Theorem 2.8.
3. If t1 6= 0 and t2 = 0, then
f(x1/t1) = f˜(x1, t1)/t
k
1 = a/t
k
1 , g(x1/t1) = g˜(x1, t1)/t
k
1 = b/t
k
1 ,
fkx
k
2 = −a, gkxk2 = −b,
which contradicts Item 3 in Theorem 2.8.
4. If t1 = 0 and t2 6= 0, then
fkx
k
1 = a, gkx
k
1 = b,
f(x2/t2) = f˜(x2, t2)/t
k
2 = −a/tk2 , g(x2/t2) = g˜(x2, t2)/tk2 = −b/tk2 ,
which contradicts Item 4 in Theorem 2.8.
Based on the above discussion, by Theorem 2.5, there exists ξ ≥ 0 such that f˜(x, t) −
ξg˜(x, t) ≥ 0 for all (x, t) ∈ Rn+1. Taking t ≡ 1, we have f(x)− ξg(x) ≥ 0 for all x ∈ Rn.
In order to illustrate Theorem 2.8, we give the following Example 2.6.
EXAMPLE 2.6. Consider f(x1, x2) = −7x61−2x31x32+5x62−2x41x22−2 and g(x1, x2) =
−5x61 − x31x32 + x62 − x41x22 − 1 both from R2 to R.
f and g are both polynomials of even degree 6. Easily we have{ −7x61 − 2x31x32 + 5x62 − 2x41x22 − 2 < 0
−5x61 − x31x32 + x62 − x41x22 − 1 ≥ 0 ⇒ −3(x
6
1 + x
6
2) > 0.
Then f is copositive with g. We easily get that f and g have no common zero point, since{ −7x61 − 2x31x32 + 5x62 − 2x41x22 − 2 = 0
−5x61 − x31x32 + x62 − x41x22 − 1 = 0 ⇒ x
6
1 + x
6
2 = 0⇒ x1 = x2 = 0.
By (2.5) we have−7x61−2x31x32+5x62−2x41x22 and−5x61−x31x32+x62−x41x22 have no common
zero point except (0, 0), the former is copositive with the latter and Item 1 in Theorem 2.8
holds. It is easy to get Items 2, 3 and 4 in Theorem 2.8 hold.
Based on the above discussion, by Theorem 2.8, there exists ξ ≥ 0 such that f(x1, x2)−
ξg(x1, x2) ≥ 0 for all x1, x2 ∈ R.
Since each 15 < λ <
37
93 makes system (2.6) asymptotically stable, here we might as well
choose λ = 13 , i.e., choose ξ = 2. We have f(x1, x2)− 2g(x1, x2) = 3(x61 + x62) ≥ 0 for all
x1, x2 ∈ R.
HIGH-ORDER S-LEMMA 21
3. Conclusions. This paper studied the relationship between (i) a switched nonlinear
system admits a LFHD and (ii) the system has a convex combination of its sub-systems that
admits a LFHD. By using the strict homogeneous S-Lemma presented and proved in this
paper, a necessary and sufficient condition was given under which (i) is equivalent to (ii)
when the system has two sub-systems, and a counterexample was given to show that (i) does
not imply (ii) when the system has more than two sub-systems.
Besides, the S-Lemma was extended from quadratic polynomials to polynomials of de-
gree more than 2 under some mild conditions.
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