Abstract. Let M d,n be the moduli stack of hypersurfaces X ⊂ P n of degree d ≥ n+1, and let M d,n , and we construct a 4-dimensional family of quintic hypersurfaces g : Z → T in P 4 , and a dense set of points t in T , such that g −1 (t) has complex multiplication.
Introduction
Let M d,n denote the moduli stack of hypersurfaces of degree d ≥ 2 in the complex projective space P n , and let M d,n be the corresponding coarse moduli scheme. Hence M d,n (C) classifies for n > 1 pairs (X, L) with X a nonsingular manifold of dimension n − 1, and with L a very ample invertible sheaf with h 0 (X, L) = n + 1. We will frequently write O X (1) instead of L. A morphism S → M d,n factors through the moduli stack M d,n if it is induced by some pair (f : X → S, L) ∈ M d,n (S). Then R i f * L is zero for i > 0, and locally free of rank n + 1, for n > 1 and i = 0. Moreover X is embedded over S in P(f * L). We call (f : X → S, L) ∈ M d,n (S) a universal family, whenever the induced morphism S → M d,n is dominant and generically finite (and if (f : X → S, L) is normalized, as defined in 1.2) .
It is the aim of this article, to study certain sub-moduli stacks M is given by the cup product with the Kodaira Spencer map (see [22] , for example), i.e. by the edge morphisms of the wedge products of the tautological exact sequence 0 − − → f * Ω , which for families of hypersurfaces has been studied by Carlson, Green and Griffiths (see [3] ). For families of Calabi-Yau manifolds, the importance of this coupling was brought up by physicists and they studied it in detail. We will call it the Yukawa coupling, if the fibres are Calabi-Yau manifolds, and the Griffiths-Yukawa coupling in general. We define its length to be ς(f ) = Min{i ≥ 1; θ i = 0} − 1.
We will write ς(M ].
Remark that for ℓ = 1 Theorem 0.1 implies that ς(M (1) d,n ) = n−2, if and only if 2n > d. In particular, for families of Calabi-Yau hypersurfaces belonging to M (1) n+1,n , the Yukawa coupling is always zero. For families of canonically polarized manifolds, or for families of minimal models of Kodaira dimension zero, the maximality of ς(f ) implies rigidity, i.e. that for dim(S) > 0 and dim(T ) > 0 there can not exist a generically finite morphism from S × T to the corresponding moduli scheme, which is induced by a family. We will say shortly, that S is rigid in the moduli stack or, if (f : X → S, L) is a universal family for a sub-moduli stack M of M d,n , that M is rigid in M d,n .
The observation that the maximality of the length of the Griffiths-Yukawa coupling implies rigidity has implicitly been used in [22] , Proof of 6.4 and 6.5, and it was stated explicitly in the survey [23] , Section 8. A similar result has been shown by S. Kovács and, for families of Calabi-Yau manifolds, by K-F. Liu, A. Todorov, S.-T. Yau and the second named author in [16] .
Together with Theorem 0.1 it implies that M
d,n is rigid in M d,n for d ≥ 2n. As we will see in Section 3 the same holds true for n + 1 ≤ d < 2n, although ς(f ) < n − 1.
Theorem 0.2. A universal family g : Z → S for M (1) d,n is rigid. As well known (see 1.3), for n ≥ 4 or for n = 3 and d ≥ 5 all deformations of a hypersurface in P n are again hypersurfaces in P n , hence the rigidity in Theorem 0.2 is independent from the polarization chosen for g : Z → S.
Let us remark, that the rigidity of families also follow from a strong positivity property of the sheaf of logarithmic differential forms on compactifications of M d,n . To be more precise, let Y be a projective manifold and S ⊂ Y the complement of a normal crossing divisor Γ. Assume that for some (d, n) and for all generically finite morphisms S → M d,n , factoring through the moduli stack, the sheaf Ω 1 Y (log Γ) is big (see [22] , Definition 1.1). Then all families f : X → S, as above, are rigid. By [1] the moduli stack M 3,3 has this property. However, as we will see, this no longer holds true for n ≥ 3 and d ≥ n + 1. ] a generically finite morphism S ν × T ×r → M d,n which is induced by a family.
In particular, the moduli stack M (2) d,n always deforms in a non-trivial way in M d,n .
As pointed out by S.-T. Yau, the sub-moduli stack M
5,4 has been studied before by S. Ferrara and J. Louis in [12] . There it is shown, that M (3) 5,4 has a natural structure of a ball quotient (see Remark 8.7) , and that ς(M (3) 5,4 ) ≤ 2. As a byproduct of the calculation of variations of Hodge structures for families in M (2) d,n (Section 7, see also [13] , Section 3) we show that for a universal family g : Z → S in M (3) 5,4 the set of CM-points is dense in S, i.e. the set of points s ∈ S where the fibre g −1 (s) has complex multiplication (see Section 8) . Together with Theorem 0.3 this will imply that the Zariski closure of the set of CM-points contains a 4-dimensional subvariety M. with image M, such that the CM-points are dense in M.
The arguments used in the proof of 0.4 do not extend to the case n ≥ 5 and d = n + 1. They are related to the ones used by B. van Geemen and E. Izadi in [13] . In particular in [13] quintic surfaces with complex multiplication are studied in Section 6.
This note grew out of discussions started when the first named author visited the Institute of Mathematical Science and the Department of Mathematics at the Chinese University of Hong Kong. His contributions to the present version were written during two visits to the I.H.E.S., Bures sur Yvette. He would like to thank the members of those three Institutes for their hospitality.
Shing-Tung Yau, drew our attention to the the work of S. Ferrara and J. Louis [12] , an article he was studying to understand similar questions. Bert van Geemen found an error in the first version of Section 8, and he pointed out the relation between our Sections 7 and 8 the Sections 3 and 6 of [13] . We both would like to thank them, and Hélène Esnault for their interest and help.
Moduli of Hypersurfaces and the Jacobian ring
Let us recall some well known vanishing theorems for sheaves of (logarithmic) differential forms on P n .
ii. 0 < q and ν > 0. iii. q < n and ν < 0. iv. q = n, and ν ≥ p − n. v. p = q, and ν = 0.
= 0 for i. p + q < n, and ν < 0. ii. p + q > n, and ν > −d.
Proof. a) In [15] , 7.3.9, for example, one finds a proof for i) and for ii). Then Serre duality implies iii) and iv), and v) is obvious.
b, i) is a very special and known case of [11] , 6.4., and ii) follows again by Serre duality.
Consider for n > 1 and
The polarization L on X is only determined up to ⊗f * B for invertible sheaves B on S. For d = n + 1 the sheaf ω X is trivial, and for d > n + 1 it is equivalent to L d−n−1 . So for d > n + 1 the moduli stack M d,n is finite over the moduli stack of canonically polarized manifolds.
and we will write E = f * L. If M is a sub-moduli stack with coarse moduli scheme M we call (f : X → S, L) a universal family for M, if it is normalized, and if the induced morphism S → M is dominant and generically finite. Often we will not mention the polarization, and just write (f : X → S) ∈ M d,n (S).
Replacing S by some finite covering, one can always choose L such that the family is normalized.
and for any family f : X → S ′ with F = f −1 (s) there exists a neighborhood S of s and an invertible sheaf L with L| F = O F (1) and with (X , L) ∈ M d,n (S).
Proof. The infinitesimal deformations of F ⊂ P n are given by H 0 (F, O F (F )), whereas those of F are classified by H 1 (F, T F ). Using the exact sequence
it is sufficient to show that H 1 (F, T P n | F ) = 0. Since
P n ⊗ O P n (n + 1) this follows from the exact sequence
and 1.1, a) for 2 < n and d = n + 1, and for d = n + 1 provided 2 = n − 1. Notations 1.4. We will also consider the moduli stack M d,1 of families of d disjoint points in P 1 . So M d,1 (S) consists of a P 1 bundle P(E) with a subvariety X ⊂ P(E)étale and finite over S of degree d. Again, the family is normalized
Let us recall next the construction and properties of the Jacobian ring of the hypersurface F , mainly due to Carlson, Green and Griffiths. We follow the presentation given in [14] .
One starts with the commutative diagram of exact sequences
where the upper horizontal sequence is the tautological one, and where
is defined by push out. The second horizontal sequence in (1.1) splits, and as explained in [14] , Chapter 2 and Proposition 3.7, one obtains an exact sequence
and its dual
Let us write for simplicity Ω
, and H q (F ) = H q (P n , F ). As in [15] , Appendix B, one obtains a quasi-isomorphism between
and the wedge product complex
Recall that the Jacobian ideal is defined as
is a graded ring, called the Jacobian ring. Macaulay's theorem says:
is a perfect pairing (see [3] ). For a real number a, we will denote the integral part by [a] and the roundup by a = −[−a].
Lemma 1.5.
(a) For µ ≥ p(d − 1) − n and r ≤ p the cohomology of the complex
the isomorphisms in b) and c) to the cup-product
) is isomorphic to the q-th hypercohomology of the complex (1.3). For all ℓ ≤ p one has µ + ℓ(1 − d) > −n. By 1.1, iii) and iv), the second spectral sequence of the hypercohomology of (1.3) degenerates, and one obtains 1.5, a). Part b) and c) are special cases of a). The compatibility of the multiplication and the cup-product in d) follows from an easy local calculation (see [14] ).
The Macaulay duality R µ ≃ R σ−µ is the Serre duality
In this case one should identify R µ with the primitive cohomology of F
) prim , and the Macaulay duality becomes 
In particular, for µ = 1, . . . , d − 1 the dimension of R µ is strictly increasing.
, and for ℓ < n − 1 both are equal, except possibly for d = n + 1 and n = 2ℓ + 1.
Proof. One has
F ), and that the residue map gives exact sequences 
For ℓ < n − 1 and d > n + 1 the right hand side of (1.5) vanishes as well, whereas for d = n + 1 one needs the additional condition ℓ + 1 = n − ℓ.
The following elementary calculations will be crucial for estimating the length of the Griffiths-Yukawa coupling.
is zero for all µ ≥ 0 if and only if d < 2(n + 1). (c) Let V be a subspace of R d , and let
denote the largest integer ν for which the product map Consider for µ and ρ ≥ 0 the commutative diagram
Since α is surjective, one finds
The multiplication map
factors through the composite
in R ςd is non zero. By the Macaulay duality the map R σ−ςd ⊗ W − − → R σ is surjective, and (1.6) for µ = 0, ν = ς and ρ = σ − ςd implies that ς(V, σ − ςd) ≥ ς. Together with (1.7) one finds that ς = ς(V, µ) for µ = 0, . . . , σ − ςd.
Cyclic coverings
Let W be a projective manifold, let N be an invertible sheaf, and let σ be a section of N d whose zero divisor D has normal crossings. As in [11] one has a normal cyclic covering given by 
In terms of function fields, Z is the normalization of W in the Kummer extension
where c 1 (N ) stands for a Cartier divisor given by a meromorphic section of N and where
Consider for ι > 0 the bundle π ι :
and 0 ⊕ id :
inducing sections s σ , s 0 and s ∞ of π d : P d → W , respectively. We will write E • = s • (W ) for the image.
The divisors E ∞ and E σ do not meet, whereas E 0 ∩ E σ is isomorphic to the zero divisor D of σ. Remark that E 0 + E σ is a normal crossing divisor if D is non-singular. One has
, which is the cyclic covering obtained by taking the d-th root out of (d − 1)E 0 + E ∞ or, using the notation introduced above, it is the Kummer covering defined by
is a normalized family of hypersurfaces. For the locally free sheaf E = f * (L) on S we choose W to be the total space of the P n -bundle p : P(E) → S, and N = O P(E) (1) . The divisor D = X given by a section σ of O P(E) (d), and taking the d-th root one obtains the cyclic covering Z → P(E) of degree d. As explained above, Z is embedded in P 1 .
The map
, which contracts E ∞ to the section of P(O S ⊕ E) given by 0 ⊕ id : E → O S ⊕ E, and which is an embedding elsewhere.
In particular, η defines an embedding of Z into the P n+1 -bundle P(O S ⊕ E). 
Lemma 2.1 allows to iterate the construction of cyclic coverings. Starting with a normalized family
and writing E = f * L we obtain new families
by taking successively the d-th root out of
Notation 2.2. We will call (g ν : Z ν − − → S, N ν ) ∈ M d,n+ν (S) the family obtained as the ν-th iterated d fold covering of
Again, we will often write (g ν :
be the moduli stack of families of hypersurfaces of degree d in P n+ν , obtained in this way, and let M
Proof. Let X ⊂ P n be a smooth hypersurface of degree d and let π 1 : Z 1 → P n be the cyclic covering obtained by taking the d-th root out of X.
The infinitesimal deformations of Z 1 are given by H 1 (Z 1 , T Z 1 ), whereas the ones of the pair (P n , X) are given by H 1 (P n , T P n (− log X)). Since T P n (− log X) is a direct factor of π 1 * T Z 1 (see [14] , 3.1) the natural map
is injective. By 1.8
) and by construction the image of ϕ lies in this subspace. Repeating this argument, one obtains an injection
In particular the fibres of
Lemma 1.9 allows to give the first estimates for the length ς(g) of the Griffiths-Yukawa coupling for universal families for M
be the family obtained as the ν-th iterated d fold covering of f : X → S.
(
Proof. Let us write R
for the Jacobian ring of the general fibre Z ν of
The tangent vectors to S in s are given by R d = H 1 (P n , T P n (− log X)) and i) follows from 1.9, a), for µ = d − n − 1.
As we have seen in the proof of 2.3 R d is contained in
hence by induction also in
The Galois action for the covering Z ν → P n+ν−1 induces a decomposition
in eigenspaces, and the action of R d = H 1 (P n , T P n (− log X)) respects the decomposition.
For i = 0 one has (see [11] , for example)
, and for
The cup-product with
) is trivial on the first factor, and it is induced by the multiplication with
Let us consider first the case ν = 1 and d − n − 1 ≥ 1. By 1.9, a), the multiplication
, hence for at least one of the R µ , occurring in the decomposition (2.3). Also,
Then ii) and iii), follow directly from 1.9, a) and b).
Assume now, that for some
d , using the notation introduced in 1.9, c), one finds
Hence the assumptions made in 1.9, c), hold true, for R (ν)
• instead of R • , and
, hence at least for one of the R µ occurring in the decomposition (2.3). On the other hand
is always zero. This implies that ς(g ν+1 ) = ς, as claimed in iv).
Lemma 2.4 allows to proof the second part of Theorem 0.1.
] one has
Proof. Remark that a universal family g ℓ :
This implies that 2(j + 1) > d, and replacing in Lemma 2.4, iii) and iv), n by j and one finds ς( 
Product subvarieties of the moduli stack
Remark that by [22] , Corollary 6.4, there can not exist families over products with more than m components.
Proof of 3.1.
Let Y i be a non-singular projective compactification of S i with Γ i = Y i \ S i a normal crossing divisor. Choose any extension
of X 0 → S with X projective manifold, and with ∆ = X \ X 0 a normal crossing divisor. By construction, Γ = Y \ S is a normal crossing divisor, as well.
As in [22] , Section 4, consider the sheaves
X /Y ), p + q = m with the Higgs (or Kodaira-Spencer) maps
. They induce the q-th iterated Kodaira-Spencer map
. By [22] , Proof of Corollary 6.4, Y can only be the product of m = dim F non trivial factors if the m-th iterated Kodaira-Spencer map τ m = 0. One obtains an injection
hence, writing p i for the projection to the i-th factor, a non trivial map
By [22] the sheaf f * ω 2 X /Y is big (or ample with respect to some dense open subset), hence the image K of ϕ is big, as well. Since the restriction of each of the direct factors in (3.1) to the general fibre of one of the projections is trivial, except the one for j 1 = · · · = j m = 1, the map ϕ factors through a non-trivial map
Ym (log Γ m ). For i = 1, . . . , m, the restriction of the latter to a general fibre of the i-th projection gives a non-trivial map
and the composite with the projection to one of the direct factors must be non-trivial. Since f * ω 2 X /Y | Y j is again big, Bogomolov's lemma implies that this projection is surjective on some open dense subset. In particular,
The bound in 3.1 is far from being optimal. In fact, one could hope that one has the following injectivity of wedge products of tangent spaces.
Conjecture 3.2. Let f : X 0 → S = S 1 × · · · × S ℓ = S be a smooth family of polarized manifolds with general fibre F , such that dim S i ≥ 1, for i = 1, . . . , ℓ, and such that the induced map from S 1 × · · · × S ℓ to the moduli space is generically finite. Then for all 1 ≤ k ≤ ℓ the composition
is injective. In particular
for a general fibre F of f and for
Note that over a local bases one can easily find examples, where for k > 0 the above wedge product map is not injective.
If the general fibre of f is a Calabi-Yau m-fold, or more generally a mdimensional manifold of Kodaira dimension zero, then the conjecture follows from 3.1, for k = ℓ = m. In fact, as we have seen in the proof of 3.1 the m-th iterated Kodaira-Spencer map has to be non-trivial, and its image must lie in
So the map in 3.2 is non trivial, and by 3.1 it is injective.
We will give below an affirmative answer to 3.2 for families of Calabi-Yau manifolds, and for families of hypersurfaces in P n of degree larger than or equal to n + 1.
Let V be an irreducible polarized complex variation of Hodge structures over the product of quasi-projective manifolds S 1 × · · · × S ℓ , and let
denote the projections.
Proposition 3.3. There exist polarized complex variation of Hodge structures
Proof. We have to consider the case ℓ = 2. The general case follows by induction. Let ρ : π 1 (S 1 ) × π 1 (S 2 ) → Gl n (C) denote the underlying representation of the fundamental group. Let G 1 and G 2 be the Zariski closure of the image of the representations
respectively. By [7] G 1 and G 2 are semi simple algebraic groups. By construction ρ factors through the natural representation of
By Schur's Lemma the representation γ can be decomposed as tensor product of representations γ = γ 1 ⊗ γ 2 with
In this way one obtains a decomposition ρ = ρ 1 ⊗ ρ 2 with
Claim 3.4. The local systems V 1 and V 2 , given by ρ 1 and ρ 2 , respectively, are underlying polarized complex variations of Hodge structures.
Proof. By [7] , p. 9, the local system given by the restriction of ρ to π 1 (S 1 ) × {e 2 } decomposes as a direct sum of irreducibles polarized complex variation of Hodge structures. Each of them corresponds to an irreducible representation ρ j over C. Since ρ
one finds ρ j = ρ 1 for all j. In particular, V 1 admits a polarized complex variation of Hodge structures.
By Claim 3.4 and by the functoriality of polarized complex variation of Hodge structures, V 1 ⊗ V 2 is a local system, underlying a polarized complex variation of Hodge structures. Note that ρ = ρ 1 ⊗ ρ 2 is irreducible over C. By [7] , Prop. 1.13, (or by [20] , Lemma 4.1, in the projective case) a C-irreducible local system admits at most one polarized complex variation of Hodge structures. Hence the original polarized complex variation of Hodge structures on V coincides with the one coming from the tensor product 
Then the natural maps
are both injective for all 1 ≤ k ≤ ℓ. In particular,
By assumption, the rank of f * Ω m X /S is one, and there exists an irreducible direct factor V ′ of V whose system of Hodge bundles contains f * Ω m X /S . Then V ′ is a polarized complex variation of Hodge structures with the Hodge decomposition
By Proposition 3.3 one finds a decomposition of polarized complex variations of Hodge structures
Let us write the Hodge bundles of V i for i = 1, . . . , ℓ as
Comparing the Hodge bundles in the tensor product decomposition one finds
, and
Here we write {1, . . . , ℓ} as the disjoint union of {i 1 , . . . , i k } and {i k+1 , . . . , i ℓ }. Then rankF
The injectivity of the Kodaira-Spencer map implies that
is injective, as well. One obtains 3.5, a).
b) Consider as in 2.1 for X ⊂ P(E) the d fold cyclic cover of P(E) obtained by taking the d-th root out of X ⊂ P(E). It gives rise to a family g :
For i = 0, each factor is a polarized complex variation of Hodge structures, with system of Hodge bundles
So for d > n + 1 the polarized complex variation of Hodge structures
has the property that E n,0 d−(n+1) ≃ det(E). For d = n + 1 we consider as in 1.6 the primitive part V of the variation of Hodge structures R n−1 f * (C X ), which is isomorphic to the variation of mixed Hodge structures R n p * (C P(E)\X ). Again the first Hodge bundle E n,0 is of rank one and isomorphic to det(E). 
Proof. Taking residues along the divisor X ⊂ P(E) of
X /S ), which is injective. On the other hand, by 1.1 the residue map on
is injective, as well.
Let V ′ be the irreducible direct factor of V containing E n,0 d−(n+1) . Remark that for d = n + 1 one has a mixed variation of Hodge structures, but it is isomorphic a polarized variation of Hodge structures of weight n − 1. Hence in both cases by Proposition 3.3 one finds a decomposition of polarized complex variation of Hodge structures
Let us write again the Hodge bundles of V i for i = 1, . . . , ℓ as
Comparing the Hodge bundles in the above tensor product decomposition one finds as above
Hence,
, and one obtains the first inclusion in 3.5.
Claim 3.7. The residue map
is injective.
Proof. For the isomorphism in (3.2) remark that the sheaf on the right hand side is
. For the injectivity it is sufficient to consider a point s in S, and to apply 1.8.
Irreducibility of certain local systems and rigidity
Recall that Deligne has shown in [6] that for the primitive cohomology of a universal family f : X → S for M d,n the monodromy representation is irreducible. This was extended (although not stated explicitly) by Carlson and Toledo in [4] to the local systems (R n g * C Z ) i , obtained as eigenspaces of the variation of Hodge structures of the d-fold cyclic covering g : Z → S, for certain values of d and i. We use a different argument to obtain this result for d < 2(n + 1). It will be needed to prove Theorem 0.2. (ii) In i) the length of the Griffiths-Yukawa coupling of (R n g * C Z/S ) i is n−1,
Proof. Remark that 1.5, b), allows to identify the rank of the sheaves in iv) with
Since 2d − 2(n + 1) < d, iv) follows from 1.7. Part iii) follows from 1.5, b), and ii) follows from 1.9, a) and b).
Let us assume that for some 1
Using complex conjugation, this is equivalent to the existence of a direct sum decomposition
is defined over R and polarized by restricting the polarization of (R n g * C Z/S ) prim . By [7] , a polarized complex variation of Hodge structures over a quasi-projective manifold can be written as a direct sum of irreducible ones, orthogonal to each other. In particular, we may assume that the direct factors V 
contradicting the surjectivity of the multiplications maps in the Jacobian ring.
The cup product on
Proof. Remark, that by 1.5 and 1.6, for all points s ∈ S, the restriction of the map Φ ι 1 to s is induced by the multiplication map
Let us write V 
In particular r 2 ∈ R 2(d−n−1−i) is non-zero, for r ∈ R d−n−1−i \ {0}. Assume that for some t ∈ R 2i one has t · r = 0. The Macaulay duality, and the surjectivity of the multiplication maps in R • allows to choose some t
the orthogonality of the decomposition implies that t · r ∈ V 
Next define
Proof. Again we take a point s ∈ S. By 1.5 and 1.6 the restriction of
to s is isomorphic to
whereas the systems of Hodge bundles for (R n g * C Z ) i and (R n g * C Z ) d−i , restricted to s are
Here we use again d < 2(n + 1), or equivalently σ = (n + 1)(d − 2) < nd. For p = 0, . . . , n − 1 the decompositions of the last two local systems induce the decompositions
and the image of the multiplication map 
The surjectivity of this map implies that
is zero. The Macaulay duality (1.4) implies that U η = 0, and applying this to all intersections one finds
As in Remark 1.6 for E n−p,p = R p p * (Ω n−p P(E)/S (log X )) the Higgs bundle
is, up to a shift by (−1, 0) in the bidegrees, the one corresponding to (R n−1 f * C X ) prim . By definition of F ι n−p,p the image of F ι n−p,p ⊗R 1 p * T X lies in F ι n−p−1,p+1 , hence we constructed a decomposition in a direct sum of sub Higgs bundles
Consider next a general Lefschetz pencil of hypersurfaces of degree d
smooth over P 1 \ {s 1 , . . . , s r }. By [8] the fibres of Ψ have at most one rational double point of type A 1 , i.e. a singularity given locally analytic as the zero set of the equation
, such that the morphism C 0 → M d,n lifts to a morphism ρ : C 0 → S. The pullback of the families over S and over P 1 \ {s 1 , . . . , s r } to C 0 are isomorphic. Replacing C by some covering, one can write P n ×C = P(E C ) for a locally free sheaf E C on C, such that the closureX C of X × S C 0 is the zero-set of a section of O P(E C ) (d). Finally we choose an embedded desingularization δ C : P C → P(E C ) ofX C .
Let D → P 1 be a 2-fold covering, totally ramified in the points s 1 , . . . , s r . ThenX D is locally given by the equation
. Blowing up the singular point, one obtains an embedded desingularization ofX D , such that the total transform X D + E is a normal crossing divisor, (E) red ∼ = P n , and E = 2E red . We will assume that C → P 1 factors through D. We extend Z × S C 0 to the cyclic covering Z C of P C , obtained by taking the dth root out of X C + E. Remark that f D : X D → D is semi-stable. For Z C → C to be semi-stable one has to choose C such that the ramification orders over s 1 , . . . , s r are all divisible by 2d. We will assume that this additional condition holds true.
The Higgs bundle τ * (E, θ) has a natural extension to a Higgs bundle (Ē,θ) on C with a Higgs field with logarithmic poles along C \ C 0 . Proof. By (2.2) the Hodge bundles of the canonical extension of τ * (E, θ) are the locally free sheaves
where
, and where Γ is the pullback of C \C 0 . The decomposition (R n g * C Z ) i = V 
] is zero. Let us first show that over D the cup-product
2) is surjective. It is sufficient to verify, for ν = 1, . . . , i, the surjectivity of the product map
For this one can use the pullback under δ D of the tautological map
and the induced Koszul complex
Tensorizing with Ω
for µ = 1, . . . , n + 1 and for p ′ ≥ p + µ − 1. In fact, this implies by descending induction on µ, that
Since 0 < i − ν + µ < d the sheaves
are direct factors of the higher direct image of Ω n−p Z D /D (see [11] , for example), hence locally free, and by 1.1 they are trivial. Claim 4.2 allows to assume that i ≤ d − n − 2, hence for µ ≤ 2
So for µ ≤ 2 the sheaves in (4.3) and (4.4) coincide.
In general, the sheaves in (4.3) and (4.4) differ at most by
which is zero by 1.1, b), for p ′ ≥ p + 2.
Remark that the sheaves
) and p D * N i are compatible with base change, whereas R p p C * (Ω n−p
is larger than the pullback of the corresponding sheaf from D. This is due to the nonsemi-stability of
As the pullback of the direct sum decomposition of the Higgs bundles of the i-th eigensheaf on D, we only get a direct sum decomposition
By [4] , Section 5, all eigenvalues of the local monodromy of a Lefschetz pencil for the local system corresponding to the i-th eigenspace, are one, except for one eigenvector δ. Moreover, the local monodromy is of the form x → x±h(x)δ.
Over C 0 we have the decomposition
Hence if the local monodromy is non-trivial, δ must belong to one of the V 
is zero. This implies that
By [21] (Ē,θ) is a poly-stable Higgs bundle of degree zero, hence 4.5 is a decomposition in sub Higgs bundles, necessarily of degree zero. Applying [21] again, one obtains a decomposition
of C-local systems over C 0 . Recall that X × S C 0 is isomorphic to the pullback of the family
By Deligne [6] , I, 1.5, (see also [24] , 15.27 and 15.28) the underlying representation of the polarized variation of Hodge structures (R n−1 Ψ * CPn
into the symplectic group with respect to the polarization <, > is irreducible over C. In fact, as explained in [6] , II, Section 4.4, one also has the stronger result, that the image of the monodromy representation is Zariski dense in Sp(H n−1 (F, Q) prim ), which is almost simple over C. Since the Zariski density property of a representation of π 1 (X) of an algebraic manifold X in an almost simple algebraic group remains true under the base change, the pull back of ρ to a finite covering C of P 1 is also irreducible over C. Hence 4.5 implies that ℓ = 1, contradicting our choice of i. Example 4.6. Let f : X → S be a universal family of hypersurfaces in P n of degree d. Let (g : Z → S) ∈ M d,n+1 (S) the family of hypersurfaces in P n+1 obtained by taking the d-th root out of X . By Lemma 2.4, iii), ς(g) = n for d ≥ 2(n + 1). So by [23] , Section 9, the family g is rigid.
In 4.6 for d < 2(n + 1) one has ς(g) = n − 1, and the family
would be a candidate for a non-rigid family. Theorem 0.2 says that this is not the case. Assume there exists a morphism h :
generically finite and some point s 
is injective. Then for at least one j 0 the restriction of the Higgs field
must be non trivial. This implies that r = rankV S is isomorphic to one of the eigenspaces (R n g * C Z/S ) j 0 . In particular, 4.1, ii), implies that j 0 < d − n − 1.
Restricting everything to S × {s
Here C r is the trivial local system. As a constant variation of Hodge structures, it contains non-trivial parts in bidegrees (n − p, 0) and (n − p − 1, 1). One obtains r ≥ 2 irreducible factors V 1 , . . . , V r of R n g * C Z , and up to a shift in the bidegrees, they are all isomorphic to (R n g * C Z ) j 0 . By 4.1, ii), the length of the Griffiths-Yukawa coupling of the latter is n − 1, and V ι can only be isomorphic to one of the (R n g * C Z ) i(ι) , with
In fact, due to the bidegrees of the C r part, one can find some ι and ι ′ with
However, by 1.7, the rank of the first non-vanishing Hodge bundles of the variations of Hodge structures (R n g * C Z ) i(ι) determines i(ι), and i(ι) must be equal to j 0 , obviously a contradiction.
Iterated cyclic coverings
Starting with a family (f : X → S) ∈ M d,n (S), we constructed in 2.1 and 2.2 new families
For simplicity we will write again g = g 1 and Z = Z 1 . By construction, Z 2 is obtained by taking the d-th root out of Z ⊂ P(O S ⊕ E). By 2.1 blowing up a section of P(O S ⊕ E), disjoint to Z, we obtain an embedding of Z to a P 
is again given by the pullback of O P 1 (1) to Y.
Since P 1 is a P 1 -bundle over P(E), there is a morphism Y → P(E) whose fibres are curves. We will show in this section, that this family of curves is isotrivial with the Fermat curve Σ d of degree d as general fibre.
Recall that Σ d is the projective curve with equation
, or equivalently, the cyclic cover of P 1 obtained by taking the d-th root out of the divisor of the d-th roots of 1. We will use different coordinates and represent Σ d as covering
where β ′ is the Kummer covering given by Let V be the normalization of the fibre product Z × P(E) Y or, in different terms, the cyclic covering obtained by taking the d-th root out of the pullback of the divisor X ⊂ P(E) to P 1 . Writing H • = c 1 (O • (1)) in the sequel, this covering is given by d X
d·H P(E)
. Again we choose a generator η Z of the Galois
by multiplication with ξ d .
Construction 5.1. One has a commutative diagram of morphisms between normal varieties
with: Proof. The morphisms τ : Y → P 1 and P 1 → P d have been considered already in Section 2, and γ : V → Y is just the Kummer covering defined by
.
To complete the construction, we just have to explain δ d and ρ d . Consider on
Recall that E 0 is the zero set of the section given by the first direct factor, whereas E σ is given by id ⊕ π * d σ. Taking the direct sum of both sections, one obtains 
Taking normalizations we obtain the diagram in 5.1, and a), b) and c).
Construction 5.2. In 5.1 one has moreover:
There is a diagonal embedding
i.e. an embedding whose image is generated by (η Z , η Σ d ).
(f) Taking quotients of Z × Σ d by G and G ′ one obtains morphisms
Proof. Let us writeÊ • for the proper transform of E • under ρ d . Thenμ is the Kummer covering given by
is a normal crossing divisor, the sectionÊ σ does not meet E 0 norD 2 , and δ d (Ê σ ) neither meets
This allows to choose coordinates in P 1 with δ d (Ê σ ) = P(E) × {1}. Remark that we can choose H P 1 to be (µ * E 0 ) red , henceτ is the Kummer covering given by
Since the last function is the d-th root out of the pullback of a function on P(E) × P 1 , one may reverse the order and obtains
Then the composite, considered in f),
is the product of the two cyclic coverings of P(E) and P 1 , given by
and
respectively, where β ′ : P 1 → P 1 is the d-fold cover ramified at 0 and 1. The total space of the first covering is Z, and the one of the second is Σ d . We obtain d) and an embedding of G into G Z × G Σ d . For the generators η Z and η Σ d , acting on f 1 and f 2 by multiplication with ξ d , the automorphism
invariant, hence it generates G as a subgroup of G Z ×G Σ d , as claimed in e).
One can also reconstruct Y and the sheaf τ * O P 1 (1), defining the morphism to P(O S ⊕ O S ⊕ E) with image Z 2 , starting from the data in 5.2. To this aim, write E ′ = P(E) × β ′ * ∞, and let ζ :Π → P(E) × P 1 be the blowing up of the non singular subscheme
Writingπ 1 :Π → P(E) for the morphism induced by the projection to P(E) one hasπ * 1 (X ) =B 1 +B 2 , whereB 2 is the exceptional divisor for ζ. Let us also writeÊ for the proper transform of E ′ under ζ. Blowing downB 1 one obtains a morphism η :Π → Π to the total space of some projective bundle π 1 : Π → P(E).
Construction 5.3. Using the notations introduced above one has:
(g) A finite morphismα :Ŷ →Π of degree d and totally ramified over E +π * 1 (X ) −B 2 =Ê +B 1 , and nowhere else. In particular
Proof. To verify those properties, let us return to the description of Y ′ in (5.1). Recall thatP d → P(E) × P 1 is given by the blowing up of
henceΠ is finite overP d . By (5.2)Ŷ is the covering ofΠ, given by
ObviouslyB 2 cancels out, hence it is not in the discriminant locus, and the latter is non-singular. This implies g), and sinceB 1 is blown down under η, part h) as well. For i) recall that the sheaf τ * O P 1 (1) on Y defines the morphism to
with image Z 2 . Hence the sheaf ρ * τ * O P 1 (1) is the one we are looking for. By part g) the divisor Υ + (α * B 1 ) red is the reduced ramification divisor of the coveringα :Ŷ →Π. Returning to the notations in 5.1 one has Υ = (τ * μ * (Ê ∞ )) red and (α * B
Remark thatμ * (Ê ∞ ) red is the zero set of a section of ρ * 1 (O P 1 (1)⊗π * 1 O P(E) (−1)), and that both,μ * (Ê ∞ ) red andμ * D 1 are unramified forτ :Ŷ →P 1 . Hence
Deformation of iterated coverings
Remark that the description ofŶ and of the sheaf defining a morphism with image Z 2 in 5.2, f), and in 5.3, g) and i), is just using data given by Σ d , by Z and by the group action. This allows to replace the Fermat curve Σ d by any curve Σ obtained as a d-fold cyclic covering of P 1 , totally ramified over a reduced divisor Γ in
. We keep the convention, that Z is the family of hypersurfaces in P(O S ⊕E) obtained by taking the d-th root out of a normalized family X ⊂ P(E). We fix a generator η Z of the Galois group, acting on d X d·H P(E) by multiplication with ξ d .
One has a 2d-fold covering Z × Σ → P(E) × P 1 with Galois group G Z × G Σ . We choose a generator η Σ , acting on d √ f by multiplication with ξ d and we define G ⊂ G Z × G Σ to be the subgroup generated by (η Z , η Σ ).
By abuse of notations we will not add any additional index to the varieties and maps considered in the last section, keeping however in mind, that the diagram in 5.1 does not exists in general. Let us collect the surviving properties: Proof. Obviously Z × Σ/G ′ = P(E) × P 1 , and one obtains i). In ii) remark
SoB 2 is not part of the ramification locus. ∆ 2 is the preimage ofB 2 hence a covering of a P 1 -bundle, ramified along two disjoint sections. One obtains iv). Proof. Let us write OΠ(i, j) for the pullback of pr *
1) hence it is globally generated outside of Υ. On the other hand one has
and hence N = OŶ (∆ 1 ) ⊗α * OΠ(0, 1). (6.2) Then N is also globally generated outside of ∆ 1 , and since ∆ 1 ∩ Υ = ∅ i) holds true.
The coveringα is obtained by taking the d-th root out of
The corresponding invertible sheaf is the pullback
As in Section 2 this implies that
In this decomposition, applyingπ * to the right hand side of this decomposition, one obtains zero. Hencê
We obtain part ii), as well as the existence of the morphism φ. The sheafĝ 2 * N is locally free, and by "cohomology and base change" one may assume in iii) that S is a point. By (6.1) and (6.2) outside of Υ ∪ ∆ 1 the morphism φ factor through anétale morphism, the one to P(E) × P 1 . On the other hand, it separates points on each fibre ofπ 1 , hence ofα, hence it is an embedding on the complement of Υ ∪ ∆ 1 .
The morphismα * N (−Υ) →α * N induces an isomorphism for all of the direct factors in (6.3), except of the second one. Therefore N | Υ = O Υ . By construction Υ is isomorphic to P n and since Υ + ∆ 2 is a fibre of a morphism, this also implies that O Υ (Υ) = O P n (−1). So φ contracts Υ to a point. Since for each point p ∈ Υ the restriction of φ to a transversal curve is an embedding, the image point of Υ is a non-singular point of φ(Ŷ).
As in (6.1) and in (6.2) we can reverse the role of Υ and ∆ 1 , and repeating the arguments used above one finds in this case that
, and φ(Ŷ) is smooth in a neighborhood of φ(∆ 1 ).
be a generically finite and surjective morphism from a non-singular projective variety T . Assume that T → M d,1 is induced by a normalized family g 0 : W 0 → T of points in P 1 . So for some vectorbundle F of rank 2 there is an embedding W 0 → P(F ), with
By 2.1 we obtain a family g : W → T of non-singular degree d-curves in P(O T ⊕ F ). By assumption, one of the fibres is the Fermat curve Σ d , say the one over t 0 ∈ T . Let X → S be a universal family for M d,n , and let (Z → S) ∈ M d,n (S) be the family of cyclic covers, obtained in 2.1. For each point t ∈ T 6.1 and 6.3 gives a family Z 2t → S × {t}. Of course, the explicit construction of this family in 6.1 extends to families of curves Σ, and 6.3 extends by base change.
So there exists a family (
Obviously, a general fibre of this family has only one automorphism of degree d, hence the curve Σ as well as the corresponding fibre in Z are uniquely determined. One obtains: Proof of Theorem 0.3. By induction we may assume that there is a generically finite morphism S ν × T ×(r−1) → M d,n−2 , which is induced by a family. Then applying 6.4 one obtains a generically finite morphism
, again induced by a family.
Variation of Hodge structures for iterated coverings
Keeping the notations from Section 5 we will compare the variations of Hodge structures of the normalized family
with the one of (f : X → S) ∈ M d,n (S). As it will turn out, this can be done using only the properties stated in 5.2, and 5.3, and the results carry over to the slightly more general situation considered in 6.1 and 6.3.
Recall that in 5.1 or 6.3, v), we considered a blowing up ψ : Y → Z 2 with center a section of g 2 . So obviously on has Claim 7.1. There exists a constant Q variation of Hodge structures W ′ with
Moreover, W ′ is trivial for n even and of rank one, concentrated in bidegree ( 
Moreover,
Proof. The first two equalities follow from the explicit description in 6.3, v), and 6.1, iv), of ρ and δ as blowing up with centers isomorphic to X and to d copies of X , respectively. For the last one remark, that the exceptional divisors ∆ 1 of ρ and ∆ 2 of δ meet transversally in d sections of the 
has a Q-structure. Obviously one obtains:
Of course in the decomposition in 7.3 one only has to consider b = 0, 1 and 2. Since
for i = 0, and since
for a odd, the direct factors for i = 0 in the decomposition in Claim 7.3 vanish for n even. For n odd, they are constant variation of Hodge structures, concentrated in bidegree ( 
If n is even,
).
The Proposition 7.4, applied to Σ = Σ d , allows to complement Corollary 2.5.
Proof of Theorem 0.1. Part b) has been shown in 2.5. For a) start with a family f : X → S, coming from a dominant and generically finite morphism S → M d,n−ℓ . Replacing S by some covering, we may assume that the family is normalized. Since
2.4, iii), implies that for the d-fold covering family ς(g 1 ) = n − ℓ. Using the decomposition in 7.4 one finds ς(g 2 ) = n − ℓ. Since n − ℓ is strictly smaller than the dimension of the fibres, one can apply 2.4, iv), and the length of the Griffiths-Yukawa coupling remains n − ℓ for all families, obtained by further d-fold coverings.
Quintic threefolds with complex multiplication
Recall the definition of the special Mumford-Tate group (called Hodge group in [17] and [18] ), Let V be a Q-vector space with a Hodge structure of weight k. By [6] the Hodge structure on V is given by a homomorphism of real algebraic groups
where S is the real algebraic group obtained from C * by restriction of scalars from C to R. Let U 1 denote the subgroup U 1 = {z ∈ C * ; zz = 1}. The special Mumford-Tate group Hg(V ) = Hg(V, h) is the smallest algebraic subgroup of Gl(V ) defined over Q, with
It is also the largest Q algebraic subgroup of Gl(V ), which leaves all Hodge tensors invariant, i.e. all elements
For a manifold F consider the Hodge structure V = H dim(F ) (F, Q) prim . The special Mumford-Tate group of F is Hg(F ) = Hg(V ), necessarily a reductive group.
One says that F (or a Q Hodge structure) has complex multiplication, if Hg(H dim F (F, Q) prim , h) (or Hg(V )) is a commutative group. One also says that F (or V ) is of CM type in this case.
Note that for a Calabi-Yau 3-fold F
as H 1 (F, Q) = 0, hence that Hg(F ) = Hg(H 3 (F, Q)). If F is a surface, again Hg(F ) = Hg(H 2 (F, Q)) since NS(F ) ⊗ Q is invariant under Hg(F ). Proof. Assume in a) that the Hodge structures on V and W are given by
respectively. Obviously
is defined over Q and it contains the image of the homomorphism
By definition this implies that
The image of the projection
is an Q−algebraic subgroup G ⊂ Hg (V, h 1 ) . Since G R contains the image of Let f : X → S be a universal family of five points in P 1 , and let g 1 : Z 1 → S be the family of the 5-th cyclic covers of P 1 ramified on X . Note that this family is one of the example in [9] . The Galois group G = Z/5 acts fibrewise by automorphisms on the family g 1 : Z 1 → S. We consider the induced family g 1 : Jac(Z 1 /S) → S of Jacobians. Let ξ = e 2 √ −1π 5
. Then Z(ξ) acts as a sub-ring of the endomorphism ring of Jac(Z 1 /S) → S via the action of ξ on g 1 : Z 1 → S. The intersection form <, > on the Q-variation of Hodge structures
is defined by taking cup product of 1-formes along the fibres of g 1 : Z 1 → S. Proof. In fact, the corresponding property holds true for all cyclic coverings of degree n. Let σ be a generator of G = Z/n. Then < σx, σy >=< x, y >, ∀x, y ∈ H 1 (g −1 1 (s 0 ), Q). Let
be the decomposition in eigenspaces, i.e. σ(v) = ξ i v for all v ∈ V i . Then < V i , V j >= 0 for all i, j with i + j = n. On the other hand, for x ∈ V i and y ∈ V n−i , the equalityσ = σ −1 , implies that < σx, y >= ξ i < x, y >=< x, ξ i y >=< x, (ξ n−i ) −1 y > =< x, σ −1 y >=< x,σy > .
We are therefore in the situation of [5] , 4.9. The following construction is similar to [10] In fact, the second family in [10] lies in the degeneration of g 1 : Z 1 → S.
As in [10] , one starts with the group G, constructed by Deligne. Proof. Since dim S = 2, and since φ is generically finite, we only need to show that dim( K M C (G, h 0 )) = 2. After base change we may assume that there exists a universal family
together with an Z(ξ)-action on the fibres. This leads the eigenspace decomposition of R 1 π * (Q A ) as polarized complex variation of Hodge structures
Since < lx, y >=< x,ly >, the intersection form <, > induces a perfect duality between V(ξ i ) and V(ξ 5−i ).
Next we determine the ranks of the Hodge bundles in the corresponding decomposition. Note that the pull back of R 1 π * (Q A ) together with the Z(ξ)-action is just R 1 g 1, * (Q Jac(Z 1 ) ) together with the Z(ξ)-action. We only need to determine the ranks of the Hodge bundles in the decomposition
Writing In particular, V(ξ) and V(ξ 4 ) are unitary local subsystems. The perfect duality between V(ξ 2 ) and V(ξ 3 ) implies that the corresponding the Higgs bundles
are dual to each other. This gives a precise description of the rang of the differential map
of the natural inclusion of K M C (G, h 0 ) into the moduli space of the polarized Abelian varieties in terms of the above eigenspace decomposition. Since V(ξ), V(ξ 4 ) are unitary, the differential map d factors over
Since the Higgs field preserves the eigenspace decomposition (E 1,0 (ξ 2 ) ⊕ E 0,1 (ξ 2 )) ⊕ (E 1,0 (ξ 3 ) ⊕ E 0,1 (ξ 3 )), and d factors further through the diagonal map
The generical injectivity of d implies that the Kodaira-Spencer map on the each copy θ 1,0 :
also is injective. Hence, Consider now the second and third iterated 5-fold coverings g 2 : Z 2 → S and g 3 : Z 3 → S. Replacing S by anétale covering, we may assume that F : X → S consists of 5 disjoint sections, hence f * Q X (−1) is constant, and concentrated in bidegree (1, 1). Proposition 7.4 implies that one has a decomposition
with W ′ and W constant and concentrated in degree (1, 1). In particular, R 2 g 2 * Q Z 2 is a sub-variation of Q-Hodge structures of
Applying 7.4 a second time, one finds
and R 3 g 3 * Q Z 3 is a sub-variation of Q-Hodge structures in Proof. It is well known that the Jacobian of every Fermat curve is of CM type (apply for example the results in [19] ). Hence the first and the second part of 8.6 follows from 8.1, d), whereas the last one follows from 8.1, c) and d).
Writing F 3 = g −1 3 (s) one has inclusions of polarized Q-Hodge structures
(see [9] , page 25 and Section 4), such that each of the two non-unitary local systems induces a uniformization of (M 5,1 ) st as a two dimensional ball quotient. In Corollary 8.4 the variation of Q-Hodge structures V 3 , given by the family g 3 : Z 3 → S is a direct factor of
1 . This implies that every C-irreducible non unitary direct factor of V 3 provides a uniformization of (M 5,1 ) st as a ball quotient.
Remark that the family (g ′ : Z ′ → S × S) ∈ M 5,4 (S × S) considered at the end of the proof of 0.4 gives the product of two 2-dimensional ball quotients in a partial compactification of M 5,4 .
