Dick proved that all order 2 digital nets satisfy optimal upper bounds of the L 2 -discrepancy. We give an alternative proof for this fact using Haar bases.
Introduction and results
Let N be some positive integer and let P be a point set in the unit cube [0, 1) d with N points. Then the discrepancy function D P is defined as
for any x = (x 1 , . . . , 
It was proved by Roth [R54] for p = 2 and by Schmidt [S77] for arbitrary 1 < p < ∞.
The best value for c 2,d can be found in [HM11] . Furthermore, there exists a constant C p,d > 0 such that for every positive integer N , there exists a point set P in [0, 1) d with N points such that
It was proved by Davenport [D56] for p = 2, d = 2, by Roth [R80] for p = 2 and arbitrary d and finally by Chen [C80] in the general case. The best value for C 2,d can be found in [DP10] and [FPPS10] .
There are results for L 1 ([0, 1) d )-and star (L ∞ ([0, 1) d )-) discrepancy though there are still gaps between lower and upper bounds, see [H81] , [S72] , [BLV08] . As general references for studies of the discrepancy function we refer to the monographs [DP10] , [NW10] , [M99] , [KN74] and surveys [B11] , [Hi14] , [M13c] .
Roth's and Chen's original proofs of (3) were probabilistic. Explicit constructions of point sets with good L p -discrepancy in arbitrary dimension have not been known for a long time. Chen and Skriganov [CS02] (see also [CS08] and [DP10] ) gave constructions with optimal bound of the L 2 -discrepancy and Skriganov [S06] later proved the L p bound. The constructions of Chen and Skriganov were order 1 digital nets with large
Hamming weight. Dick and Pillichshammer [DP14a] (see also [DP14b] ) gave alternative constructions. Their constructions are order 3 digital nets. Dick [D14] proved then the following result. 
In this work we give an alternative proof for this fact.
Furthermore, there are results for the discrepancy in other function spaces, like Hardy spaces, logarithmic and exponential Orlicz spaces, weighted L p -spaces, BMO (see [B11] for results and further literature).
Here, we are interested in Besov (S r p,q B([0, 1) 
spaces with dominating mixed smoothness. Triebel [T10] proved that for all 1 ≤ p, q ≤ ∞ with q < ∞ if p = ∞ and all r ∈ R satisfying 1/p − 1 < r < 1/p, there exists a constant c p,q,r,d > 0 such that for every integer N ≥ 2 and all point sets
and with the additional condition that q > 1 if p = ∞ there exists a constant C p,q,r,d > 0 such that for every positive integer N , there exists a point set P in [0, 1) d with N points and we have
Hinrichs [Hi10] proved for d = 2 that for all 1 ≤ p, q ≤ ∞ and all 0 ≤ r < 1/p there exists a constant C p,q,r > 0 such that for every integer N ≥ 2 there exists a point set P in [0, 1) 2 with N points such that
Markhasin [M13b] proved that for all 1 ≤ p, q ≤ ∞ and all 0 < r < 1/p there exists a constant C p,q,r,d > 0 such that for every integer N ≥ 2 there exists a point set P in [0, 1) d with N points such that q,r,d,b,v > 0 such that for every positive integer n and every order 2 digital q,r,d,b,v > 0 such that for every positive integer n and every order 
We point out that obviously Theorem 1.1 is a consequence of Theorem 1.8. Nevertheless, we will prove them independently, so that readers without a background in function spaces with dominating mixed smoothness (which is required for the proof of Theorem 1.8) will be able to understand the proof of the L 2 bound. 
Let 0 < p, q ≤ ∞ and r ∈ R. The Besov space with dominating mixed smoothness
with the usual modification if q = ∞.
Let 0 < p < ∞, 0 < q ≤ ∞ and r ∈ R. The Triebel-Lizorkin space with dominating
with the usual modification if q = ∞. 
The Triebel-Lizorkin space with dominating mixed smoothness
The spaces
We define the Sobolev space with dominating mixed smoothness as
If r ∈ N 0 then it is denoted by S r p W ([0, 1) d ) and is called classical Sobolev space with dominating mixed smoothness. An equivalent norm for
Of special interest is the case r = 0 since
The Besov and Triebel-Lizorkin spaces can be embedded in each other (see [T10] or [M13c, Corollary 1.13]). We point out that the following embedding is a combination of well known results and might look odd at the first glance.
Lemma 2.1. Let 0 < p, q < ∞ and r ∈ R. Then we have
Haar and Walsh bases
We denote
For a real a we write a + = max(a, 0) and for j ∈ N d −1 we write |j| + = j 1+ + . . . + j d+ . For j ∈ N 0 and m ∈ D j we call the interval
the m-th b-adic interval in [0, 1) on level j. We put I −1,0 = [0, 1) and call it the 0-th
We call the number |j| + the order of the 
The function h j,m,l given as the tensor product
Theorem 3.1. The system
The following result is [M13c, Theorem 2.11].
and only if it can be represented as
for some sequence (µ j,m,l ) satisfying
The convergence of
Let α ∈ N. The α-th b-adic Walsh function wal α : [0, 1) → C is given by
given as the tensor product
The b-adic Walsh function wal α is constant on b-adic intervals I (̺ 1 (α 1 ),. .., (̺ 1 (α d )) ,m for every m ∈ D (̺ 1 (α 1 ),. .., (̺ 1 (α d )) . The following result is [DP10, Theorem A.11] .
Lemma 3.3. The system
Digital (v, n, d)-nets
We quote from [DP14a] and [D07] to describe the digital construction method and properties of resulting digital nets. We also refer to [N87] and [NP01] . vectors c 1,λ 1,1 , . . . , c 1,λ 1,η 1 , . . . , c d,λ d,1 , . .
Lemma 4.1.
In particular every point set P b n constructed with the digital method is at least an order σ digital (σn, n, d)-net in base b.
Lemma 4.3. P b n is an order σ digital (v, n, d)-net in base b if and only if ̺ σ (t) > σn − v for all t ∈ D(C).

Lemma 4.4. Let P b n be an order σ digital (v, n, d)-net in base b with generating matrices
We consider the Walsh series expansion of the function χ [0,x) ,
where for t ∈ N 0 the t-th Walsh coefficient is given bŷ
wal t (y)dy.
Lemma 4.5. Let P b n be an order σ digital (v, n, d)-net in base b with generating matrices
Applying Lemma 4.4 we get
Several constructions of order σ digital (v, n, d)-nets are known. For details, examples
and further literature we refer to [DP14b] . There are especially constructions with a good quality parameter v, e. g. we can construct order 2 digital (d, n, d)-nets in base b as well as order 1 digital (0, n, d)-nets.
Proofs of the results
For two sequences a n and b n we will write a n b n if there exists a constant c > 0 such that a n ≤ c b n for all n.
The following result is [M13b, Lemma 5.1].
The following result is [M13b, Lemma 5.2].
Lemma 5.2. Let
The following result is [M13b, Lemma 5.9 ].
The following result is [M13b, Lemma 5 .10].
Lemma 5.4. Let t, α ∈ N 0 . Then
If α = t ′ and α = t and α ′ = t then
We put
Then (14) corresponds to Ay = w and we have We point out that the condition λ 1 , . . . , λ d ≤ s is not necessary. It just reduces the technicalities but the results would be the same without it. One would have to define λ * * i = min(λ i * , s) and in the case where λ i * > s we would get an additional factor b λ i * −s compensating the restriction.
Proof. For (i), let |j| + ≥ n − v. Since P b n contains exactly b n points, there are no more than b n such m for which I j,m contains a point of P b n meaning that at least all but b n intervals contain no points at all. Thus the second statement follows from Lemma 5.1. The remaining intervals contain at most b v points of P b n (Lemma 4.2) so the first statement follows from Lemmas 5.1 and 5.2.
We now prove (ii) so let |j| + < n − v and m ∈ D j , l ∈ B j . The function h j,m,l can be given (Lemma 3.3) as
We apply Lemmas 4.5, 5.3 and 5.4 and get
By Lemma 5.5 we get
We recall that we have
For any I ⊂ {1, . . . , d} let I c = {1, . . . , d} \ I. We perform an index shift to get
. . .
Proof. According to Lemma 4.1, P b n is an order 1 digital (⌈v/2⌉, n, d)-net. Hence (i) follows from Proposition 5.6.
We now prove (ii) so let |j| + < n − ⌈v/2⌉ and m ∈ D j , l ∈ B j . We start at (15) and
We argue similarly to the proof of Proposition 5.6 to get
We are now ready to prove the theorems.
Proof of Theorem 1.
We apply Theorem 3.1, hence we need to prove
We recall that #D j = b |j| + , #B j = b − 1. We split the sum and apply Proposition 5.7
to get
for big intervals,
for middle intervals and
for small intervals. We recall that #D j = b |j| + , #B j = b − 1. We split the sum and apply Minkowski's inequality and Proposition 5.6 to get Proof of Theorem 1.8. The result follows from Corollary 1.7 in the case r = 0.
