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Les polycycles aromatiques hydroge´ne´s (PAH) et leurs de´rive´s sont des
compose´s dont l’e´tude est essentiellement motive´e par leur inte´reˆt atmosphe´rique
et astrophysique. Les PAH, conside´re´s comme des polluants toxiques, mu-
tage`nes et cance´rige`nes [1,2,3,4,5], sont principalement issus de l’activite´ humaine,
comme la combustion d’e´nergie fossile, mais aussi de la combustion de la bio-
masse [6]. Dans l’atmosphe`re, les PAH peuvent subir des de´gradations photochi-
miques et des recombinaisons avec d’autres espe`ces gazeuses (NOx, SOx,...),
augmentant ainsi leur toxicite´, mais aussi servir de support de germination
pour les goutelettes d’eau. D’un point de vue astrophysique, les PAH sont re-
connus comme e´tant la source des bandes infrarouges aromatiques [7,8,9] (AIB),
bandes d’e´missions observe´es entre 3 et 14 µm dans des re´gions ou` ces mole´cules
sont excite´es par des photons ultraviolets issus d’e´toiles. Les PAH sont aussi
de possibles candidats pour les bandes interstellaires diffuses [7,10,11], qui sont
des bandes d’absorption dans le domaine visible/proche infrarouge observe´es
dans la courbe d’extinction de notre galaxie. Cependant, aucune mole´cule PAH
spe´cifique n’a e´te´ identifie´e.
Les compose´s isole´s en matrices cryoge´niques, cense´es reproduire les condi-
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tions du milieu interstellaire, ont fait l’objet de nombreuses e´tudes expe´rimentales.
Du point de vue de la the´orie, les e´tudes d’impurete´s au sein de matrices
de gaz rare sont susceptibles d’apporter des donne´es difficilement accessibles
par l’expe´rience (structure, stabilite´,...). Cependant, en raison de la taille des
syste`mes, elles ont souvent e´te´ re´duites a` quelques atomes avec des me´thodes
quantiques, ou ont e´te´ effectue´es avec des me´thodes de type champ de force.
En conse´quence, l’e´tude de compose´s en matrice reste un domaine ou` il est
souhaitable de de´velopper des me´thodes permettant de de´crire correctement
les effets de l’environnement sur les proprie´te´s du compose´ isole´.
L’objectif de cette the`se est de montrer les possibilite´s d’un formalisme
hybride quantique-classique efficace, de´veloppe´ au sein du laboratoire, pour
de´crire :
(i) les interactions entre la matrice d’argon et l’impurete´ (agre´gat d’eau,
complexe polycycle aromatique/eau),
(ii) les effets de la matrice sur l’impurete´, et vice-versa, d’un point de vue
e´nerge´tique et structural,
(iii) d’effectuer des simulations de spectres infrarouges a` tempe´rature finie,
qui pourront eˆtre compare´s aux spectres expe´rimentaux obtenus en environne-
ment cryoge´nique par l’e´quipe de J. Mascetti (ISM, Bordeaux) dans le cadre
d’une collaboration (ANR PARCS no 13-BS08-0005).
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1.1 Les e´tudes en matrices cryoge´niques d’un
point de vue expe´rimental
Cette introduction n’a pas pour but de faire un e´tat des lieux exhaus-
tif, mais de donner les e´le´ments ne´cessaires a` la compre´hension des e´tudes
effectue´es.
Les matrices cryoge´niques modernes ont e´te´ de´veloppe´es autour des anne´es
1950, et particulie`rement a` la suite des expe´riences de Pimentel et al. [12], qui
furent parmi les premiers a` utiliser des gaz inertes comme environnements
hoˆtes pour isoler des espe`ces. Cette technique, utilise´e dans un grand nombre
d’applications, implique le pie´geage d’une espe`ce a` e´tudier dans un environne-
ment non-re´actif.
La formation de ces matrices ainsi que le pie´geage passent en ge´ne´ral par
une code´position de l’espe`ce a` e´tudier sous forme gazeuse avec le gaz de la
matrice, sur une feneˆtre froide d’un cryostat permettant la condensation. Pour
former les espe`ces en phase gazeuse, on peut utiliser des techniques de chauf-
fage par four, des techniques de de´charges, des techniques d’ablation laser...
On peut noter que l’utilisation de gaz rares est avantageuse car ces derniers
sont optiquement transparents en spectroscopie infrarouge et e´lectronique et ne
re´agissent pas avec les impurete´s e´tudie´es. Cependant les matrices cryoge´niques
peuvent aussi eˆtre forme´es d’espe`ces mole´culaires, comme les matrices de pa-
rahydroge`ne [13] ou de me´thane [14,15].
L’utilisation de matrices cryoge´niques permet de pouvoir e´tudier des espe`ces
re´actives qui auraient autrement un temps de vie trop court pour eˆtre analyse´es
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en phase gazeuse, cela devient possible en matrice. On peut citer l’exemple
de la de´tection des radicaux issus du cyanoace´tyle`ne dans les expe´riences de
Khriachtchev [16], ou dans les expe´riences de Kolos et al. [17], qui synthe´tisent,
a` partir du cyanoace´tyle`ne, un radical d’hydroge`ne qui est ensuite recombine´.
Les matrices cryoge´niques permettent aussi d’e´tudier de tre`s petits syste`mes
faiblement lie´s et avec peu d’influence de l’environnement, par exemple des
agre´gats d’eau en matrice d’argon dans les expe´riences de Nelander [18,19,20]. Une
autre possibilite´ apporte´e par les matrices cryoge´niques est de pouvoir recre´er
un environnement froid, comparable a` celui du milieu interstellaire. Une des
applications est l’e´tude de complexes de polycycles aromatiques hydroge´ne´s
(PAH) isole´s [21,22], avec d’autres atomes/mole´cules, comme de l’eau [22,23] ou
du fer [24].
L’utilisation de matrices cryoge´niques ne se limite pas au pie´geage et a`
l’e´tude des proprie´te´s de petits compose´s pie´ge´s. On recourt aussi a` ces dernie`res
pour e´tudier la re´activite´ sur des syste`mes cible´s, comme dans les travaux de
Cre´pin et al. [25], ou de Couturier et al [26], ou` sont synthe´tise´es des chaines
carbone´es de plus en plus longues, de´tecte´es ensuite par phosphorescence. Les
matrices n’ont cependant pas un effet comple`tement ne´gligeable sur les com-
plexes pie´ge´s car elles peuvent exercer un effet de confinement sur le syste`me
e´tudie´, ce qui peut engendrer de nouveaux produits re´actionnels lors de pho-
todissociations par exemple [27,28].
(1) HC3N + hν → C2H + CN
(2) HC3N + hν → H + C3N
Figure 1.1 – Exemples de diffe´rents chemins re´actionnels en matrice (1),
compare´s a` la phase gazeuse (2) [27]
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Cet effet de confinement peut aussi provoquer l’amplification de l’e´mission
stimule´e, comme cela a e´te´ montre´ dans les travaux sur les phtalocyanines et
les porphyrines de Dozova et al [29]. Le re´seau cristallin de la matrice joue aussi
un roˆle sur le complexe pie´ge´, en modifiant sa syme´trie, comme nous le verrons
dans nos travaux sur l’hexame`re d’eau [30].
Enfin, le couplage des modes vibrationels des complexes avec les phonons
de la matrice peuvent influencer la dynamique du syste`me e´tudie´ et donc, mo-
difier la position des bandes infrarouges (IR) [18,19,20,23]
Ainsi, meˆme si la perturbation engendre´e n’est pas ne´gligeable, les matrices
sont un outil adapte´ a` l’e´tude d’agre´gats et de complexes pie´ge´s.
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1.2 De´termination de la surface d’e´nergie po-
tentielle de la matrice
1.2.1 Ge´ne´ralite´s sur la mode´lisation
L’objectif de cette the`se est de mode´liser des complexes (PAH/eau) dans
des agre´gats d’atomes d’argon de taille finie (environ 1000 atomes), de de´terminer
des donne´es ge´ome´triques, e´nerge´tiques et spectroscopiques (spectre IR a` tempe´rature
finie) en dimensionnalite´ comple`te (3N-6 degre´s de liberte´).
Deux voies principales existent pour mode´liser la matrice, mais la voie que
nous avons suivie est celle des super-agre´gats d’argon, ce qui permet d’avoir
des conditions de pression a` l’inte´rieur de l’agre´gat qui ne soient pas fixe´es par
un parame´trage. Cependant la pression n’est pas ne´cessairement bien rendue si
le super-agre´gat n’est pas assez grand, et il faut veiller, lors de l’optimisation,
a` minimiser les effets de bord pour e´viter que la superstructure d’argon ne se
sphe´rifie.
Figure 1.2 – Exemple de super-agre´gat contenant un trime`re d’eau (360 atomes
d’argon).
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L’autre voie serait de travailler en conditions pe´riodiques (ce qui n’a pas
e´te´ fait dans notre e´tude).
Figure 1.3 – Exemple de conditions pe´riodiques
Dans le mode`le pe´riodique, on cre´e une maille que l’on reproduit a` l’infini.
Les bords de cette maille sont fixes, impliquant que la pression interne du
syste`me est fixe´e par les conditions pe´riodiques. L’avantage de cette me´thode
est de ne pas avoir d’effets de bords et de traiter explicitement un syste`me
infini. Cependant, il est ne´cessaire d’avoir une taille de boˆıte suffisamment
importante pour e´viter qu’un atome n’interagisse avec lui meˆme.
1.2.2 La matrice
Pour pouvoir de´terminer la surface d’e´nergie potentielle (PES) il est
ne´cessaire de re´soudre l’e´quation de Schro¨dinger inde´pendante du temps HˆΨ =
EˆΨ. Cependant, certaines me´thodes de chimie the´orique ne sont pas adapte´es
a` l’e´tude d’un syste`me de grande taille, notamment celles qui regroupent les
calculs fonde´s sur la fonction d’onde, de type post-Hartree-Fock ou Coupled-
Cluster [31].
Ces me´thodes sont extreˆmement pre´cises mais tre`s de´pendantes de la base
utilise´e. Cette dernie`re doit eˆtre suffisamment e´tendue pour pouvoir prendre
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en conside´ration la dispersion et la polarisation. De ce fait, ces me´thodes ne
sont applicables que pour des syste`mes de petite taille (2-30 atomes).
Une autre famille de me´thodes est celle de la DFT (Density Functio-
nal Theory). Ce sont des me´thodes de choix pour les syste`mes contenant ∼
100 atomes [32]. Cependant, pour de´crire un super-agre´gat d’argon, certains
proble`mes surviennent. Meˆme avec des fonctionnelles adapte´es, la dispersion
n’est pas force´ment bien de´crite [33]. De plus, pour obtenir des simulations er-
godiques a` tempe´rature finie, il est ne´cessaire de faire de longues simulations
de dynamique mole´culaire (∼ 0.1 ns), ce qui n’est actuellement pas re´alisable
en DFT (temps de calcul trop important)
L’e´tude d’agre´gats et de matrices d’argon est de fait souvent effectue´e avec
un potentiel de Lennard-Jones [34,35] :











D’autres potentiels empiriques atome-atome plus pre´cis ont e´te´ propose´s,
par exemple le potentiel de paire d’Aziz [36,37] , qui est souvent utilise´ pour les
calculs concernant les gaz rares. Ce potentiel contient la dispersion et sera ce-
lui utilise´ pour la partie FF de notre mode`le SCC-DFTB/FF (Self Consistent
Charge, Density Functional Tight Binding / Force Field).
Pour l’argon, qui est plus polarisable que le ne´on et l’helium, et surtout lors
de l’e´tude de transitions critiques comme les points de fusion [38], on a parfois











V (3)(rij, rik, rjk)...
Un potentiel spe´cifique au terme a` trois corps, a e´te´ par exemple celui
de´veloppe´ par Axilrod et Teller [39], et s’e´crit de la manie`re suivante :







ou` ZDDD est le parame`tre d’Axilrod-Teller, rij la distance entre les atomes
i et j et θi l’angle entre les vecteur ~rij et ~rik. Cependant, le calcul des termes
a` trois corps devient vite tre`s couˆteux pour des calculs en matrice de grande
taille. La polarisation fait aussi intervenir des termes a` plusieurs corps.
Les champs de forces donnent des re´sultats satisfaisants sur les matrices
de gaz rares. Nous sommes cependant inte´resse´s par les proprie´te´s et la chimie
des espe`ces pie´ge´es en matrice.
1.2.3 Impurete´s dans une matrice
L’e´tude de syste`mes he´te´roatomiques pie´ge´s dans de l’argon a fait l’objet
de nombreuses recherches avec diverses me´thodologies. Une premie`re approche
simple, de´veloppe´e dans la litte´rature [40], est de mode´liser la matrice d’argon
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par une constante die´lectrique effective inse´re´e dans l’e´quation de Schro¨dinger
de l’impurete´ tout en y rajoutant la polarisation. Cependant, cette approche
“continue” ne permet pas de de´crire la polarisation au niveau microscopique.
L’impurete´, dans la majeure partie des cas, est e´galement traite´e avec une
me´thode de champ de force. Cependant il existe aussi des combinaisons de cal-
culs quantiques pour traiter l’impurete´ avec un traitement champ de force pour
la matrice. De ce fait, il faut faire le lien entre les me´thodes QM (Quantum
Mechanics) et MM (Molecular Mechanics), et prendre en compte l’influence
des atomes d’argon sur la partie e´lectronique de l’impurete´.
Une autre approche, de´veloppe´e par Gross et Spiegelman [41], consiste a`
mode´liser les atomes d’argon par un pseudopotentiel a` ze´ro e´lectron [41,42,43]
de´rive´ de la formulation de Barthelat et Durand [44,45]. Dans ce mode`le, tous
les e´lectrons des atomes d’argon sont de´crits par des pseudopotentiels polari-
sables [46]. Graˆce a` cette me´thode, les atomes d’argon sont pris en compte di-
rectement dans l’hamiltonien mais n’apportent pas de complexite´ e´lectronique.
Cette me´thode est notamment utilise´e par le groupe de Gervais et al. [47,48] dans
des e´tudes d’agre´gats de sodium en matrices d’argon.
14
1.2.4 Construction the´orique des syste`mes
Dans notre e´tude, nous avons mode´lise´ la matrice par un agre´gat de taille
finie, dans lequel nous avons inse´re´ un agre´gat/complexe, et tente´ d’optimiser
la structure du complexe dans la matrice, c’est-a`-dire tente´ d’obtenir un mi-
nimun d’e´nergie par rapport a` l’ensemble des coordonne´es. Nous avons tout
d’abord e´tudie´ un re´seau cristallin d’argon sans impurete´ pour nous assurer de
la validite´ des diffe´rents parame`tres concernant la matrice.
L’argon cristallise en dessous de 35 K dans une maille cubique face centre´e
(cfc). La maille e´le´mentaire du re´seau cfc comporte quatre atomes d’argon,
et le parame`tre de maille est de 5.23 A˚. Chaque maille comporte quatre sites
octae´driques, huit sites te´trae´driques et trois plans principaux non-e´quivalents.
Le premier plan (Figure 1.4) de´note´ [111], comporte les plus proches voisins.
Les deux autres plans sont le plan diagonal [110]et le plan face centre´e [100]
(Figure 1.5).
Figure 1.4 – Plan [111] de la maille cfc
L’optimisation de l’ensemble mole´cule/complexe pie´ge´ dans la matrice,
soule`ve a` la fois des questions conceptuelles et pratiques. En effet, d’un point
de vue the´orique, la solution la plus directe consiste a` de´terminer et optimi-
ser la lacune, en meˆme temps que la ge´ome´trie du complexe pie´ge´. Ceci pose
le proble`me de l’optimisation globale dans la me´thode “super-agre´gat”. On
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Figure 1.5 – Plan [110] (gauche) et [100] (droite) de la maille cfc
peut se demander cependant si le recours a` l’optimisation directe est celui qui
correspond le mieux aux ge´ome´tries obtenues expe´rimentalement, re´sultant
ge´ne´ralement d’un processus de code´position.
Des travaux mode´lisent effectivement la code´position [49,50,51], par exemple,
par un algorithme Monte-Carlo de´posant ale´atoirement des atomes ou des
agre´gats. Les positions de de´poˆts sont ensuite retenues ou non (de´pendant
du crite`re d’acceptation du code Monte-Carlo). L’e´tude the´orique de Ryan
et al. [49], utilisant un champ de force, a mis en e´vidence le fait qu’un atome
de sodium pie´ge´ tend a` occuper des sites tetrae´driques, en accord avec les
hypothe`ses expe´rimentales. Les travaux de Cre´pin et al. [50] font l’e´tude des
sites d’insertion/substitution du naphtale`ne dans une matrice d’argon. L’e´tude
the´orique en champ de forces montre qu’il existe plusieurs positions d’insertion,
mais que la plus stable est dans le plan [111]. Les re´sultats semblent cohe´rents
avec les observations expe´rimentales.
L’article de Kyrychenko et al. [51], utilisant un champ de forces, e´tudie le
de´pot d’une porphyrine dans des matrices de xe´non et d’argon. Il montre que
la mole´cule se de´pose dans le plan [111] du re´seau cristallin de la matrice, ce
qui semble correspondre avec les observations expe´rimentales.
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1.3 Plan du manuscrit
Cette the`se pre´sente le de´veloppement et les applications d’une nouvelle
me´thode hybride de type QM/MM, ou` la partie quantique est une de´rive´e de
la DFT aux liaisons fortes (DFTB, Density Functional Tight Binding) et la
partie MM est de´crite par des potentiels pour l’argon de´veloppe´s par Aziz.
Apre`s avoir de´taille´ le principe de la me´thode SCC-DFTB/FF ainsi que les
outils the´oriques utilise´s (Partie 2 et 3), nous pre´senterons les re´sultats ob-
tenus sur de petits syste`mes (C6H6)Arn (n=1-30) (Partie 4.1) et (H2O)Arn
(n=1-13) (Partie 4.2), afin de valider le mode`le . La seconde partie de cette
the`se sera de´die´e aux applications a` des agre´gats d’eau en “matrice“ d’argon
(avec une mode´lisation super-agre´gat de taille finie), ou` seront e´tudie´s les ef-
fets de la matrice sur les donne´es e´nerge´tiques, structurales et infrarouges a`
tempe´rature finie, caracte´risant des agre´gats d’eau (Partie 5.1). La dernie`re
partie de cette the`se sera consacre´e a` l’e´tude de complexes mixtes PAH/eau
dans des structures de taille finie d’argon qui seront compare´s aux re´sultats
de J. Mascetti (Universite´ Bordeaux 1). Tout comme dans la pre´ce´dente par-
tie, nous e´tudierons l’effet de la matrice d’argon sur les donne´es e´nerge´tiques,
structurales et sur les bandes IR a` tempe´rature finie obtenues a` l’aide d’une




Mode´lisation de la structure
e´lectronique
Les calculs de structure e´lectronique de mole´cules en phase gazeuse et
en matrice sont possibles graˆce a` la chimie quantique. Cette discipline adapte
les pre´ceptes de la me´canique quantique a` des syste`mes mole´culaires, afin d’en
de´terminer les proprie´te´s structurales, optiques, thermochimiques, magne´tiques,
de re´activite´,...
Il existe une multiplicite´ de me´thodes (cf Figure 2.1), contenant plus ou
moins d’approximations, ayant pour but de de´crire les interactions entre atomes.
Les me´thodes les plus pre´cises, fonde´es sur la fonction d’onde, sont actuel-
lement trop lourdes pour l’e´tude de syste`mes de grandes tailles. La The´orie
de la Fonctionnelle de la Densite´ (DFT), tre`s utilise´e depuis les anne´es 1990,
ainsi que la Density Functional Tight Binding (DFTB) sont capables de trai-
ter ces syste`mes. Le traitement des aspects dynamiques, pour des me´thodes de
simulation de dynamique mole´culaire ou Monte-Carlo engendre une difficulte´
supple´mentaire : il faut eˆtre capable de propager les simulations sur des temps
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Figure 2.1 – Sche´ma d’ensemble des diffe´rentes me´thodes
assez longs pour atteindre la convergence des proprie´te´s dynamiques. L’utili-
sation de champs de force permet a` la fois de traiter des syste`me de grande
taille mais aussi des trajectoires longues de dynamique mole´culaire. Cepen-
dant, ils ne de´crivent pas les effets quantiques e´lectroniques, comme les fluc-
tuations de charge. De ce fait, pour l’e´tudes de complexes en environnement
matriciel, il est inte´ressant d’utiliser une me´thode combinant le traitement
quantique de l’impurete´ et les champs de force, permettant d’avoir des infor-
mations e´lectroniques sur le syste`me pie´ge´, et de traiter efficacement la matrice
non-re´active. Dans cette partie, nous allons rapidement de´crire les diffe´rentes
me´thodes existantes et mettre en avant celles qui sont directement lie´es a` la
me´thode SCC-DFTB/FF.
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2.1 Calculs base´s sur la fonction d’onde
E´quation de Schro¨dinger et formalisme du proble`me a` N e´lectrons
On conside`re un syste`me mole´culaire de N noyaux I de position RI et de
masse ZI , de n e´lectrons i de positions ri et de masse me, dont la fonction
d’onde ψ(...,RI ,... ;...,ri,... ;t)=ψ(r,R,t) permet la description quantique. Nous
conside`rerons ici l’hamiltonien total inde´pendant du temps.
Hˆ = Tˆe + VˆNe + Vˆee + VˆNN + Tˆµ
L’approximation de Born-Oppenheimer [52] permet de de´coupler les mouve-
ments des e´lectrons de celui des noyaux, du fait de la grande diffe´rence d’inertie




). Les coordonne´es nucle´aires
peuvent eˆtre donc traite´es comme parame`tres, et les coordonne´es e´lectroniques
r sont des variables de l’e´quation de Schro¨dinger, inde´pendante du temps et
non relativiste.
HˆelΨ(r; R) = E(R)Ψ(r; R)
ou` Ψ(r; R) est une fonction e´lectronique de´pendant parame´triquement des
coordonne´es nucle´aires et Hˆel l’ope´rateur hamiltonien e´lectronique a` n e´lectrons



















Le premier terme est l’e´nergie cine´tique des e´lectrons, le second, l’inter-
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action coulombienne e´lectron/noyau et le dernier, l’interaction coulombienne
e´lectron/e´lectron. La partie la plus de´licate a` traiter lors de calculs de structure
e´lectronique est l’interaction e´lectron/e´lectron.
Conside´rons dans un premier temps une fonction d’onde Ψ0 ne´gligeant
le potentiel e´lectron-e´lectron. L’ope´rateur hamiltonien s’e´crit alors comme la

























ou` 0a est l’e´nergie d’un e´lectron dans l’orbitale a. Tous les e´lectrons sont
ici inde´pendants.
L’introduction du spin de l’e´lectron dans la fonction d’onde se formalise
par le concept de spin-orbitale ψa. Une spin-orbitale est le produit d’une orbi-
tale par une fonction de spin. La fonction d’onde globale est anti-syme´trique
en vertu du principe d’exclusion de Pauli et s’exprime sous la forme d’un
de´terminant de Slater, usuellement symbolise´ par :
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Ψ0 = |ψ1ψ2...ψn〉
L’usage du de´terminant de Slater [53] permet de prendre en compte le trou
de Fermi, ge´ne´re´ par la re´pulsion entre deux e´lectrons de meˆme spin.
De manie`re plus ge´ne´rale, la fonction d’onde poly-e´lectronique Ψ peut eˆtre
de´veloppe´e comme une combinaison line´aire de tous les de´terminants Ψi que





Une base comple`te de fonctions multi-e´lectroniques permet donc, en prin-
cipe, de de´crire de manie`re exacte une fonction d’onde poly-e´lectronique. La
re´solution de l’e´quation de Schro¨dinger devient donc un proble`me d’alge`bre
line´aire, ou` l’on re´sout l’e´quation aux valeurs propres :
HC = EC
ou` H est la matrice repre´sentant l’ope´rateur hamiltonien Hˆ dans la base des
de´terminants, Ei les e´le´ments de la matrice diagonale E repre´sentant l’e´nergie
e´lectronique et les colonnes Ci de la matrice C les vecteurs propres correspon-
dants.
Le de´veloppement par combinaison linaire de de´terminants pour re´soudre
l’e´quation aux valeurs propres de´finit l’interaction de configurations (CI).
Les e´quations de Hartree-Fock
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La me´thode Hartree-Fock [54] (HF) a longtemps constitue´ la base de toutes
les me´thodes ab initio de type fonction d’onde. Les orbitales optimise´es a`
ce niveau sont prises comme e´le´ments de de´part pour des calculs ulte´rieurs
prenant explicitement en compte la corre´lation e´lectronique.
Dans le formalisme Hartree-Fock, seul le de´terminant de l’e´tat fondamental
Ψ0 est conside´re´.
L’e´nergie correspondante est :










ou` hˆ est l’ope´rateur mono-e´lectronique.
En conside´rant des spin-orbitales orthogonales, la variation de l’e´nergie
s’e´crit sous la forme :
δE0 = 2〈δΨ0|Hˆ|δΨ0〉
ou` δΨ0 est obtenu en modifiant les spin-orbitales, tout en maintenant leur
orthogonalite´. Par application du principe de minimisation de l’e´nergie, on ob-
tient les e´quations d’Hartree-Fock :
fˆψa = aψa,∀a
ou` les ensembles {a} et {ψa} sont respectivement les valeurs propres, et les
vecteurs propres de l’ope´rateur de Fock. Ce dernier s’exprime pour l’e´lectron i
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de la manie`re suivante :




ou` Jb(i) est l’ope´rateur de Coulomb repre´sentant le potentiel re´pulsif ge´ne´re´







et Kb(i) est l’ope´rateur d’e´change dont l’action sur la spin-orbitale de







Les me´thodes post Hartree-Fock prennent en compte la corre´lation e´lectronique




La me´thode Møller-Plesset [55] a pour objectif de traiter de manie`re per-
turbative la corre´lation e´lectronique en appliquant la me´thode de Rayleigh-
Schro¨dinger a` un hamiltonien d’ordre ze´ro (Hartree-Fock). Elle s’e´crit sous la
forme :
Hˆ = Hˆ0 + Vˆ













ou` Jˆb(i) est l’ope´rateur de Coulonb et Kˆb(i) l’ope´rateur d’e´change. Conside´rons
la fonction d’onde HF Ψ0(0) = Ψ0 fonction propre de Hˆ
0, les e´nergies aux ordres



















La correction d’ordre 1 est l’e´nergie HF. La correction de corre´lation ap-









a + b − r − s = Ecorr
Seules les interactions avec les de´terminents doublement excite´s Ψabrs in-
terviennent car le the´ore`me de Brillouin stipule que les excitations simples
n’inte´ragissent pas directement avec le de´terminant Hartree-Fock.
Cette me´thode permet d’estimer perturbativement les effets de la corre´lation
e´lectronique sur la fonction d’onde et l’e´nergie du syste`me conside´re´, et peut
eˆtre e´tendue aux ordres supe´rieurs (MP3, MP4).
Me´thodes multi-re´fe´rentielles
Pour optimiser l’e´nergie de manie`re variationnelle au dela` de la descrip-
tion HF, on utilise l’expression multiconfigurationelle de la fonction CI. Ceci
introduit une double de´pendance : l’une envers les coefficients orbitalaires ato-
miques, l’autre vis-a`-vis des coefficients de l’expression multiconfigurationelle.
Ces coefficients sont les parame`tres variationnels a` optimiser. La me´thode
CASSCF [56,57], cas particulier de MCSCF (Multi-Configurational Self Consistent
Field) permet d’alle´ger cette optimisation en de´finissant l’espace des configu-
rations comme Complete Active Space (CAS). La minimisation de l’e´nergie est
obtenue en optimisant toutes les orbitales et les coefficients de l’espace actif.
L’espace actif est de´termine´ en divisant le jeu d’orbitales SCF en trois parties :
les orbitales de coeur, avec un nombre d’occupation fixe´ a` deux, les orbitales
virtuelles dont l’occupation est ze´ro, et les orbitales actives, dont l’occupation
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est comprise entre ze´ro et deux. Le CAS correspond souvent a` l’ensemble des
orbitales de valence et de´finit la corre´lation non-dynamique.
La corre´lation dynamique peut inclure en ge´ne´ral l’ensemble des de´terminants
interagissant a` la fonction CI initiale (MR, CAS ou MCSCF), soit en utilisant
des me´thodes variationnelles de type Multi-Reference Configuration Interac-
tion (MRCI), soit des me´thode Multi-Reference Perturbation Theory (MRPT),
combinant un traitement variationnel de l’espace des configurations primaires,
et perturbatif pour les configurations ge´ne´re´es.
Me´thode Coupled Cluster
La the´orie Coupled Cluster [58] exprime la fonction d’onde par l’ansatz ex-
ponentiel :
Ψ = eTˆΨ0 avec Ωˆ = e
Tˆ
Tˆ , l’ope´rateur cluster, se de´veloppe comme une somme des ope´rateurs clus-































ou` aˆ+r aa repre´sente l’excitation d’un e´lectron de l’orbitale a vers l’orbitale
r, et tra l’amplitude du cluster.
En ne conside´rant que les excitations simples et doubles, le de´veloppement
de l’ope´rateur eTˆ1+Tˆ2 en une se´rie de Taylor permet d’obtenir la fonction d’onde
suivante :









et on obtient :
(Hˆ − E0)eTˆ1+Tˆ2Ψ0 = EcorreTˆ1+Tˆ2Ψ0





ab, ... en conside´rant le caracte`re bi-e´lectronique de Hˆ. L’e´nergie
de corre´lation devient :
Ecorr = 〈Ψ0|Hˆ − E0|(1 + Tˆ1 + Tˆ2 + 1
2
Tˆ 21 )Ψ0〉
Les me´thodes CC sont utilise´es pour traiter des mole´cules dans leur e´tat
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fondamental. CCSD ne conside`re que les excitations simples et doubles, CCSD-
T ou CCSD[T] conside`rent e´galement les excitations triples calcule´es per-
turbativement. Malgre´ une excellente pre´cision, ces me´thodes ont un couˆt
nume´rique e´leve´, qui limite leur application a` des tailles de mole´cules d’une
dizaine d’atomes dans une grande base.
2.2 Calculs DFT
La The´orie de la fonctionnelle de la densite´ (DFT) est une me´thode tre`s
utilise´e aujourd’hui. Ses e´quations ont e´te´ mises en place en 1965 par Kohn et
Hohenberg. Cette me´thode est la plus re´pandue aujourd’hui, car elle permet
de traiter les syste`mes de grande taille.
La DFT utilise la densite´ totale comme proprie´te´ fondamentale, contraire-
ment aux me´thodes HF et post-HF qui traitent directement la fonction d’onde
e´lectronique a` n-corps. L’avantage est que le calcul de la fonction d’onde a`
n-corps est une fonction de 3n variables (les coordonne´es de tous les e´lectrons
du syste`me), alors que la densite´ e´lectronique n’a besoin que de trois variables
spatiales, ce qui acce´le`re grandement le temps de calcul. Hohenberg et Kohn [59]
ont mis en e´vidence, via deux the´ore`mes, que l’e´tat fondamental d’un syste`me
e´lectronique pouvait eˆtre de´crit par sa densite´.
Le premier the´ore`me met en e´vidence le lien entre densite´ e´lectronique d’une
particule ρ(r) de l’e´tat fondamental et le potentiel exte´rieur aux e´lectrons V (r).
Cela signifie que toutes les proprie´te´s du syste`me peuvent eˆtre de´termine´es
si l’on connaˆıt la densite´ e´lectronique de l’e´tat fondamental. L’e´nergie d’un
syste`me e´lectronique devient fonctionnelle de la densite´ :
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E0 = E[ρ0] = F [ρ0] +
∫
ρ0V (r)dr
F[ρ0] est une fonctionnelle universelle pour tous les syste`mes e´lectroniques.
Le second the´ore`me e´nonce le principe variationnel : la densite´ e´lectronique
exacte de l’e´tat fondamental dans un potentiel V est la densite´ minimisant la
valeur de la fonctionnelle E :
E0 = minE[ρ]
La mise en oeuvre pratique de ces the´ore`mes a e´te´ apporte´e par Kohn
et Sham. L’e´nergie de Kohn-Sham [60] (KS) correspond a` celle d’un syste`me
fictif de n e´lectrons inde´pendants qui posse`dent la meˆme densite´ ρ(r) que le
syste`me re´el, plonge´e dans un potentiel effectif. L’e´nergie Hohenberg et Kohn
est d’abord de´compose´e comme suit :







|r − r′| drdr
′ + EXC [ρ]
T ∗[ρ] est l’e´nergie cine´tique d’un syste`me d’e´lectrons inde´pendants. Le se-
cond terme repre´sente l’interaction e´lectron/noyaux exerce´e par le potentiel
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V (r). Le troisie`me terme est l’interaction coulombienne entre les distribu-
tions de charges ρ((r) et ρ(r′). Enfin EXC [ρ] correspond au terme d’e´change-
corre´lation prenant en compte les interactions non classiques des e´lectrons ainsi
que la diffe´rence d’e´nergie cine´tique entre le syste`me fictif et le syste`me re´el.
On applique le principe variationnel a` l’e´nergie :
δT ∗[ρ]
δρ




′ + VXC [ρ] = µ
ou` µ est un multiplicateur de Lagrange, assurant la conservation du nombre
d’e´lectrons et permettant de trouver les points stationnaires ; VXC [ρ] repre´sente
le potentiel d’e´change corre´lation et s’exprime comme la de´rive´e fonctionnelle




L’expression est identique a` celle d’e´lectrons inde´pendants soumis au po-
tentiel externe de Kohn-Sham VKS :
δT ∗
δρ
+ VKS(r) = µ
avec :
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′ + VXC [ρ]





les ψi sont les n orbitales de Kohn-Sham, associe´es aux e´nergies i obtenues
en re´solvant l’e´quation aux valeurs propres suivante :
[−1
2
52i +VKS(r)]ψi = iψi
ou` −1
2
52i est l’ope´rateur d’e´nergie cine´tique. Les orbitales de Kohn-Sham
n’ont pas la signification physique des orbitales HF, car le syste`me est fictif.
On obtient donc, en inte´grant l’interaction entre les noyaux, une e´nergie totale








|r − r′| drdr








Le proble`me majeur de la DFT se situe au niveau de la nature de EXC et de
VXC . Bien que la formulation soit exacte, la fonctionnelle d’e´change/corre´lation
n’est pas connue. Ceci engendre donc une varie´te´ d’approximations telles que
les LDA [61,62] (Local Density Approximation), GGA [63,64,65] (Ge´ne´ralised Gra-
dient Approximation), ou encore des fonctionnelles hybrides, combinant DFT
et HF, comme B3LYP [66]. Cette varie´te´ d’approximations implique que chaque
fonctionnelle doit eˆtre teste´e pour les syste`mes e´tudie´s.
2.3 SCC-DFTB : Origines et e´quations
Le formalisme DFTB [67,68,69,70,71], ou Density Functional Tight Binding,
correspond a` une approximation de la DFT aux liaisons fortes. Cette me´thode
se caracte´rise par le fait que :
- seuls les e´lectrons de valence dans une base minimale sont conside´re´s,
- les orbitales mole´culaires sont de´veloppe´es dans l’approximation LCAO
(combinaisons line´aires d’orbitales atomiques),
-on se limite aux inte´grales a` deux centres.
La formulation de la DFTB repose sur un de´veloppement de Taylor autour
de la densite´ initiale. En DFTB, la densite´ e´lectronique est exprime´e comme
une somme des densite´s e´lectroniques des atomes isole´s de re´fe´rence ρ0(r) et
un terme de fluctuation de densite´ δρ(r) :
ρ(r) = ρ0(r) + δρ(r)
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Il existe plusieurs types de de´veloppements DFTB, selon l’ordre auquel
on limite la se´rie de Taylor. La premie`re version, aussi appele´e ’Zeroth Order
DFTB’ est un e´quivalent de la me´thode de Hu¨ckel. La DFTB au second ordre,
aussi appele´e SCC-DFTB, rajoute un terme d’auto-cohe´rence sur les charges
atomiques. Il existe aussi une version d’ordre trois [72], tre`s re´cente, ame´liorant
les termes de fluctuations de charge, mais que nous n’avons pas utilise´e dans
cette the`se. En restreignant le de´veloppement au second ordre, l’e´nergie se met
sous la forme :















qui s’exprime encore :



















Un terme de dispersion peut eˆtre rajoute´ pour traiter les agre´gats mole´culaires [73,74].
L’ensemble des termes seront de´veloppe´s dans la partie suivante.
a) Potentiel re´pulsif V ARep
La DFTB ne prend en compte que les e´lectrons de valence. De manie`re
e´quivalente a` des calculs pseudo-potentiels en DFT, la densite´ e´lectronique de
cœur est conside´re´e comme gele´e. Un potentiel re´pulsif doit donc prendre en
compte les interactions cœur-cœur et s’e´crit sous la forme :










Re´pulsion e´lectronique avec e´change-corre´lation









La fonction Vrep(R) est de´termine´e en reproduisant l’e´nergie totale d’un
calcul DFT de re´fe´rence pour chaque paire :
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Vrep(Rab) = EDFT (Rab)− E(1)DFTB(Rab)− E(2)DFTB(Rab)︸ ︷︷ ︸
EDFTB Sans Re´pulsion
Le terme Vrep(Rab) est analytiquement parame´tre´ pour chaque paire a` par-
tir de calculs DFT sur les diatomiques.
b) E´nergie de bande
Le principe meˆme de la DFTB repose sur l’utilisation d’orbitales mole´culaires
de valence et sur l’approximation de la combinaison line´aire d’orbitales ato-





Les orbitales atomiques ne sont pas orthogonales entre elles. Le recouvre-
ment est de´fini comme l’inte´grale entre les orbitales :
Sµν = 〈ψµ|ψν〉














Ou`H0µν est l’e´le´ment de la matrice hamiltonienne. Les termesH
0
µν (inte´grales
de Slater-Koster), et Sµν (recouvrement), sont pre´calcule´s a` partir de calculs
DFT et utilise´s en parame`tres.





Le terme du second ordre est important car la somme de la densite´ e´lectronique
n’est pas compose´e seulement de densite´s e´lectroniques atomiques mais subit
des fluctuations. Ces fluctuations de charge sont obtenues en de´veloppant les














la fluctuation de charge est de´finie comme :
∆qa = qa − q0a
ou` q0a est la charge de l’atome isole´.
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La re´solution de l’e´quation SCC-DFTB au second ordre s’effectue ite´rativement,
pour un ensemble de fluctuations de charge, on re´sout l’e´quation aux valeurs





µν − iSµν) = 0
A` partir des orbitales, de nouvelles fluctuations de charges sont obtenues,
et le calcul est renouvele´ jusqu’a` convergence.
d) Potentiel de dispersion V Adisp
Lorsqu’on traite des matrices ou des agre´gats mole´culaires inertes, il faut
tenir compte des forces de type Van der Waals incluses sous la forme d’inter-
actions de paires atomiques [73,74] :








fdisp(Rab) est une fonction de coupure aux courtes distances.
e) Charges Atomiques
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La me´thode SCC-DFTB est base´e sur les charges. A` l’origine de´veloppe´e
avec les charges de Mulliken, elle peut utiliser des charges alternatives. Une
e´volution vers une repre´sentation ou` les charges e´lectrostatiques sont mieux
represente´es a e´te´ ne´cessaire, telle que celle de´finie par les charges CM3 [75]







Bab est l’ordre de liaison de Mayer [76] de´pendant de la matrice densite´ ;
Dab et Cab sont des parame`tres empiriques lie´s a` la nature des atomes a et b.
Dans notre mode`le, nous avons fixe´ Cab a` 0. L’utilisation de ces charges s’est
montre´e indispensable pour les structures et l’e´nerge´tique des agre´gats de PAH
et d’eau, ame´liorant fortement le moment dipolaire, et ainsi les spectres IR.
2.4 Champs de forces
On appelle champs de forces plus spe´cifiquement les expressions analy-
tiques directes de l’e´nergie potentielle. Les champs de force analytiques sont
tre`s utilise´e en biologie, car leur couˆt de calcul est faible. Le proble`me majeur
est que les donne´es utilise´es proviennent de donne´es exte´rieures (expe´rimentales
ou the´oriques) et qu’elles ne sont pas ne´cessairement re´adapte´es lors de calculs.
Il existe une multitude de de type de champ de forces, pouvant par exemple
de´crire des syste`mes Π conjugue´s (REBO, REAXX [77]). La me´thode la plus
simple est base´e sur la se´paration covalent non-covalent :
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E = Ecovalent + Enoncovalent
Ce qui implique un traitement diffe´rencie´ selon la distance. La plupart des
champs de force ne prennent pas en compte la possible fluctuation des densite´s
e´lectroniques.
Ecovalent = Eliaison + Eangle + Edihedre
Les termes longues distances, ou non-covalents, sont en ge´ne´ral des poten-
tiels de paires.
Enoncovalent = Eelectrostatique + EV dW
La pre´cision ne de´pend que du parame´trage, qui n’est pas ne´cessairement
transfe´rable.
2.5 Me´thodes QM/MM
Les me´thodes QM/MM sont des me´thodes hybrides, combinant calculs
quantiques et calculs de me´canique mole´culaire. Ces me´thodes sont tre`s uti-
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lise´es en biologie (pour l’e´tude de prote´ines), ou en chimie pour connaˆıtre les
effets de solvants ou les effets de matrices. Les me´thodes QM/MM sont des
me´thodes a` trois zones. Tout d’abord, on de´finit la zone d’inte´reˆt, ou` l’on uti-
lisera une me´thode de calcul tre`s pre´cise, cela peut eˆtre de la DFT (le plus
souvent), ou des me´thodes base´es sur la fonction d’onde. Ensuite, le reste
du syste`me sera traite´ avec de la me´canique mole´culaire, agissant comme un
champ de forces sur la partie quantique. La dernie`re partie est la zone dite in-
terme´diaire, proche de la zone e´tudie´e ou` un raccordement doit eˆtre fait entre
parties quantique et classique.
2.6 SCC-DFTB/FF
L’e´tude de compose´s dans des matrices ou environnements inertes de gaz
rares reste impossible avec les me´thodes quantiques. Nous avons propose´ l’uti-
lisation d’une me´thode QM-MM, ou` QM=SCC-DFTB et MM=FF.
La premie`re e´tape est de de´finir la partie quantique. Dans notre cas, il
s’agira d’un syste`me mole´culaire : eau, PAH, ou d’un syste`me mixte Eau/PAH
(note´s A). Ce syste`me quantique sera traite´ avec la me´thode SCC-DFTB
de´crite pre´ce´demment.
La partie classique, constitue´e des atomes d’argon (note´s Rg), sera traite´e
par un potentiel additif par paires. Nous utiliserons le potentiel d’Aziz. La
distance Ar-Ar d’e´quilibre est de 3.757 A˚ et l’e´nergie de liaison de 99.58 cm−1.
Le potentiel d’Aziz [78] s’e´crit sous la forme :
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V (r) = V ∗(x)
ou` x = r/re.










F (x) = exp[−(D
x
− 1)2] pour x < D (D=1.28 et x = r/re)
F (x) = 1 pour x ≥ D
Une e´tape cruciale est l’interaction de la partie quantique avec la partie
champ de forces. Un des e´le´ments de cette interaction est la polarisation. Seuls
les atomes d’argon sont conside´re´s comme e´tant des centres polarisables, car
ils posse`dent une polarisabilite´ importante (11.07 a30). Au contraire, seuls les
atomes du syste`me actif induisent le champ de polarisation, car ils sont affecte´s

















fpol(Rac) est une fonction de coupure du champ e´lectrique induit par ∆qa
sur l’atome de gaz rare note´ c.
Un autre parame`tre a` prendre en compte est l’effet des atomes de gaz rare
sur la densite´ e´lectronique du syste`me actif. Pour cela, on utilise une me´thode
perturbative en ajoutant des termes extradiagonaux dans les blocs diagonaux
de la matrice hamiltonienne.










avec deux termes scalaires : uaccore, interaction des e´lectrons de coeur entre
a et c, et uacdisp, potentiel de dispersion entre a et c. Ces deux termes sont des
contributions isotropes. wˆac est un terme matriciel qui de´crit les interactions
avec les e´lectrons de valence. Il permet de de´crire les perturbations engendre´es
par les atomes de gaz rare. On pre´sume que la perturbation par les atomes
de gaz rare ne fournit pas directement de contribution interatomique dans le
calcul de l’hamiltonien SCC-DFTB, et que cette perturbation n’interfe`re pas
avec les inte´grales Slater-Koster. Les e´le´ments de matrice wac dans la base des
orbitales atomiques {ψµ} s’e´crivent :
wacaµ,bν = 〈ψaµ|wac|ψbν〉δab
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Pour chaque paire, on de´finit les orbitales atomiques re´oriente´es dans un
repe`re propre dirige´ selon l’axe de la paire, via des matrices de transformations








Dans la base oriente´e, les e´le´ments de matrice induits par un gaz rare sont







les termes uλ sont parame´tre´s sur des calculs de paires atomiques CCSD-T.
Au final, l’expression de l’e´nergie totale SCC-DFTB/FF s’exprime sous la
forme :
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2.7 Parame´trisation de l’Hamiltonien de per-
turbation
La SCC-DFTB/FF repose sur un ensemble de parame`tres calibre´s sur
des calculs CCSD-T de paires d’atomes A-Rg. Dans l’approche utilise´e, les
e´nergies des e´tats e´lectroniques s’expriment :




En(R) est l’e´nergie des e´tats dans l’approximation monoe´lectronique uti-
lise´e en DFTB. Le terme ucore, contient les interactions des orbitales de cœur
de l’atome actif avec le gaz rare.
Il est ne´cessaire d’e´tudier plusieurs e´tats e´lectroniques. Pour le couple H-Ar
on prend en compte 1’e´tat (1Σ+).
EHAr(1Σ+)(r) = u
HAr




Pour le carbone, nous avons 3 fonctions parame´triques a` de´terminer. Pour
cela nous prenons en compte les 3 e´tats e´lectroniques suivants :
CAr 3Σ− (1s)2(2s)2σ0pi1pi1, CAr 3Π (1s)2(2s)2σ1pi1pi0




core (r) + u
CAr
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CAr
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CAr
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De meˆme, pour l’oxyge`ne, les e´nergies des e´tats OAr 3Π (1s)2(2s)2σ1pi2pi1,













































uacσ,pi(r) = aσ,piexp(−bσ,pir − cσ,pir2)







L’ensemble des fonctions et des parame`tres sont de´termine´s a` partir d’un
ensemble d’e´tats de basse e´nergie, (incorporant des e´tats charge´s) et des valeurs
e´nerge´tiques CCSD-T avec des bases aug-cc-pV6Z pour H, O et C, un pseu-
dopotentiel relativiste [79,80] et une base aug-cc-pV5Z pour l’argon. Les calculs
prennent en compte les erreurs de superposition de base.
Les calculs ont e´te´ re´alise´s avec MOLPRO. Les distances d’e´quilibre ainsi
que les e´nergies de dissociation ont e´te´ compare´es avec des re´sultats ante´rieurs.
Nous avons d’abord extrait les parame`tres de uacdisp a` partir des courbes CCSD-
T a` longue porte´e. La fonction de coupure de la partie polarisation fpol(R)
a e´te´ ensuite ajuste´e, avec une valeur de la polarisabilite´ e´gale a` 11.07 a30
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pour l’argon. L’e´tape suivante a e´te´ le calcul de l’ensemble des parame`tres
orbitalaires.
L’ensemble des parame`tres se trouve dans la Table 2.1. Les courbes de
potentiel CCSD-T et SCC-DFTB/FF sont pre´sente´es dans la Figure 2.2.
Clairement, les potentiels mode`les pour certains syste`mes charge´s ne re-
produisent pas les calculs de re´fe´rence aux courtes distances. Ceci tient a` des
processus de transfert de charge non ne´gligeables vers l’argon. Cependant les
distances en dessous desquelles les divergences apparaissent ne sont pas at-
teintes dans les exemples que nous traitons par la suite.
Table 2.1 – Parame`tres (en unite´s atomiques) de´termine´s a` partir des cal-
culs CCSD-T pour les syste`mes H − Ar, C − Ar et O − Ar. Les dernie`res
lignes pre´sentent les donne´es de re´fe´rence (Re en bohr), De (en cm
−1) ob-
tenues par des calculs CCSD-T (this work). D’autres calculs CCSD-T sont
pre´sente´s (other work) : a [81], b [82], c [83], d [84] : calculs RCCSD-T avec une base
AV6Z/bf33221 [85]
Parameter Systems
H − Ar O − Ar C − Ar
γ 7.42629 0.0 0.0
acore 0.0670658 10.0 18.8438
bcore 3.04211 2.10 1.73514
ccore 0 0.0 0.00865811
C6 24.4279 35.0 26.03
C8 100.404 863.169 3907.0
C10 1000.01 0.0 0.0
Rdisp 8.8207 8.7 11.3492








2Σ+) 6.34 (3Π), 7.0 (3Σ−), 5.60 (2Σ+) 5.9 (3Σ−), 7.4 (3Π), 3.7 (CAr+ 2Π)
Re(other work) 6.8
a, 6.9b (2Σ+) 6.327c (3Π), 7.147 (3Σ−), 5.620c (2Σ+) 6.1d (3Σ−), 7.7d (3Π)
De(thiswork) 32 (
2Σ+) 87.8 (3Π), 49.2 (3Σ−), 859 (2Σ+) 197 (3Σ−), 60 (3Π), 7857 (CAr+ 2Π)
De(other work) 33
a, 31b (2Σ+) 87.8c (3Π), 49.2c (3Σ−), 852c (2Σ+) 150d (3Σ−), 48d (3Π)
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Figure 2.2 – Courbes d’e´nergie potentielle CCSD-T en fonction des distances interatomiques pour les e´tats de HAr 2Σ+ ((a) :
courbe noire), H+Ar 1Σ+ ((a) : courbe rouge), les e´tats 3Σ− ((b) : courbe verte) et 3Π ((b) : courbe rouge) du syste`me OAr
ainsi que l’e´tat 2Σ+ ((b) : courbe bleue) de OAr−, ainsi que les e´tats 3Σ− ((c) : courbe noire) et 3Π ((c) : courbe rouge) du
syte`me CAr ainsi que l’e´tat 2Π ((d) : courbe noire) de C+Ar. Points : re´sultats CCSD-T ; Lignes : mode`le parame´tre´
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2.8 Polarisation et autocohe´rence
Une premie`re version de la me´thode SCC-DFTB/FF, la polarisation e´tait
calcule´e comme une perturbation au calcul SCC-DFTB, s’exprimant de la
forme :











Cependant, la polarisation de´pend elle-meˆme des charges et il est pre´fe´rable
d’introduire son effet de manie`re autocohe´rente afin de calculer plus facilement
les gradients associe´s pour la dynamique mole´culaire et les optimisations de
ge´ome´tries. Nous avons d’abord utilise´ un gradient nume´rique. Cette me´thode
e´tait la plus facile a` imple´menter, cependant elle demandait un temps de calcul
trop lourd pour les grands syste`mes.
Le calcul de gradients analytiques du terme de polarisation a e´te´ imple´mente´















































































































































Outils pour la simulation
3.1 Dynamique mole´culaire et Spectroscopie
infrarouge
3.1.1 Spectres harmoniques
L’approximation harmonique repose sur le de´veloppement de l’e´nergie du
syste`me au second ordre en fonction des de´placements atomiques normalise´s
par les masses, qik.

















(i et j = 1-N ; k et l = 1-3) ou` N est le nombre d’atomes.
Le de´placement ponde´re´ par les masses qik s’exprime sous la forme :
qik = M
1/2
i (xik − xeqik)
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M e´tant la masse de l’atome, xik l’une des trois coordonne´es carte´siennes
de l’atome i. Les de´rive´es premie`res de l’e´nergie potentielle permettent de
de´terminer les forces (nulles a` l’e´quilibre). Les de´rive´es secondes repre´sentent




La matrice carre´e [f], de dimension 3N, est la matrice hessienne ponde´re´e





fijklqik (i et j = 1- 3N)
Ce syste`me peut eˆtre re´solu sous la forme d’une e´quation matricielle aux
valeurs propres. La solution repre´sente les 3N-6 modes de vibration internes et
6 modes de translation-rotation. Les vecteurs propres de la matrice [f] forment
une base orthogonale dans l’espace des de´placements, les fre´quences propres
des modes normaux sont les racines carre´es des valeurs propres associe´es.
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3.1.2 Dynamique Mole´culaire
Dans cette partie, nous allons de´crire les principes fondamentaux de la
dynamique mole´culaire (MD), et expliquer comment obtenir les spectres IR
a` partir de simulation MD et, enfin, montrer en quoi l’utilisation de cette
me´thode est primordiale pour l’ e´tude d’agre´gats en matrices inertes.
La technique de dynamique mole´culaire, consiste a` simuler l’ e´volution d’un
syste`me de particules, d’atomes et de mole´cules au cours du temps. La dyna-
mique permet de suivre l’e´volution des interactions, comme les changements
de conformation, et, si la simulation est assez longue, de tirer les diffe´rentes
proprie´te´s statistiques et thermodynamiques, comme le spectre IR.
La dynamique mole´culaire classique repose essentiellement sur les lois de
me´canique newtonienne. Aussi connues sous le nom de “principe fondamental





x¨ik est l’acce´le´ration de l’atome i suivant la direction k, Fik la force sur
l’atome i dans la direction k, calcule´e directement a` partir de l’e´nergie.
Fik = − δE
δxik
En inte´grant les acce´le´rations, on obtient les vitesses, note´es
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x˙ik(t) = x¨ik.∆t+ x˙ik0(t)
Les positions de x peuvent eˆtre de´termine´es via un de´velopement de Taylor
au temps (t+ ∆t) :





De meˆme, au temps (t−∆t) nous avons :




Pour ne pas avoir a` calculer la vitesse et le terme ∆t
3
3!
, et, avoir une propa-
gation des particules ne de´pendant que de la position et de l’e´nergie calcule´e,
on peut utiliser :
xik(t+ ∆t) + xik(t−∆t) = 2.xik(t) + x¨ik(t).∆t2 + ϑ(∆t3)
soit :
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xik(t+ ∆t) ≈ 2.x(t)− x(t−∆t) + x¨(t).∆t2
Cette formule, aussi appele´e algorithme de Verlet est souvent imple´mente´e
en dynamique mole´culaire. Cependant, dans le code deMon-Nano, nous utili-
sons l’algorithme de Verlet aux vitesses, petite variation de l’algorithme pre´ce´dent
ou` l’on calcule explicitement les vitesses, et qui s’e´crit sous la forme :
x˙ik(t+ ∆t) = x˙ik(t+ ∆t/2) +
x¨ik(t+ ∆t)∆t
2
en supposant que l’acce´le´ration ne de´pend que de x(t+ ∆t).
Il ne faut pas oublier que lors d’une simulation de MD, on part, le plus
souvent d’une seule structure a` un temps t0. Pour que la relation pre´ce´dente
soit valide, il faut un point situe´ a` t −∆t. Au lieu de cela, on peut de´finir la
une vitesse initiale pour calculer le premier point.
Caracte´ristiques principales des simulations
a) Tempe´rature
Les calculs de MD ont e´te´ re´alise´s dans l’ensemble micro-canonique NVE.
Ceci implique que tout au long de la simulation, la tempe´rature n’est pas
constante.
La tempe´rature T0 impose´e en de´but de simulation n’est en fait que la
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tempe´rature cine´tique initiale indiquant la quantite´ d’e´nergie ajoute´e au syste`me.
La tempe´rature moyenne T de la simulation est de´finie comme e´tant la moyenne
sur le temps de l’e´nergie cine´tique au cours de la trajectoire conside´re´e.
〈T 〉 = 2 〈Ek〉
(3N − 6)kb
b) Pas de temps
En dynamique, le pas de temps est un e´le´ment clef. Le choix du pas de temps
doit eˆtre suffisamment court pour les observables que l’on veut de´terminer. Par
exemple, si nous sommes inte´resse´s par les vibrations O-H de l’hydroge`ne, un
pas de temps de 0.1 fs est adapte´, car les fre´quences maximales the´oriques se
situent a` 4000 cm−1, ce qui implique, une pe´riode de vibration de 8 fs. Pour
avoir plus de de´tails sur la vibration, un pas de temps plus court est donc
obligatoire. Si par contre, on est inte´resse´ par le mouvement d’atomes plus
lourds pour un re´arrangement de surface, comme pour les atomes d’argon, il
faut re´adapter le pas de temps. Les atomes d’argon ont une fre´quence comprise
entre 10 et 20 cm−1, ce qui implique une dure´e de vibration de 2 ps ; un pas
de temps autour de 10 fs est donc plus adapte´. Nous avons donc utilise´, pour
l’optimisation, un pas de temps de 10 fs et, pour l’obtention de spectres IR,
un pas de temps de 0.1 fs
c) Thermalisation
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Lors d’un calcul de moyennes temporelles, les premiers pas de temps sont
souvent non significatifs. Il faut que l’e´nergie cine´tique initialement apporte´e se
re´partisse convenablement entre les modes, ce qui prendra plus de temps avec
l’augmentation de la taille du syste`me. Cette e´tape, aussi appele´e thermalisa-
tion, ne correspond pas a` un syste`me e´quilibre´ pour une tempe´rature moyenne
donne´e. C’est pour cela que lors du calcul du spectre IR, les premiers points
sont retire´s de la simulation. Le temps d’e´quilibration de´pend de la taille du
syste`me et de la tempe´rature.
3.1.3 Simulation de spectres infrarouges
Pour une mole´cule diatomique, la de´termination des modes vibrationels
de´pend principalement de deux parame`tres. Le premier est la masse re´duite
des deux atomes implique´s dans la vibration. Les atomes les plus lourds met-
tront plus de temps a` se de´placer et ge´ne`reront donc des modes de fre´quence
plus faible. Le second parame`tre est la nature de la liaison chimique. Plus
la liaison chimique est forte, plus elle ge´ne`rera des modes d’e´nergie e´leve´e. Il
est e´galement important de connaˆıtre les parame`tres jouant sur l’intensite´ des
bandes, en particulier : la variation du moment dipolaire et ses variations.
Nous utilisons un algorithme pour calculer le spectre IR. L’intensite´ d’une
bande de spectre IR de´pend de la variation temporelle du moment dipolaire.
Nous utilisons, pour calculer le spectre, la transforme´e de Fourier de la fonc-








µ(t) est l’ope´rateur de moment dipolaire, ω la fre´quence de l’oscillateur et
〈µ(0).µ(t)〉 la fonction d’autocorre´lation. Cependant, l’ope´rateur µˆ(t), ne res-
pecte pas le principe de ’detailed balance’, a` savoir :
I(ω) = eβh¯ωI(−ω)
Cependant, lors du calcul d’intensite´avec un moment dipolaire, il faut ra-
jouter un facteur de correction quantique D(ω) = βh¯ω/(1− e−βh¯ω) [86] . Ce qui




(1− e−βh¯ω)D(ω)I(ω)cl ∝ ω2
3.2 Exploration des surfaces et optimisations
globales
3.2.1 Exploration des surfaces
Quand on commence a` traiter un syste`me quelconque, la premie`re e´tape
est de repe´rer les structures d’e´quilibre. Bien que, pour un syste`me de grande
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taille, on ne puisse jamais eˆtre suˆr d’avoir obtenu un minimum absolu, il existe
des me´thodes globales pour explorer la surface d’e´nergie potentielle. Au cours
de cette the`se, nous avons principalement utilise´ une me´thode combinant une
exploration de surface d’e´nergie potentielle (Monte-Carlo Parallel Tempering)
a` une optimisation locale (gradient analytique)
a) Me´thode Monte-Carlo
Les me´thodes Monte-Carlo sont des me´thodes d’exploration de la sur-
face d’e´nergie potentielle consistant a` effectuer un ensemble de de´placements
ale´atoires, pouvant eˆtre accepte´s ou non par l’algorithme, pour reproduire au
mieux la distribution des probabilite´s accessibles. la version de´veloppe´e en 1940
par N. Metropolis, la me´thode permet d’explorer a` partir d’une statistique sto-
chastique de Boltzman.
De manie`re synthe´tique, la me´thode Monte-Carlo/Metropolis peut eˆtre
re´sume´e par le sche´ma suivant :
A partir d’une structure note´e Pt avec une e´nergie de Et, on effectue un
de´placement ale´atoire de l’ensemble des atomes. La nouvelle configuration est
note´e Pt+1 avec une e´nergie Et+1. On calcule ensuite la probabilite´ d’accepta-
tion de cette nouvelle configuration graˆce au crite`re suivant :
p(t→ t+ 1) =
 1 si Et+1 ≤ Etexp[−β(Et+1 − Et)] si Et+1 > Et




Figure 3.1 – Sche´ma de l’approche Monte-Carlo/Metropolis
La me´thode Monte-Carlo est une me´thode de choix pour effectuer des
moyennes statistiques. Le principe de re´versibilite´ est respecte´, et par rap-
port a` une me´thode de MD a` e´nergie constante, il est en principe possible de
franchir des barrie`res (simulations NVT), ce qui ame´liore l’ergodicite´.
b) Me´thode Monte-Carlo Parallel Tempering
Le principe de la me´thode Monte-Carlo Parallel Tempering (MCPT) ou
Monte-Carlo d’Echange (EMC) est identique a` celui du Monte-Carlo clas-
sique, hormis que l’on rajoute une possibilite´ d’e´change entre des tempe´ratures
diffe´rentes tous les X pas (X=100-1000).
La probabilite´ d’acceptation d’une structure de´pend d’une exponentielle
d’argument −β, de´pendant de l’inverse de la tempe´rature. Ceci implique que
plus la tempe´rature sera e´leve´e, plus la probabilite´ d’acceptation sera large, ce
qui permet d’explorer une plus grande partie de la surface d’e´nergie potentielle.
Le proble`me est que si l’on reste a` une tempe´rature e´leve´e, on ne peut e´tudier
en de´tail une portion de surface basse en e´nergie. Dans un proble`me d’optimi-
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sation, l’e´change de configurations permet de mieux franchir les barrie`res.
De manie`re re´gulie`re dans le code, un entier est tire´ ale´atoirement pour
de´terminer un e´change entre structures a` deux tempe´ratures diffe´rentes. En-
suite, comme dans la me´thode Monte-Carlo classique, il faut que cet e´change
soit accepte´, ou non. La formule pour la probabilite´ est la suivante :
p(XT1 ↔ XT2) = exp(−(βT2 − βT1)(ET2 − ET1))
L’e´change effectue´, les coordonne´es des deux structures obtenues aux tempe´ratures
sont e´change´es et re´injecte´es dans les cycles de Monte-Carlo correspondants,
les e´changes ame´liorant fortement l’ergodicite´.
Ceci nous permet d’explorer la surface de la manie`re suivante (Figure 3.2) :
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Une des me´thodes pour l’optimisation locale est le calcul de gradient. Cette
me´thode consiste a` calculer, pour chaque pas d’optimisation, le gradient de
l’e´nergie (analytique ou nume´rique) et d’effectuer un de´placement dans sa di-
rection.
L’e´quation re´gissant le calcul est la suivante :
xt+1 = xt − αt∇E(x)
Le coefficient αt permet de calibrer le de´placement des atomes. Plus l’e´cart
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e´nerge´tique entre deux pas sera important, plus le coefficient sera grand, et
ce dernier diminuera plus on approchera du minimum. Le coefficient est dit
adaptatif.
Il existe aussi une me´thode dite de gradients conjugue´s, qui ame´liore signi-
cativement la convergence. C’est une me´thode qui prend en compte de manie`re
implicite la de´rive´e seconde de la fonction, mais sans la calculer. Elle utilise
en re´alite´ les points pre´ce´dents pour se guider, de la meˆme manie`re que l’on
calcule une trajectoire. Les premiers points, n’ayant pas de pre´de´cesseurs, sont
calcule´s via des gradients simples. Puis, les e´quations suivantes entrent en jeu :
xt+1 = xt + αtdkt
dkt+1 = −∇E(x) + βt+1dkt
Le calcul des coefficients αt et βt+1 varie en fonction de l’utilisation. On





L’avantage de la me´thode des gradients est, en principe, une convergence
rapide.
b) Me´thode de type ’recuit simule´’ (simulated annealing)
La me´thode de recuit simule´ consiste a` lancer une simulation a` une tempe´rature
donne´e, puis de diminuer la tempe´rature de simulation jusqu’a` une tempe´rature
tre`s basse, ou` l’on conside`re que la structure obtenue est celle de plus basse
e´nergie. Cependant, il faut une tempe´rature de de´part e´leve´e pour passer les
principales barrie`res, et une diminution des tempe´rature lente pour e´viter de
se retrouver bloque´ dans un puits.
Il existe d’autres me´thodes permettant d’optimiser les structures de manie`re
globale, comme les Genetic Algorithms [87] ou le Basin Hopping [88].
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c) Couplage Monte-Carlo Parallel Tempering (MCPT) ou dyna-
mique mole´culaire avec une optimisation locale
L’obtention d’une structure de basse e´nergie est difficile a` obtenir avec
une seule me´thode. Pour y pallier, nous avons utilise´, dans l’ensemble de nos
travaux, des techniques couple´es. L’utilisation deu MCPT ou de la dynamique
mole´culaire permet d’obtenir une trajectoire a` basse tempe´rature, permettant
de franchir certaines barrie`res e´nerge´tiques. On effectue a` la suite de cette
trajectoire, tous les X pas de simulation, une optimisation locale par gradient,
pour obtenir la structure et l’e´nergie a` T=0 K. Ensuite, il suffit de comparer
les e´nergies obtenues et de garder la (ou les) structure(s) de plus basse(s)
e´nergie(s).
Cela peut se re´sumer par la Figure 3.3.




Solvatation dans des agre´gats
libres
4.1 E´tude du syste`me C6H6-Arn (n=1-30) et
parame´trage
Dans cette partie, nous allons pre´senter les premie`res e´tudes re´alise´es
avec la me´thode SCC-DFTB/FF, sur des syste`mes C6H6Arn. L’inte´reˆt de cette
e´tude est de ve´rifier les parame`tres sur le plus petit syste`me aromatique avant
d’entreprendre des recherches sur des compose´s plus complexes. De plus, ce
syste`me a fait l’objet d’e´tudes
the´oriques [89,90,91,92,93,94] et expe´rimentales [93,94] nous permettant de comparer
nos re´sultats et de ve´rifier la validite´ de notre mode`le.
4.1.1 Pre´cision sur les bases et me´thodes utilise´es
Dans cette section, se trouvent les pre´cisions relatives aux calculs DFT
et CCSD-T lors des calculs aborde´s dans ce chapitre.
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Les fonctionnelles DFT utilise´es sont B97D [95] et M062X [96] car elles contiennent
la dispersion. Les bases d’orbitales atomiques utilise´es pour effectuer les cal-
culs DFT et CCSD-T sont, pour le carbone, l’hydroge`ne et l’oxyge`ne, des bases
triple dzeta avec diffusion et polarisation (6-311++g(d,p)). Pour l’argon, les
e´lectrons de valence sont de´crits par une base sextuple dzeta avec polarisation
associe´e a` un pseudopotentiel pour de´crire les e´lectrons de coeur [80].
4.1.2 Distances d’e´quilibre et e´nergies de liaison C−Ar,
C+ − Ar et H − Ar
Avant de valider le jeu de parame`tres sur le syste`me C6H6Ar, nous
re´effectuons des ve´rifications sur les diatomiques implique´s dans ces syste`mes :
C-Ar, C+-Ar et H-Ar.
Sur les figures 11 et 12 sont reporte´s les points calcule´s en CCSD-T et
SCC-DFTB/FF pour les syste`mes C-Ar (figure 11) et C+-Ar (figure 12). La
figure 13 repre´sente les courbes SCC-DFTB/FF des syste`mes C-Ar et C+-Ar
ainsi que le syste`me fictif C+0.167-Ar.
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Figure 4.1 – Courbe de dissociation C − Ar — En rouge : re´sultats CCSD-T ; en bleu : SCC-DFTB/FF. La figure de droite
repre´sente un agrandissement du fond du puit.
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On observe dans le cas de C − Ar neutre que les courbes de potentiel
CCSD-T et SCC-DFTB/FF sont similaires : meˆme distance d’e´quilibre (3.12
A˚ en CCSD-T contre 3.14 A˚ en DFTB) et meˆme e´nergie de dissociation (23.5
meV en DFTB et 22.8 meV en CCSD-T). Ceci prouve la bonne imple´mentation
du parame´trage.
L’e´tude de la liaison C+−Ar est plus proble´matique. La calibration ayant
e´te´ faite sur la paire neutre, les coefficients orbitalaires, plus contracte´s, sont
mal repre´sente´s. En re´sulte donc une mauvaise e´nergie de liaison (0.20 eV en
DFTB au lieu de 0.95 eV) ainsi qu’une distance d’e´quilibre plus importante
qu’en CCSD-T (2.12 A˚ en CCSD-T compare´ a` 2.50 A˚ en DFTB) (cf Figure 4.2).
Figure 4.2 – Courbe de dissociation C+−Ar — En Rouge : re´sultats CCSD-
T ; en bleu : SCC-DFTB/FF
Cependant, l’ensemble des calculs sont effectue´s pour des syste`mes ou` les
charges sont de´localise´es sur au moins 6 centres (dans le cas du benze`ne). Ce
qui implique une charge virtuelle de 0.167 par carbone, et implique donc une
courbe de dissociation fictive proche de celle du neutre, comme on le voit sur
la Figure 4.3.
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Figure 4.3 – Courbe de dissociation SCC-DFTB/FF C−Ar (rouge) , C+−Ar (bleu) C∗−Ar (jaune) charge fictive de 0.167
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De plus, la distance d’e´quilibre du cation C6H
+
6 −Ar est bien plus grande
que celle de C+−Ar (3.51 A˚ au lieu de 2.50 A˚), et, dans cette zone, l’e´cart entre
les courbes CCSD-T et SCC-DFTB/FF est faible (0.7 meV). Ceci implique que
malgre´ le de´saccord a` courte distance pour C+ − Ar, le parame´trage devrait
eˆtre capable de fournir des re´sultats corrects pour les syste`mes C6H6Ar
0/+.
4.1.3 Potentiels d’ionisation verticaux et adiabatiques
Nous rappelons ici les diffe´rentes de´finitions du potentiel d’ionisation, qui
correspond au couˆt e´nerge´tique du processus.
A→ A+ + e−
Le potentiel d’ionisation vertical correspond a` l’ionisation de l’e´tat fonda-
mental du syste`me neutre, note´ A, vers l’e´tat fondamental du cation, note´ A+,
sans relaxation ge´ome´trique. L’e´nergie du cation est calcule´e a` la ge´ome´trie du
neutre d’e´quilibre. Le potentiel d’ionisation correspond a` la diffe´rence entre les
deux e´nergies calcule´es (Figure 4.4).
Le potentiel d’ionisation adiabatique correspond a` l’ionisation de l’e´tat fon-
damental neutre, note´ A, vers l’e´tat fondamental du cation, A+, avec relaxation
ge´ome´trique. Ou de manie`re plus simple, on re´optimise la ge´ome´trie du neutre,
dans la conformation e´lectronique du cation (Figure 4.5).
On peut corriger le potentiel d’ionisation adiabatique par la prise en compte
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Figure 4.4 – Sche´ma de calcul du potentiel d’ionisation vertical
Figure 4.5 – Sche´ma de calcul du potentiel d’ionisation adiabatique
des niveaux vibrationnels ze´ro des e´tats initiaux et finaux : correction Zero
Point Energy (ZPE), effectue´e le plus souvent dans l’approximation harmo-
nique.
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4.1.4 Tests sur les syste`mes C6H6 et C6H6-Ar)
La premie`re e´tape de cette e´tude a e´te´ de se concentrer sur les syste`mes
Benze`ne et Benze`ne-Argon. La me´thode e´tant nouvelle, il faut ve´rifier sa va-
lidite´ en comparant les ge´ome´tries et les e´nergies obtenues avec des donne´es
existantes, ainsi qu’avec des me´thodes comme la DFT ou le CCSD-T.
En premier lieu, nous avons proce´de´ a` la ve´rification des proprie´te´s ge´ome´triques
et e´nerge´tiques du benze`ne, a` la fois pour le syste`me neutre et cationique,
comme l’ensemble des agre´gats traite´s dans ce chapitre. Ceci teste les pa-
rame`tres standards de l’approche DFTB pour le carbone et l’hydroge`ne.
D’un point de vue ge´ome´trique, les distances C-C et les distances C-H sont
bien repre´sente´es. On peut aussi comparer les valeurs obtenues en DFTB de
1.40 A˚ et de 1.40 A˚ avec celles obtenues en DFT. Nous e´tudions ces deux
e´tats, neutre et cationique, pour avoir des valeurs de potentiel d’ionisation
(verticaux et adiabatiques) que l’on peut comparer a` d’autres me´thodes ainsi
qu’a` l’expe´rience, pour les potentiels adiabatiques.
La valeur du potentiel d’ionisation vertical obtenue en DFTB est de 9.45
eV compare´ a` 9.11 eV en DFT, 9.14 en CCSD-T et a` une valeur expe´rimentale
de 9.24 eV. Cette erreur sera syste´matique pour tous les syste`mes C6H6Arn.
Pour le syste`me C6H6Ar deux structures de basse e´nergie ont e´te´ obtenues :
l’une avec l’argon apical, l’autre avec l’argon dans le plan du cycle (Figure 4.6)
En SCC-DFTB/FF, on obtient une diffe´rence e´nerge´tique de 380 cm−1 en
faveur de l’isome`re apical (a1). Ceci est attendu, car l’interaction C-Ar est
environ quatre fois plus grande que l’interaction H-Ar. De ce fait, l’argon aura
tendance a` pre´fe´rer la proximite´ avec le maximum d’atomes de carbone, et
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Figure 4.6 – Ge´ome´tries optimise´es de [C6H6Ar] en SCC-DFTB/FF. Les
distances sont reporte´es en A˚.
dans ce cas, 6 atomes. L’isome`re le plus stable pre´sente une distance argon-
centre de masse du benze`ne de 3.57 A˚, comparable avec celle obtenue par le
groupe de Koch et al. [89] de 3.52 A˚. Pour le cation, nous obtenons une valeur
de 3.52 A˚, qui est tre`s proche de celle obtenue par Van der Avoird et al [90] de
3.51 A˚.
4.1.5 E´tude d’agre´gats de petite taille de C6H6 − Arn
(n=1-8)
Dans cette partie, nous allons e´tudier les agre´gats de petite taille, dans la
gamme n=1-8. Cette gamme est tre`s inte´ressante a` e´tudier car avec un nombre
faible d’atomes d’argon, le nombre d’isome`res reste encore re´duit.
D’un point de vue purement structural, nous avons tout d’abord utilise´
une simulation de Monte-Carlo Parallel Tempering, pour explorer la surface
d’e´nergie potentielle et ge´ne´rer des configurations de basse e´nergie. Ensuite,
nous avons applique´ une proce´dure d’optimisation par gradient sur ces struc-
tures pour de´terminer leurs ge´ome´tries d’e´quilibre ainsi que leurs e´nergies. Les
ge´ome´tries sont reporte´es sur la Figure 4.7, les donne´es e´nerge´tiques dans la
Table 4.1.
Les re´sultats obtenus en SCC-DFTB/FF ont e´te´s compare´s a` des re´sultats
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Figure 4.7 – Isome`res du syste`me [C6H6Arn] (n=1-5) optimise´s en SCC-
DFTB/FF. Sont pre´cise´es pour certains isome`res les valeurs des distances in-
teratomiques (en A˚) pour la forme neutre, la valeur entre parenthe`se e´tant la
valeur pour la forme cationique.
DFT et CCSD-T simple point (l’optimisation en CCSD-T e´tant trop couˆteuse),
en prenant pour ge´ome´tries initiales, celles obtenues en DFT, DFTB et MP2,
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ainsi qu’a` des re´sultats the´oriques de la litte´rature [91,92,93], obtenus par me´thodes
de champs de force.
Le premier constat est que les e´nergies finales obtenues en SCC-DFTB/FF
se situent entre celles obtenues en DFT et celles obtenues en CCSD-T. Les
structures des minima e´taient globalement similaires, les e´carts e´nerge´tiques
entre les isome`res sont du meˆme ordre. Pour C6H6Ar2, deux isome`res ont e´te´
de´termine´s, le premier, note´ (a)2, le plus bas en e´nergie, constitue´ de deux
atomes d’argon de chaque cote´ du plan forme´ par le cycle benze´nique. Il existe
un second isome`re, note´ (b)2, ou` les deux atomes d’argons sont du meˆme cote´
du plan. En SCC-DFTB/FF, l’e´cart e´nerge´tique entre les deux isome`res est
de 133 cm−1. Cette valeur est situe´e entre celle obtenue en DFT(B97D) (76
cm−1) et celle obtenue en CCSD-T (206 cm−1). Elle peut aussi eˆtre compare´e
a` celle obtenue par des champs de force [91], de 99 cm−1.
Avec trois atomes d’argon, la structure minimale obtenue (a)3 est de la
forme 2—1 ; c’est a` dire, deux atomes d’un cote´ du plan et un atome de l’autre
cote´. L’autre isome`re (b)3 que l’on trouve est de type 3—0, ou` tous les atomes
d’argon sont du meˆme cote´ du plan. En SCC-DFTB/FF, l’e´cart e´nerge´tique
entre ces deux isome`res est de +35 cm−1, en DFT il est de +13 cm−1, et en
CCSD-T//DFT de +100 cm−1.
De meˆme pour les tailles allant jusqu’a n=6 (inclus), les ge´ome´tries mini-
males obtenues en SCC-DFTB/FF, sont toujours des ge´ome´tries ou` les atomes
d’argon se situaient des deux cote´s du benze`ne. L’e´cart e´nerge´tique entre les
structures a` deux faces occupe´es et celles a` une face occupe´e reste toujours du
meˆme ordre de grandeur, entre 35 et 43 cm−1. Schmidt et al. [93], en champ
de forces, ont trouve´ eux aussi que les deux types de structures e´taient en
compe´tition, a` la diffe´rence que, dans leur calculs, les formes minimales sont
celles a` une face.
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Avec la structure n=7, le premier minimum regroupe les atomes d’argon
sur une face. Ceci vient du fait que dans cette structure (a)7, nous formons un
cercle ferme´ d’argon au dessus du benze`ne, ou` chaque atome late´ral posse`de
4 voisins, et ou` l’atome central posse`de 6 voisins. Le plus proche isome`re (b)7,
6—1, se situe 48 cm−1 plus haut en e´nergie.
Le cas ou` il y a huit atomes d’argon est inte´ressant. La structure de plus
basse e´nergie (a)8 est de la forme 7—1, avec une structure d’un cote´ similaire
a` celle du (a)7. L’inte´reˆt provient du second isome`re, plus haut en e´nergie de
149 cm−1 ou` apparaˆıt pour la premie`re fois une structure “pontante” avec
des atomes d’argon (dans ce cas, 2) situe´s dans le plan du benze`ne reliant les
atomes situe´s de chaque coˆte´ du benze`ne. Il y a aussi un isome`re note´ (d)8,
plus haut de 158 cm−1, ou` un atome d’argon remplit la seconde couche de
solvatation, d’ou` sa notation 71—0.
Afin de mettre en e´vidence ces couches, nous trac¸ons la distribution du
nombre d’atomes d’argon en fonction de la plus courte distance C-Ar (Figure
4.8 ).























Figure 4.8 – Histogramme des plus courtes distances C-Ar de l’isome`re 71-0
de [C6H6Arn] (n=8)
Table 4.1 – Re´sultats e´nerge´tiques (en cm−1) . ∆E : e´nergie d’ionisation,
Ecohes/n : e´nergie de cohe´sion par atome d’argon. Re´fe´rences : a
[92], b : champ
de force [91], c : champ de force [93]
n Isomer ∆E Ecohes/n
DFTB DFT CCSD-T Litt. DFTB DFT CCSD-T Litt.
1 (a)1 0.0 493 332 482 352
c
2 (a)2 1|1 0.0 0a, +47c 494 339 515 347c
(b)2 2|0 +133 +99a, 0c 331c
3 (a)3 2|1 0.0 +19b, +54c 451 317 455 341c
(b)3 3|0 +35 0b, 0c 359c
(c)3 3sym|0 +64 18b, +5c 358c
4 (a)4 3|1 0.0 +42c 455 321 452 360c
(b)4 3sym|1 +30 +32b
(c)4 4|0 +39 0b, 0c 371c
(d)4 2|2 +90 +107b, +135c 337c
5 (a)5 4|1 0.0 +30b, +42c 457 325 454 370c
(b)5 5|0 +43 0b, 0c 379c
(c)5 3|2 +86 +125b, +127c 353c
6 (a)6 5|1 0.0 +51c 458 328 377c
(b)6 6|0 +36 0c 386c
(c)6 4|2 +55 +131c 364c
(d)6 3|3 +71 +122c 365c
7 (a)7 7|0 0.0 0c 467 404c
(b)7 6|1 +48 +139c 384c
(c)7 5|2 +138 +228c 371c
(d)7 4|3 +234 +242c 373c
8 (a)8 7|1 0.0 0c 453 401c
(b)8 bridged +149 +120
c 386c
(c)8 4|4 +150 +158c 381c
(d)8 7
1|0 +158 +10c 400c
(e)8 5|3 +163 +169c 380c
(f)8 6|2 +175 +177c 379c




Ecluster − EBenzene − nEArgon
n
Les valeurs aux diffe´rents niveaux de calculs utilise´s sont reporte´s dans la
Table 4.1. En SCC-DFTB/FF, la valeur est proche de celle calcule´e en CCSD-
T//DFT mais assez e´loigne´e des re´sultats obtenus en DFT (autour de 150
cm−1 d’e´cart), partant de 493-494 cm−1 pour n=1-2 pour redescendre vers 460
cm−1. Ceci est logique car les deux atomes centre´s par rapport aux carbones
interagissent plus avec le benze`ne qu’avec les autres atomes d’argon.
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4.1.6 E´tude d’agre´gats de grande taille (n=13-30)
L’e´tude d’agre´gats de plus grande taille est plus complexe. Tout d’abord,
au niveau des ge´ome´tries, il existe un tre`s grand nombre d’isome`res tre`s proches
en e´nergie, ne variant que tre`s peu d’un point de vue structurel. Il est avanta-
geux de les classer en familles. Ces familles ont e´te´s e´tablies par Guillaume et
al. [94].
Pour mettre en image ces familles, nous allons prendre l’exemple du cas
n=13 (Figure 4.9 ).
Figure 4.9 – Diffe´rents isome`res du syste`me [C6H6Arn] (n=13) optimise´s en
SCC-DFTB/FF. (a)13 fully wet - (b)13 clamshell - (c)13 one sided - (d)13 two
sided
Le cas du minimum, note´ (a)13, correspond a` une structure ou` l’ensemble
des atomes d’argon se trouvent a` proximite´ du benze`ne. Il n’y a pas d’agre´gat
d’argon forme´. On parle donc de mole´cule entie`rement solvate´e, ou “fully wet”
Vient ensuite l’agre´gat (b)13, plus haut de 47 cm
−1, ou` des atomes d’argon
se trouvent a` proximite´ du benze`ne, et forment un petit agre´gat dans la partie
late´rale du benze`ne. Cette forme re´sulte du fait que les interactions Ar-Ar sont
privile´gie´es en raison de la difficulte´ de former de nombreuses liaisons C-Ar,
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prenant ainsi la forme d’une coquille, d’ou` le nom de “clamshell“
Les deux dernie`res familles sont comparables a` celles obtenues aux pe-
tites tailles, a` savoir des structures ”one-sided”, comme c’est le cas pour (c)13
(+133cm−1), et “two-sided” comme c’est le cas pour (d)13 (+161cm−1)
A pre´sent nous traitons le cas de n=20, pre´sente´ dans la Figure 4.10.
Figure 4.10 – Isome`res du syste`me [C6H6Arn] (n=20) optimise´s en SCC-
DFTB/FF. (a)20 fully wet - (b)20 clamshell - (c)20 less wet - (d)20 one sided
Tout comme son homologue a` 13 atomes d’argon, ici, la forme la plus
solvate´e est la plus stable (a)20 suivie par une forme moins solvate´e de type
clamshell (b)20 (+277 cm
−1), puis une autre forme encore moins solvate´e que
la pre´ce´dente (c)20 (+431cm
−1) et pour finir avec une structure de type ”one-
sided“ (d)20 (+549cm
−1)
Les cas des n=27 et n=30 pre´sente´s dans la Figure 4.11 sont plus complexes.
Dans ces deux cas, les isome`res les plus stables sont de forme clamshell. Une
fois les positions proches des carbones occupe´es, et le lien entre les deux plans
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fait, les atomes d’argon ont plusieurs possibilite´s :
- continuer a` solvater le plan late´ral du benze`ne, en ne´gligeant les interac-
tions Ar-Ar et C-Ar, car dans ce plan pre´dominent des interactions H-Ar, de
faible intensite´.
- former des agre´gats en favorisant les interactions Ar-Ar.
Figure 4.11 – Diffe´rents isome`res du syste`me [C6H6Arn] (n=27 et 30) opti-
mise´s en SCC-DFTB/FF. a27 : clamshell - b27 : fully wet - c27 : less wet - d27 :
one sided // a30 : clamshell - b30 : less wet - c30 : fully wet
Dans les cas de n=27 et 30, ce sont les structures comportant des agre´gats
qui sont les plus stables. Ensuite, ceux-ci pre´fe`rent se positionner late´ralement.
De cette manie`re ils ont une surface d’interaction avec les argons plus impor-
tante, et ceci permet, pour le cas de n=30, une solvatation plus homoge`ne
autour du benze`ne.
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Des isome`res moins stables existent aussi, comme c’est le cas pour le (b)27
(+137 cm−1) et le (c)30 (+11 cm−1). La tre`s faible diffe´rence en e´nergie observe´e
dans le cas de n=30 vient du fait qu’avec plus d’atomes d’argon, il est pos-
sible de cre´er des surfaces sans lacunes importantes. Ceci est particulie`rement



























































































Figure 4.12 – Histogramme des plus courtes distances C-Ar des isome`res (a)30
(gauche) et (c)30 (droite) de [C6H6Arn] (n=30)
On voit tre`s clairement que dans le cas de (c)30, la majorite´ des atomes
sont proches et/ou pontants, avec un tre`s petit nombre d’atomes en seconde
couche, ce qui est moins le cas pour (a)30, ou` l’on retouve des atomes dans
la couche pontante en seconde couche (≥7 A˚). On peut comparer cela aux
structures bi-face des petites tailles qui deviennent monofaces dans le cas de
n=7, car on arrive a` trouver une forme ou` tous les atomes d’argon trouvent
une interaction optimale.
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4.1.7 E´tude des potentiels d’ionisation et des structures
cationiques
Cette partie de l’e´tude a e´te´ motive´e par les travaux expe´rimentaux R2PI
(Resonant two-photon ionization) de Schmidt et al. [93] qui permettent de tester
le mode`le a` la fois pour les neutres et les agre´gats charge´s positivement.
Contrairement aux structures neutres, la compe´tition entre interaction Ar-
Ar et C-Ar est inhibe´e par la charge porte´e par le benze`ne. La polarisation
e´tant un terme de´pendant des charges, il est normal que dans un syste`me
cationique elle soit plus importante et, donc, aura pour conse´quence directe de
favoriser les structures solvate´es.
De manie`re ge´ne´rale, les agre´gats de petite taille n’auront pas de re´organisations
majeures des atomes d’argon, ce qui donnera des ge´ome´tries d’e´quilibre quasi
identiques, comme on peut le voir dans la Table 4.2, avec un raccourcissement
des distances C-Ar, re´duites de 0.05-0.1 A˚ . Comme on peut le voir dans la
Table 4.3, les structures n=13 et n=20, ont pour minima les structures les plus
solvate´es, ou` les atomes d’argon sont les plus proches du benze`ne et ou` l’e´nergie
de polarisation est maximise´e. Cependant, pour les agre´gats neutres n=27 et
30, les minima e´taient des structures de type ”clamshell“, qui ne couvraient
pas la totalite´ de la surface du benze`ne. Pour les formes cationiques, on peut
voir dans la table e´nerge´tique que les structures solvate´es, a` savoir (b)27 et (c)30
sont de loin les plus stables.
A l’e´tat ionise´, le benze`ne se dissyme´trise (effet Jahn-Teller), et passe d’une
structure D6h avec des distances C-C de 1.40 A˚ , a` une ge´ome´trie D2h ou` deux
liaisons passent a` 1.44 A˚ et deux autres a` 1.39 A˚ .
En ce qui concerne l’e´nergie de cohe´sion par atome d’argon, celle-ci est
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Table 4.2 – Re´sultats e´nerge´tiques et diffe´rence d’e´nergie potentielle avec
le benze`ne seul (9.45eV) δIP (en cm−1) pour un nombre d’atomes d’argon
infe´rieur a` 10. Re´fe´rences : a expe´rience R2PI [93] et des a calculs de champ
de force [93]. Sauf si pre´cise´, les re´sultats sont obtenus par des calculs SCC-
DFTB/FF
n Isomer ∆E Ecohes/n δIPvert. δIPadiab. δIPexp. δIPth.
neutral cation DFTB/FF DFT
1 (a)1 0.0 665 −167 −172 −170 −132
2 (a)2 1|1 0.0 667 −465 −345
(b)2 2|0 +89 −343 +200(−320∗),−350 −289
3 (a)3 2|1 0 638 −513 −561
(b)3 3|0 +27 −517 +50(−470),−550 −446(c)
(c)3 3sym|0 −497 −415(s)
4 (a)4 3|1 0 640 −686 −743
(b)4 3sym|1 −668
(c)4 4|0 +39 −696 −115(−635) [−615(c),−575(s)]
(d)4 2|2 +46 −697
5 (a)5 4|1 0 642 −868 −925
(b)5 5|0 +1 −876 −210(−730) [−768(c),−744(s)]
(c)5 3|2 +39 −876
6 (a)6 5|1 0 648 −1042 −1141
(b)6 6|0 +35 −1054 −420(−940) [−931(c),−911(s)]
(c)6 4|2 +58 −1046
(d)6 3|3 +43 −1062
7 (a)7 7|0 0 655 −1231 −1319 −610(−1130) −1092
(b)7 6|1 +49 −1227
(c)7 5|2 +37 −1236
(d)7 4|3 +132 −1236
8 (a)8 7|1 0 659 −1405 −1497
(b)8 bridged +76 −1415
(c)8 4|4 +103 −1429
(d)8 7
1|0 +294 −1268
(e)8 5|3 +76 −1424
(f)8 6|2 +129 −1413
globalement plus forte de 200 cm−1 dans le cation. Ce que l’on observe et qui
n’e´tait pas pre´sent dans le cas du neutre, est une rupture apre`s n=20. Ceci
vient du fait qu’une fois la premie`re couche de solvatation remplie, les atomes
d’argon de la seconde couche sont beaucoup moins affecte´s par la polarisation.
Ce qui implique que pour un nombre d’atomes d’argon infini, les courbes du
neutre et du cation finiraient par eˆtre paralle`les.
88
Table 4.3 – Re´sultats e´nerge´tiques et diffe´rence d’e´nergie potentielle avec le
benze`ne seul ∆IP (en cm−1) pour un nombre d’atomes d’argon supe´rieur a` 10
. Re´fe´rences : une expe´rience R2PI et des calculs de champ de force [93]. Sauf
si pre´cise´, les re´sultats sont obtenus par des calculs SCC-DFTB/FF
n Isomer ∆E Ecohes/n δIPvert. δIPadiab.
neutral cation neutral cation
13 (a)13 ” wet.” 0 0 469 663 −2340 −2518
13 (b)13 ”clamshell” +47 +218 −2184
13 (c)13 ”non wet.”(13|0) +133 +1076 −1461
13 (d)13 ”non wet. 2”(11|2) +161 +749 −1754
20 (a)20 ” wet.” 0 0 485 666 −3378 −3630
20 (b)20 ”partially wet.” +277 +942 −2629
20 (c)20 ”less wet.” +431 +1307 −2541
20 (d)20 ”non wet.”(19|1) +549 +2579 −1508
27 (a)27 ” partially wet.” 0 +221 487 −3430 −4025
27 (b)27 ”fully wet.” +137 0 637 −3963
27 (c)27 ”less wet.” +397 +894 −3250
27 (d)27 ”non wet.” (27|0) +423 +2385 −1883
30 (a)30 ” less wet.” 0 +709 487 −3298 −4238
30 (b)30 ”partially wet.” +8 +695 −3304
30 (c)30 ”fully wet.” +11 0 626 −4049
Inte´ressons nous a` pre´sent aux potentiels d’ionisation. On de´finit δIP , ver-
tical ou adiabatique, comme e´tant la diffe´rence entre le potentiel d’ionisation
du benze`ne solvate´ et du benze`ne isole´ :
δIP = IPC6H6Arn − IPC6H6
La valeur calcule´e pour le potentiel d’ionisation vertical du benze`ne en
SCC-DFTB/FF est de 9.45 eV, et de 9.40 eV pour l’adiabatique. Ces valeurs
sont plus grandes que celles obtenues en CCSD-T//DFT (9.31 eV et 9.18 eV)
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et qu’en DFT qui sont (9.11 eV et 8.91 eV). Cependant, l’erreur effectue´e sur
ce potentiel est syste´matique, de´pendant peu du nombre d’atomes d’argon et
est lie´e au parame`trage (C −H)/(C −H)+ utilise´ et a` la densite´ e´lectronique
du benze`ne. Le fait de rajouter des atomes d’argon influence le´ge`rement les
orbitales mais rajoute surtout des contributions de l’e´nergie de polarisation
qui stabilisent le syste`me. De ce fait, on peut travailler sur les δIPvert et les
δIPadiab de manie`re assez rigoureuse.
Nous comparons maintenant les re´sultats obtenus avec ceux tire´s des expe´riences
de Schmidt et al [93] (Figure 4.13).
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Figure 4.13 – Courbe repre´sentant les diffe´rences entre le potentiel vertical de l’espe`ce (C6H6)Arn en rapport avec celui du
benze`ne (cm−1). La courbe bleue repre´sente les re´sultats SCC-DFTB/FF, la rouge repre´sente les re´sultats expe´rimentaux de
Schmidt et al. [93] et la jaune les meˆmes re´sultats expe´rimentaux de´cale´s de -530 cm−1.
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De manie`re ge´ne´rale, les valeurs verticales calcule´es sont tre`s proches de
celles obtenues expe´rimentalement. C’est particulie`rement le cas pour n=1-3
ou` nous nous trouvons dans un e´cart de l’ordre de 10 cm−1. Ensuite, l’e´cart
entre valeurs the´orique et expe´rimentales augmente, mais cependant les deux
courbes gardent la meˆme tendance.
L’erreur peut provenir de plusieurs parame`tres. Expe´rimentalement tout
d’abord, la spectroscopie ”Resonant two-photon ionization” utilise´e est une
spectroscopie en deux temps qui passe par un e´tat de Rydberg avant d’at-
teindre le cation : un premier photon excite, puis un photon ionise. Ceci im-
plique que la mole´cule a peut-eˆtre le temps de se relaxer dans un e´tat de
Rydberg, Dans ce cas, la structure peut avoir change´, ainsi que la valeur du
potentiel d’ionisation.
Les valeurs brutes expe´rimentales ont e´te´ de´cale´es par les auteurs. Le
de´calage est fixe, mais il se peut que cette valeur augmente avec le nombre
d’atomes d’argon, car plus la taille augmente, plus la ge´ome´trie relaxe´e est
diffe´rente et donc, plus l’estimation du PI est biaise´e.
Au niveau the´orique, on peut aussi supposer que nous n’obtenons pas le
vrai minimum pour chaque structure. E´galement, les parame`tres de polari-
sation, et particulie`rement la fonction de coupure, ne sont pas totalement
ade´quats. Enfin, l’erreur sur le potentiel du benze`ne n’est peut-eˆtre pas to-
talement syste´matique et entraˆıne de le´ge`res diffe´rences.
Au niveau des donne´es the´oriques, nous pouvons faire plusieurs observa-
tions inte´ressantes. Nous avons vu que l’e´volution des e´nergies des neutres et
des cations tendait vers une limite. Nous pouvons voir de meˆme, que l’e´volution
de δIPvert et δIPadiab est similaire. La pente δIP/n qui au de´but de la courbe
est autour de 175 cm−1 par atome d’argon en de´but de courbe, passe bru-
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talement a` 60 cm−1 par atome d’argon pour n>20 et on peut imaginer une
valeur limite pour les plus grandes tailles. Ceci est normal, car une fois les 2
premie`res couches de solvatation remplies, l’e´nergie de polarisation apporte´e
par les couches suivantes devient ne´gligeable, et donc, les e´nergies de cohe´sion
des cations et des neutres deviennent identiques.
Une autre chose importante a` souligner est que l’isome`re le plus stable ne
donne pas force´ment le plus bas δIPvert. Ceci peut eˆtre observe´, surtout pour les
plus grandes tailles : l’e´cart e´nerge´tique entre structures neutres est beaucoup
plus faible qu’entre ces meˆmes isome`res sous forme cationique, et les formes les
plus stables dans le cation sont les formes les plus solvate´es. Par exemple, pour
n=20, l’e´cart entre l’isome`re (a)20 et (b)20 est de 137 cm
−1 en faveur de (a)20
dans leurs formes neutres, et passe a` 221 cm−1 en faveur de (b)20 pour le cation.
De manie`re ge´ne´rale, on peut mettre en e´vidence la cohe´rence entre les
donne´es expe´rimentales et the´oriques obtenues avec le mode`le SCC-DFTB/FF,
que ce soit pour les structures neutres ou cationiques.
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4.2 Etude des agre´gats H2O − Arn (n=1-13)
L’e´tude des agre´gats d’eau est un domaine ou` nombre d’e´tudes the´oriques
et expe´rimentales ont e´te´ conduites. L’inte´reˆt de ces e´tudes vient principa-
lement des liaisons hydroge`ne. Les liaisons hydroge`ne sont des forces inter-
mole´culaires (ou intramole´culaires pour des mole´cules de grandes tailles). Elles
font intervenir un hydroge`ne acide, relie´ a` un he´te´roatome, et un atome externe
a` la mole´cule ayant une forte densite´ e´lectronique, comme l’oxyge`ne, l’azote,
le fluor,...
Ces liaisons sont essentielles pour le monde du vivant. D’ou` le vif inte´reˆt de
la part de la communaute´ scientifique, et, en particulier sur les agre´gats d’eau.
L’e´tude des petits agre´gats d’eau en phase gazeuse a mis en e´vidence plusieurs
ge´ome´tries distinctes qui vont nous servir dans cette e´tude. De nombreuses
e´tudes
expe´rimentales [97,98,99,100,101,102] et the´oriques [103,104,105,106,107,108,109,110,111,112,113,114]
ont de´montre´ que le dime`re avait une structure minimale de ge´ome´trie Cs
contenant un hydroge`ne pontant et ayant une e´nergie de liaison intermole´culaire
autour de 1900 cm−1.
D’autres e´tudes expe´rimentales [115,116] et the´oriques [106,117,118,119,120,121,122,123]
font valoir le fait que le trime`re posse`de une ge´ome´trie ou` les trois atomes
d’oxyge`ne sont dans le plan, relie´s entre eux par 3 hydroge`nes pontants. Deux
des trois hydroge`nes se situent d’un cote´ du plan, le dernier de l’autre cote´,
de´finissant pour le trime`re une ge´ome´trie C1.
De nombreux calculs ab initio [103,107,109,111,113,122,124,125] s’accordent a` dire
que le te´trame`re adopte une ge´ome´trie de type S4, ou` les oxyge`nes forment un
cycle, et ou` les hydroge`nes non pontants adoptent alternativement une position
au-dessus et en dessous du plan des oxyge`nes. L’hexame`re a e´te´ montre´ comme
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e´tant la taille de transition entre structures planes et structures 3D.
Meˆme si de nombreux calculs ab initio [106,107,109,124,126,127,128,129,130,131,132,133,134,135,136,137]
ont montre´ que le “prism” e´tait l’isome`re le plus stable, d’autres structures
proches en e´nergie peuvent entrer en compte, telles que la “cage”, la “chair”,
le “book” ou le “bag” (voir paragraphe 5.1.4 pour la nomenclature).
Dans cet partie nous allons e´tudier l’interaction de ces agre´gats d’eau avec
des agre´gats d’argon.
Afin de valider le mode`le, nous allons e´tudier dans cette partie l’interaction
d’une mole´cule d’eau avec n atomes d’argon (n=1-13) et comparer les re´sultats
SCC-DFTB/FF avec des calculs DFT (M062X et DFT-B97D fonctionnelles
contenant la dispersion), MP2 et CCSD-T. Nous allons aussi comparer les
re´sultats obtenus avec ceux issus de la litte´rature utilisant des champs de
forces et pour H2OAr des calculs ab-initio CCSD-T.
Les structures SCC-DFTB/FF ont e´te´ obtenues via une optimisation glo-
bale de type Monte-Carlo Parallel Tempering, suivie d’une optimisation locale
via gradient. L’ensemble des ge´ome´tries obtenues pour les petites structures
(n=1-3) sont pre´sente´es dans la Figure 4.14, la Figure 4.15 repre´sente les plus
grands agre´gats et enfin, la Figure 4.16 pre´sente les re´sultats obtenus par le
groupe de Borges et al [138].
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Figure 4.14 – Structures des agre´gats H2OArn avec n=1-3 optimise´es
en SCC-DFTB/FF (gauche) DFT (centre) et MP2 (droite). Pour plus de
compre´hension, deux vues (dessus/cote´) ont e´te´ utilise´es pour le trime`re.
Nous commenc¸ons la discussion par le cas du monome`re, avec un atome
d’argon dans le plan de la mole´cule, c’est-a`-dire avec un angle azimuthal φ=0
(Figure 4.17).
Table 4.4 – Parame`tres structuraux (angles α et φ en degre´s, R en A˚, et
e´nergie d’interaction De (cm−1) pour deux structures de basse e´nergie de
H2OAr trouve´es dans cette e´tude (calculs SCC-DFTB/FF, DFT et CCSD-
T/DFT) et dans d’autres travaux the´oriques : aReference [139] , bReference [140]
, cReference [141] . * a` cote´ des e´tats de transition.
Min1 Min2 or S*
α φ R De α φ R De
SCC-DFTB/FF 131 0 3.44 111 0 5 3.77 99
DFT 100 0 3.60 124 0 20 3.59 153
CCSD-T//DFT 178 179
AW2*a 74.3 0 3.636 142.98 0 0 3.702 116.7
PT4*b 113 0 3.41 142.2 0 0 3.73 115.2
CCSD-T*c 69.0 0.0 3.695 137.7 0 0 3.72 116.4
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Figure 4.15 – Structures des agre´gats H2OArn avec n=4-13 optimise´es en
SCC-DFTB/FF
D’un point de vue ge´ome´trique, on voit une diffe´rence sur l’angle HOAr,
α=131˚ (SCC-DFTB/FF), le double de la valeur obtenue en CCSD-T et dans
les calculs de Makarewicz [141]. Ensuite, vis-a`-vis de la distance d’e´quilibre dOAr,
nous obtenons une valeur de 3.44 A˚ qui est quasi e´quivalente au 3.46 A˚ obtenu
en CCSD-T. Nous obtenons une valeur de 111 cm−1, alors que Makarewicz et
al. [141] obtiennent une valeur pour De de 137.7 cm
−1 en CCSD-T.
Cette diffe´rence peut avoir deux origines :
- l’absence de polarisation atomique explicite pour les orbitales de l’hy-
droge`ne et de l’oxyge`ne.
- la non prise en compte des interactions de l’argon sur les hybridations des
orbitales atomiques dues au fait que la me´thode SCC-DFTB/FF soit en base
minimale.
Hormis les petites variations e´nerge´tiques et ge´ome´triques, le mode`le SCC-
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Figure 4.16 – Structures obtenues par Borges et al. [138] pour les agre´gats
H2OArn n=1-13, avec un champ de force
Figure 4.17 – Parame`tres ge´ome´triques H2OAr
DFTB/FF est cohe´rent avec la surface d’e´nergie potentielle quasi-plate sugge´re´e
par Chalasinski at al. [142], et par les calculs de fonction d’onde.
En effet, nous avons e´galement caracte´rise´ un second minimum plus haut
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en e´nergie de 12 cm−1, ou` les atomes d’hydroge`ne sont oriente´s vers l’atome
d’argon. Pour valider ce re´sultat, nous avons effectue´ un calcul DFT, et avons
trouve´ un isome`re similaire de 29 cm−1 au dessus du premier minimum. Des
calculs simples points en CCSD-T ont e´te´s effectue´s a` partir des ge´ome´tries
SCC-DFTB (CCSD-T//SCC-DFTB) et a` partir des ge´ome´tries DFT (CCSD-
T//DFT).
Sans correction de superposition de base (BSSE), les deux isome`res sont
quasi de´ge´ne´re´s. Mais en corrigeant par la correction de BSSE, ils sont se´pare´s
de 10 cm−1, a` la ge´ome´trie du calcul SCC-DFTB et de 16 cm−1 a` la ge´ome´trie
DFT. Ceci concorde avec la valeur SCC-DFTB/FF de 12 cm−1.
Nous pouvons continuer cette partie de validation en e´tudiant les agre´gats
comportant plusieurs atomes d’argon (Figure 4.16). Le bilan e´nerge´tique est
de´taille´ dans la Table 4.5.
Table 4.5 – Agre´gats H2OArn. E´nergie de cohe´sion par atome d’argon
Ecohes/n (cm
−1) obtenue avec optimisation SCC-DFTB/FF, DFT, MP2 et en
simple point CCSD-T/X, ou` X est la ge´ome´trie optimise´e avec une me´thode
plus simple. Les re´sultats de la litte´rature sont aussi re´pertorie´s : aRe´fe´rence [138]
, bRe´fe´rence [143] , cRe´fe´rence [141] dRe´fe´rence [144]
n Isomer Ecohes/n
DFTB CCSD-T/DFTB DFT CCSD-T/DFT MP2 CCSD-T/MP2 Litt.
1 111 172 124 178 225 252 131a/143b
130.2c/137.7d
2 156 176 134 180 229 241 176a/186b




11 Min. 334 368a/365b
Solvated 333 345b




Nous remarquons de manie`re ge´ne´rale, que les ge´ome´tries SCC-DFTB/FF
des agre´gats d’eau/argon sont similaires aux re´sultats obtenus avec des champs
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de forces [138] (Figures 4.14, 4.15 et 4.16). Nous avons, pour H2OAr2, les deux
atomes d’argon dans le plan de la mole´cule d’eau, e´loigne´s de 3.44-3.45 A˚,
distance comparable aux re´sultats de Borges [138], ou` les atomes d’argon sont
e´loigne´s de 3.61 A˚.
PourH2OAr3, l’agre´gat d’argon adopte une forme triangulaire et la mole´cule
d’eau se place de fac¸on a` former une pyramide, comme dans les e´tudes en champ
de forces [138,143]. Ensuite, pour H2OAr4, l’agre´gat est base´ sur la ge´ome´trie
pre´ce´dente en ajoutant un atome d’argon sur la face du triangle oppose´ a` la
mole´cule d’eau. Pour H2OAr5, l’agre´gat ressemble a` une bi-pyramide a` base
carre´e. Pour H2OAr9, on voit que l’agre´gat d’argon commence a` s’e´tendre
autour de la mole´cule d’eau, un de´but de solvatation.
On observe dans les cas de H2OAr11 a` H2OAr13 l’apparition de structures
comprenant une couche de solvatation. Certes ces structures “solvate´es” ne
sont pas celles de plus basse e´nergie, mais elles ne se situent qu’a` 11, 55 et
91 cm−1 des minima globaux obtenus avec le mode`le. De petites diffe´rences
au niveau de l’orientation de la mole´cule d’eau sont observe´es. Le bilan nous
montre que notre mode`le SCC-DTFB//FF est en accord raisonnable avec la
DFT ainsi qu’avec d’autres me´thodes, comme les champs de forces [138,143]. Nous
pouvons donc appliquer ces approches pour e´tudier des syste`mes mole´culaires




Espe`ces pie´ge´es en matrice
d’argon
Comme nous l’avons mentionne´ dans l’introduction, l’e´tude the´orique
d’agre´gats mole´culaires en matrice est un enjeu the´orique. Une matrice est un
re´seau cristallin infini. Deux types d’approches the´oriques peuvent eˆtre a` priori
envisage´es :
- l’utilisation de conditions pe´riodiques reproduisant la maille de manie`re
pe´riodique et traitant un syste`me infini. Le point de´licat est la taille de la
maille, qui de´termine notamment la pression a` l’inte´rieur de cette dernie`re.
L taille de boˆıte doit e´galement eˆtre suffisamment grande pour ne pas que la
mole´cule ou l’agre´gat situe´ dans la matrice n’interagisse avec son image dans
les mailles voisines.
- l’approximation de la matrice par une sous structure cristalline de taille
finie reproduit localement les effets de la matrice. L’utilisation de cette sous
structure a l’avantage d’avoir une pression au niveau de l’agre´gat ne de´pendant
que de l’optimisation et non de la taille de la boˆıte. On peut observer cependant
des proble`mes de relaxation au niveau des bords de la matrice, lors de l’opti-
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misation, et donc la prise en compte obligatoire, lors des calculs e´nerge´tiques,
de ces effets de surface.
La me´thode utilise´e pour l’ensemble des calculs a e´te´ l’approximation de la
matrice par une sous structure cristalline de taille finie. Nous avons dans un
premier temps ge´ne´re´ une structure de taille minimale reproduisant au mieux
la matrice.
Tout d’abord, on sait que l’argon cristallise dans un re´seau cubique face
centre´e (cfc) (Figure 5.1). On ge´ne`re donc une structure cfc, ayant pour pa-
rame`tre de maille a
√
2 ou` a est la distance Ar-Ar initiale avant relaxation
otenue avec le champ de forces d’Aziz [145] et ayant pour valeur 3.759 A˚.
Figure 5.1 – Maille cfc ge´ne´re´e
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Une fois la matrice ge´ne´re´e, l’e´tape suivante est la de´termination de la taille
“minimale” de l’agre´gat d’argon. Comme pre´cise´ ante´rieurement, les bords de
la “matrice” ne sont pas fixes et sont susceptibles de se de´placer lors des
simulations/optimisations. Ceci entraˆıne que l’on ait besoin d’une taille suffi-
samment grande pour que les bords de la matrice soient morphologiquement
stables lors de l’optimisation, et qu’il ne soit pas trop influence´e par l’agre´gat
d’eau lors de la dynamique mole´culaire. La taille de la matrice doit e´galement
eˆtre compatible avec la possibilite´ d’effectuer des trajectoires de MD suffisam-
ment longues.
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5.1 Agre´gats d’eau (H2O)n (n=1-6) en matrice
Dans cette partie, nous allons e´tudier des agre´gats d’eau (H2O)n (n=1-6)
inse´re´s dans des super-agre´gats d’argon.
Afin de re´aliser cette e´tude, il a fallu de´terminer la taille de la matrice hoˆte.
Pour cela, nous avons pris le plus gros agre´gat e´tudie´, a` savoir l’hexame`re, que
nous avons inse´re´ dans une matrice de 125 atomes (5x5x5 argons), 343 atomes
(7x7x7 argons), 729 atomes (9x9x9 argons) ainsi que 1330 atomes (11x11x11
argons). Nous avons ensuite optimise´ les structures et lance´ une dynamique
a` 10 K pour e´tudier les pertubations ressenties sur les bords. Dans le cas de
l’hexame`re, une matrice de 7x7x7 (343 argons) a semble´ suffisante, quelques
atomes en surface e´taient parfois amene´s a` se de´placer sporadiquement.
5.1.1 Analyse e´nerge´tique
Pour comprendre les syste`mes matriciels, il est important de bien visua-
liser les diffe´rentes e´tapes e´le´mentaires ne´cessaires a` l’obtention du syste`me
final. On peut voir ces e´tapes sur le sche´ma de la Figure 5.2.
La premie`re e´tape est a` partir d’une maille cfc d’argon totalement ordonne´e
pre´alablement optimise´e, et d’un agre´gat d’eau en phase gazeuse. L’agre´gat
d’eau est optimise´ seul. En optimisant la matrice seule, on observe des effets
de bord, dus au fait que les atomes en surface ont moins d’interactions avec
les autres atomes d’argon que ceux qui se situent au coeur de la matrice. Pour
compenser, il engendre une courbure de surface, pour augmenter le nombre
d’interactions premiers/seconds voisins. L’e´nergie de cette structure (b) sera
conside´re´e comme la re´fe´rence e´nerge´tique et sera note´e E∗mat. Malheureuse-
ment, les effets de bord ne sont pas tout a` fait les meˆmes pour chaque structure
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Figure 5.2 – E´tapes e´le´mentaires ne´cessaires aux calculs e´nerge´tiques. (a) :
structure cristalline parfaite plus l’agre´gat d’eau en phase gazeuse ; (b) : ma-
trice relaxe´e avec les effets de bord plus l’ agre´gat en phase gazeuse ; (c) :
matrice relaxe´e avec lacune vide plus l’agre´gat d’eau en phase gazeuse ; (d) :
structure optimise´e H2OArn, plus l’agre´gat d’argon retire´ correspondant a` la
lacune.
e´tudie´e et sont de´pendants de l’agre´gat d’eau inse´re´. Pour avoir des re´sultats
plus cohe´rents et comparables, nous sommes partis de la structure H2OArn,
note´e (d) dans la Figure 5.2, ou` nous avons retire´ l’agre´gat d’eau, re´inse´re´ le
nombre d’atomes d’argon ne´cessaire a` la cre´ation de la lacune, puis re´optimise´
la structure de manie`re a` e´liminer au maximum le “bruit” de surface.
Il est inte´ressant de calculer l’e´nergie ne´cessaire a` la cre´ation de la lacune,
sans optimiser la matrice. On calcule donc l’e´nergie intrinse`que de l’agre´gat
d’argon retire´, ainsi que son interaction avec la matrice. L’e´nergie du syste`me
final est obtenue en re´inse`rant l’agre´gat d’eau et en re´optimisant l’ensemble.
Ceci correspond a` la structure finale e´tudie´e. Dans ce syste`me, on peut observer
la de´formation de la lacune lie´e aux diffe´rences de distances d’e´quilibre entre
les paires O-Ar et Ar-Ar.
Plusieurs grandeurs sont alors de´finies pour rendre compte des diffe´rentes
proprie´te´s e´nerge´tiques. Cependant, l’e´nergie absolue totale du syste`me ne peut
pas eˆtre prise directement en compte, car l’ensemble des syste`mes e´tudie´s ne
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comportent pas le meˆme nombre d’atomes d’argon, et on ne peut pas comparer
des valeurs qui ont une re´fe´rence diffe´rente.
La premie`re quantite´ a` prendre en compte, si on se concentre sur l’agre´gat
d’eau, est l’e´nergie d’interaction entre l’agre´gat et la matrice dont l’e´nergie
s’exprime de la manie`re suivante :
Eint = E(H2O)n/Ar − Ehost − E(H2O)n
ou` E(H2O)n/Ar est l’e´nergie de l’agre´gat d’eau en matrice,E(H2O)n est l’e´nergie
de l’agre´gat d’eau en phase gazeuse et Ehost est l’e´nergie de la matrice de´forme´e
avec lacune obtenue en retirant l’agre´gat d’eau de la structure finale (c).
On de´finit e´galement l’e´nergie de substitution :
Esub[(H2O)n] = E(H2O)n/Ar − E∗mat − E(H2O)n
Cette e´nergie, dont les termes ont de´ja` e´te´ de´taille´s, prend en compte
l’e´nergie de cre´ation de la lacune, de la relaxation et des effets de bord, de la
relaxation de l’agre´gat d’eau, ainsi que de l’e´nergie d’interaction de l’agre´gat
d’eau avec matrice, aussi appele´e Eint. On peut aussi comparer l’e´nergie de
substitution avec celle de n mole´cules d’eau isole´es (permettant d’avoir une
information supple´mentaire vis-a`-vis de la formation de l’agre´gat). La formule
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devient la suivante :
Esub[n(H2O)] = E(H2O)n/Ar − E∗mat − nE(H2O)
On de´finit aussi l’e´nergie de cre´ation de la lacune.
Evac = Ehost − E∗mat
La dernie`re e´nergie calcule´e est une e´nergie d’insertion de´finie par Gervais
et al. [47]. Dans cette expression, on conside`re que chaque atome d’argon retire´
pour cre´er la lacune est ensuite re´implante´ a` la surface de la matrice. Ce qui
implique que la surface de la matrice change. On conside`re alors que chaque ’p’
atome de la lacune replace´ a` la surface a une e´nergie de bulk/n = −709cm−1.
On obtient donc la formule suivante :
Eins[(H2O)n] = E(H2O)n/Ar + pbulk − E∗mat − E(H2O)n
L’ensemble de ces donne´es calcule´es nous permet donc d’avoir un descriptif
e´nerge´tique de´taille´ du syste`me et des interactions.
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5.1.2 Cas d’une mole´cule d’eau isole´e dans une matrice
d’argon
L’e´tude de l’interaction d’un syste`me mole´culaire avec une structure fi-
nie, comparable a` une matrice, est complexe. Dans cette partie, nous allons
e´tudier les interactions eau/matrice et le positionnement de la mole´cule d’eau
dans cette dernie`re. Il existe plusieurs sites possibles dans la maille cfc : les
sites octae´driques, au centre de la maille, les sites tetrae´driques, plus petits et
excentre´s, et enfin des sites de substitution, pouvant eˆtre multiple dans le cas
d’un agre´gat.
Un site de mono-substitution correspond a` la situation ou` l’on retire un
atome de la matrice pour le remplacer par la mole´cule. Pour qu’une substi-
tution soit favorable, il faut que les valeurs de distance dAr−Ar et dOAr soient
e´quivalentes, ou` tre`s proches l’une de l’autre. En opposition, un site d’inser-
tion, comme son nom l’indique, correspond a` l’inte´gration de la mole´cule dans
un espace interstitiel de la matrice, avec un effet moindre sur le re´seau de cette
dernie`re. Dans le cas “une mole´cule d’eau” en matrice d’argon, les deux types
de sites ont e´te´ essaye´s. On peut voir sur la Figure 5.3, la relaxation du syste`me
lorsque l’on place une mole´cule d’eau dans un site d’insertion.
Le site de substitution est favorable lors de l’optimisation. Vis-a`-vis des
de´finitions pre´ce´dentes, cela est logique car la distance dAr−Ar proche de 3.70
A˚ proche de celle de dO−Ar calcule´e a` 3.47 A˚.
On peut aussi s’inte´resser a` l’e´nergie de cre´ation de lacune et de substitu-
tion. C’est-a`-dire l’e´nergie qu’il faut pour passer d’une matrice sans impurete´s
108
Figure 5.3 – Relaxation de l’environnement d’une mole´cule d’eau place´e dans
un site d’insertion (gauche). On obtient une mole´cule d’eau en site de substi-
tution (droite)
a` une matrice contenant une mole´cule d’eau. Pour la mole´cule d’eau isole´e, la
valeur de Esub prend une valeur tre`s le´ge`rement positive de 158 cm
−1. L’e´nergie
de dissociation H2O−Ar est de 111 cm−1, et de 99 cm−1 entre deux argons. Ce-
pendant, l’e´nergie d’interaction varie en fonction de l’orientation de la mole´cule
d’eau vis-a`-vis de l’atome en question. Pour illustrer cette anisotropie, on cal-
cule l’e´nergie d’interaction entre une mole´cule d’eau et un atome d’argon, en
fonction de l’angle HOAr a` distance dO−Ar fixe (Figure 5.4 et Tableau 5.1).
Figure 5.4 – Angle HOAr
Table 5.1 – E´nergie de liaison H2OAr (en cm
−1) en fonction de l’angle.
Angle 0 45 90 135 180
E´nergie -53 -74 -106 -99 -107
On observe que l’e´nergie d’interaction varie de 53 a` 107 cm−1, le cas le plus
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de´favorable e´tant celui ou` l’hydroge`ne est dirige´ directement vers l’argon. Pour
connaˆıtre l’e´nergie d’interaction entre une mole´cule d’eau et les 12 premiers
voisins, qui correspond a` la premie`re couche de solvatation, nous effectuons
le meˆme calcul dans une sphe`re d’argon, a` laquelle nous soustrayons l’e´nergie
d’interaction entre les argons, puis divisons l’e´nergie obtenue par 12, le nombre
de premier voisins. La valeur obtenue est de 77.4 cm−1, (l’interaction Ar-Ar
isole´e est autour de 99 cm−1). Ce calcul nous permet de comprendre la valeur
de Esub positive dans le cas de la mole´cule d’eau dans la matrice d’argon. On
obtient une valeur de -1357 cm−1 pour Eint. Cette valeur est compre´hensible,
car elle re´sulte des interactions de polarisation a` l’agre´gat d’eau (dont -928
cm−1 apporte´s par les premiers voisins).
L’e´tude sur le syste`me H2OArmat nous permet de mettre en e´vidence plu-
sieurs e´le´ments. En premier lieu, les distances dAr−Ar et dO−Ar e´tant sem-
blables, lors de la cre´ation du syste`me, la mole´cule d’eau pre´fe`re se mettre
en site de substitution. Nous avons aussi mis en e´vidence que les interactions
H2O−Ar de´pendent de l’orientation de la mole´cule d’eau et qu’il en re´sulte une
e´nergie Esub, le´ge`rement de´favorable de +158cm
−1. Enfin, nous avons montre´
que l’e´nergie de l’eau en matrice est plus basse en e´nergie que son homo-
logue en phase gazeuse, de -1357 cm−1, re´sultant de la polarisation. Nous nous
inte´ressons a` pre´sent a` des agre´gats d’eau de taille supe´rieure.
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5.1.3 Les petits agre´gats : dime`re, trime`re et te´trame`re
en matrice d’argon
Dans cette e´tude, nous allons nous inte´resser aux agre´gats de deux, trois,
ou quatre mole´cules d’eau dans la structure de taille finie repre´sentant une
matrice d’argon. Pour cet objectif, nous allons ve´rifier que, dans le cas de pe-
tits agre´gats, la matrice joue bien un roˆle ne´gligeable sur les structures. Nous
allons aussi regarder l’aspect e´nerge´tique de l’insertion des agre´gats dans la
matrice.
Le premier cas e´tudie´ est le dime`re d’eau : apre`s insertion et optimisation
de l’agre´gat d’eau dans la matrice, on observe que chaque mole´cule d’eau rem-
place un atome d’argon.
Figure 5.5 – Dime`re d’eau en matrice d’argon
Le re´seau cristallin de la structure d’argon est peu perturbe´. D’un point de
vue ge´ome´trique, par rapport a` son homologue en phase gazeuse, la structure
est similaire (Figure 5.6).
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Figure 5.6 – Comparaison phase gazeuse (droite) et matrice (gauche) du dime`re
d’eau. La structure matricielle est un agrandissement de celle pre´sente´e en Figure
5.5
Dans les deux cas, les mole´cules d’eau sont se´pare´es par un hydroge`ne
pontant dont la distance intermole´culaire est de 1.88 A˚ de distance en phase
gazeuse, et a` 1.87 A˚ en matrice.
D’un point de vue e´nerge´tique, nous avons une e´nergie Eint de -2574 cm
−1
et une e´nergie de substitution Esub[n(H2O)] de -1386 cm
−1. En comparaison
du monome`re, il est normal d’avoir une valeur de Esub[n(H2O)] ne´gative. On
compense le retrait de deux atomes d’argon par la cre´ation du dime`re d’eau, ce
qui augmente l’e´nergie d’interaction par mole´cule d’eau, mais aussi, on re´duit
le phe´nome`ne d’anisotropie car l’hydroge`ne pontant interagit moins avec la
matrice, ce qui augmente l’e´nergie d’interaction moyenne H2O-Ar.
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Pour le trime`re, les conclusions sont identiques a` celles du dime`re. Apre`s
avoir inse´re´ et optimise´ l’agre´gat d’eau dans la matrice, on remarque que
chaque mole´cule remplace un atome d’argon (Figure 5.7).
Figure 5.7 – Trime`re d’eau en matrice d’argon. Gauche : plan [111] isole´
Les mole´cules d’eau sont se´pare´es entre elles par un hydroge`ne pontant et
les 3 hydroge`nes restants pre´fe`rent s’orienter de manie`re e´clipse´e. D’un point
de vue ge´ome´trique, la stucture est peu affecte´e par la matrice, comme cela
est visible dans la Figure 5.8.
Figure 5.8 – Comparaison phase gazeuse (droite) et matrice (gauche) pour le
trime`re d’eau.
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Les mole´cules d’eau s’organisent en triangle et, entre chaque paire d’oxyge`ne,
se trouve un hydroge`ne pontant. Les mole´cules d’eau sont e´loigne´es de 2.8 A˚,
ce qui est e´quivalent aux distances observe´es en phase gazeuse. D’un point de
vue e´nerge´tique, nous obtenons une e´nergie d’interaction Eint de -3204 cm
−1
et une e´nergie de substitution Esub[n(H2O)] de -4211 cm
−1. Cette seconde va-
leur est plus basse que celle du dime`re car a` pre´sent nous avons 3 hydroge`nes
pontants pour 3 mole´cules d’eau (au lieu de 1 pour deux hydroge`nes), ce qui
re´duit encore plus le phe´nome`ne d’anisotropie duˆ a` l’orientation de la mole´cule
d’eau, et augmente donc l’e´nergie moyenne H2O-Ar.
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Pour le tetrame`re, on pourrait penser, du fait de l’accroissement de la taille
de l’agre´gat d’eau, que l’on ait besoin de lacunes plus petites, vu que la dis-
tance d’e´quilibre H2O-H2O est plus petite que les distances H2O-Ar et Ar-Ar.
Figure 5.9 – Te´trame`re d’eau en matrice d’argon
La Figure 5.10 montre qu’une des mole´cules d’eau est en compe´tition avec
un argon pour occuper le site de substitution, laissant croire que cette dernie`re
est dans un site d’insertion. Pour mettre en valeur cette compe´tition, nous
avons trace´ la droite passant par les atomes d’argon ou` se trouve la lacune.
On voit tre`s clairement qu’il s’agit d’une compe´tition, car la mole´cule d’eau
et l’atome d’argon sont a` meˆme distance de cette droite, ce qui signifie qu’il
s’agit bien d’une taille de lacune minimale, et qu’il est pre´fe´rable de retirer 4
atomes d’argon (et non 3) pour ge´ne´rer une meilleure structure.
En comparant avec la structure en phase gazeuse, on observe des de´formations
minimes.
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Figure 5.10 – Mise en e´vidence des sites de substitution et de la compe´tition entre
atome d’argon et mole´cule d’eau pour un site, sur la ligne noire (Plan [111]).
Figure 5.11 – Comparaison phase gazeuse (droite) et matrice (gauche) du te-
trame`re d’eau
Les mole´cules d’eau s’organisent en carre´, chaque oxyge`ne relie´ par un hy-
droge`ne pontant. La distance dO−H calcule´e pour cette liasion hydroge`ne est
de 1.75 A˚, ce qui est e´quivalent a` celle observe´e en phase gazeuse de 1.77 A˚.
Avec cette situation de compe´tition pour le site entre l’argon et la mole´cule
d’eau, on observe une le´ge`re de´formation de la matrice, au niveau de l’agre´gat,
qui s’amortit avec les couches.
D’un point de vue e´nerge´tique, l’e´nergie d’interaction Eint est de -3272 cm
−1
et l’e´nergie de substitution Esub[n(H2O)] est de -7068 cm
−1. Tout comme il a
e´te´ explique´ dans le cas du trime`re, l’e´nergie de cre´ation de l’agre´gat d’eau ainsi
que le nombre d’hydroge`nes pontants sont des crite`res permettant d’avoir une
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e´nergie de substitution favorable.
L’e´volution de l’e´nergie de substitution est line´aire, car en augmentant la
taille de l’agre´gat d’eau, et en restant dans des conformations cycliques, il
y a plus de liaisons hydroge`ne qui re´duisent le phe´nome`ne d’anisotropie ob-
serve´ dans le cas du monome`re. Le Table 5.2 regroupe l’ensemble des donne´es
e´nerge´tiques pour les petits agre´gats.
Table 5.2 – Donne´es e´nerge´tiques (en cm−1) pour les petits agre´gats d’eau.
L’ensemble des termes est de´taille´ dans la section “Analyse E´nerge´tique”
n p Esub(H2O)n) Eins Esub(nH2O) Eint/n Evac
1 1 158 -551 158 -1357 1515
2 2 371 -1047 -1386 -1287 2945
3 3 1054 -1072 -4211 -1068 4258
4 4 2261 -576 -7068 -818 5533
Dans cette partie, nous avons donc pu mettre en e´vidence que d’un point
de vue ge´ome´trique, la matrice n’influenc¸ait que peu les structures des pe-
tits agre´gats, mais aussi que le nombre de liaisons hydroge`ne re´duisait le
phe´nome`ne d’anisotropie et permettait d’avoir une de´croissance de Esub[n(H2O)]
line´aire avec l’e´volution de la taille de l’agre´gat.
Nous pouvons a` pre´sent nous inte´resser a` l’hexame`re d’eau en matrice d’ar-
gon.
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5.1.4 E´tude des isome`res de l’hexame`re
L’e´tude des agre´gats contenant six mole´cules d’eau est nettement plus
complexe. La principale difficulte´ vient du fait que l’hexame`re posse`de 6 prin-
cipaux isome`res en phase gazeuse, a` savoir, par ordre e´nerge´tique croissant, les
structures dites “prism”, “cage”, “bag”, “chair”, “boat” et “book”.
Figure 5.12 – Isome`res de l’hexame`re en phase gazeuse : structures optimise´es en
SCC-DFTB [146]
La principale difficulte´ vient du fait que nous inse´rons de l’eau qui cristallise
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dans une maille hexagonale (ou cubique simple) dans une structure d’argon
qui cristallise dans une maille cfc. Les pre´ce´dents agre´gats e´taient cycliques
et contenus dans un seul plan, identique en cfc et en hexagonal. Mais les
isome`res de l’hexame`re sont des structures 3D, et, il y a incompatibilite´ entre
les re´seaux cristallins. Pour permettre l’insertion de la mole´cule, il a donc fallu,
dans certains cas, opter pour une cavite´ de de´part plus volumineuse, ou alors,
laisser la matrice de´former l’agre´gat d’eau. De ce fait, on peut dire que dans
le cas de l’hexame`re, la matrice ne joue pas un roˆle nettement plus significatif
que dans le cas des petits agre´gats. Dans cette partie, nous allons donc nous
inte´resser aux diffe´rents isome`res de l’hexame`re et proposer un raisonnement
expliquant le roˆle de l’environnement d’argon sur les structures, et l’e´nerge´tique
des diffe´rents agre´gats.
Le cas le plus flagrant de de´formations engendre´es par l’environnement
d’argon est celui des isome`res “chair” et “boat”. En phase gazeuse, nous ob-
servons une structure tridimensionnelle, mais qui, inse´re´e en matrice, devient
plane.
Figure 5.13 – Comparaison de la forme “chair” en matrice (gauche) et en phase
gazeuse (droite) de l’hexame`re de l’eau
Les distances intermole´culaires sont de 2.8 A˚ en phase gazeuse et 2.7 A˚
dans la matrice. La de´formation peut s’expliquer par le fait que les distances
intermole´culaires de l’eau l’empeˆchent d’occuper plusieurs plans de la matrice,
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impliquant donc que cette dernie`re doit eˆtre contenue dans un seul plan. Mais
dans le cas de cet isome`re (Figure 5.14), l’agre´gat d’eau a deux possibilite´s :
soit avec un atome au centre de la structure (6 atomes d’argon retire´s), soit
sans cet atome central (7 atomes d’argon retire´s).
Figure 5.14 – Matrice avec 6 atomes retire´s (gauche) et 7 atomes retire´s (droite)
de la forme chair de l’hexame`re de l’eau (Plans [111] vues de face et de dessus)
En comparant Eins(Chair/Cycle (-7)) et Eins(Chair/Cycle (-6)) on obtient
une valeur plus basse de 11 cm−1 dans le cas ou` l’on retire 6 atomes d’argon,
car l’atome central restant apporte plus d’e´nergie de polarisation du fait de sa
proximite´ avec le cycle. En regardant l’e´cart entre les e´nergies de substitution
Esub[n(H2O)], on observe que le cas ou` 7 atomes d’argon ont e´te´ retire´s est
plus stable de 528 cm−1, car la situation avec un atome central entraˆıne une
grosse perturbation du re´seau matriciel, observable dans la Figure 5.15.
En retirant un atome supple´mentaire, il y a donc moins de polarisation
apporte´e a` l’agre´gat d’eau, mais on e´vite une de´formation de la matrice, expli-
quant donc l’e´cart e´nerge´tique observe´ entre les valeurs de Esub[n(H2O)] pour
des lacune de 6 et de 7.
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Figure 5.15 – Matrice avec lacune de 6 atomes contenant la forme “chair” de
l’hexame`re de l’eau. L’atome d’argon mis en e´vidence par l’aste´risque est celui place´
au centre du cycle.
Un autre cas ou` l’on observe des modifications structurales est l’isome`re
“Bag”.
Figure 5.16 – Comparaison de la forme “bag” en matrice (gauche) et en phase
gazeuse (droite) de l’hexame`re de l’eau
En phase gazeuse, la structure est forme´e d’un cycle, non plan, de quatre
mole´cules d’eau surmonte´es de deux autres mole´cules d’eau. En matrice, le
cycle qui e´tait non plan s’aplatit, comme dans les structures “boat” et la
“chair”, c’est-a`-dire que le complexe mole´culaire est trop compact pour occuper
deux plans. Les distances intermole´culaires sont de 2.8 A˚ en phase gazeuse, et
2.7 A˚ en matrice.
La ge´ome´trie de la structure “bag” contient un espace en son centre. En
matrice, cet espace pourrait eˆtre occupe´ par un atome d’argon. Celui-ci doit
eˆtre retire´ pour deux raisons : la premie`re e´tant que l’agre´gat, compact, per-
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drait sa structure ; la seconde est que si on ne l’enlevait pas, la structure,
hexagonale, serait incompatible avec la maille cfc. Ce qui implique que pour
inse´rer l’isome`re “bag”, sept atomes d’argon ont duˆ eˆtre retire´s.
A` pre´sent il nous reste deux structures peu affecte´es par la matrice : la
cage et le prism. La cage est compose´e, en phase gazeuse de deux trime`res
oriente´s perpendiculairement l’un par rapport a` l’autre, ceci e´tant compatible
avec la maille cfc, et permettant de n’avoir a` retirer que 6 atomes d’argon.
Figure 5.17 – Comparaison de la forme “cage” en matrice (gauche) et en phase
gazeuse (droite) de l’hexame`re de l’eau
En matrice, la structure est presque identique, avec une tre`s le´ge`re modi-
fication d’angle entre les atomes aux deux extre´mite´s et le centre de masse
(10˚ ). Les distances intermole´culaires sont de 2.8 A˚ en phase gazeuse et 2.7 A˚
en matrice, et ne varient donc que tre`s peu.
La structure “prism” est forme´e de deux trime`res superpose´s. Cette struc-
ture n’est pas compatible avec la maille cfc et ne´cessite donc une cavite´ plus
grande, d’ou` le fait que nous devons retirer sept atomes d’argon pour obtenir
une structure stable.
Avec cette taille plus importante de la cavite´, nous n’observons pas de
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Figure 5.18 – Comparaison de la forme “prisme” en matrice (gauche) et en phase
gazeuse (droite) de l’hexame`re de l’eau
de´formation notable de l’agre´gat d’eau. Les distances intermole´culaires sont
de 2.8 A˚ en phase gazeuse et 2.7 A˚ dans la matrice.
Notre e´tude ne nous a cependant pas permis d’obtenir une structure stable
pour l’isome`re book, car la structure est interme´diaire entre le “prism” et le
cycle. La minimisation a` partir de cette structure n’a pas permis d’obtenir de
formes stables avec des fre´quences propres du hessien toutes positives.
Dans cette partie, nous avons donc pu mettre en e´vidence que le re´seau
cristallin d’argon jouait un roˆle non ne´gligeable sur les structures des isome`res
de l’hexame`re.
5.1.5 Re´sultats e´nerge´tiques pour l’hexame`re
Nous pouvons a` pre´sent nous inte´resser a` l’aspect e´nerge´tique inter-
agre´gats. L’ensemble des termes a e´te´ de´taille´ plus haut dans la section 5.1.1.
La Table 5.3 regroupe l’ensemble des donne´es e´nerge´tiques.
Eint est l’e´nergie apporte´e par la matrice compare´e a` l’agre´gat en phase
gazeuse. La matrice a un effet stabilisant sur les agre´gats d’eau, car elle ap-
porte de la polarisation. Cette valeur est re´pertorie´e dans la table comme e´tant
Eint/n,
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Table 5.3 – Donne´es e´nerge´tiques en cm−1 des diffe´rents isome`res de
l’hexame`re. L’ensemble des termes est de´taille´ dans la section 5.1.1
n p Esub(H2O)n) Eins Esub(nH2O) Eint/n Evac
6 Prism 7 3768 -1195 -12144 -817 8670
6 Cage 6 3291 -963 -12342 -791 8037
6 Bag 7 3116 -1847 -12184 -876 8372
6 Chair/Cycle 6 5160 +904 -10009 -838 10188
6 Boat/Cycle 6 4932 +678 -10009 -876 10188
6 Chair/Cycle 7 4634 -328 -10538 -830 9614
6 Boat/Cycle 7 4400 -200 -10538 -869 9614
Nous nous inte´ressons maintenant aux e´nergies de substitution,Esub[(H2O)n].
Les expressions a` utiliser diffe`rent si l’on s’inte´resse a` la formation de l’agre´gat,
ou a` l’insertion de l’agre´gat de´ja` forme´ (H2O)n. Du point de vue de l’hexame`re,
en s’inte´ressant a` l’e´nergie de substitution prenant en compte l’e´nergie de
cre´ation de l’agre´gat, comme ce serait le cas dans une expe´rience, on observe
que l’isome`re le plus stable est la “cage”, suivi de l’isome`re “bag” (+158 cm−1)
et du “prism” (+198 cm−1). Vient enfin, plus haut en e´nergie, les cycles issus
des structures “boat” et “chair” (+1804 cm−1).
Les valeurs de Esub[(H2O)n] sont du meˆme ordre de grandeur que celles de
Evac. Les isome`res les plus stables sont ceux dont l’e´nergie de l’agre´gat d’argon
retire´ pour cre´er la lacune est la plus basse.
On peut donc conclure cette partie en disant que la matrice joue donc un
roˆle sur l’e´nerge´tique des agre´gats d’eau.
5.1.6 Simulation de spectres infrarouges a` 10 K
Dans cette partie nous allons e´tudier la dynamique mole´culaire d’agre´gats
d’eau en matrice d’argon, et mettre en e´vidence les effets de la matrice sur le
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spectre IR. La premie`re chose a` souligner est que les atomes d’argon sont inclus
dans la dynamique et leurs mouvements influencent les modes vibrationnels de
l’eau, comme nous le verrons dans cette section.
La de´termination des positions absolues des bandes de l’eau a fait l’objet
de nombreuses e´tudes the´oriques. Les modes vibrationels de l’eau pre´sente´s
dans la Figure 5.19 sont : le mode ν1 qui est une e´longation syme´trique, le
mode ν3 qui est une e´longation anti-syme´trique et le mode ν2 qui est un mode
de pliage. En ce qui concerne les spectres harmoniques, en SCC-DFTB (et
en DFT), les valeurs absolues obtenues diffe`rent de celles obtenues avec les
meilleures me´thodes ab initio : de 30 cm−1 pour la fre´quence ν2 dans le cas de
H2O, et jusqu’a` 200 cm
−1 pour les fre´quences ν1 et ν3, compare´ a` de re´cents
re´sultats obtenus avec des calculs CCSD-T prenant en compte les effets anhar-
moniques. Ces diffe´rences sont principalement dues aux approximations faites
en SCC-DFTB, comme l’hamiltonien tronque´, la base minimale de valence et
la parame´trisation.
Figure 5.19 – Pre´sentation des modes vibrationnels de l’eau. ν2 : pliage, ν1 :
e´longation syme´trique et ν3 : e´longation anti-syme´trique.
Les spectres IR discut“s ci-apre`s ont e´te´ obtenus pour chaque syste`me
a` partir de 5 simulations de dynamique mole´culaire de 200 ps (2000000 de
points, ∆t = 0.1 fs). Les de´buts de la simulation constituant la thermalisation
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du syste`me, environ 20% des points n’ont pas e´te´ pris en compte pour calculer
les spectres IR. Avec cette proce´dure, la convergence pour les positions est
atteinte. En revanche, cela n’est pas le cas pour les intensite´s, que nous ne
discuterons donc pas dans la suite du manuscrit. Nous nous concentrerons
seulement sur les positions relatives des bandes et sur les effets de la matrice
sur ces valeurs.
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Nous avons tout d’abord e´tudie´ le syste`me H2O/Arn. En analysant les
ge´ome´tries issues des trajectoires de dynamique mole´culaire, on observe que
la mole´cule d’eau est en rotation a` l’inte´rieur de sa cavite´. Ceci est mis en
e´vidence par la Figure 5.20, ou` l’on trace l’e´volution de l’angle HOAr (Ar
e´tant un argon de la matrice) en fonction du temps.
Figure 5.20 – Mise en e´vidence de la rotation de la mole´cule d’eau au cours de la
simulation dynamique. La courbe noire repre´sente l’e´nergie totale, la courbe rouge
l’angle HOAr forme´ avec un atome d’argon de la matrice.
La libre rotation implique que la surface d’e´nergie, a` 10 K, est tre`s plate,
car la mole´cule d’eau peut facilement changer d’atome d’argon avec qui elle
interagit. L’effet de cette libre rotation d’un point de vue spectroscopique
est un e´largissement des bandes IR (Figure 5.21). Expe´rimentalement, cet
e´largissement des bandes est aussi observe´, ce qui montre que les re´sultats
des calculs sont en accord avec les donne´es expe´rimentales.
Nous avons ensuite calcule´ le spectre IR, que nous avons compare´ a` celui
obtenu en phase gazeuse (Figure 5.21 et Table 5.4).
Au niveau des de´calages, on peut dire que les re´sultats obtenus sont en
tre`s bon accord avec l’expe´rience, malgre´ de le´ge`res diffe´rences. Les de´calages
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Figure 5.21 – Spectre a` T=13 ± 2 K de la mole´cule d’eau en matrice (noir) et
son e´quivalent en phase gazeuse (rouge). La partie gauche repre´sente la re´gion ν2 et
la droite la re´gion ν1 et ν3
Table 5.4 – Position en cm−1 des diffe´rentes bandes du monome`re. On re-
trouve les donne´es en phase gazeuse H2O, les donne´es en matrice H2O/Ar. Les
de´calages sont indique´s entre parenthe`ses et les valeurs italiques sont les valeurs
harmoniques. Les donne´es expe´rimentales sont aussi repre´sente´es, ainsi que
d’autres valeurs the´oriques : bRe´fe´rence [147] , cRe´fe´rence [148] , dRe´fe´rence [149],
eRe´fe´rence [106] (Mp2/aug-cc-pvtz), fRe´fe´rence [150](post-CCSD-T avec correc-
tions anharmoniques)
Mode H2O H2O/Ar Exp. Gaz
a Exp. Matb,c
This work Other work (Theo.)
ν1
3805 3783 (-22) 3657.05 3638.5,3639.2 (-18)
3804 3855d, 3660.28e 3808
ν2
1565 1568 (+3) 1594.59 1589, 1589.1(-5)
1562 1621d,1594.97e 1571
ν3
4079 4050(-29) 3755.79 3733.5,3732.2(-23)
4078 3982d,3757.97e 4081
observe´s expe´rimentalement sont respectivement pour ν1, ν2 et ν3 de -18, -5 et
de -23 cm−1, les valeurs the´oriques calcule´es en SCC-DFTB/FF sont de -22,
+3 et -29 cm−1.
Pour ve´rifier l’influence de la taille de la matrice, des calculs avec une
matrice de taille supe´rieure ont e´te´ effectue´s (9x9x9). Pour ν3, le de´calage
calcule´ est de -21 cm−1 au lieu de -29 cm−1 dans la petite matrice ; pour
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ν1 nous obtenons -16 cm
−1 au lieu de -22 cm−1. Cependant pour ν2, aucun
changement visible n’est observe´.
De petites diffe´rences proviennent a` la fois de la taille de la matrice cepen-
dant l’ergodicite´ des trajectoires dynamiques est difficile a` re´aliser : en com-
parant diffe´rents spectres issus de trajectoires diffe´rentes, contenant le meˆme
nombre d’atomes d’argon, nous observons des diffe´rences pouvant aller jusqu’a`
une dizaine de cm−1. De ce fait, nous avons conside´re´ que l’utilisation d’une
matrice de 7x7x7 atomes d’argon est suffisante pour reproduire le spectre IR
de l’eau en matrice.
A` pre´sent, e´tudions le spectre du dime`re, et comparons les valeurs des
bandes obtenues a` celles en phase gazeuse (Figure 5.22).
On observe que l’inclusion de l’agre´gat d’eau dans la matrice entraˆıne une
multiplication des bandes. Ceci peut s’expliquer par le fait que chaque hy-
droge`ne se trouve dans un environnement qui n’est plus identique, par exemple,
un hydroge`ne pointera directement vers un argon alors que son voisin se retrou-
vera entre deux argons, ce qui implique qu’il existe le long de la trajectoire une
se´rie de configurations tre`s proches en e´nergie, favorisant cette multiplication
des bandes.
Cependant, pour eˆtre capable de mener une comparaison avec les re´sultats
obtenus expe´rimentalement, nous avons reporte´ dans la Table 5.5 la moyenne
des bandes les plus importantes.
Comme dans le cas du monome`re, on peut mettre en e´vidence que les
valeurs des de´calages obtenues en SCC-DFTB/FF sont du meˆme ordre de
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Figure 5.22 – Spectre a` 13 ± 2 K du dime`re d’eau en matrice (noir) et son
e´quivalent en phase gazeuse (rouge). (a) ν2, (c) ν1 et (b) ν3
Table 5.5 – Position des bandes du dime`re de l’eau isole´ (H2O)2 et en matrice
(H2O)2/Ar. Les valeurs entre parenthe`ses sont les de´calages (en cm
−1). Les va-
leurs expe´rimentales sont tire´es de la litte´rature : aRef. [151], bRef. [19], ainsi que
des valeurs ab initio values : cRef. [106] : MP2/aug-cc-pvtz calculations harmo-
niques, dRef. [152] : MP2/aug-cc-pvqz avec corrections anharmoniques
Mode H2O (H2O)2 (H2O)2/Ar Exp. Gaz
a Exp. Ar Matb
This work Other work (Theor)
ν1 3805
ν1A
b 3800 3838c, 3671d 3783(-17) 3660 3633 (-27)
ν1D
b 3675 3748c, 3597d 3650(-25) 3601 3574(-27)
ν2 1565
ν2D
b 1584 1655c, 1600d 1589(+5) 1616 1610 (-6)
ν2A
b 1563 1624c, 1590d 1562(-1) 1599 1593 (-6)
ν3 4079
ν3A
b 4071 3955c, 3776d 4051(-20) 3745 3730 (-15)
ν3D
b 3997 3934c, 3769d 3975(-22) 3735 3708 (-27)
grandeur que celles obtenues expe´rimentalement. Par exemple, ν1 et ν3 en-
gendrent des raies de´cale´es de -17/-25 cm−1 et -20/-22 cm−1, pour des valeurs
expe´rimentales de -27 cm−1 et -27/-15 cm−1.
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Le trime`re quant a` lui posse`de, tout comme en phase gazeuse, deux types
de bandes pour les hydroge`nes. Ceci vient du fait que la mole´cule est conte-
nue dans un plan et que ge´ome´triquement, nous observons deux types d’hy-
droge`nes : (i) les hydroge`nes pontants, assurant la cohe´sion intermole´culaire,
situe´s entre deux atomes d’oxyge`ne ; (ii) les hydroge`nes externes, dit “libres”,
situe´s entre la matrice et un oxyge`ne, hors du cycle forme´ par les oxyge`nes.
Figure 5.23 – Spectre a` 10K du trime`re d’eau en matrice (noir) et son e´quivalent
en phase gazeuse (rouge). La partie gauche repre´sente la re´gion de la ν2 et la droite
la re´gion de la ν1 et de la ν3
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Comme nous pouvons le voir dans la Figure 5.23, cette diffe´renciation entre
les hydroge`nes a pour effet des bandes plus se´pare´es que dans le dime`re. Au
niveau des valeurs expe´rimentales, elles sont inverse´es, mais toujours du meˆme
ordre de grandeur que celles calcule´es (Table 5.6).
Table 5.6 – Positions des bandes IR (en cm−1) du trime`re isole´ (H2O)3 et en
matrice (H2O)3/Ar. Les valeurs entre parenthe`ses repre´sentent les de´calages (en
cm−1). Les valeurs expe´rimentales sont tire´es de la litte´rature : aRef. [153], bRef. [18]
Mode H2O (H2O)3 (H2O)3/Ar Exp. Gaz
a Exp. Matb




ν3 4079 3971 3958(-13) 3726 3699(-27)
Comme cela e´tait le cas pour le dime`re, nous avons estime´ les valeurs
moyennes des pics principaux. Les de´calages calcule´s pour ν1 et ν3 sont respec-
tivement de -27 et -13 cm−1, en accord avec les valeurs expe´rimentales [18,153]
de -19 et -27 cm−1.
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Le cas du tetrame`re est comparable a` celui du trime`re. La structure est
aussi cyclique, et nous observons aussi 2 types de bandes, de´pendantes du
type d’hydroge`ne implique´ (Figure 5.24).
Figure 5.24 – Spectre a` 10 K du tetrame`re d’eau en matrice (noir) et son e´quivalent
en phase gazeuse (rouge). La partie gauche repre´sente la re´gion ν2 et la droite la
re´gion ν1 et ν3
Les de´calages obtenus sont du meˆme ordre de grandeur que ceux obtenus
expe´rimentalement (Table 5.7 ).
Table 5.7 – Positions des bandes IR (en cm−1) du tetrame`re d’eau isole´ (H2O)4
et en matrice (H2O)4/Ar. Les valeurs expe´rimentales sont tire´es de la litte´rature :
aRef. [153], bRef. [20].
.
Mode H2O (H2O)4 (H2O)4/Ar Exp. Gaz
a Exp. Matb




ν3 4079 3956 3955(-1) 3714 3694.8(-19.2)
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Nous avons e´galement estime´ les valeurs moyennes des pics principaux. Les
de´calages calcule´s pour ν1 et ν3 sont respectivement -28 et -1 cm
−1 et les valeurs
expe´rimentales -44 et -19.2 cm−1 [20,153]. L’e´cart entre les valeurs provient du
fait qu’expe´rimentalement, seule une bande est observe´e, de ce fait, lors du
calcul de la moyenne des pics, l’e´cart entre les bandes est re´duit. Cependant,
pour ν1, la valeur calcule´e reste du meˆme ordre de grandeur que la valeur
mesure´e.
134
Nous discutons finalement le cas de l’hexame`re, ou plutoˆt des isome`res de
l’hexame`re. Expe´rimentalement, nous n’avons que tre`s peu d’informations. La
multiplicite´ des isome`res est susceptible de cre´er une grande varie´te´ de spectres
difficiles a` analyser. L’avantage de traiter des spectres de manie`re the´orique
est que nous pouvons traiter inde´pendamment les isome`res en l’absence d’in-
terconversion a` la tempe´rature de simulation.
En phase gazeuse, le prisme est la structure la plus stable. Nous avons
montre´ que la structure du prisme variait peu en matrice. Au niveau du spectre,
on peut voir que globalement, il y a pre´sence de le´gers de´calages vers le rouge,
sauf pour la dernie`re bande ge´ne´re´e par ν1 qui est de´cale´e vers le bleu. Petites
diffe´rences : on observe la pre´sence de 8 bandes, au lieu de 6, pour ν1 dans une
plage plus faible [3328-3632 cm−1] au lieu de [3293-3645 cm−1]. La pre´sence de
bandes supple´mentaires provient des diffe´rentes moyennes sur les simulations.
Figure 5.25 – Spectre a` 10 K du prisme en matrice (noir) et son e´quivalent en
phase gazeuse (rouge). La partie gauche repre´sente la re´gion de ν2 et la droite
les re´gions de ν1 et ν3
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Pour l’isome`re “bag”, les six bandes observe´es en phase gazeuse pour ν1 sont
retrouve´es dans la simulation en matrice. On observe un de´calage vers le rouge
pour l’ensemble des bandes. Il y a de le´ge`res diffe´rences au niveau des structures
des diffe´rents massifs, probablement dues aux diffe´rences ge´ome´triques entre
phase gazeuse et matrice.
Figure 5.26 – Spectre a` 10 K du “bag” en matrice (noir) et son e´quivalent en
phase gazeuse (rouge). La partie gauche repre´sente la re´gion de ν2 et la droite
les re´gion de ν1 et ν3
La cage, quant a` elle, a le spectre le plus similaire a` celui obtenu en phase
gazeuse. Les bandes sont toutes de´cale´es vers le rouge, sauf, comme pour le
prisme, la plus basse du massif ν1 qui est de´cale´e vers le bleu.
Enfin, la dernie`re e´tude a porte´ sur la structure “boat/chair”, qui s’est
modifie´e pour donner un cycle plan, et donc hydroge`nes e´quivalents, comme
c’e´tait le cas pour le trime`re et le tetrame`re.
En phase gazeuse, on observe trois pics tre`s proches pour ν1 et ν3 alors
qu’en matrice, la structure plane engendre un massif large.
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Figure 5.27 – Spectre a` 10 K de la “cage” en matrice (noir) et son e´quivalent
en phase gazeuse (rouge). La partie gauche repre´sente la re´gion de ν2 et la
droite les re´gions de ν1 et ν3
Figure 5.28 – Spectre a` 10 K du cycle a` 6 en matrice (noir) et son e´quivalent
en phase gazeuse (rouge). La partie gauche repre´sente la re´gion de ν2 et la
droite les re´gions de ν1 et ν3
La comparaison avec les spectres expe´rimentaux devient difficile, car nous
n’avons aucune information sur la nature de la bande observe´e, ni de quel
isome`re elle provient. Cependant, on peut comparer les valeurs obtenues avec
celles du te´trame`re, et ensuite faire une possible attribution, a` partir de la
valeur des de´calages calcule´s.
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Figure 5.29 – Spectre a` 10 K des diffe´rentes fre´quences pour ν1 pour
l’hexame`re (rouge) et du te´trame`re (noir). (a) Prism (b) Bag (c) Cage (d)
Cycle
Expe´rimentalement, le te´trame`re a e´te´ assigne´ a` la bande a` 3372 cm−1, et
les bandes a` 3325 cm−1 et 3211 cm−1 respectivement au cycle de l’hexame`re
et au prism (Spectre Figure 5.30).
Dans la partie Re´sultats e´nerge´tiques, nous avons mis en e´vidence que
la structure la plus stable e´tait la “cage”, suivi du “bag” (+158 cm−1) et du
“prism” (+198 cm−1), venant enfin, assez loin derrie`re, les cycles issus des
isome`res “boat” et “chair” (+1804 cm−1). En supposant que tous les isome`res
soient pre´sents de manie`re e´quivalente, sans tenir compte des valeurs ther-
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Table 5.8 – Positions (en cm−1) des bandes IR des isome`res isole´s (H2O)6
(Isol.) et (H2O)6/Ar (/Ar(nombre de lacunes)). Pour les bandes ν1, la valeur
entre parenthe`ses repre´sente les de´calages relatifs a` la bande ν1 du te´trame`re
(3530 cm−1).
H2O Prisme Bag Cage Chair/Cycle
Isol. /Ar(-7) Isol. /Ar(-7) Isol. /Ar(-6) Isol. /Ar(-7)
ν1 3805
3645 3632 (+102) 3656 3643(+113) 3615 3589(+59) 3542 3514(-16)
3603 3562(+32) 3609 3602(+72) 3591 3575(+45)
3579 3448(-82) 3561 3551(+21) 3576 3547(+17)
3533 3363(-167) 3528 3503(-27) 3515 3490(-40)
3465 3328 (-202) 3467 3437(-93) 3498 3336(-194)
3293 3412 3345(-185) 3324
ν2 1565
1646 1645 1645 1628 1631 1633 1596 1596
1604 1615 1593 1619 1605 1614
1569 1577 1580 1576 1578
1564 1526
ν3 4079
3963 3976 3974 3971 3968 3954 3956 3936
3941 3920 3948 3943 3950 3935
3919 3901 3937 3920 3923 3923
3900 3847 3803 3735 3840 3827
3859 3806 3720 3825 3796
3805 3763
Figure 5.30 – Spectre a` 10 K obtenu expe´rimentalement par Hirabayashi et al. [154].
A) b) et c) repre´sentant l’expe´rience avec une concentration en eau croissante.
modynamiques, la premie`re bande expe´rimental de´cale´ de -47 cm−1 [20,154] par
rapport au te´trame`re, pourrait certes eˆtre attribue´ au cycle (-16 cm−1), mais
aussi aux bandes principales de la cage, qui est l’isome`re le plus stable (-40
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cm−1), ou bien a` des bandes de l’isome`re “bag” (-27 cm−1). Ce dernier cas est
cependant moins probable, car la bande intense se trouve a` -93 cm−1. Mais,
meˆme si le cycle est moins stable que les autres isome`res, les intensite´s des
bandes ν1 et ν3 sont concentre´es dans une bande par mode, alors que pour
les autres isome`res, on observe plusieurs massifs, ce qui est en accord avec les
re´sultats expe´rimentaux.
En repartant sur des crite`res e´nerge´tiques, le cycle devrait avoir une in-
tensite´ expe´rimentale nettement plus faible que celle observe´e. Or le ratio de
concentration inter-isome`re de´pend des me´canismes de formation, durant la
de´position et leur migration dans la matrice. De ce fait, nous ne pouvons
conclure sur les intensite´s relatives et les abondances en nous basant sur des
crite`res e´nerge´tiques.
L’autre bande, attribue´e expe´rimentalement au prisme [20], avec un de´calage
de -161 cm−1, est une bande presque commune aux trois isome`res de plus basse
e´nergie (prisme -167 cm−1, sac -185 cm−1 et cage -194 cm−1).
Nous pouvons conclure en disant que nos re´sultats sont en accord avec les
donne´es expe´rimentales pour la formation de la cage et peut-eˆtre du cycle. On
ne peut cependant pas exclure la pre´sence du prisme pour d’e´ventuelles contri-
butions au spectre IR. L’ensemble des re´sultats est a` prendre avec prudence car
le mode`le contient de nombreuses approximations et la quasi-de´ge´ne´rescence
des isome`res complexifie la situation.
140
5.1.7 Autres syste`mes e´tudie´s
L’e´tude des agre´gats d’eau en matrice d’argon ne s’est pas limite´e aux
re´sultats pre´ce´dents. Expe´rimentalement, il n’est pas possible de connaˆıtre la
taille de la cavite´. Ce qu’il a e´te´ donc e´te´ inte´ressant de faire est d’observer
l’influence de la taille de la cavite´ sur le spectre IR.
Plusieurs types de cavite´s ont e´te´ teste´es : (i) Cavite´ dites ”simples” :
deux possibilite´s existent, dans le cas d’un agre´gat plan, retirer un atome
suple´mentaire d’argon se trouvant dans le plan de l’agre´gat (atome d’argon
note´ ArXY ), ou retirer un atome hors plan (note´ ArZ ). On fait la distinc-
tion entre les deux car il a e´te´ montre´ dans le cas de la mole´cule d’eau isole´e,
que la valeur de l’interaction H2O − Ar de´pendait de l’orientation des liai-
sons hydroge`ne. Si on retire un atome d’argon du plan, on peut penser que le
comportement des fre´quences OH sera plus proche de celui observe´ en phase
gazeuse, et donc de´cale´ vers le bleu, compare´ a` la valeur de la matrice sans
atomes d’argon en moins. Le fait de retirer un atome hors plan ne devrait pas
avoir une influence e´norme. Certes l’agre´gat aurait plus de possibilite´ de mou-
vement et on s’attend tout de meˆme a` un le´ger de´calage compare´ aux valeurs
en matrice.
(ii) Cavite´s, dites ”doubles” : deux possibilite´es sont prises en compte, deux
atomes d’argon du plan sont retire´s, ou bien un atome du plan et un atome
hors plan. La seconde e´tape re´side dans le choix de la structure initiale. Pour
ces calculs, la manie`re la plus simple a e´te´ de prendre la structure minimale cal-
cule´e et pre´sente´e pre´ce´demment, et d’agrandir la cavite´. Ensuite, nous avons
lance´ une simulation de dynamique mole´culaire, en prenant soin de retirer les
configurations de la phase de thermalisation.
La cavite´ engendre des de´calages vers le bleu (phase gazeuse) sur le spectre
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IR. Les cavite´s dans le plan xy, auront des effets importants sur les bandes
ν1 et ν3. La raison est simple, en retirant un atome du plan des hydroge`nes,
et de pre´fe´rence face a` un hydroge`ne, on rapproche l’agre´gat d’eau de son
e´tat en phase gazeuse, en diminuant la masse re´duite de l’hydroge`ne, ce qui a
un effet de de´calage vers le bleu compare´ a` la matrice sans lacune. Les cavite´s
hors plan z, ont une influence plus complexe. On pourrait penser qu’elles jouent
seulement sur ν2, mais, dans la pratique, elles donnent la possibilite´ a` l’agre´gat
d’eau de se de´former et impliquent des modifications sur l’ensemble des bandes.
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5.2 E´tude de syste`mes mixtes PAH/Eau en
matrice d’argon
Apre`s avoir valide´ la me´thode SCC-DFTB/FF sur des agre´gats [H2O]mArn
et [C6H6]Arn, nous avons entrepris l’e´tude de syste`mes mixtes [PAH/H2O]Arn.
Ces e´tudes ont notamment e´te´ motive´es par les travaux pre´sents et futurs de
J. Mascetti [23,155,156] (Universite´ Bordeaux 1, ANR PARCS).
5.2.1 E´tude du syste`me [C6H6/H2O]Arn en matrice d’ar-
gon
Comme dans le cas des autres syste`mes e´tudie´s, il a fallu ve´rifier la va-
lidite´ de la me´thode pour le syste`me mixte le plus simple, c’est a` dire pour
lequel nous disposons de valeurs expe´rimentales [157,158], le benze`ne en interac-
tion avec une mole´cule d’eau a` sa surface (Figure 5.31).
Figure 5.31 – Ge´ome´trie optimise´e en SCC/DFTB [159] de (C6H6)H2O isole´
En phase gazeuse, l’oxyge`ne de l’eau est e´loigne´ de 3.1 A˚ du plan du benze`ne
et est excentre´e. Ce complexe est ensuite inse´re´ dans la matrice. Le benze`ne
e´tant une mole´cule assez petite compare´e a` l’hexame`re d’eau, nous avons uti-
lise´ une matrice de 343 atomes d’argon (7x7x7). Pour cre´er une lacune de
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taille minimale, il a fallu retirer 3 atomes d’argon du plan [111] pour inse´rer le
benze`ne, et un atome d’argon supple´mentaire pour la mole´cule d’eau.
Figure 5.32 – Plan [111] de la matrice ou` le benze`ne a e´te´ inse´re´. Plan isole´
apre`s optimisation.
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Une fois le complexe inse´re´, nous avons tout d’abord optimise´ localement la
structure (minimum local), pour permettre au syste`me de se relaxer. Puis, nous
avons lance´ une dynamique mole´culaire, pour permettre au syste`me d’explorer
la surface d’e´nergie avoisinant le minimum, afin d’obtenir d’autres configura-
tions de basse e´nergie, que nous avons optimise´es pour obtenir des structures
d’e´quilibre. En matrice, la mole´cule d’eau se retrouve alors e´loigne´e de 3.2 A˚
du plan forme´ par les carbones, et se situe toujours en position excentre´e.
Figure 5.33 – Structures optimise´es en phase gazeuse (gauche), et en matrice
SCC-DFTB/FF (droite). Les distances sont en A˚.
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En reprenant les de´finitions et formules e´nerge´tiques utilise´es pour les
agre´gats d’eau (section 5.1.1) et en les adaptant, nous obtenons la Table 5.9
Table 5.9 – Donne´es e´nerge´tique pour le syste`me [C6H6/H2O]Arn en cm
−1.
p : nombre d’atomes d’argon retire´s pour cre´er la lacune
p Esub Eins Eint Evac
1 [H2O]Arn 158 -550 -1357 1515
3 [C6H6]Arn 718 -1408 -4960 5678
4 [C6H6/H2O]Arn -970 -2044 -5901 6693
avec :
Esub = E(C6H6/H2O)Arn − E∗mat − E(H2O) − E(C6H6)
Eint = E(C6H6/H2O)Arn − Ehost − E(C6H6/H2O)
Evac = Ehost − E∗mat
Eins = E(C6H6/H2O)Arn + pbulk − E∗mat − E(H2O) − E(C6H6)
L’examen des e´nergies de substitution Esub permet de conclure qu’il est
e´nerge´tiquement plus favorable, pour le syste`me eau/benze`ne, de former un
complexe que d’avoir les deux mole´cules isole´es (gain e´nerge´tique de 1846 cm−1
contre 1052 cm−1 en phase gazeuse [159]). Ceci est duˆ a` l’interaction entre C6H6
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et H2O ( environ 900 cm
−1 [159]), mais e´galement au fait qu’il est moins couˆteux
e´nerge´tiquement d’avoir une grande cavite´ que plusieurs petites.
Nous nous inte´ressons maintenant aux spectres IR a` tempe´rature finie (10
K ± 1 K), obtenus par le calcul de la fonction d’autocorre´lation du moment
dipolaire, a` partir de cinq simulations de dynamique mole´culaire de dure´e 200
ps. Pour le benze`ne, il existe quatre principaux modes de vibration : νCH(str)
(e´longation de la liaison CH), δCH(i.p) (de´formation dans le plan), νCC(str)
(e´longation de la liaison C-C) et νCC(str) (de´formation hors plan).
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νCH(str) δCH(i.p) νCC(str) γCH(o.o.p) νOH(1) νOH(2) νOH(3)
Phase gazeuse
Eau - - - - 3805a 1565a 4079a
C6H6 3013 1118 1815/1734/1615 658
(C6H6/H2O) 3022 1116 1817/1730/1601 644 3773 1580 4046
δ(ν)gaz +9 -2 +2/-4/-14 -14 -32 +15 -33
Matrice
Eau - - - - 3783(-22) 1568(+3) 4050(-29)
C6H6 3027(+14) 1124(+6) 1817(0)/1737(+3)/1612(-3) 663(+5) - - -
(C6H6/H2O) 3035(+13) 1124(+8) 1821(+4)/1743(+13)/1614(+13) 665(+21) 3758(-15) 1586(+6) 4027(-19)
δ(ν)mat +8/-6 0/0 +4/+9 +2/+4 -25/-23 +18/+10 -23/-20
Table 5.10 – Positions des principales bandes IR des compose´s en matrice (en cm−1). Les lignes δ(ν) repre´sentent le de´calage
des bandes du complexe (C6H6/H2O) avec celles de C6H6 et H2O (en phase gazeuse et en matrice) , la valeur en italique
e´tant celle obtenue expe´rimentalement [157]. Les valeurs entre parenthe`ses repre´sentent les de´calages entre la phase gazeuse et













 500  1000  1500  2000  2500  3000  3500  4000
σ
 






Figure 5.34 – Spectres IR en matrice d’argon des complexes : (C6H6/H2O)
(rouge), C6H6 (vert) et H2O (bleu).
Nous avons de´ja` e´tudie´ les effets de la matrice sur le spectre de l’eau dans
le chapitre pre´ce´dent, nous nous attachons a` pre´sent a` l’analyse des effets de
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Figure 5.35 – Spectres IR du mode νCH de C6H6 en phase gazeuse (rouge),
en matrice d’argon (vert), complexe´ avec une mole´cule d’eau en phase gazeuse
(bleu) et avec une mole´cule d’eau en matrice (violet).
De le´ge`res diffe´rences sont observables, +8 cm−1 sur νCH , 5 cm−1 sur νCC
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et 2 cm−1 sur γCH . Le de´calage vers le bleu ne se cumule pas entre la matrice
et l’eau, atteste´ par le de´calage a` peu pre`s constant (autour de 7-8 cm−1).
Ce faible de´calage permet de conclure en disant que le benze`ne n’est que peu
affecte´ par la matrice et par l’eau.
Nous pouvons a` pre´sent e´tudier le roˆle de la matrice sur la dynamique et sur
le spectre infrarouge du syste`me (C6H6/H2O). Lors de l’e´tude d’une mole´cule
d’eau en matrice, nous avons mis en e´vidence sa rotation lors des simulations
dynamiques. En ce qui concerne le complexe (C6H6/H2O) en matrice d’argon,
on observe e´galement une rotation de l’eau, mais amoindrie par la pre´sence
du benze`ne, avec des e´changes d’hydroge`ne interagissant avec le cycle car-
bone´. L’e´change entre les deux hydroge`nes interagissant est aussi sugge´re´ par
les re´sultats expe´rimentaux [158]. Nous pouvons a` pre´sent nous inte´resser au
spectre IR a` tempe´rature finie du syste`me (C6H6/H2O)Arn Dans la Figure
5.36 sont repre´sente´ les bandes ν1 et ν3 de l’eau dans le complexe en matrice.
Dans ce cas non plus, l’effet de la matrice et du benze`ne ne semble pas
eˆtre cumulatif sur les bandes IR de l’eau. Ceci s’explique par la rotation de la
mole´cule d’eau et l’e´change entre les hydroge`ne interagissant avec le benze`ne.
En comparant les valeurs des de´calages a` celles obtenues expe´rimentalement
pour les bandes de l’eau (Table 5.2.1), par le groupe de Nelander et al. [157], on
peut constater que les valeurs obtenues sont du meˆme ordre de grandeur. En
particulier pour les modes ν1 et ν3 de l’eau ou` les de´calages calcule´s sont de
-25 et -23 cm−1, ce qui est tre`s proche des valeurs expe´rimentales de -23 et -20
cm−1.
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Figure 5.36 – Spectres IR des syste`mes suivants : H2O en phase gazeuse
(rouge), (C6H6/H2O) en phase gazeuse(vert) et (C6H6/H2O) en matrice
(bleu).
expe´rimentales nous permet de valider la me´thode SCC-DFTB/FF pour des
complexes mixtes. Nous allons maintenant e´tudier des complexes de plus grande
taille, comme le syste`me corone`ne/eau en matrice d’argon.
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5.2.2 E´tude du syste`me (C24H12)(H2O)1−2 en matrice d’ar-
gon
Nous nous inte´ressons ici au complexe corone`ne/eau en matrice d’argon
qui fait l’objet d’une e´tude expe´rimentale dans le groupe de J. Mascetti [23,155].
Dans cette partie, nous des e´tudes pre´liminaires structurelles, e´nerge´tiques,
puis spectroscopiques, pour les complexes (C24H12)(H2O)1−2Arn, d’abord d’un
point.
Le syste`me (C24H12)(H2O)1−2 e´tant de taille plus importante que les autres
syste`mes e´tudie´s, le super-agre´gat d’argon utilise´ a duˆ, lui aussi e´voluer en
taille, et comporte ici 1400 atomes d’argon. L’insertion du corone`ne a ne´cessite´
le retrait de 7 atomes d’argon dans le plan [111].
Figure 5.37 – Lacune (7 atomes d’argon (jaune)) ne´cessaire a` l’insertion du
corone`ne La figure de droite repre´sente le corone`ne inse´re´ et optimise´ dans le
plan [111]
Comme dans les e´tudes pre´ce´dentes, la mole´cule d’eau se substitue a` un
atome d’argon dans le re´seau cristallin de la matrice.
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En s’inspirant des e´tudes effectue´es en phase gazeuse [159], nous sommes
partis de plusieurs ge´ome´tries initiales de (C24H12)(H2O), que nous avons
inse´re´es/substitue´es, puis ensuite relaxe´es. A` partir des calculs d’optimisa-
tion, 3 structures ont e´te´ obtenues. De plus, une ge´ome´trie contenant deux
mole´cules d’eau se´pare´es par un atome d’argon a e´galement e´te´ e´tudie´e, et ser-
vira de pre´liminaire a` une future e´tude sur le complexe avec le dime`re d’eau.
Sont repre´sente´es sur la Figure 5.38 les ge´ome´tries des complexes sans la ma-
trice, pour plus de clarte´.
Figure 5.38 – Ge´ome´tries des diffe´rents complexes (C24H12)(H2O)1−2 apre`s
optimisation en matrice d’argon, la distance envers le plus proche carbone
est indique´e (en A˚). (a) H2O en surface ((C24H12)(H2O)surface), (b) H2O en
position late´rale((C24H12)(H2O)lat) et (c) H2O lointaine ((C24H12)(H2O)loin)
La premie`re structure est comparable au complexe de plus basse e´nergie ob-
tenu en phase gazeuse [159]. Elle est forme´e du corone`ne avec une mole´cule d’eau
adsorbe´e a` la surface du corone`ne. La seconde se caracte´rise par la mole´cule
d’eau dans le plan du corone`ne, et la troisie`me structure par une mole´cule
d’eau hors plan, mais a` une distance supe´rieure a` celle de la premie`re struc-
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ture (6.52 A˚). La pertinence de ces ge´ome´tries, et non seulement du minimum
phase gazeuse, est raisonnable d’un point de vue expe´rimental. Statistique-
ment, lors d’une co-de´position, la mole´cule d’eau a approximativement 20%
de chance de se trouver dans une position late´rale ou en surface du corone`ne,
et 60% de chance de se trouver dans la seconde couche de solvatation (si on
se limite au deux premie`re couches). Pour les ge´ome´tries relaxe´es, nous avons
de´termine´ un ensemble de donne´es e´nerge´tiques analogue a` celui propose´ pour
le cas du benze`ne. Les re´sultats, obtenus en remplac¸ant dans les formules C6H6
par C24H12, sont reporte´s dans la Table 5.11.
Table 5.11 – E´nerge´tique [(C24H12)(H2O)1−2]Arn
p Esub Eins Eint Evac
1 (H2O) 5 -704 -1379 1383
7 (C24H12) -3500 -8463 -15848 12347
8 (C24H12)(H2O)surface -4025 -9697 -16105 13425
8 (C24H12)(H2O)lat -3849 -9521 -16927 13717
8 (C24H12)(H2O)loin -3438 -9110 -16130 17056
9 (C24H12)(H2O)2 -4402 -10784 -16917 14797
3 (C6H6) 718 -1408 -4960 5678
4 (C6H6)(H2O) -970 -2044 -5901 6693
La premie`re chose que l’on peut constater est la diffe´rence non ne´gligeable
entre l’e´nergie de substitution (Esub) du corone`ne et celle du benze`ne. Dans
le cas du benze`ne, cette e´nergie est positive, et dans le cas du corone`ne, elle
est ne´gative. Cette diffe´rence provient du fait que le corone`ne a un meilleur
ratio entre le nombre d’atomes de carbone (24 pour le corone`ne, 6 pour le
benze`ne) et le nombre d’atomes d’argon retire´s (3 pour le benze`ne et 7 pour
le corone`ne). Ceci induit une augmentation des interactions C-Ar et donc, la
diffe´rence e´nerge´tique observe´e. Deux isome`res stables sont obtenus en matrice,
e´nerge´tiquement quasi de´ge´ne´re´s : l’isome`re (C24H12)(H2O)surface et (C24H12)(H2O)lateral.
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La stabilisation de l’isome`re late´ral peut s’expliquer par l’augmentation
des e´nergies de polarisation et de Van der Waals, supe´rieures a` celles obtenues
quand la mole´cule d’eau interagit directement avec le syste`me pi du corone`ne.
En effet, dans le cas de l’isome`re en surface, le nombre d’atomes d’argon avoi-
sinant la mole´cule d’eau est diminue´ suite a` la pre´sence du corone`ne.
Enfin, en ne conside´rant que l’e´nergie d’interaction Eint, on ne peut pas
non plus e´carter la pre´sence de l’isome`re ou` l’eau se retrouve loin du corone`ne.
Nous pouvons a` pre´sent nous inte´resser aux spectres IR et aux de´calages
engendre´es par la matrice. Les modes νCH(str), δCH(i.p), νCC(str) et γCH(o.o.p)
sont similaires a` ceux du benze`ne, les modes CCCdef , CHdef et CCCdef2 sont
pre´sente´s dans la Figure 5.43. Dans les Tables 5.12 et 5.13 sont reporte´es les
valeurs des principales bandes IR a` tempe´rature finie.
Notons que les spectres IR pre´sente´s dans la suite de ce manuscrit ne sont
issus que d’une simulation de 200 ps dont nous avons seulement utilise´ 100
ps apre`s la proce´dure de thermalisation. On s’attend a` ce que les positions
soient raisonnables, il est cependant tre`s improbable que les intensite´s soient
converge´es
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Table 5.12 – Positions et de´calages (en cm−1) des bandes du corone`ne dans les diffe´rents complexes en matrice d’argon. La
tempe´rature de simulation est de (10 K ± 1)
νCH(str) δCH(i.p) νCC(str) γCH(o.o.p) CCCdef CHdef CCCdef2
C24H12 3040 1183 1842/1707/1641 824 773 525 404
(C24H12)(H2O)surface 3054 1176 1848/1701/1641 824 771 524 405
(C24H12)(H2O)lat 3049 1166 1848/1703/1649 826 777 527 402
(C24H12)(H2O)loin 3042 1176 1849/1707/1633 822 768 524 402
(C24H12)(H2O)2 3059 1177 1848/1703/1642 834 770 526 405




(C24H12)(H2O)surface 3767 1595 4039
(C24H12)(H2O)lat 3796 1573 4058
(C24H12)(H2O)loin 3778 1581 4054
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Figure 5.40 – Spectres IR de la zone des νCH des syste`mes en matrice d’ar-
gon suivants : (C24H12) (rouge), (C24H12)(H2O)surface (vert), (C24H12)(H2O)lat
(bleu) et (C24H12)(H2O)loin (violet).
Contrairement au benze`ne, l’eau et la matrice jouent un roˆle sur la bande
νCH qui se retrouve de´cale´e vers le bleu de 14 cm
−1, dans le cas ou` l’eau est
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Figure 5.41 – Spectres IR dans la zone δCH de : (C24H12) (rouge),
(C24H12)(H2O)surface (vert), (C24H12)(H2O)lat (bleu) et (C24H12)(H2O)loin
(violet).
La bande δCH est aussi affecte´e par la pre´sence de l’eau. La valeur de la
bande pour le corone`ne seul est de 1183 cm−1, avec une mole´cule d’eau en
position late´rale. Elle se retrouve de´cale´e de -17 cm−1, de 7 cm−1 pour le
complexe en surface et de 7 cm−1 e´galement en position e´loigne´e. Cette bande
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Figure 5.42 – Spectres IR dans la zone γCH de : (C24H12) (rouge),
(C24H12)(H2O)surface (vert), (C24H12)(H2O)lat (bleu) et (C24H12)(H2O)loin
(violet).
En s’inte´ressant a` la bande γCH , situe´e autour de 820 cm
−1, on observe aussi
des variations dues a` la pre´sence de l’eau. En position surface, l’eau n’induit
aucun de´calage, alors qu’en position lat et loin, on observe respectivement des
de´calages de +2 et -2cm −1. Cette bande pourrait donc aussi permettre de
diffe´rencier les isome`res.
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On s’inte´resse a` pre´sent aux modes IR plus mous, note´s ci-apre`s CHdef ,
CCCdef et CCCdef2 dont les vecteurs propres pour le corone`ne sont reporte´s
sur la Figure 5.43. Les spectres IR pour CHdef et CCCdef sont reporte´s sur la
Figure 5.44.
Figure 5.43 – Modes CCCdef2 (a) (de´formation dans le plan), CHdef (b)
(de´formation hors plan) et CCCdef (c) (de´formation dans le plan)
[160]
Les bandes CHdef (520 cm
−1) et CCCdef (400 cm−1) donnent aussi des in-
formations inte´ressantes. Pour la zone situe´e autour de 520 cm−1, les isome`res
surface et loin posse`dent des bandes faiblement de´cale´es vers le rouge (1 cm−1),
alors que l’isome`re lat est de´cale´ vers le bleu de 2 cm−1. Pour la bande CCCdef ,
ce sont les bandes des isome`res lat et loin qui voient leur bandes de´cale´es vers
le rouge (3 cm−1), et l’isome`re surface a une bande le´ge`rement de´cale´e vers le
bleu (+1 cm−1). Ces informations sont comple´mentaires pour la comparaison
avec les valeurs expe´rimentales.
Si l’on s’inte´resse a` pre´sent aux bandes de l’eau, on peut voir que la position
des bandes ν1 et ν3 varie en fonction de l’isome`re e´tudie´. Dans le cas de l’eau
en surface du corone`ne, ces bandes sont fortement de´place´es vers les basses
e´nergies, respectivement de -16 et -11 cm−1, alors que dans le cas de l’isome`re
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Figure 5.44 – Spectres IR dans la zone CHdef (gauche) et CCCdef (droite)
de : (C24H12) (rouge), (C24H12)(H2O)surface (vert), (C24H12)(H2O)lat (bleu) et
(C24H12)(H2O)loin (violet).
de l’eau en position lointaine, les valeurs sont respectivement de -5 et +4 cm−1.
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Figure 5.45 – Spectres IR dans la zone ν1−3 de l’eau en matrice d’argon
de : H2O (rouge), (C24H12)(H2O)surface (vert), (C24H12)(H2O)lat (bleu) et
(C24H12)(H2O)loin (violet).
Expe´rimentalement, on ne remarque aucune modification sur les bandes de
l’eau (Figure 5.46).
Deux hypothe`ses sont donc possibles. (i) La mole´cule d’eau se retrouve en
position e´loigne´e du corone`ne, meˆme si les autres positions sont plus stables
de 2500 cm−1, le plan forme´ par les atomes d’argon ayant cre´e´ une barrie`re
avec le corone`ne. (ii) Les bandes de l’eau/corone`ne sont brouille´es par celles
du dime`re d’eau.
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Figure 5.46 – Spectres expe´rimentaux [155] en matrice d’argon des bandes
de l’eau en pre´sence de corone`ne. Le spectre en bleu repre´sente l’eau sans
corone`ne, le spectre rouge avec corone`ne, les spectres vert et cyan sont obtenus
avec des concentrations plus e´leve´es en corone`ne
Le brouillage par le dime`re d’eau est une possibilite´, car l’ensemble des
bandes des diffe´rents isome`res des complexes Corone`ne/Eau se retrouvent su-
perpose´es aux bandes du dime`re d’eau. Ceci implique que nous ne pouvons pas
conclure a` la pre´sence ou non d’un isome`re ou d’un autre vis-a`-vis des donne´es
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Figure 5.47 – Spectres IR en matrice d’argon dans la zone ν1−3 de :
(H2O)2 (rouge), (C24H12)(H2O)surface (vert), (C24H12)(H2O)lat (bleu) et
(C24H12)(H2O)loin (violet).
Quant aux bandes du corone`ne, on ne peut non plus statuer a` partir du
mode νCH , dont la position des bandes ne devrait pas eˆtre fiable en s’appuyant
sur les re´sultats du benze`ne. Cependant, les autres bandes sont comparables
aux e´tudes expe´rimentales.
On peut mettre en e´vidence que la bande νCC est de´cale´e vers le rouge de 2
cm−1, la bande γCH est de´cale´e vers le bleu de 2-3 cm−1, que la bande CHdef
n’a pas de de´calage notoire et que la bande CCCdef n’est pas de´cale´e non plus.
En comparant avec les donne´es the´oriques obtenues a` tempe´rature finie,
on peut supposer qu’il s’agisse de l’isome`re surface (de´calages de 0,0,-0.5,-1
cm−1), mais les faibles valeurs de de´calage e´tant comprises dans la zone d’er-
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Figure 5.48 – Spectres expe´rimentaux [155] des bandes du corone`ne en matrice
d’argon en pre´sence d’eau a` diffe´rentes concentrations. ASW correspond a` la
glace amorphe solide (Amorphous Solid Water)
reur, ne permettent pas de conclure sur une e´ventuelle pre´sence de l’isome`re.
De ce fait, nous pouvons conclure cette partie en mettant en avant que la
SCC-DFTB/FF permet d’e´valuer les diffe´rences e´nerge´tiques entre les isome`res.
Cependant, l’e´tude des spectres IR et la comparaison avec ceux obtenus expe´rimentalement
ne permet pas de discriminer les isome`res observe´s.
Notons que lors d’expe´riences en matrice, la stœchiome´trie n’est pas connue.
Nous avons effectue´ des calculs ou` deux mole´cules d’eau sont adsorbe´es en sur-
face du corone`ne. Par rapport a` l’isome`re surface, on a rajoute´ une mole´cule
d’eau se´pare´e de la premie`re par un atome d’argon en position apicale par
rapport aux liaisons C-H du corone`ne. La ge´ome´trie optimise´e est reporte´e sur
la Figure 5.49 et les re´sultats obtenus lors du calcul avec deux mole´cules dans
les Tables 5.11, 5.12 et 5.13.
Nous avons de´libe´re´ment choisi un syste`me avec deux mole´cules d’eau
se´pare´ee par un atome d’argon, pour pouvoir comparer les re´sultats sans que
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Figure 5.49 – Ge´ome´tries du complexe (C24H12)(H2O)2 apre`s optimisation
en matrice d’argon.
l’e´nergie d’interaction H2O−H2O ne fasse trop pencher la balance e´nerge´tique
en faveur du dime`re. On observe un effet de la stœchiome´trie sur la position
de la bande γCH , qui semble se rapprocher des re´sultats expe´rimentaux lors
de l’augmentation en concentration de l’eau (+10 cm−1 en SCC-DFTB/FF
et +8 cm−1 expe´rimentalement). De plus, l’e´nergie de substitution est de -
8174 cm−1, soit plus favorable de 274 cm−1 que le monome`re. Le fait que le
dime`re soit plus stable, mais aussi le fait que les donne´es spectroscopiques,
the´oriques et expe´rimentales, aient la meˆme tendance avec l’augmentation du






L’ensemble des travaux effectue´s durant cette the`se ont permis de vali-
der le mode`le SCC-DFTB/FF, que nous avons de´veloppe´, et de l’appliquer a`
des syste`mes inte´ressants pour les expe´rimentateurs (agre´gats mole´culaires en
matrice d’argon).
Lors de l’e´tude sur des syste`mes C6H6Arn et H2OArn, nous avons pu montrer
un bon accord pour les ge´ome´tries des agre´gats neutres, entre les re´sultats
de notre mode`le et ceux obtenus avec des me´thodes ab initio, ainsi qu’avec
d’autres travaux the´oriques issus de la litte´rature. En ce qui concerne les po-
tentiels d’ionisation verticaux et adiabatiques, nous avons pu reproduire de
manie`re the´orique les re´sultats expe´rimentaux publie´s dans la lite´rature pour
C6H6Arn.
La seconde partie de cette the`se a e´te´ consacre´e aux agre´gats d’eau dans des
matrices de taille finie d’atomes d’argon (H2O)nArm. Pour les petits agre´gats
d’eau (n≤5), nous avons de´termine´ les structures et e´nergies des isome`res po-
tentiellement forme´s en matrice. Nous avons e´galement extrait les spectres IR
a` tempe´rature finie, que l’on compare aux donne´es expe´rimentales Ceci nous
permet de valider le mode`le pour ce type de syste`mes. L’e´tude de l’hexame`re en
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matrice s’est re´ve´le´e plus complexe : la pre´sence d’un grand nombre d’isome`res
proches en e´nergie, ainsi que la superposition des bandes IR ne nous autorisent
pas a` tirer de conclusions sur la pre´sence spe´cifique d’un isome`re particulier.
Enfin, la dernie`re partie de cette the`se, consacre´e a` des complexes d’Hy-
drocarbures Aromatiques Polycycliques (HAP) en pre´sence d’eau dans des
agre´gats d’argon de taille finie, a e´te´ un travail complexe qui semble cependant
reproduire les donne´es expe´rimentales. Les donne´es e´nerge´tiques et spectrales
obtenues dans le cas de (C6H6/H2O)Arn sont cohe´rentes avec les donne´es
expe´rimentales et permettent de valider le mode`le pour ce type de complexes.
L’e´tude de complexes corone`ne/eau en matrice d’argon est plus difficile en rai-
son de la taille des syste`mes et de la complexite´. La comparaison the´orie/expe´rience
est e´galement plus ardue : comme dans le cas de l’hexame`re d’eau en matrice,
de nombreux isome`res existent potentiellement et la stœchiome´trie n’est pas
connue. Nous avons cependant mis en e´vidence pour ce travail pre´liminaire
l’existence de deux isome`res quasi-de´ge´ne´re´s pouvant expliquer les observa-
tions expe´rimentales.
Ces e´tudes seront poursuivies, notamment en fixant les bords de l’agre´gat
d’atomes d’argon pour e´tudier l’influence de la pression sur les donne´es struc-
turales, e´nerge´tiques et spectrales puis, e´ventuellement, en travaillant en condi-
tions pe´riodiques. Des e´tudes sur d’autres syste`mes forme´s expe´rimentalement,
comme des porphyrines [51], seront e´galement envisage´es. Enfin, la description
the´orique avec un mode`le similaire mixte DFTB/FF de PAH interagissant avec
des glaces d’eau, d’inte´reˆt astrophysique, sera effectue´e. Les re´sultats pourront
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This thesis presents the development and applications of an hybrid quantum-classical formalism
in order to describe the electronic structure of an active system in a cryogenic environment (cluster or
rare gas matrix). The quantum description of the electronical structure of the active system is based
on a a tight-binding approximation of the density functional theory, with self-consistency regarding
the charges (SCC-DFTB). The rare gaz environment is described via classical atom-atom potential
(FF).
The interaction between the active system and the atoms of the cryogenic environment is represen-
ted by local anisotropic matricial electron-atom operators, as well as by polarisation and dispersion
contributions. Operators and interaction parameters are extracted from post Hartree-Fock ab initio
calculations (CCSD-T) of active atom/argon atom pairs. The applications involve hydrocarbons,
isolated water clusters or hydrocarbon/water complexes in interaction with argon clusters or ma-
trices. The model has been validated on small systems (C6H6 molecule, H2O molecule) in interaction
with argon atoms and clusters. We have been able to determine structural and energetic data for
(C6H6)Arn (n≤ 55) clusters which are benchmarked against ab initio results (DFT,CCSD-T) for the
smaller sizes, or with respect to FF calculations, available in the literature, for larger sized clus-
ters. The model enables to treat various electronic situations, allows in particular to determine the
evolution of the ionization potentials of the active system as a function of the inert cluster size.
The SCC-DFTB/FF model has then been applied to water molecules and water nano-clusters
(H2O)n (n=2-6) embedded in argon matrices, represented by finite size cristal pieces of the face cen-
tered cubic lattice. Structural and energetical data have been obtained. Molecular dynamics studies
have enabled the determination of finite temperature infrared (IR) spectra. Comparison between the
theoretical and experimental spectra of the water monomer embedded in the matrix validates the
SCC-DFTB/FF approach. The case of the water hexamer (H2O)6, the smallest cluster presenting
a three-dimensional structure and caracterized by several low-energy isomers, has been investigated
exhaustively : the effect of the matrix on the structures of some isomers has been shown as well
as differential effects on their respective stabilities. An influence on IR lines positions has also been
highlighted. Our theoretical study allows for a satisfactory interpretation of the experimental data
for the smallest clusters (n¡4). The assignment of the experimental spectra of the hexamer remains
in discussion.
Finally, preliminary results on structures, energetics and finite temperature IR spectra have been
obtained for Polycyclic Aromatic Hydrocarbons (PAH) /water complexes. The results for the com-
plexes are discussed in relation with experimental data obtained in the team of Joe¨lle Mascetti at the
Institute of Molecular Sciences (University of Bordeaux I), in the context of an ANR collaborative
project (ANR PARCS no 13-BS08-0005). The thesis has been co-financed by the CNRS Institute of
Physics and Conseil Regional of Region Midi-Pyre´ne´es.
Re´sume´
Cette the`se pre´sente le de´veloppement et les applications d’un formalisme hybride quantique-
classique pour de´crire la structure e´lectronique d’un syste`me actif avec un environnement cryoge´nique
(agre´gat ou matrice d’atomes de gaz rare). La description quantique de la structure e´lectronique du
syste`me actif est faite dans le cadre d’une approximation de type Liaisons Fortes de la The´orie de la
Fonctionnelle de la Densite´, avec charges atomiques autocohe´rentes (SCC-DFTB). L’environnement
de gaz rare est de´crit par des potentiels classiques atome-atome (FF).
L’interaction entre le syte`me actif et les atomes de l’environnement cryoge´nique est repre´sente´e
par des ope´rateurs matriciels locaux anisotropes e´lectron-atome, ainsi que par des contributions de
polarisation et de dispersion. La de´termination des ope´rateurs et des parame`tres d’interaction est
extraite de calculs ab initio post Hartree-Fock (CCSD-T) sur les paires atome actif/atome d’argon.
Les applications concernent les interactions entre hydrocarbures, agre´gats d’eau isole´s ou complexes
hydrocarbures/eau avec des agre´gats et ou des matrices d’argon. Le mode`le est valide´ sur de petits
syste`mes (mole´cule C6H6 , mole´cule H2O) en interaction avec des atomes et agre´gats d’argon. Nous
avons ainsi de´termine´ les donne´es structurales et e´nerge´tiques pour les agre´gats (C6H6)Arn (n≤ 55)
qui ont e´te´ compare´es a` des donne´es ab initio (DFT, CCSD-T) pour les plus petits agre´gats, ou
a` des calculs de champ de force publie´s dans la litte´rature pour les agre´gats de plus grande taille.
Le mode`le permet e´galement un traitement unifie´ de diffe´rentes situations e´lectroniques permettant
ainsi la de´termination de l’e´volution des potentiels d’ionisation du syste`me actif en fonction de la
taille n de l’agre´gat solvatant.
Le mode`le DFTB/FF a ensuite e´te´ applique´ a` des mole´cules et nano-agre´gats d’eau (H2O)n (n=2-
6) inse´re´s dans des matrices d’argon, repre´sente´es par des sous-ensembles finis du re´seau cristallin
cubique faces centre´es. Des donne´es structurales et e´nerge´tiques ont e´te´ obtenues. Des e´tudes de
dynamique mole´culaire ont permis la de´termination de spectres infrarouges (IR) a` tempe´rature finie.
La comparaison des spectres IR the´oriques caracte´risant une mole´cule d’eau en matrice avec les
donne´es expe´rimentales nous a permis de valider l’approche DFTB/FF. Le cas de l’hexame`re (H2O)6,
plus petit agre´gat pre´sentant une structure tri-dimensionnelle et caracte´rise´ par plusieurs isome`res
stables, a e´te´ e´tudie´ de fac¸on exhaustive : l’effet de la matrice sur les structures de certains de ces
isome`res a e´te´ mis en e´vidence, ainsi que des effets diffe´rentiels sur leur stabilite´s respectives. Une
influence sur les positions des bandes IR des agre´gats a e´galement e´te´ montre´e. Les re´sultats obtenus
permettent une interpre´tation satisfaisante des donne´es expe´rimentales existantes pour les plus petits
agre´gats. L’assignation des spectres expe´rimentaux de l’hexame`re demeure incertaine.
Enfin, des re´sultats pre´liminaires sur les structures, l’e´nerge´tique et les spectres IR a` tempe´rature
finie ont e´te´ obtenus pour des complexes d’Hydrocarbures Aromatiques Polycycliques avec l’eau
(HAP-H2O) en matrices d’argon. L’ensemble des donne´es obtenues pour ces complexes est discute´
en relation avec les re´sultats expe´rimentaux en environnement cryoge´nique obtenus dans l’e´quipe de
Joe¨lle Mascetti de l’Institut des Sciences Mole´culaires de l’Universite´ Bordeaux I, dans le cadre d’une
collaboration ANR (ANR PARCS no 13-BS08-0005). Ce travail a be´ne´ficie´ d’une allocation de the`se
co-finance´e par l’Institut de Physique du CNRS et le Conseil Re´gional de la re´gion Midi-Pyre´ne´es.
Mots-clefs : Mode´lisation, chimie quantique, approche mixte quantique/classique, dynamique
mole´culaire, matrice de gaz rare, agre´gats mole´culaires, DFTB, champ de forces, spectroscopie infra-
rouge.
