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Abstract. Sandvik NanoflexTM combines good corrosion resistance with high strength. The steel has good deformability
in austenitic conditions. This material belongs to the group of metastable austenites, so during deformation a strain-
induced transformation into martensite takes place. After deformation, the transformation continues as a result of internal
residual stresses. Depending on the heat treatment, this stress-assisted transformation is more or less autocatalytic. Both
transformations are stress-state, temperature and crystal orientation dependent.
This article presents a constitutive model for this steel, based on the macroscopic material behaviour measured by inductive
measurements. Both the stress-assisted and the strain-induced transformation to martensite are incorporated in this model.
Path-dependent work hardening is also taken into account, together with the inheritance of the dislocations from one phase
to the other. The model is implemented in an internal Philips code called CRYSTAL for doing simulations. A multi-stage
metal forming process is simulated. The process consists of different forming steps with intervals between them to simulate
the waiting time between the different metal forming steps.
During the engineering process of a high precision metal formed product often questions arise about the relation between
the scatter on the initial parameters, like standard deviation on the strip thickness, yield stress etc, and the product accuracy.
This becomes even more complex if the material is:
• instable,
• the transformation rate depends on the stress state, which is related to friction,
• the transformation rate depends on the temperature, which is related to deformation heat and the heat distribution during
the entire process.
A way to get more understanding in these phenomena in relation to the process is doing a process window study, using
DACE (Design and Analysis of Computer Experiments). In this article an example is given how to make a DACE study on
a a three stage metal forming process, using a distributed computing technique. The method is shown, together with some
results. The problem is focused on the influence of the transformation rate, transformation plasticity and dilatation strain on
the product accuracy.
THE MATERIAL MODEL FOR
SANDVIK NANOFLEXTM
Sandvik NanoflexTM belongs to the category of
metastable austenitic stainless steels. It is also a precipi-
tation hardenable steel, which means that the martensite
phase can be aged [1, 2]. For the chemical composition,
see Table 1.
Depending on the stability of the steel, two phenom-
ena occur:
• a stress-assisted transformation, below the flow
stress of the composite,
• a strain-induced transformation, above the flow-
stress of the composite at higher temperatures above
the martensite start temperature Mσs .
These transformations are stress state and temperature
dependent.
Strain-induced transformation
The following equation is used to describe the strain-
induced transformation:
ϕ˙strain =Cstrain(T,σH,Z)[(D1 +ϕ)n1( f −ϕ)n2 ]ε˙p, (1)
where ϕ is the martensite content and Cstrain is a func-
tion that describes the dependence of the transformation
on the temperature T , hydrostatic stress σH and material
TABLE 1. Chemical composition of Sandvik NanoflexTM steel[1]
C+N Cr Ni Mo Ti Al Si Cu
NanoflexTM ≤0.05 12.0 9.0 4.0 0.9 0.40 ≤0.5 2.0
structure Z. The parameter Z depends on the annealing
conditions before metal forming, the chemical composi-
tion and crystal orientation and is treated as a constant
for this study, Cstrain is related to the thermodynamics of
the transformation.
In Figures 1 and 2, the simulated and measured flow
stress and martensite content are depicted as function of
the equivalent plastic strain . The values n1 and n2 are
fit constants, D1 is related to the nucleation of the trans-
formation and f is the saturation value of the transfor-
mation. In both figures, the far left lines correspond to a
temperature of 223 K whereas the far right lines corre-
spond to 423 K.
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FIGURE 1. The fitted flow stress model and measured data.
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FIGURE 2. The fitted strain-induced martensite model and
measured data.
Stress-assisted transformation
The description of the stress-assisted transformation is
based on [3], but rewritten in a more general form:
ϕ˙stress =Cstress(T,σH,εp,Z)[(D2(Z)+ϕ)n3
( fstress(T,σH,εp,Z)−ϕ)n4 ],
(2)
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FIGURE 3. Stress assisted transformation as function of im-
posed stress level, after plastic pre-straining up to a martensite
content of 50%
where Cstress is a function that describes the dependence
of transformation on hydrostatic stress, temperature and
material structure. Figure 3 shows the stress- assisted
transformation after plastic pre-straining (resulting in
50% martensite), as function of the imposed stress level.
For the total martensite applies:
ϕ˙ = ϕ˙stress + ϕ˙strain, (3)
Work hardening
For this study it is assumed that the work hardening
depends on plastic strain, martensite content, tempera-
ture, and the influence of strain rate. The flow stress of
austenite (i = 1) and martensite (i = 2) is written as:
σYi = σ0i
√
Yi
(
1+
ε˙p
ψi
) 1
mi
, (4)
Here, σ0 is the basic stress which depends on strain rate
and temperature, Y is the general dislocation density for
one phase, ε˙p is the equivalent plastic strain rate, ψ the
reference strain rate and m a constant depending on strain
rate and temperature. For the combination of both phases
the equation becomes
σY = σY1 +
1+ tanh
(
ϕ−ϕ0
q
)
2
(σY2 −σY1 ), (5)
where ϕ0 and q are introduced to describe the non-linear
relation between the flow stresses as a mixture rule. The
evolution of the dislocation density in the austenite and
martensite is described as follows:
˙Yi =
{
[C1i(C2i−Yi)C3i +C4i(ε˙p,T )] ε˙p if Yi ≤C2i,
[C4i(ε˙p,T )] ε˙p if Yi >C2i,
(6)
where C1i,C2i,C3i are material constants and C4i depends
on temperature and strain rate. The constants are not
directly related to physical phenomena but are chosen to
fit the experiments.
To describe the recovery effect for the dislocation
transfer during transformation the following equation is
introduced:
˙Y trans2 =
ϕ˙strain
ϕstrain
(C9(T )Y1 +C10)−
ϕ˙
ϕ Y2, (7)
where C9 is a constant that depends on temperature and
C10 depends on the transformation boundary. For more
details on the model, the reader is referred to [4].
PROCESS WINDOW STUDIES
Introduction
The ever increasing pressure on the development time
of new products and processes has changed the design
process over the years drastically. In the past, design
merely consisted of experimentations and physical pro-
totyping. In the last decade, computer simulation mod-
els such as FEM and CFD have become very popular
in engineering design and analysis. The application de-
scribed in this paper is just one of many examples. In
many cases, only predicting the quality characteristics of
a design is not enough. Usually, designers are confronted
with the problem of finding settings for a number of de-
sign parameters that are optimal with respect to several
simulated product or process quality characteristics.
Since there are usually many possible combinations of
design parameter settings, the crucial question becomes
how to find the best possible settings with a minimum
number of simulations. This new challenge has led to
a new engineering discipline, often referred to as de-
sign and analysis of computer experiments (DACE). All
methodologies that are suggested in literature rely heav-
ily on statistics and mathematical optimization theory.
Generally, we can distinguish two types of approaches:
iterative approaches and global modelling approaches.
Many papers have been published on applications of
DACE in a wide variety of engineering disciplines. In
this paper, we present, with the DACE method Compact
[5], an application on optimizing the manufacturing pro-
cess. Compact has already been used in several cases, for
example see Den Hertog and Stehouwer[5], and is based
on global modelling , see Figure 4.
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Figure 2 gives these steps.  In the sequel, each of these
steps will be described.
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Figure 2: COMPACT approach.
Step 1: Problem Specification
In the problem specification step the design
optimisation problem is formulated as to find settings
for the design parameters such that the design and
respo se parameters satisfy certain constraints and some
optimality requirement is satisfied. This optimality
requirement is expressed in terms of an objective
function. Elements that need to be specified in Step 1
are:
 Design and response parameters
 Design and response parameter constraints
 Objective function
Note that the importance of choosing suitable design
and response parameters should not be underestimated.
An example that we frequently see in practice is the
case were the maximum over a number of responses has
to be minimised. In such a situation it is better to model
the individual responses in stead of taking the maximum
as a single response.
Step 2: Design of Computer Experiments
The second step generates a set of suitably chosen
design parameter settings or design points that must lie
within the feasible design region, i.e., the part of the
design parameter space that satisfies all bounds on
design parameters defined in Step 1.
The problem of choosing the initial design points is
called Design of Experiments (DOE) (Montgomery,
1984). Classical DOE mainly focuses on physical
experimentation in which experiments are subject to
noise. Classical DOE schemes have the following
drawbacks when used for computer experimentation
 In computer experimentation noise does not play a
role, since running a computer simulation twice
generally yields exactly the same results. Therefore,
no information is gained from the repeated
simulation of the same design point such is often
done in classical DOE.
 Also due to the presence of noise, in physical
experimentation it is often optimal to have design
points lie on the borders of the design region. In
computer experimentation other parts of the design
region are often equally interesting.
 A drawback of most classical experimental design
methods is that they are only applicable for
rectangular design regions.
For these reasons we do not propagate the use of
classical simulation schemes for computer
experimentation.
In computer experimentation simulation schemes for
computer experimentation must be space filling and
non-collapsing. These notions will be explained next.
Space filling schemes– As we will explain, the goal of
Step 3 is to obtain response surface models for all
response parameters that predict well for the entire
design region. To accomplish this, one has to choose the
design points such that as much information as possible
is captured from the simulation tool. Intuitively this is
the case when the design points are spread throughout
the design region as evenly as possible, i.e., the
simulation scheme is space filling. Hereby we assume
that no information about the function underlying the
simulation model is available.
Non-collapsing schemes – Initially it is usually not
known which design parameters are important and
which are not. A simulation scheme is called non-
collapsing if, in case one or more of the design
parameters appear to be unimportant, every point in the
scheme still gives information about the influence of the
other design parameters on the response. In this way
none of the time consuming computer experiments may
become useless.
 From our design optimisation practice we know that
it often occurs that the feasible design region is non-
box. For example, this may happen if points outside this
region have no physical interpretation and cannot be
simulated. Moreover, it is always better to use prior
knowledge on uninteresting or infeasible parts of the
design space when making your simulation scheme.
For these reasons simulation schemes for computer
experimentation should be
 space filling,
 non-collapsing, and
 able to handle non-box design regions.
The approach we developed for generating such
schemes searches for the most space filling simulation
scheme within the class of so-called Latin Hypercube
Designs (LHD). It extends the approach presented by
Morris and Mitchell (1995) and will be outlined below.
A detailed technical treatment will be published
elsewhere.
FIGURE 4. The Compact approach.
DISTRIBUTED COMPUTING
Distributed computing is based on using the idle com-
puting time within computer networks, by doing defined
tasks within this time period. The design choices that
were made concerning, the structure and the protocols to
build the distributed system, are based on the scalability,
robustness and controllability of the syst m.
The entire process is monitored and controlled through
the use of three databases see Figure 5:
• the user database,
• the calculation database,
• the client database.
The user database is coupled to the calculation database
and contains information about the users. The client
database contains information ab ut th clients such
as: number of calculations done, computer architecture
and calculations being computed. The client database is
also coupled to the calculation database. The calculation
database contains the information about the calculation
such as: calculation-id, status, calculation type, calcula-
tion size and owner.
TABLE 2. Used parameters in DACE analyses, ∗: 1=normal, 2=uniform
Number Parameter Low High Dimension Distribution∗ 3 * Std. deviation
1 Initial temperature 288 298 K 1 5
2 Material thickness 0.49 0.51 mm 1 0.01
3 Influence Chemical composition (Cstrain) 280 420 K 1 25
4 Initial flow stress austenite 280 380 N/mm2 1 50
5 Saturation value for martensite ( fstress) 0.6 0.8 - 1 0.1
6 Time step between step1 and step2 0 600 sec 2 300
7 Time step between step2 and step3 0 600 sec 2 300
8 Waiting time after step3 100 10800 sec 2 5100
9 Ram depth step1 related to nominal -0.02 +0.02 mm 1 0.02
10 Ram depth step2 related to nominal -0.02 +0.02 mm 1 0.02
11 Ram depth step3 related to nominal -0.02 +0.02 mm 1 0.02
12 Coulomb Friction 0.008 0.15 - 1 0.035
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FIGURE 5. The structure of the CRYSTAL distributed com-
puting system.
The example process
The example product is a stamped and hardened ax-
isymmetric product made of Sandvik NanoflexTM [6], see
Figure 6. The product is stamped in three metal forming
steps and a heat treatment. The total production process
consists of different steps:
• 1: stamping step: a simple deep drawing operation,
• 2: waiting step which simulates the transport of the
product from stamping step 1 to 2,
• 3: stamping step, a second deep drawing step,
• 4: waiting step, simulating the transport from stage
2 to stage 3,
• 5: stamping step: biaxial stretching in reverse direc-
tion,
• 6: waiting step: this is the time from stamping up to
austenitising,
• 7: austenitising during 30 minutes at 1373 K, Dur-
ing this austenitising the material becomes instable,
• 8: an isothermal transformation step at 223 K during
24 hours,
• 9: precipitation step during 15 min at 823 K.
During the stamping process the product will become
partly martensitic, during waiting this transformation
continues. After austenitising, the product is fully
austenitic and during isothermal transformation it will
become martensitic again on a level of about 60 to 80%.
During this transformation process, transformation and
dilatation strains will occur, resulting in dimensional
changes of the product shape.
The aim of this example is to look at the Hardness
and the accuracy of the bearing radius on the top of the
product, see figure 6. The question to solve is:
• What is the best product route to realize the most
accurate radius and a high hardness.
An extra problem is that Sandvik NanoflexTM has a stress
assisted transformation after stamping, related to the
residual stresses caused by stamping. This results in di-
mensional changes after stamping in time, this waiting is
a part of the simulation.
FIGURE 6. A photo of the three stage process.
TABLE 3. Nominal values of the re-
sponse parameters
Hardness Radius
450HV (0.2) 4.1mm
CALCULATIONS
The Compact approach consists of 4 steps, see also Fig-
ure 4:
• problem definition: In the first step, the design anal-
yses problem is defined. First of all, we need to de-
fine the design parameters that we want to vary, see
Table 2. Next, we need to define the quality charac-
teristics that are important in evaluating the process.
These quality characteristics are usually referred to
as response parameters. In this case, response pa-
rameters are divided over three process steps. For
every step, we defined the response parameters that
are printed in Table 3,
• Design of computer experiments: The second step
in the Compact methodology generates a set of
suitably chosen combinations of design parameter
settings or design points that must be located within
the feasible design region, i.e., the part of the design
parameter space that satisfies all bounds on design
parameters defined in step 1, using so-called Latin
Hypercube Designs (LHD) approach [5],
• Compact modelling: The third step consists of fit-
ting a compact model for every response param-
eter in terms of the design parameters. There are
three types of models: linear, quadratic and inter-
polation models such as Kriging models. The com-
pact models are based on the simulation output gen-
erated after step 2. After models are fitted, they
are validated to see if their predictions are accurate
enough. If not, extra simulation results are added to
the compact models. In this case it consists of 120 X
7(number of steps) calculations, solved using a dis-
tributed computing technique with a LAN consist-
ing of 30 CPU’s. All calculations were done within
100 hours, total CPU time 3000 hours.
• Analysis: Since in this process window study we
want to find out how sensitive the design is to vari-
ations in the (in reality non-controllable) design pa-
rameter settings, we defined a realistic probability
distribution on the design parameters. Since com-
pact models can be evaluated very quickly in com-
parison to the simulation, we can use a Monte Carlo
study (which uses thousands of evaluations) to anal-
yse the effect of the from probability distribution on
the response parameters. In this way we analyse the
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FIGURE 7. The hardness distribution after stamping.
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FIGURE 8. The radius distribution after stamping.
robustness of the process.
RESULTS
The results of three Monte Carlo simulations are shown
in the following figures:
• Figure 7 and 8 give the results direct after stamping,
• Figure 9 and 10 give the results after stamping
and waiting for 10800 sec. It is assumed that after
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FIGURE 9. The hardness distribution after stamping and
waiting for 24 hours stamping.
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FIGURE 10. The radius distribution after stamping and wait-
ing for 24 hours stamping.
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FIGURE 11. The hardness distribution after stamping, wait-
ing and re-hardening.
this time the stress-assisted transformation stops
because the positive residual stress will vanish due
to the dilatation strain. The results are very similar
with the results after stamping but there are some
little dimensional changes,
• Figure 11 and 12 give the results after stamping,
waiting, re-austenising and isothermal hardening.
The graphs show that using this method the hard-
ness will increase, but the accuracy of the radius
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FIGURE 12. The radius distribution after stamping, waiting
and re-hardening.
will decrease. This is related to the dilatation and
strain and transformation plasticity.
CONCLUSIONS
• DACE is a powerful instrument in combination with
a robust FEM solver to get inside information on a
process window,
• The most accurate product is realized by using only
the strain induced hardening and aging process,
• The highest hardness is realized by using the re-
austenizing and isothermal hardening and aging
process.
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