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Abstract
In this paper, with some special technics, we give a strong maximum principle for the equations
with nonstandard p(x)-growth conditions
−div(ϕ(x, |∇u|)∇u)+ d(x)f (x,u) = 0 in Ω,
where ϕ(x, s), d(x), f (x,u) satisfy some conditions.
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1. Introduction
In recent years, the study of differential equations and variational problems with non-
standard p(x)-growth conditions provoke much interest with the development of elasticity
theory, electrorheological fluids, etc. (see [24,28]). p(x)-growth conditions can be re-
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some results about this kind of problems (see [1–13,15–20,22,24,25]). The frameworks to
deal with these problems are the generalized Orlicz space Lp(x)(Ω) and the generalized
Orlicz–Sobolev space W 1,p(x)(Ω). In [15,16], Harjulehto and Hästö study some proper-
ties for the spaces Lp(x)(Ω) and W 1,p(x)(Ω) through p(x)-capacity (see [17,18]). On the
regularity for minimizers of variational problems and solutions of differential equations
with nonstandard growth conditions, we refer to [1–3,5–9,20]. It is well known that, when
p(x) ≡ constant, many satisfactory results about maximum principle for p-Laplacian have
been obtained (see [14,21,23,26,27]). Since problems with nonstandard p(x)-growth con-
ditions possess more complexity than those of p-Laplace, many methods used to treat
p-Laplacian are no longer valid for differential equations with nonstandard p(x)-growth
conditions. Since maximum principle plays an important role in treating positive solutions
of differential equations, it is necessary to establish some maximum principles for differ-
ential equations with nonstandard p(x)-growth conditions.
In this paper, we consider the equation
−div(ϕ(x, |∇u|)∇u)+ d(x)f (x,u) = 0 in Ω, (1)
where Ω is an open subset in RN, N  2, d(x) ∈ L∞(Ω), d(x) 0 a.e. in Ω .
Let the functions aj (x, η) = ϕ(x, |η|)ηj , j = 1, . . . ,N , be defined for all η ∈ RN , with
ϕ(x, s) > 0 for (x, s) ∈ Ω × (0,∞). (2)
We assume the following structural conditions:
aj (x,0) = 0, ∀x ∈ Ω, (3)
aj ∈ C1
(
Ω × (RN \ {0}))∩C0(Ω ×RN), (4)
N∑
i,j=1
∂aj (x, η)
∂ηi
ξiξj  Γ1|η|p(x)−2|ξ |2, ∀x ∈ Ω, η ∈ RN \ {0}, ξ ∈ RN, (5)
N∑
i,j=1
∣∣∣∣∂aj (x, η)∂ηi
∣∣∣∣ Γ2|η|p(x)−2, ∀x ∈ Ω, η ∈ RN \ {0}, (6)
N∑
i=1
∣∣∣∣∂g(x, s)∂xi
∣∣∣∣C1(1 + | lna|)g(x, s),
∀x ∈ Ω, s ∈ [a,1], for any a ∈ (0,1), (7)
where g(x, s) = ϕ(x, s)s for x ∈ Ω¯ , s ∈ R, Γ1 and Γ2 are positive constants, p(x) ∈
C1(Ω¯) and satisfies
1 <p− = inf
x∈Ω p(x) p
+ = sup
x∈Ω
p(x) < N. (8)
We also assume
f (x,0) = 0 and f (x, ·) is increasing for fixed x ∈ Ω, (9)
f (x,u) C2up(x)−1, ∀x ∈ Ω, u ∈ [0,1], (10)∣∣f (x,u)∣∣ C3|u|p∗(x)−1, for x ∈ Ω and u is big enough, (11)
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Note that (2)–(6) imply the unidimensional estimate
Γ1|s|p(x)−2  ∂g(x, s)
∂s
 Γ2|s|p(x)−2, ∀x ∈ Ω, s = 0. (12)
Obviously, g(x,0) = 0 and g(x, s) ∈ C1(Ω × (R \ {0})) ∩ C0(Ω × R), so that g(x, ·)
is strictly increasing, and we have
Γ1
p+
|s|p(x)−1  ∣∣g(x, s)∣∣ Γ2
p−
|s|p(x)−1, ∀x ∈ Ω, s ∈ R. (13)
If we write g(x, s) = g1(x, s)|s|p(x)−2s, then g1(x, s) ∈ [ Γ1p+ , Γ2p− ] for any x ∈ Ω , s ∈ R.
Denote Lu = −div(ϕ(x, |∇u|)∇u), then L is an operator from W 1,p(x)(Ω) to
(W 1,p(x)(Ω))∗ which satisfies nonstandard p(x)-growth conditions. The framework to
deal with the operator L and Eq. (1) is space Lp(x)(Ω) and W 1,p(x)(Ω). The main results
are the following.
Theorem 1.1. Let u be a weak super-solution of (1), u 0 a.e. in Ω , and u be not iden-
tical to zero in Ω . Then, for any nonempty compact subset K ⊂ Ω , there exists a positive
constant c such that u c a.e. in K .
Theorem 1.2. Let u be as in Theorem 1.1, x1 ∈ ∂Ω, u ∈ C1(Ω ∪ {x1}), u(x1) = 0. If Ω
satisfies the interia-ball condition at x1, then ∂u(x1)∂γ > 0, where γ is the inward unit normal
vector of ∂Ω on x1.
Obviously, if u ∈ C0(Ω) in Theorem 1.1, then u > 0 in Ω . We note that Theorem 1.1 is
valid if d(x) ≡ 0.
2. Preliminaries
In fact, in this paper we only concern with the local properties of u. Without loss of
generality, we may assume that Ω is bounded.
Denote
Lp(x)(Ω) =
{
u | u is a measurable real valued function,
∫
Ω
∣∣u(x)∣∣p(x) dx < ∞
}
,
W 1,p(x)(Ω) = {u ∈ Lp(x)(Ω) | |∇u| ∈ Lp(x)(Ω)},
the norms corresponding to Lp(x)(Ω) and W 1,p(x)(Ω) are defined as
|u|Lp(x)(Ω) = inf
{
λ ∈ R ∣∣ ∫
Ω
∣∣∣∣u(x)λ
∣∣∣∣
p(x)
dx  1
}
,
‖u‖W 1,p(x)(Ω) = |u|Lp(x)(Ω) + |∇u| .Lp(x)(Ω)
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1,p(x)
0 (Ω) is the closure of C
∞
0 (Ω) in W
1,p(x)(Ω). The spaces mentioned above are
all separable reflexive Banach spaces (see [11, Theorems 1.10 and 2.1]).
Define
A :W 1,p(x)(Ω) → (W 1,p(x)0 (Ω))∗,
as
〈Au,ϕ〉 =
∫
Ω
(
ϕ
(
x, |∇u|)∇u∇ϕ + d(x)f (x,u)ϕ)dx,
∀u ∈ W 1,p(x)(Ω), ∀ϕ ∈ W 1,p(x)0 (Ω);
from (4) and (13), it is easy to see that A is a continuous bounded mapping; moreover we
have
Lemma 2.1 (see [12, Theorem 3.1]). Let h ∈ W 1,p(x)(Ω), X = h + W 1,p(x)0 (Ω). Then,
A :X → (W 1,p(x)0 (Ω))∗ is a strictly monotone homeomorphism and it is coercive respect
to h.
Let g ∈ (W 1,p(x)0 (Ω))∗, if
〈g,ϕ〉 0, ∀ϕ ∈ W 1,p(x)0 (Ω), ϕ  0 a.e. in Ω,
then denote g  0 in (W 1,p(x)0 (Ω))∗; correspondingly, if −g  0 in (W 1,p(x)0 (Ω))∗, then
denote g  0 in (W 1,p(x)0 (Ω))∗.
Definition 2.2. Let u ∈ W 1,p(x)(Ω). If Au = 0, u is called a weak solution of Eq. (1). If
Au  0 (Au  0) in (W 1,p(x)0 (Ω))∗, then u is called a weak super-solution (weak sub-
solution) of Eq. (1).
Lemma 2.3 (Comparison principle). Let u,v ∈ W 1,p(x)(Ω) satisfy
Au−Av  0 in (W 1,p(x)0 (Ω))∗,
ϕ(x) = min{u(x)− v(x),0}.
If ϕ(x) ∈ W 1,p(x)0 (Ω) (i.e. u v on ∂Ω), then u v a.e. in Ω.
Proof. We assert that L is strictly monotone. Indeed, take η,η′ ∈ RN such that |η| =
|η′| = 1, without loss of generality 0 t1  t2, and then(
ϕ
(
x, |t1η|
)
t1η − ϕ
(
x, |t2η′|
)
t2η
′) · (t1η − t2η′)
= (g(x, t1)η − g(x, t2)η′) · (t1η − t2η′)
= g(x, t2)t2(s1η − η′) · (s2η − η′) = g(x, t2)t2
(
1 + s1s2 − (s1 + s2)η · η′
)
 g(x, t2)t2
(
1 + s1s2 − (s1 + s2)
)= g(x, t2)t2(1 − s1)(1 − s2),
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increasing, then we have s1, s2 ∈ [0,1], thus(
ϕ
(
x, |t1η|
)
t1η − ϕ
(
x, |t2η′|
)
t2η
′) · (t1η − t2η′) g(x, t2)t2(1 − s1)(1 − s2) 0,
obviously, if and only if t1η = t2η′ we have(
ϕ
(
x, |t1η|
)
t1η − ϕ
(
x, |t2η′|
)
t2η
′) · (t1η − t2η′) = 0.
Note that −ϕ  0 a.e. in Ω . Let Ω1 = {x ∈ Ω | u(x) < v(x)}. Then
0 〈Au−Av,−ϕ〉
= −
∫
Ω1
(
ϕ
(
x, |∇u|)∇u− ϕ(x, |∇v|)∇v)(∇u− ∇v)dx
−
∫
Ω1
d(x)
(
f (x,u)− f (x, v))(u− v)dx
 0,
thus,
∇ϕ = 0 a.e. in Ω, ϕ = 0 a.e. in Ω,
by ϕ ∈ W 1,p(x)0 (Ω), i.e. u v a.e. in Ω . 
Lemma 2.4 (see [9]). Under the conditions (2)–(8), if u ∈ W 1,p(x)(Ω) is a weak solution
of (1), then u ∈ C1,αloc (Ω), where α ∈ (0,1) is a const.
As a preparation of the proof of Theorem 1.1, we consider the boundary value problem
of the following ordinary differential equation:
(I )
{−(e−kt v′(t))′ = 0 in (0, T ),
v(0) = 0, v(T ) = a,
where a,T ∈ (0,1), (I ) has a unique solution
v(t) = a e
kt − 1
ekT − 1 . (14)
In order to prove Theorem 1.1, we need the fact that v(t) is a weak sub-solution of (1).
At first, we need some estimate about v(t),
v′(t) = a · k
ekT − 1e
kt , (15)
and it is easy to see that v′(t) > 0 and v′′(t) = kv′(t) > 0 for t ∈ [0, T ]. Therefore, v(t)
and v′(t) are strictly increasing on [0, T ]. From (15), we have
v′(0) = a
T
· kT
ekT − 1 >
a
T
· e−kT , (16)
and if
1  k  1 , (17)
T 2a
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v′(T ) = a
T
T k
ekT − 1e
kT <
a
T
· 2T k = 2ak  1. (18)
It is easy to see that
v′(t) 1
T
v(t) v(t) 0.
3. Proofs of main results
Proof of Theorem 1.1. Let u be a weak super-solution of (1), u 0 a.e. in Ω, and u be
not identical to zero, we will prove Theorem 1.1 in two steps.
Step 1. In the case of u ∈ C1(Ω).
We will prove that u > 0 in Ω . If it is false, then we can find x1, x2 ∈ Ω and an open
ball B(x2,2T )Ω such that x1 ∈ ∂B(x2,2T ), u(x1) = 0, u > 0 in B(x2,2T ). The radius
2T = |x1 − x2| can be chosen small enough (fix x1, let x2 vary).
Let
a = inf{u(x) | |x − x2| = T },
then a > 0 and ∇u(x1) = 0 since u(x1) = 0. When T → 0 we have a → 0 and aT → 0.
Denote
Y = {x ∈ Ω | T < |x − x2| < 2T },
d = sup{d(x) | x ∈ Y}.
For simplicity, let x2 = 0, r = |x−x2| = |x|, t = 2T − r . For t ∈ [0, T ] and r ∈ [T ,2T ],
let
w(r) = v(2T − r) = v(t),
then w′(r) = −v′(t), w′′(r) = v′′(t).
Let
w(x) = w(r) for x ∈ Y with |x| = r,
then w ∈ C2(Y ).
In the following, we will prove that w(x) is a sub-solution of Eq. (1) in Y.
By computation
div
(
ϕ
(
x,
∣∣∇w(x)∣∣)∇w(x))
= ∂g(x, v
′(t))
∂s
v′′(t)−
N∑
i=1
∂g(x, v′(t))
∂xi
xi
r
− N − 1
r
g
(
x, v′(t)
)
.
From (7), (12) and (13) we get
div
(
ϕ
(
x,
∣∣∇w(x)∣∣)∇w(x))

(
Γ1k − Γ2C1N
(
1 + ln 1′
)
− N − 1Γ2
)∣∣v′(t)∣∣p(x)−1,
v (t) T
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div
(
ϕ
(
x,
∣∣∇w(x)∣∣)∇w(x))

(
Γ1k − Γ2C1N
(
1 + ln 1
v′(0)
)
− N − 1
T
Γ2
)∣∣v′(t)∣∣p(x)−1
since 0 v(t) a < 1, according to (10), if we prove that there is a k which satisfies (17)
such that
Γ1k − Γ2C1N
(
1 + ln
(
T
a
· ekT
))
− N − 1
T
Γ2  C2d, (19)
then v(t) is a sub-solution of Eq. (1) in Y .
Let
k = 2
Γ1
[
Γ2C1N
(
1 + ln T
a
)
+ N − 1
T
Γ2 +C2d
]
,
obviously k satisfies (19) and 1
T
 k when T is small enough; since a
T
→ 0, when T → 0;
then
2
Γ1
Γ2C1N
(
1 + ln T
a
)
= T
a
[
2
Γ1
Γ2C1N
(
a
T
+ a
T
ln
T
a
)]
 T
a
when
a
T
→ 0,
it is easy to see that
k  T
2a
1
T
= 1
2a
when T is small enough,
and k satisfies (17) also.
Note that w  u on ∂Y , according to the comparison principle, we obtain w  u in Y ,
thus
lim
s→0+
u(x1 + s(x2 − x1))− u(x1)
s
 lim
s→0+
w(x1 + s(x2 − x1))−w(x1)
s
= v′(0) > 0,
which contradicts to ∇u(x1) = 0.
This completes the proof.
Step 2. In the case of u ∈ W 1,p(x)(Ω) be a general weak super-solution.
Denote Ω0 = {x ∈ Ω | ∃B(x, ε) ⊂ Ω , s.t. u = 0 a.e. in B(x, ε)}, Ω+ = Ω \ Ω0. Let
x0 ∈ Ω+, then ∃B(x0,2ε)Ω , s.t. u is not identical to zero on ∂B(x0,2ε). Consider the
problem
Aw = 0 in B(x0,2ε), w = u on ∂B(x0,2ε). (20)
From Lemma 2.1, we know that the related functional of (20) is coercive weak lower-
semicontinuous, then there exists a unique solution w of (20); moreover, according to
Lemma 2.4, w ∈ C1,αloc (B(x0,2ε)), and w is not identical to zero in B(x0,2ε) because
of u is not identical to zero on ∂B(x0,2ε). Since u is a weak super-solution, w is a weak
solution and w = u on ∂B(x0,2ε), according to comparison principle, we have u w in
B(x0,2ε).
Since w = u 0 on ∂B(x0,2ε), applying the comparison principle to w and v ≡ 0, we
know that w  0 in B(x0,2ε). By Step 1, w > 0 in B(x0,2ε), thus there exists c > 0 s.t.
w  c in B(x0, ε). Hence uw  c a.e. in B(x0, ε).
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B(x0, ε) ⊂ Ω and a positive constant c s.t. u c a.e. in B(x0, ε). Moreover, we can assert
that Ω0 is empty, i.e. Ω = Ω+.
Indeed, as u is not identical to zero in Ω , Ω0 is an open subset of Ω and Ω0 = Ω . If
Ω0 = ∅ then there exists an x0 ∈ Ω+ and x0 ∈ ∂Ω0, and there exists a set B = B(x0, ε) ⊂
Ω which is a neighborhood of x0, s.t. u > 0 a.e. in B , specially, u > 0 a.e. in B ∩ Ω0,
which contradicts to the definition of Ω0.
Since Ω = Ω+, for any nonempty compact K ⊂ Ω , we can find finite open balls Bi , i =
1,2, . . . ,m, s.t. K ⊂⋃mi=1 Bi ⊂ Ω and u  ci a.e. in Bi where ci are positive constants.
Let c = min{ci | i = 1,2, . . . ,m}, then u  c a.e. in K . Then we complete the proof of
Theorem 1.1. 
Proof of Theorem 1.2. Choose T > 0 small enough. Let x2 = x1 + 2T γ , then B(x2,2T )
⊂ Ω , x1 ∈ ∂B(x2,2T ). Denote Y = {x ∈ Ω | T < |x − x2| < 2T }, we choose positive
constant a < inf{u(x) | |x − x2| = T } and a is small enough, by the proof of Step 1 of
Theorem 1.1, there exists a sub-solution w ∈ C1(Y¯ ) ∩ C2(Y ) of (1) in Y , and w satisfies:
w  u in Y, w(x1) = 0, ∂w(x1)/∂γ > 0. Hence, ∂u(x1)/∂γ  ∂w(x1)/∂γ > 0, which
ends the proof. 
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