Introduction
The following update on imaging genomics methodology is aimed specifically at imaging researchers who are currently performing small-scale genetic studies (N < 200), and/or those who are interested in expanding their research program by including new genetic methodology. This manuscript briefly reviews the historical context of research at the intersection of neuroimaging and genetics/genomics, draws attention to current challenges facing the field of imaging genetics, and outlines how new genetic methodologies may bypass some of the historically difficult challenges faced by researchers attempting to integrate these two fields. Specifically, the methodologies suggested to overcome the current challenges in imaging genetics include, (1) the consortium approach, and (2) polygenic risk scoring. A detailed overview of these methods is provided. Bold terms throughout this manuscript can be found in the glossary (Table 1) .
Genetics to genomics
Twin and family studies are important platforms for quantifying the genetic influence on a trait of interest (e.g., biometrical genetic studies; Neale and Cardon 1992) . Twin studies exploit the known genetic and environmental similarities and differences of monozygotic (MZ) and dizygotic (DZ) twins in order to determine the magnitude of genetic and environmental factors contributing to variance in a trait. Additive genetic (A) influences represent the effect of all polymorphic alleles, and can be determined by accounting Abstract Neuroimaging and genetics are two rapidly expanding fields of research. Thoughtful integration of these areas is critical for ongoing large-scale research into the genetic mechanisms underlying brain structure, function, and development. Neuroimaging genetics has been slow to evolve relative to psychiatric genetics research, and some may be unaware that new statistical methods allow for the genomic analysis of more modestly-sized imaging samples. We present a broad overview of the extant imaging genetics literature, provide an interpretation of the major problems surrounding the integration of neuroimaging and genetics, discuss the influence and impact of genetics consortia, and suggest statistical genetic analyses that expand the repertoire of imaging researchers amassing rich behavioral data in modestly-sized samples. Specific attention is paid to the creative use of polygenic risk scoring in imaging genetic analyses, with primers on the most current risk scoring applications.
for the fact that MZ twins share 100% of their polymorphic alleles, whereas DZ twins share, on average, 50%. Environmental effects can be grouped into two types: common/ shared environment (C) and unique/unshared environment (E). In this type of biometrical model, both MZ and DZ twin pairs share 100% of their shared/common environment, and 0% of their unshared/unique environment. Common environment is presumed to make members of the same family more alike, whereas unique environmental experiences are presumed to create differences among family members.
The first study using this biometrical methodology to examine the heritability of brain structure involved computerized tomography (CT) imaging (Reveley et al. 1984) , and the inclusion of magnetic resonance imaging (MRI) data appeared about a decade later (e.g., Bartley et al. 1997) . Almost all neuroanatomical measures studied thus far appear to be under substantial genetic control (40-97%), with areas of the prefrontal cortex evidencing the highest heritabilities (90-95%; for a review see Peper et al. 2007) . Only a few exceptions to high heritabilities have been noted, such as a robust influence of environment on cerebellar volume in children (Wallace et al. 2006 ; genetic factors appear to be more influential on the cerebellum later in life, e.g.; Posthuma et al. 2000) . Some of the most influential, large-scale, biometrical genetic imaging studies include the Vietnam Era Twin Study of Aging (VETSA; e.g., Eyler et al. 2011; Kremen et al. 2010; Panizzon et al. 2009; Schmitt et al. 2007) , and the NIMH Longitudinal Structural MRI Study of Human Brain Development (e.g., Giedd et al. 2015; Lenroot and Giedd 2008; Schmidtt et al. 2014; Wallace et al. 2010) . These twin studies, along with many other more modestly sized twin samples continue to inform genomic research today, and continue to provide insights into the genetics of brain morphology and function. Some of this recent research highlights the unique genetic factors influencing cortical thickness, gyrification, and subcortical volumes (Chen et al. A genetic mutation that appears in a child due to a mutation in the germ cell of a parent or in the fertilized egg.
Research domain criteria (RDoC)
A project initiated by the National Institutes of Mental Health (NIMH) that aims to examine psychiatric disorders in terms of more basic constructs, such as genes and neural circuitry.
Copy number variant (CNV)
A section of the genome that is repeated a variable number of times within the population. The number of copies can range from missing to multiple copies. Genome-wide complex trait analysis (GCTA) A method of estimating heritability using unrelated individuals, by directly estimating the degree of relationship for each pair of individuals in the dataset (via measured genetic variants). Clumping A step in constructing a traditional polygenic risk score (PRS), whereby only the most significant SNP in a specified genomic region (e.g., 500 kb) is retained for inclusion in the PRS. Linkage disequilibrium (LD)
The non-random association of alleles at different genetic loci, insofar that alleles closer together on a chromosome are more likely to be inherited together.
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2012; Panizzon et al. 2009; Rimol et al. 2010) , as well as the shared genetic covariance of these neuroanatomical features with cognitive ability (Docherty et al. 2015) . Most of the early gene identifying efforts in the field of neuroimaging focused on associations between phenotypes and single (or a few) candidate genes. In candidate gene studies, a phenotype, either quantitative or case-control, is examined in the context of either (1) the number of alleles (0, 1, or 2) at a particular single nucleotide polymorphisms (SNP), or (2) the carrier status of an allele (binary variable) at a particular SNP. This research in neuroimaging generally focused on SNPs in genes that were thought to have biological plausibility in influencing neural processes. For example, some studies examined the COMT Val158Met SNP (rs4680), involved in pre-frontal dopamine levels (e.g., Cerasa et al. 2008; Egan et al. 2001; Honea et al. 2009; Taylor et al. 2007) , and the serotonin-transporter-linked polymorphic region (5-HTTLPR) in the serotonin transporter gene (SLC6A4; e.g., Dutt et al. 2009; Hariri et al. 2002) . However the replication rate of these associations was often ill-fated (e.g., Barnes et al. 2009; Gonzalez-Castro et al. 2016; Nickl-Jockschat et al. 2015; Wang et al. 2013 ). This trend of unsuccessful candidate gene replications is not limited to imaging genetics studies, and problems with candidate gene studies have been well documented in many areas of psychiatric genetics (e.g., Duncan and Keller 2011; Karg et al. 2011 ). The smaller samples needed for sufficient statistical power in candidate gene studies, as opposed to more rigorous genomic methods, puts the field of neuroimaging at special risk of excessive un-replicated candidate gene findings.
In other fields of psychiatric genetics, candidate gene studies have largely been replaced by genomic analyses. This is especially true for traits that are complex, and/or polygenic in nature. Several larger imaging studies have expanded their protocols to include genomic data metrics. Genome wide association (GWA) studies use statistical processes similar those described above for candidate gene studies, but examining many (500,000 or more), instead of one, polymorphic variants across the genome. However, the large number of tests produces a stringent multiple testing significance threshold (p < 5 × 10 − 8 ). The first neuroimaging GWA study examined the blood oxygen level dependent (BOLD) signal during an item recognition task in schizophrenia cases and controls and was unable to find any genome-wide significant associations with 138 subjects (Potkin et al. 2009 ). Null findings in a genomic study of this size is not surprising, especially when one considers the first genome-wide significant finding for schizophrenia only emerged once > 9000 cases as > 12,000 controls had been amassed (The Schizophrenia Psychiatric Genome-Wide Association Study Consortium 2011). Although a few imaging GWA studies of modest size have produced nominally significant genome-wide results (e.g., Hashimoto et al. 2014; Hass et al. 2013; Ousdal et al. 2012) , these results have rarely been replicated.
In addition to traditional genomic methods (such as GWA studies) neurogenetic researchers are starting to take advantage of pooled data in the form of consortia and/or meta-analyses. This large-scale genomic research, complementing family-based studies, can provide new potential genomic models for future examination, potentially aiding in our understanding of the mechanisms underlying complex human phenotypes.
Challenges in imaging genetics
Genetic neuroimaging research has principally focused on either twin and family studies of relatively modest size (N < 500), or relatively small case-control, candidate gene studies (N < 60 per cell). Neuroimaging research has notable strengths relative to most genomics research, in that rich clinical and cognitive data are often available, and case-control samples are carefully screened for major confounding factors such as head injury or current drug use. However, the high cost of imaging often prohibits large samples, and thus imaging sample sizes are often modest, at best. While sample size is not a traditional constraint of imaging studies, a small N quickly becomes prohibitive of large-scale genomic questions. Because GWA studies have a stringent multiple-testing burden (genome-wide significant p-value of < 5 × 10 − 8 ), there is a lack of statistical power to detect genome-wide effects in currently available imaging samples. This is especially true given that effect sizes emerging from large meta-analytic GWA studies of neuroanatomy are much smaller than originally expected (e.g., Adams et al. 2016; Stein et al. 2012) . It is therefore easy to see why a candidate gene approach may be appealing to imaging researchers, whose research is inherently costly, and as it has proven useful in certain types of neurogenetic animal models (for a helpful review, see Gordon 2016) . However, most candidate gene successes in humans have involved traits with a simple Mendelian basis or well understood pathways in which genes interact to directly cause a phenotype.
It is now widely agreed that genetic studies of behavioral and/or psychiatric traits in humans require genomic, polygenic, and/or pedigree-based information. The concept of a candidate gene for a psychiatric disorder conjures for many the idea of a "dark era" of psychiatric genetics prior to the GWA era. The overload of underpowered and unreplicated studies was an unfortunate setback for the field of genetics, and it is now widely accepted that candidate gene studies of most psychiatric phenotypes reflect obsolete methodology, create noise in the literature, and seldom replicate. Large-scale GWA studies have confirmed that almost all of our widely measured psychiatric phenotypes are massively polygenic (Jarick et al. 2014; Mattheisen et al. 2015) , with hundreds, or even thousands, of genomic loci each accounting for a very small proportion of the phenotypic variance. Unfortunately, identifying single genetic loci of robust influence has been difficult for anything but rare neurodevelopmental disorders such as fragile X, Rett syndrome, and Barth syndrome (Amir et al. 1999; Johnston et al. 1997; van Loo and Martens 2007; Verkerk et al. 1991) . There is accumulating evidence that autism and schizophrenia may be influenced both by many of genes of small effect, as well as rare de novo mutations of larger effect, but nevertheless these de novo effects are small (e.g., Brandler et al. 2016; Corominas et al. 2014; Fromer et al. 2016) .
Despite the polygenicity of most psychiatric conditions, there is growing evidence that some single genes (such as BDNF or FTO) do impact health factors relevant to psychiatry, with methodologically sound functional neuroimaging work to support such theories of association (Glaser et al. 2014; Gluskin and Mickey 2016, Hsu et al. 2013; Love et al. 2012; Mickey et al. 2011) . In this context, phenotyping methodology takes a front seat and constructs tapping more general domains of human experience (for example, paradigms measuring Research Domain Criteria [RDoC] constructs, as opposed to criteria for case-control status) can provide quantitative assessments more sensitive to genetic variance. More thorough phenotyping in these cases would allow for a more accurate portrayal of the degree of influence that certain genes have on human neurophysiology and behavioral outcomes.
Based on extant imaging genetics literature, as well as the methodological challenges noted above, we argue that the primary reason imaging genetics has generally lagged behind other fields in adopting relevant genetic methodology is the prohibitively small sample sizes often observed in such studies. However, as we explain in the following sections, techniques are emerging that allow more modestlysized samples, such as those often seen in neuroimaging genetics, to adopt genetic methodology that is more relevant to understanding the true underlying genetic architecture of human complex traits. These include (1) participation in large-scale consortia, and (2) polygenic risk scoring.
The consortium approach
Over the last decade the field of genetics has rapidly shifted to the consortia paradigm, in which numerous samples are combined to produce large-scale genomic datasets (Hagg et al. 2015 ; Schizophrenia Psychiatric GenomeWide Association Study Consortium et al. 2011; Wellcome Trust Case Control Consortium 2007) . Consortia are well designed to address genetic questions that the specific studies within the consortia would likely not, individually, have the statistical power to address.
The neuroimaging genetics community has also moved toward consortium methodology. The Enhancing NeuroImaging Genetics through Meta-Analysis (ENIGMA; Thompson et al. 2014) and Cohorts for Heart and Aging Research in Genetic Epidemiology (CHARGE; Psaty et al. 2009 ) are two examples that show promise. Much like early schizophrenia GWA work by the Psychiatric Genetics Consortium (PGC; Hamshere et al. 2013 ; Schizophrenia Psychiatric Genome-Wide Association Study Consortium et al. 2011), ENIGMA and CHARGE leverage meta-analytics to gather the largest pool of data to date and continually add new samples, resulting in genetic and imaging data for > 12,000 participants (current estimates) for each of the two consortia. Researchers in a variety of specialties (imaging, genetics, psychiatry, neurology, etc.) contribute data from a range of studies focused on specific phenotypic areas (e.g., psychiatric disorders) and broader imaging genetics topics. These topics include (but are not limited to) GWA, copy number variants, genome-wide complex trait analysis (GCTA), diffusion tensor imaging (DTI), subcortical volumes, and cortical thickness.
Thus far, three GWA publications by ENIGMA have replicated fifteen SNP associations with specific subcortical structure or intracranial volumes in healthy samples, using CHARGE as a replication sample (Adams et al. 2016; Hibar et al. 2015; Stein et al. 2012 ). Between the three ENIGMA studies, hippocampal volume has been associated with two SNPs, putamen with four, caudate nucleus with one, and intracranial volume with seven. Additionally, CHARGE has published two imaging GWA studies, replicating 18 SNPs at 2 loci associated with hippocampal volume (Bis et al. 2012 ) and 2 SNPs associated with total intracranial volume (Ikram et al. 2012) . Overall, these SNPs have been found in or near genes expressed during early development, and are involved in axon guidance pathways, cellular apoptosis, synapse formation, dendrite growth promotion, neurotransmitter release, and cell membrane and cytoskeletal organization (Adams et al. 2016; Bis et al. 2012; Hibar et al. 2015; Ikram et al. 2012; Stein et al. 2012) .
These genomic loci associations, with their stringent significance threshold and replication, are less likely to represent spurious findings than would candidate gene studies. In the context of neuroimaging, it is almost certainly the case that genomic information from large meta-analyses and consortia will be necessary to follow up on the gains made by twin and family studies. A thorough integration of genomic and biometrical models is on the horizon, and is likely to be a significant boon for our understanding of the shared genetics of brain morphology and risk for psychopathology.
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The polygenic risk scoring approach With careful consideration of variable selection in the context of larger consortia efforts, studies of smaller size can approach similar questions in a slightly different manner. This can facilitate the maximization of power within smaller samples, and provide the extant literature with necessary replication of findings. A method commonly used in smaller studies (N < 200) to maximize power is the calculation of a polygenic risk score (PRS). This is also sometimes referred to as a genetic profile score or a risk profile score. Whereas a GWA study hunts for significant "hits," a PRS incorporates the effects of all SNPs across the genome by using a single aggregated quantitative metric, based on previously published, publically available GWA data.
Traditional PRS methods use summary statistics available from large psychiatric case-control GWA studies to derive a quantitative measure (the PRS) for each individual in an independent dataset. Thus, the PRS can be evaluated as to whether or not it predicts the same, or a related, phenotype(s) in a much smaller independent sample. Methods for calculating PRSs vary, and two of the most popular methods (traditional and Bayesian) are discussed below. In psychiatric genetics, this method of scoring has been used successfully to understand the aggregated genetic risk of schizophrenia, its contribution to the risk of bipolar disorder, general cognitive ability, and other phenotypes, as well as the elevated polygenic risk of family members (International Schizophrenia Consortium et al. 2009; Lencz et al. 2014) . Traditional PRS methods have been utilized across multiple disorders and domains of personality, and across ancestries (de Moor et al. 2012; Docherty et al. 2016a; Genetics of Personality Consortium et al. 2015 ; for additional review of this area, see Docherty et al. 2016b) .
The choice of SNP variants for a PRS can be driven either from previous GWA literature (e.g., using many "top hits" associated with the trait) or via molecular pathways with enrichment for disorders (for example, gene sets consisting of loci found in/near genes of significance within alcohol metabolism pathways). As a proof of concept, one study was able to replicate the significant single SNP findings from 13 GWA studies as well as replicate their own novel discoveries (Peng et al. 2010) . While the enriched pathway-based method is one option for SNP selection, it should be noted that great care ought to be taken when deciding how best to apply gene set analyses to a specific sample (Mooney and Wilmot 2015) . Given the high degree of polygenicity of psychiatric traits, we recommend using large swathes of the genome to derive PRSs.
In one example to illustrate our point, a recent study by Franke and colleagues (2016) built upon findings of the ENIGMA consortium by incorporating them into the examination of the shared genetic covariance of structural brain regions in schizophrenia via PRS analyses. One advantage of these analyses is that they examined a disorder with already well-established structural brain differences (Boos et al. 2007; Fusar-Poli et al. 2013; Haijma et al. 2013; Hulshoff Pol et al. 2002; Thermenos et al. 2013; van Erp et al. 2016; van Haren et al. 2012; Wright et al. 2000) , and used only already well-established genetic variants associated with case-control status (Schizophrenia Psychiatric GenomeWide Association Study Consortium 2011; Schizophrenia Working Group of the PGC 2014). However, despite the significant volumetric differences previously observed in schizophrenia versus control samples, there was no significant genetic overlap observed between the two phenotypes. The genetic data in this analysis were limited to only a modest number top hits from previous GWA studies by the PGC, meaning that these polygenic analyses did not use all variants from the initial PGC analysis, and thus the combined genetic variance accounted for by these hits was likely to be quite small. The findings reported were proof of concept that the method works, and we would argue, suggestive that deeper genotyping (using all common variants measured, for example, or a combination of common and rare variants) and deeper quantitative phenotyping (at the level of behavior or symptom dimension) may be more fruitful.
Finally, genomic research of non-imaging phenotypes to date indicates that there is substantial overlap of genetic influence across major psychiatric phenotypes (Cross-Disorder Group of the Psychiatric Genomics Consortium 2013; Cross-Disorder Group of the Psychiatric Genomics Consortium et al. 2013; Mühleisen et al. 2012) . PRSs for psychiatric disorders differentially predict cognitive, personality, and health factor phenotypes (Docherty et al. 2017; Krapohl et al. 2016; Lo et al. 2017) . We would argue that this provides a portal to innovative and impactful small-scale imaging research. In an attempt to hasten this research paradigm shift, we highlight relevant PRS methods below.
Traditional polygenic risk scoring
Traditional PRS methods, first described by Purcell and colleagues (International Schizophrenia Consortium 2009), use summary statistics available from large GWA studies (also known as the "discovery sample") to derive a quantitative measure, the PRS, for each individual in an independent dataset. Typically, a list of SNPs common to both the discovery and independent samples is constructed. Next, clumping chooses only the most significant SNP in a specified genomic region (e.g., 500 kb). This clumping step (also known as LD pruning) is performed because nearby SNPs are often inherited together due to the process of linkage disequilibrium (LD), and therefore a group of significant SNPs in a small genomic region are likely tagging the influence of a single causally 1 3 influential SNP. After clumping, SNPs are chosen that have previously reached a certain p-value cutoff in the discovery GWA study, and usually scores from several different p-value thresholds are examined in a single study (for example, using all variants with p < .001, p < .01, p < .1, then p < 1). Each SNP list is then used to calculate a PRS. Here, the known effect size of each SNP based on the discovery GWA summary statistics (for example, the log of the odds ratio in case-control studies), is multiplied by the number of alleles an individual possesses for that SNP. These weighted effect sizes are summed across all included SNPs, thereby deriving the PRS for each individual.
This method can be used to predict liability toward, or resilience to, the development of a disorder. However, the variance accounted for in a trait will tend to decrease when the number of loci decrease, which is directly related to the p-value threshold chosen. Another consideration in using this PRS method is that all variant lists must be pruned for LD based on separate samples of identical ancestry. Some of these established samples for LD pruning are small, and thus significantly limit studies of non-European ancestry. Researchers also need to ensure that their discovery and independent samples include unrelated individuals, so that variance accounted for is not contaminated by shared environmental effects (Wray et al. 2014) . Additionally, Dudbridge (2013) , suggests that researchers collecting new discovery and independent data ensure that the samples are of equal sample size until the independent sample reaches N = 2,000, after which all subsequent individuals should be assigned to the discovery sample to maximize power. These are a few of the major considerations when constructing a PRS, although a comprehensive review of limitations in PRS methodology can be found elsewhere (see Wray et al. 2013) .
PRSice (Euesden et al. 2015 ) is a useful program for conducting traditional PRS analyses. PRSice is fully automatic, and allows for the calculation, application, evaluation, and plotting of results. This software is written in R, with wrappers for PLINK2 and bash data management scripts. An innovative feature of PRSice is that it can calculate PRS at multiple p-value thresholds, and identify the most precise (i.e., predictive) threshold. Furthermore, it allows the user to specify various parameters, including the removal or inclusion of SNPs in LD, input of ancestry dimensions to control for population structure, and genotyped vs. imputed data. PRSice is freely available for download at https://PRSice.info.
Bayesian polygenic risk scoring
Bayesian PRS methodology was developed in order to maximize the number of SNPs used and therefore also maximize predictive ability of the PRS. Typically, a list of SNPs common to the discovery GWAS, independent sample, and reference sample (later used for determining LD structure) is constructed. Next, genomic LD structure is estimated using the reference sample, and Bayesian methodology (e.g., Markov chain Monte Carlo) is used to estimate the posterior mean effect sizes of each variant based on discovery GWAS summary statistics. These effect sizes are estimated using LD structure and genomic architecture, which is inferred via two parameters: (1) the phenotype heritability based on the variants measured in the discovery GWAS and (2) the fraction of variants with non-zero effect sizes. Much like p-value thresholding in traditional PRS methodology, it is recommended that several different fractions of non-zero-effect variants be estimated. Finally, all estimated effects for each allele are summed across the genome for each individual, creating the PRS.
The Bayesian approach is beginning to be more widely used, primarily because simulation studies have shown that traditional methods, via LD pruning and p-value thresholding, often fall short of predicting the same proportion of phenotypic variance due to genetic factors (heritability) that is found in twin studies of the same phenotype (Vilhjalmsson et al. 2015) . Based on these findings, Bayesian methodology may be preferential given it accounts for LD and does not rely on p-value thresholds, thereby maximizing the number of variants used in constructing the PRS and increasing the proportion of variance accounted for. As with traditional PRS methodology, researchers should ensure that all samples (in this case, discovery, independent, and reference) are made up of unrelated individuals and therefore reflect truly independent samples. Furthermore, Vilhjalmsson and colleagues (2015) suggest that LD structure reference panels should contain at least 1000 individuals. However, they note an exception that decreases the need for three samples: If the independent sample contains more than 1000 individuals of the same ancestry as the discovery GWAS, then the independent sample may also be used as the LD reference panel.
LDpred is a software program developed by researchers at Harvard's Broad Institute (Vilhjalmsson et al. 2015) that is used to conduct Bayesian PRS analyses. LDpred is unique in that it can be applied to traits and diseases with a wide range of genetic architectures, and the exact architecture does not need to be known a priori. LDpred is fully automatic, adjusting for LD using a sliding window along the genome (2 Mb on average, although this setting can be changed). Simulations have suggested that the increase in predictive ability of LDpred over and above that of traditional PRS methods is due primarily to the fact that LDpred accounts for LD structure (Vilhjalmsson et al. 2015) . LDpred is freely available for download at https://github.com/bvilhjal/ldpred. Finally, Pak Sham's lab has also very recently released in pre-print a new penalized-regression method for PRS called "lassosum" 1 3 (details and application can be found at http://biorxiv.org/ content/early/2017/03/22/058214).
Concluding remarks
We have attempted to provide an overview of imaging genetics, and to touch on new methods for researchers working with modestly-sized imaging samples who may have the advantage of analyzing deeper phenotypic data. Resources for these analyses are open source (i.e., free) by design, largely utilizing R or Python-based programming. The data science is progressing daily, as can be witnessed on preprint online sources, and the field is ripe with opportunity for those with more restrictive samples to not only replicate and verify findings of the larger consortia, but also to apply the consortia results to novel and well-powered analyses of rich clinical and imaging phenotypes using polygenic risk scoring methods. Our hope is that imaging research may contribute increasingly nuanced analyses of phenotype data, as we move toward to a true integration of neuroimaging and genetics. 
