We consider geometric numerical integration (GI) of ordinary differential equations (ODEs). We propose that in GI one needs concepts which are both geometric and algebraic. In this paper we start from an algebraic point of view: we introduce tensor invariants attached to an ODE as well as to an integrator. The notion of "sharing a tensor invariant" generalizes the well known notion of conserving a symplectic structure by an integrator. Several examples are given.
Introduction
In geometric numerical integration one is preserving structure, e.g., symmetries or geometric properties of the flow under discretization, to improve the quality of the numerical approximation. The best known examples are hamiltonian ordinary differential equations (ODEs) which are ubiquitous in applications. In this paper we are concerned with structure preservation per se. There are two key questions here to be asked: (a) how do we define structure, and (b) how do we know an integrator preserves it? Our answers to these are: (a) we look at geometric (hence intrinsic) properties which have also an algebraic counterpart, and (b) by checking the algebraic condition from (a).
It is well known [13, 6, 9] that conserving the symplectic structure of a hamiltonian differential equation is an essential ingredient when solving it numerically, maybe the most important. Now, an ODE has a symplectic structure if and only if it is hamiltonian [13] . Hence, a non-hamiltonian differential equation does not necessarily benefit much from a symplectic integrator. However, we show that the concept of symplecticness can be generalized to give a concept useful also for many non-hamiltonian DEs.
The symplectic structure can be geometrically visualized as a sum of signed two-dimensional volumes. But it can also be thought from an algebraic point of view, as a non-degenerate, alternating differential 2-form. In this paper we regard the symplectic structure through the latter, algebraic point of view, namely as an alternating tensor. This viewpoint will be generalized to arbitrary tensors. We attach to any autonomous ODE of the formż = F (z) algebraic invariants: k-tensors. Likewise, to a (one-step) integrator we will attach a k-tensor. Especially we look at the case k = 2. Requiring these two tensors coincide is a direct generalization of the idea of using a symplectic integrator to a hamiltonian ODE.
But this algebraic correspondence of tensors is not enough, we also want a geometric property from our tensor invariants. We present geometric properties known on our tensors and concentrate on those cases.
The structure of the paper is as follows: in Section 2 we define the new concept and introduce the main idea. In Section 3 we present geometric ideas related to our invariants. In Sections 4 and 5 we give several examples, and Section 6 has conclusions and comments on directions for future research.
Tensors
We assume the reader is familiar with the concept of a tensor algebra and a tensor product, see for example [3] or any textbook of modern algebra. Given an ODEż = F (z) where z : R → R n and a C 1 mapping F : R n → R n , denote the differentiating operator by d and the component functions of z by z i . Let dF denote the Jacobian of F.
For clarity, we introduce the definitions first with 2-tensors and afterwords immediately generalize to tensors of higher order. Define a 2-tensor
where the c ij are coefficient functions to be determined.
2-Tensor for a flow
We impose the condition that is constant along the flow:˙ = 0. We work out˙ by using the facts
where dF i,: is the ith row of dF , and the multilinearity of ⊗, we geṫ
since the z i 's are assumed independent, the condition˙ = 0 is equivalent with
Using the matrix notation C = (c ij ) the condition becomes
And, in the more general case where C depends on the phase space variables z as well, (4) is still valid provided we interpreteĊ as the total derivative with respect to time along the flow F. Note that (4) is an ODE without initial condition, hence it defines a family of 2-tensors. Also, C can be multiplied by an arbitrary constant scalar and it will still be a solution. The existence of C is guaranteed, locally, since (4) is an ODE. Here we assume dF non-singular. Definition 1. Suppose and C defined as above. If C fulfils (4) we say is a 2-tensor invariant (2TI) for F.
It is interesting to note that this reminds the Lyapunov equation (see [7, p. 96, Chapter 4] ) as well as the double bracket equation (see [2] ). But they would be applicable in our situation only in the case dF = constant.
If we consider dF as a function of t only: dF = dF (z(t)), we can say more about C. Then it evolves on a congruent orbit [8] 
but we found this not helpful in applications. For example, in the symplectic case (see Example 8) it is very easy to solve (4) explicitly, but solving Q from (5) would be a much harder problem.
Remark 1. is a differential 2-form if and only if its coefficient matrix C is skew-symmetric. See Example 8 for more details.
k-Tensor for a flow
It is immediate to generalize Definition 1 into Definition 2 below. First, let k be a fixed positive integer and be a k-tensor:
where the sum is over i 1 , . . . , i k ∈ {1, . . . , n}.
Theorem 2. A k-tensor is invariant along the flow F if and only if its coefficients
Proof. By (2) we simplify˙ and after rearranging geṫ
Hence˙ = 0 if and only if the expression in brackets is zero.
Definition 2.
Suppose and C defined as above. If C fulfils (6) we say is a k-tensor invariant (kTI) for F.
In the sequel we will often use invariably C instead of . All the conditions on form equations on C.
2-Tensor for a method
Assume given a numerical integration method
where we have suppressed from notation the fact that also depends on a stepsize parameter h. As for the ODE, we attach to a 2-tensor:
where dz N i := d((z N ) i ) and the C ij are functions of t or z. We impose an invariance condition on by requiring N +1 = N . Now
and
hence the condition N+1 = N becomes in this 2-tensor case the following matrix equation:
In case C does not explicitly depend on t, condition (11) can also be written as
where all are evaluated at the same z N .
Definition 3. Let˜ denote the family
we say˜ is a 2TI for .
k-Tensor for a method
The previous definition is immediately generalized: we attach a k-tensor to an integration method :
Proof. As before, we write N+1 in terms of dz N , using (10)
hence the condition N+1 = N is equivalent with (13).
The main idea
We impose the invariance condition
That is,
This gives a condition for the method .
Definition 4.
Let˜ denote the family { N }. If N = N+1 for all N ∈ N, we say˜ is a kTI for . If (15) is fulfilled, we say that the method shares a common kTI with the flow F.
Our main idea is: if we start with an ODE, that is, an F is given, we search for a C to fulfil (4), or more general (6). Then we plug this C into (11) (or (13)) to find a corresponding method (or, to check a given candidate method) that shares a common kTI with F. Note that neither (11) nor (13) include the step size h, due to they should be fulfilled independently of h.
Remark 4. Also [1] introduces tensor-invariants, both continuous and discrete cases. While his continuous (0, k)-type TI is the same as our kTI for the flow, his discrete tensor invariants bear no relation to our case.
Note that not all solutions of (11) give reasonable methods. For instance, (11) is trivially fulfilled with = I d, and likewise, (4) has the trivial solution C = 0. But these are hardly of any use, in other words, the tensor invariance condition alone is not sufficient for a reasonable method. We will return to this shortly.
Remark 5.
A natural question is, how to find a non-trivial solution, or maybe even all solutions, to (13) . Unfortunately that is in general a very difficult problem. Even in the symplectic case, that can be considered as the easiest non-trivial kTI, it is noted in [6] that there is no systematic way to solve (11) . Instead, one takes a candidate method and substitutes that into (13) . We give an example in Section 5.
To this end we note that if is a 2-tensor and C is symmetric and positive definite, it can be written as C = BB T . Then we can fulfil (11) by searching for a B that satisfies
The conditions above are algebraic. However, we want to have a geometric property as well. We shall study those next.
Properties related to tensor invariants
Our tensor invariants are algebraic objects, but we want also a geometric meaning. That is, we are interested only in those kTIs that have a geometric meaning. We propose to use the canonical decomposition.
Geometric interpretations for kTIs
Any k-tensor C has a canonical splitting [4] 
For example, partitions of 4 are {4, 3 + 1, 2 + 2, 2 + 1 + 1, 1 + 1 + 1 + 1} so (4) = 5. The C i are known as irreducible representations. The proof of this splitting uses Young tableaux, but is beyond the scope of this article, hence not reproduced. See [4] for proof.
For a nice exposition in cases k ∈ {2, 3, 4, 5} see [12] . The case k = 2 is equivalent to splitting a matrix into its symmetric and skew parts:
Both of these have a geometric meaning, as we will show shortly. Another case, a 3-tensor has the canonical splitting
where, respectively, are symmetric, skew-symmetric ( = alternating) and cyclic parts extracted. Cyclic tensor here is defined by the condition on its coefficients:
The canonical splittings for cases k > 3 are similar, each of them has a symmetric and an alternating component, but the additional components (or, rather, the equations defining them) get more complicated. We will not study those further here. Geometric interpretations for those components might well turn out to be fruitful, but we shall leave that to the future work.
Skew-symmetric
If is a 2-tensor and C is a skew matrix it gives the alternating differential 2-form which, operating to 2 vectors u 1 , u 2 , gives their oriented two-dimensional volume. If is a k-tensor and C is alternating with respect to its indices, that is if swapping any two indices reverses the sign of C, then is a differential k-form which, operating to k vectors u 1 , . . . , u k , gives their oriented k-dimensional volume.
Symmetric
When C is symmetric 2-tensor, (11) has a geometric interpretation: recall Riemann metric representations: ds 2 is a symmetric 2-tensor whose square root is by definition the length of an infinitesimal line element. Now the physical requirement is that ds 2 is invariant under change of coordinates:
where x = x(x) and
With the substitutionsx
With requirementsḡ = g = C (19) is exactly (11) . That is, the method is a change of coordinates (when C symmetric) such that the representation of the metric is invariant. Note that C is not necessarily positive definite hence this is really a pseudometric.
Composition of methods
It is well known that composing symplectic methods one obtains methods which are still symplectic. This generalizes to any constant kTI. a 1 dM 1 ,a 2 . . . dM 1 ,a k dN a 1 ,i 1 dN a 2 ,i 2 . . . dN a k 1 ,a 2 ,...,a k dN a 1 ,i 1 dN a 2 ,i 2 . . . dN a k ,i k = C i 1 ,i 2 ,. ..,i k .
This completes the proof.
A family of Euler methods
We consider the following family of Euler-type partitioned methods. Notation: z = ( q p ) and (
Euler A [9] is the following method:
and Euler B is the adjoint of Euler A.
Remark 7.
If the system is a separable (canonical) hamiltonian, i.e., Both of these Eulers are included in the following family of methods, which is reminiscent to the family of one-leg methods (one-step) in [5, p. 330] . But this has two parameters hence could be called partitioned one-leg one-step.
Some interesting cases are
Examples
In the examples we consider 2-and 3-tensor invariants.
Example 8 (The symplectic case: hamiltonian). The equationż = F (z) is hamiltonian if and only if F = J ∇H with
J some constant invertible skew-symmetric matrix, for example (but not necessarily) the canonical
one. Now dF = J H where H denotes the hessian of the hamiltonian H and Eq. (4) becomes
Since −J T = J = constant, this is fulfilled by choosing C = J −1 whence is an alternating 2-tensor. is also smooth, hence a differential 2-form, and non-degenerate due to invertibility of J, therefore is a symplectic structure. And for the method: with C = J −1 (11) becomes the familiar equation for a symplectic method:
which in canonical case becomes, with d =: (
) and J −1 = (
This simple example was merely used to demonstrate that our tensor-invariants indeed are generalization of the symplectic structure, the characterizing property of hamiltonians.
Example 9 (Hamiltonian plus linear dissipation)
. Suppose we have a hamiltonian H = 1 2 p 2 + V (q) and we include a linear dissipation term into our model, resulting in the following system:
where > 0 is a scalar constant, q, p ∈ R n and − p is the dissipation term. Then
Attempting C 1 = C 4 = 0 we are left with
For example, C 2 (0) = I will do, and we have found C = C(t):
For the method: (11) becomes, with C(nh + h) = e ah C(nh),
compare this to (25). We return to this shortly, after introducing our candidate method. For the Euler A (see Section 4), look at the following modification where h is replaced by (h) with the consistency condition (h) = h + O(h 2 ). Then :
conditions (31) simplify to
Now A 2 , A 3 are indeed symmetric, with any (h). The last one is fulfilled by choosing
Also A 2 A 4 is symmetric. Hence this "modified by " Euler A preserves the 2TI, as wished,
with as in (34). We could not find this method from literature; it appears to be new. We did numerical tests on this with the following system where the potential is "repulsive+attracting" type:
We compared the new and old Euler A's, that is (35) and (21). The differences between these appear with a very strong dissipation. After a short time the motion ceases altogether and q should become constant. In Fig. 1 we can see a representative of the results, where the old Euler A produces wiggles to q, the new Euler A keeps steady. So the qualitative behaviour is better in the new one. Example 10 (Particle in a magnetic field). Given a constant magnetic field B, the equations of motion for the particle are
This example is a hamiltonian plus rotation term, has been considered at least in [9, 10] and is shown to be a hamiltonian.
Here we get another proof for its symplecticity, through the use of 2TIs. Let K := skew(B), the matrix for which Kp ≡ B × p. Now
and substituting this into (4) we find that, since K is skew and constant, the following solves (4):
Note that C is skew and constant. Hence (37) indeed is symplectic and comes back to Example 8 (with non-canonical structure matrix C).
Example 11 (Free rigid body)
. This is a Poisson system: like a hamiltonian but with a non-constant, non-invertible structure matrix J. Now z ∈ R 3 , F = J ∇H with H = 
Note thaṫ
where {·, ·} is the poisson bracket given by −J . Here we note, skipping the tedious computation, that implicit midpoint has this same 2TI. That is, implicit midpoint shares a (symmetric) common 2TI with the free rigid body.
Example 12 (Volume-preserving flow in 3D)
. A volume-preserving flow F : R 3 → R 3 is one that fulfils the condition
It is a straightforward calculation to check that the alternating 3-tensor with coefficients
gives, when substituted into (6), condition (40). However, we were unable to solve (13) for the method explicitly. See also Remark 5. Some results and key questions with volume-preserving integrators are presented in [11] .
Discussion
We firmly believe that the structure preservation in geometric numerical integration must be developed on concepts which have both a geometric and an algebraic meaning. Geometric properties are intrinsic, hence important, but they are useless from the point of view of algorithmic integration, unless they have an algebraic counterpart. This principle could be phrased as "geometry in background, algebra in foreground".
In this paper we have started from the algebraic point of view, by defining when a k-tensor is invariant with respect to the flow, and, when this property is shared by the method, and concentrated on the cases which do have also geometric meaning. We also believe that without geometric meaning the algebraic concepts would not be very useful. Therefore, we have looked at those TIs that we know to have a geometric meaning. Furthermore, it is speculated that the canonical splittings of k-tensors might reveal kTIs with geometric properties. However, that remains to be a topic for future work.
The drawback in using kTIs is that the invariance condition gets more complicated as k, the order of tensor invariant, increases and it is more difficult to find a method to fulfil it. For this reason it is preferable to look for low order tensor invariants instead of higher order ones. But, for a higher order TI there are more degrees of freedom, so it is tempting to try to find a higher order TI. Although, for that one would need to find a systematical way to solve (13) .
A useful property of these methods is that a constant TI conserved under composition of methods. This makes it possible to construct new methods from known ones, which is a straightforward generalization of that property of the symplectic integrators.
We hope this paper initiates further interest among the community of geometric integration. This is by no means a done subject, on the contrary, there are many aspects, or suitable analogies, of GI which should and shall be tried to be found in context of kTIs, such as backward error analysis, linear error growth, Lie group/algebra structure.
