Inversion of seismic data for elastic properties is now commonly performed throughout the industry in support of a variety of exploration and production applications. However, in areas of reduced data quality or sparse well control, the accuracy of the parameter estimates can be questioned. Tools exist to quantitatively assess the associated uncertainty in the parameters due to inaccuracies in the input data, but their use is not yet routine. Some attention to this problem has been given in the literature for prestack (AVO) types of inversion. In this paper we consider the poststack problem.
Introduction
Post-stack seismic amplitude inversion for acoustic impedance is routinely performed in the oil industry today for a variety of applications. One issue that has never been adequately addressed is the impact of noise in the data and errors in the wavelet and low frequency trend estimate on the impedance estimate. This leads to the subject of uncertainty/sensitivity analysis. We have previously published a Taylor series error analysis approach (Broadhead, 2004 (Broadhead, , 2005 Broadhead and Ahmed, 2005) . Another approach to incorporating uncertainty is the Bayesian methodology which has been addressed for the AVO inversion problem by several authors (e.g., Riedel et al., 2003) . In this paper, we consider application of the Bayesian approach to uncertainty quantification to the poststack inversion problem. We further qualify this problem by asking that the methodology not excessively increase computational burden or user effort.
The Bayesian method centers on specifying the a posteriori distribution in terms of the product of the a priori distribution, which contains information apart from the data to be inverted, with the likelihood function, which is a distribution for the data matching term, where the model parameters enter via some mapping to the data space (e.g., Tarantola, 1987) . The uncertainty information is expressed by the covariance matrix associated with the a posteriori distribution. For nonlinear inverse problems, there are several ways to proceed. For example, one can estimate the Maximum A Posteriori (MAP) solution by conventional optimization techniques, and then obtain the desired covariance matrix from a linear expansion about the stationary point (Tarantola, 1987, pp. 75-76) . Another approach is Markov Chain Monte Carlo (Riedel et al., 2003, for example) , where the sample covariance estimates can be computed from the deviates that are generated.
Such approaches enjoy generality and flexibility, but can face implementation and computational complexity issues. However, if enough simplifications are made, then the problem becomes amenable to analytical solution. The required simplifications are: independent and identically distributed Gaussian random variables (i.i.d.) with a linear mapping from model to data space. To enforce that latter, we use a change of variables to convert the nonlinear poststack inversion problem into a linear one. Then, we can take advantage of the well known analytical solution to the Gaussian Bayesian inverse problem, which is obtained as a linear system of equations and which, in our case, can be efficiently solved (to a good approximation) in the frequency domain.
The efficiency improvement gained over conventional nonlinear optimization methods is enough to allow the impedance estimate to be re-computed many times with random perturbations to the input data, all without significantly effecting total computational cost. This simple Monte Carlo approach allows one to obtain an estimate of uncertainty if input data uncertainties are known (or, if the input uncertainties cannot be assessed, to obtain at least a sensitivity analysis). If an uncertainty analysis is not desired, then the speed-up (by a factor of several tens) itself becomes the main benefit of the algorithm.
Theory
The Bayesian approach defines the so-called a posteriori distribution for the parameters m in question, given some data d obs , as
where L(d obs |m) is a data modeling term called the Likelihood function, and P pri (m) is the a priori distribution, which contains prior information about the parameters (e.g., Tarantola, 1987) . Assuming a Gaussian form for the likelihood, we get
where A(·) maps the parameters to the data space (the "forward model") and C d is the data covariance matrix representing uncertainty in the measurements. Similarly, we assume a Gaussian form for the priors, where m 0 is a prior estimate of the desired parameters, and C m 0 represents the uncertainty in that estimate. If the mapping is linear (or, Am = d) then a standard result is that the a posteriori expected value can be written as (e.g., Tarantola, 1987) 
Now we need to address linearization of the post-stack inversion problem. Using the logarithmic derivative approximation, we have r i ≈ 1 2 Δ(log Ip i ), where r i are reflection coefficients and Ip i are elements of the acoustic impedance time series. Changing notation, we write r i ≈ 1 2 ΔĨp i . The connection to the seismic trace is given by s = w * r, where w is the wavelet. Combining the above, and replacing Δ with a convolution difference operator, we have
Using the commutative and associative properties of convolution, we can finally write d ≈ w * Ĩp, whereŵ ≡ 1 2 [1, −1] T * w. So, we have changed from the variables w and Ip toŵ and Ip, the logarithm of impedance. Finally, we can put this in a matrix form
where one must be careful in the construction ofŴ in order to avoid undesirable edge effects. Now, having a linear relationship between data and parameters (where A =Ŵ), we can use Equation (3) to obtain the desired parameters m =Ĩp. To transform back we use
Unfortunately, the appearance of inverse data covariance matrix in Equation (3), and also in the associated posterior covariance expression (not shown), cause that approach to be unwieldy and expensive. So, we assume a simple structure for our two input covariance matrices, namely C d = σ 2 n I and C m 0 = σ 2 m 0 I, where I is the identity matrix of appropriate size, σ 2 m 0 is the variance associated with the priors and σ 2 n is noise power in the seismic trace. This is the i.i.d. assumption. Now we can re-write Equation (3) where we have changed to our notation for the post-stack seismic inversion problem. We finally obtaiñ
whereŴ = USV T is the singular value decomposition, u j and v j represent the jth column of the matrices U and V respectively, the s j are singular values and λ 2 ≡ σ 2 n σ 2
. Note the conditioning properties of λ 2 in addition to its role in applying the prior constraints. The expensive part of this computation is the singular value decomposition. However, that only needs to be computed once. The "per trace" computation costs are, then, reasonable (comparable to commercial methods using nonlinear optimization methods such as conjugate gradients). However, there is no significant computational advantage. However, we will find below that these expressions can be rapidly calculated in the frequency domain.
Practical Considerations
For reservoir/production geophysics, the start model used for inversion generally comes from wire-line logs that are interpolated along seismic horizons. We then set the expected value for the priors,Ĩp 0 , to the natural logarithm of this start model after filtering with a low pass filter. We do not attempt to use an explicit noise or start model variance estimate in computing λ 2 , but rather treat it as a fixed parameter. It can be user adjusted to control the strength of the imprint of the seismic on background low frequency trend (a simple rule of thumb, λ 2 ≈ var{data} , gives a reasonable value). As for implementing the algorithm in the frequency domain, a simple expression can be obtainedZ
whereZ is the FFT ofĨp, etc. However, this expression needs to be evaluated carefully to avoid edge effects. The edges ofĨp 0 need to be extended by a wavelet length or two, and the mean removed. After obtainingĨp by using Equation (8), the result is truncated back to unpadded length and the mean ofĨp 0 added back. Then the result can be exponentiated. Figure 1 shows a cross section view of one cross line from a 3D data set, where the acoustic impedance estimate from seismic inversion was computed with (a) a commonly used commercial package using a nonlinear optimization approach, and (b) our algorithm. Figure 2 shows a time slice for the same case. The purpose of these two slides is to show that our method achieves results comparable to the commercial package. The main point to note is that our method did this while running approximately 40 times faster. Figure 3 displays an uncertainty analysis for one trace. The result includes the effect of seismic random noise only, which was estimated from the data using an autocorrelation/crosscorrelation method. The classical error analysis result was based on a first order (Taylor series) error propagation analysis (Broadhead, 2004 (Broadhead, , 2005 Broadhead and Ahmed, 2005) . The Monte Carlo result was obtained by generating random deviates with the estimated noise covariance structure, adding to the measured data and inverting with the frequency domain Bayesian method. This process was repeated several tens of times, and the resulting variance computed.
Data Application

Discussion
Fully taking advantage of the potential merits of the Bayesian approach for the post-stack seismic inversion problem is problematic. This is largely due to the more difficult, and less studied, problem of accurately assessing uncertainty in the start model and seismic amplitude data, let alone for the wavelet and other relevant quantities. These uncertainties enter the problem via the covariance matrices and directly affect the impedance estimate via the degree of trade-off between the start model and maximum likelihood solution. Hence, these quantities need to be accurately assessed. In addition, dealing with the inverse of large matrices is required. We have avoided these problems and produced an algorithm that runs efficiently so that it can be run many times, thereby allowing a Monte Carlo estimate of variance. This can provide either an uncertainty or sensitivity analysis for the impedance solution. Hence, we have a method that gives comparable solutions to conventional poststack inversion algorithms and runs much faster if no uncertainty estimate is required, or in a comparable computational time if an uncertainty/sensitivity estimate is desired. 
