INTRODUCTION
This paper deals with the problem of approximate controllability for distributed parameter systems described by linear partial differential equations of parabolic type in (0, CO) x Q, where 52 is a connected bounded domain in Rn.
In the same way as Sakawa [lo] , the control inputs are assumed to be finite dimensional and to appear only in the boundary conditions. Such assumptions are natural and significant from a physical viewpoint.
The purpose of this paper is to derive the necessary and sufficient condition for the approximate controllability in the sense of the supremum norm with respect to the space variables. Many results concerning the approximate controllability by boundary inputs have been obtained [3] , [7] , [IO] , but the controllability in the sense of the supremum norm seems to have been little treated until now, in spite of its importance [7] . We briefly mention the exact controllability problem for parabolic equations. Some interesting results concerning this have been obtained [4] , [9] (in [9] , the assumption on Q is the same as ours). Rut, in these the conditions on terminal states to be attained are required to be very strong, though this problem cannot be simply compared with the approximate controllability problem. The main result will be stated in the next section. It is assumed there that the space-dimension n is <3-which is enough for applications. Target functions (states) to be infinitely approached by the state function have only to belong to C(o) or some subspace of C(o). The well-known rank conditions will be derived, but we are sure that the method employed in the proof will be new (see, for example, Remark 2 after Theorem 3.5).
MAIN RESULT
Let Q be a connected bounded domain in Rn, a n-dimensional Euclidean space, and let S, the boundary of Q, consist of a finite number of (n -1 )-dimensional sufficiently smooth hypersurfaces.
Consider a linear parabolic initial-boundary value problem ; u(t, x) = Llu(t, x) -q(x) u(t, x), t>o, XEQ,
where au/an denotes the normal derivative on S, oriented toward the exterior of 52. It is assumed that q(x) is Halder continuous on D and that a([) belongs to P(S), satisfying 0 < a(e) < 1. h,(t) are such that a2h,(~)/a[,a[j are Hijlder continuous on each local coordinate. We may assume that {&(t); 1 < R < N} is an orthonormal system in L2(S). fk(t) are such that df,(t)/dt are Hijlder continuous on [O, T], T being an arbitrary time, and that fk(0) = 0. The set of inputs fk(t) satisfying the above conditions will be denoted by E'.
It is well-known [5] , [6] that there exists a sequence {Ai , +ij; 1 < j < llzi , i > 1} of eigenvalues and eigenfunctions satisfying the following conditions: (i) infze8 q(x) < A, < A, < ... < hi < ..., lim,,, hi = co. (2.4) (ii) Each 4ij(X) satisfies the following equations:
(iii) ($ij} is a complete orthonormal system in L2(.Q),l where the positive integers m, are finite for each i < co.
Under the assumptions on fk(t) and hk( 0, th ere exists the unique solution of (2.1)-(2.3), and the solution is expressed as follows [5] , [6] : (2.6) where u(t, x, y) (t > 0, x, y ED) denotes the fundamental solution [5] , [6] corresponding to (2.1)-(2.3).
Let E be some Banach space, and suppose that u(t, .) belongs to E for t > 0 and fh EF, 1 < K < A? We shall say that the control system (2.1)-(2.3) is approximately null controllable in E, if and only if for any v E E and E > 0, there exists a set of inputs {fi ,.,., ,,, , f } jk E F, and t, > 0 satisfying an estimate /I u(t, > .) -v IIE < E.
In the rest of the paper, it is assumed that the boundary condition (2.3) is normal on S, i.e., ~(5) satisfies 0 < a(E) < l-the generalized boundary value problem of the third kind including the Neumann problem, or a(E) G=: Ithe Dirichlet problem.
The following theorem is our main result, in which it is assumed that the space-dimension n is <3-which is enough for applications. fi2(Q) = {u E H2(f2); B,u = a * h(t), a = (01~ ,..., 01~) E K"}, (3.2) where a h(t) = Ct='=, a&,([). A notation a(u) will be often used instead of a.
For simplicity, the operator d -Q(X) without the boundary condition is denoted by u. The domain of o is of course Ha(Q).
In what follows, we shall introduce a new inner product in fi2(Q). We start with the following lemma: LEMMA 3.1 [6] . Suppose that f(t) and g(5) belong to C2(S) and that mw~i~~~ and ~2g(cyw& are Hiilder continuous on each local coordinate. Then, we can construct a function a(x) E C2(@ such that a2@(x)/8x,8x, are Hiilder continuous on Liz and that W) =f(O, j& wf) = g(6), E E s.
We can find appropriate functions !Pk(,) E C"(a), 1 < K < N, such that a2Yk(x)/&& , 1 < i,j < n, are Holder continuous on0 and that B,Yk = I&(.$. Therefore the inverse 17-i is found to be also continuous, which tells us that the inequality of the left-hand side of (3.3) holds. The right-hand side of (3.3) is clear.
Q.E.D.
We introduce a new inner product in AZ(Q) as
It follows from Lemma 3.2 that (., .),., determines a norm 11 . /iA equivalent to // . iI2 , the norm of fi2(CJ). In what follows, @(J2) and its subspace D(A) will be used as the spaces provided with the inner product (., .)A . We have the following lemma. Since the proof is easy, we omit it. We note that the system (&( .) (Ai + c)-'> is not complete in A2(Q), to which the solution u(t, .) of (2.1)-(2.3) belongs.
The next lemma will play an important role in the following Theorem 3.5: To obtain a convenient expression of the solution u(t, .), different from (2.6), we choose !Pk(x) E P(D), 1 < K < N, stated in Lemma 3.4. Then, it is easy to see that the solution zl(t, X) is rewritten as
-e(t-T)AYk dr , I t > 0.
It should be noted that the expression (3.7) is correct for arbitrary Yk(x), 1 < K < N, satisfying the above conditions. From the above argument, it follows that u(t, .) E fi2(Q), t > 0, fk EF, 1 < K < N. Let us define the attainable set K(t), t > 0, in fi2(Q) as K(t) = {u(t, .); fk EF, 1 < k < N).
--K(t) is clearly a nonclosed subspace. If t, < t, , we have K(t,) C K(t,), and this implies that K = (Jt,a K(t) = (Jt>e K(t) is a closed subspace of A2(Q). Therefore the necessary and sufficient condition for the system (2.1)-(2.3) to be approximately null controllable in fi2(Q) is that (0) = K'-C fi2(Q). By letting fk(t) = f, and fi(t) = 0 f or any i f k, for example, we have from (3.10) and (3.11) l<k<,V (3.12)
for Re X > c. It is clear that the left-hand side of (3.12) is an analytic function of A. By analytic continuation, we see that (3.12) holds for all X satisfying X =t -Ai , i 3 1. Calculating the residue of the left-hand side of (3.12) at X = ---Xi gives
Noting the assumption on Yk and Green's formula [6] , [8] , we find that (3.13) are equivalent to Relations (2.7) and (3.14) imply that Uij = 0, 1 <j < mi , i > 1. Therefore, returning to(3.12), we have Since Yk , 1 < k < lV, are arbitrary, we can conclude from (3.15) and Lemma 3.4 that u = 0 in A2(fi). (Necessity). It is clear that 9"(Q) . is included in fi2(S2). Noting that 9(52) is dense in L2(Q), we find that the control system is approximately null controllable in L2(Q). Therefore, applying Theorem 2.2 gives that (2.7) holds, which completes the proof.
Remark I. It is easy to see that the control system (2.1)-(2.3) cannot be approximately null controllable in H2(J2) for any choice of the controllers P, ,..., hN}, because a(u(t, .)) h(t) remains in some finite dimensional subspace of L2( S).
Remark 2. We note that the sufficiency part of Theorem 3.5 has been proved independently of Theorem 2.2. This problem was abstractly discussed by Fattorini, and the corresponding result was obtained, being related to Theorem 2.2 [3, Remark 3.6 and Theorem 3.71.
Before proving Theorem 2.1, we need one more lemma. Q.E.D. Now, the proof of Theorem 2.1 has been almost completed.
Proof of Theorem 2.1.
(i) Sufficiency immediately follows from Theorem 3.5 and Lemma 3.6, (i). The proof of necessity can be carried out in the same way as Theorem 3.5.
The proof of (ii) is the same as (i). Therefore we omit it.
Several examples for Theorem 2.1 can be seen in the references [3] , [lo]. Therefore we omit them.
Con&ding
Remark.
If the approximate controllability is considered in P(Q), m 3 1, we shall need the result in H[n/21+1+m(SZ), corresponding to Theorem 3.5. In that case, the estimate for etAu, however, will become worse than (3.6) in the neighborhood of t = 0, which seems to make it difficult to consider the problem in the same direction as ours. Therefore, a treatment different from ours will be needed.
We have not considered the approximate controllability by distributed inputs. Because, then, the results in Hk(SZ), k > 1, will be automatically obtained in exactly the same way as Sakawa [IO] .
