The ρ-calculus integrates in a uniform and simple setting first-order rewriting, λ-calculus and nondeterministic computations. Its abstraction mechanism is based on the rewrite rule formation and its main evaluation rule is based on matching modulo a theory T .
Introduction

Rewriting, computer science and logic
It is a common claim that rewriting is ubiquitous in computer science and mathematical logic. And indeed the rewriting concept appears from the very theoretical settings to the very practical implementations. Some extreme examples are the mail system under Unix that uses rules in order to rewrite mail addresses in canonical forms (see the /etc/sendmail.cf file in the configuration of the mail system) and the transition rules describing the behaviors of tree automata. Rewriting is used in semantics in order to describe the meaning of programming languages [Kah87] as well as in program transformations like, for example, re-engineering of Cobol programs [vdBvDK + 96] . It is used in order to compute [Der85] , implicitly or explicitly as in Mathematica [Wol99] , MuPAD [MuP96] or OBJ [GKK + 87], but also to perform deduction when describing by inference rules a logic [GLT89] , a theorem prover [JK86] or a constraint solver [JK91] . It is of course central in systems making the notion of rule an explicit and first class object, like expert systems, programming languages based on equational logic [O'D77], algebraic specifications (e.g. OBJ [GKK + 87]), functional programming (e.g. ML [Mil84] ) and transition systems (e.g. Murphi [DDHY92] ).
It is hopeless to try to be exhaustive and the cases we have just mentioned show part of the huge diversity of the rewriting concept. When one wants to focus on the underlying notions, it becomes quickly clear that several technical points should be settled. For example, what kind of objects are rewritten? Terms, graphs, strings, sets, multisets, others? Once we have established this, what is a rewrite rule? What is a left-hand side, a right-hand side, a condition, a context? And then, what is the effect of a rule application? This leads immediately to defining more technical concepts like variables in bound or free situations, substitutions and substitution application, matching, replacement; all notions being specific to the kind of objects that have to be rewritten. Once this is solved one has to understand the meaning of the application of a set of rules on (classes of) objects. And last but not least, depending on the intended use of rewriting, one would like to define an induced relation, or a logic, or a calculus.
In this very general picture, we introduce a calculus whose main design concept is to make all the basic ingredients of rewriting explicit objects, in particular the notions of rule application and result. We concentrate on term rewriting, we introduce a very general notion of rewrite rule and we make the rule application and result explicit concepts. These are the basic ingredients of the rewriting-or ρ-calculus whose originality comes from the fact that terms, rules, rule application and therefore rule application strategies are all treated at the object level.
How does the rewriting calculus work?
In ρ-calculus we can explicitly represent the application of a rewrite rule, as for example 2 → s(s(0)), to a term, e.g. the constant 2, as the object [2 → s(s(0))](2) which evaluates to the singleton {s(s(0))}. This means that the rule application binary symbol "[ ]( )" is part of the calculus syntax.
As we have seen a rule application can be reduced to a singleton, but it may also fail as in [2 → s(s(0))](3) that evaluates to the empty set ∅, or it can be reduced to a set with more than one element as exemplified later in this section and explained in Section 2. 4 . Of course, variables may be used in rewrite rules as in [x + 0 → x](4 + 0). In this last case the evaluation mechanism of the calculus will reduce the application to {4}. In fact, when evaluating this expression, the variable x is bound to 4 via a mechanism classically called matching, and the result of the evaluation is obtained by instantiating accordingly the variable x from the right hand side of the rewrite rule. We recover, thus, the classical way term rewriting is acting.
Where this game becomes even more interesting is that " → ", the rewrite binary operator, is integrally part of the calculus syntax. This is a powerful abstraction operator whose relationship with λ-abstraction [Chu40] could provide a useful intuition: A λ-expression λx.t can be represented in the ρ-calculus as the rewrite rule x → t. Indeed, the β-redex (λx.t u) is nothing else than [x → t](u) (i.e. the application of the rewrite rule x → t to the term u) which reduces to {{x/u}t} (i.e. the application of the substitution {x/u} to the term t).
We are aware of other ways to abstract on terms or patterns in lambda-calculus e.g. the works of Colson, Kesner, van Oostrom [Col88, vO90, Kes93] or PeytonJones [PJ87] . For example, the λ-calculus with patterns presented in [PJ87] can be given a direct representation in the ρ-calculus. Let us consider, for example, the λ-term λ(PAIR x y).x that selects the first element of a pair and the application λ(PAIR x y).x (PAIR a b) that evaluates to a. The representation in the ρ-calculus of the first λ-term is PAIR(x, y) → x and the corresponding application [PAIR(x, y) → x](PAIR(a, b)) ρ-evaluates to {{x/a, y/b}x}, that is to {a}.
Of course we have to make clear what a substitution {x/u} is and how it applies to a term. But there is no surprise here and we consider a substitution mechanism that preserves the correct variable bindings via the appropriate α-conversion. In order to make this point clear in the paper, as in [DHK95] , we will make a strong distinction between substitution (which takes care of variable binding) and grafting (that performs replacement directly).
When building abstractions, i.e. rewrite rules, there is a priori no restriction. A rewrite rule may introduce new variables as in the rule f (x) → g(x, y) that when applied to the term f (a) evaluates to {g(a, y)}, leaving the variable y free. It may also rewrite an object into a rewrite rule as in the application [x → (f (y) → g(x, y))](a) that evaluates to the singleton {f (y) → g(a, y)}. In this case the variable x is free in the rewrite rule f (y) → g(x, y) but is bound in the rule x → (f (y) → g(x, y)). More generally, the object formation in ρ-calculus is unconstrained. Thus, the application of the rule b → c after the rule a → b to the term a is written [b → c]([a → b](a)) and as expected the evaluation mechanism will produce first [b → c]({b}) and then {c}. It also allows us to make use in an explicit and direct way of non-terminating or non-confluent (equational) rewrite systems. For example the application of the rule a → a to the term a ([a → a](a)) terminates, since it is applied only once and does not represent the repeated application of the rewrite rule a → a.
So, basic ρ-calculus objects are built from a signature, a set of variables, the abstraction operator "→", the application operator "[ ]( )", and we consider sets of such objects. This gives to the ρ-calculus the ability to handle non-determinism in the sense of sets of results. This is achieved via the explicit handling of reduction result sets, including the empty set that records the fundamental information of rule application failure. For example, if the symbol + is assumed to be commutative then x + y is equivalent modulo commutativity to y + x and thus applying the rule x+y → x to the term a+b results in {a, b}. Since there are two different ways to apply (match) this rewrite rule modulo commutativity the result is a set that contains two different elements corresponding to two possibilities. This ability to integrate specific computations in the matching process allows us for example to use the ρ-calculus for deduction modulo purposes as proposed in [DHK98] .
To summarize, in ρ-calculus abstraction is handled via the arrow binary operator, matching is used as the parameter passing mechanism, substitution takes care of variable bindings and results sets are handled explicitly.
Rewriting relation versus rewriting calculus
A ρ-calculus term contains all the (rewrite rule) information needed for its evaluation. This is also the case for λ-calculus but it is quite different from the usual way term rewrite relations are defined.
The rewrite relation generated by a rewrite system R = {l 1 → r 1 , . . . , l n → r n } is defined as the smallest transitive relation stable by context and substitution and containing (l 1 , r 1 ), . . . , (l n , r n ). For example if R = {a → f (a)}, then the rewrite relation contains (a, f (a)), (a, f (f (a))), (f (a), f (f (a))), . . . and one says that the derivation a → f (a) → f (f (a)) → . . . is generated by R.
In ρ-calculus the situation is different since ρ-evaluation will reduce a given ρ-term in which all the rewriting information is explicit. It is customary to say that the rewrite system a → a is not terminating because it generates the derivation a → a → a → . . .. In ρ-calculus the same infinite derivation should be explicitly built (for example using an iterator) and all the evaluation information should be present in the starting term as in [a → a]([a → a]([a → a](a))) whose evaluation corresponds to the three steps derivation a → a → a → a.
There is thus a big difference between the way one can define rewrite derivations generated by a rewrite system and their representation in ρ-calculus: in the first case the derivation construction is implicit and left at the meta-level, in the later case, all rewrite steps should be explicitly built.
Integration of first-order rewriting and higher-order logic
We are introducing a new calculus in a heavily-charged landscape. Why one more? There are several complementary answers that we will make explicit in this work. One of them is the unifying principle of the calculus with respect to algebraic and higher-order theories.
The integration of first-order and higher-order paradigms has been one of the main problems raised since the beginning of the study of programming language semantics and of proof environments. The λ-calculus emerged in the thirties and had a deep influence on the development of theoretical computer-science as a simple but powerful tool for describing programming language semantics as well as proof development systems. Term rewriting for its part emerged as an identified concept in the late sixties and it had a deep influence in the development of algebraic specifications as well as in theorem proving.
Because the two paradigms have a lot in common but have extremely useful complementary properties, many works address the integration of term rewriting with λ-calculus. This has been handled either by enriching first-order rewriting with higher-order capabilities or by adding to λ-calculus algebraic features allowing one, in particular, to deal with equality in an efficient way. In the first case, we find the works on CRS [KvOvR93] , XRS [Pag98] and other higher-order rewriting systems [Wol93, NP98] , in the second case the works on combination of λ-calculus with term rewriting [Oka89, BT88, GBT89, JO97] to mention only a few.
Our previous works on the control of term rewriting [KKV95, Vit94, BKKR01] led us to introduce the ρ-calculus. Indeed we realized that the tool that is needed in order to control rewriting should be made explicit and could be itself naturally described using rewriting. By viewing the arrow rewrite symbol as an abstraction operator, we strictly generalize the abstraction mechanism of λ-calculus, by making the rule application explicit, we get full control of the rewrite mechanism and as a consequence we obtain with the ρ-calculus a uniform integration of algebraic computation and λ-calculus.
Basic properties and uses of the ρ-calculus
One of the main properties of the calculus we are concentrating on is confluence. We will see that the ρ-calculus is not confluent in the general case. The use of sets for representing the reduction results is the main cause of non-confluence. This comes from the fact that in the definition of a standard rewrite step, a rule is applied only when a successful match is found and in this case the reduced term exists and is unique (even if several matches exist). In ρ-calculus we are in a very different situation since a rule application always yields a unique result consisting either of a non-empty set representing all the possible reduced terms (one per different match) or of an empty set representing the impossibility to apply a standard rewrite step.
The confluence can be recovered if the evaluation rules of ρ-calculus are guided by an appropriate strategy. This strategy should first handle properly the problems related to the propagation of failure over the operators of the calculus. It should also take care of the correct handling of sets with more than one element in non-linear contexts. We are presenting this strategy whose full details are given in [Cir00] .
We will see that the ρ-calculus can be used for representing some simpler calculi as λ-calculus and rewriting even in the conditional case. This is achieved by restricting the syntax and the evaluation rules of the ρ-calculus in order to represent the terms of the two calculi. We then show that for any reduction in the λ-calculus or term rewriting, a corresponding natural reduction in the ρ-calculus can be found.
Structure of this work and paper
The presentation of this work is divided in two parts, the second one being called hereafter Part II.
The purpose of this first part is to introduce the ρ-calculus, its syntax and evaluation rules and to show how it can be used in order to naturally encode λ-calculus and standard term rewriting. We also show in Part II, and indeed this was our first motivation, that it can be used to encode conditional rewriting and that it provides a semantics for the rewrite based language ELAN.
In the next section, we introduce the general ρ T -calculus, where T is a theory used to internalize specific knowledge like associativity and commutativity of certain operators. We present the syntax of the calculus, its evaluation rules together with examples. We emphasize in particular the important role of the matching theory T . We show in Section 3 how ρ-calculus can be used to encode in a uniform way term rewriting and λ-calculus. Then, in Section 4, we restrict to the ρ ∅ -calculus (also shortly denoted ρ-calculus), the calculus where only syntactic matching is allowed (i.e. the theory T is assumed to be the trivial one), and we present the confluence properties of this calculus. We assume the reader familiar with the standard notions of term rewriting [DJ90, Klo90, BN98, KK99] and with the basic notions of λ-calculus [Bar84] . For the basic concepts about rule based constraint solving and deduction modulo, we refer respectively to [JK91, KR98] and [DHK98] .
Definition of the ρ T -calculus
We assume given in this section a theory T defined equationally or by any other means.
A calculus is defined by the following five components:
1. First its syntax that makes precise the formation of the objects manipulated by the calculus as well as the formation of substitutions that are used by the evaluation mechanism. In the case of ρ T -calculus, the core of the object formation relies on a first-order signature together with rewrite rules formation, rule application and sets of results.
2. The description of the substitution application to terms. This description is often given at the meta-level, except for explicit substitution frameworks. For the description of the ρ T -calculus that we give here, we use (higher-order) substitutions and not grafting, i.e. the application takes care of variable bindings and therefore uses α-conversion.
3. The matching algorithm used to bind variables to their actual values. In the case of ρ T -calculus, this is matching modulo the theory T . In practical cases it will be higher-order-pattern matching, or equational matching, or simply syntactic matching or combination of any of these. The matching theory is specified as a parameter (the theory T ) of the calculus and when it is clear from the context this parameter is omitted.
4. The evaluation rules describing the way the calculus operates. It is the glue between the previous components. The simplicity and clarity of these rules are fundamental for its usability. 5 . The strategy guiding the application of the evaluation rules. Depending on the strategy employed we obtain different versions and therefore different properties for the calculus.
This section makes explicit all these components for the ρ T -calculus and comments our main choices.
Syntax of the ρ T -calculus
Definition 2.1 We consider X a set of variables and F = m F m a set of ranked function symbols, where for all m, F m is the subset of function symbols of arity m. We assume that each symbol has a unique arity i.e. that the F m are disjoint. We denote by T (F, X ) the set of first-order terms built on F using the variables in X . The set of basic ρ-terms, denoted (F, X ), is the smallest set of objects formed according to the following rules:
• the variables in X are ρ-terms,
• if t 1 , . . . , t n are ρ-terms and f ∈ F n then f (t 1 , . . . , t n ) is a ρ-term,
• if t 1 , . . . , t n are ρ-terms then {t 1 , . . . , t n } is a ρ-term (the empty set is denoted ∅),
• if t and u are ρ-terms then [t](u) is a ρ-term (application),
• if t and u are ρ-terms then t → u is a ρ-term (abstraction or rewrite rule).
The set of basic ρ-terms can thus be inductively defined by the following grammar:
where x ∈ X and f ∈ F. Notice that this syntax does not make use of the theory T .
A term may be viewed as a finite labeled ordered tree, the leaves of which are labeled with variables or constants and the internal nodes of which are labeled with symbols of positive arity.
Definition 2.2
A position (also called occurrence) of a term (seen as a tree) is represented as a sequence ω of positive integers describing the path from the root of t to the root of the sub-term at that position. We denote by t s p the term t containing the sub-term s at the position p. The symbol at the position p of a term t is denoted by t(p).
We call functional position of a ρ-term t, any occurrence p of the term whose symbol belongs to F, i.e. t(p) ∈ F. The set of all positions of a term t is denoted by Pos(t). The set of all functional positions of a term t is denoted by FPos(t).
The position of a sub-term in a set ρ-term is obtained by considering one of the possible tree representations of the respective ρ-term.
We adopt a very general discipline for the rewrite rule formation, and we do not enforce any of the standard restrictions often used in the term rewriting community like non-variable left-hand sides or occurrence of the right-hand side variables in the left-hand side. We also consider rewrite rules containing rewrite rules as well as rewrite rule application. For convenience, we consider that the symbols {} and ∅ both represent the empty set. We usually use the notation f instead of f () for a function symbol of arity 0 (i.e. a constant). For the terms of the form {t 1 , . . . , t n } we assume, as usually, that the comma is an associative, commutative and idempotent function symbol.
The main intuition behind this syntax is that a rewrite rule is an abstraction, the left-hand side of which determines the bound variables and some contextual information. Having new variables in the right-hand side is just the ability to have free variables in the calculus. We will come back to this later but to support the intuition let us mention that the λ-terms [Bar84] and standard first-order rewrite rules [DJ90, BN98] are clearly objects of this calculus. For example, the λ-term λx.(y x) corresponds to the ρ-term x → [y](x) and a rewrite rule in first-order rewriting corresponds to the same rewrite rule in the rewriting-calculus.
We have chosen sets as the data structure for handling the potential non-determinism. A set of terms can be seen as the set of distinct results obtained by applying a rewrite rule to a term. Other choices could be made depending on the intended use of the calculus. For example, if we want to provide all the results of an application, including the identical ones, a multi-set could be used. When the order of the computation of the results is important, lists could be employed. Since in this presentation of the calculus we focus on the possible results of a computation and not on their number or order, sets are used. The confluence properties presented in Section 4 are preserved in a multi-set approach. It is clear that for the list approach only a confluence modulo permutation of lists can be obtained.
The following examples show the very expressive syntax that is allowed for ρ-terms.
Example 2.3
If we consider F 0 = {a, b, c}, F 1 = {f }, F 2 = {g}, F = F 0 ∪ F 1 ∪ F 2 and x, y variables in X , some ρ-terms from (F, X ) are:
; this denotes the application of the rewrite rule a → b to the term a.
We will see that evaluating this application results in {b}. , b) ); a classical rewrite rule application.
• [x → x + y](a); a rewrite rule with a free variable y. We will see later why the result of this application is {a + y} where the variable y remains free.
•
In the rewrite rule x → x + y the variable y is free but in the rewrite rule y → [x → x + y](b) this variable is bound.
; the well-known (ωω) λ-term. We will see that the evaluation of this term is not terminating.
(1); a more complicated ρ-term without corresponding standard rewrite rule or λ-term.
Grafting versus substitution
Since we are dealing with → as a binder, like for any calculus involving binders (as the λ-calculus), α-conversion should be used to obtain a correct substitution calculus and the first-order substitution (called here grafting) is not directly suitable for the ρ-calculus. We consider the usual notions of α-conversion and higher-order substitution as defined for example in [DHK95] . This is the reason for introducing an appropriate notion of bound variables renaming in Definition 2. 5 . It computes a variant of a ρ-term which is equivalent modulo α-conversion to the initial term.
Definition 2.4
The set of free variables of a ρ-term t is denoted by F V (t) and is defined by:
Definition 2.5
Given a set Y of variables, the application α Y (called α-conversion) is defined by: This allows us to define the usual substitution and grafting operations:
A valuation θ is a finite binding of the variables x 1 , . . . , x n to the terms t 1 , . . . , t n , i.e. a finite set of couples {(
From a given valuation θ we can define the following two notions of substitution and grafting:
• the substitution extending θ is denoted Θ = {x 1 /t 1 , . . . , x n /t n },
• the grafting extending θ is denotedΘ = {x 1 → t 1 , . . . , x n → t n }.
Θ andΘ are structurally defined by:
where we consider that z i are fresh variables (i.e. θz i = z i ), the z i do not occur in u and v and for any y ∈ F V (u), z i ∈ F V (θy), and u , v are defined by:
. using the following notations: The set of variables {x 1 , . . . , x n } is called the domain of the substitution Θ or of the graftingΘ and is denoted by Dom(Θ) or Dom(Θ) respectively. The set of all the variables from Θ is
Recall that {x 1 /t 1 , . . . , x n /t n } is the simultaneous substitution of the variables x 1 , . . . , x n by the terms t 1 , . . . , t n and not the composition
There is nothing new in the definition of substitution and grafting except that the abstraction works here on terms and not only on variables. The burden of variable handling could be avoided by using an explicit substitution mechanism in the spirit of [CHL96] . We sketched such an approach in [CK99] and this is detailed in [Cir00].
Matching
Computing the matching substitutions from a ρ-term t to a ρ-term t is an important parameter of the ρ T -calculus. We first define matching problems in a general setting:
For a given theory T over ρ-terms, a T -match-equation is a formula of the form t ? T t , where t and t are ρ-terms. A substitution σ is a solution of the T -match-equation t
A substitution is a solution of a T -matching system P if it is a solution of all the T -match-equations in P . We denote by F a T -matching system without solution. A T -matching system is called trivial when all substitutions are solution of it. We define the function Solution on a T -matching system S as returning the set of all T -matches of S when S is not trivial and {ID}, where ID is the identity substitution, when S is trivial.
Notice that when the matching system has no solution the function Solution returns the empty set.
Since in general we could consider arbitrary theories over ρ-terms, T -matching is in general undecidable, even when restricted to first-order equational theories [JK91] . In order to overcome this undecidability problem, one can think of using constraints as in constrained higher-order resolution [Hue73] or constrained deduction [KKR90] . But we are interested here in the decidable cases. Among them we can mention higher-order-pattern matching that is decidable and unitary as a consequence of the decidability of pattern unification [Mil91, DHKP96] , higher-order matching which is known to be decidable up to the fourth order [Pad96, Pad00, Dow94, HL78] (the decidability of the general case being still open), many first-order equational theories including associativity, commutativity, distributivity and most of their combinations [Nip89, Rin96] .
For example when T is empty, the syntactic matching substitution from t to t , when it exists, is unique and can be computed by a simple recursive algorithm given for example by G. Huet [Hue76] . It can also be computed by the following set of rules SyntacticM atching where f, g ∈ F and the symbol ∧ is assumed to be associative and commutative. 1. F, then there is no match from t to t and Solution(t ? ∅ t ) = Solution(F) = ∅, 2. of the form i∈I x i ? ∅ t i with I = ∅, then the substitution σ = {x i /t i } i∈I is the unique match from t to t and Solution(t
. empty, then t and t are identical and Solution(t
Example 2.9
If we consider the matching problem (h(x, g(x, y))
? ∅ h(a, g(a, b)), first we apply the matching rule Decomposition and we obtain the system with the two matchequations (x This syntactic matching algorithm has an easy and natural extension when a symbol + is assumed to be commutative. In this case, the previous set of rules should be completed with
where disjunction should be handled in the usual way. In this case of course the number of matches could be exponential in the size of the initial left-hand sides.
Example 2.10
When matching modulo commutativity the term x+y, with + defined as commutative, against the term a + b, the rule CommDec leads to
and thus, we obtain two substitutions as solution for the initial matching problem, i.e. Solution(x + y ?
Matching modulo associativity-commutativity (AC) is often used. It could be defined either in a rule based way as in [AK92, KR98] or in a semantic way as in [Eke95] . A restricted form of associative matching called list matching is used in the ASF+SDF system [vD96] . In the Maude system any combination of the associative, commutative and idempotency properties is available [Eke96] .
Evaluation rules of the ρ T -calculus
Assume we are given a theory T over ρ-terms having a decidable matching problem. The use of constraints would allow us to drop this last restriction, but we have chosen here to stick to this simpler situation.
As mentioned above, in the general case, the matching is not unitary and thus we should deal with (empty, finite or infinite) sets of substitutions. We consider a substitution application at the meta-level of the calculus represented by the operator " " whose behavior is described by the meta-rule P ropagate:
Notice that since this rule operates at the meta-level of the calculus, it is different from the evaluation rules like F ire and its arrow is denoted differently. A version of the calculus can also be given using explicit substitution [Cir00] . The result of the application of a set of substitutions {σ 1 , . . . , σ n , . . .} to a term r is the set of terms σ i r, where σ i r represents the result of the (meta-)application of the substitution σ i to the term r as detailed in Definition 2. 6 . Notice that when n is 0, i.e. the set of substitutions is empty, the resulting set of instantiated terms is also empty.
The evaluation rules of the ρ T -calculus describe the application of a ρ-term on another one and specify the behavior of the different operators of the calculus when some arguments are sets. Following their specifications they are described in Figure 2 to 5.
Applying rewrite rules
The application of a rewrite rule at the root position of a term is accomplished by matching the left-hand side of the rewrite rule on the term and returning the appropriately instantiated right-hand side. It is described by the evaluation rule F ire in Figure 2 . The rule F ire, like all the evaluation rules of the calculus, can be applied at any position of a ρ-term.
The central idea is that applying a rewrite rule l → r at the root (also called top) occurrence of a term t, written as [l → r](t), consists in replacing the term r by r Σ where Σ is the set of substitutions obtained by T -matching l on t (i.e. Solution(l ? T t)). Therefore, when the matching yields a failure represented by an empty set of substitutions, the result of the application of the rule P ropagate and thus of the rule F ire is the empty set.
One can notice that the rule F ire can be expressed without using the meta-rule P ropagate:
but we preferred the previous version for a smoother transition to the explicit version of the calculus. We should point out that, as in λ-calculus, an application can always be evaluated. But, unlike in λ-calculus, the set of results can be empty. More generally, when matching modulo a theory T , the set of resulting matches may be empty, a singleton (as in the empty theory), a finite set (as for associativity-commutativity) or infinite (see [FH83] ). We have thus chosen to represent the result of a rewrite rule application to a term as a set. An empty set means that the rewrite rule l → r fails to apply to t in the sense of a matching failure between l and t.
We denote by −→ F ire the relation induced by the evaluation rule F ire.
Example 2.11
Some examples of the application of the evaluation rule F ire are:
Applying operators
In order to push rewrite rule application deeper into terms, we introduce the two Congruence evaluation rules of Figure 3 . They deal with the application of a term of the form f (u 1 , . . . , u n ) (where f ∈ F n ) to another term of a similar form. When we have the same head symbol for the two terms of the application [u](v) the arguments of the term u are applied on those of the term v argument-wise. If the head symbols are not the same, an empty set is obtained. The Congruence rules are redundant with respect to the evaluation rule F ire modulo an appropriate transformation of the initial term. Indeed, one could notice that the application of a term f (u 1 , . . . , u n ) to another ρ-term t (i.e. the ρ-term [f (u 1 , . . . , u n )](t)) evaluates, using the rules Cong and CongF ail, to the same term as the application of the ρ-term f (
) using the evaluation rule F ire. Although we can express the same computations by using only the evaluation rule F ire, we prefer to keep the evaluation rules Congruence in the calculus for an explicit use of these rules and thus, a more concise representation of terms.
Handling sets in the ρ T -calculus
The reductions describing the behavior of terms containing sets are described by the evaluation rules in Figure 4: • The rules Distrib and Batch describe the interaction between the application and the set operators, • The rules Switch L and Switch R describe the interaction between the abstraction and the set operators, • The rule OpOnSet describe the interaction between the symbols of the signature and the set operators.
• The rule describing the interaction between set operators will be described in the next section.
The set representation for the results of the rewrite rule application has important consequences concerning the behavior of the calculus. We can notice, in particular, that the number of set symbols is unchanged by the evaluation rules Distrib, Batch, Switch L , Switch R and OpOnSet. This way, for a derivation involving only terms that do not contain empty sets, the number of set symbols in a term counts the number of rules F ire and Congruence that have been applied for its evaluation.
The application of the set of rewrite rules {a → b, a → c} to the term a (i.e. the ρ-term [{a → b, a → c}](a)) is reduced, by using the evaluation rule Distrib, to the set containing the application of each rule to the term a (i.e. the ρ-term
It is in particular useful when simulating ordinary term rewriting by a set of rewrite rules. Moreover, we can factor a set of rewrite rules a) ) which is reduced, by using the rules Cong and F ire, to {f ({b})} and then, by using the rule OpOnSet to {{f (b)}}. The two set symbols corresponding to the two applications of the evaluation rules F ire and Cong are thus preserved by the application of the rule OpOnSet.
A result of the form {} (i.e. ∅) represents the failure of a rule application and such failures are strictly propagated in ρ-terms by the Set rules. For instance, the ρ-term g([a → b](c), {a}) is reduced to g(∅, {a}) and then, by using the rule OpOnSet, to ∅. One should notice that in this case, the information on the number of F ire and Congruence rules used in the reduction of the sub-term {a} is lost.
The rewrite relation generated by the evaluation rules F ire, Congruence and the Set rules is finer (i.e. contains more elements) than the standard one (without sets) and is obviously non-confluent. A reason for the non-confluence is the lack of a similar evaluation rule for the propagation of sets on sets.
Flattening sets in the ρ T -calculus
We usually care about the set of results obtained by reducing the redexes and not about the exact trace of the reduction leading to these results. In what follows we present the way this behavior is described in the ρ-calculus.
We use the evaluation rule F lat in Figure 5 that flattens the sets and eliminates the (nested) set symbols. In this case, the information on the number of reduction steps is lost. Notice that this implies that failure (the empty set) is not strictly propagated on sets.
The same behavior can be described by two distinct evaluation rules: one that would just flatten the sets and thus preserve the number of set braces, and another This behavior of the calculus could be summarized by stating that failure propagation by the Set rules is strict on all operators but sets. We will see later that F ire may induce non-strict propagations in some particular cases (see Example 4.4 on page 26).
The design decision to use sets for representing reduction results has another important consequence concerning the handling of sets with respect to matching. Indeed, sets are just used to store results and we do not wish to make them part of the theory. We are thus assuming that the matching operation used in the F ire evaluation rule is not performed modulo the set axioms. As a consequence, this requires in some cases to use a strategy that pushes set braces outside the terms whenever possible.
Every time a ρ-term is reduced using the rules F ire and Congruence of the ρ T -calculus, a set is generated. These evaluation rules are the ones that describe the application of a rewrite rule at the top level or deeper in a term. The set obtained when applying one of the above evaluation rules can trigger the application of the other evaluation rules of the calculus. These evaluation rules deal with the (propagation of) sets and compute a "set-normal form" for the ρ-terms by pushing out the set braces and flattening the sets.
Therefore, we consider that the evaluation rules of the ρ T -calculus consist of a set of deduction rules (F ire, Cong, CongF ail) and a set of computation rules (Distrib, Batch, Switch L , Switch R , OpOnSet, F lat) and that the reduction behaves as in deduction modulo [DHK98] . This means that we can consider the computation rules as describing a congruence modulo which the deduction rules are applied. In such an approach we say that [f (a → b)](f (a)) reduces to {f ({b})} which is equivalent to {f (b)}.
Using the ρ T -calculus
The aim of this section is to make concrete the concepts we have just introduced by giving a few examples of ρ-terms and ρ-reductions. Many other examples could be found on the ELAN web page [Pro01] .
The ρ T -calculus using syntactic matching (i.e. an empty matching theory) is denoted ρ ∅ -calculus or simply ρ-calculus when there is no ambiguity. We denote by ρ C -calculus, ρ A -calculus and ρ AC -calculus the ρ T -calculus with a matching theory commutative, associative and associative-commutative respectively.
Simple functional programming Let us start with the functional part of the calculus and give the ρ-terms representing some λ-terms. When a functional representation f (x) is chosen, the λ-term λx.f (x) is represented by the ρ-term x → f (x) and a similar result is obtained for its application. One should notice that for ρ-terms of this form (i.e. that have a variable as a left-hand side) the syntactic matching performed in the ρ-calculus is trivial, i.e. it never fails and gives only one result.
There is no difficulty to represent more elaborate λ-terms in the ρ-calculus. Let us consider the term λx.f (x) (λy.y a) with the following β-derivation: λx.f (x) (λy.y a) −→ β λx.f (x) a −→ β f (a). The same derivation can be recovered in the ρ-calculus for the corresponding ρ-term:
Of course, several reduction strategies can be used in the λ-calculus and reproduced accordingly in the ρ-calculus. Indeed, we will see in Section 3.1 that the ρ-calculus strictly embeds the λ-calculus.
Rewriting Now, if we introduce contextual information in the left-hand sides of the ρ-rules we obtain classical rewrite rules as
When we apply such a rewrite rule, the matching can fail and consequently, the application of the rewrite rule can fail. As we have already insisted in the previous sections, the failure of a rewrite rule is not a meta-property in the ρ-calculus but is represented by an empty set (of results). For example, in standard term rewriting we say that the application of the rule f (a) → f (b) to the term f (c) fails and therefore the term is unchanged. On the contrary, in the ρ-calculus the corresponding term
Since, in the ρ-calculus, there is no restriction on the rewrite rules construction, a rewrite rule may use a variable as left-hand side, as in x → x + 1, or it may introduce new variables, as in f (x) → g(x, y). The free variables of the rewrite rules from the ρ-calculus allow us to dynamically build classical rewrite rules. For example, in the application [y → (f (x) → g(x, y))](a), the variable y is free in the rewrite rule f (x) → g(x, y) but bound in the rule y → (f (x) → g(x, y)). The above application is reduced to the set {f (x) → g(x, a)} containing a classical rewrite rule.
By using free variables in the right-hand side of a rewrite rule we can also "parameterize" the rules by "strategies", as in the term y → [f (x) → [y](x)](f (a)) where the term to be applied to x is not explicit in the rule
, the variable y from the rewrite rule is instantiated to a → b and thus, the result of the reduction is {b}.
Non-determinism When the matching is done modulo an equational theory we obtain interesting behaviors.
An associative matching theory allows us, for example, to express the fact that an expression can be parenthesized in different ways. Take, for example, the list operator • that appends two lists with elements of a given sort Elem. Any object of sort Elem represents a list consisting of this only object. If we define the operator • as associative, the rewrite rule describing the decomposition of a list can be written in the associative ρ A -calculus l • l → l. A commutative matching theory allows us, for example, to express the fact that the order of the arguments is not significant. Let us consider a commutative operator ⊕ and the rewrite rule x ⊕ y → x that selects one of the elements of the tuple x ⊕ y. In the commutative ρ C -calculus, the application [x ⊕ y → x](a ⊕ b) evaluates to the set {a, b} that represents the set of non-deterministic choices between the two results. In standard rewriting, the result is not well defined; should it be a or b?
We can also use an associative-commutative theory like, for example, when an operator describes multi-set formation. Let us go back to the • operator, but this time we define it as associative-commutative and we use the rewrite rule x • x • L → L that eliminates doubleton from lists of sort Elem. Since the matching is done modulo associativity-commutativity, this rule eliminates the doubleton no matter what is their position in the structure built using the • operator. For instance, in the ρ AC -calculus
the search for the two equal elements is done thanks to associativity and commutativity.
Another facility is due to the use of sets for handling non-determinism. This allows us to easily express the non-deterministic application of a set of rewrite rules to a term. Let us consider, for example, the operator ⊗ as a syntactic operator. If we want the same behavior as before for the selection of each element of the couple x ⊗ y, two rewrite rules should be non-deterministically applied as in the following reduction:
Evaluation strategies for the ρ T -calculus
The last component of a calculus, i.e. the strategy S guiding the application of its evaluation rules, is crucial for obtaining good properties for the ρ-calculus. For example, the main property analyzed for the ρ-calculus is confluence and we will see that if the rule F ire is applied under no conditions at any position of a ρ-term, confluence does not hold.
Let us now define formally the notion of strategy. We specialize here to the ρ-calculus, and the general definition can be found in [KKV95] .
Definition 2.13
An evaluation strategy in the ρ-calculus is a subset of the set of all possible derivations.
For example, the ALL strategy is the set of all derivations, i.e. it imposes no restrictions. The empty strategy does not allow any reduction. Standard strategies are call by value or by name, leftmost innermost or outermost, lazy, needed.
The reasons for the non-confluence of the calculus are explained in Section 4 and a solution is proposed for obtaining a confluent calculus. The confluent strategy can be given explicitly or as a condition on the application of the rule F ire.
Summary
Starting from the notions introduced in the previous sections we give the definition of the ρ T -calculus.
Definition 2.14 Given a set F of function symbols, a set X of variables, a theory T on (F, X ) terms having a decidable matching problem, we call ρ T -calculus (or generically rewriting calculus) a calculus defined by:
1. a non-empty subset − (F, X ) of the (F, X ) terms, 2. the (higher-order) substitution application to terms as defined in Section 2.2, 3. the theory T , 4. the set of evaluation rules E: F ire, Cong, CongF ail, Distrib, Batch, Switch L , Switch R , OpOnSet, F lat,
5
. an evaluation strategy S that controls the application of the evaluation rules. The set − (F, X ) should be stable under the strategy controlled application of the evaluation rules.
We use the notation ρ T = ( − (F, X ), T, S) to make apparent the main components of the rewriting calculus under consideration.
When the parameters of the general calculus are replaced with some specific values, different variants of the calculus are obtained. The remainder of this paper will be devoted, mainly, to the study of a specific instance of the ρ T -calculus: the ρ-calculus.
Definition of the ρ-calculus
We define the ρ-calculus as the ρ T -calculus where the matching theory T is restricted to first-order syntactic matching. As an instance of Definition 2.14 we get:
The ρ-calculus is the calculus defined by:
• the subset ∅ (F, X ) of (F, X ) whose rewrite rules are restricted to be of the form u → v where u ∈ T (F, X ), i.e. u is a first-order term and thus does not contain any set, application or abstraction symbol,
• the higher-order substitution application to terms,
• the matching theory T = ∅, i.e. first-order syntactic matching,
• the set of evaluation rules R presented in Figure 6 (i.e. all the rules of the ρ-calculus but Switch L ),
• the evaluation strategy ALL that imposes no conditions on the application of the evaluation rules.
The ρ-calculus is therefore defined as the calculus ρ ∅ = ( ∅ (F, X ), ∅, ALL).
Example 2.16
With the exception of the last term, all the ρ-terms from Example 2.3 are ρ ∅ -terms.
The following remarks should be made with respect to the restrictions introduced in the ρ-calculus:
• Since first-order syntactic matching is unitary (i.e. the match, when it exists, is unique) the meta-rule P ropagate from Section 2.4 gives always as result either the
Fig. 6. The evaluation rules of the ρ-calculus
singleton {σr} or the empty set. Hence, the evaluation rule F ire can be replaced by the following simpler two rules:
• The evaluation rule Switch L can never be used in the ρ-calculus due to the restricted syntax imposed on ρ ∅ -terms.
• For a specific instance of the ρ T -calculus, there is a strong relationship between the terms allowed on the left-hand side of the rule and the theory T . Intuitively, the theory T should be powerful enough to fire rule applications in a way consistent with the intended rewriting. For instance, it seems more interesting to use higherorder matching instead of syntactic or equational matching when the left-hand sides of rules contain abstractions and applications. This explains the restriction imposed in the ρ-calculus for the formation of left-hand sides of rules.
• The term restrictions are made only on the left-hand sides of rewrite rules and not on the right-hand side and this clearly leads to more terms than in λ-calculus or in term rewriting.
• The ρ-calculus is not terminating as [ω](ω) is a ρ-term (see Example 2.3).
The case of decidable finitary equational theories will induce more technicalities but is conceptually similar to the case of the empty theory. The case of theories with infinitary or undecidable matching problems could be treated using constraint ρ-terms in the spirit of [KKR90] , and will be studied in forthcoming works.
Encoding λ-calculus and term rewriting in the ρ-calculus
The aim of this section is to show in detail how the ρ-calculus can be used to give a natural encoding of the λ-calculus and term rewriting.
Encoding the λ-calculus
We briefly present some of the notions used in the λ-calculus, such as β-redex and β-reduction, that will be used in this part of the paper. The reader should refer to [HS86] and [Bar84] for a detailed presentation.
Let X be a set of variables, written x, y, etc. The terms of the λ-calculus are inductively defined by:
The β-reduction is defined by the rule:
Any term of the form (λx.M )N is called a β-redex, and the term {x/N }M is traditionally called its contractum. If a term P contains a redex, P can be β-contracted into P which is denoted:
If Q is obtained from P by a finite (possibly empty) number of β-contractions we say that P β-reduces to Q and we denote:
Let us consider a restriction of the set of ρ-terms, denoted F λ , and inductively defined as follows:
Definition 3.2
The ρ λ -calculus is the ρ-calculus defined by:
• the F λ terms, • the higher-order substitution application to terms, • the (matching) theory T = ∅, • the set of evaluation rules of the ρ-calculus, • the evaluation strategy ALL that imposes no conditions on the application of the evaluation rules.
Compared to the syntax of the general ρ-calculus, the rewrite rules allowed in the ρ λ -calculus can only have a variable as left-hand side. Additionally, all the sets are singletons, hence one could consider an encoding not using sets. For uniformity purposes, we chose to stick to the same encoding approach. Fig. 7 . The evaluation rules of the ρ λ -calculus
Because of the syntactic restrictions we have just imposed, the evaluation rules of the ρ-calculus specialize to the ones described in Figure 7 .
The evaluation rule F ire λ initiates in the ρ-calculus (as the β-rule in the λ-calculus) the application of a substitution to a term. The rules Congruence are not used and the rules Set and F lat can be specialized to singletons and describe how to push out the set braces.
An immediate consequence of the restricted syntax of the ρ λ -calculus is that the matching performed in the evaluation rule F ire λ always succeeds and the solution of the matching equation that is necessarily of the form x ? ∅ t is always the singleton {{x/t}}.
At this moment we can notice that any λ-term can be represented by a ρ-term. The function ϕ that transforms terms in the syntax of the λ-calculus into the syntax of the ρ λ -calculus is defined by the following transformation rules:
A similar translation function can be used in order to transform terms in the syntax of the ρ λ -calculus into the syntax of the λ-calculus:
The reductions in the λ-calculus and in the ρ λ -calculus are equivalent modulo the notations for the application and the abstraction and the handling of sets: Proposition 3.3 Given two λ-terms t and t , if t −→ β t then ϕ(t) * −→ ρ λ {ϕ(t )}. Given two ρ λ -terms u and u , if
Proof. We use an induction on −→ β and −→ ρ λ respectively:
• If t is a variable x, then t = x and ϕ(t) = ϕ(t ) = x.
• If t = λx.u then t = λx.u with u −→ β u and we have ϕ(t) = x → ϕ(u). By induction, we have ϕ(u) * −→ ρ λ {ϕ(u )}, and thus
• If t = (u v) then we have either t = (u v) with u −→ β u , or t = (u v ) with v −→ β v , or t = λx.u v and t = {x/v}u.
In the first case, we apply induction and we obtain
The second case is similar,
In the third case ϕ(t) = [x → ϕ(u)](ϕ(v)) and
Since the application of a substitution is the same in the λ-calculus and the ρ-calculus, we have, due to the definition of ϕ, ϕ({x/v}u) = {x/ϕ(v)}ϕ(u) and thus, the property is verified.
Since in the ρ λ -calculus we can have only singletons and the δ transformation strips off the set symbols, the application of the evaluation rules Distrib λ , Batch λ , Switch λ and F lat λ corresponds to the identity in the λ-calculus.
, the property is verified.
The other cases are very similar to the first one and to their correspondents from the first part.
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Example 3.4
We consider the three combinators I = λx.x, K = λxy.x and S = λxyz.xz(yz) and their representation in the ρ-calculus:
and, as expected, to a reduction SKK * −→ β I in the λ-calculus it corresponds the
The need for adding a set symbol comes from the fact that in the ρ-calculus we are mainly interested in the application of terms to some other terms. From this point of view, the application of a term t to another term u reduces to the same thing as the application of the term {t} to the same term u.
In the ρ λ -calculus, we could have introduced an evaluation rule eliminating all set symbols. But as soon as failure, represented by the empty set, and non-determinism, represented by sets with more than one element, are introduced such an evaluation rule will not be meaningful anymore.
The confluence of the λ-calculus holds for any complete reduction strategy (i.e. a strategy that does not leave any redex un-reduced) and we would expect the same result for its ρ-representation. As we have already noticed, since in the ρ λ -calculus all the rewrite rules are left-linear and all the sets are singletons, the confluence conditions that will be presented in Section 4.2 are always satisfied. Therefore, the evaluation rule F ire λ can be used on any ρ λ -application without losing the confluence of the ρ λ -calculus.
Proposition 3.5
The ρ λ -calculus is confluent.
Notice finally that using the same technique, the λ-calculus with patterns of [PJ87] can be encoded as a sub-calculus of the ρ-calculus.
Encoding finite rewrite sequences
As far as it concerns term rewriting, we just recall the basic notions that are consistent with [DJ90, BN98] to which the reader is referred for a more detailed presentation.
A rewrite theory is a 4-tuple R = (X , F, E, R) where X is a given countably infinite set of variables, F a set of ranked function symbols, E a set of T (F, X )-equalities, and R a set of rewrite rules of the form l → r where l, r ∈ T (F, X ) satisfying
In what follows we consider E = ∅ but we conjecture that all the results concerning the encoding of rewriting in ρ-calculus can be smoothly extended to any equational theory E.
Since the rewrite rules are trivially ρ-terms, the representation of rewrite sequences in the ρ-calculus is quite simple. We consider a restriction of the ρ-calculus where the right-hand sides of rewrite rules are terms of T (F, X ). The rewrite rules are trivially translated in the ρ-calculus and the application of a rewrite rule at the top position of a term is represented using the ρ-operator [ ]( ).
We want to show that for any derivation in a rewriting theory, a corresponding reduction can be found in the ρ-calculus. If we consider that a sub-term w of a term t is reduced to w by applying some rewrite rule (l → r) and thus, t w p −→ R t w p then, we can build immediately the ρ-term t [l→r](w) p with the reduction:
The above construction method for the ρ-term with a ρ-reduction similar to that of the term t according to the rule l → r is very easy but allows us to find the corre-spondence for only one rewrite step. It is not easy to extend this representation for an unspecified number of reduction steps w.r.t. a set of rewrite rules and a systematic method for the construction of the corresponding ρ-term is desirable.
Proposition 3.6
Given a rewriting theory T R and two first order ground terms t, t ∈ T (F) such that t * −→ R t . Then, there exist the ρ-terms u 1 , . . . , u n built using the rewrite rules in R and the intermediate steps in the derivation t * −→ R t such that we have
Proof. We use induction on the length of the derivation t * −→ R t . The base case:
We consider that the rewrite rule l → r is applied at position p of the term t w p obtained after n − 1 reduction steps,
where θ is the grafting such that θl = w.
By induction, there exist the ρ-terms u 1 , . . . , u n−1 such that we have the reduction
We consider the ρ-term u n = t l→r p and we obtain the reduction
where the substitution θ is such that {θ } = Solution(l ? ∅ w). Since θ = θ and in this case substitution and grafting are identical, we obtain t θ r p = t θr p .
2 Until now we have used the evaluation rule Cong for constructing the reduction
that corresponds, in the ρ-calculus, to the reduction, in the rewrite theory,
As explained in Section 2.4, to any reduction performed using the rule Cong corresponds a reduction that is done using the rule F ire. Starting from the term u corresponding to a reduction in n (Cong) steps we build the term u that reduces to the same term as u but using F ire reductions:
One can notice that the terms u i used in the proof above are similar to the proof terms used in labeled rewriting logic [Mes92] . Indeed we can see the ρ-terms as a generalization of such proof terms where the ";" is used as a notation for the composition of terms, i.e.
[
u]([v](t)) is denoted [v; u](t).
The confluence of ρ-calculus
It is easy to see, and we provide typical examples just below, that the ρ-calculus is nonconfluent. The main reason for the confluence failure comes from the introduction in the syntax of the new function symbols for denoting sets, abstraction and application. It results in a conflict between the use of syntactic matching and the set representation for the reductions results. This leads, on one hand, to undesirable matching failures due to terms that are not completely evaluated or not instantiated. On the other hand, we can have sets with more than one element that can lead to undesirable results in a non-linear context or empty sets that are not strictly propagated. In this section, we summarize the results of [Cir00] to which the reader is referred for full details. In particular we show on typical examples the confluence problems and we give a sufficient condition on the evaluation strategy of the ρ-calculus that allows to restore confluence.
The raw ρ-calculus is not confluent
Let us begin to show typical examples of confluence failure. A first such situation occurs when reducing a (sub-)term of the form u = [l → r](t) by matching l and t and when either t contains a redex, or u is redex. In Example 4.1.a the non-confluence is obtained when a matching failure results from a non-reduced sub-term of t but succeeds when the sub-term is reduced. A similar situation is obtained when the evaluation rule F ire gives the ∅ result due to a matching failure but the application of another evaluation rule before the rule F ire leads to a non-empty set as in Example 4.1.b.
In Example 4.2 one can notice that a term can be reduced to an empty set because of a matching failure implying its bound variables. The result can be different from the empty set if the reductions of the sub-terms containing the respective variables are carried out only after the instantiation of these variables.
In order to avoid this kind of situation we should prevent the reduction of an application [l → r](t) if the matching between the terms l and t fails due to the matching rules V ariableClash (Example 4.2) or SymbolClash (Example 4.1.a, 4.1.b) and either some variables are not instantiated or some of the terms are not reduced, or the term t is a set.
The matching rules V ariableClash and SymbolClash would be never applied if the set of functional positions of the term l was a subset of the set of functional positions of the term t. This is not the case in Therefore, we could consider that the evaluation rule F ire is applied only when the condition on the functional positions is satisfied. Unfortunately, such a condition will not suffice for avoiding a non-appropriate matching failure due to the application of the rule M ergingClash. As shown in Example 4.3, such a situation can be obtained if the left-hand side of the rewrite rule to be applied is not linear.
s
s h h h h h h h h h h h h h h h h h h h
Another pathological case arises when the term t contains an empty set or a subterm that can be reduced to the empty set. Indeed, the application of the rule F ire can lead to the non-propagation of the failure and thus, to non-confluence as in the next example: vanish. In particular, non-confluence examples involving sets, as Example 4.4 and Example 4.5, are overcome by an eager application of the computation rules.
Enforcing confluence using strategies
As we have just seen in the previous section, the possibility of having empty sets or sets with more than one element leads immediately to non-confluent reductions implying the evaluation rules F ire and Congruence. But the confluence could be restored under an appropriate evaluation strategy and, in particular, this strategy should guarantee a strict failure propagation and an appropriate handling of the sets with more than one element.
A first possible approach consists in reducing a ρ-term by initially applying all the rules handling the sets (Distrib, Batch, Switch L , Switch R , OpOnSet, F lat), i.e. the computation rules, and only when none of these rules can be applied, apply one of the rules F ire, Cong, CongF ail, i.e. the deduction rules, to the terms containing no sets.
But an application can be reduced, by using the rule F ire, to an empty set or to a set containing several elements and thus, this strategy can still lead, as previously, to non-confluent reductions. Another disadvantage of this approach is that for no restriction of the ρ-calculus the proposed strategy is reduced to the trivial strategy ALL.
Since the sets (empty or having more than one element) are the main cause of the non-confluence of the calculus, a natural strategy consists in reducing the application of a rewrite rule by respecting the following steps: instantiate and reduce the argument of the application, push out the resulting set braces by distributing them in the terms and only when none of the previous reductions is possible, use the evaluation rule F ire. We can easily express this strategy by imposing a simple condition for the application of the evaluation rule F ire.
Definition 4.6
We call ConfStratStrict the strategy which consists in applying the evaluation rule F ire to a redex [l → r](t) only if the term t is a first order ground term.
Proposition 4.7
When using the evaluation strategy ConfStratStrict, the ρ-calculus is confluent.
Proof. We consider the parallelization of the relation induced by the evaluation rules F ire and Congruence on one hand and the relation induced by the other rules of the calculus on the other hand. We show the confluence of the two relations and then use Yokouchi's Lemma [YH90] to prove the strong confluence of the relation obtained by combining the former relations. This latter relation is the transitive closure of the relation induced by the evaluation rules F ire and Congruence, and the evaluation rules handling sets.
The Yokouchi Lemma can be easily proved due to the strict conditions on the application of the rule F ire and thus to the absence of interaction between the evaluation rules of the calculus.
2 The strategy ConfStratStrict is quite restrictive and we would like to define a general strategy that becomes trivial (i.e. imposes no restriction) when restricted to some simpler calculi, as the λ-calculus.
A confluent strategy emerges from the above counterexamples and allows the application of the evaluation rule F ire only if a possible failure in the matching is preserved by the subsequent ρ-reductions and if the argument of the application cannot be reduced to an empty set or to a set having more than one element. Such a generic strategy consists in applying the evaluation rule F ire to a redex [l → r](t) only if:
• t ∈ T (F) is a first order ground term or
• the term t is such that if the matching l ? ∅ t fails then, for all term t obtained by instantiating or reducing t, the matching l ? ∅ t fails, and • the term t cannot be reduced to an empty set or to a set having more than one element.
If we consider an instance of the ρ-calculus such that all the sets are singletons and all the applications are of the form [x → u](v) then, all the above conditions are always satisfied. Hence, we can say that in this case the previous strategy is equivalent to the strategy ALL, i.e. it imposes no restriction on the reductions. One can notice that the ρ λ -terms satisfy the previous conditions and thus, such a strategy imposes no restrictions on the reductions of this instance of the ρ-calculus.
The conditions imposed for the generic strategy when the term t is not a first order ground term are clearly not appropriate for an implementation of the ρ-calculus and thus, we must define operational strategies guaranteeing the confluence of the calculus. These strategies will impose some decidable conditions that correspond to (and imply) the ones proposed above.
We introduce in what follows a more operational and more restrictive strategy definition guaranteeing the matching "coherence" by imposing structural conditions on the terms l and t involved in a matching problem l ? ∅ t. In order to ensure the matching failure preservation by the ρ-reductions, the failure must be generated only by different first order symbols in the corresponding positions of the two terms l and t. This property is always verified if the two terms are first order terms but an additional condition must be imposed if the term t contains ρ-calculus specific operators, as the abstraction or the application.
Definition 4.8 A ρ-term l weakly subsumes a ρ-term t if ∀p ∈ FPos(l) ∩ Pos(t) ⇒ t(p) ∈ F Thus, a ρ-term l weakly subsumes a ρ-term t if for any functional position of the term l, either this position is not a position of the term t, or it is a functional position of the term t.
Remark 4.9
If l ∈ T (F, X ) weakly subsumes t then, for any non-functional position (i.e. the position of a variable, an application, an abstraction or a set) in t, the corresponding position in l, if it exists, is a variable position. Thus, if the top position of t is not a functional position, then l is a variable. One can notice that if a first order term l subsumes t, then l weakly subsumes t. 
Definition 4.11
We call ConfStrat the strategy which consists in applying the evaluation rule F ire to a redex [l → r](t) only if:
• the term l ∈ T (F, X ) is linear and l weakly subsumes t, and
• the term t contains no set with more than one element and no empty set, and
• for all sub-term [u → w](v) of t, u subsumes v, and
• the term t contains no sub-term of the form [u](v) where u is not an abstraction.
One should notice that the conditions imposed by the strategy ConfStrat are decidable even if the term t is not a first order ground term. One can clearly decide if a term is of the form [u](v) or [u → w](v) as well as the number of elements of a finite set. The condition that l weakly subsumes t is simply a condition on the symbols on the same positions of the two terms and since matching is syntactic, then the subsumption condition is also decidable. Consequently, all the conditions used in the strategy ConfStrat are decidable.
The condition forbidding sub-terms of t of the form [u](v) if u is not a rewrite rule is imposed in order to prevent the application of the evaluation rule CongF ail leading to an empty set result. If one considers a version of the ρ-calculus without the evaluation rules Congruence then, this last condition is no longer necessary in the strategy ConfStrat. Hence, all the terms of the representation of the λ-calculus in the ρ-calculus trivially satisfy the above conditions and in this case the strategy ConfStrat is equivalent to the strategy ALL.
Proposition 4.12
When using the evaluation strategy ConfStrat, the ρ-calculus is confluent.
Proof. Starting from the evaluation rule F ire expressed as a conditional rule guarded by the conditions defined in the strategy ConfStrat we define the relation F ireCong induced by this latter rule and the Congruence rules. The other evaluation rules of the calculus induce a second relation called Set.
We denote by −→ F and −→ S respectively, the compatible (context) closures of these two relations, and by * −→ S the reflexive and transitive closure of −→ S . We prove the confluence of the relation * −→ S −→ F * −→ S and we use an approach similar to the one followed in [CHL96] for proving the confluence of λ ⇑ .
Thus, we have to prove the strong confluence of the relation −→ F , the confluence and termination of −→ S and the compatibility between the two relations (i.e. Yokouchi's Lemma.
Using a polynomial interpretation we show that −→ S terminates and by analyzing the induced critical pairs we obtain the local confluence and consequently, the confluence of this relation.
The relation −→ F is not strongly confluent but we define the parallel version of this relation in the style of Tait & Martin-Löf. We denote this relation by −→ F and we show that is strongly confluent.
The Yokouchi Lemma is proved using the conditions imposed on the application of the rule F ire. We obtain thus the strong confluence of the relation * −→ S −→ F * −→ S and since this latter relation is the transitive closure of the relation * −→ S −→ F * −→ S we deduce the confluence of the calculus.
The proof is presented in full detail in [Cir00] . 2 The relatively restrictive conditions imposed in strategy ConfStrat can be relaxed at the price of the simplicity of the strategy. The conditions that we want to weaken concern on one hand, the number of elements of the sets and on the other hand, the form of the rewrite rules.
First, the absence of sets having more than one element is necessary in order to guarantee a good behavior for the non-right-linear rewrite rules. The right-linearity of a rewrite rule is defined as the linearity of the right-hand side w.r.t. the variables of the left-hand side. For example, x → g(x, y) is right-linear, but x → g(x, x) is not right-linear. Moreover, the right-linearity can be imposed only to the operators different from the set symbols ({ }) and thus, the rewrite rule x → {f (x), f (x)} can be considered right-linear. Intuitively, we do not need to impose right-linearity for sets since, due to the evaluation rule F lat, they do not lead to non-convergent reductions as in Example 4.5.
Definition 4.13
The rewrite rule l → r is hereditary right-linear if any sub-term of r that is not a set is linear w.r.t. the free variables of l and any rewrite rule of r is hereditary right-linear.
The application of a rewrite rule which is not hereditary right-linear to a set with more than one element can lead to non-convergent reductions, as shown in Example 4.5, but this is not the case if the applied rewrite rule is hereditary right-linear:
On another hand, in order to guarantee the strict propagation of the failure, we impose that the evaluation rule F ire is applied only if the argument of the application is not an empty set and it cannot lead to an empty set. In Example 4.4 we can notice that the free variables of the left-hand side of the rewrite rule are not preserved in the right-hand side of the rule. If the rewrite rule l → r of the application preserves the variables of the left-hand side in the right-hand side (e.g. x → x), the application of a substitution replacing one of these variables with an empty set (e.g. {x/∅}) to r leads to a term containing ∅ and thus, which is possibly reduced to ∅.
We define thereafter more formally the rewrite rules preserving the variables and we present a new strategy defined using this property. First, we introduce a concept similar to that of free variable but, by considering this time the not-deterministic nature of the sets.
Definition 4.15
The set of present variables of a ρ-term t is denoted by P V (t) and is defined by:
1. if t = x then P V (t) = {x}, 2. if t = {u 1 , . . . , u n } then P V (t) = i=1...n P V (u i ), (P V (∅) = X ), 3. if t = f (u 1 , . . . , u n ) then P V (t) = i=1...n P V (u i ), (P V (c) = ∅ if c ∈ T (F)), 4. if t = [u](v) then P V (t) = P V (u) ∪ P V (v), 5 . if t = u → v then P V (t) = P V (v) \ F V (u).
The set of free variables of a set of ρ-terms is the union of the sets of free variables of each ρ-term while the set of present variables of a set of ρ-terms is the intersection of the sets of free variables of each ρ-term. We can say that a variable is present in a set only if it is present in all the elements of the set. For example, P V ({x, y, x}) = ∅ and P V ({x, g(x, y)}) = {x}.
Definition 4.16
We say that the ρ-rewrite rule l → r is quasi-regular if F V (l) ⊆ P V (r) and any rewrite rule of r is quasi-regular.
Intuitively, to each free variable of the left-hand side of a quasi-regular rewrite rule corresponds, in a deterministic way, a free variable in the right-hand side of the rule. For any set ρ-term in the right-hand side, the correspondence with the free variables of the left-hand side should be verified for each element of the set.
Example 4.17
The rewrite rule x → g(x, y) is quasi-regular while the rewrite rule x → {x, y} is non-quasi-regular.
The rewrite rule {f (x), g(x, x)} → x is quasi-regular while {f (x), g(x, y)} → x is non-quasi-regular. If the definition of quasi-regular rewrite rules had asked for the condition P V (l) ⊆ P V (t) instead, then the second rewrite rule would have become quasi-regular as well. This is not desirable since the rewrite rule {f (x), g(x, y)} → x reduces to {f (x) → x, g(x, y) → x} and only the first one is quasi-regular.
In the particular case of the ρ-calculus, since the left-hand side of a rewrite rule l → r must be a first-order term (i.e. l ∈ T (F, X )), we have F V (l) = P V (l) = Var(l) and thus the condition from Definition 4.16 can be changed to Var(l) ⊆ P V (t).
Let us consider the application a quasi-regular rewrite rule l → r to a term t giving as result the term {σr}, where σ is the matching substitution between l and t. If ∅ is a sub-term of t and if l weakly subsumes r, then ∅ is in σ. Since the rewrite rule is quasi-regular, we have Dom(σ) ⊆ P V (r) and thus, we are sure that ∅ is a sub-term of σr. Furthermore, if ∅ instantiated a variable of a set in σr then it is present in all the elements of the set and thus, we avoid non-confluent results as the ones in Example 4.4.
Example 4.18
A quasi-regular rule applied to ∅ gives only one result:
[x → {x, g(x, a)}](∅) One should notice that if a rewrite rule l → r is reduced by the evaluation rule Switch R to a set of rewrite rules, each of these rules is quasi-regular and thus the strict propagation of the empty set is ensured on all the right-hand sides of the obtained rewrite rules.
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Definition 4.19
We call ConfStratLin the strategy which consists in applying the evaluation rule F ire to a redex [l → r](t) only if t ∈ T (F) is a first order ground term or :
• the term l ∈ T (F, X ) is linear and l weakly subsumes t, and • either -l → r is quasi-regular or -the term t contains no empty set, and -for all sub-term [u → w](v) of t, u subsumes v, and -the term t contains no sub-term of the form [u](v) where u is not an abstraction. and • either -l → r is hereditary right-linear or -the term t contains no set with more than one element.
Compared to the strategy ConfStrat we added the possibility to test either the quasi-regular condition on the rewrite rule l → r or the conditions on the reducibility of the term t to an empty set. Moreover, if the rewrite rule is hereditary right-linear we allow arguments containing sets having more than one element. Since one can clearly decide if a rule is quasi-regular or hereditary right-linear, all the conditions used in the strategy ConfStratLin are decidable.
Proposition 4.20
When using the evaluation strategy ConfStratLin, the ρ-calculus is confluent.
Proof. The same approach as for the strategy ConfStrat is used but some additional diagrams corresponding to the reductions that where not possible before are considered. These new cases are mainly introduced in the proof of Yokouchis's Lemma. The proof is detailled in [Cir00] .
When using a calculus integrating reduction modulo an equational theory (e.g. associativity and commutativity), as explained in Section 2.4, the overall confluence proof is different but uses lemmas similar to the ones of the former case. Therefore, we conjecture that Proposition 4.12 and Proposition 4.20 can be extended to a ρ Ecalculus modulo a specific decidable and finitary equational matching theory E.
Conclusion
We have presented the ρ T -calculus together with some of its variants obtained as instances of the general framework. By making explicit the notion of rule, rule application and application result, the ρ T -calculus allows us to describe in a simple yet very powerful and uniform manner algebraic and higher-order capabilities. This provides therefore a simple and natural framework for their combination.
In the ρ T -calculus the non-determinism is handled by using sets of results and the rule application failure is represented by the empty set. Handling sets is a delicate problem and we have seen that the raw ρ-calculus, where the evaluation rules are not guided by a strategy, is not confluent. When an appropriate but rather natural generalized call-by-value evaluation strategy is used, the calculus is confluent.
The ρ-calculus is both conceptually simple as well as quite expressive. This allows us to represent the terms and reductions from λ-calculus and rewriting. We conjecture that, following the lines of [Vir96] , it is also simple to encode other calculi of interest like the π-calculus.
Part II, is devoted to the use of an extension of the calculus powerful enough to encode rewriting strategies, conditional rewriting and to give a semantics to the ELAN language. We refer to the conclusion of Part II for a presentation of the ongoing and future works on the ρ-calculus.
