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Ce me´moire a e´te´ compose´ avec l’aide de LATEX2ε et gnu–Emacs sur un
syste`me gnu–Linux.
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Avant propos :
de l’interaction
Simplement additionnés ou juxtaposés, les atomes ne font pas encore la Matière.
Une mystérieuse identité les englobe et les cimente,
à laquelle notre esprit se heurte, mais est bien forcé finalement de céder.
— Pierre THEILHARD DE CHARDIN, in Le Phe´nome`ne humain (1955, p. 31)
En réalité, la manière correcte d’aborder l’étude de la structure qui relie,
c’est de se dire qu’elle est, primordialement (quel que soit ce que l’on met derrière ce mot),
une danse d’éléments en interaction, et que c’est seulement de façon seconde qu’elle se trouve
restreinte par diverses sortes de contraintes physiques, et par celles qu’imposent les différents
organismes, chacun de la façon qui lui est caractéristique.
— Gregory BATESON, in La Nature et la pense´e (1984, p. 21)
La « structure qui relie», comme l’appelle G. Bateson, est le cimentde cette «myste´rieuse identite´» dont parlait Theilhard de Chardin.C’est ce qui nous fait souvent dire que le tout est plus que la somme
de ses parties. C’est l’interaction.
Dans le domaine de l’intelligence artificielle, Aaron Sloman a mis en avant
l’inade´quation de mode`le computationnel de la machine de Turing, [Sloman].
Peter Wegner a quant a` lui de´montre´ l’inte´reˆt de l’interaction face aux al-
gorithmes, [Wegner 96]. Il expose en somme le gain re´alise´ par l’utilisation
d’une approche interactionnelle, amorce´e par la programmation objet, face a`
une approche purement fonctionnelle pour la description et le de´veloppement
de syste`mes d’information.
Or l’interaction est le fondement du paradigme agent. C’est aussi ce que
nous e´tudions.
–– vii ––

Introduction
Les sciences n’essaient pas d’expliquer ;
c’est tout juste si elles tentent d’interpréter ;
elles font essentiellement des modèles.
Par modèle, on entend une construction mathématique qui,
à l’aide de certaines interprétations verbales, décrit les phénomènes observés.
La justification d’une telle construction mathématique réside uniquement et précisément dans le
fait qu’elle est censée fonctionner.
— John von NEUMANN
L’e´tude des syste`mes multi-agents (SMA) est une discipline expe´ri-mentale de cette science expe´rimentale qu’est l’intelligence artificielle,[Simon 95]. Et notre objectif, lors du travail qui a mene´ a` ce me´moire,
a e´te´ de trouver un moyen pratique d’aide a` la conception de SMA. Ce me´moire
pre´sentera donc le re´sultat de nos recherches.
Notre objectif est aussi d’aider a` la conception de syste`mes multi-agents en
induisant une e´mergence forte –– au sens exprime´ par Jean-Michel Sauvage
dans [Sauvage 02a] –– au sein du processus meˆme de conception. En permet-
tant une meilleure compre´hension de ce processus, le concepteur profiterait
d’une
boucle re´troactive sur celui-ci qui lui permettrait de mieux le maˆıtriser. Comme
le soulignaient Anne Nicolle et BernardMorand, [Nicolle & Morand 93],
notre souhait est :
« [...] que le concepteur garde a` l’esprit qu’il est observateur et donc qu’il
fait partie de l’objet, du processus et du produit.»
— ?—
Pour e´tudier la conception de syste`mes multi-agents, il nous faut faire un
double bilan : celui des SMA d’une part, et celui des techniques de concep-
tion actuelles d’autre part. Avant d’aborder cet e´tat de l’art du domaine de
la conception des syste`mes multi-agents, nous allons poser quelques de´finitions
et quelques concepts pre´sentant notre point de vue sur les SMA et notre but,
aider a` leur conception.
Apre`s quelques e´claircissements sur ce que nous appelons la conception au
sens du ge´nie logiciel, nous reviendrons rapidement sur les caracte´ristiques des
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syste`mes multi-agents et de leurs applications. Nous finirons par nos ide´es sur
la conception de SMA.
1. De la conception et du ge´nie logiciel
Note de vocabulaire : Le terme de conception, meˆme re´duit au domaine du ge´-
nie logiciel, pose un le´ger proble`me : il de´signe a` la fois l’ensemble de l’activite´
de cre´ation d’un programme et une partie de celle-ci, qui concerne la mode´-
lisation conceptuelle –– c’est le mot –– qui vient apre`s l’analyse du proble`me
et qui pre´ce`de la mise en œuvre (ou « imple´mentation»). En ge´ne´ral nous uti-
liserons la locution de « conception de syste`me» ou d’« analyse–conception»
pour parler de l’ensemble de l’activite´ de conception du logiciel et le terme de
« conception» sera re´serve´ pour de´signer la phase de mode´lisation conceptuelle,
celle qui est la cible de nos efforts.
— ?—
Le de´veloppement d’un syste`me d’information est de´compose´ en plusieurs
phases. Ce ne sont pas des e´tapes. Elles ne sont pas force´ment se´quentielles dans
le sens ou` chaque me´thode d’analyse–conception de´finit les processus conduisant
le de´veloppement, [Silvestre & Verlhac]. Selon la norme iso 12207 (afnor
Z 67–150), ces phases sont :
1. les objectifs du logiciel (haut niveau, informel) ;
2. la spe´cification des besoins (l’analyse fonctionnelle) ;
3. la conception (la mode´lisation conceptuelle) d’une solution ;
4. la programmation et les tests unitaires (la mise en œuvre) ;
5. l’inte´gration et les tests de qualification ;
6. l’installation ;
7. l’exploitation et la maintenance.
Les me´thodes de conception concernent les phases deux, trois, quatre et
cinq –– on les renomme souvent l’analyse, la conception, la mise en œuvre et la
validation –– et parmi elles, la conception a une place pre´ponde´rante (d’ou` la
me´tonymie dont nous avons parle´ au premier paragraphe).
La phase de conception est la re´solution du proble`me e´nonce´ lors des pre´ce´-
dentes phases. Une conception re´ussie doit satisfaire une spe´cification fonction-
nelle (qui peut eˆtre informelle) issue des phases ante´rieures et en meˆme temps se
conformer aux limitations des environnements de mise en œuvre (re´alisation)
et d’implantation (utilisation).
La phase de conception proce`de en fait de ce que nous appelons une mode´-
lisation conceptuelle, c’est-a`-dire mode´liser le syste`me d’information qui re´sou-
dra le proble`me en utilisant des concepts informatiques connus ou de´crits pour
l’occasion, des concepts ge´ne´riques (comme les objets, les processus, certaines
classes fre´quentes si l’on utilise la programmation objet, etc.), des concepts do-
maine (i. e., relatifs au domaine de l’application, comme celui de page ou de
figure pour un logiciel de traitement de texte) et des concepts particuliers a`
l’application (i. e., difficilement re´utilisables sans modification dans une autre
application).
C’est de la re´ussite de la mode´lisation, de son ade´quation au proble`me et
aux usagers, que provient la re´ussite du projet.
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2. Des SMA
Pour appre´hender les syste`mes multi-agents, il faut tout d’abord prendre
en compte la pluridisciplinarite´ du domaine. Les SMA descendent a` la fois de
l’intelligence artificielle et de la vie artificielle. Mais ils tirent aussi leurs sources
et leurs inspirations de domaines techniques –– comme les re´seaux et les syste`mes
re´partis ––, et de domaines plus abstraits –– comme les sciences humaines et
sociales (psychologie, anthropologie, sociologie, linguistique, e´thologie, etc.) et
les sciences cognitives (i. e., les sciences de la perception, de l’apprentissage, de
la connaissance et du raisonnement ; en d’autres termes, les neuro-sciences et
l’informatique, [Varela 96]).
Nous allons essayer ici de cerner le concept de syste`me multi-agent d’abord
d’un point de vue programmation, comme un paradigme de programmation,
puis d’un point de vue plus syste´mique, comme un paradigme de mode´lisation.
2.1. Le paradigme agent : un paradigme de programmation
parmi d’autres
La figure 1 repre´sente une sorte de phylum conceptuel des paradigmes de
programmation. Les fle`ches repre´sentent l’ide´e, le concept ou la proprie´te´ qui
permet de passer d’un paradigme de programmation a` un autre. 1
Programme
décomposition
Sous−routine
Objet
Objet actif
Agent
encapsulation
proactivité
finalité propre
Fig. 1 – Liens entre les diffe´rents paradigmes
La de´composition
Le principe de de´composition –– «diviser pour re´gner» –– permet ainsi de
passer du programme monolithique a` un ensemble de sous-routines. C’est cette
de´composition, che`re aux carte´siens, qui permet de remarquer la re´utilisation
d’une meˆme sous-routine en divers endroits du programme. Les bibliothe`ques
1. Il ne s’agit pas pour nous de refaire l’histoire de la conception des diffe´rents paradigmes mais
d’ope´rer a` un recoupement des proprie´te´s de ces paradigmes pour les ordonner tels que l’on
peut ordonner les ensembles N, Q, R et C, c’est-a`-dire en ajoutant une proprie´te´ caracte´ris-
tique a` chaque pas. Il n’y a d’ailleurs pas qu’une seule fac¸on de le faire pour ces ensembles
mathe´matiques ; il n’y a suˆrement pas qu’une seule fac¸on de le faire pour les paradigmes de
programmation. La fac¸on dont nous le faisons ici nous semble convenir a` nos propos tout en
restant juste, a` la fois d’un point de vue conceptuel que d’un point de vue historique ; on peut
d’ailleurs trouver des de´marches similaires dans [Briot & Gasser 98] ou [Lind 00].
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de fonctions, statistiques par exemple, repre´sentent une source de sous-routines
re´utilisables.
L’encapsulation
Si l’on encapsule les types de donne´es avec les sous-routines (proce´dures,
fonctions ou me´thodes), le paradigme objet fait son apparition : les modules s’in-
dividualisent et gagnent une certaine inde´pendance, ils sont non seulement re´uti-
lisables tels quels dans le programme mais aussi, et facilement, dans d’autres
programmes. Les interfaces graphiques sont une application ide´ale de ce prin-
cipe, elles se preˆtent bien a` cette mode´lisation et profitent de tous les avantages
de la mode´lisation objet (he´ritage, composition, de´le´gation, etc.).
La proactivite´
La proactivite´ fait passer des objets aux acteurs (ou objets actifs). La proac-
tivite´ est le fait que les acteurs sont des objets qui ont leur propre fil d’exe´cution
et un comportement propre. La proactivite´ ne´cessite donc le paralle´lisme. Celui-
ci permet aux acteurs de continuer leurs calculs inde´pendamment les uns des
autres. La proactivite´ subsume le paralle´lisme en laissant aux acteurs le « choix»
du moment ou un message qui leur est adresse´ est effectivement traite´ : les mes-
sages peuvent eˆtre asynchrones.
L’on peut penser aux de´mons Unix comme exemple d’utilisation de cette
proprie´te´ (notamment le serveur d’impression qui attend les travaux et qui,
paralle`lement, traite la communication avec les imprimantes et l’exe´cution de
ces travaux).
La finalite´ propre
Dans cette continuite´, le principal apport du paradigme des syste`mes multi-
agents est la pre´sence de buts internes a` l’agent. Les Gasser, dans [Briot
& Gasser 98], appelle cette finalite´ propre « structured persistent action » 2,
ce qui rend compte a` la fois des aspects de proactivite´ et d’adaptabilite´ de
l’agent. Ces buts, ou finalite´, permettent a` l’agent son adaptabilite´ et une plus
grande autonomie.
Il est a` noter que ce sont les avantages du paralle´lisme qui sont parfois utilise´s
pour qualifier la proprie´te´ d’autonomie des agents. Il nous semble pourtant que
c’est ce que nous appelons finalite´ qui donne a` l’agent toute son autonomie. 3
L’on dit aussi que l’agent est te´le´ologique, en cela non pas seulement qu’il
est conc¸u dans certains buts mais qu’il les porte en lui-meˆme et qu’il peut les
manipuler. Il existe une gradation continue dans les possibilite´s de manipula-
tion des buts qui rend parfois vague le terme d’agent. Dans les e´co-simulation
utilisant des SMA (branche des SMA issue principalement de la vie artificielle)
par exemple, les possibilite´s de manipulation de ses buts internes par un agent
sont souvent nulles car ces buts sont re´duits a` l’e´tat d’une « simple» fonction
de satisfaction. Par contre, l’on peut toujours parler d’agent car le de´veloppe-
ment d’une telle simulation –– notamment dans la phase d’analyse mais aussi
lors de la conception –– profite des concepts et des techniques des syste`mes
multi-agents, [Batard 96].
2. Action persistante structure´e.
3. Le terme d’autonomie est aussi parfois employe´ pour qualifier cette proprie´te´.
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Pour comple´ter la distinction entre acteur et agent, l’on pourrait aussi ajou-
ter la proprie´te´ de localisation (les agents sont situe´s) et donc celle de mobilite´.
C’est d’ailleurs cette dernie`re proprie´te´ qui est mise en avant dans les applica-
tions des SMA au domaine de l’Internet.
Pour re´sumer la distinction entre objet, objet actif et agent, nous dirons que
l’objet s’occupe du comment des services qu’il rend, l’objet actif du comment
et du quand (asynchronicite´) et l’agent, lui, s’occupe du comment, du quand
et, surtout, du pourquoi.
Des objets
La paternite´ des objets est d’ailleurs conforte´e par le fait que les agents
sont souvent re´alise´s graˆce a` la programmation oriente´e objet ou par le biais
des acteurs, [Briot 89a, Gasser & Briot 92, Guessoum & Briot 98a,
Agha & Jamali 99]. La proximite´ de ces paradigmes est assure´ment d’une
aide pre´cieuse ; bien que l’on puisse noter quelques divergences, comme le fai-
sait justement remarquer Les Gasser, [Briot & Gasser 98], la comparaison
acteur–agent est be´ne´fique, les deux points de vue se marient bien et s’appuient
mutuellement, mais plusieurs acteurs ne forment pas un syste`me multi-agent : la
notion de coordination entre agents ne peut se limiter aux ne´cessite´s de synchro-
nisation et de partage des ressources entre acteurs. Bien suˆr, les deux domaines
be´ne´ficient des avances de l’un et de l’autre, ils repre´sentent deux points de
vues diffe´rents mais non antinomiques.
D’une autre fac¸on, l’OMG 4, et, par elle, la communaute´ objet, adopte et in-
te`gre de plus en plus les concepts utilise´s en SMA : agent et roˆle en particulier.
En effet, la souplesse du concept d’agent et la ge´ne´ricite´ du concept de roˆle –– un
agent e´tant une entite´ du syste`me et un roˆle un comportement fixe´ que peuvent
avoir diffe´rentes entite´s –– permettent leur application a` diffe´rents niveaux de
granularite´ et permettent donc de spe´cifier des structures de conception a` dif-
fe´rents niveaux (cf. les motifs de conception ou les protocoles).
2.2. Syste`me et agent
Un syste`me multi-agent est un ensemble d’agents, e´voluant dans un envi-
ronnement, en interaction les uns avec les autres et avec l’environnement.
Cette de´finition met en avant les caracte´ristiques syste´miques des SMA. Elle
ne donne pas –– contrairement a` ce que l’on a vu dans les paragraphes pre´ce´dents
–– de de´finition extensive de l’agent. Un agent est de´fini comme une entite´ en
interaction (avec d’autres agents et avec l’environnement). Un agent est donc
de´fini par les relations qu’il a avec les autres.
Cette de´finition souple permet de voir le SMA comme un syste`me 5 dont
les sous-syste`mes sont des agents ou des groupes organise´s d’agents. L’on ob-
tient ainsi une re´cursivite´ dans le mode`le syste`me–agent. Cette re´cursivite´ est
fortement employe´e dans diffe´rents travaux, notamment [Stinckwich 94] ou
[Occello & Demazeau 97].
4. Object Management Group, organisation regroupant les entite´s inte´resse´es par la program-
mation objet (notamment IBM, HP, Sun Microsystems, etc.), http://www.omg.org.
5. Au sens syste´mique pur.
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2.3. Caracte´ristiques du paradigme agent
Comme nous l’avons de´ja` dit, la finalite´ des agents est leur caracte´ristique
principale. Ces buts que l’agent doit re´aliser demandent qu’il soit autonome,
c’est pourquoi l’autonomie est une autre caracte´ristique du paradigme agent.
L’aspect syste´mique met en avant deux caracte´ristiques : le fait que l’agent,
en tant que syste`me, est situe´ dans un environnement, et le fait que les agents
forment un syste`me multi-agent.
La notion de syste`me, et donc d’une pluralite´ d’agents autonomes ayant
chacun leurs propres buts, implique les notions de coope´ration et de compe´tition.
Avec elles, une communication entre les agents et, dans de nombreux cas, une
capacite´ de ne´gociation de l’agent sont ne´cessaires.
La grande diffe´rence entre la programmation fonctionnelle et la program-
mation oriente´e objet est qu’en plus de de´crire la fonction du syste`me, l’on
de´crit aussi –– et en meˆme temps –– sa structure. Or, les trois dimensions
d’un syste`me sont sa structure, sa fonction et son cycle de vie (ou son his-
toire), [Simon 69]. Et, en de´crivant les buts de l’agent, l’on lui permet d’eˆtre
autonome, de ge´rer son cycle de vie ; l’on lui permet de re´pondre diffe´rem-
ment suivant son « ve´cu». Peut-eˆtre est-ce la` ce qui fait des SMA un ve´ritable
paradigme de programmation en cela qu’ils ajoutent la troisie`me dimension
syste´mique a` la description du syste`me.
2.4. Utilisations des SMA
Les diffe´rentes applications des syste`mes multi-agents rele`vent de quatre
groupes :
– la re´solution de proble`mes par e´mergence ;
– la simulation ;
– le controˆle de syste`mes complexes ;
– les environnements d’interaction homme–machine.
Re´solution par e´mergence
L’e´mergence –– dont une de´finition est donne´e dans [Jean 97] –– est une
qualite´ intrinse`que des SMA, et des syste`mes complexes en ge´ne´ral. Nicholas
Jennings in [Jennings 99] rele`ve parmi les inconve´nients des SMA que « the
unexpected individual and group behaviour is considerable » 6, mais ce compor-
tement social inattendu, e´mergent, peut servir a` faire e´merger une solution a`
un proble`me complexe a` partir de comportements simples. Cette e´mergence est
donc utilise´e dans de nombreuses applications de re´solution de proble`mes (nous
en parlerons plus en de´tail dans le motif Marques page 93).
Simulations
L’ade´quation de la programmation objet aux simulations n’est plus a` de´-
montrer, la naissance meˆme du paradigme objet venant pour partie de ce type
d’applications, (cf. le nom meˆme de l’anceˆtre des langages de programmation
6. « le comportement social et individuel inattendu est conside´rable »
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objet, simula). Toutefois, le manque d’autonomie des objets ne permet pas tou-
jours de mode´liser d’une fac¸on suffisamment fide`le le phe´nome`ne que l’on veut
simuler. C’est la` que les caracte´ristiques d’autonomie, de proactivite´, des agents
interviennent.
Les simulations sont donc un autre domaine d’application des SMA, c’est
souvent ces applications qui sont mises en avant, surtout lorsque l’on a une
culture « vie artificielle ».
Les simulations servent aux experts du domaine (biologistes, sociologues,
physiciens, etc.) de deux fac¸ons comple´mentaires. La premie`re utilite´ est de
pouvoir tester et valider les mode`les qu’ils ont pu faire du phe´nome`ne complexe
qu’ils e´tudient (e. g., des mode`les comportementaux de colonies d’insectes a`
ceux d’une foule dans un hall de gare). La seconde utilite´ est de pouvoir jouer
sur des parame`tres difficilement modifiables, voire non modifiables, dans les cas
re´els pour observer leurs influences.
La de´finition des agents par leurs relations permet d’appliquer des me´ta-
phores sociales a` la conception du syste`me, ceci permet la` encore de coller plus
fide`lement au phe´nome`ne a` mode´liser.
Controˆle
Les syste`mes multi-agents sont aussi utilise´s pour le controˆle ou le pilotage
d’outils ou de composants immerge´s dans un environnement dynamique, tels les
chaˆınes de production ou encore les robots. Ces syste`mes complexes profitent
de l’adaptabilite´ des agents qui les controˆlent pour re´agir aux incertitudes de
leur environnement (tant dans les perceptions que dans le re´sultat effectif de
leurs actions). Ils profitent aussi de l’autonomie et des qualite´s de coope´ration
des agents pour re´sister aux pannes (la faille d’une partie du syste`me peut eˆtre
compense´e par le syste`me).
La` encore, leur conception utilise des me´taphores sociales pour la de´finition
des interactions entre les agents. L’on peut aussi re´soudre ce genre de proble`mes
par l’e´mergence : le syste`me est e´quilibre´ par le comportement tropique mais
fortement adaptatif des agents, [Mu¨ller 98].
Environnements d’IHM
Ces environnements d’interaction homme–machine –– comme les EIAH (En-
vironnements Intelligents pour l’Apprentissage Humain), les environnements de
de´veloppement ou les applications d’assistanat (assistants bureautique ou sur
l’Internet) ––, avec leurs connotations fortement sociales et interactives, pro-
fitent aussi des me´taphores sociales des syste`mes multi-agents pour leur concep-
tion. Le caracte`re fortement composite et modulaire de tels environnements
profite encore au paradigme agent.
Liens avec le ge´nie logiciel
D’une autre fac¸on, si l’on reprend la nomenclature utilise´e en ge´nie logi-
ciel, [Printz] :
– les programmes de type S (Spe´cifie´) e´tant ceux dont on a une spe´cification
parfaitement de´finie (i. e., un algorithme qu’il ne reste plus qu’a` transcrire) ;
– les programmes de type P (Proble`me) re´solvant une classe de proble`mes
avec incorporation de crite`res d’optimisation de´pendant de l’usager (e. g., un
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compilateur qui peut produire un code robuste et facilement de´bogable ou un
code hautement optimise´) ;
– les programmes de type E (Environnement) re´agissant a` des stimuli de
l’environnement (utilisateur, capteurs, etc.) ;
les SMA s’appliquent par essence aux programmes de type E. Ils peuvent eˆtre
applique´s a` des programmes de type S ou P dans le but d’ame´liorer leur re´ac-
tivite´ ou lorsque l’algorithme pre´cis est trop couˆteux, trop complexe ou encore
inconnu (pour le type P) ; ils fonctionnent alors comme approximants.
Les simulations, les environnements d’interaction et le controˆle des syste`mes
complexes tombent dans le groupe des programmes de type E, la re´solution de
proble`mes par e´mergence e´tant un programme de type S ou P.
3. De la conception de SMA
3.1. Des me´thodes
Concevoir des SMA ne´cessite une me´thode (ou plusieurs, une par type de
SMA). Du fait de la proximite´ des paradigmes agent et objet, la premie`re ide´e
serait d’utiliser, a` quelques adaptations pre`s, les me´thodes oriente´es objet. Mais
cela n’est pas possible, comme le soulignait Alain Cardon, [Cardon 98], ou
Nick Jennings dans [Jennings 99] :
– les objets ont une granularite´ beaucoup trop fine par rapport aux agents ;
– les interactions entre les objets sont trop rigidement de´finies (cf. la possi-
bilite´ d’un agent de refuser ou de ne´gocier une taˆche) ;
– il n’y a pas de me´canisme capable de ge´rer les structures organisationnelles
intrinse`ques a` la plupart des SMA.
Il est alors ne´cessaire de cre´er une me´thode oriente´e agent. Nous verrons
donc dans le chapitre suivant quelques exemples des me´thodes agent actuelles.
Nous verrons aussi qu’elles sont fonde´s sur des mode`les particuliers ou des ar-
chitectures particulie`res (mode`les d’agent, d’environnement, d’interaction, d’or-
ganisation ou d’espace, architectures d’agent ou de communication, etc.).
3.2. Des outils
Concevoir des SMA ne´cessite aussi des outils pour aider a` leur re´alisation.
Pour le moment, ces outils prennent forme dans des plates-formes agent. Nous
verrons dans le chapitre suivant qu’il existe actuellement un grand nombre de
telles plates-formes dans la communaute´ SMA. Nous verrons aussi que toutes
les plates-formes agent ne sont pas a` proprement parler des outils complets de
mise en œuvre mais dont l’utilite´ s’e´chelonne de la bibliothe`que de classes au
framework (au sens de proto-application, cf. chap. I, section 3.2 page 19).
3.3. Ide´es directrices
Pour notre part, nous n’avons pas retenu ces diffe´rents moyens comme objet
d’e´tude. Les me´thodes fixent les mode`les et contraignent donc le concepteur.
Quant aux plates-formes, d’une part elles n’aident a` la construction du SMA
qu’a` la fin du processus de conception, lors de la mise en œuvre, et, d’autre
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part, –– et bien qu’elles se veulent souvent ge´ne´ralistes –– elles demandent aussi
d’utiliser des mode`les et des architectures particuliers et ne s’appliquent ainsi
qu’a` des classes de proble`mes particulie`res.
La taˆche que nous nous sommes fixe´e e´tant de trouver un moyen d’aider
a` la conception de syste`mes multi-agents sans bloquer le concepteur dans des
mode`les ou des architectures par trop rigides, mais en le guidant dans ses choix,
tout au long du processus de conception du syste`me, de la mode´lisation a` l’im-
plantation, nous avons explore´ les diffe´rentes techniques de ge´nie logiciel qui
permettent a` la fois la re´utilisabilite´ des connaissances et des expe´riences –– en
somme l’expertise de la communaute´ ––et de couvrir au maximum les phases
de la conception d’un SMA. Les motifs de conception sont la technique que nous
avons choisie et que nous nous appliquons a` e´tudier dans ce me´moire.
4. Approche utilise´e
Joe¨l de Rosnay note que «La complexite´ e´merge de la simplicite´ partage´e.
C’est une des grandes lois de la nature », [de Rosnay 95, p. 27]. Or, comme le
souligne la syste´mique –– d’abord par [Simon 69], puis par [Le Moigne 90] en
France ––, il ne suffit pas de compliquer les me´thodes utilise´es sur les proble`mes
simples pour appre´hender un phe´nome`ne complexe.
Ces syste`mes complexes sont souvent distribue´s, les donne´es et le controˆle
ne´cessaires a` la re´solution du proble`me y sont re´partis parmi les e´le´ments du
syste`me. Ce sont aussi des syste`mes ouverts, car ils demandent une adaptabilite´
a` l’environnement et a` leur extension.
Dans [Bateson 84], Gregory Batesonmet en garde contre l’envie d’e´tudier
les syste`mes complexes par la logique ou par le quantitatif :
«Mais il n’existe pas aujourd’hui, en 1979, de me´thode e´tablie per-
mettant de faire la description d’un tel encheveˆtrement. Nous ne savons
meˆme pas par ou` commencer.
» Il y a 50 ans, on aurait admis que la meilleur marche a` suivre pour
accomplir une telle taˆche devait eˆtre soit logique, soit quantitative, soit
les deux a` la fois.
» Mais nous allons voir, comme tout e´le`ve devrait le savoir, que la
logique est pre´cise´ment impropre a` traiter des circuits re´currents sans
engendrer des paradoxes, et que les quantite´s ne sont pre´cise´ment pas le
tissu de ces syste`mes complexes communiquant entre eux. »
C’est en conservant ces mises en garde a` l’esprit que nous avons essaye´
d’e´tudier le proble`me de la conception des syste`mes multi-agents. Car les SMA
sont une approche ade´quate des syste`mes distribue´s et des syste`mes ouverts. En
effet, ils ont une vocation de paralle´lisme, de re´sistance aux pannes et aux in-
terfe´rences, d’adaptation et d’extensibilite´ incre´mentale et, surtout, de prise en
compte des interactions. Tous ces points sont ne´cessaires pour re´gler ce type
de proble`mes.
5. Contexte scientifique
Nos travaux s’inscrivent dans deux laboratoires au sein desquels nous les
avons effectue´s. Le laboratoire greyc (Groupe de Recherche en Informatique,
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Imagerie et Instrumentation de Caen) tout d’abord –– nous y avons effectue´ la
majeure partie de nos travaux –– qui regroupe de nombreuses disciplines infor-
matiques et qui participe a` de nombreuses collaborations avec des disciplines
varie´es, telles la linguistique, la ge´ographie ou l’e´conomie. L’IIUN (Institut d’In-
formatique de l’Universite´ de Neuchaˆtel) ensuite –– le laboratoire d’origine de
notre co-directeur de the`se, Jean-Pierre Mu¨ller –– dans lequel nous avons
effectue´ plusieurs se´jours.
Nos travaux suivent donc la ligne´e de ceux du feu groupe Codissima du
greyc –– le premier groupe du laboratoire axe´ sur l’interaction et les SMA, ori-
ginellement dirige´ par Anne Nicolle ––, et parmi ces travaux, ceux de Benoˆıt
Durand sur la mode´lisation de SMA de´die´s a` la simulation, ceux de Bernard
Morand sur l’analyse et la conception des syste`mes d’information et ceux
d’Anne Nicolle sur la conception et l’interaction (homme–machine et, plus
ge´ne´ralement, agent–agent).
Nos travaux s’inse`rent aussi dans ceux du groupe de travail smile (Syste`mes
Multi-agents Interactifs, Logiques et E´volutifs), dirige´ par Franc¸ois Bourdon,
et qui a regroupe´ le poˆle SMA du laboratoire greyc, et dans ceux de l’e´quipe
island (Interaction Se´miotique : Langue, Diagrammes).
Les travaux de Jean-Pierre Mu¨ller de l’IIUN nous ont aussi fortement
guide´, notamment en ce qui concerne l’e´mergence et les me´thodes de concep-
tion e´mergentes.
Bien suˆr, les collaborations et les contacts avec d’autres laboratoires nous
ont aussi inspire´, notamment a` travers les groupes de travail Colline et asa 7
du GDR--PRCI3.
6. De´marche suivie
Dans l’optique des objectifs que nous venons de de´crire, nous avons essaye´ de
comprendre la conception des syste`mes multi-agents en e´tudiant les diffe´rentes
me´thodes existantes, et, paralle`lement, nous avons e´tudie´ le ge´nie logiciel, plus
particulie`rement le ge´nie logiciel objet et les techniques de re´utilisation.
L’e´tude des ge´nies logiciels agent et objet nous a permis de constater que le
ge´nie logiciel agent en est encore a` ses balbutiements mais que son fre`re aˆıne´,
le ge´nie logiciel objet, atteint, lui, sa maturite´.
Le ge´nie logiciel agent est certes jeune mais il posse`de de´ja` une grande masse
d’expe´riences. Nous avons de´duit qu’il fallait trouver une nouvelle formalisation
de la connaissance agent si nous voulions aider au de´veloppement de ce GL agent.
La maturite´ du GL objet nous a conduit a` envisager d’utiliser l’expe´rience
acquise dans ce domaine pour l’appliquer a` la formalisation des connaissances
empiriques du paradigme agent.
L’e´tude des techniques de re´utilisation, et notamment des motifs, nous a
amene´ a` penser que les motifs sont le me´dium ide´al pour diffuser les concepts
et les diffe´rents mode`les utilise´s dans la conception et la re´alisation des SMA.
De cette de´marche, provient le plan en deux parties de ce me´moire. La
premie`re partie nous permettra de de´crire certains travaux sur la conception de
SMA et sur les techniques de re´utilisation. Dans la seconde nous exposerons le
7. Agent et Syste`mes d’Agents.
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corps de notre the`se –– l’utilisation de motifs –– a` travers la description d’un
the´saurus de motifs agent.
7. Plan de ce me´moire
— ?—
Premie`re partie : e´tat de l’art
Dans le premier chapitre, nous aborderons l’aspect ge´nie logiciel de l’e´tat de Premier
chapitrel’art. Nous y de´finirons la re´utilisabilite´ et exposerons quelques techniques de
re´utilisation utilise´es en ge´nie logiciel et dans le domaine des syste`mes multi-
agents en particulier. Nous aborderons notamment les concepts de composant,
de framework, de motif et de protocole. Nous essaierons aussi de de´broussailler
les notions intervenant lors du passage d’un mode`le a` son utilisation, nous y
verrons notamment la diffe´rence entre instanciation et parame´trage.
Ce deuxie`me chapitre constituera un e´tat de l’art des me´thodes, des tech- Chapitre II
niques et des outils actuellement mis a` la disposition du concepteur de SMA.
Nous ferons une description sommaire des diffe´rents travaux re´alise´s en nous
fondant sur une grille d’analyse de la re´utilisabilite´. Nous tirerons de ces des-
criptions des directives quant a` nos propres travaux.
Le troisie`me chapitre conclura cette premie`re partie et reviendra en de´tail Chapitre III
sur les avantages apporte´s par l’utilisation de la technique des motifs pour le
de´veloppement de logiciel.
— ?—
Seconde partie : notre contribution
C’est dans le quatrie`me chapitre que nous de´velopperons la me´thode que Chapitre IV
nous avons choisie : les motifs de conception. Un e´tat de l’art de l’utilisation
des motifs pour la conception de SMA nous permettra d’introduire nos propres
travaux. La liste des motifs oriente´s agent que nous avons de´signe´s y est pre´-
sente´e avec leur description extensive. Ce chapitre et la liste des motifs que
nous avons de´couverts constitueront la plus grande part de ce me´moire : un
the´saurus de motifs agent.
Le cinquie`me chapitre de ce me´moire nous permettra de discuter de l’utili- Chapitre V
sation des motifs comme outils d’aide a` la conception. Il donnera un exemple
de mise en application de notre credo : utiliser les motifs oriente´s agent que
nous de´finissons pour de´velopper et documenter une application multi-agent.
L’application choisie est la simulation de robots re´actifs dont le but principal
est de placer des objets a` des places pre´cises.
— ?—
Un bilan et quelques unes des perspectives envisageables sont pre´sente´s en
conclusion.
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Premie`re partie
De la re´utilisabilite´
en ge´nie logiciel
de la re´utilisation
pour les SMA

Chapitre Premier
De la re´utilisabilite´
en ge´nie logiciel
Ce qui est déjà fait n’est plus à faire.
Si vis pacem, para bellum.
— Proverbes
Les syste`mes d’information 1 sont devenus indispensables, leur utilite´n’est plus a` prouver, et leur usage est plus fre´quent chaque jour (pours’en convaincre, il suffit de voir l’essor du secteur tertiaire depuis son
apparition comme secteur des « services» a` son e´tat actuel ou` la principale fonc-
tion des me´tiers qu’il englobe est le traitement de l’information). Leur nombre
augmentant, re´utiliser, pour en cre´er de nouveaux, le travail de´ja` accompli pour
leur mise en place est devenu indispensable : d’une part pour des raisons d’e´co-
nomie d’e´chelle mais aussi pour des raisons de fiabilite´ (plus un syste`me est
utilise´ plus il a de chances d’eˆtre fiable).
Le but du ge´nie logiciel est d’optimiser et de rationaliser le travail de concep-
tion de logiciel et le suivi de celui-ci. L’optimisation comprend plusieurs facettes :
minimiser le temps passe´, minimiser la complexite´ du travail a` accomplir tant
lors de la cre´ation que lors de la maintenance, augmenter la qualite´ et la fiabilite´
logicielles. La rationalisation consiste a` formaliser les e´tapes de la production de
logiciels pour rendre leur re´alisation plus aise´e, plus rapide et plus automatique,
tant par la machine que par l’homme, qu’il travaille seul ou en e´quipe.
— ?—
1. Pour une histoire des syste`mes d’information, le lecteur pourra se reporte a` la premie`re partie
de l’e´tude –– tre`s bien faite –– d’Henri Ghesquie`re, [Ghesquie`re 98].
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Dans ce chapitre, nous allons rapidement de´crire les diffe´rentes techniques de
re´utilisation, puis nous nous pencherons plus particulie`rement sur quatre d’entre
elles : les composants, les frameworks, les motifs (ou patterns) et les protocoles.
Avant de conclure, nous parlerons des diffe´rentes formes d’utilisation d’un
mode`le (parame´trage, instanciation et utilisation).
1. Re´utiliser
La re´utilisabilite´ est un des moyens a` la disposition du concepteur pour at-
teindre les buts du ge´nie logiciel. En effet, la re´utilisation re´duit les e´tapes de
conception et de test des composants re´utilise´s, elle permet aussi de simplifier
la maintenance et l’e´volution des applications. Elle permet aussi de construire
des applications similaires dans leur interface, ce qui facilite leur usage et aug-
mente leur qualite´ pour l’utilisateur final. Nous verrons aussi qu’elle peut aider
a` la formalisation.
Bien suˆr, l’ide´e de re´utiliser n’est pas nouvelle mais il faut atteindre un vo-
lume critique d’applications pour qu’elle soit re´alisable et re´alise´e. D’une part,
il faut que le couˆt de l’organisation ne´cessaire a` la re´utilisabilite´ puisse eˆtre
compense´ par le gain apporte´ par la re´utilisation. Il faut souvent ope´rer une re´or-
ganisation pour pouvoir adopter une ve´ritable politique de re´utilisabilite´, ce qui
implique des proble`mes aussi bien techniques qu’humains. D’autre part, il faut
avoir une expe´rience et un ensemble d’exemples suffisants pour qu’elle devienne
possible ; la re´utilisation suppose l’existence de points communs entre les appli-
cations, et pour pouvoir de´tecter ces points communs, il faut a` la fois une quan-
tite´ suffisante d’exemples, une expe´rience technique et un effort d’abstraction.
2. Historique
Les diffe´rentes techniques de re´utilisation suivent en fait le phylum concep-
tuel des paradigmes de programmation dont nous avons parle´ dans le premier
chapitre (section 2.1 page 3).
Parmi les techniques de re´utilisation, la duplication –– le ce´le`bre « copier–
coller» –– est la premie`re, tant par son anciennete´ que par son utilisation.
Cette technique permet de re´utiliser les erreurs, d’application en application.
De plus, elle implique une re´adaptation du code copie´ et donc une re´-inge´nierie
du code. Enfin, elle ne s’applique gue`re qu’au niveau du codage, ce qui limite
fortement son efficacite´.
Les bibliothe`ques de fonctions sont une autre technique de re´utilisabilite´.
Comme la pre´ce´dente, celle-ci ne concerne que le codage mais, bien que plus
suˆre, elle ne permet pas ve´ritablement la re´utilisation d’algorithmes en cela que
les fonctions manipulent des donne´es de structure pre´cise qui sont, trop souvent
et pour des raisons d’optimalisation, des cas particuliers des types de donne´es
auxquelles l’algorithme pourrait s’appliquer.
La programmation modulaire a e´te´ la premie`re tentative pour ge´rer la re´uti-
lisabilite´ de`s la phase de conception.
«On dit ge´ne´ralement d’un syste`me qu’il est modulaire lorsqu’il admet
la modification, l’adjonction ou la suppression de certains sous-syste`mes,
sans que son efficacite´ globale s’en trouve fondamentalement affecte´e. »
— Bruno Lussato, 1980
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Son e´volution naturelle fut la programmation oriente´e objet qui permit l’ap-
parition de la re´utilisation de la structure des objets et de leur comportement
fonctionnel –– avec les me´thodes –– mais aussi des algorithmes, par leur de´fi-
nition relativement a` des types abstraits et par encapsulation des algorithmes
dans des objets (cf. la de´finition de la STL 2 de C++, [Stroustrup 99] et son
utilisation du motif de conception Command , [Gamma et al. 94, p. 233]).
La programmation objet permet sui generis la re´utilisabilite´ graˆce aux me´-
canismes qu’elle introduit : l’encapsulation, la composition, l’he´ritage, le poly-
morphisme et le couplage dynamique.
3. Techniques objet
A` partir des succe`s de la programmation par objets pour la re´utilisabilite´ de
base (au travers des classes), diffe´rentes techniques ont e´te´ mises en avant par
les processus de conception objet : les composants, les frameworks, les motifs
(patterns) et, dans une moindre mesure, les protocoles.
3.1. Les composants
Les composants sont des modules communicants e´tendus, des objets a` faible
interde´pendance, a` couplage faible. Leur but principal est de permettre de
re´utiliser une classe en facilitant son inte´gration dans le logiciel en cours de
de´veloppement.
Pour qu’un composant soit utilise´ dans un certain nombre d’applications, il
faut qu’il soit portable et utile. La portabilite´ ne´cessite que le composant soit
configurable et permette un assemblage et une inte´gration aise´s. L’utilite´ du
composant signifie qu’il comble un besoin de l’application envisage´e.
Cette notion de « composant» e´merge de deux approches distinctes : les
architectures logicielles et les composants binaires.
L’approche des architectures logicielles vient du monde acade´mique, la struc-
ture d’un logiciel correspond alors a` une interconnexion de composants. Ce
point de vue induit un certain flou sur la de´finition meˆme d’un composant :
module Ada, unite´ Pascal, objet, filtre a` la Unix ? toutes ces notions peuvent
re´pondre a` cette de´finition.
L’approche des composants binaires est celle de l’industrie. Ici, c’est la re´uti-
lisation qui prime, et, bien suˆr, les composants sont distribue´s sous forme binaire
pour satisfaire aux exigences du marche´ (secret et concurrence). Cette approche
repose sur le concept de «boˆıte noire » : un module re´utilisable dont l’interfac¸age
externe est spe´cifie´ mais dont le fonctionnement interne est cache´.
En parlant du concept de «boˆıte noire», il est a` noter que c’est le principe
de composition qui le fait apparaˆıtre. En effet, la composition cache les com-
posants dans le compose´ : l’interface des objets composant n’est plus visible,
seule l’interface du compose´ est disponible. C’est le contraire qui se produit avec
la re´utilisation par he´ritage : il faut connaˆıtre beaucoup de choses sur la classe
he´rite´e pour s’en servir correctement, il s’agit donc d’une «boˆıte transparente».
Nous allons voir les trois technologies de composants concurrentes actuelle-
ment sur le marche´ : com, les EJB et le CCM.
2. Standard Template Library, bibliothe`que standard de gabarits.
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3.1.1 Component Object Model
Microsoft Corporation a propose´ ses technologies componentielles : com et
com+, qui utilisent une autre technologie maison : Object Linking and Embed-
ding (ole et ole2), ole Control eXtensions (OCX), et, dans une moindre mesure,
ActiveX –– une version le´ge`re d’ole spe´cialement pre´vue pour l’Internet (en
re´ponse aux applets Java de Sun).
Il s’agit d’une approche binaire fortement ferme´e (ve´ritable «boˆıte noire»
dont l’utilisateur ne connaˆıt que les spe´cifications d’interface). Com+ repose
sur la notion d’interface et de de´couverte a` l’utilisation (par des me´canismes
re´flexifs simples).
L’un des principaux proble`mes de cette approche, mise a` part sa fermeture,
est qu’elle met a` bas les principes meˆmes de la programmation objet : l’exemple
flagrant est l’explosion de l’encapsulation engendre´e par la mise en application
du me´canisme d’agre´gation (i. e., l’acce`s aux composants de l’agre´gation est
toujours permis alors que l’encapsulation devrait les cacher).
3.1.2 Les JavaBeans et les Entreprise JavaBeans
Les JavaBeans sont la re´plique de Sun Microsystems au com de Microsoft,
mais en utilisant une approche moins binaire : l’utilisation de Java ouvre le
format, mais, en contrepartie, il permet une grande portabilite´.
Il s’agit avant tout de composants graphiques et e´ve´nementiels dont le mo-
de`le de mise en œuvre est se´pare´ du mode`le conceptuel : la re´flexivite´ y a une
part tre`s importante. Les JavaBeans sont distribue´s sous forme de fichiers d’ar-
chives (au format jar) ce qui permet de les utiliser en prenant l’approche binaire.
Les Entreprise JavaBeans, ou EJB, sont plus re´cents et font suite aux Java-
Beans en de´veloppant leur champ d’action pour l’orienter du coˆte´ des applica-
tions industrielles, en cre´ant des composants applicatifs domaine.
La composition des EJB se fait par l’utilisation des interfaces (i. e., des pro-
messes de services) ou par communication implicite.
3.1.3 Corba Component Model
Le CCM est le mode`le des composants standardise´ par l’OMG. Du fait que
l’OMG est compose´ en majorite´ par des industriels, de tous bords, il est a` mi-
chemin entre les deux mode`les concurrents : com et EJB.
L’interface d’un composant est un ensemble de facettes, fac¸on objets distri-
bue´s (corba), et un comportement e´ve´nementiel (a` la EJB).
Il s’agit donc plus d’un EJB++, faisant un pas vers com, qui ajoute des ou-
tils standardise´s aux EJB : gestion du cycle de vie, support des transactions,
de´ploiement, etc.
3.1.4 Conclusions sur les composants
Com+ et EJB n’e´taient pas satisfaisants. La technologie des EJB, par exemple,
n’offre ni ge´ne´ricite´, ni he´ritage, ni repre´sentation des aspects relationnels. Ils
ont e´te´ de´veloppe´s trop toˆt (i. e., avant que la communaute´ ne se mette d’ac-
cord, au travers de l’OMG, sur le mode`le objet et sa distributivite´, avec corba).
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Le CCM tend a` pallier les proble`mes et a` faire converger les mode`les, mais il
est encore re´cent.
3.2. Les frameworks
Un framework 3 est un prototype d’applications d’un meˆme domaine, que le
de´veloppeur n’a plus qu’a` comple´ter –– par sous-classage, e´criture de fonctions,
choix de parame`tres –– pour cre´er une application. Le framework permet de
de´finir la structure globale de l’application, au niveau de la gestion du controˆle
et de la collaboration des diffe´rentes classes ; il permet ainsi d’obtenir des ap-
plications de structures semblables, permettant un gain tant au niveau de la
fabrication que de la maintenance.
Dans une programmation oriente´e objet, un framework est constitue´ d’un
ensemble de classes, une bibliothe`que de composants lie´s par des motifs de
conception, dont les interactions sont pre´vues par le concepteur du framework
et qui suivent donc des motifs de controˆle bien de´finis. Donc, on pourrait re´sumer
par la formule suivante (que l’on retrouve dans [Johnson 97]) :
framework = composants + motifs
Le terme composants de la formule comporte lui meˆme une partie codage :
les composants sont e´crits dans un certain langage de programmation.
En programmation objet, l’utilisation du framework se fait par instancia-
tion et de´rivation des classes le constituant ; en programmation fonctionnelle, il
s’agit de donner le corps de certaines fonctions. Le de´veloppeur e´crit donc les
fonctions manquantes qui particularisent son application et qui sont en fait
des fonctions client.
En effet, contrairement a` ce qui se passe dans une bibliothe`que de classes ––
ou` c’est le programme que l’on de´veloppe qui instancie et donne le controˆle aux
classes de la bibliothe`que ––, dans une application cre´e´e a` partir d’un framework ,
c’est ce dernier qui de´finit le controˆle, et les services de´veloppe´s pour cette
application particulie`re seront appele´s par le framework.
En fait, il arrive parfois que l’on croit utiliser une bibliothe`que de classes
alors qu’il s’agit d’un framework : une autre diffe´rence entre ces deux concepts
est que, dans un framework, l’on est amene´ a` apprendre et a` utiliser plusieurs
classes ensembles ; l’on qualifie souvent la bibliothe`que de «difficile».
Nous avons parle´ dans la section pre´ce´dente des frameworks que sont les
technologies ole et beans. L’on peut encore citer AWT ou swing comme e´tant des
frameworks d’interface graphique en Java. En C/C++, les frameworks CDE 4,
KDE 5 et gnome 6 sont d’autres frameworks d’interface graphique mais aussi d’ap-
plication (e. g., gnome de´finit une architecture de communication entre compo-
sants/applications, fonde´e sur corba).
Pour que les frameworks soient utiles et utilise´s, il faut qu’ils soient tre`s
bien documente´s. Le de´veloppeur a souvent besoin de comprendre comment
3. Charpente, architecture.
4. Common Desktop Environment.
5. K Desktop Environment.
6. GNU Network Object Model Environment.
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fonctionne le framework pour l’adapter. La pre´sence de bons tutoriels est indis-
pensable : les frameworks sont bien plus compre´hensibles et appre´hendables
par l’exemple.
C’est en fait en partie ce manque de documentation qui laisse penser que
les plates-formes SMA actuelles ne sont utilisables que par leurs concepteurs et
qui entraˆıne donc le de´veloppement de nouvelles plates-formes ad hoc.
Les frameworks sont une technique de re´utilisation de la conception ––
puisque l’architecture, les modes de communication et d’interaction, sont conser-
ve´s –– mais qui reste ancre´e dans la mise en œuvre, dans le sens ou` ils sont de´finis
dans un langage de programmation particulier (comme les composants). Cet an-
crage est un proble`me car certains concepts ne peuvent pas eˆtre correctement
exprime´s dans tous les langages et les frameworks deviennent de plus en plus
spe´cifiques au langage dans lequel ils sont exprime´s.
3.3. Les motifs (ou patterns)
Avant propos : de la traduction
Pour la traduction de terme pattern, nous avions le choix entre patron, ga-
barit, motif, mode`le ou ne pas traduire. Gabarit est de´ja` utilise´ pour le terme de
template (notamment en C++), il de´signe un type, ou une fonction, parame´tre´ 7.
Mode`le est de´ja` fortement polyse´mique et ne´cessiterait l’adjonction d’une expli-
cation 8. Patron est en fait l’e´tymon de pattern, il a un sens tre`s proche de gaba-
rit, mais il a un second sens en franc¸ais, celui de «dirigeant», qui peut cre´er une
e´quivoque, une ambigu¨ıte´.Motif est la traduction usuelle de pattern en informa-
tique : pour les expressions re´gulie`res, le traitement automatique de texte, etc.
Motif porte a` la fois le sens de figure, forme, re´pe´te´e et celui de raison,
motivation. Or l’utilisation du terme motif dans le contexte du ge´nie logiciel ne
permet pas de distinguer clairement laquelle des deux acceptions fait le plus de
sens ; il est en effet autant probable que l’on parle de re´pe´titions ou de formes
abstraites, mode`les de plusieurs formes concre`tes, que de motivations, mobiles,
d’utilisations de techniques, de concepts ou de mode`les d’inge´nierie.
Toutefois, –– et contrairement a` celui de patron ––, le second sens de motif
(raison, mobile) n’est pas antinomique de la de´finition de nos motifs : comme
nous le verrons plus en profondeur, ceux-ci sont une motivation, une raison,
de leur propre application et des concepts qu’ils ve´hiculent. Motif nous semble
donc un meilleur choix comme e´quivalent 9 du terme de pattern.
Malheureusement, quelques requeˆtes sur le site de recherche www.google.fr
sur des pages francophones des expressions possibles nous indiquent que l’usage
ne nous suit pas (ou plutoˆt, qu’il ne nous a pas pre´ce´de´) :
singulier, pluriel, total
«patron(s) de conception» : 136, 454, 590 pages
«motif(s) de conception» : 33, 43, 76 pages
«pattern(s) de conception» : 23, 121, 144 pages
«design pattern(s)» : 851, 3320, 4171 pages
7. La traduction est en fait tre`s fide`le car ces mots re´fe´rencent, chacun dans sa langue, une pie`ce
de bois servant a` en pre´parer d’autres (en construction navale).
8. Bien qu’il soit utilise´ pour gabarit dans [Stroustrup 99].
9. Ou un peu plus, graˆce a` la notion de motivation que le terme anglais ne porte pas.
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Toutefois, l’on peut remarquer que l’utilisation de l’expression en anglais est
fortement majoritaire ; la traduction n’est donc pas encore fige´e. C’est pourquoi
nous avons de´cide´ d’essayer de faire basculer l’usage vers l’utilisation de «motif
de conception» comme traduction de design pattern.
— ?—
Avant de donner une de´finition et un historique de la notion de motif, nous
allons voir quelques exemples de niveau diffe´rent (conception et mise en œuvre).
Puis nous reviendrons sur leur forme, leur pre´sentation, la fac¸on dont ils sont
de´crits (pre´sentation, forme, catalogage)...
3.3.1 Exemples de motifs
Nous commencerons par pre´senter deux motifs objet –– un motif de concep-
tion et un motif de mise en œuvre ––, puis nous pre´senterons un idiomatisme
de script.
a) Un motif de conception
La figure 2 montre le motif Composite, [Gamma et al. 94, p. 163] ; en re´a-
lite´, il s’agit seulement de la repre´sentation en diagramme de classes UML de
sa solution, le motif entier fait plusieurs pages. Ce motif permet de concevoir
ses classes de sorte qu’un objet composite soit traite´ exactement de la meˆme
fac¸on que ses composants.
Composant
f()
Ajoute(Composant)
Enle`ve(Composant)
A
A
S
Feuille-2
f()
Feuille-1
f()
Composite
f()
Ajoute(Composant)
Enle`ve(Composant)
Fig. 2 – Un motif de conception (Composite)
La classe abstraite Composant, dont plusieurs classes d’atomes he´ritent (sur
notre exemple : Feuille-1 et Feuille-2 ), permet de´ja` de manipuler tous les atomes
de la meˆme fac¸on (en appelant leur me´thode f(), rede´finie par chaque sous-
classe). La classe Composite est une classe pouvant contenir plusieurs atomes
mais aussi d’autres objets composites, graˆce au lien d’he´ritage avec la classe
Composant. La fonction f() de Composite appelle la me´thode f() de chacun
de ses composants, atomes ou composites. Cette classe est la seule a` avoir des
fonctions Ajoute() et Enle`ve() effectives.
On pourra remarquer que ce motif utilise toutes les caracte´ristiques de la
POO : he´ritage, polymorphisme, classe abstraite, composition.
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La figure 3 montre l’application de ce motif sur un exemple d’objets gra-
phiques : un dessin peut contenir des rectangles, des morceaux de texte ou
bien d’autres dessins. Une figure sera repre´sente´e par un arbre de structure
homoge`ne dont les nœuds sont des dessins (les composites) et les feuilles des
objets graphiques atomiques.
Graphique
dessine()
Ajoute(Graphique)
Enle`ve(Graphique)
A
A
S
Texte
dessine()
Rectangle
dessine()
Dessin
dessine()
Ajoute(Graphique)
Enle`ve(Graphique)
Fig. 3 – Utilisation de Composite
b) Un motif de mise en œuvre
Le motif Composite est un motif de conception, il est utilise´ lors de la phase
de conception. L’exemple suivant (figure 4) est un motif de mise en œuvre, un
idiomatisme C/C++, qui indique comment coder la recopie d’une suite d’objets
termine´e par un pointeur nul. Ce motif permet au lecteur de comprendre im-
me´diatement la signification d’une partie de code. En effet, sans l’utilisation de
ce motif, il y aurait plusieurs dizaines de fac¸ons de coder cette recopie, noyant
ainsi le lecteur dans des de´tails de mise en œuvre.
while (*dest++ = *orig++) ;
L’affectation a lieu avec les valeurs couramment
pointe´es, puis les pointeurs sont incre´mente´s. La
valeur teste´e est celle renvoye´e par l’affectation,
c’est-a`-dire la valeur pointe´e par orig, la boucle
s’arreˆte ainsi de`s le premier ze´ro copie´.
Fig. 4 – Un motif de mise en œuvre (idiomatisme C/C++).
L’on pourrait penser qu’il ne s’agit la` que d’un style d’e´criture, et il est vrai
que les motifs de mise en œuvre en sont tre`s proches et parfois difficilement
discernables. Toutefois, ce qui diffe´rencie ces motifs d’une simple directive de
style, c’est qu’ils sont argumente´s et qu’ils prennent leurs racines a` d’autres
niveaux (comme la conception). Si nous reprenons notre exemple de la figure
4, nous pouvons voir que cette fac¸on de coder une recopie permet, graˆce a` une
habile surcharge des ope´rateurs [Stroustrup 99], de concevoir des ite´rateurs
pouvant se comporter de cette manie`re, c’est-a`-dire celle des «bonnes vieilles »
chaˆınes de caracte`res du C, ce qui permet de cacher la mise en œuvre de notre
suite d’objets et donc une meilleure programmation.
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c) Un idiomatisme shell
L’utilisation du motif Testing Against The Null String , [Coplien et al. 96], per-
met, dans des langages de script shell, de se´curiser les tests sur des variables.
Un test e´crit sous la forme suivante :
if [ $a = coucou ]; then echo "chaı^ne \"coucou\""; fi
peut eˆtre d’une part une source de bogues, et d’autre part une porte ouverte
a` de graves atteintes a` la se´curite´ du syste`me. En effet, si la variable a est
vide, le test revient a` e´crire :
if [ = coucou ]; then echo "chaı^ne \"coucou\""; fi
ce qui n’est pas syntaxiquement correct.
De la meˆme fac¸on, en ajoutant des guillemets pour e´viter cette erreur, si la
variable a contient des termes reconnus par la commande test 10 comme des
ope´rateurs (e. g., -a ou !=), le proble`me continue a` se poser.
D’autre part, si le contenu de la variable a provient d’arguments passe´s au
script ou de variables modifiables par l’utilisateur du script, l’utilisateur peut
en profiter pour demander l’exe´cution de commandes dangereuses ; surtout si
le script est suid (i. e., il est exe´cute´ avec l’identite´ du proprie´taire, pas avec
celle de l’utilisateur).
Pour ve´rifier que la variable a correspond a` une certaine chaˆıne,
utiliser des tests du genre :
if [ x$a = x ]; then echo "chaı^ne vide"; fi
case x$a in
xcoucou) echo "chaı^ne \"coucou\"" ;;
x) echo "chaı^ne vide" ;;
esac
Fig. 5 – Un motif shell (idiomatisme de script).
— ?—
Nous venons de pre´senter trois motifs s’appliquant chacun a` un domaine dif-
fe´rent : le premier est un motif de conception objet, le deuxie`me un motif de mise
en œuvre objet et le dernier un motif de mise en œuvre script. Cela montre la di-
versite´ d’application des motifs, tant du point de vue du domaine d’application
(programmation objet ou script shell) que du point de vue du niveau d’abstrac-
tion ou de la phase de de´veloppement vise´e (conception ou mise en œuvre).
Nous aurions pu donner bien d’autres exemples de motifs, dans des domaines
tre`s varie´s, comme les interfaces utilisateur [van Welie & Trætteberg 00],
la construction de sites internet 11, l’organisation d’e´quipes (groupware) 12, etc.
(voir [Patterns’Page] pour des catalogues en ligne).
10. Rappel : en shell, [ est un raccourci pour la commande test.
11. Motifs que l’on retrouve sur http://www.welie.com/patterns.
12. Motifs disponibles sur http://www.groupware-patterns.org.
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Voyons maintenant ce qu’est pre´cise´ment un motif.
3.3.2 De´finition et historique
Une de´finition courte et ge´ne´rale, mais ne´anmoins pre´cise, de ce que peut
eˆtre un motif pourrait eˆtre la suivante (et c’est en fait notre de´finition favorite) :
Un motif est une solution abstraite (partielle et qui a fait ses preuves) a` un
proble`me contextuel et re´current.
Les motifs ont e´te´ introduits en 1977 par l’architecte Christopher Alexan-
der ; il s’agissait alors de donner des indications pour la bonne conception de
plans : a` chaque proble`me ou spe´cification, une solution e´prouve´e e´tait propo-
se´e. Mais cette utilisation en architecture n’a pas e´te´ concluante. L’architecture
est peut-eˆtre trop une matie`re de gouˆt, ou les lois physiques sont peut-eˆtre
trop contraignantes...
Au de´but des anne´es 1990, la communaute´ oriente´-objet, se trouvant alors
en possession d’une expe´rience certaine de la POO, s’est inte´resse´e aux motifs
dans le but d’exploiter et de faire partager cette expe´rience, [Gamma et al. 93].
Depuis, leur utilisation ne fait que croˆıtre, notamment graˆce aux confe´rences,
[Plop 94], et a` l’appui de l’OMG, qui propose de les inte´grer a` UML.
Comme l’a montre´ la syste´mique, [Simon 69, Le Moigne 90], la concep-
tion de syste`mes complexes est elle-meˆme complexe. On ne peut pas de´finir la
solution pour un ensemble de proble`mes. Par contre, e´tant donne´ la modularite´
de l’approche objet, il arrive souvent que le concepteur ou le programmeur se
retrouve en face d’un proble`me qu’il a de´ja` rencontre´ dans le passe´, sous la
meˆme forme ou sous une forme le´ge`rement diffe´rente. Graˆce a` cette impression
de de´ja` vu, il peut alors essayer d’abstraire la solution de ce proble`me pour
pouvoir la re´utiliser. Les abstractions des solutions de´ja` applique´es sont ce que
l’on appelle des motifs.
Par la fac¸on dont ils sont construits, les motifs sont une abstraction, une
formalisation, de l’expe´rience acquise par les concepteurs et les programmeurs.
Les motifs permettent aussi de documenter les solutions propose´es : il suffit
au concepteur d’indiquer les motifs qu’il a utilise´s pour qu’un lecteur averti
comprenne la solution, sans avoir a` reprendre chaque de´tail pour appre´hen-
der l’ensemble.
3.3.3 Pre´sentation
En ce qui concerne leur pre´sentation, les motifs sont de´crits sous la forme
d’un multiplet. Il s’agit de formaliser leur pre´sentation en la se´parant en dif-
fe´rents champs aux buts bien de´finis pour bien guider l’utilisateur, mais en
laissant le contenu de certains des champs plus libre –– graˆce a` l’usage du lan-
gage naturel –– pour permettre a` la fois une meilleure compre´hension et une
souplesse, une adaptabilite´, d’utilisation.
Les champs varient suivant les auteurs, mais les principaux sont les sui-
vants :
– nom : chaque motif posse`de un nom (parfois meˆme plusieurs, s’il a e´te´
de´crit par plusieurs auteurs) qui permet de l’identifier ;
– contexte : il s’agit ici d’expliciter la situation dans laquelle le motif a des
chances d’eˆtre utile ;
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– proble`me(s) : le motif peut re´soudre un ou plusieurs proble`mes, dans leur
contexte ;
– solution(s) : la ou les solutions possibles au(x) proble`me(s) ;
– exemples : ils permettent de mieux comprendre le motif, celui-ci e´tant cre´e´
de manie`re empirique ; pour cette meˆme raison, ils sont absolument ne´cessaires
au motif et doivent apparaˆıtre au moins au nombre de trois (il s’agit de la « re`gle
des trois») ;
– directives : pour diriger l’application de la solution, expliquer les parties
importantes et les parties plus facultatives ;
– conse´quences : comme chacun sait, une solution peut apporter d’autres
proble`mes, il est donc utile d’en faire part a` l’utilisateur ; elle peut aussi appor-
ter d’autres avantages, inde´pendamment de la re´solution des proble`mes vise´s
initialement ;
– motifs associe´s : une liste de motifs applicables dans des situations simi-
laires ou des motifs comple´mentaires, pour re´gler les proble`mes annexes ou qui
se posent a` d’autres niveaux (pour la mise en œuvre par exemple).
Les champs choisis de´pendent des auteurs et de la fac¸on dont ils ont classe´
leur motifs, de la fac¸on dont leurs motifs interagissent, mais dans la re´daction
meˆme des motifs l’on retrouve des motifs.
3.3.4 Catalogue –– the´saurus
Comme il existe des bibliothe`ques de fonction ou de classes, les motifs sont
groupe´s en catalogues. Ces catalogues ne se re´sument pas a` des e´nume´rations
de motifs. Les motifs sont lie´s : ils se re´fe´rencent, s’opposent ou s’adaptent les
uns avec les autres. Le catalogue forme un ve´ritable the´saurus : chaque mo-
tif est un mot et sa description indique comment s’en servir et quels sont les
motifs (les autres mots) qui lui sont associe´s (synonymie, antonymie, de´riva-
tion, analogie, etc.).
Cette caracte´ristique est importante pour bien comprendre la porte´e de la
technique des motifs, c’est pourquoi nous y reviendrons plus en de´tail dans
la section III page 61.
3.3.5 Antimotifs
La technique des AntiPatterns ont e´te´ introduits par Hays McCormick,
RaphaelMalveaux, ThomasMowbray & William Brown, [McCormick et
al. 98,McCormick & Malveaux 98]. Contrairement aux motifs qui mettent
en avant une me´thode, une technique ou un usage qui forment une bonne so-
lution, les antimotifs exposent l’application d’une mauvaise technique et pro-
posent une solution pour repenser la re´solution du proble`me. Il s’agit donc de
« re-engineering », (i. e., reconception ou re´-inge´nierie).
Lava Flow est un exemple d’antimotif. Il s’agit de remodeler une application,
souvent issue du de´partement recherche et de´veloppement, dont le code est
peuple´ de fonctions ou de parties exploratoires, tre`s peu commente´es, voire pas
du tout, dont l’utilite´ (et l’utilisation) est a` de´montrer.
Symptoˆmes :
– fragments de code et variables injustifiables et fre´quents ;
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– code qui semble important ou complexe mais non documente´ et qui ne se
relie pas clairement a` l’architecture du syste`me ;
– architecture du syste`me tre`s laˆche ;
– larges blocs de code en commentaire, sans documentation ;
– nombreuses parties annote´es « a` remplacer» ou « a` revoir» ;
– code inutilise´ ou obsole`te.
Causes typiques :
– code de test place´ en production sans re´flexion pre´liminaire ;
– code e´crit par un seul de´veloppeur ;
– plusieurs approches teste´es en meˆme temps ;
– manque d’organisation dans l’e´quipe ;
– de´veloppement ite´ratif (e. g. en spirale).
Exceptions :
– de petites applications de recherche & de´veloppement, a` dure´e de vie tre`s
limite´e.
Conse´quences :
– si le code n’est pas nettoye´, la « lave» continue a` se re´pandre ;
– si l’origine n’est pas e´limine´e, l’expansion peut eˆtre ge´ome´trique avec le
passage successif de plusieurs de´veloppeurs, presse´s et non enclins a` ve´rifier le
code de´ja` e´crit ;
– a` mesure que la lave durcit, elle devient plus difficile a` e´liminer.
Solution :
La seule solution pour pre´venir l’antimotif Lava Flow est de s’assurer que
le de´veloppement du code soit re´alise´ apre`s qu’une architecture saine a e´te´
e´tablie. Si le Lava Flow est de´ja` pre´sent dans l’application, le reme`de peut eˆtre
douloureux, et il faudra un excellent de´tective pour nettoyer le code. Un principe
important est de ne pas modifier l’architecture pendant le de´veloppement. Un
autre est de clairement documenter chaque partie du syste`me.
— ?—
Les antimotifs sont donc aussi des motifs en ce sens qu’ils proposent une
solution a` des proble`mes fre´quents. D’un autre coˆte´, leur approche s’oppose a`
celle des motifs puisque les antimotifs ne s’appuient pas sur des exemples de
bonne application d’une solution. Ils se fondent sur des exemples pour proposer
une solution de reconception.
3.4. Motifs et protocoles de communication
En informatique, les protocoles de communication sont les re`gles qui de´ter-
minent le format et la transmission de donne´es. Dans le vocabulaire des SMA, ou`
nous nous rapprochons plus des sciences humaines, les protocoles sont la des-
cription d’un plan (plus ou moins) de´taille´ pour la conduite d’un comportement
communicateur, notamment pour une transaction.
L’on peut aussi de´finir plus simplement un protocole comme e´tant une se´-
quence type de messages. De ce fait, leur repre´sentation sous la forme d’un
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diagramme de se´quence UML parame´trable semble ade´quate (cf. la notation
AUML, page 41).
La fipa 13 propose quelques exemples de protocoles ; tels le Brokering IP,
le Dutch Auction IP (enche`res hollandaises), ou le fameux Contract Net. Pour
de´crire ces IPS (les Interaction Protocol Specifications), il est fait usage de la
notation AUML, dont nous parlerons (cf. page 41). L’on peut trouver ces spe´ci-
fications sur le site de la fipa : http://www.fipa.org.
La figure 6 montre un exemple (simple) de protocole que la fipa propose,
le Query IP. Dans ce protocole, un agent (Participant) doit donner une infor-
mation (inform) a` l’agent demandeur (Initiator). Le demandeur a deux actes
de langage possibles (exclusifs l’un de l’autre) : query-if et query-ref pour de-
mander une information ou la re´fe´rence d’un objet. L’agent interpelle´ a quatre
actes de langage possibles en re´ponse, ces actes sont eux aussi ge´ne´riques dans
le sens ou` ils peuvent contenir des messages diffe´rents (e. g., la raison du re-
fus pour refuse), c’est l’aste´risque apre`s leur nom dans le cadre de gabarit qui
de´note cette ge´ne´ricite´.
FIPA−Query−Protocol
Initiator Participant
inform
failure
refuse
not−understood
x
x query−ref
query−if
Initiator, Participant,
query−if, query−ref, refuse*,
not−understood*, failure*,
inform*
Fig. 6 – Le protocole d’interaction Query de la fipa.
L’utilisation du terme agent n’est pas anodine : il est clair, comme nous
l’avons souligne´ au premier chapitre 14, que les notions d’agent et de roˆle –– en
relaˆchant le lien entre le porteur du roˆle et son type, sa classe structurelle ––
permettent une plus grande ge´ne´ricite´ d’application de ces protocoles, que ce
soit dans un SMA ou dans une conception purement oriente´e objet.
L’utilisation d’un catalogue de protocoles, comme le propose la fipa, per-
13. Foundation for Intelligent Physical Agents.
14. Plus pre´cise´ment page 5.
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met, en plus de la re´utilisabilite´ des protocoles, et comme pour les motifs, l’uti-
lisation d’un vocabulaire commun entre les diffe´rents syste`mes, et donc une
meilleure interope´rabilite´.
Toutefois, il est important de bien comprendre qu’un protocole, meˆme pa-
rame´tre´ (i. e., de´crit comme un gabarit de protocoles, comme l’exemple de la
figure 6 page pre´ce´dente), n’est pas un motif. Ce qui pourrait eˆtre un motif,
c’est la description des cas de bonne utilisation de tel ou tel protocole ; par
exemple, quand faut-il choisir des enche`res anglaises ou un contract net ite´re´.
Le type d’instanciation n’est pas le meˆme et c’est le pourquoi de la section qui
suit : diffe´rencier les moyens de passer du mode`le a` son utilisation.
4. Du mode`le a` son utilisation
Note pre´liminaire : la programmation oriente´e objet s’est accapare´ le terme
d’objet, il devient difficile, surtout en informatique et encore plus en ge´nie lo-
giciel, d’utiliser ce terme sans une connotation programmation oriente´e objet.
Toutefois, dans cette section, nous utiliserons ce terme d’objet dans son sens
large (nous essaierons d’eˆtre vigilant lors de son utilisation au sens d’instance
de la programmation objet).
L’informatique, en tant que science, cre´e des mode`les et les manipule, mais
sa particularite´ est qu’elle a introduit leur traitement automatise´. Pour ce faire,
les mode`les et les objets qu’ils repre´sentent sont re´ifie´s en me´moire, ils sont en-
gramme´s. Aux objets du monde sont associe´s d’autres objets du monde, repre´-
sentations des premiers. Aux mode`les du monde sont aussi associe´s des objets,
des donne´es engramme´es dans la me´moire de l’ordinateur.
Les concepts du mode`le manipule´s sont aussi des objets. Ainsi, les objets
manipule´s par l’ordinateur sont-ils a` la fois des engrammations des objets indi-
viduels du monde et des engrammations de leur essence, de leur ide´e, de leur
mode`le –– le terme exact est difficile a` trouver. Par exemple, si l’on repre´sente
un stock de meubles, chaque table, chaque chaise du stock –– les objets du
monde –– auront chacune une engrammation, mais l’on pourra aussi repre´sen-
ter l’ide´e, le mode`le, de chaise –– le concept de´crit et utilise´ dans le mode`le pour
repre´senter l’ensemble des objets de type 15 chaise.
C’est l’ide´e de classe de la programmation oriente´e objet : la de´couverte
de Kristen Nygaard d’inte´grer la cate´gorisation des objets dans le langage de
programmation (simula, a` l’e´poque) en de´crivant des classes a` partir desquelles
les objets sont cre´e´s, initialise´s et active´s.
Ce concept d’ide´e, de cate´gorie, de mode`le, de moule, de classe, est fonda-
mental de la conception et de la re´utilisation.
Il existe diffe´rentes fac¸ons de passer dumode`le a` son utilisation, l’objet. Nous
pouvons en diffe´rencier trois : l’instanciation, l’he´ritage et le parame´trage.
4.1. L’instanciation
La notion d’instanciation est primordiale en conception objet. Il s’agit de
cre´er un individu (instance ou objet) a` partir d’une ide´e abstraite repre´sentant
15. Quel que terme que l’on choisisse (ide´e, mode`le, classe, cate´gorie, type, sorte, espe`ce, etc.),
l’on rencontre toujours un domaine ou` il a un sens plus pre´cis (philosophie, paradigme de
conception ou de programmation, philologie, biologie, etc.).
–– 28 ––
4. Du mode`le a` son utilisation
un ensemble d’individus (une classe). Jean-Pierre Briot et Pierre Cointe le
soulignaient particulie`rement avec le mode`le Object/Class d’ObjVlisp, [Briot
& Cointe 86].
L’instanciation permet a` diffe´rents objets de partager des structures et des
comportements par le biais d’une classe-mode`le commune.
4.2. L’he´ritage
La notion d’he´ritage est arrive´e peu apre`s la notion d’instanciation –– a`
tout le moins en programmation oriente´e objet. Il s’agit de cate´goriser les
classes les unes par rapport aux autres par les relations de spe´cialisation et
de ge´ne´ralisation.
L’he´ritage permet a` diffe´rentes classes de partager des structures et des
comportements par le biais d’une classe-me`re commune.
4.3. Le parame´trage
La notion de parame´trage est paralle`le aux deux autres. Parame´trer consiste
a` donner certaines valeurs a` certains attributs, au sens large de « trous» pouvant
prendre une valeur, pas au sens restreint de « champs d’une classe ».
Le parame´trage, c’est utiliser, dans un cas plus spe´cialise´, un objet (une
fonction, un type ou tout autre objet conceptuel) ge´ne´rique, un prototype.
Le parame´trage permet a` diffe´rentes fonctions, a` diffe´rents types, de par-
tager la meˆme description. Chaque fonction, chaque type, devient une spe´cia-
lisation de son ge´ne´rique.
En fait, si l’he´ritage permet un polymorphisme d’exe´cution, le parame´trage
permet un polymorphisme de compilation 16.
4.4. Quelques exemples
Voyons maintenant quelques exemples d’instanciation, d’he´ritage et de pa-
rame´trage.
Les composants (EJB ou com+) sont instanciables quand ils sont distribue´s
sous forme de classes. Une fois instancie´s, ils sont parame´trables : on peut
affiner leurs comportements et leur apparence.
Les classes des bibliothe`ques de classes sont, le plus souvent, utilisables par
instanciation, et, ge´ne´ralement, elles sont re´utilisables par he´ritage.
Les frameworks sont parame´trables : l’utilisateur e´crit le corps des fonctions
attendues par le framework. Ces fonctions sont parfois encapsule´es dans des
classes utilisateur (e. g., quand il s’agit de de´finir une classe re´alisant une classe
abstraite ou une interface), ces classes seront alors instancie´es dans l’application
engendre´e par l’utilisation du framework.
Les gabarits (en C++) et les ge´ne´riques (en Ada ou en Eiffel) sont parame´tre´s,
les parame`tres peuvent eˆtre des valeurs ou des types. Un gabarit repre´sente un
16. Bjarne Stroustrup qualifie les gabarits d’« artifices de compilation» car ils permettent
le typage fort a` la compilation tout en n’e´crivant qu’une seule description pour plusieurs
utilisations, [Stroustrup 99].
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type, ou une fonction, ge´ne´rique qui sera spe´cialise´ lorsque l’on fixera tout ou
partie de ses parame`tres.
Les protocoles peuvent eˆtre instancie´s en des se´quences de communication.
On peut aussi spe´cialiser un gabarit de protocole pour qu’il devienne moins
ge´ne´rique (comme les gabarits de type en C++) en donnant des valeurs a` ses
parame`tres (cf. le motif Protocoles , page 87).
Les motifs sont utilise´s, il ne sont ni instancie´s ni parame´tre´s. Il s’agit d’ap-
pliquer leur solution. L’on peut dire que cela rele`ve a` la fois de l’instanciation
et du parame´trage : on cre´e un nouvel exemple d’utilisation de ce motif (instan-
ciation) et l’on remplit les vides laisse´s (parame´trage), mais l’on adapte aussi
les solutions propose´es.
5. Conclusions
5.1. Notre choix
Les composants sont une tre`s bonne ide´e pour la re´utilisation, il s’agit d’ob-
jets de granularite´ plus e´leve´e que les fonctions ou les classes, donc d’une plus
grande abstraction, donc d’une plus grande ge´ne´ricite´.
Par contre, les composants sont souvent oriente´s me´tier, ce qui rend difficile
la cre´ation de composants utiles pour un grand nombre d’applications ; tels
qu’ils doivent l’eˆtre si l’on veut aider a` la conception de SMA. De plus, il n’y a
pas encore d’architecture commune susceptible de les accueillir, et utiliser com+
ou les EJB demande un investissement important.
Les frameworks sont construits chacun pour une classe d’applications par-
ticulie`res et sont un peu trop ferme´s pour le but que nous nous sommes fixe´.
Cre´er une ne plate-forme ge´ne´rique ne nous semble pas une bonne ide´e si l’on
n’y inte`gre pas un mode`le spe´cifique d’agent, d’environnement ou d’interaction.
Les protocoles de´crivent le fonctionnement d’un syste`me, son interface ex-
terne et les interfaces de communication de ses e´le´ments. Ils sont une partie de
la spe´cification du syste`me mais ils ne le de´finissent pas.
Par contre, les motifs, bien que plus abstraits, restent fonde´s sur un processus
expe´rimental. Ils sont ge´ne´riques et adaptables tout en restant applicables (car
applique´s). De plus, ils peuvent eˆtre utilise´s en paralle`le avec d’autres outils.
Ces raisons font d’eux l’objet de la partie suivante, partie principale de notre
travail : l’e´tude de leur application au paradigme agent.
5.2. Re´utiliser
Il y a diffe´rents niveaux de re´utilisation. L’on peut re´utiliser des concepts,
des processus (me´thodes et algorithmes) ou des structures. Pour ce qui est des
concepts, il s’agit de re´utiliser une ontologie, le re´sultat d’une analyse ou d’une
mode´lisation. C’est aussi ce que l’on fait dans la programmation objet avec
les notions de classe et d’he´ritage. En ce qui concerne les processus, l’on peut
re´utiliser les algorithmes utilise´s pour manipuler les donne´es. L’on peut aussi
re´utiliser les me´thodes utilise´es pour lors des diverses phases du de´veloppement.
Enfin, l’on peut vouloir directement re´utiliser les structures, les objets re´alise´s
a` l’issue de de´veloppements pre´ce´dents plus ou moins similaires. Il s’agit ici de
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re´utiliser des parties de code de´ja` e´crites et, aussi, la structure organisationnelle
de tout ou partie du logiciel (architecture).
Les techniques de re´utilisation que nous venons de voir se placent diffe´rem-
ment sur ces trois niveaux. La duplication est purement une re´utilisation de
structure, dans le sens ou` le code est une donne´e. Les bibliothe`ques de fonc-
tions sont une re´utilisation des algorithmes et du code de ces algorithmes. C’est
donc principalement une re´utilisation de processus et, aussi, de structure. Les
composants sont une re´utilisation de structure (le code, la structure des classes
et leurs relations), de processus (le fonctionnement interne des composants) et
de concepts (les classes). Les frameworks sont principalement une re´utilisation
de structure (le code et l’architecture de controˆle du logiciel) et de processus
(le fonctionnement de l’application). Les motifs permettent de re´utiliser des
concepts (classes et mode`les), des processus (chemin du proble`me a` sa solu-
tion, comportement du logiciel) et de structure (exemples de codes et, surtout,
architecture de controˆle).
Il existe donc un type de re´utilisation qui n’est pas pre´sent dans ces tech-
niques : la re´utilisation des me´thodes de de´veloppement (analyse, conception,
mise en œuvre).
Nous allons voir, dans le chapitre suivant, dans quelles mesures la re´utili-
sation est applique´e dans le de´veloppement de SMA. Nous verrons qu’elle re-
pose principalement sur les structures (bibliothe`ques de classes, frameworks)
et les processus (me´thodes).
–– 31 ––

Chapitre II
Les propositions
actuelles
A method of solution is perfect if we can foresee from the start,
and even prove, that following that method we shall attain our aim.
— Gottfried Wilhelm LEIBNITZ
Les programmes dépendent des méthodes utilisées pour les construire.
— Kristen NYGAARD, Confe´rence invite´e a` OCM’2000,
Nantes (18 mai 2000)
Les efforts actuels de la communaute´ agent portent sur la recherche deme´thodes pour l’analyse, la conception et le de´ploiement de syste`mesmulti-agents. Ce domaine de recherche n’est en fait pas re´cent (de´ja` aux
premie`res journe´es francophones IAD & SMA : [Ovalle & Garbay 93]), mais il
prend de plus en plus d’inte´reˆt, [Iglesias et al. 98]. Ces efforts prennent deux
directions oppose´es (mais comple´mentaires) : la premie`re peut eˆtre qualifie´e de
descendante et la seconde d’ascendante.
Le premier groupe de travaux, utilisant une optique descendante, essaie
de concevoir des me´thodes d’analyse et de conception des SMA. Le second
groupe, l’approche ascendante, tente de fournir des outils de de´veloppement ;
ces derniers ne sont pas tous exempts de me´thodes ou de directives d’analyse–
conception mais leur optique a un but pratique de de´veloppement.
Dans la suite de ce chapitre, nous allons conside´rer quelques exemples des
travaux actuels de la communaute´. Nous commencerons par exposer quelques
caracte´ristiques des plates-formes et outils de de´veloppement de SMA, puis nous
examinerons l’approche descendante des me´thodes de conception agent.
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1. Les plates-formes et outils
Encore plus que les me´thodes ou les mode`les, les plates-formes sont ple´thore,
il suffit de consulter les descriptions des plates-formes et outils de de´veloppe-
ment francophones collecte´es dans [Boissier et al. 99] pour s’en convaincre.
Nous allons analyser et comple´ter cette liste par quelques outils et plates-formes
actuellement disponibles.
Pour ce faire, nous avons classe´ ces propositions en quatre cate´gories (non
exclusives, chaque outil e´tant place´ dans la cate´gorie qui le de´finit le plus a`
nos yeux) :
1. les langages de programmation : ce sont des langages programmation, ou
des augmentations de langages, inte´grant des concepts agent ;
2. les bibliothe`ques de classes : ce sont des ensembles de classes, de fonctions
ou de composants facilitant la mise en œuvre de SMA ;
3. les outils de simulation : conc¸us pour la simulation de syste`mes complexes
avec de nombreux agents ;
4. les solutions : environnements de de´veloppement inte´gre´s, ils proposent
a` la fois des bibliothe`ques, des architectures (d’agent, de communication, etc.),
des me´thodes et des outils de re´alisation.
1.1. Les « langages» de programmation
Une fac¸on de re´utiliser les concepts est de les inte´grer directement dans le
langage de programmation. C’est ce qu’essaient de faire les outils suivant.
Jack Intelligent Agents, [Hodgson et al. 99,Howden et al. 01], augmente
Java de quelques nouveaux mots-clefs (e. g., agent, plan ou event). Les agents
de jack sont, a` la base, de type BDI et l’utilisateur cre´e ses agents en faisant
he´riter leur classe des classes fournies par jack. Le mode`le temporel utilise´ est
discret. Des outils de de´veloppement et de surveillance sont fournis (d’autres
sont pre´vus). Jack propose aussi un mode`le de coope´ration intra- et inter-groupe
d’agents appele´ SimpleTeam.
Jack, bien qu’imposant le mode`le BDI, se re´ve`le un bon outil pour proto-
typer un SMA communicant.
Dima, [Guessoum & Briot 98a, Guessoum & Briot 99], est une plate-
forme agent a` base d’acteurs. Le principe fondateur de dima est d’utiliser les
acteurs comme base de mise en œuvre pour les agents. Dima fournit donc les
classes et me´canismes ne´cessaires en Smalltalk.
Concurrent MetateM, [Fisher & Wooldridge 96], est un langage de
programmation multi-agent, fonde´ sur une logique modale (temporelle et de
croyances), qui permet une spe´cification et une ve´rification formelles du syste`me.
Les agents sont des moteurs d’infe´rence sur une logique temporelle, ils infe`rent
des faits pour le pre´sent et le futur a` partir de faits dans le passe´ et le pre´sent.
L’outil est en cours de de´veloppement et de validation...
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1.2. Les bibliothe`ques de classes
Dans les bibliothe`ques de classes, c’est a` la fois le code et les concepts ve´-
hicule´s par les classes que l’on essaie de re´utiliser, sans trop d’a priori sur
l’application vise´e.
GTMas 1, [Chevrier 93], a e´te´ de´veloppe´e pour simuler diffe´rents types d’or-
ganisation d’un SMA, dans le but de les comparer. Bien que, par ses buts et par
les outils qu’il fournit, GTMas soit en fait un environnement de simulation, il a
e´te´ conc¸u de fac¸on modulaire pour que chaque module puisse eˆtre utilise´ inde´-
pendamment des autres ; c’est pourquoi nous l’avons place´ dans cette section.
GTMas propose diffe´rents types de communication : point a` point, diffusion
(broadcast) ou par tableau noir. Bien que ne faisant aucune pre´-supposition sur
l’architecture interne des agents, GTMas propose un moteur d’infe´rences facili-
tant la cre´ation des agents. Un autre inte´reˆt de GTMas provient des outils de
suivi qu’elle propose : se´lection des informations utiles, visualisation de ces infor-
mations apre`s l’exe´cution de la simulation, statistiques, etc. Cette plate-forme
est une des premie`res plates-formes agent francophones, elle a e´te´ re´utilise´e et
augmente´e par la suite.
Javama, [Foisel et al. 97, Foisel 98a], cette plate-forme utilise en fait la plate-
forme GTMas (que nous venons de de´crire) en y ajoutant une optique magma
(cf. la grille Voyelles page 55) et en y implantant le mode`le de re´organisation
automatique que Re´my Foisel a de´veloppe´ dans sa the`se, [Foisel 98b]. Ce
mode`le de re´organisation automatique est d’ailleurs son principal inte´reˆt.
Geamas, [Guerrin et al. 98], est une plate-forme conc¸ue par l’e´quipe mas2 de
l’iremia de l’universite´ de l’ˆIle de la Re´union. Il s’agit en fait d’une bibliothe`que
de classes Java qui facilite la construction des agents, la gestion des interactions
et de l’environnement. Il est a` noter que geamas propose de distinguer diffe´rents
types d’agent suivant leur niveau d’abstraction :
– des agents re´actifs au niveau micro ;
– des agents cognitifs au niveau me´dium ;
– une socie´te´ d’agents au niveau macro.
Cette plate-forme propose aussi un e´diteur inte´gre´ et des outils de sur-
veillance du syste`me.
Maleva, [Lhuillier 98], est une plateforme componentielle, c’est-a`-dire qu’elle
est fonde´e sur le concept de composant (cf. chapitre pre´ce´dent). Son principe
est de composer des e´le´ments de comportements, des composants attache´s a` une
taˆche pre´cise, des composants de controˆle, de combinaison d’autres composants,
des composants pour les effecteurs et les capteurs, pour construire les agents.
Maleva propose un e´diteur/constructeur graphique d’agents et de composants
et un environnement de simulation. Maleva a e´te´ implante´e dans diffe´rents lan-
gages : Smalltalk, Pascal (Delphi), PtitLoo et Mering.
1. General Toolkit for MultiAgent Systems.
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Comet, [Peschansky et al. 00], a e´te´ de´veloppe´e au lip6, en compagnie de
Maleva mais sur un principe diffe´rent : les composants qu’elle propose commu-
niquent par e´ve´nements asynchrones.
L’inte´reˆt de ces deux dernie`res plates-formes est bien e´videmment l’utilisa-
tion de la technique des composants et donc une facilite´ de re´utilisation des
composants de´ja` construits dans d’autres SMA. Mais l’apprentissage et la prise
en main ne sont peut-eˆtre pas tre`s aise´s.
Jatlite 2, [Jeon et al. 00], du CDR de l’universite´ Stanford, propose un dispositif
de distribution d’agents sur un re´seau graˆce a` un agent routeur spe´cial, le jatlite
agent message router, qui achemine les messages KQML entre les agents Java,
rien de tre`s nouveau donc.
GrassHopper, [Ba¨umer et al. 99, GrassHopper 99], est une plate-forme
de´veloppe´e par GMD fokus et ikv++, fonde´e sur le standard masif 3 de l’OMG
et les spe´cifications de la fipa 4. Elle supporte plusieurs moyens de communi-
cation : corba 5 IIOP 6, maf IIOP 7, Java RMI 8 ou sockets. Elle propose tous les
services de´crits par masif ainsi que tous ceux de´finis par la spe´cification Agent
Management System de la fipa.
Cette plate-forme re´pond donc entie`rement a` tous les standards actuels,
meˆme si ceux-ci se limitent aux aspects communicatoires des SMA.
Hive 9, de´veloppe´e aux MIT AI labs, [Minar et al. 99], est axe´e sur l’utilisation
d’agents pour rendre le web dynamique. Cette plate-forme est e´crite en Java et
utilise la technologie RMI pour la distribution et la communication des agents.
La principale utilisation de cette plate-forme sont donc les applications d’as-
sistanat sur l’Internet.
Jini, http://www.sun.com/jini, de Sun Microsystems, est une technologie
qui n’a jamais e´te´ pre´sente´e comme une plate-forme ou un outil agent mais
qui utilise les concepts agents dans son mode`le. Cette technologie repose sur
la technologie RMI et sur les concepts de service de nommage et de proxy, cela
permet la distribution des resources et des services, leur de´couverte, de´finition
et chargement dynamiques.
1.3. Les outils de simulation
Les outils de simulation sont de ve´ritables frameworks. Leur but est de
re´utiliser la structure du logiciel a` travers son architecture de controˆle ainsi
2. Java Agent Template, Lite.
3. Mobile Agent System Interoperability Facility.
4. Foundation for Intelligent Physical Agent, http://www.fipa.org
5. Common Object Request Broker Architecture, le standard pour la distribution d’objets de
l’OMG, voir [Geib & Merle] pour une introduction.
6. Internet Inter-ORB Protocol, le protocole de communication sur l’Internet entre deux sites
corba.
7. Spe´cialisation d’IIOP de´finie par le standard masif.
8. Remote Method Invocation, la technologie de distribution d’objets de Java, voir [Bellot &
Matiachoff] pour une introduction.
9. La « ruche».
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que son code.
Swarm, [Minar et al. 96], de´veloppe´e au Santa Fe Institute, utilise le langage
de programmation Objective C. Le principe de cette plate-forme est d’exe´cuter
en concurrence un ensemble d’agents situe´s dans un environnement commun.
Cette simulation est a` temps discret. Cette plate-forme se destine surtout a`
l’e´co-simulation.
Cormas, [Bousquet et al. 98], est une plate-forme de simulation ou` l’espace
est ge´re´ par un automate cellulaire. Elle a e´te´ de´veloppe´e par le cirad de Mont-
pellier avec le mode`le swarm comme inspiration. Elle est e´crite en Smalltalk
(une version Java est pre´vue). Les agents y ont une dynamique propre, mais
discre`te, et chaque cellule de l’environnement peut contenir un autre automate
cellulaire repre´sentant un point de vue d’une granularite´ plus fine de l’espace.
Cette plate-forme peut s’appliquer a` toute simulation spatialise´e. Elle pos-
se`de aussi des outils d’observation du syste`me (notamment des interactions
entre les agents : liens d’accointance, proximite´ interactionnelle, etc.).
Mobidyc, [Ginot & Le Page 98], est elle aussi une plate-forme de simulation
destine´e avant tout a` l’e´cologie. L’espace y est discre´tise´ et son e´volution est
prise en charge par un automate cellulaire. Mobidyc est, dans l’esprit, le petit-
fre`re de Cormas et de swarm.
1.4. Les solutions
AgentBuilder, http://www.AgentBuilder.com, est une plate-forme commer-
ciale de de´veloppement de syste`mes multi-agents. Elle propose des outils de
de´veloppement (bibliothe`que, de´bogueur) et une plate-forme d’exe´cution Java
pour des agents ontologiques communiquant par messages KQML 10.
Aglet 11, [Clements et al. 97], propose de construire des agents internet (i. e.,
le´gers, mobiles, persistants et e´ve´nementiels) en Java. L’ide´e principale est la
mobilite´ du code, en opposition avec la transmission de requeˆte propose´e par les
mode`les objets (RPC 12, RMI, corba). La plate-forme propose donc un environne-
ment graphique pour construire des applications d’agents mobiles, un serveur
d’agents (le noyau de communication) ainsi que la spe´cification d’un protocole
de transfert d’agents (ATP) pour la communication entre diffe´rents serveurs.
Able 13, http://www.alphaworks.ibm.com/tech/able, prend la suite de la
technologie des aglets. Il s’agit d’une solution comple`te pour le de´veloppement
d’agents cognitifs et apprenants. Des e´diteurs permettent de cre´er des agents
–– ou des composants d’agents, les AbleBeans –– en combinant des composants
10. Knowledge Query and Manipulation Language, un « language» de communication entre
agents (plutoˆt une formalisation de la structure des messages) fonde´e sur la the´orie des actes
de langage, [Searle 69].
11. Forme´ sur les mots agent et applet.
12. Remote Procedure Call, pour une introduction, voir [Riveill et al.].
13. Agent Building and Learning Environment.
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JavaBeans (cf. la section 3.1 Composants du chapitre I, page 17) dans un e´di-
teur. La bibliothe`que de composants est tre`s fournie et propose des composants
permettant aux agents de ge´rer des arbres de de´cisions, d’utiliser les logiques
floue et boole´ennes, etc.
Zeus, [Nwana et al. 97, Nwana et al. 98], est un environnement de de´velop-
pement multi-agent comprenant une plate-forme et une me´thode de conception
des SMA (cf. section 2.2 page 48). C’est une plate-forme oriente´e programma-
tion visuelle : une interface utilisateur permet de composer ses agents et son
SMA en majeure partie par des manipulations simples (clics souris, choix dans
des menus, etc.).
Elle est avant tout de´die´e aux applications reque´rant peu d’agents (moins de
vingt), ces agents e´tant des agents plutoˆt cognitifs que re´actifs. La plate-forme
n’est pas suffisamment rapide pour ge´rer ces derniers : le pas de temps moyen
d’une application (i. e., le temps e´coule´ entre deux synchronisations entre les
agents) est de trente secondes. Elle correspond tre`s bien aux applications des
SMA aux e´changes sur l’Internet (commerce, recherche, assistanat, etc.).
Volcano, [Ricordel 01], est une plate-forme double´e d’une me´thode de de´-
veloppement Voyelles (cf. infra) propose´es par P.-M. Ricordel. La me´thode
de´veloppement se veut couvrir toutes (sic) les e´tapes du cycle de vie d’une ap-
plication logicielle –– analyse, conception, de´veloppement (i. e., mise en œuvre)
et le de´ploiement –– en les de´coupant graˆce a` la grille de lecture Voyelles.
De´veloppe´e d’abord a` partir de mask (cf. infra), la me´thode s’est vue pour-
vue d’une plate-forme : Volcano. Les principes fondateurs de Volcano sont le de´-
coupage Voyelles, les composants et les langages de description d’architecture,
qui permettent de de´crire des composants et leurs interactions. Volcano pro-
pose diffe´rents outils –– notamment des e´diteurs ––, pour les diffe´rentes e´tapes
couvertes par la me´thode (Ve´suve, Madel, Riba ou Lava).
MadKit, [Gutknecht & Ferber 98, Gutknecht & Ferber], implante le
mode`le aalaadin « agent–groupe–roˆle» (cf. infra) et permet de ge´rer facilement
la communication entre les agents. Chaque agent a son propre fil d’exe´cution,
celui-ci e´tant ge´re´ soit par la machine virtuelle Java, soit par un autre agent
(ce qui permet d’avoir beaucoup de ces agents le´gers, pour une simulation par
exemple).
Le principe de MadKit est de proposer un micro-noyau qui fournit tous les
services ne´cessaires aux agents (gestion des groupes et des roˆles, re´alisation des
communications, migration, etc.). Les services rendus par le micro-noyau sont
vus comme des agents, ce qui permet de les remplacer par ses propres agents
et donc de changer le comportement du syste`me. MadKit permet aussi, et tre`s
facilement, de distribuer les agents sur diffe´rentes machines en lanc¸ant un micro-
noyau sur chacune ; les diffe´rents micro-noyaux pourront alors communiquer
graˆce a` des roˆles spe´cialise´s (communicator pour ge´rer la communication elle-
meˆme et synchronizer pour synchroniser la gestion des groupes et des roˆles).
MadKit propose un environnement graphique qui permet de visualiser et de
controˆler ses agents, sur le mode`le des JavaBeans : chaque agent fournit un
descriptif de ses proprie´te´s (e´tat, fonctions) a` cet environnement qui permet
alors de les manipuler.
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Pour le moment (version 3.0 de la plate-forme), la gestion du mode`le or-
ganisationnel est limite´e : les roˆles sont de simples noms et les groupes des
ensembles de roˆles. Il n’y a aucune ve´rification sur les permissions qu’un agent
pourrait avoir de prendre un roˆle ou non. L’utilisation du mode`le aalaadin sert
donc seulement a` l’analyse du syste`me.
Dans moca 14, [Mu¨ller et al. 01, Amiguet 03], Matthieu Amiguet aug-
mente MadKit pour lui permettre d’inte´grer et de ve´rifier le mode`le organisa-
tionnel du syste`me, en utilisant le formalisme de Vincent Hilaire (cf. infra).
L’utilisation du formalisme de Hilaire permet de de´crire des organisations
(i. e., dans le vocabulaire du motif Schémas d’organisation, des sche´mas d’organi-
sation), des roˆles et des relations entre les roˆles.
L’utilisation de MadKit permet d’instancier tous ces concepts par le biais
des groupes, des roˆles et des accointances.
Moca ve´rifie et, le cas e´che´ant, effectue les modifications ne´cessaires pour
que l’agent posse`de le comportement associe´ aux roˆles qu’il prend. Moca uti-
lise un mode`le componentiel pour les comportements et ses me´canismes ve´ri-
fient et assurent aussi que les composants associe´s a` un comportement sont
disponibles pour l’agent.
De plus, lorsque les roˆles sont de´crits par des state charts, moca peut ge´rer,
de fac¸on automatique, les conflits qui pourraient exister entre ceux-ci.
En ce qui concerne la communication entre les roˆles, moca utilise le motif
Influences (cf. cet ouvrage, page 105). Les influences pouvant aller du stimulus
re´actif aux actes de langage.
Moca semble donc eˆtre un mode`le et une plate-forme tre`s prometteurs pour
les syste`mes multi-agents organisationnels.
Mask 15, [Occello & Koning 00], fournit un ensemble de boˆıtes a` outils pour
une conception utilisant la grille de lecture Voyelles : des architectures d’Agent,
des organes sensorimoteurs pour le point de vue Environnemental, des fonctions
pour ge´rer les protocoles d’Interaction et des fonctions pour ge´rer l’Organisation
des agents. Pour chaque compartiment,mask fournit des e´diteurs qui permettent
d’affiner les syste`mes multi-agents d’une manie`re de´clarative. Elle utilise le C++
comme langage de base, accompagne´ d’une interface en Tcl/Tk 16.
Son principal inte´reˆt est donc de se fonder sur la grille de lecture Voyelles
et sur les divers outils de´veloppe´s dans le groupe magma.
Generic Agent & MAS DK 17, [Gorodetski et al. 02], sont deux outils com-
ple´mentaires. Generic Agent est une bibliothe`que de classes Visual C++ et Java
pour la construction d’agents. MAS DK propose des e´diteurs pour de´crire facile-
ment, graˆce a` des langages formels (logique modale en particulier), des syste`mes
multi-agents : ontologies, classes d’agents, sce´narios comportementaux, gabarits
de messages KQML, etc. Les agents sont des machines a` e´tats finis et a` base de
connaissances (une e´volution vers le BDI est envisage´e).
14. Mode`le Organisationnel et Componentiel de syste`mes multi-Agents.
15. Multi-Agent System Kernel.
16. Tool Command Language/ToolKit.
17. MultiAgent System Development Kit.
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L’inte´reˆt de ces outils est l’inte´gration des langages formels, ce qui les rend
propres a` inte´grer les mode`les de´veloppe´s dans le cadre des agents formalise´s
(notamment BDI et logique temporelle).
1.5. Conclusions sur les outils
Comme on peut le voir par ce rapide survol, les outils sont tout aussi nom-
breux que les me´thodes, les mode`les ou les architectures d’agent. Ils supportent
une ouverture varie´e : certains, comme Concurrent MetateM ou jack, forcent les
mode`les d’agent, les mode`les interactionnels ou les mode`les d’environnement ;
d’autres, comme les kits de communication, ne font aucune supposition sur
l’architecture interne des agents et de´clarent donc supporter tout type d’agent.
Ainsi, pour ces derniers outils, nous rangeons-nous du coˆte´ de Les Gas-
ser lorsqu’il dit :
“All the talk about tools like Agent-TCL, Java –– most if not all of
the proliferating ‘agent building frameworks’ currently available –– ig-
nore this issue of persistence of action and the basic requirement for a
search-oriented approach. It seems to me that what many current agent
frameworks do is already available as distributed objects –– there’s no
really fundamental advance and probably not a quantum leap of added
value for system building either.”
Le de´sir d’universalite´ de ces outils les empeˆche d’inte´grer les me´canismes ne´-
cessaires a` la mise en place de l’apport re´el du paradigme agent : la finalite´ (ou
« l’action persistante»), elles se reportent donc souvent sur les me´canismes de
distribution et de mobilite´ et n’apportent alors pas grand’chose aux techniques
existantes (notamment corba).
D’autre part, une bonne partie de ces plates-formes est oriente´e agent ––
quand ce n’est pas seulement objet ––, pas SMA ; c’est-a`-dire que les concepts
utilise´s sont individualistes.
— ?—
Voyons maintenant la seconde approche, l’approche descendante, qui tente
de de´crire des me´thodes d’analyse–conception agent.
2. Les me´thodes de conception
Par un souci de clarte´, nous avons classe´ les diffe´rents exemples que nous
traitons en quatre groupes :
1. les me´thodes utilisant la notation UML 18 ;
2. les me´thodes organisationnelles, fonde´es sur les notions de roˆle et d’orga-
nisation ;
3. les me´thodes formelles, qui utilisent des formalisations mathe´matiques
pousse´es ;
4. les autres me´thodes.
18. Unified Modeling Language, [Booch et al. 01]. Pour une introduction, nous conseillons
[Fowler & Scott 00]
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2.1. Les me´thodes utilisant UML
UML est le produit de la fusion des me´thodes de conception objet OMT (James
Rumbaugh), booch (Grady Booch) et oose (Ivar Jacobson). Cette notation
a e´te´ cre´e´e pour permettre a` ceux qui utilisaient les notations des diffe´rentes
me´thodes de conception objet (OMT [Rumbaugh et al. 97], booch, etc.) de
pouvoir communiquer. De cette fac¸on, UML inte`gre les diffe´rents diagrammes
pre´sents dans ces me´thodes et, bien qu’il n’y ait aucune obligation ou meˆme
suggestion de le faire, l’utilisation de ces diffe´rents diagrammes, et notamment
ceux des cas d’utilisation, incite a` utiliser une me´thode proche de celles des
auteurs (G. Booch, J. Rumbaugh et I. Jacobson). UML est un langage, ce
n’est donc pas seulement une notation, c’est avant tout une description d’un
mode`le objet. Ceci implique qu’en utilisant ce langage, on ne peut comple`tement
oblite´rer le mode`le objet intrinse`que.
Depuis l’apparition d’UML en 1997, l’envie d’utiliser une notation normalise´e
et claire pour de´crire les syste`mes multi-agents s’est faite plus urgente. UML est
donc le premier candidat puisqu’il est dore´navant la norme pour la programma-
tion objet. Plusieurs travaux ont vu le jour pour ve´rifier l’applicabilite´ d’UML a`
la description de SMA, et pour, le cas e´che´ant, proposer des augmentations ou
des spe´cifications d’UML pour le rendre apte a` de´crire des SMA.
L’extension AUML, [Odell et al. 00], se propose d’utiliser et d’augmenter
UML pour permettre la gestion des protocoles et plus pre´cise´ment les protocoles
d’interaction entre agent (AIP, agent interaction protocol). Ces AIP sont des
mode`les de communication compose´s d’une se´quence potentielle de messages
entre les agents et des contraintes sur les concepts utilise´s par ces messages.
AUML e´tend donc UML :
– en spe´cifiant les protocoles de communication comme des gabarits de pa-
quetages (package templates) qui contiennent des diagrammes de se´quence pa-
rame´tre´s (par des types de message ou par des sous-protocoles) ;
– en ajoutant des symboles pour le diagramme de se´quence pour indiquer
la concurrence (a), le choix, inclusif (b) ou exclusif (c), dans les actes de com-
munication des agents (cf. figure 7 page suivante) ;
– en e´tant plus clair sur la notion de roˆle : en indiquant les roˆles des agents
dans les diagrammes ;
– en spe´cifiant les objets/agents par leur roˆle plutoˆt que par leur classe
structurelle ;
– en utilisant des agents comme points d’interface entre les paquetages plu-
toˆt que des ope´rations (de fait, les paquetages repre´sentant des protocoles, ce
sont en effet les agents qui sont l’interface entre les protocoles) ;
– en ajoutant la notion de mobilite´ au diagramme de de´ploiement.
Il s’agit donc avant tout d’une meilleure utilisation d’UML (spe´cifier mieux et
davantage dans les diffe´rents diagrammes) qui se traduit par une augmentation
du mode`le (notions de roˆles et de protocoles) plutoˆt que d’une augmentation
de la notation.
La me´thode MaSE, [Wood & DeLoach 00], fonde´e sur le mode`le des cas
d’utilisation se de´compose en sept phases, trois d’analyse et quatre de concep-
tion (cf. figure 8 page 43). La me´thode est ite´rative, c’est-a`-dire que l’on peut
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Fig. 7 – Symboles ajoute´s par AUML aux diagrammes de se´quence
la re´-appliquer autant de fois que ne´cessaire pour que tout soit spe´cifie´. Elle
utilise aussi la notion de roˆle, ce qui aurait pu la classer dans le groupe suivant,
mais l’aspect use-case est pre´ponde´rant.
A` partir du cahier des charges, la phase de capture des buts fait l’ana-
lyse fonctionnelle du syste`me. Ensuite, le concepteur construit les conversa-
tions entre les agents –– bien que ceux-ci ne soient pas encore de´finis –– a` l’aide
de cas d’utilisation. La phase d’affinage des roˆles fait d’abord correspondre un
roˆle avec un but pour ensuite fusionner en un seul roˆle les roˆles compatibles
(i. e., a` buts non antagonistes). Vient ensuite la cre´ation des classes, c’est-a`-dire
l’e´laboration du diagramme de classes dans lequel les classes sont associe´es par
les liens de´crits dans les conversations e´bauche´es plus toˆt ; de la meˆme fac¸on
que les roˆles pre´ce´demment, les classes sont fusionne´es lorsqu’elles sont compa-
tibles (ge´ne´ralisation). Les conversations sont alors mises en forme en tant que
protocoles de coordination entre deux agents. L’assemblage des agents se fait
alors de manie`re componentielle, c’est-a`-dire a` l’aide de composants pre´de´finis
(cf. la section 3.1 page 17) ce travail est facilite´ par le fait que, pour Wood
& DeLoach, il existe cinq types d’architectures : re´active, BDI, planificatrice,
a` base de connaissances et user-defined (sic). La dernie`re phase de cette me´-
thode consiste en l’e´criture du diagramme de de´ploiement des agents sur les
machines supportant le syste`me. L’outil agentTool faciliterait l’application de
cette me´thode, surtout dans ses dernie`res phases.
Cette me´thode pose plusieurs conditions a` son application :
– le monde est ferme´, il n’y a pas de cre´ation, de destruction ou de de´pla-
cement d’agent pendant l’exe´cution du syste`me ;
– il n’y a pas de possibilite´ de messages en multicast, ce qui peut toutefois
eˆtre simule´ par le point a` point ;
– cette me´thode deviendrait difficilement applicable au dela` de dix classes
d’agents.
A` ces conditions d’utilisation pose´es par les auteurs, nous devons adjoindre
certaines remarques. Les conversations se limitent a` deux agents, bien qu’une
conversation a` trois agents ou plus ne soit pas interdite, elle n’est pas envisage´e
dans cette me´thode. De plus, l’assemblage des agents n’est pas de´crit et est
laisse´ a` l’appre´ciation du concepteur, qui choisira son type d’architecture et
donc ses composants. Le proble`me ici est que nous ne pensons pas que le mode`le
interne de l’agent (son architecture) soit si peu important dans la conception
du syste`me et des interactions.
Les re`gles de transformation de graphes, [Depke et al. 00], sont a` la
base d’une autre me´thode de mode´lisation oriente´e agent utilisant la notation
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Fig. 8 – La me´thode MaSE, [Wood & DeLoach 00, fig. 1]
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d’UML. Ces re`gles de transformation de graphes sont des re`gles si a alors b ou`
a et b sont deux graphes repre´sentant, pour a, une partie de l’e´tat courant du
syste`me (un motif a` reconnaˆıtre) et, pour b, le nouvel e´tat du monde apre`s
application de la re`gle.
La me´thode elle-meˆme consiste en les trois phases classiques :
a) Analyse des besoins : cette phase utilise l’approche des cas d’utilisation.
Elle de´crit le syste`me sous forme de sce´narios globaux, repre´sente´s par des cas
d’utilisation, des diagrammes de se´quence et des diagrammes de transformation
de graphes, repre´sentant, sous la forme de diagramme d’instances, les modifi-
cations des e´tats du syste`me a` l’application de ces sce´narios.
b) L’analyse comporte trois mode`les :
– un mode`le structurel, spe´cifiant les types d’agents, leurs attributs et leurs
associations sous la forme d’un diagramme de classes ;
– un mode`le fonctionnel, repre´sentant un affinement des sce´narios de´crit
dans la premie`re phase, utilise des diagrammes de transformations de graphes
(ces re`gles peuvent encore rester incomple`tes et vagues pendant cette phase) ;
– un mode`le dynamique, utilisant des diagrammes de se´quence pour repre´-
senter les flux de messages de chaque sce´nario.
c) La phase de conception, qui comporte elle aussi trois mode`les :
– le mode`le structurel est un affinement du diagramme pre´ce´dent ;
– le mode`le dynamique utilise des diagrammes d’e´tats pour repre´senter les
protocoles d’interaction ;
– le mode`le fonctionnel comple`te et spe´cifie entie`rement les diagrammes de
transformations de graphes du mode`le fonctionnel de la phase d’analyse.
L’extension apporte´e a` la notation par cette me´thode concerne les dia-
grammes de cas d’utilisation et les diagrammes de classes. Dans les cas d’uti-
lisation, les agents sont repre´sente´s par des acteurs a` teˆte carre´e avec leurs
buts dans des petits nuages au dessus de celle-ci. Les classes d’agents, quant
a` elles, posse`dent un cadre en gras pour noter le ste´re´otype «proactif» et une
case supple´mentaire qui contiendra les messages de ces agents –– la diffe´rence
entre un message et une ope´ration est que c’est l’agent qui choisit les ope´rations
qu’il active alors que les messages lui sont envoye´s de l’exte´rieur (par les autres
agents, en mode synchrone) ; les messages sont donc ceux qui apparaissent dans
les diagrammes de se´quence.
Les auteurs pensent aussi inte´grer la notion de roˆle dans les prochaines
utilisations de leur me´thode. Les roˆles, contrairement aux agents qui les jouent,
ne participeront qu’a` une transaction a` la fois. Cela facilitera le passage de
l’analyse a` la conception, les interactions pouvant eˆtre de´veloppe´es une a` une.
Il faudra ensuite synchroniser les diagrammes d’e´tats de tous les roˆles joue´s
par un meˆme agent, ce qui est le principal proble`me de la de´composition du
comportement d’un agent en automates (proble`me qui s’e´tait pose´ a` nous lors
de l’application du mode`le organisationnel de Benoˆıt Durand, cf. infra).
Les diagrammes d’activite´ d’UML sont le nœud central de la proposition
de Cristoph Oechslein, Franziska Klu¨gl, Rainer Herrler et Franck Puppe,
[Oechslein et al. 02]. Ils proposent en effet d’utiliser UML dans son e´tat actuel,
celui-ci leur semblant presque suffisant.
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Les diagrammes de classes repre´sentent, pour chaque type d’agent, les as-
pects visibles par les autres agents : les attributs sont les e´tats internes de
l’agent accessibles de l’exte´rieur, les me´thodes repre´sentent les interactions pos-
sibles de l’agent.
Les diagrammes d’activite´ permettent de repre´senter le comportement in-
dividuel de chaque agent, chacune des interactions possibles de celui-ci. De
plus, UML autorise la transmission de signaux entre les nœuds des diagrammes
d’activite´. Une utilisation efficace de cette possibilite´ (avec la participation de
commentaires et d’objets-parame`tres) permet de de´crire les interactions entre
les comportements des agents.
Enfin, l’utilisation d’OCL 19, le langage de contraintes inte´gre´ a` UML, permet
de spe´cifier les invariants et les contraintes du syste`me lors de ces interactions.
Bien que n’adhe´rant pas entie`rement au choix d’AUML d’utiliser les dia-
grammes de se´quence, Oechslein et alii ont en fait la meˆme optique que les
concepteurs d’AUML, a` savoir mieux utiliser UML pour lui permettre d’eˆtre utilise´
comme notation et mode´lisation des syste`mes multi-agents.
2.2. Les me´thodes organisationnelles
Ces me´thodes partent du principe qu’un syste`me multi-agent est un en-
semble d’agents autonomes, posse´dant chacun un ou plusieurs buts, et, surtout,
socialement situe´s : ils maintiennent des interactions organise´es entre eux. Ainsi,
la notion de roˆle est-elle centrale et commune a` toutes ces approches. Nous re-
parlerons de cette notion dans le motif Schémas d’organisation , page 79.
Le mode`le organisationnel de B. DURAND, [Durand 96], augmente´ par
[Sauvage 97], est bien plus un framework qu’une me´thode mais l’utilisation
de ce mode`le implique l’analyse organisationnelle du syste`me a` construire et
donc propose une me´thode implicite.
Le mode`le utilise en fait le me´tamotif Schémas d’organisation de´crit en de´-
tail page 79. Il est fonde´ sur les principes de roˆle, de sche´ma d’organisation,
d’organisation concre`te et de comportement.
Chaque point de vue sur une socie´te´ d’agents est mode´lise´ sous la forme
d’un sche´ma d’organisation, qui, instancie´, donne naissance a` une organisation
concre`te. Un sche´ma peut eˆtre instancie´ autant de fois que l’on veut, l’effet en
sera plusieurs organisations concre`tes fonctionnant sur le meˆme mode`le, avec
des agents diffe´rents.
Un agent posse´dera autant de roˆles qu’il y a de sche´mas d’organisation pour
lesquels il est pertinent. Un roˆle est un ensemble de comportements exe´cute´s
dans un sche´ma d’organisation. Chaque roˆle de´finit un ensemble d’e´tats et un
comportement pour chacun de ces e´tats. Ainsi, un comportement est-il l’activite´
d’un agent pour un roˆle lorsque celui-ci se trouve dans une situation de´crite par
l’e´tat en cours de l’agent. Dans ce mode`le, un roˆle est de´fini comme un ensemble
de comportements. Ces comportements sont de quatre types :
– proactif : c’est le comportement de base pour le roˆle, exe´cute´ automati-
quement par l’agent, c’est son activite´ de base ;
19. Object Constraint Language
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– re´actif : il s’agit des comportements occasionnels, de´clenche´s par des e´ve´-
nements internes a` l’agent ;
– interactif 20 : il s’agit de comportements occasionnels, de´clenche´s, inten-
tionnellement, par des partenaires de l’agent (c’est une augmentation du mode`le
originel de B. Durand de´crite dans [Sauvage 97]) ;
– fonctionnel : ces activite´s sont re´alise´es par un agent lorsque l’un de ses
partenaires exe´cute un autre comportement auquel ce comportement fonction-
nel est lie´, c’est un comportement esclave 21.
Un sous-roˆle d’un roˆle R est un roˆle fonctionnel R′ tenu par un autre agent
que celui qui tient R, dans le meˆme sche´ma d’organisation. Un roˆle associe´
a` un roˆle R est un roˆle fonctionnel R′ tenu par le meˆme agent mais dans un
autre sche´ma d’organisation.
Ces deux relations sont proches du point de vue repre´sentation et mise en
œuvre mais elles diffe`rent au niveau conceptuel. Tout d’abord, la premie`re relie
deux agents diffe´rents et la seconde ne concerne qu’un seul agent, ensuite, et
surtout, parce que dans la seconde il y a deux sche´mas d’organisation distincts.
Donc, la seconde relation est une passerelle entre deux points de vue diffe´rents
sur le syste`me alors que la premie`re re´ifie la cohe´sion du point de vue de´crit
dans le sche´ma d’organisation.
La perception est un domaine important du mode`le d’agent. Son me´canisme
est primordial dans l’activite´ du syste`me. En fait, il se de´compose en deux
parties : la perception proprement dite, c’est-a`-dire l’activite´ de scrutation des
organes sensitifs, et son inse´parable alter ego l’aspect, c’est-a`-dire l’activite´ du
paraˆıtre. Notez qu’il s’agit bien la` d’une activite´, car on ne laisse voir que ce que
l’on veut bien montrer, surtout en informatique ou` tout doit eˆtre stipule´, de´clare´,
pre´pare´ ou pre´vu, et encore plus en POO ou` les donne´es sont encapsule´es et ou`
les me´canismes d’acce`s doivent eˆtre rigoureusement protocolaires. Ainsi, dans
la de´finition d’un roˆle, pre´voit-on les diffe´rents aspects que montrera l’acteur
et que les autres agents pourront scruter.
La me´thode induite par ce mode`le est donc un de´coupage du syste`me en or-
ganisations, compose´es de roˆles, et qui seront abstraites en sche´mas d’organisa-
tion. Les roˆles sont ensuite de´coupe´s en comportements. Les agents sont cate´go-
rise´s en classes suivant les roˆles qu’ils peuvent prendre. Les comportements sont
alors ajuste´s, coordonne´s, pour qu’un agent puisse les exe´cuter sans incohe´rence.
Le principal proble`me de ce mode`le est qu’il est re´flexif et donc assez confus.
En fait, cette re´flexivite´ vient du fait que Benoˆıt Durand, ne disposant pas du
paralle´lisme, a voulu que le mode`le puisse s’auto-exe´cuter ; il est donc son propre
mode`le d’exe´cution. C’est cette proprie´te´ qui a attire´ Vincent Hilaire qui a
repris ce mode`le (cf. la me´thode de [Gruer et al. 00], de´crite ici en page 52).
Un proble`me secondaire de ce mode`le –– mais qui est inhe´rent aux mode`les
utilisant des automates –– est la difficulte´ de synchroniser les diffe´rents auto-
mates repre´sentant les comportements concurrents de l’agent (en particulier la
gestion des conflits cre´e´s par la pre´sence de diffe´rents roˆles dans l’agent).
20. Le pre´fixe « inter » sert a` montrer la pre´sence d’un autre agent, il n’y a pas d’interaction a`
proprement parler, mais ces comportements sont a` la base des interactions.
21. D’ou` une relation maˆıtre/esclave entre les roˆles (et donc entre les comportements).
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Le mode`le aalaadin, [Gutknecht & Ferber 98], qui est aussi propose´
comme une me´thode d’analyse–conception, reprend, en le simplifiant, le mo-
de`le de Benoˆıt Durand dont nous venons de donner les grandes lignes. Le
mode`le propose´ se´pare les concepts en deux niveaux : le niveau me´thodologique
et le niveau descriptif (cf. fig. 9).
structure
de groupe
niveau
méthodologique
structure
organisationnelle
interaction
niveau
descriptif
définit
rôle
groupe
organisation
agent
définie
entre
en
instanciée
en
instanciée
Fig. 9 – Les concepts du mode`le aalaadin
Les concepts fondamentaux d’aalaadin sont ceux d’agent, de groupe et de
roˆle. Un groupe est un ensemble d’agents communiquant entre eux –– en prin-
cipe, un agent ne peut communiquer qu’avec les agents des groupes auxquels il
appartient ; le groupe est donc un concept de niveau instance (ce que les auteurs
appellent le niveau descriptif). Une organisation, au sens d’aalaadin, est un en-
semble de groupes lie´s entre eux par des agents qui jouent un roˆle dans un des
groupes et un autre dans un autre groupe (ces agents sont des repre´sentants).
Si l’on veut comparer ces concepts avec ceux du mode`le pre´ce´demment de´crit
de Benoˆıt Durand, une organisation concre`te correspond a` une organisation,
de´compose´e en groupes. Et, de la meˆme manie`re, au sche´ma d’organisation cor-
respondra une structure organisationnelle compose´e de ses structures de groupe.
Il est a` noter que c’est le concept de groupe et non d’organisation qui est
fondamental pour Olivier Gutknecht & Jacques Ferber ; les organisations
se re´sumeraient a` des groupes d’agents qui peuvent communiquer entre eux.
Or, comme le fait justement remarquer Anne Nicolle dans [Nicolle 02], les
organisations sont plus que de simples groupes.
En ce qui concerne la me´thode propose´e, il s’agit d’analyser le syste`me
comme forme´ de groupes de roˆles. Il faut donc de´crire les roˆles pre´sents dans
le syste`me et les agglome´rer dans des groupes. Les structures de groupes per-
mettent d’abstraire les groupes et donc a` la fois de les de´couvrir et de les de´crire.
Cette me´thode est donc assez embryonnaire pour le moment. De plus le
mode`le « agent–groupe–roˆle» nous semble une simplification excessive des or-
ganisations sociales.
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La me´thode Gaia, [Wooldridge et al. 00], repose sur le concept de roˆle, un
SMA e´tant vu comme une organisation de roˆles. En fait, les concepts utilise´s
sont individuels :
– roˆle : il s’agit de l’acception habituelle du terme ;
– permissions : ce sont des droits de l’agent sur les ressources utilise´es par
un roˆle ;
– responsabilite´s : ce sont les buts que le roˆle implique, elles sont se´pare´es
en proprie´te´s de vivacite´ (liveness properties) et de se´curite´ :
– les premie`res concernent les de´sirs de l’agent, les faits qu’il a envie de
voir devenir vrais,
– et les secondes concernent les invariants qu’il doit maintenir ;
– activite´s : les ope´rations internes de l’agent ;
– protocoles : les protocoles d’interaction ne´cessaires au roˆle.
Les concepts pre´ce´dents e´tant conside´re´s comme abstraits, il existe aussi des
concepts dits concrets : les types d’agent, les services et les accointances, qui
correspondent aux acceptions courantes de ces termes.
La me´thode se de´compose en cinq mode`les (ou plutoˆt diagrammes) :
– le diagramme de roˆles : il de´crit les diffe´rents roˆles de l’organisation sui-
vant les attributs que sont les permissions, les responsabilite´s, les activite´s et
les protocoles ;
– le diagramme d’interactions : il de´crit les protocoles qui seront utilise´s
dans le SMA ;
– le diagramme d’agent : spe´cifie quels types d’agents et quelles instances
d’agents e´volueront dans le syste`me ;
– le diagramme de services : il de´crit les services ne´cessaires pour chacun
des roˆles ;
– le diagramme d’accointances : liste les liens de communication qui existent
entre les roˆles.
Les liens entre ces diagrammes sont re´sume´s par la figure 10 page suivante.
La me´thode consiste donc a` identifier les roˆles du syste`me (prototype du dia-
gramme de roˆles), puis les protocoles associe´s a` chaque roˆle (diagramme d’inter-
actions). A` partir du diagramme d’interactions, le diagramme de roˆles est affine´.
Cette phase d’analyse est ite´re´e jusqu’a` spe´cification comple`te des diagrammes
d’analyse. En ce qui concerne la conception, les trois derniers diagrammes sont
remplis en utilisant les informations contenues dans les deux premiers.
Les points faibles de cette me´thode, d’ailleurs souligne´s par les auteurs, sont
son statisme et sa fermeture a` divers types de SMA et d’agents, notamment
les SMA e´volutifs ou re´actifs ou les agents compe´titifs. De plus, comme nous le
disions plus haut, le mode`le sous-jacent est tre`s individuel : il ne s’inte´resse aux
roˆles qu’un par un, il suppose qu’il n’y a qu’une unique organisation dans tout
le syste`me, alors que, comme nous le verrons dans le motif Schémas d’organisation
(page 79), le de´coupage du syste`me en diffe´rentes organisations est be´ne´fique
a` l’analyse et a` la conception du SMA.
Les role-models, forment la base de la me´thode d’analyse–conception de la
plate-forme Zeus de British Telecom (cf. page 38), [Kendall 98a]. Il s’agit
ici d’utiliser les prototypes de roˆles de´ja` de´finis comme base d’analyse du sys-
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Fig. 10 – Les diffe´rents diagrammes de Gaia
te`me. Cette me´thode est en fait tre`s oriente´e objet puisqu’elle a e´te´ conc¸ue
pour la POO : [Kristensen 95, Kristensen & Østerbye 96, Kristensen
& Olsson 96].
La me´thode « agent» de Zeus se compose de quatre phases :
1. analyse domaine : suivant le domaine du proble`me, les diffe´rents roˆles du
syste`me sont identifie´s ;
2. conception : a` ce stade, on identifie l’ontologie, les agents, les services et
les accointances ;
3. re´alisation : les agents sont de´finis, ainsi que leur coordination et l’orga-
nisation du syste`me ;
4. exe´cution : la plate-forme fournit des outils de visualisation et de de´bo-
gage de l’application.
Cette me´thode reste donc tre`s objet. Toutefois, le catalogue des prototypes
de roˆles (les role-models du Role Modelling Guide, [Collis & Ndumu 99])
peut servir de base a` un catalogue de motifs organisationnels, tel que nous le
de´crivons dans le motif Schémas d’organisation .
La me´thode soda 22, [Omicini 00], est fonde´e sur le concept de taˆche et est
spe´cifiquement oriente´ vers les syste`mes e´voluant sur l’Internet. La conception
interne des agents n’est pas aborde´e, la me´thode suppose des agents he´te´ro-
ge`nes –– et situe´s.
L’analyse utilise trois diagrammes :
– le diagramme de roˆles : spe´cifie les taˆches a` effectuer pour chaque roˆle
ou chaque groupe, une taˆche est un ensemble de responsabilite´s (buts), de res-
sources ne´cessaires et des compe´tences requises, les taˆches dites sociales seront
assigne´es a` des groupes ;
– le diagramme de ressources : le syste`me est de´fini en tant que services
disponibles, chacun associe´ a` un ensemble de ressources, de permissions et de
moyens d’acce`s ;
– le diagramme d’interaction : les interactions entre les roˆles, les groupes, et
les ressources implique´es sont mode´lise´es sous la forme de protocoles, eux-meˆmes
spe´cifie´s par l’information requise et fournie par chaque roˆle et chaque ressource
et par les re`gles qui gouvernent les interactions a` l’inte´rieur des groupes.
A` partir de l’identification des taˆches individuelles ou sociales, les roˆles et
22. Societies in Open and Distributed Agent spaces.
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les groupes de roˆles sont a` leur tour identifie´s. Le re´sultat de l’analyse est donc
la spe´cification des roˆles, des groupes et des ressources.
Pour la conception, trois autres diagrammes sont utilise´s :
– le diagramme d’agent : chaque roˆle y est plaque´ sur une ou plusieurs classe
d’agents ;
– le diagramme de socie´te´ : chaque groupe est repre´sente´ par une socie´te´
d’agents, une socie´te´ repre´sente un ensemble d’agents regroupe´s autour d’un me´-
dium de coordination qui englobe les abstractions ne´cessaires a` la coordination
interne de la socie´te´, –– les socie´te´s sont donc re´ifie´es dans ce mode`le ;
– le diagramme d’environnement : les ressources sont associe´es aux infra-
structures pre´sentes dans le syste`me, une topologie du syste`me y est spe´cifie´e.
Un des points faibles de cette me´thode est qu’elle ne s’inte´resse pas aux
agents en particulier mais seulement a` leurs interactions (ce qui est par contre
son point fort, notamment en ce qui concerne la coordination des agents).
Franco ZAMBONELLI, Nicholas JENNINGS & Michael WOOLDRIDGE,
[Zambonelli et al. 00b], e´bauchent une me´thode d’analyse et de conception
fonde´e sur les concepts organisationnels. Les auteurs rele`vent bien les de´ficiences
des diffe´rentes me´thodes organisationnelles propose´es actuellement, notamment
le manque d’abstraction au niveau organisationnel, les organisations n’e´tant
vues que comme un ensemble de roˆles (ce que nous avons releve´ ici comme e´tant
l’individualisme des concepts de Gaia ou lorsque nous indiquions le caracte`re
objet des role-models de Zeus).
Accompagne´s d’Andrea OMICINI, [Zambonelli et al. 00a], les meˆmes
auteurs e´bauchent une autre me´thode de conception de SMA, cette fois-ci fonde´e
sur la coordination, une des lacunes de Gaia. Il s’agit donc d’un me´lange de
Gaia et de soda (deux me´thodes pre´sente´es plus haut).
Comme on peut le voir sur la figure 11 page suivante, les diagrammes uti-
lise´s proviennent en grande partie de la me´thode Gaia (cf. supra), la me´thode
est donc essentiellement la meˆme que Gaia. Par contre, en ce qui concerne les
interactions, pour pallier les lacunes de Gaia en matie`re de coordination, c’est
la me´thode soda qui est utilise´e, graˆce a` l’adjonction de deux nouveaux dia-
grammes : les lois sociales et le comportement du me´dium d’interaction (qui
remplace le diagramme d’accointances, moins pre´cis).
Cette me´thode utilise un mode`le de coordination compose´ :
– de coordonnables : les entite´s qui peuvent entrer en coordination ;
– du me´dium d’interaction : l’ensemble des abstractions permettant les in-
teractions des agents entre eux, ainsi que la structure autour de laquelle les
composants sont organise´s (e. g., de manie`re simple : des se´maphores, ou, de
fac¸on plus e´volue´e : un tableau noir, etc.) ;
– des lois de coordination : de´crivent le comportement du me´dium de coor-
dination en re´ponse aux e´ve´nements d’interaction.
Cette me´thode est donc une bonne inte´gration des points forts des me´thodes
Gaia et soda. Toutefois, la conception des agents eux-meˆmes n’est toujours
pas aborde´e : seuls leurs comportements sont spe´cifie´s, on ne connaˆıt pas de
me´thode pour les mettre en œuvre.
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Fig. 11 – Les diagrammes propose´s par [Zambonelli et al. 00a]
La me´thode Cassiope´e, [Collinot & Drogoul 98a, Collinot & Dro-
goul 98b], se spe´cialise dans le comportement collectif (l’application premie`re
ayant e´te´ la conception d’une e´quipe de robots footballeurs pour la compe´tition
simulation de la RoboCup). Les roˆles des agents y sont de trois types :
– les roˆles du domaine, ou roˆles e´le´mentaires, correspondant aux taˆches
spe´cifiques a` accomplir ;
– les roˆles relationnels qui traitent des interactions entre les agents ;
– les roˆles organisationnels qui organisent les agents et leur permettent de
coope´rer.
La de´marche de Cassiope´e part de la taˆche collective a` accomplir, de´finit
les taˆches du domaine ne´cessaires a` l’accomplissement de cette taˆche collective,
de´crit la structure organisationnelle (e. g., hie´rarchique, distribue´e, etc.) du sys-
te`me et les roˆles relationnels qu’elle entraˆıne, puis de´finit l’e´volution de cette
structure et donc les roˆles organisationnels ge´rant cette e´volution.
Comme bon nombre des me´thodes de´crites ici, Cassiope´e explicite les dif-
fe´rents comportements des agents graˆce a` une analyse–conception du syste`me
mais leur mise en œuvre est laisse´e aux bons soins du de´veloppeur.
La me´thode Andromeda, [Drogoul & Zucker 98], construite a` partir
des expe´riences de Cassiope´e, se diffe´rencie de celle-ci par le fait qu’une des
contraintes de base au de´veloppement d’Andromeda a e´te´ l’inte´gration de l’ap-
prentissage automatique a` la conception multi-agent.
Pour cela, Andromeda propose de se fonder sur les buts, et non plus sur les
comportements ou les fonctions. Cela devrait permettre une meilleure adapta-
bilite´ des agents : leur comportement n’est plus aussi fige´ ou dirige´, il est plus
souple. Conside´rer les buts plutoˆt que la fac¸on de les re´aliser permet justement
de laisser le syste`me apprendre comment les re´aliser.
A` l’aide de diffe´rentes techniques d’apprentissage (apprentissage par renfor-
cement, d’algorithmes ge´ne´tiques, de re´seaux neuronaux, d’apprentissage rela-
tionnel, etc.), Andromeda construit les diffe´rents roˆles du syste`me.
La premie`re phase de´finit les comportements individuels (roˆles du domaine
pour Cassiope´e). La deuxie`me phase rele`ve les influences entre les roˆles. La
troisie`me phase permet de construire les roˆles relationnels. La quatrie`me phase
apprend a` grouper les agents (en regroupant les roˆles interde´pendants). La cin-
quie`me phase de´finit les roˆles organisationnels de Cassiope´e.
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Ainsi, Andromeda reprend-elle les phases de Cassiope´e en y inte´grant dif-
fe´rentes techniques d’apprentissage. D’ailleurs, peut-eˆtre utilise-t-elle trop de
me´thodes d’apprentissage diffe´rentes et, comme il est ne´cessaire de bien les
comprendre pour bien les utiliser et qu’il est difficile d’eˆtre a` la fois expert en
apprentissage, en conception de SMA et dans le domaine vise´ par l’application,
peut-eˆtre est-elle trop difficile d’acce`s.
2.3. Me´thodes formelles
Desire 23, [Brazier et al. 95a, Brazier et al. 98c], est pre´sente´e comme un
cadre d’analyse, de conception et de mise en œuvre de SMA mais elle traite
surtout de mode`les, sous une formalisation logicienne.
La notion de base y est la taˆche. Chaque agent posse`de entre trois et huit
taˆches concurrentes :
– le controˆle de son propre processus ;
– l’interaction avec les autres agents ;
– le maintien de ses connaissances des caracte´ristiques des autres agents ;
– les interactions avec le monde exte´rieur ;
– le maintien de ses connaissances sur le monde exte´rieur ;
– le maintien d’un historique de ses observations et interactions passe´es ;
– la gestion de la coope´ration (projets, contrats) ;
– les taˆches spe´cifiques de l’agent (sic).
La me´thode associe´e est donc une de´composition hie´rarchique des taˆches :
– (les taˆches sont identifie´es ;)
– les taˆches sont de´compose´es ;
– les e´changes d’information ne´cessaires aux taˆches sont identifie´s ;
– les taˆches sont organise´es en se´quences ;
– certaines taˆches sont de´le´gue´es d’un agent a` un autre ;
– les structures de connaissance ne´cessaires a` chaque taˆche sont identifie´es
et de´crites.
Cette me´thode est, comme on peut le voir, tre`s oriente´e taˆche et ressemble
beaucoup a` ce qui se fait dans les KBS 24. Elle nous semble ne pas prendre en
compte un grand nombre des caracte´ristiques d’un SMA, comme la socialite´ et
la proactivite´ des agents.
Pablo GRUER, Vincent HILAIRE & Abder KOUKAM, [Gruer et al. 00],
reprennent en fait le mode`le de Benoˆıt Durand de´crit plus haut (page 45), en
e´vitant toutefois sa re´flexivite´ inutile. L’utilisation du langage Object-Z pour
de´crire le syste`me permet a` la fois sa ve´rification automatique et son exe´cution.
Le principal inte´reˆt de cette me´thode est aussi son principal de´savantage :
le formalisme. En effet, si celui-ci permet la ve´rification automatique du com-
portement du syste`me, et meˆme son exe´cution, il demande au concepteur d’eˆtre
a` la fois un expert du domaine et un expert du formalisme.
23. DEsign and Specification of Interacting REasoning components.
24. Knowledge Based System ou Syste`mes a` bases de connaissances.
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Giovanna DI MARZOSERUGENDO, [Di Marzo Serugendo 00], pre´sente
une me´thode formelle de de´veloppement et de validation fonde´e sur les re´seaux
de Petri, la conception par contrats et la logique de Hennessy-Milner. Le
me´thode est compose´e de sept phases, chacune engendrant un contrat (un en-
semble de proprie´te´s a` fournir) :
1. analyse informelle des besoins : il s’agit d’une vue informelle du syste`me
a` re´aliser ;
2. fonctionnalite´ du syste`me : le re´sultat de cette phase est l’ensemble des
fonctions a` re´aliser par le syste`me, il s’agit d’une vision abstraite du syste`me,
sans re´fe´rence aux agents ;
3. collections du syste`me : le syste`me est vu comme un ensemble de col-
lections (e´quipe d’agents) et de relations entre ces collections, le re´sultat de
l’application de cette phase nous donne les fonctions a` re´aliser par les e´quipes
d’agents et les proprie´te´s de compositions de ces e´quipes ;
4. conception des collections : c’est ici que les collections sont de´coupe´es en
agents et que les messages et les de´pendances sont identifie´s, on obtient ainsi la
fonction de chaque agent et les proprie´te´s des interactions ;
5. conception des agents : cette phase consiste en la description du compor-
tement interne des agents : algorithmes, donne´es internes, etc. ;
6. moyens de communication : cette phase est plus concre`te que les pre´ce´-
dentes puisque l’on y de´finit les moyens de communication bas niveau (tels RMI,
corba, etc.) ;
7. mise en œuvre : le contrat de la sixie`me phase est exprime´ dans le langage
de communication choisi.
Cette me´thode conside`re donc chaque phase comme une re´e´criture et un
comple`tement du contrat de la phase pre´ce´dente. Cette me´thode ne´cessite aussi
la maˆıtrise des re´seaux de Petri de type CO-OPN/2 et de la logique modale
de Hennessy-Milner. Il est aussi bon de rappeler que les re´seaux de Petri
ne sont pas dynamiques : l’ajout d’un e´le´ment dans le proble`me ne´cessite une
re´e´criture totale du re´seau correspondant.
2.4. Les autres me´thodes
M. ELAMMARI & W. LALONDE, [Elammari & Lalonde 99], proposent
une me´thode oriente´e agent utilisant les Use Case Maps (UCM) comme base
de la notation. Un UCM repre´sente un sce´nario sous une forme graphique (cf.
fig. 12, chaque case y repre´sente un agent, un composant du syste`me, le che-
min y repre´sente l’enchaˆınement des responsabilite´s, correspondant aux ope´-
rations du sce´nario).
r1
r2
r3
C1 C2 C3
Fig. 12 – Exemple de use case map
Cette me´thode produit cinq mode`les (diagrammes) qui sont de´rivables les
uns des autres de la fac¸on de´crite par la figure 13 page suivante.
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Fig. 13 – Les mode`les produits par la me´thode Elammari–Lalonde
a) Le mode`le de haut niveau permet d’avoir une vue ge´ne´rale du syste`me, il
contient les sce´narios qui de´crivent le comportement fonctionnel. Les agents et
les comportements sont identifie´s pendant cette phase. Les UCM y de´crivent :
– les conditions de garde de toutes les e´tapes des sce´narios ;
– les responsabilite´s a` remplir (les buts a` atteindre par ce sce´nario) ;
– les changements d’e´tat du syste`me suivant la re´alisation de ces responsa-
bilite´s.
Les agents sont identifie´s au fur et a` mesure de la description des sce´narios,
en partant des entite´s e´mergeant des sce´narios. Cinq types d’« agents» (sic)
sont distingue´s suivant leur comportement :
– les acteurs : repre´sentent les entite´s physiques (e. g., humains, ressources
physiques) ;
– les gestionnaires : sont responsables de la gestion de groupes d’acteurs ;
– les taˆches : les agents simples a` la fonctionnalite´ spe´cialise´e et limite´e ;
– les programmes : ces agents repre´sentent un programme externe ou leur
servent d’interface ;
– les roˆles : l’acception habituelle du roˆle (i. e., une fonction qu’un ou plu-
sieurs agents peuvent prendre dans une organisation).
b) Le mode`le interne des agents de´finit les agents suivant leurs buts, leurs
plans, leurs croyances... Chaque agent est de´crit dans une table contenant, pour
chaque but, ses pre´-conditions, ses post-conditions et les taˆches et sous-buts
ne´cessaires a` sa re´alisation.
c) Le mode`le relationnel de´crit les relations de de´pendances et juridiction-
nelles. Les de´pendances correspondent aux services rendus par les agents les
uns aux autres. Un graphe des de´pendances permet de spe´cifier les agents en
cause et s’il s’agit de services correspondant a` des taˆches ou a` des sous-buts,
s’ils sont ne´cessaires (ressources) ou ne´gocie´s. Le graphe juridictionnel de´crit
la hie´rarchie de de´le´gation des taˆches.
d) Le mode`le conversationnel s’inte´resse a` la coordination entre les agents
et aux messages qu’ils peuvent s’e´changer. Les diffe´rents types de de´pendance
ont chacun des types pre´de´finis de messages, a` la manie`re des actes de lan-
gage de KQML :
– pour une de´pendance ne´gocie´e, les messages peuvent eˆtre des propositions,
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des contre-propositions, des rejets et des acceptations ;
– une de´pendance de ressource implique des requeˆtes et des informations ;
– une de´pendance de but (un sous-but), provoque une re´alisation ;
– une de´pendance de taˆche (une de´le´gation), est re´alise´e par un message
d’exe´cution ;
– une de´pendance juridictionnelle (ou d’autorite´), utilise des dires et des
demandes.
e) Le mode`le des contrats rassemble les engagements que les agents peuvent
prendre les uns envers les autres, ces engagements peuvent eˆtre pris de`s la
cre´ation des agents ou lorsqu’ils sont utiles, a` l’exe´cution. Chaque de´pendance
est donc de´crite sous la forme d’un contrat qui de´crit :
– les autorisations, c’est-a`-dire les services que chacun des participants met
a` la disposition de l’autre (pour un certain couˆt) ;
– les obligations que chacun doit remplir pour satisfaire l’autre ;
– les philosophies, qui de´crivent la qualite´, la quantite´ des services, l’im-
portance qu’ils ont pour chacun, et la fac¸on dont ils doivent eˆtre utilise´s (e. g.,
sont-ils obligatoires, facultatifs, que se passe-t-il s’ils e´chouent, etc.) ;
– les croyances que les agents doivent avoir ou partager.
Seul le mode`le de haut niveau participe de la de´couverte du syste`me, les
autres phases sont des phases de de´finition, d’affinement et de re´e´criture.
Cette me´thode et les mode`les utilise´s se rapprochent fortement du mode`le
workflow.
La grille de lecture Voyelles, [Demazeau 95], permet a` [Occello & Ko-
ning 00] de de´velopper une me´thode de conception agent distinguant les points
de vue agent, environnement, interaction et organisation. Pour MichelOccello
et Jean-LucKoning, la phase d’analyse consiste a` reformuler –– suivant des mo-
de`les AEIO particuliers et graˆce aux principes de re´cursivite´ et d’e´mergence des
syste`mes multi-agents –– le proble`me conside´re´ en un proble`me multi-agent. En-
suite, et c’est ici seulement que leur me´thode intervient, la conception consiste a`
re´soudre ce proble`me multi-agent, en utilisant des outils AEIO et les me´canismes
de re´cursivite´ et d’e´mergence. Ce point de vue sur le processus de conception
est repre´sente´ sur la figure 14.
Problème analyse Problème
agent conception SMA
Modèles
AEIO AEIO
Outils
choix utilisation
récursivité
émergenceprincipes mécanismes
Fig. 14 – Le processus d’analyse–conception fac¸on Voyelles
La conception se de´roule suivant quatre phases :
1. la premie`re phase consiste a` de´gager des informations sur le comporte-
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ment global du syste`me et a` identifier les agents, suivant les mode`les AEIO choisis
pendant l’analyse ;
2. la deuxie`me phase s’inte´resse aux Agents, de manie`re individuelle, et a`
l’Environnement :
– ordonnancement des taˆches des agents : cre´ation des plans des actions
a` accomplir pour re´aliser les buts,
– repre´sentation de l’environnement et des agents : capacite´s perceptives
et capacite´s d’action, compe´tences des agents, repre´sentation des caracte´ris-
tiques des autres agents ;
3. la socie´te´ est le motto de la troisie`me phase : expression des Interactions
par un ensemble de protocoles, et de l’Organisation par l’ensemble des relations
entre les agents ;
4. la dernie`re phase concerne l’inte´gration des influences, c’est-a`-dire l’en-
semble des interactions entre les agents, et avec l’environnement (interactions
non prises en compte dans la deuxie`me phase, ce qui implique une re´troaction
sur le travail effectue´ lors des phases pre´ce´dentes).
La phase de de´veloppement est ensuite facilite´e par l’existence de la plate-
forme mask (cf. supra).
L’e´mergence, est le maˆıtre mot de la me´thode de conception propose´e par
Jean-Pierre Mu¨ller pour concevoir des syste`mes multi-agents de re´solution
de proble`mes, [Mu¨ller 98].
Les syste`mes vise´s cherchent a` re´soudre des proble`mes, ou a` faire de l’op-
timisation, en utilisant la dynamique des agents qui structurera l’espace de
recherche. La solution a` un instant donne´ sera la structure, l’organisation, prise
par les agents a` ce moment ; c’est-a`-dire que cette solution peut changer dyna-
miquement, peut s’adapter, si les donne´es du proble`me changent.
La me´thode elle-meˆme propose six e´tapes :
1. spe´cifier l’espace de recherche, de´composer sa structure en composantes,
de´terminer les e´tats de l’espace de recherche et les transitions entre ces e´tats ;
2. de´terminer les entite´s qui produisent ces e´tats, ce seront les agents ;
3. de´terminer les buts et la dynamique des agents qui leur permettent de
parcourir (potentiellement) l’ensemble des e´tats ;
4. de´terminer les contraintes environnementales qui guideront les agents ;
5. de´terminer les processus internes de l’environnement : propagation des
re´actions, e´volution propre, etc. ;
6. valider la conception : expe´rimentalement ou the´oriquement suivant la
complexite´.
Les cinq premie`res e´tapes peuvent e´galement se formuler sous forme de
questions :
1. Qu’est-ce qui compose la solution recherche´e ?
2. Qui cre´e ces composantes ? ou, plus simplement, Qui agit ?
3. Que veulent les agents ? et comment y parviennent-ils ? Quelles sont les
interactions entre les agents qui cre´ent les composantes de la solution ?
4. Quels sont les contraintes environnementales ?
5. Quelles sont les conse´quences des actions des agents ?
Ceci permet de noter que le principe de cette me´thode est de concevoir
–– 56 ––
2. Les me´thodes de conception
les agents par leurs interactions en tant que cre´atrices des composantes du
phe´nome`ne global repre´sentant la solution recherche´e.
On peut illustrer cette me´thode d’un exemple. Prenons une version sim-
plifie´e du proble`me du voyageur de commerce : trouver un chemin entre des
points pre´cis dans un espace euclidien de dimension deux. L’on peut se re´fe´rer
aux diffe´rentes expe´rimentations re´alise´es concernant la re´solution du proble`me
du voyageur de commerce par des agents fourmis, notamment [Bonabeau &
The´raulaz 94, p. 216] : bien que les auteurs n’aient pas suivi cette me´thode,
les re´sultats obtenus sont proches.
1. Le phe´nome`ne global, une solution, est un chemin entre diffe´rents points
de l’espace, les villes ; les composantes de cette solution seront des de´limitations
locales de ce chemin (des marques de la pre´sence du chemin) ;
2. les agents seront des entite´s qui de´poseront ces marques en allant de ville
en ville ;
3. une ville sera un poˆle attracteur pour l’agent qui n’aura de cesse de les
visiter ; les agents auront tendance a` suivre les routes de´ja` trace´es et donc a` les
renforcer ;
4. les marques repre´sentant les portions de route ont une vie limite´e ; on
pourra interdire (ou rendre obligatoire) un passage en y plac¸ant des obstacles
(ou des marques inde´le´biles) ;
5. les marques disparaissent avec le temps.
Cette me´thode, bien qu’aucun outil de ve´rification ne soit re´ellement apporte´
(comme c’est le cas pour la me´thode conc¸ue par Ouiddad Labbani dans sa
the`se, [Labbani-Igbida 98], et qui a servi de terreau a` celle-ci), capture les
principes fondamentaux de la conception de SMA e´mergentistes :
– le phe´nome`ne global e´mergent est produit par des interactions ;
– les agents sont les entite´s qui interagissent ;
– ces agents peuvent ne pas eˆtre conscients du phe´nome`ne global ou en tout
cas de leur participation a` sa dynamique.
Beaucoup des SMA que cette me´thode vise utilisent le motifMarques 25 comme
principe et processus fondamental.
2.5. Conclusions sur les me´thodes
Le but du ge´nie logiciel est de de´velopper des me´thodes et de de´finir des
concepts partage´s par une communaute´ d’utilisateurs –– souvent industriels,
pour encadrer des pratiques de de´veloppement. Or, dans la communaute´ SMA,
il semble que chaque e´quipe cre´e sa propre me´thode –– voire plusieurs. La com-
munaute´ ne semble donc pas tre`s partageuse...
Ceci peut s’expliquer simplement si l’on fait une distinction te´le´ologique :
– le besoin d’un ge´nie logiciel de la part des industriels, leur but e´tant de
re´pondre a` leurs besoins re´els en applications ;
– les logiciels d’e´tude construits par le monde acade´mique –– et donc une
grande partie de la communaute´ SMA ––, et qui servent a` de´velopper un ser-
25. Celui-ci fait partie des re´sultats de ce travail de the`se, nous n’allons pas le de´crire ici. Nous
prions le lecteur de se reporter a` cette partie du me´moire pour mieux cerner le vocabulaire
que nous utilisons ici.
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vice pour des besoins non spe´cifie´s, dans le but de faire e´merger des proprie´te´s
observables.
Ainsi a-t-on d’une part des propositions d’outils ge´ne´ralistes qui ne le sont
pas re´ellement et dont l’application n’est pas toujours aise´e et d’autre part des
outils spe´cialise´s et contraints mais bien de´crits.
De plus, il y a souvent confusion entre mode`le et processus. UML, comme
nous l’avons rappele´ en introduction de cette section, est a` la fois une notation
et un mode`le –– objet en l’occurrence. Une me´thode, quel que soit le mode`le
utilise´, est un processus qui me`ne d’un proble`me a` un syste`me (multi-agent)
en diffe´rentes e´tapes, successives ou non, ite´re´es ou non. Dans certains cas, le
mode`le n’est pas spe´cifie´ et les concepts sont donc de´crits en meˆme temps qu’ils
sont utilise´s dans la me´thode. Dans d’autres, c’est le mode`le qui est de´crit et
la me´thode de conception revient a` identifier : qui des roˆles, qui des taˆches,
qui des protocoles ; –– cela rappelle le de´but de la conception objet ou` les me´-
thodes se re´duisaient a` « trouver les objets », ceux-ci e´tant e´vidents puisque
« tout est objet».
3. Conclusions
E´tant donne´ l’aˆge du paradigme agent, les me´thodologies de conception
agent sont encore tre`s re´centes. Cela ne fait pas longtemps que l’on peut oser
une de´finition des concepts agent –– ne serait-ce que celui d’agent lui-meˆme ––
sans lever une certaine pole´mique.
Les connaissances sur les syste`mes multi-agents sont encore essentiellement
empiriques. Ce sont ces connaissances, cette expe´rience, que les diffe´rents ou-
tils et plates-formes tentent de capitaliser, avec, comme l’on vient de le voir,
plus ou moins de succe`s.
En ce qui concerne les me´thodes, il n’y a pas encore de recul suffisant pour
les e´valuer, elles sont encore tre`s mobiles (cf. Gaia et soda qui fusionnent a`
peine teste´es, ou les me´thodes Cassiope´e, Andromeda, etc. qui ne sont utili-
se´es que sur une ou deux applications avant d’eˆtre au pire abandonne´es, au
mieux fortement refondues).
Apre`s ces deux conclusions (l’aspect empirique de la connaissance du para-
digme SMA et la re´cence du consensus sur les de´finitions de ses concepts), nous
nous sommes inte´resse´ aux techniques existantes qui permettent :
– de collecter et de formaliser l’expe´rience acquise ;
– de rendre compte des concepts agent ;
– de les formaliser ;
– d’aider a` la conception de SMA.
Comme nous l’avons vu au chapitre pre´ce´dent, les techniques de re´utilisation
permettent de collecter les concepts, les processus et les structures. Il nous faut
une technique de re´utilisation qui conserve :
– les concepts : ceux qui sont propres au paradigme agent ;
– les processus :
– les me´thodes de re´solution de proble`mes qui peuvent se poser lors de
l’analyse (de´finition des concepts, application de grilles d’analyses), de la
conception (relier les concepts, les informatiser) ou de la mise en œuvre
(codage) ;
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– les comportements, les fonctions des agents ou du syste`me ;
– les structures : l’architecture du syste`me, l’architecture d’un agent, des
parties de code.
Les outils et les me´thodes que nous venons de voir permettent, chacun dans
une certaine mesure, ces re´utilisations. Par contre, ils ne sont pas aptes a` exposer
et a` formaliser l’expe´rience ne´cessaire a` l’utilisation de ces e´le´ments. En effet,
manipuler des concepts avec efficience demande une certaine familiarite´ avec ces
derniers. De meˆme, l’abstraction d’une me´thode de de´veloppement ne facilite
pas son application a` des proble`mes particuliers. De plus, la justification de
certains re´sultats (pourquoi telle architecture ? pourquoi tel codage ?) n’est pas
toujours e´vidente, surtout si l’on a pas l’expe´rience –– au sens de participation
–– du cheminement qui a mene´ a` ce re´sultat.
A` nos yeux, une seule technique peut permettre cette forme de re´utilisa-
tion particulie`re qu’est celle de l’expe´rience. C’est la technique des motifs de
conception, laquelle est le sujet principal de notre travail et de la seconde partie
de ce me´moire. Mais, avant d’exposer notre travail, revenons sur les avantages
apporte´s par les motifs.
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Chapitre III
Avantages
des motifs
If it happens once, it’s a bug.
If it happens twice, it’s a feature.
If it happens more than twice, it’s a design philosophy.
— Anonyme
Avant d’appliquer les motifs au paradigme agent, nous allons de´velopper,e´tudier plus en de´tail, quels sont les re´els avantages des motifs, com-ment ils peuvent eˆtre utiles aux concepteurs dans le de´veloppement
de logiciels.
Les motifs ont plusieurs avantages que nous avons de´ja` esquisse´s : ils forment
un vocabulaire, ils aident a` la documentation, a` la compre´hension et a` l’appren-
tissage, ils peuvent s’appliquer en paralle`le a` d’autres techniques, et, bien suˆr,
ils sont d’une aide pre´cieuse en ge´nie logiciel en permettant une meilleure re´uti-
lisabilite´, en aidant le concepteur tout au long du de´veloppement.
1. Vocabulaire de conception commun
1.1. Catalogue –– the´saurus
Comme nous avions commence´ a` le dire lors de la pre´sentation de la tech-
nique des motifs au chapitre pre´ce´dent, les motifs n’ont de sens que lorsqu’ils
se trouvent groupe´s, en un catalogue, voire meˆme ce que nous osons appeler
un the´saurus.
Dans un the´saurus de motifs, ces derniers sont souvent classe´s en diffe´rents
types. Cette cate´gorisation de´pend des interactions qu’entretiennent les motifs
entre eux. Elle de´pend aussi des auteurs et de la fac¸on dont ont e´te´ de´crits et
de´couverts les motifs et dont les auteurs ont envisage´ leurs utilisations.
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Le Groupe des Quatre (i. e., ErichGamma, Richard Helm, Ralph Johnson
et John Vlissides, auteurs de l’ouvrage de re´fe´rence, [Gamma et al. 94]),
tout comme Buschmann et alii, [Buschmann et al. 95], les classe suivant
leur niveau d’abstraction : analyse, conception, mise en œuvre (idiomatismes),
architecture, comportement, etc.
Mark Grand, quant a` lui, [Grand 98, Grand 99], les classe suivant leur
finalite´, leur domaine d’application dans le code : interface graphique utilisateur,
gestion des responsabilite´s, organisation du code, optimisation, robustesse, tests.
On peut aussi rapprocher cette diffe´rence de cate´gorisation de celle qui peut
exister entre un dictionnaire grammatical et un dictionnaire lexical : les mots
peuvent eˆtre classe´s suivant leur cate´gorie (verbe, nom, adjectif) ou suivant
leur parente´ (radical, de´rive´s) ou bien encore suivant leur domaine d’utilisation
(comme dans un dictionnaire analogique).
1.2. Vocabulaire commun
Le the´saurus de motifs de´crit un ve´ritable langage abstrait qui permet de
facilement communiquer autour des abstractions, des concepts et des techniques
que de´crivent, que portent et que sont les motifs.
Ainsi, ce vocabulaire permet-il aux concepteurs de penser et de communi-
quer a` un niveau d’abstraction plus e´leve´ : chaque motif englobe en un seul
terme (son nom) l’ensemble des concepts et des techniques qu’il de´crit et qu’il
fait interagir. Il englobe donc non seulement plusieurs faits (concepts, struc-
tures) mais aussi leurs interactions.
Ce vocabulaire permet aux concepteurs, aux mode´lisateurs et aux de´velop-
peurs de communiquer, d’abord entre eux, a` leur niveau d’abstraction respectif,
mais aussi entre les diffe´rents niveaux : un motif d’analyse peut, par exemple,
correspondre, interagir, avec un motif de conception ; il en est de meˆme entre
les diffe´rentes phases de de´veloppement.
Graˆce aux motifs, la manipulation, le passage et la communication des spe´-
cifications, des mode`les et des concepts sont grandement facilite´s.
2. Compre´hension des syste`mes
Les motifs permettent aussi une meilleure compre´hension des syste`mes exis-
tant. Du fait qu’ils sont construits a` partir d’une e´tude des logiciels existant, les
motifs proposent une expertise de ces syste`mes. Ils proposent donc aussi une pre´-
expertise des autres syste`mes, comme guides, points de repe`re pour leur e´tude.
Un syste`me utilisant les motifs de fac¸on visible, c’est-a`-dire en explicitant
son utilisation de motifs dans sa documentation, est aussi bien plus facile a`
appre´hender. Les arguments que les motifs utilise´s ou e´carte´s apportent aux de´-
cisions prises lors du de´veloppement du syste`me sont tre`s convaincants et e´vitent
de longues explications pour le concepteur du logiciel (car elles se trouvent de´ja`
dans la description des motifs) et ce sont des arguments extreˆmement pratiques
pour l’observateur exte´rieur, cela lui e´vite d’avoir a` entrer dans les de´tails sou-
vent complexes d’une conception aboutie pour comprendre la structure et les
raisons (les motifs !) de la construction de cette structure.
D’un autre coˆte´, les motifs permettent de diffuser les concepts et les tech-
niques de programmation. Ils permettent ainsi un apprentissage du de´veloppe-
–– 62 ––
3. Outils comple´mentaires
ment de logiciels au travers de la capitalisation de l’expertise acquise par les
autres de´veloppeurs ; capitalisation qu’ils repre´sentent par leur description de
ces concepts et techniques, par l’appui qu’ils prennent sur des exemples concrets
et par les guides et les lignes directrices qu’ils apportent, tant dans la compre´-
hension que dans l’application de ces concepts et techniques. Ceci est d’autant
plus vrai que l’on posse`de de´ja` une expe´rience importante dans l’application de
ce paradigme mais que le partage des concepts et des techniques de ce para-
digme n’est pas facile (il semble d’ailleurs d’autant plus difficile de partager des
concepts qu’ils ont un niveau d’abstraction e´leve´).
3. Outils comple´mentaires
Un troisie`me inte´reˆt des motifs est qu’ils peuvent s’ajouter aux autres me´-
thodes de conception. Ils n’empeˆchent en aucune fac¸on l’utilisation d’autres
moyens de conception. Ils sont utilisables paralle`lement a` ces moyens, que ce
soient des me´thodes d’analyse, de conception ou des outils de de´veloppement.
Plus meˆme, ils les comple`tent.
Les me´thodes de conception n’ont pas pu capturer l’expe´rience des experts.
Si l’on prend l’exemple de la conception objet, l’abord en a toujours e´te´ difficile
et l’entie`re compre´hension des concepts objet est toujours assez longue et ne
peut se faire que graˆce a` l’expe´rience personnelle. Les motifs comblent cette
de´ficience en montrant l’utilisation des techniques primitives du paradigme uti-
lise´. Par exemple, le motif Composite, que nous avons cite´ pre´ce´demment, de´crit
le concept de composition mais aussi l’utilite´ de l’he´ritage a` partir d’une classe
commune, abstraite de surcroˆıt. C’est un exemple de bonne conception objet
et de la bonne utilisation du paradigme objet.
Les motifs sont un moyen de de´crire le Pourquoi d’une mode´lisation ou
d’une conception (ils sont les motifs de cette mode´lisation !). Ils sont aussi le
compte-rendu des de´cisions prises, de´cisions qu’ils ont contribue´ a` prendre en
guidant les choix du de´veloppeur en regard des contraintes pose´es.
Les motifs facilitent en outre le passage entre les diffe´rentes phases de la
conception (cf. l’introduction de ce me´moire). La transition entre deux phases
ne´cessite la transformation d’une description du syste`me en une autre : cela
peut consister a` passer d’un ensemble de besoins a` une mode´lisation ou, plus
ge´ne´ralement, d’un ensemble de contraintes a` un mode`le, une construction, les
inte´grant. De la meˆme fac¸on, des constructions de´crites durant certaines phases
peuvent disparaˆıtre dans les phases suivantes, tout comme des constructions
apparaissent a` mesure que l’on se rapproche des contraintes de mise en œuvre.
Les motifs explicitent ces modifications en de´crivant le passage des contraintes
aux mode`les (du champ Forces au champ Solution) et le passage des mode`les
aux constructions (par le champ Mise en œuvre).
4. Aide a` la re´utilisation
De´ja` comme capitalisation de l’expertise, les motifs repre´sentent une aide
a` la re´utilisation (de cette meˆme expertise). Mais ils sont aussi des outils de
re´utilisation dans le sens ou` ils mettent en avant des points du de´veloppement,
des choix, qui sont primordiaux pour la re´utilisabilite´. Les motifs permettent
de savoir ou` sont les points variables de la conception, les choix qui risquent
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d’eˆtre la source de la reconception du logiciel ou, dans un meilleur cas, ceux qui
permettent au logiciel d’e´voluer sans heurt lors de la modification de contraintes
lie´s aux besoins, au cycle de vie du logiciel.
Le cycle de vie d’un logiciel comporte deux grandes parties : de´veloppement
et utilisation. Lors du de´veloppement, les besoins sont examine´s les uns apre`s les
autres et la conception utilise les motifs pour re´pondre aux contraintes qu’ils
posent. Lors de l’utilisation (phases de test comprises), de nouveaux besoins
peuvent eˆtre ajoute´s ou pris en compte, de nouvelles contraintes apparaissent.
De meˆme, apre`s la mise en production du logiciel, le logiciel est exploite´ d’une
fac¸on plus profonde, d’autres utilisations peuvent apparaˆıtre et donc d’autres
contraintes avec elles.
C’est un signe de bonne conception lorsque le logiciel est robuste a` ces
modifications, a` l’expansion des contraintes ou a` leur modification. Dans cette
optique, les motifs permettent aussi de savoir comment cette reconception peut
eˆtre dirige´e, et, dans ce roˆle, les antimotifs ont un roˆle privile´gie´.
5. Conclusions
Les motifs permettent de de´crire l’existant, de formaliser l’expertise, de la
communiquer et de l’appliquer, et ce a` tous les niveaux, pendant toutes les
phases de la conception de logiciel. Les motifs sont donc une technique de ge´nie
logiciel d’une grande valeur.
De plus, ils permettent l’utilisation d’autres techniques de de´veloppement
en paralle`le de leur application. Les me´thodes de conception, les plates-formes
et autres outils continuent d’eˆtre utilisables et ceci est une bonne chose car
ils sont tre`s utiles.
Ces raisons nous ont conforte´ dans l’utilisation des motifs dans le domaine
des syste`mes multi-agents.
Dans le chapitre suivant, apre`s un e´tat de l’art de l’utilisation de motifs
agent, nous proposerons nos propres motifs agents.
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Chapitre IV
Des motifs SMA
No, I will be the pattern of all patience ; I will say nothing.
— William SHAKESPEARE, King Lear (III–2)
If it happens once, it’s a bug.
If it happens twice, it’s a feature.
If it happens more than twice, it’s a design philosophy.
— Anonyme
Le chapitre II nous a montre´ que la conception oriente´e agent n’en estqu’a` ces de´buts. Toutefois, les syste`mes multi-agents sont de plus enplus enseigne´s et utilise´s dans le monde acade´mique et, bien que cer-
taines de ses branches soient plus sceptiques, l’industrie aussi vient a` l’adopter,
notamment dans le domaine des communications.
1. Motivations
Le de´veloppement du paradigme SMA est freine´ par l’e´cart entre l’apparente
facilite´ d’appre´hender les concepts de base (agent, roˆle, organisation, interac-
tion, etc.) et la difficulte´ de passer d’un proble`me du monde re´el a` un SMA
qui re´sout ou aide a` re´soudre ce proble`me. En clair, il s’agit de la difficulte´ de
l’analyse et de la conception d’un SMA.
Les recherches actuelles s’orientent donc vers la de´finition de me´thodes de
conception. Certains travaux, tendent plutoˆt vers une me´thode formelle, spe´ci-
fique et d’acce`s difficile et contraignant (surtout pour ceux qui sont juste inte´-
resse´s par l’utilisation pragmatique du paradigme agent). D’autres chercheurs
ont tendance a` vouloir trouver la me´thode, celle qui s’appliquerait a` tous les
proble`mes. Toutes ces me´thodes se ressemblent un peu : l’analyse est fonde´e sur
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les concepts de roˆle et d’interaction, soit avec les roˆles comme squelette, soit
avec les interactions –– dans ce cas, il est souvent fait usage des use-cases d’UML.
Il semblerait aussi que l’on tende vers un UML-agent, qui serait le pendant agent
de ce qu’UML est maintenant pour la POO : un mode`le conceptuel sous-tendu
par un langage et des diagrammes pre´cis –– AUML (dont nous avons parle´ au
chapitre II, section 2.1 page 41) semble en eˆtre une bonne e´bauche.
Pour aider le concepteur de SMA, l’approche empirique, telle que [Simon 95]
la proˆne, nous semble la plus approprie´e dans l’e´tat actuel. Cette ide´e est
d’ailleurs confirme´e par le foisonnement d’outils et de plates-formes d’implan-
tation. Mais ces outils ne sont pas re´ellement pratiques ; leur prise en main
est difficile (souvent rendue encore plus difficile par un cruel manque de docu-
mentations). De plus, comme ils interviennent a` un niveau implantatoire, ils ne
permettent pas de diffuser les concepts (la compre´hension des petits exemples
fournis ne permet pas de pouvoir re´utiliser les concepts si facilement).
Or, comme nous l’avons dit dans le chapitre I, a` la section III, les motifs sont
un moyen d’exprimer a` la fois les concepts et l’expe´rience, ils sont un moyen
d’e´crire, de de´crire, de formaliser et donc de communiquer l’expe´rience acquise.
Nous pensons donc que les motifs sont le me´dium ide´al pour diffuser les concepts
et les diffe´rents mode`les utilise´s dans la conception et la re´alisation des SMA.
Nous nous sommes donc attache´ a` l’e´tude de l’application de cette technique
des motifs au domaine des SMA. Apre`s un bref e´tat de l’art de l’utilisation de
motifs agent, nous exposerons nos travaux dans le domaine, notamment graˆce
a` la description de onze motifs.
2. Autres travaux sur les motifs agents
Bien que nous soyons parvenu a` l’ide´e d’utiliser les motifs en suivant notre
propre chemin, d’autres auteurs ont fait des trajets paralle`les qui les ont mene´s
aux meˆmes conclusions. Nous allons donc de´crire succinctement leurs travaux
et analyser leur approche et leurs re´sultats.
Il faut tout d’abord noter qu’il existe un concept d’« agent mobile » dont
la principale caracte´ristique est la mobilite´, et non plus l’autonomie ou la fi-
nalite´ (cf. l’introduction de ce me´moire). Le de´veloppement de logiciels a` base
d’agents mobiles se rapproche bien plus de la programmation objet que l’on
ne peut le faire avec les syste`mes multi-agents en ge´ne´ral. Les aspects syste`me
et interactionnel des SMA sont souvent ne´glige´s, ces logiciels ne comportant la
plupart du temps qu’un nombre limite´ d’agents.
De fait, bon nombre d’utilisations du terme d’agent dans les applications
sur l’Internet –– que l’on peut aussi concevoir comme des applications de´ve-
loppe´es par des spe´cialistes de la programmation objet utilisant une approche
industrielle –– devraient en fait parler d’agent mobile.
De ce fait, nous classons les diffe´rents travaux sur les motifs agents dans
l’ordre de leur inte´reˆt croissant vis a` vis des SMA ; donc de leur attachement
de´croissant vis a` vis de la seule mobilite´ des agents.
2.1. TOLKSDORF
Robert Tolksdorf, [Tolksdorf 98], de´crit quelques motifs qu’il qualifie
de motifs agent bien qu’ils aient de´ja` e´te´ de´crits en conception oriente´e objet.
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Les auteurs ne semblent pas avoir appre´hende´ la notion d’agent telle que nous la
voyons : de`s qu’un programme est utilise´ sur l’Internet, il deviendrait un agent !
2.2. HUNG & PASQUALE
Dans [Hung & Pasquale 99], Eugene Hung et Joseph Pasquale de´-
crivent un certain nombre de «motifs agent».
Nous mettons des guillemets autour de cette expression pour deux raisons :
d’une part, les motifs propose´s sont tre`s courts, et, d’autre part, le terme d’agent
est pris avec la signification particulie`re d’assistant (i. e., un agent mobile qui re-
pre´sente sur le re´seau l’utilisateur du programme aupre`s d’autres programmes).
Ainsi, les motifs propose´s comportent-ils seulement quatre champs : Descrip-
tion, Key Application, Structure et Analysis, aucun ne de´passant les quelques
lignes (ou une simple figure dans le cas du champ Structure). L’on notera donc
qu’il manque, notamment, le champ le plus important : les exemples au travers
desquels le motif apparaˆıt.
L’autre raison du guillemettage de l’expression «motifs agent» vient du
fait que les auteurs de´crivent les agents comme n’e´tant que des programmes
capables de se de´placer dans un re´seau he´te´roge`ne, de s’exe´cuter et de renvoyer
des re´sultats. Cette de´finition un peu limite´e des agents –– quid du multi-agent ?
–– limite aussi la vision que l’on peut avoir de leurs applications mais surtout
cela re´duit fortement les avantages du paradigme agent. Les programmes d’as-
sistanat distribue´s sont des applications d’un domaine particulier, et, comme
tels, ils sont susceptibles d’utiliser des motifs particuliers a` ce domaine. Mais
cela ne fait pas de ceux-ci des motifs d’un type particulier comme peuvent l’eˆtre
des motifs oriente´s SMA. Nous reviendrons sur ce point dans le chapitre V.
Finalement, comme motifs architecturaux, les motifs de´crits pourraient bien
se re´ve´ler former de ve´ritables motifs, a` condition d’eˆtre retravaille´s, approfondis
et surtout dote´s d’exemples pre´cis. Ils pourraient ainsi former un groupe de
motifs portant sur les diffe´rentes utilisations des assistants.
2.3. SILVA et DELGADO
Alberto Silva & Jose´ Delgado, in [Silva & Delgado 98], proposent
de voir l’ensemble du paradigme agent comme un motif de conception unique.
L’agent y est ainsi un objet actif, autonome, social, re´actif et mobile.
Bien qu’il s’appuie sur l’e´tude de trois frameworks agents (Aglets, Agent-
Space et Telescript), ce travail nous semble ne reconnaˆıtre que superficiellement
les applications du paradigme agent puisqu’il ne s’inte´resse qu’aux agents mo-
biles.
2.4. MEIRA, CONDEESILVA & SILVA
Dans [Meira et al. 00], NunoMeira, Ivo Conde e Silva & Alberto Silva
proposent diffe´rents motifs agents. Une partie de ces motifs est la re´e´criture,
de manie`re plus expressive (sic), de motifs de´ja` de´crits par d’autres auteurs
(que nous citons ici).
– Receptionist : un agent sert de pages jaunes pour un site pre´cis (reprend
Facilitator d’Aridor & Lange).
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– Secretary : un agent « agent», envoye´ a` la place de l’agent, un repre´sentant
(reprend Proxy).
– Session : conservation d’une me´moire conversationnelle (reprend Communi-
cation Session).
– Mobile Session : ici les agents peuvent continuer a` converser tout en se
de´plac¸ant.
– Antenna : un motif couple´ avec le pre´ce´dent, l’« antenne» permet de conser-
ver le lien de communication entre les agents.
– Private Session : rendre la conversation suˆre en la rendant prive´e (sans trop
de de´tails d’ailleurs).
– Meeting with Moderator : communication a` plusieurs sur le meˆme sujet en
utilisant un interme´diaire commun (inspire´ de Meeting).
Les motifs pre´sente´s sont assez courts, sans trop de de´tails (pas de partie
sur la mise en œuvre) : la solution tient en un paragraphe, ce qui permet d’in-
tuiter l’ide´e du motif mais peut laisser dubitatif quant a` sa mise en œuvre,
voire son applicabilite´.
2.5. ARIDOR et LANGE
Yariv Aridor & Danny Lange, in [Aridor & Lange 98], cataloguent
une liste de motifs de conception oriente´s agents mobiles.
Ils classent leurs motifs en trois types : mobilite´ (traveling), taˆche (task)
et interaction (interaction).
Les motifs de mobilite´ concernent l’encapsulation des concepts ne´cessaires
a` la gestion de la mobilite´ :
– Itinerary : re´ification des itine´raires et de leur routage.
– Forwarding : de´placement automatique sur un nouveau site d’un agent
nouvellement arrive´.
– Ticket : re´ification des adresses de destination et des services ne´cessaires
au de´ploiement d’un agent (qualite´, quantite´, de´lais, etc.)
Les motifs de taˆches concernent la division et l’ordonnancement des taˆches :
– Master/Slave : il s’agit de la de´le´gation des taˆches, ce motif est d’ailleurs
de´ja` bien connu en POO (cf. par exemple [Fischmeister & Lugmayr 99,
Massingill et al. 99]).
– Plan : le nom est un peu ge´ne´rique mais il s’agit en fait de coordonner
plusieurs taˆches exe´cute´s sur diffe´rents sites.
Les motifs d’interaction sont sans doute l’apport le plus important du pa-
radigme agent, c’est la cate´gorie la plus charge´e :
– Meeting : la gestion de la synchronisation spatiale et temporelle ne´cessaire
a` une interaction locale.
– Locker : le «placard» permet a` un agent de ranger ses donne´es dans un
endroit suˆr, cela peut lui permettre d’abandonner un peu de poids lors de ses
de´placements.
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– Messenger : les messages entre les agents sont eux-meˆmes des agents.
– Facilitator : la gestion d’un annuaire de noms symboliques pour faciliter
les communications entre les agents, quelle que soit leur position.
– Organized Group : les agents se groupent et se de´placent ensemble.
Les sche´mas conceptuels sont de´crits suivant le mode`le objet. Mais les au-
teurs insistent (et nous les suivons sur ce point) sur le fait qu’il n’est absolument
pas ne´cessaire de s’en servir dans une programmation objet.
Les motifs pre´sente´s sont purement des motifs de conception. Dans leur ap-
proche des motifs, les auteurs restent proches de la conception oriente´e objet
et ne font pas ressortir toutes les caracte´ristiques du paradigme agent. Le pa-
radigme agent n’est ici utilise´ que pour apporter un niveau d’abstraction plus
e´leve´ pour envisager les modules et leurs interactions. Les modules sont mani-
pule´s graˆce au concept d’agent mobile. Les autres notions porte´es par les SMA
–– comme l’autonomie ou la finalite´ –– ne sont pas exploite´es.
2.6. OCCELLO & KONING
Michel Occello et Jean-Luc Koning proposent d’utiliser des motifs au
sein de la plate-forme qu’ils proposent, [Occello & Koning 00].
Chaque architecture d’agent, chaque architecture d’environnement, serait un
motif de conception qui permettrait au concepteur utilisant la plate-forme mask
de choisir et d’inte´grer telle ou telle architecture dans le SMA qu’il construit.
Cela semble une bonne ide´e de proposer plusieurs architectures diffe´rentes
dans une plate-forme, ainsi que de donner les moyens de l’utiliser. Le proble`me
ici est double. D’une part, aucun motif n’est re´ellement propose´. D’autre part,
bien que l’on puisse envisager un motif pour de´crire les solutions propose´es et
les proble`mes re´solus et pose´s par une architecture particulie`re –– c’est d’ailleurs
ce que nous proposons nous-meˆme dans quelques uns de nos motifs ––, l’esprit
avec lequel cela peut eˆtre fait doit eˆtre compatible avec la philosophie porte´e
par la notion de motif, en tout cas si l’on veut appeler cela un motif. De ce
fait, un tel motif doit rester ge´ne´rique : il doit pouvoir englober le minimum de
trois exemples ne´cessaires et il doit pouvoir eˆtre adapte´ a` diffe´rentes situations,
et sa description doit eˆtre critique.
2.7. KENDALL et alii
Elizabeth Kendall et son e´quipe sont les pre´curseurs dans l’utilisation de
la technique des motifs.
Dans [Kendall et al. 96], ils proposent un « langage» de motifs –– ou
plutoˆt, un ensemble de motifs en collaboration ––, le Layered Agent Pattern Language,
qui comporte un motif global, le Layered Agent, de´finissant un motif de conception
d’un agent suivant des couches, et cinq motifs, particuliers a` chaque couche.
Ces motifs ont e´te´ repris et affine´, dans [Kendall et al. 97] puis dans
[Kendall et al. 98], pour arriver a` un ensemble de vingt-et-un motifs de
conception (sans compter le motif englobant). Nous en reparlerons plus loin,
dans la section 2.9 page suivante.
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2.8. DEUGO et alii
Dwight Deugo et son e´quipe, [Deugo et al. 99b], rele`vent bien les pro-
ble`mes actuels du de´veloppement d’applications utilisant les SMA, ou, plus ge´-
ne´ralement, les techniques issues de l’IA :
1. le manque d’accord sur les de´finitions ;
2. les efforts duplique´s ;
3. l’incapacite´ a` satisfaire les exigences de force de l’industrie ;
4. la difficulte´ d’identifier et de spe´cifier des abstractions communes au dela`
du niveau des seuls agents ;
5. le manque d’un vocabulaire commun ;
6. la complexite´ ;
7. le fait que seuls les buts et les solutions soient pre´sente´es (i. e., l’absence
des mode`les et, surtout, des me´thodes).
Ces remarques sont clairement justifie´es, mais l’on peut y re´pondre.
En fait, les points un, deux, quatre et cinq se rejoignent, et, comme les
auteurs le de´veloppent dans la suite de leur article –– et comme nous le soutenons
dans nos travaux ––, l’utilisation de la technique des motifs et la construction
d’un langage de motifs dans la communaute´ permettra d’y re´pondre.
Le point trois ne´cessite des formalismes et des me´thodes de preuve et le
dernier point tente de mettre en avant le manque d’une me´thode de conception
claire et de´finie. Or c’est une des grandes taˆches actuelles de la communaute´
que de pallier ces manques (cf. le chapitre II page 33 de ce pre´sent me´moire).
Quant au point six, concernant la complexite´, –– nous l’avons de´ja` plusieurs
fois dit dans ce me´moire ––, la manipulation de syste`mes complexes demande
d’aborder la complexite´ avec des me´thodes approprie´es.
Les motifs propose´s dans la suite de l’article sont des motifs de conception
qui tendent a` supputer la technologie objet, et, comme nous l’avons signale´ pour
les travaux pre´ce´dents, ils ont une propension a` re´duire le paradigme agent en
utilisant principalement les concepts de la programmation oriente´e objet.
– Direct Coupling : en utilisant une technique de´rive´e de celle utilise´e par Obser-
ver, [Gamma et al. 94], les agents mobiles peuvent rester en contact meˆme lors
de leurs de´placements (par enregistrement/notification de la nouvelle adresse).
– Proxy Agent : utiliser un faux agent pour que la communication entre les
agents mobiles puisse persister.
– Communication Sessions : ge´rer plusieurs communications graˆce a` la notion de
session.
– Badges : ge´rer l’identification des roˆles des agents par des marqueurs, cela
e´vite de spe´cifier un agent re´el lors d’une interaction.
– Event Dispatcher : la communication entre plusieurs agents mobiles est ge´re´e
par un objet interme´diaire, un diffuseur de messages.
2.9. DEUGO, KENDALL & WEISS
Dans [Deugo et al. 99a], Dwight Deugo, Elizabeth Kendall et Michael
Weiss regroupent les diffe´rents motifs de´crits par les travaux pre´ce´dents (no-
tamment ceux cite´s dans les trois paragraphes pre´ce´dents). Ces motifs sont
classe´s en quatre types : architecture, communication, mobilite´ et coordination.
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Des motifs architecturaux
– Layered Agent : de´composer l’architecture de l’agent en diffe´rents modules,
agence´s en couches.
– Mobile Agent : utilisation d’un proxy, d’un gestionnaire de se´curite´ et d’une
classe me`re encapsulant la mobilite´.
– Resource Manager : encapsuler les ressources, ou une partie des ressources,
dans un gestionnaire qui les controˆlera.
– Jurisdiction : cre´ation d’agents de haut niveau charge´s de ge´rer les droits
aux ressources.
Des motifs de communication
– Meeting : les agents se retrouvent dans un « lieu» spe´cial pour communi-
quer plus facilement.
– Ambassador : un agent s’informe sur une place distante en y envoyant un
ambassadeur.
– Proxy : idem section 2.8, supra.
– Finder : un agent fixe sert de pages jaunes pour retrouver les agents mo-
biles.
– Badges : idem section 2.8, supra.
– Whiteboard : cre´er un «babillard» dans chaque place pour que les agents
puissent s’y laisser des messages.
– Translator : l’agent traducteur permet a` deux agents d’ontologies diffe´rentes
de communiquer.
Des motifs de mobilite´ (Travelling)
– Itinerary : permet d’encapsuler l’itine´raire d’un agent mobile, en ge´rant le
plan de de´placement de celui-ci (notamment les exceptions).
– Ticket : l’agent envoie un ticket avant de se de´placer re´ellement pour eˆtre
suˆr de la possibilite´ du de´placement.
– Router : attacher des proprie´te´s a` l’agent pour qu’un routeur puisse le
diriger vers la destination la plus approprie´e.
– Relocator : la gestion des liens existant entre un agent mobile et d’autres
agents, ou avec ses ressources, pour qu’ils subsistent apre`s un de´placement.
Des motifs de coordination
– Master-Slave : idem section 2.5 page 70.
– Marketplace : utilisation du protocole contract-net.
– Specialist : utilisation d’un tableau noir.
– Negotiating Agents : les agents ne´gocient en cas de conflit d’action.
– Subsumption : les comportements de l’agent sont choisis suivant une priorite´.
Avec l’expe´rience acquise par ce groupe d’auteurs, avec l’affinage et les per-
fectionnements successifs apporte´s a` ces motifs, ces derniers gagnent en profon-
deur dans l’utilisation des spe´cificite´s du paradigme agent (cf. l’introduction de
ce me´moire), meˆme s’ils conservent encore un fort aspect programmation objet
et si quelques uns sont un peu surprenant (notamment Specialist) ou de´ja` bien
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connus (Master-Slave ou Proxy). L’on pourra arguer qu’il s’agit d’un mal ne´ces-
saire pour leur acceptation par l’industrie et les de´veloppeurs, habitue´s (non
sans difficulte´) a` la programmation objet et grands apoˆtres du pragmatisme.
2.10. AARSTEN, BRUGALI & MENGA
De`s 1996, Amund Aarsten, Davide Brugali & Giuseppe Menga ont
propose´ des motifs oriente´s agent, [Aarsten et al. 96].
– Compatible heterogeneous agents : permettre l’utilisation d’agents he´te´roge`nes
graˆce a` la ne´gociation d’interface (recherche des me´thodes fournies par l’autre
agent).
– Visibility and Communication between agents : chaque agent annonce les res-
sources qu’il fournit a` son arrive´e dans le syste`me, ce motif propose aussi de
de´finir la visibilite´ de ces ressources.
– Leader/Collaborator/Collaboration : comment ge´rer une collaboration concur-
rente entre plusieurs agents, sur le mode`le Client–Serveur–Service.
Ces motifs assez complets proposent une mise en œuvre oriente´e objet (ils
utilisent corba) mais restent d’assez haut niveau. On peut regretter que seuls
trois motifs soient propose´s, restreignant ainsi la vision du paradigme agent.
2.11. Conclusions
Nous avons de´ja` essaime´ quelques critiques sur les directions prises par nos
confre`res dans l’utilisation des motifs pour les agents et pour les SMA. La prin-
cipale de ces critiques concerne l’approche faite du paradigme agent et les re´-
ductions parfois re´alise´es, notamment la perte de l’aspect syste`me et interac-
tionnel, qui tend a` ramener le paradigme agent a` un simple domaine d’appli-
cation de la programmation objet. Certes, conside´rer l’agent comme un objet
actif, autonome, social, re´actif et mobile est ne´cessaire, mais c’est aussi for-
tement re´ducteur.
Toutefois, comme nous l’avons expose´ au chapitre pre´ce´dent, les motifs sont
utiles en ge´nie logiciel et nous pensons qu’ils peuvent aussi l’eˆtre aux syste`mes
multi-agents. Les travaux cite´s ici indiquent un besoin de la communaute´ agent
pour les outils de conception souples que sont les motifs.
D’ailleurs, malgre´ les remarques que nous avons ose´es, ces travaux per-
mettent aussi de de´broussailler le chemin de l’utilisation de motifs agent mais
aussi de l’utilisation du paradigme agent.
— ?—
Maintenant que nous savons ce qu’est un motif. Maintenant que nous avons
de´fini nos objectifs et repe´re´ quelques uns des e´cueils. Nous pouvons essayer
d’appliquer notre solution pour l’aide au de´veloppement de syste`mes multi-
agents : les motifs.
3. Nos motifs
Nous allons proposer un ensemble de motifs qui pourront servir de fonde-
ment au de´veloppement de cette technique parmi les concepteurs de SMA. Nous
–– 74 ––
3. Nos motifs
proposons diffe´rents types de motifs, d’une part pour montrer les divers usages
possibles de cette technique et d’autre part pour couvrir une part suffisamment
grande du domaine de l’analyse, de la conception et de la mise en œuvre de SMA.
3.1. Types de motifs
Comme nous le disions dans le chapitre III page 61, chaque auteur cate´-
gorise ses motifs suivant leurs interactions, la fac¸on dont ils ont e´te´ de´crits et
de´couverts et l’utilisation envisage´e. Nous ne faisons pas exception a` la re`gle et,
au cours de la de´couverte et de l’e´criture des motifs que nous proposons, leur
classification a e´volue´ pour aboutir a` celle pre´sente´e sur la figure 15.
Outre les motifs « classiques» (ici, principalement les motifs architecturaux),
nous avons de´termine´ deux autres classes de motifs agent : les motifs me´tapho-
riques et les me´tamotifs (cf. fig. 15). Les motifs me´taphoriques sont des motifs
qui tirent leur racines d’un domaine tout autre que celui des SMA ou meˆme de
l’informatique ; ils proviennent de l’utilisation syste´matique d’une me´taphore
de´crivant une technique fortement pre´sente dans un domaine particulier. Les
me´tamotifs sont des motifs plus abstraits que les motifs habituels, ils de´fi-
nissent un ensemble de concepts qui seront utilisables dans toutes les phases
de la conception d’un SMA : analyse, conception et mise en œuvre.
usages
forces
nom
synopsis
solution
mise en œuvre
discussion
Motif
HH
HH
@ 
motifs associe´s
motifs fils
1..*
0..*
symptoˆmes
dyssolution
AntiMotif Me´taphore
origines
Me´taMotif
concepts
Fig. 15 – Motifs et motifs
Nous proposons aussi trois antimotifs qui, comme nous l’avons dit au premier
chapitre, a` la section 3.3.5 page 25, sont des motifs particuliers de´crivant des
techniques re´currentes de reconception, de re´-inge´nierie.
3.2. Champs de nos motifs
De la meˆme fac¸on que pour leur classification, le formalisme utilise´ pour la
description de nos motifs a e´volue´. En partant des champs principaux que nous
donnions dans la section 3.3.3 page 24, nous avons choisi les champs suivants
comme e´tant les champs constitutifs d’un motif :
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Synopsis : une explication rapide de ce que fait le motif, une phrase pour
pre´senter les proble`mes et leur solution.
Forces : un re´capitulatif des contraintes contextuelles, des proble`mes, que l’on
cherche a` re´gler avec ce motif. Il n’est pas ne´cessaire que le proble`me contienne
toutes les forces de´crites pour que le motif soit applicable. Ne´anmoins, plus
il y en a, plus le motif a` de chances d’eˆtre re´ellement applicable et plus son
application a` de chances d’eˆtre utile et avantageuse.
Usages : des exemples concrets d’utilisation et d’application de ce motif. C’est a`
partir de ces exemples qu’a` e´te´ de´couvert le motif. Ils sont au moins au nombre
de trois. Attention, il ne s’agit pas de donner tous les exemples qui utilisent
le motif, seulement un e´chantillon.
Solution : ce champ explique quel est le principe permettant de re´soudre les
contraintes pose´es et comment utiliser le motif dans le de´veloppement d’une
application a` base de SMA.
Mise en œuvre : donne quelques directives aidant a` la mise en œuvre de ce
motif dans un SMA : comment appliquer la solution, quelles sont les de´tails a`
prendre en compte dans la re´alisation de cette solution.
Discussion : cette partie explique les raisons d’utiliser ou non ce motif, ces
avantages et ses inconve´nients, les proble`mes annexes et les questions qu’il
peut poser.
Motifs associe´s : une liste de quelques motifs a` consulter, motifs SMA ou motifs
objets, qui aident a` la mise en œuvre de celui-ci ou qui proposent une solution
alternative inte´grant d’autres forces ou en excluant certaines.
Pour les motifs me´taphoriques, un champ supple´mentaire nous a semble´
ne´cessaire a` leur description :
Origines : les sources d’inspirations de la me´taphore, qui e´mergent au travers
d’exemples de sa pre´sence dans des domaines diffe´rents du monde des SMA.
De la meˆme fac¸on, les me´tamotifs ne´cessitent une modification de la for-
mulation. Le champ Concepts, qui expliquera les diffe´rents concepts utilise´s et
de´finis dans ce motif, remplacera le champ Forces des motifs classiques. De plus,
chacun des champs Usages, Solution, Mise en œuvre et Discussion des motifs
classiques est de´compose´ en trois parties, traitant chacune d’une des trois phases
classiques : analyse, conception et mise en œuvre.
Bien suˆr, les antimotifs, bien qu’ils soient eux-meˆmes des motifs, ne´cessitent,
par leur de´finition, deux champs supple´mentaires :
Symptoˆmes : les effets visibles, les contraintes a` re´soudre, de l’application de
cet antimotif (ou plutoˆt de la dyssolution de cet antimotif). Ce champ rem-
place le champ Forces.
DysSolution : la mauvaise solution ou les techniques conduisant a` l’apparition
de cet antimotif et de ses symptoˆmes.
Le champ Solution des antimotifs consistera ainsi en la description d’une
technique, d’un processus, de reconception du SMA qui permettra d’e´liminer
l’antimotif.
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Ces motifs sont plus que des motifs dans le sens ou` chacun de´crit un prin-cipe fondamental du paradigme des syste`mes multi-agents. De plus,ces me´tamotifs engendrent chacun une se´rie de motifs fils, ve´ritables
instances de leurs ge´niteurs.
Nous avons de´crit deux me´tamotifs :
Schémas d’organisation : utilisation des concepts de roˆle, organisation et sche´ma
d’organisation. Les motifs fils sont des sche´mas d’organisation.
Protocoles : utilisation du concept de protocole. Les motifs fils sont des motifs
expliquant l’utilisation de tel ou tel protocole.
Nous les de´crivons en remplissant les champs des motifs e´nonce´s dans le
chapitre pre´ce´dent.
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Motif
Sche´mas
d’organisation
1. Synopsis
Les concepts organisationnels peuvent servir a` analyser et concevoir un SMA,
ils peuvent aussi eˆtre re´ifie´s dans sa mise en œuvre.
2. Concepts
Ce motif de´finit diffe´rents concepts tels qu’ils sont utilise´s par la commu-
naute´ SMA. Ces concepts et leurs relations sont repre´sente´s sur la figure 16.
Rôle
Schéma d’organisation
Agent
Organisation
Place
prend
joue
1..*
1..*
1..*
1 0..*1..*
Fig. 16 – Concepts du me´tamotif Schémas d’organisation
– Agent : une entite´ autonome du syste`me, c’est elle qui donne son nom au
paradigme de programmation.
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– Roˆle : ce terme de´signe une fonction qu’un agent peut prendre dans une
organisation ; cette fonction peut eˆtre a` courte dure´e (elle est prise en charge
puis abandonne´e par l’agent) ou pe´renne, dans le sens ou` elle peut survivre a`
l’agent (au cours du temps, plusieurs agents peuvent se succe´der dans la prise en
charge du roˆle). Chaque roˆle de´finit les comportements de l’agent qui jouera ce
roˆle et il de´finit aussi les interactions et les possibilite´s d’interaction que l’agent
aura avec d’autres agents, du fait de leur roˆle.
– Organisation : c’est une structure qui regroupe plusieurs agents, chacun
jouant un ou plusieurs roˆles dans le sche´ma d’organisation dont elle fait partie.
– Sche´ma d’organisation : il s’agit d’une structure abstraite a` partir de la-
quelle les organisations sont instancie´es ; un sche´ma d’organisation est donc une
classe d’organisations. En fait, de notre point de vue, le sche´ma d’organisation
de´finit une classe d’ensembles de roˆles en interaction.
Les concepts d’agent et de roˆle ne posent pas de proble`me et sont com-
muns a` tous les auteurs. Par contre, les termes d’organisation et de sche´ma
d’organisation ne sont pas (encore) standards –– il est vrai que ces notions
sont plus de´licates. Le principal proble`me vient de la difficulte´ a` appre´hender
la nature et la place de l’instanciation entre ces diffe´rents concepts –– car il y
a plusieurs sortes, plusieurs niveaux, d’instanciations entre ces concepts (cf. la
section 4 du chapitre I, page 28).
a) D’une part, chaque sche´ma d’organisation peut se re´aliser en plusieurs
organisations. Une organisation est donc une instance d’un sche´ma d’organi-
sation. De plus, plusieurs agents peuvent prendre en charge le meˆme roˆle, ––
soit dans des organisations diffe´rentes, soit dans la meˆme organisation ––, donc,
lorsqu’un agent prend un roˆle en charge, il re´ifie ce roˆle en une place de roˆle qui
est particulie`re a` l’agent (le roˆle pre´voit plusieurs places).
b) D’autre part, comme on peut le voir sur la figure 17 page suivante, tous ces
concepts sont eux-meˆmes instancie´s (dans un sens plus programmation oriente´e
objet cette fois : les mode`les structurels sont utilise´s pour cre´er des objets infor-
matiques) pour cre´er des cas concrets de sche´mas d’organisation ; comme c’est
le cas ici avec le sche´ma d’organisation Contract-Net qui de´finit un type d’orga-
nisation particulier mettant en relation deux roˆles, celui d’initiator et celui de
participant, dont le comportement sera dirige´ par le protocole du Contract-Net
tel qu’il est de´fini par la fipa 1.
De ce fait, du coˆte´ mode`le de classes, nous avons les concepts de sche´ma
d’organisation et de roˆle, et du coˆte´ mode`le d’objets, nous avons les agents
qui prennent des places de roˆles dans des organisations. L’instanciation a donc
lieu d’une part entre les sche´mas et les organisations et entre les roˆles et leurs
instances, et d’autre part entre ces concepts et les objets informatiques et par-
ticuliers repre´sentant des cas concrets.
Si l’on reprend notre exemple, l’on peut voir que le sche´ma d’organisation
Contract-Net est instancie´ (au sens a)) en une organisation Mon Contract-Net
qui est compose´e par trois agents dont un prend en charge le roˆle d’initiator (en
prenant la seule place pre´vue par ce roˆle) et les deux autres celui de participant
(c’est-a`-dire que chacun prend une des places que ce roˆle pre´voit).
Pour prendre un exemple plus complexe (i. e., avec plus de roˆles) et bien
1. Cf. le motif Protocoles, page 87, et la section Protocoles de communication du chapitre I, page 26.
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Contract−Net : Schéma d’OrganisationMon Contract−Net : Organisation
Mon Agent 1 : Agent
Mon Agent 2 : Agent
Mon Agent 3 : Agent
IdI : Place de rôle
IdP1 : Place de rôle
IdP2 : Place de rôle
Initiator : Rôle
Participant : Rôle
Fig. 17 – Exemple de sche´ma d’organisation (Contract-Net) et d’une organisa-
tion concre`te attache´e (Mon Contract-Net).
connu, examinons celui des associations loi 1901. La fameuse « loi du 1er juillet
1901» 2 pre´voit (en tant que sche´ma d’organisation) l’existence d’associations
(d’organisations) comportant des membres et deux responsables (les roˆles dans
l’organisation). Les statuts particuliers de l’association peuvent affiner ces roˆles
(par exemple en appelant pre´sident le premier responsable et tre´sorier le second)
ou de´finir d’autres roˆles.
A` partir de la` (i. e., des termes de la loi), une association peut eˆtre cre´e´e
et se voir dote´e de statuts et de re`glements organiques, des agents peuvent
prendre les places pre´vues par les diffe´rents roˆles, suivant les statuts e´tablis
(e. g. membre actif s’il paie sa cotisation, membre honoraire s’il est coopte´, le
pre´sident doit eˆtre e´lu, etc.)
En particulier, les statuts types 3 pre´voient un pre´sident, un tre´sorier, un
secre´taire, un vice-pre´sident et des membres. Les roˆles de pre´sident et de tre´-
sorier pre´voient une seule place, obligatoire et les agents qui les prennent sont
distincts (i. e., l’association doit avoir un pre´sident et un tre´sorier uniques, mais
deux agents diffe´rents prendront ces places). Les roˆles de vice-pre´sident et de
secre´taire pre´voient une place au maximum mais peuvent ne pas eˆtre pris en
charge ou bien cumule´s avec d’autres charges (e. g. le tre´sorier pourra aussi
eˆtre secre´taire et vice-pre´sident 4). Quant au roˆle de membre, tous les autres
roˆles en de´coulent : c’est le roˆle le moins spe´cialise´ ; prendre la place de pre´-
sident, de tre´sorier, de secre´taire ou de vice-pre´sident ne´cessite d’eˆtre membre
de l’association (i. e., de prendre une des places du roˆle de membre).
Il est a` noter que ni la loi dans cet exemple, ni le mode`le organisationnel
dans sa construction ne supposent qu’un roˆle soit joue´ par un seul agent. En
effet, le concept d’agent contenu dans le mode`le peut tre`s bien s’appliquer a`
un groupe d’agents, a` une organisation d’agents de niveau plus faible. Pour
revenir a` l’exemple, rappelons qu’il est le´gal d’avoir, et meˆme qu’il existe, des
associations dont les responsables sont en fait des collectifs. 5
Il existe d’autres concepts associe´s a` ce me´tamotif :
– Interaction : lien de communication, de perturbation ou d’influence entre
2. La loi a e´te´ maintes fois modifie´e et amende´e, voir http://www.legifrance.fr pour une
copie et un historique complets.
3. Ste´re´otype des statuts d’une association, pour aider a` l’e´criture des statuts re´els.
4. E´videmment, le pre´sident ne peut eˆtre en meˆme temps vice-pre´sident...
5. Les associations de troc et d’e´change de type SEL en sont des exemples.
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deux agents. Deux agents sont en interaction quand ils peuvent communiquer
(par message ou par tout autre moyen) ou quand l’un d’entre eux peut perturber
ou influencer l’autre (i. e., ses actions, ou leurs re´sultats, peuvent eˆtre perc¸ues
comme des stimuli).
– Accointance : il s’agit, pour un agent, d’un autre agent avec lequel il est
en interaction (ou a e´te´, ou peut eˆtre, en interaction). Le terme d’accointances
repre´sente aussi, pour un agent, les agents qu’il connaˆıt 6 et qui peuvent le
connaˆıtre.
3. Usages
3.1. Analyse
Comme pour les socie´te´s humaines ou animales, les concepts organisation-
nels peuvent servir a` analyser des socie´te´s existantes. Cette utilisation pour les
SMA peut eˆtre d’en faire une simulation multi-agent.
La premie`re possibilite´ d’usage des concepts de ce me´tamotif est la phase
d’analyse du syste`me multi-agent.
Comme nous l’avons vu au chapitre II page 33, et plus particulie`rement dans
la section 2.2 page 45, parmi les me´thodes d’analyse agent, beaucoup utilisent
les concepts organisationnels, a` des niveaux divers.
Emmanuelle Le Strugeon, Rene´Mandiau & Gae¨tan Libert ont propose´,
de`s 1993, [Le Strugeon et al. 93], une me´thode d’analyse organisationnelle
d’un syste`me : graˆce a` un catalogue des structures organisationnelles possibles
(les sche´mas d’organisation), la structure ade´quate vis a` vis de la fonction du
syste`me est choisie et applique´e au SMA.
Le mode`le organisationnel de B. Durand, [Durand 96], augmente´ par
[Sauvage 97], demande l’utilisation des concepts de sche´ma d’organisation,
d’organisation et de roˆle pour analyser le SMA car ce mode`le de´finit et uti-
lise ces concepts.
Le mode`le aalaadin, [Gutknecht & Ferber 98], propose´ aussi comme une
me´thode d’analyse–conception, reprend, en le simplifiant, le mode`le de Benoˆıt
Durand. Dans sa partie me´thode, il de´finit les concepts de roˆle, de groupe (que
nous appelons ici organisation) et de structure de groupe (ici sche´ma d’organi-
sation). Il de´finit aussi d’autres concepts non pre´sents dans notre motif : celui
d’organisation, qui repre´sente en fait l’ensemble des groupes existant dans le
syste`me, et celui de structure organisationnelle, qui repre´sente le type d’organi-
sation (e. g., hie´rarchique) qu’aura l’ensemble des groupes du syste`me. Il est a`
noter que c’est le concept de groupe et non d’organisation qui est fondamental
pour Olivier Gutknecht & Jacques Ferber ; les organisations se re´sument a`
des groupes d’agents qui peuvent communiquer entre eux.
La me´thode soda, [Omicini 00], est principalement fonde´e sur le concept
de taˆche mais l’analyse suppose que chaque taˆche est attribue´e, non pas a` un
agent, mais a` un roˆle, ou a` un groupe.
La me´thode Gaia, [Wooldridge et al. 00], de meˆme que les diffe´rentes
me´thodes de´rive´es de Gaia et soda, [Zambonelli et al. 00b, Zambonelli et
6. Dans le sens ou` il sait comment communiquer avec eux, comment les joindre, ce qu’il peut
leur demander.
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al. 00a], reposent sur le concept de roˆle : un syste`me multi-agent y est analyse´
comme une organisation de roˆles.
La me´thode Cassiope´e, [Collinot & Drogoul 98a, Collinot & Dro-
goul 98b], de´finit elle aussi un syste`me multi-agent comme un ensemble de
roˆles en interaction. Une typologie tripartite de roˆles est e´tablie : roˆles lie´s aux
taˆches fonctionnelles de l’application, roˆles interactionnels (communication) et
roˆles organisationnels ou coope´ratifs (gestion de la coope´ration).
Les role-models, [Kendall 98a], utilise´s dans la plate-forme Zeus de British
Telecom, se sert de prototypes de roˆles de´ja` de´finis comme base d’analyse du
syste`me : c’est une sorte d’analyse–synthe`se.
3.2. Conception
Apre`s avoir e´te´ utilise´ pour analyser le syste`me, ce me´tamotif peut aussi
eˆtre utilise´ pour en concevoir une mode´lisation informatique, c’est-a`-dire pour
concevoir un SMA. On peut aussi se servir des concepts organisationnels pour
concevoir des SMA ope´rants munis d’une structure organisationnelle.
Certaines me´thodes d’analyse–conception, comme celles que nous venons de
survoler plus haut et qui sont de´crites au chapitre II page 33, utilisent un mo-
de`le conceptuel organisationnel : le syste`me est mode´lise´ sous forme de roˆles
et d’organisations.
MadKit, [Gutknecht & Ferber 98, Gutknecht & Ferber], met en
œuvre le mode`le aalaadin « agent–groupe–roˆle» (cf. supra) et permet donc une
conception organisationnelle paralle`le a` une conception objet ; cette dernie`re
cate´gorise les agents suivant leurs capacite´s, leurs fonctions, etc.
L’architecture formelle de VincentHilaire, [Hilaire et al. 00], tout comme
celle de Benoˆıt Durand, [Durand 96], utilise un mode`le organisationnel qui
est directement une spe´cification du syste`me. Les diagrammes conceptuels sont
donc directement issus de l’analyse.
3.3. Mise en œuvre
Une dernie`re fac¸on d’utiliser ce me´tamotif Schémas d’organisation est de re´aliser,
directement au niveau du programme, les diffe´rents concepts qu’il transporte.
Dans la plate-forme ou` B. Durand a applique´ son mode`le organisationnel
–– et avec laquelle il a, par exemple, de´veloppe´ une simulation d’e´pizootie de
fie`vre aphteuse ––, ainsi que dans la plate-forme que nous avions de´veloppe´e
pour mettre en œuvre une variante de ce mode`le, les roˆles, ainsi que les or-
ganisations, sont re´ifie´s. En fait, les organisations y sont meˆme des agents :
elles ont un roˆle organisation dans l’organisation syste`me, la taˆche attache´e
a` ce roˆle e´tant de veiller a` l’exe´cution, par tous les agents de cette organisa-
tion, de leur propre taˆche pour un tour d’exe´cution : les fonctions associe´es aux
roˆles qu’ils ont dans cette organisation (appele´es comportements dans le mo-
de`le). Cette re´flexivite´ est un moyen simple, mais confusionnel, d’assurer une
concurrence des comportements.
La re´ification des roˆles et des organisations permet aux agents de prendre
des roˆles en charge ou de les abandonner.
Enfin,MadKit posse`de les classes roˆle et groupe, et les agents peuvent les ma-
nipuler et meˆme en cre´er dynamiquement.MadKit permet la cre´ation dynamique
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de groupes car, dans sa mise en œuvre comme dans son mode`le, aalaadin, un
groupe n’est instance que d’un seul sche´ma d’organisation, celui de groupe (i. e.,
un groupe n’est qu’un ensemble de roˆles, il ne de´finit pas les interactions entre
les roˆles, seul le principe de se´paration est de´fini : deux agents ne devraient pou-
voir communiquer que lorsqu’ils ont un groupe en commun, c’est-a`-dire lorsque
chacun prend un roˆle –– pas force´ment diffe´rent –– dans un meˆme groupe).
4. Solution
4.1. Analyse
La solution qu’apporte ce motif dans le domaine de l’analyse d’un syste`me
est de voir le syste`me comme un ensemble d’organisations, elles-meˆmes compo-
se´es de roˆles en interaction. Il faut ensuite reconnaˆıtre le type de chaque organi-
sation, c.-a`-d. le sche´ma d’organisation a` partir duquel elle peut eˆtre instancie´e.
Dans ce cadre, un catalogue des sche´mas d’organisation les plus courants,
ainsi qu’un catalogue des roˆles types de ces sche´mas, permettrait une analyse
plus rapide. C’est ici que ce motif montre son aspect «me´ta» : il commande
plusieurs autres motifs, un par sche´ma d’organisation type ; chacun de ces motifs
de´finirait donc un ensemble de roˆles en interaction et ses cas d’utilisation.
Le manuel «The Role Modelling Guide » de la plate-forme Zeus, [Collis &
Ndumu 99], est une e´bauche de ce genre de catalogue : les roˆles les plus courants
y sont re´pertorie´s dans le but d’aider a` leur identification, a` leur conception et
a` leur mise en œuvre. La vision un peu trop oriente´e objet du role-model tel
qu’il est applique´ dans Zeus ne prend pas en compte les organisations, et encore
moins les sche´mas d’organisation, mais il peut eˆtre d’une aide pre´cieuse.
4.2. Conception
Lors de la construction des sche´mas conceptuels –– notamment du dia-
gramme de classes si l’on prend UML comme notation ––, les roˆles, les orga-
nisations auxquelles ils appartiennent et les sche´mas d’organisation dont sont
issues les organisations sont de´crits.
Faire apparaˆıtre les roˆles permet de virtualiser les services : les relations
de´crites entre les roˆles ne de´pendent que des roˆles en interaction, pas des agents
particuliers qui jouent les roˆles.
Faire apparaˆıtre les organisations, c’est de´crire les relations entre les roˆles
et montrer leur cohe´sion au sein d’une entite´ de granularite´ supe´rieure : l’or-
ganisation.
Faire apparaˆıtre les sche´mas d’organisation, c’est indiquer, pour chaque or-
ganisation, le sche´ma dont elle est issue.
Dans plusieurs des me´thodes pre´sente´es au chapitre II, les roˆles apparaissent
dans les diagrammes ; les relations entre les diffe´rents roˆles sont aussi de´crites,
l’on peut ainsi dire que les organisations sont de´crites. Par contre, les sche´mas
d’organisation apparaissent peu (voire pas du tout). Or, il nous semble que l’on
peut tirer avantage de la pre´sence des sche´mas dans les diagrammes conceptuels,
ne serait-ce que pour la documentation ainsi apporte´e.
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4.3. Mise en œuvre
La mise en œuvre de ce me´tamotif peut se faire sur diffe´rents niveaux. Le ni-
veau le plus simple est celui ou` seules les places pre´vues par les roˆles sont re´ifie´es
dans le syste`me, les agents peuvent ainsi les prendre et les abandonner a` loisir.
Le niveau suivant demande a` ce que les organisations soient aussi des ob-
jets du syste`me. Le mode`le de B. Durand est un exemple ope´rationnel de ce
niveau. MadKit est aussi a` ce niveau, bien que les groupes d’aalaadin ne sont
pas ve´ritablement des organisations (cf. la pre´sentation du mode`le aalaadin,
page 46, et [Nicolle 02]).
Le niveau final voit, quant a` lui, les sche´mas d’organisation a` leur tour
instancie´s ; les agents peuvent donc instancier des organisations sur des sche´mas,
des mode`les, qui n’existent pas au de´marrage du syste`me. La manipulation de
sche´mas d’organisation est tout a` fait comparable a` la manipulation de classes
(puisqu’un sche´ma d’organisation est une classe d’organisations), l’inte´grer dans
un mode`le n’est pas chose aise´e.
5. Discussion
5.1. Analyse & Conception
Cette section concerne a` la fois l’analyse et la conception car la seule dis-
tinction entre les deux vient du syste`me conside´re´ : pour l’analyse, il s’agit du
syste`me « re´el» (qui fait partie du monde), et pour la conception, il s’agit du
syste`me logiciel que l’on est en train de concevoir.
L’utilisation d’un mode`le de conception organisationnel permet de repre´sen-
ter conceptuellement la connaissance du monde que l’on tire de l’analyse. Le
mode`le du monde ainsi construit inte`gre plus de connaissances du Monde et
permet donc un niveau d’abstraction e´leve´.
L’utilisation de ce motif est extreˆmement pratique lorsque le syste`me pos-
se`de plusieurs groupes organise´s ; il permet de se´parer les points de vue que
l’on peut avoir sur le syste`me et d’appliquer ainsi le vieil –– mais ne´anmoins
particulie`rement utile et fre´quemment applique´ –– adage «diviser pour re´gner».
Ce motif n’est pas exempt de proble`mes. Son application a en effet tendance
a` figer l’organisation du SMA et donc a` re´duire l’adaptivite´ et la re´activite´ que
pourrait avoir le syste`me s’il pouvait se re´organiser. En fait, comme le souligne
Anne Nicolle, [Nicolle 02], la re´organisation automatique et e´mergente ne
peut effectivement avoir lieu que dans les groupes, les organisations doivent
pre´voir toute re´organisation.
Un autre proble`me, plus important, vient de la difficulte´ de se´parer roˆles
et agents, certains roˆles sont tre`s de´pendants de l’agent, d’autres sont tre`s im-
brique´s et peu discernables.
5.2. Mise en œuvre
Apre`s avoir utilise´ ce me´tamotif pour l’analyse et pour la conception du
SMA, l’utiliser pour sa mise en œuvre permet de manipuler les meˆmes concepts
de bout en bout de la cre´ation d’un SMA : la spe´cification du SMA nous en
donne son implantation.
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La re´ification des sche´mas d’organisation permettrait d’avoir plusieurs orga-
nisations construites suivant le meˆme sche´ma d’organisation sans avoir, comme
c’est le cas avec la mise en œuvre du mode`le de B. Durand, a` les pre´voir
a` l’avance (en fait, l’utilisation d’un langage interpre´te´, comme Airelle pour
[Durand 96] ou clos, permet aussi cela mais de manie`re moins e´le´gante et
surtout moins lisible qu’une simple instanciation).
Le proble`me vient encore une fois du manque de souplesse induit par ce
me´tamotif : les sche´mas sont pre´vus par le concepteur, les liberte´s de l’agent
en sont d’autant re´duites.
6. Motifs associe´s
Tous les motifs de´crivant des sche´mas d’organisation et explicitant leur uti-
lisation sont intimement lie´s a` ce me´tamotif.
Parmi les motifs de ce pre´sent the´saurus, le me´tamotif Protocoles (page 87),
qui de´finit des phases d’interaction entre roˆles, est particulie`rement inte´res-
sant : il permet de de´couvrir, en fonction de leur interaction, les diffe´rents roˆles
pre´sents dans le syste`me.
De la meˆme fac¸on, les sche´mas d’organisation que l’on peut extraire des
exemples donne´s par le manuel «The Role Modelling Guide » de la plate-forme
Zeus, [Collis & Ndumu 99], sont des motifs d’organisations agent, des mo-
tifs organisationnels. Les exemples de roˆles sont des motifs comportementaux
pour les agents.
Le motif Architecture récursive (page 131) peut aider a` concevoir les socie´te´s
d’agents, ou plus simplement les groupes d’agents, comme des agents, englo-
bant les agents qui les composent, qui peuvent avoir des roˆles dans la me´ta-
socie´te´. L’agent-groupe aura un roˆle diffe´rent et inde´pendant des roˆles de ses
agents-composants.
?
?
?
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1. Synopsis
Utiliser les protocoles de communication (et les protocoles d’interaction)
pour l’analyse, la conception et la mise en œuvre de SMA.
2. Concepts
Ce motif de´finit –– ou plutoˆt rede´finit, de manie`re plus pre´cise, plus claire ––
diffe´rents concepts de´ja` utilise´s en informatique. Ce motif partage aussi certains
concepts avec le motif Schémas d’organisation que nous venons de de´crire.
– Agent : une entite´ autonome du syste`me, c’est elle qui donne son nom au
paradigme de programmation.
– Message : outre le sens simple d’information transmise par un agent a`
un autre, ce concept porte aussi la notion d’acte de langage (cf. les travaux
d’Austin, Searle 1 & Vanderveken).
– Interaction : lien de communication, de perturbation ou d’influence entre
deux agents ; deux agents sont en interaction quand ils peuvent communiquer
(par message ou par tout autre moyen) ou quand l’un d’entre eux peut per-
turber ou influencer l’autre (i. e., ses actions, ou leurs re´sultats, peuvent eˆtre
perc¸ues comme des stimuli). Dans son acception au sein d’un protocole de com-
munication, il s’agit ge´ne´ralement d’une conversation.
– Roˆle : ce terme de´signe une fonction qu’un agent peut prendre dans une
interaction re´gie par un protocole. Chaque roˆle de´finit les messages que l’agent
qui jouera ce roˆle pourra envoyer.
– Protocole : un ensemble de re`gles qui permet a` deux agents ou plus de
se coordonner sans ambigu¨ıte´. Cette coordination peut avoir diffe´rents buts :
e´change d’information, demande de service, ne´gociation de ressources, etc. Un
protocole de´finit l’ordre et le type des messages et des actions que les agents
doivent se transmettre et ope´rer.
1. J. L. Searle, Speech Acts, Cambridge University Press, 1969.
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Il est a` noter que, bien que le terme de protocole de communication soit
souvent employe´ dans la litte´rature (et ici !), celui de protocole d’interaction
(pour des taˆches physiques) peut bien souvent avantageusement le remplacer.
3. Usages
Les interactions e´tant un des fondements du paradigme agent, il ne manque
pas d’exemples de SMA et de techniques SMA qui utilisent les protocoles d’in-
teraction, a` niveau ou a` un autre. En voici quelques unes, classe´es suivant la
phase de de´veloppement ou` l’utilisation est faite.
3.1. Analyse
Nombre des me´thodes d’analyse–conception agent, telles celles que nous
avons parcourues dans le chapitre II, inte`grent la notion de protocole de com-
munication dans la phase d’analyse du syste`me. Souvent, la communication
entre les agents n’est en fait envisage´e que sous le champ plus ge´ne´ral des in-
teractions. La communication entre les agents, les messages qu’ils s’e´changent,
ne sont donc aborde´es que d’une manie`re assez indirecte.
Par exemple, dans les re`gles de transformation de graphes, [Depke et al. 00],
les protocoles utilise´s par le syste`me sont de´crits lors de la phase d’analyse,
ils y sont meˆme primordiaux puisqu’ils sont les graphes de base du syste`me
(ensembles de bi-graphes repre´sentant l’e´tat du syste`me avant et apre`s l’ap-
plication d’une transition).
Dans le meˆme ordre d’ide´es, Gaia et soda, [Omicini 00, Wooldridge et
al. 00], et toutes les me´thodes conc¸ues par les meˆmes e´quipes (cf. le chapitre
II pour plus de de´tails), construisent des diagrammes d’interaction lors de la
phase d’analyse du syste`me. Ces diagrammes repre´sentent les protocoles utilise´s
dans le syste`me mode´lise´.
3.2. Conception
La me´thode MaSE, [Wood & DeLoach 00], inte`gre les protocoles de com-
munication dans la phase de conception, au travers de la construction des
« conversations».
AUML, [Odell et al. 00], propose de mode´liser les protocoles graˆce a` quelques
modifications de la notation UML. Ce sont surtout les diagrammes de se´quence
qui sont utilise´s. C’est d’ailleurs cette notation qui a e´te´ choisie par la fipa pour
de´crire diffe´rents protocoles de communication. En fait, ce sont des gabarits de
protocoles qui sont repre´sente´s (cf. la section 3.4 Protocoles de communication,
page 26, du chapitre I de ce me´moire pour un exemple).
De la meˆme fac¸on, l’utilisation d’UML proˆne´e par [Oechslein et al. 02]
permet aussi de mode´liser les protocoles de communication. Mais, cette fois-
ci, c’est en l’utilisation des diagrammes d’activite´ 2 et plus particulie`rement la
possibilite´ d’y inte´grer des e´changes de signaux qui servent a` mode´liser les dif-
fe´rents sce´narios d’interaction possibles entre les agents du syste`me. Comme le
2. A` la diffe´rence des diagrammes d’activite´ d’UML «pur» qui sont associe´s a` des classes, ceux-ci
sont associe´s a` des roˆles.
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soulignent Christoph Oechslein et ses coauteurs, l’utilisation de la notation
UML, et notamment le langage de contraintes OCL, peut permettre le passage
(quasi-)automatique des diagrammes vers une mise en œuvre des comporte-
ments des agents.
Nabil Hameurlain propose, [Hameurlain 02], de de´crire les protocoles
d’interaction (donc plus larges que les protocoles de communication, mais il
donne les exemples du « contract-net» et de sa version ite´re´e) avec des re´seaux
de Petri et d’utiliser des composants (i. e., des parties de protocoles) pour
construire et composer les re´seaux de Petri repre´sentant les protocoles.
4. Solution
4.1. Analyse
La solution apporte´e par ce motif lors de la phase d’analyse peut prendre
deux formes. La premie`re est de penser a` repe´rer les e´changes de messages entre
les entite´s du syste`me conside´re´ et a` les voir comme des conversations, a` essayer
de les abstraire pour en tirer des protocoles de communication.
La seconde fac¸on d’utiliser ce motif est paralle`le a` la premie`re. Il s’agit
cette fois de se servir d’un catalogue de protocoles de communication (tel celui
propose´ par la fipa) comme d’une grille d’analyse du syste`me. Cette grille peut
aider a` repe´rer plusieurs e´le´ments du syste`me analyse´. Tout d’abord, elle permet
d’identifier les protocoles utilise´s (ou les types de protocoles utilise´s). Ensuite,
et graˆce a` cela, elle peut faire ressortir les diffe´rents roˆles et comportements
qu’ont les agents. Enfin, elle permet un repe´rage, et meˆme une typologie, des
messages e´change´s lors des conversations qui suivent ces protocoles.
4.2. Conception
Comme il est de´ja` reconnu en ge´nie logiciel, plus toˆt une caracte´ristique du
syste`me est repe´re´e, mieux elle sera traite´e. De ce fait, les protocoles reconnus
lors de la phase d’analyse seront d’autant mieux de´crits lors de la conception.
La solution propose´e par ce motif est de repre´senter les protocoles de com-
munication dans les diagrammes repre´sentant le syste`me conc¸u, comme c’est le
cas pour les me´thodes cite´es plus haut, et de la fac¸on qu’AUML ou Oechslein
et alii proposent. Cette repre´sentation permet, comme c’est le but recherche´
dans les e´diteurs UML, d’automatiser le passage des diagrammes au code.
Une autre proposition de ce motif est de de´composer la communication des
agents en conversations cate´gorise´es. Les e´changes auxquels peut participer un
agent peuvent eˆtre de´compose´s en instanciations de protocoles de communi-
cation connus.
5. Discussion
5.1. Analyse
La prise en compte de l’existence des protocoles de communication lors de
l’analyse du syste`me simplifie grandement l’identification des diffe´rents roˆles,
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des diffe´rentes interactions et des types de message que les agents peuvent
s’e´changer.
De plus, a` l’instar des motifs, les diffe´rents types de protocole forment un vo-
cabulaire qui permet de simplifier l’analyse du syste`me, la documentation du lo-
giciel et la communication a` l’inte´rieur de l’e´quipe de de´veloppement. Il est beau-
coup plus simple de parler de « contract-net» ou d’« enche`re hollandaise» que
d’expliquer a` chaque fois le type de conversation que ces protocoles repre´sentent.
5.2. Conception
Un de´savantage de re´ifier les protocoles dans les diagrammes de conception
est, comme c’e´tait de´ja` le cas pour les sche´mas d’organisation, qu’ils diminuent
l’ouverture, les possibilite´s d’extension et le choix des agents en pre´voyant trop
de choses a` l’avance. Or, en ge´nie logiciel, il est toujours mieux de spe´cifier toˆt.
De plus, connaˆıtre les protocoles disponibles permet le choix, alors que ne pas
les connaˆıtre n’e´tend pas le choix, cela le rend impossible.
6. Motifs associe´s
Le motif Schémas d’organisation (page 79) est bien suˆr un motif associe´ de
Protocoles, ces deux motifs ayant de nombreux concepts en commun (notamment
le tre`s important concept de roˆle).
Le motif Influences (page 105) est aussi lie´ a` celui-ci. En effet, les communi-
cations entre les agents peuvent eˆtre conside´re´es comme des influences.
Le motif Marques (page 93) peut servir de support a` ce motif. En effet,
il propose un moyen de communication simple entre les agents : le de´poˆt de
marques et leur perception, et un type ge´ne´rique de messages : les marques.
Enfin, les motifs fils de ce me´tamotif, c’est-a`-dire les diffe´rent motifs expli-
quant chacun le contexte d’application et les contraintes re´solues par tel ou tel
protocole, font aussi partie de cette section.
?
?
?
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me´taphoriques
Ces motifs sont issus de l’application au domaine des SMA de techniquesvenant d’un domaine totalement diffe´rent de celui des proble`mes abor-de´s par les motifs. Ces motifs consistent donc en l’utilisation fre´quente
et de´tourne´e (d’ou` le terme de me´taphores) de techniques et de concepts valide´s
dans d’autres domaines.
Nous proposons deux motifs me´taphoriques :
Marques : applique la me´taphore des phe´romones et du marquage de l’en-
vironnement.
Influence : applique la me´taphore des forces physiques et des forces d’ac-
tion a` distance.
Il est a` noter que la me´taphore sociale utilise´e dans le motif Schémas d’organisa-
tion pourrait aussi nous inciter a` le placer parmi ces motifs me´taphoriques. Tou-
tefois, le fait que la me´taphore sociale est fondatrice du paradigme agent et l’as-
pect «me´ta» de ce motif nous ont conduit a` le placer dans la section pre´ce´dente.
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1. Synopsis
Les agents laissent des traces dans l’environnement pour se servir de l’envi-
ronnement comme d’une me´moire supple´mentaire, partage´e et situe´e.
2. Forces
– Les agents ont des capacite´s me´morielles limite´es.
– Les agents ont des capacite´s communicatives limite´es.
– Les agents sont situe´s : il existe des contraintes concernant leurs positions,
leurs de´placements, il y a une temporalite´ dans le syste`me (e´volutivite´).
– Il y a des contraintes sur les ressources utilisables par les agents : vitesse,
autonomie e´nerge´tique, dure´e limite´es. Ils ne peuvent passer leur temps a` se
rechercher pour communiquer.
– Les informations a` stocker ou a` partager ont un caracte`re spatial, elles
ont une localite´ (i. e., elles ne sont pertinentes que localement).
3. Origines
L’origine du mode`le des marques est avant tout biologique. C’est en effet un
principe utilise´ par de nombreuses espe`ces d’insectes et dont l’exemple le plus
connu est celui des fourmis : chaque fourmi de´pose une petite quantite´ de sub-
stances chimiques (appele´es «phe´romones») lui permettant a` la fois de marquer
son passage (me´moire externe) et d’indiquer a` ses conge´ne`res le chemin qu’elle a
pris (moyen de communication). En fait, les phe´romones induisent directement
un comportement spe´cifique chez l’individu qui les perc¸oit (c’est une re´action
dans le sens de l’opposition re´actif–cognitif pre´sente dans la litte´rature agent).
Elles agissent comme les transmetteurs chimiques du syste`me nerveux, les hor-
mones (d’ou` le nom de phe´rormone ou phe´romone) ; ainsi les fourmis utilisent-
elles aussi les phe´romones pour communiquer entre elles sur une courte distance.
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L’utilisation la plus connue des phe´romones est bien suˆr celle de la piste,
cite´e plus haut, mais d’autres besoins sont satisfaits par leur usage. Ainsi, les
termites s’en servent-elles pour la construction de leurs gigantesques termitie`res.
Chaque termite produit le ciment par re´gurgitation et y inte`gre de ce fait une
petite quantite´ de phe´romones, l’endroit ou` ce mate´riau sera de´pose´ de´pend de
la quantite´ de ciment porte´ par la termite mais aussi et surtout des phe´romones
perc¸ues par la termite, plus la charge est importante et plus la quantite´ de
phe´romones est importante, plus elle a de chances de de´poser ce qu’elle porte.
Ainsi, si la termite est a` sa charge maximale, de´pose-t-elle le ciment la` ou` elle
se trouve ; si la quantite´ de phe´romones est maximale, elle de´pose ce qu’elle
porte, quelle qu’en soit la quantite´. Avec un nombre suffisant de termites fonc-
tionnant suivant ces re`gles simples, il apparaˆıt rapidement des piliers dont les
extre´mite´s ont tendance a` se rapprocher pour former des arches et ainsi un
nouveau plancher sur lequel le processus se renouvelle, [Bonabeau & The´-
raulaz 94, p. 58 sq.]. Il s’agit ici d’une fonction stigmergique : aucune termite
ne donne d’ordre ni de plan, il s’agit d’une action collective qui n’a pas lieu
s’il n’y a pas assez de participants.
Une autre fonction remplie graˆce a` des phe´romones est celle du recrutement.
En effet, lorsque les fourmis de´posent des phe´romones sur leur chemin elles
ne le font pas de la meˆme fac¸on dans les deux sens : lorsqu’elles cherchent
de la nourriture, elles ne font que repe´rer leur chemin, lorsqu’elles reviennent
a` la fourmilie`re apre`s avoir trouve´ une source de nourriture, leurs traces sont
proportionnelles a` la quantite´ et a` la qualite´ de la nourriture qu’elles ont trouve´.
Ainsi, les autres fourmis suivront-elles d’autant plus cette piste que la source
est importante. La piste sert donc au recrutement d’autres fourmis pour aider
l’inventrice a` la re´colte.
En plus des pistes, le marquage phe´romonal permet aussi de de´limiter le ter-
ritoire. Cette fonction est d’ailleurs fortement re´pandue puisqu’elle est utilise´e
par des espe`ces plus e´volue´es 1 que des insectes, comme de nombreux mam-
mife`res (fe´lins, rongeurs, etc.) : ils apposent leur odeur, le plus souvent pour
de´limiter un territoire. Les phe´romones sont des substances chimiques assi-
milables a` des odeurs car elles sont perc¸ues par le meˆme genre de capteurs
(che´more´cepteurs) que ceux qui composent le syste`me olfactif, par contre elles
fonctionnent bien sur un mode plus re´actif puisque, bien qu’il semblerait que
nous (les eˆtres humains) y soyons sensibles, nous ne nous rendons pas compte
de leur existence (nous n’en formons pas d’images mentales, comme nous le
faisons des autres odeurs).
Les phe´romones sont aussi utilise´es pour l’identification individuelle ou so-
ciale. Chaque individu marque son appartenance a` un groupe social (chaque
fourmilie`re, termitie`re...) graˆce a` un bouquet 2 de phe´romones particulier a` ce
groupe. De cette fac¸on, deux fourmis de la meˆme fourmilie`re s’accepteront mais
rejetteront toute fourmi (meˆme de la meˆme espe`ce) n’appartenant pas a` leur
socie´te´ myrmicienne. De la meˆme fac¸on, certaines espe`ces utilisent les phe´ro-
mones pour attirer les conge´ne`res de l’autre sexe. Ainsi, certains papillons fe-
melles e´mettent-elles des phe´romones perc¸ues a` plusieurs kilome`tres de distance
par les papillons maˆles de la meˆme espe`ce, leur permettant ainsi de se trouver
1. Nous entendons par la` qu’elles ont des fonctions biologiques individuelles plus e´volue´es (sur-
tout au niveau du syste`me nerveux).
2. Les phe´romones sont utilise´es en bouquet, cela permet une reconnaissance plus suˆre que s’il
n’y avait qu’une seule odeur.
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(c’est bien plus rapide qu’une petite annonce ;o), dans ce cas, l’information est
diffuse´e, disse´mine´e, par le vent.
Cette fonction d’identification va jusqu’a` la communication, e. g., les larves
formiques e´mettent certaines phe´romones lorsqu’elles ont faim ou ont besoin
d’eˆtre toilette´es. Cette fonction de communication est notamment utilise´e pour
la communication d’urgence, utilise´e la` encore par de nombreuses espe`ces en-
tomologiques, comme les fourmis ou les abeilles. En effet, dans le venin de ces
dernie`res entre en composition une phe´romone qui a la capacite´ d’e´nerver et
de pousser a` l’attaque les abeilles avoisinantes. La re´manence des phe´romones
permet souvent a` ce message d’alerte de survivre a` l’individu e´metteur.
De la meˆme fac¸on, les miettes de pain du petit Poucet du conte de Perrault
ou le mythique fil d’Ariane sont des marques et rele`vent du meˆme principe :
utilisation de l’environnement comme me´moire supple´mentaire, collective et si-
tue´e. La signalisation routie`re utilise les meˆmes effets : ce sont des informations
place´es la` ou` elles sont pertinentes (avertissement de la pre´sence d’un danger,
indication de direction, etc.). L’on pourrait meˆme aller jusqu’a` l’e´criture (i. e.,
de´poˆt d’une information sur un support physique dans le but de la communi-
quer ou de s’en souvenir) mais ce serait par trop ge´ne´raliser : les e´crits sont
le plus souvent sur des supports mobiles –– quand ils ne le sont pas, ils sont
plus assimilables a` la signalisation dont nous venons de parler –– il s’agit donc
d’une communication quasi directe.
Ce principe de marquage est donc fortement re´pandu et d’autant plus utilise´
que les syste`mes sont organise´s. En effet, comme le remarque Guy The´raulaz
dans [Bonabeau & The´raulaz 94, p. 41], lorsqu’il y a peu d’interactions
dans un groupe, que ce soit en quantite´ ou en qualite´, il y a peu de coordination
entre les agents, peu de spe´cialisation fonctionnelle et peu d’inte´gration sociale ;
la re´ciproque e´tant vraie elle aussi : plus il y a d’interactions, plus le groupe
est une socie´te´, plus il est organise´.
4. Usages
La communication par marquage et plus particulie`rement par phe´romones
a e´te´ e´tudie´e dans [Booth & Stewart 93]. Les performances d’un SMA com-
pose´ de robots trieurs qui communiquent par une phe´romone simple sont com-
pare´es au meˆme syste`me dans lequel les agents ne communiquent pas. Les phe´-
romones structurent l’espace et les agents suivent cette structure pour de´placer
les phe´romones, il y a cre´ation d’un cercle vertueux qui permet au SMA de
trier l’environnement.
La me´taphore des marques est utilise´e dans Manta, la simulation d’une colo-
nie de fourmis de´veloppe´e dans [Drogoul 93a]. Il s’agit ici de coller a` la re´alite´
entomologique : les fourmis ont un comportement re´actif dirige´ par des stimuli,
ceux-ci pouvant eˆtre internes ou externes. Les stimuli externes sont souvent
des messages envoye´s par d’autres fourmis, ils ont une porte´e limite´e et une
force (un poids) faiblissant avec l’augmentation de la distance entre l’e´metteur
et le re´cepteur. Ces stimuli externes repre´sentent les phe´romones identifiantes
des divers objets (œufs, larves, fourmis, reine) et leurs e´tats (affame´, repus,
etc.). L’aspect entropique de l’utilisation des marques n’est pas aborde´ ici. Par
contre, [Klu¨gl et al. 98], en inte´grant la trophallaxie (e´change d’e´nergie entre
deux fourmis) et l’existence de fourmis-re´serves (fourmis pleines de miel et qui
servent a` la fois de re´servoirs vivants et de nœuds dans le re´seau des communi-
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cations et de dissipation de l’e´nergie), de´montrent l’utilite´ d’inte´grer une notion
d’e´nergie et d’e´change d’e´nergie dans le syste`me : la fourmilie`re simule´e est plus
performante et posse`de un comportement plus proche de la re´alite´.
Pour rester dans le domaine des simulations de socie´te´s d’insectes, nous ci-
terons l’exemple de Mari Nakamura et Koichi Kurumatani, [Nakamura &
Kurumatani 96], qui, en introduisant une de´sensibilisation des organes per-
ceptifs apre`s avoir perc¸u une dose importante de phe´romones, obtiennent une
structuration du fourragement simule´ par leur SMA : suivant les seuils utilise´s,
le recrutement et donc la re´partition des fourmis sur le terrain varient.
Ndedi Monekosso, Paolo Remagnino et Adam Szarowicz, utilisent les
phe´romones pour augmenter la vitesse de convergence d’un algorithme de Q-
learning multi-agent, [Monekosso et al. 02]. L’utilisation du motif Marques
permet aux agents de communiquer, de se coordonner et de coope´rer dans l’ap-
prentissage, sans conse´quence lourde sur le temps de calcul (la communication
ne se faisant pas par envoi de messages). Les agents ont un facteur de croyance
pour chaque marque qu’ils perc¸oivent ; cela leur permet d’affiner de meilleure
fac¸on leur comportement re´actif. Comme dans l’exemple pre´ce´dent, les auteurs
montrent qu’un taux d’e´vaporation trop bas, ou un taux de de´poˆt trop e´leve´ de
la part des agents, me`ne a` des re´sultats plus pauvres.
Certaines plates-formes, dont MadKit, proposent un mode`le de marquage.
Pour MadKit, il s’agit d’un ensemble de classes permettant de ge´rer facilement
la production, la propagation et l’e´vaporation d’odeurs (flavors). Chaque agent
peut cre´er ses propres odeurs et e´voluer dans un environnement qui se chargera
de leur devenir. Il existe aussi des me´thodes pre´-code´es permettant a` un agent
de suivre un gradient d’une odeur particulie`re.
Sven Brueckner, in [Brueckner 00], explique l’utilisation et la mise en
œuvre de la Pheromone Infrastructure (PI) pour la coordination stigmergique
d’agents simples a` l’inte´rieur d’un environnement simule´. Il a ainsi de´veloppe´ un
mode`le formel ge´ne´rique permettant la pre´diction de la dynamique des interac-
tions phe´romonales entre les agents. Le but est donc de pouvoir concevoir un
SMA utilisant la Pheromone Infrastructure et dont le concepteur pourrait pre´voir
le devenir graˆce au mode`le formel de la PI. Il s’agit aussi d’utiliser ce mode`le
formel pour concevoir les comportements interactifs des agents : l’agent utilise-
rait ses connaissances du mode`le formel pour interagir –– pour savoir quand et
comment lire les phe´romones de´pose´es et quand et comment il doit de´poser ses
phe´romones pour induire tel ou tel comportement chez ses interlocuteurs.
In [Bonabeau & The´raulaz 94, p. 216], Hugues Bersini, PascaleKuntz
& Dominique Snyers utilisent des agents re´actifs simples qui manipulent des
marques phe´romonales pour re´soudre un proble`me du type voyageur de com-
merce. Cet exemple montre a` la fois l’utilite´ du motifMarques et des SMA pour re´-
soudre des proble`mes qui n’ont rien a` voir avec la simulation ou la vie artificielle.
In [Holland 95], John H. Holland de´crit le me´canisme de tagging qui
consiste, pour les agents, a` porter des signes qui provoquent l’attraction ou la
re´pulsion des autres agents. Bien que l’immunologie soit a` la base de son ide´e,
il utilise ici la fonction d’identification des phe´romones utilise´e par les animaux.
Cette fonction d’identification peut eˆtre pousse´e jusqu’a` permettre a` un agent
de reconnaˆıtre la fonction d’un autre agent au sein du groupe. L’on peut faire le
paralle`le avec l’utilisation d’insignes et d’uniformes dans les socie´te´s humaines.
Pascal Ballet, in [Ballet 00], utilise le motif Marques pour sa capacite´ a`
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structurer l’environnement. Dans son application des SMA a` la reconnaissance
de contours, chacun de ses agents augmente le contraste local de l’image, ce
qui permet, graˆce aux passages successifs d’autres agents, de faire ressortir les
contours pre´sents dans l’image. Chaque agent, en modifiant ou non l’environ-
nement qu’est l’image, induit une modification ulte´rieure de l’environnement
par les autres agents, il y a ici aussi cre´ation d’un cercle vertueux qui re´alise
la fonction du SMA. Pascal Ballet de´montre que chaque modification appor-
te´e par un agent doit eˆtre limite´e pour e´viter la ge´ne´ration de bruits et bien
e´videmment non nulle pour que l’image soit modifie´e.
Serge Fenet & Salima Hassas, dans [Fenet & Hassas 98], utilisent le
motif Marques pour e´quilibrer la charge d’un re´seau : des agents messages trans-
portent et de´posent des marques indiquant la charge des nœuds voisins. De la
meˆme fac¸on, dans [Fenet 01], Serge Fenet utilise ce motif pour de´velopper
un IDS (Intrusion Detection System), dont le comportement est calque´ sur les
re´actions de de´fense des fourmilie`res et des ruches.
Nous trouvons donc diffe´rentes fonctions des marques utilise´es dans des
applications informatiques. Les marques servent a` optimiser le SMA, soit en
lui permettant d’e´conomiser des ressources (l’environnement sert de me´moire
partage´e), soit en lui permettant de structurer le syste`me (Jacques Gervet
appelle cela la « construction d’une structure signifiante» in [Bonabeau &
The´raulaz 94, p. 133]).
Cette structuration peut concerner l’espace : par se´gre´gation–identification
(avec le tagging de [Holland 95]), par l’utilisation d’un gradient (dans [Booth
& Stewart 93], [Fenet & Hassas 98] etMadKit) ou par marquage de limites
et de pistes (dans [Ballet 00], [Bonabeau & The´raulaz 94] et [Nakamura
& Kurumatani 96]).
Elle peut aussi concerner l’organisation sociale : par communication (dans
[Drogoul 93a] et [Nakamura & Kurumatani 96]), par coordination (dans
[Brueckner 00]) ou par communication & entropie (avec [Klu¨gl et al. 98],
[Monekosso et al. 02] et surtout [Van Dyke Parunak 97] dont nous al-
lons parler se´ant).
En effet, dans [Van Dyke Parunak 97], Henry Van Dyke Parunak
de´veloppe un mode`le entropique des interactions dans un SMA. L’ide´e principale
est d’inte´grer une fuite entropique dans le syste`me. En effet, selon la deuxie`me
loi de la Thermodynamique, les syste`mes ferme´s 3 tendent vers le de´sordre.
Or les diffe´rents exemples de SMA construits jusqu’ici ont plutoˆt tendance a`
s’organiser d’une fac¸on efficace. L’explication est donc qu’il y a de l’e´nergie qui
y est ajoute´e de l’exte´rieur. Ainsi, pour Henry Van Dyke Parunak, les agents
s’organisent-ils au niveau macro car leurs actions sont couple´es a` une dissipation
au niveau micro. La fuite d’entropie est organise´e du niveau macro (qui est le
seul endroit ou` le travail du syste`me est re´alise´) vers le niveau micro.
Les agents produisent de l’e´nergie par leurs actions et, concurremment mais
sans intention des agents, celle-ci est dissipe´e (soit par des e´changes directs entre
les agents, soit via l’environnement). Cette dissipation cre´e des champs de flux
qui sont perc¸us par les agents qui le renforcent et dont le comportement est
3. I. e., dont le cycle e´nerge´tique est ferme´, pas par opposition a` l’ouverture des syste`mes com-
plexes. Ainsi, un syste`me peut-il eˆtre ouvert, en cela qu’il accepte des interactions non fixe´es
a` sa conception, et en meˆme temps ferme´ au sens thermodynamique, c’est-a`-dire qu’il e´volue
dans une enceinte adiabatique.
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modifie´ par ces champs de flux. Les actions des agents font de´croˆıtre l’entropie
alors que la dissipation la fait croˆıtre.
Si la dissipation a lieu via l’environnement (l’e´nergie est repre´sente´e par des
phe´romones), les agents se trouvent a` la fois aux niveaux micro et macro de la
figure 18. Si la dissipation a lieu entre les agents (l’e´nergie est repre´sente´e par
une monnaie –– H. Van Dyke Parunak donne en effet l’exemple du marche´
e´conomique dans lequel l’argent be´ne´ficie a` ceux qui le font circuler et qui se
disperse des acheteurs aux vendeurs, les entrepreneurs perc¸oivent alors le flux
d’argent et s’orientent dans son sens, il en re´sulte alors des structures auto-
po¨ıe´tiques telles des chaˆınes d’approvisionnement et des centres e´conomiques),
alors les agents appartiennent au niveau micro et seules les structures e´mer-
gentes sont dans le niveau macro.
-
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Fig. 18 – Organisation Macro au travers de la dissipation micro, [Van
Dyke Parunak 97, p. 21]
Henry Van Dyke Parunak propose ainsi trois caracte´ristiques ne´cessaires
a` ce me´canisme :
– quelque chose doit circuler (matie`re, information, e´nergie), soit parmi les
agents, soit via l’environnement, cre´ant ainsi un gradient ;
– les agents doivent pouvoir percevoir ce gradient et s’en servir pour s’orien-
ter ;
– les actions des agents doivent renforcer le champs (re´tromettance posi-
tive).
Il est bon de rappeler que la « the´orie mathe´matique de l’information»,
[Shannon & Weaver 49], mais aussi [Ash 65, Brillouin 59], bien qu’utilise´e
a` de nombreuses reprises, ne peut s’appliquer qu’au niveau physique des moyens
de communication (dixit Claude Shannon lui-meˆme, cf. l’opuscule cite´), et que
son rapport a` l’entropie 4 telle qu’elle est utilise´e en thermodynamique n’est
que me´taphorique.
Toutefois, la the´orie propose´e ici a le me´rite de proposer une explication et
un moyen de reproduire le phe´nome`ne d’e´mergence pre´sent dans de nombreux
syste`mes, et notamment ceux utilisant la communication via l’environnement.
C’est d’ailleurs a` partir de cette the´orie que Jean-Pierre Mu¨ller a e´labore´ une
4. D’ailleurs, Shannon parle d’entropie alors qu’il manipule la ne´guentropie, en utilisant la lettre
H, qui, en ge´ne´ral, repre´sente l’enthalpie... Pour des notions claires de thermodynamique, le
lecteur pourra se reporter a` un bon cours de chimie de niveau terminale.
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me´thode de conception de syste`mes multi-agents, [Mu¨ller 98].
5. Solution
L’agent de´pose des traces dans l’environnement. Ces traces sont des objets
de tre`s faible granularite´ (i. e. au niveau de la mise en œuvre, il s’agit d’objets de
structure tre`s simple) et de taille quantique : ces objets ont une taille minimale,
voire nulle, par contre, ils ont une certaine force (ou sont pre´sents au meˆme
endroit dans une certaine quantite´) qui permet a` l’agent de le sentir a` une
certaine distance. Une fois de´pose´es, c’est l’environnement qui se charge alors
de leur devenir : e´vaporation, disse´mination/propagation, perception.
Ces traces sont perc¸ues dans une zone limite´e : le rayon de perceptibilite´ et
les re`gles ge´rant l’affaiblissement de la qualite´ de perception en fonction de la
distance sont eux-meˆmes fonction de la marque et de la topologie de l’environ-
nement. La perceptibilite´ est, bien suˆr, aussi fonction des organes sensoriels de
l’agent : certains de ces objets phe´romonaux peuvent ne pas eˆtre accessibles de
la meˆme fac¸on (quantitativement et qualitativement parlant) a` tous les agents, a`
l’instar des phe´romones naturelles dont la composition chimique est diffe´rente
suivant les espe`ces animales (voire meˆme suivant les groupes sociaux) et qui
n’ont donc pas la meˆme signification pour deux individus d’espe`ces ou meˆme
de groupes diffe´rents (e. g. chaque colonie de fourmi posse`de sa propre odeur
qui signifie « ami» pour les membres de la colonie et « ennemi» pour les autres
fourmis ; de la meˆme fac¸on, une phe´romone de papillon peut eˆtre totalement
ignore´e par une fourmi).
En outre, l’utilisation des marques permet aux agents de communiquer sans
s’e´changer de messages : de´poser une certaine quantite´ d’une certaine marque,
c’est modifier l’environnement perc¸u par tous les agents. C’est par une boucle
de re´tromettance qu’e´mergent une communication et une interaction entre les
agents. Il s’agit la` d’e´mergence faible, [Jean 97], puisque les agents n’ont aucun
moyen de connaˆıtre l’auteur du message, non plus qu’ils ne peuvent de´terminer si
c’est un message –– c’est une trace qu’ils perc¸oivent, ils re´agissent a` la perception
de cette trace. Il est a` noter que les marques sont des objets simples, il n’est
pas question dans le motif de base que les agents de´posent des messages plus
e´volue´s. Cela peut bien suˆr eˆtre envisage´ mais il s’agira alors d’une extension
de´naturante du motif Marques.
6. Mise en œuvre
Ce motif n’est pas applique´ de la meˆme fac¸on si le syste`me que l’on envisage
est une simulation ou si l’environnement du syste`me est le monde re´el (robots).
S’il s’agit de faire e´voluer des agents dans le monde re´el (par exemple des
robots), les phe´romones sont alors des marques ou des traces de produit que
les agents sont capables de percevoir facilement et distinctement. Comme le
souligne Jacques Gervet dans [Bonabeau & The´raulaz 94, p. 142] :
« Il est peu probable que les meˆmes vecteurs soient utilise´s dans un
syste`me artificiel, et cette diffe´rence invite a` rechercher les traits qui
seront pourtant comparables dans les modes de fonctionnement ; ainsi,
l’information chimique est chez les animaux particulie`rement adapte´e a`
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donner des informations de type qualitatif, et son utilisation est tre`s re´-
pandue pour l’identification individuelle, l’appartenance sociale, voire la
reconnaissance topographique de l’environnement (territoire, pistes...).
Il est peu probable que cette modalite´ soit jamais beaucoup utilise´e dans
un syste`me artificiel ; mais il se peut que la modalite´ la mieux adapte´e
a` la re´alisation de ces fonctions ait a` prendre certaines des caracte´ris-
tiques fonctionnelles que la communication chimique a prises dans le
monde animal : re´alisation facile de « formes » caracte´ristiques, perma-
nence du signal apre`s e´mission, distinction qualitative. Par exemple, le
de´poˆt de traces visuelles permanentes et clairement reconnaissables par
un autre agent constituerait un substitut ayant des proprie´te´s analogues
et mieux adapte´es aux caracte`res propres des agents artificiels actuelle-
ment concevables. »
Si les agents e´voluent dans un monde simule´, alors il faut que l’environ-
nement y soit proactif pour qu’il puisse ge´rer le cycle de vie des marques :
e´vaporation, disse´mination (par le vent, le de´placement par d’autres agents), le
masquage (sur-apposition d’autres marques), la disparition (voire l’enle`vement,
comme les miettes de pain du petit Poucet).
C’est l’environnement qui doit s’occuper de ces marques, comme cela se
passe dans la re´alite´ pour les phe´romones. Une solution consisterait a` simu-
ler le phe´nome`ne d’e´vaporation par l’inclusion d’une date dans la structure
repre´sentant la marque, cette date servirait a` l’agent pour juger de la percep-
tion de la marque. Mais cette solution n’est conceptuellement pas acceptable
car elle de´place l’activite´ d’e´vaporation dans l’agent alors qu’elle se situe dans
l’environnement de l’agent. D’autres solutions du meˆme type (i. e., inse´rer des
informations dans la structure repre´sentant les marques pour que l’agent de´cide
s’il doit ou non les percevoir et de quelle fac¸on), ne sont pas acceptables pour
les meˆmes raisons. Le principe est de de´le´guer a` l’environnement la charge de
me´morisation et de gestion du cycle de vie de ces me´moires que sont les marques.
Les marques ont un rayon de perceptibilite´ de´fini : un agent ne peut percevoir
la pre´sence d’une marque a` un certain endroit que s’il en est suffisamment
proche. Bien suˆr, cette notion de proximite´ de´pend fortement de la topologie
intrinse`que de l’environnement (au sens mathe´matique du terme : notions de
voisinage et de distance).
Les marques ont une certaine volatilite´ : la quantite´ de marques pre´sente
en un point diminue en fonction du temps, il y a e´vaporation. Cela peut se
mettre en œuvre de deux fac¸ons : activement ou a` l’opportuniste. La technique
active consiste a` ce que l’environnement soit proactif et s’occupe, a` intervalles
re´guliers, de faire diminuer la quantite´ de marques pre´sente en chaque lieu.
La seconde technique, opportuniste, consiste a` calculer la quantite´ de marques
accumule´e en un lieu de´fini seulement lorsqu’un agent est susceptible de la per-
cevoir, c’est-a`-dire lorsque l’environnement envoie les percepts a` l’agent. Cette
dernie`re technique demande un mode`le mathe´matique pre´cis des dynamiques
lie´es a` l’e´vaporation et a` la diffusion des marques.
Une caracte´ristique parfois utile des marques est leur diffusion dans l’en-
vironnement : si une quantite´ importante de marques se trouve en un point,
les points voisins 5 re´cupe`rent une partie de cet amas de marques. Cette diffu-
sion peut bien entendu suivre toutes les re`gles que l’on de´sire, les plus simples
5. Encore une fois, la notion de voisinage de´pend de la topologie de l’environnement.
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e´tant bien e´videmment uniformes (i. e., chaque voisin rec¸oit la meˆme quantite´
de marques) mais l’on peut aussi imaginer d’autres re`gles : en faisant intervenir
le vent (ou un phe´nome`ne similaire) par exemple. Cette diffusion permet la for-
mation d’un gradient de la quantite´, de la force, de cette marque. Ce gradient
peut ainsi eˆtre suivi par les agents et le syste`me pourra alors be´ne´ficier des
avantages donne´s par le mode`le de H. Van Dyke Parunak pre´sente´ page 97.
Cette caracte´ristique peut, comme la pre´ce´dente, eˆtre mise en œuvre par les
meˆmes deux techniques : active et opportuniste.
Une dernie`re caracte´ristique que l’on peut inte´grer est le masquage : une
marque peut, si elle est pre´sente en quantite´ suffisamment importante, masquer
une autre marque pre´sente au meˆme endroit en quantite´ plus faible. Il s’agit
d’une re`gle entrant dans le calcul par l’environnement de ce qui sera donne´ aux
organes sensoriels de l’agent.
7. Discussion
Bien suˆr, il existe d’autres solutions que le motif Marques pour re´gler les
proble`mes de communication et de ressources limite´es mais ce ne sont pas re´el-
lement des solutions en ce qu’elles ne re´solvent pas entie`rement le proble`me,
posent d’autres proble`mes ou n’inte`grent pas toutes les contraintes.
Une solution e´vidente au proble`me de la communication serait de faire que
les agents se de´placent pour qu’ils se rapprochent et communiquent, mais les
de´placements ne sont jamais gratuits, sans parler de la difficulte´ de se retrouver
si on ne peut communiquer a` grande distance.
D’autre part, les informations dont l’agent a besoin pourraient eˆtre tout sim-
plement range´es dans un coin de la me´moire de chaque agent ; mais cette solution
ne prend pas en compte la contrainte de limitation de la capacite´ me´morielle
des agents, encore moins que la structuration possible par l’environnement.
Cette information pourrait aussi eˆtre partage´e. Mais le partage n’est pas
toujours possible, il faut un acce`s rapide a` l’information pour chaque agent et
ceci n’est pas re´alisable dans le cas de robots ou d’agents re´ellement autonomes
dans le syste`me d’exploitation (les me´canismes de gestion de me´moire parta-
ge´e sont gourmands en communication). Dans le cas de robots, il est toujours
possible d’utiliser leur base de de´ploiement (fourmilie`re) mais cela oblige alors
les agents a` revenir fre´quemment a` la base ou a` utiliser un moyen de commu-
nication a` distance avec celle-ci.
De plus, ces deux solutions ne permettent pas d’inte´grer facilement le fait
que ces informations peuvent n’eˆtre pertinentes que localement.
Elles posent aussi le proble`me de la mise a` jour des informations contenues
dans la me´moire de l’agent ou dans la me´moire partage´e. Nous voyons alors
que la conclusion de Rodney Brooks : « use the world as its own model »,
[Brooks 91b], prend ici toute sa signification.
Il y a aussi des proble`mes lie´s a` l’utilisation de ce motif, [Drogoul &
Fresneau 98] estime que sa mise en œuvre dans le monde re´el, c’est-a`-dire
avec des robots, n’est pas si facile : il y a des proble`mes pour trouver le bon
produit –– cela pose des proble`mes au niveau des capteurs, de leur sensibilite´ et
de leur pre´cision. L’on pourrait re´pondre que la robotique est une science qui
progresse rapidement, mais il vrai que des capteurs aussi performants que ceux
des insectes ne sont pas encore a` notre porte´e (on notera l’approche novatrice
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de [Kuwana et al. 96] qui utilise, avec succe`s, une antenne de papillon comme
capteur de phe´romones pour un petit robot expe´rimental).
Par contre, comme nous le soulignions plus haut en citant Jacques Gervet,
rien ne nous oblige a` utiliser des substances aussi subtiles que les phe´romones,
de simples marquages visuels ou magne´tiques suffisent. Enfin, nous estimons
que la part d’impre´cision ou en tout cas d’inde´termination est inhe´rente aux
syste`mes ouverts et surtout aux SMA qui sont cense´s eˆtre adaptatifs face a`
leur milieu et aux bruits et interfe´rences qui peuvent intervenir tant sur leurs
organes perceptifs que sur leurs organes effecteurs.
En ce qui concerne les difficulte´s de la simulation, l’on ne peut e´videmment
pas ne´gliger les ressources calculatoires et me´morielles ne´cessaires (cf. la section
pre´ce´dente, la discussion sur la volatilite´ et la disse´mination des marques).
Toutefois, en plus de re´soudre les contraintes que nous avons expose´es dans
la section Forces, ce motif apporte de gros avantages. En effet, les marques
sont des messages simples –– tant par leur forme que par leur manipulation
–– et le fait qu’elles soient de´pose´es permet d’inte´grer une notion de localite´
dans l’information qu’elles portent. Cette inte´gration est en outre faite de fac¸on
indirecte pour l’agent : il n’y a pas besoin d’un syste`me de coordonne´es, les
marques sont place´es la` ou` elles ont une signification. Cette absence de sys-
te`me de coordonne´es peut eˆtre primordiale pour l’agent, la localisation pre´cise
ne´cessite des moyens de repe´rage complexes (e. g. le GPS ne´cessite plusieurs di-
zaines de satellites) sans compter que le concept meˆme de coordonne´es, bien
qu’il soit simple et naturel en mathe´matiques et en traitement symbolique, est
finalement assez complique´ a` mettre en œuvre.
A` moins d’eˆtre le seul a` pouvoir reconnaˆıtre une marque, et de savoir qu’il
est le seul, un agent ne peut de´terminer celui qui l’a de´pose´e. Le me´canisme
est de´tache´ de l’identite´ propre des porteurs et de´posants de marques. C’est
pour cette raison que ce mode de communication est tre`s particulier et me`ne
plutoˆt a` parler d’intelligence collective : chaque agent est une partie de cette
intelligence ; le nombre d’agents influe sur l’aspect chaotique du syste`me : un
seul agent et le syste`me est de´terministe, plusieurs agents et il devient chaotique
et un comportement collectif peut en e´merger (on pourra se re´fe´rer a` [Booth &
Stewart 93] pour un exemple d’utilisation de marques pour une organisation
spatiale du syste`me par des agents simples).
Pour finir, il ne faut pas confondre ou vouloir inclure ce principe de marquage
dans le concept de tableau noir. En effet, dans un tableau noir, il y a :
– un controˆle centralise´ des ksars 6 ;
– une se´mantique importante lie´e aux donne´es e´crites ;
– une re´partition spatiale des droits d’e´criture et de lecture ;
– une non-localisation des ksars ;
– une certaine pe´rennite´ des donne´es : elles ne sont que modifie´es, jamais
supprime´es.
Alors que dans le motif Marques, il y a :
– un controˆle de´centralise´ (cf. les exemples de stigmergie comme la construc-
tion d’une termitie`re, etc.) ;
6. Knowledge Source Activation Records, les structures permettant d’appliquer les connais-
sances.
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– la possibilite´ pour un agent de de´poser des marques sans qu’il en connaisse
la signification, sans meˆme savoir qu’il le fait ;
– la possibilite´ pour un agent de ne pas re´agir a` certaines marques ;
– la possibilite´ pour un agent de percevoir et de de´poser des marques a` tout
endroit ;
– une forte localisation des marques de´pose´es (elles ne sont pertinentes que
localement) ;
– un grand roˆle pour l’environnement qui modifie les marques, les de´place,
les re´pand, les efface, les transforme.
8. Motifs associe´s
Le motif Influences (pre´sente´ dans ce me´moire, page 105) peut profiter a` ce
motif pour la mise en œuvre de la diffusion des marques dans l’environnement
et pour leur perception (une marque est une source d’une force d’attraction/-
re´pulsion, une influence positive ou ne´gative).
Le me´tamotif Protocoles (page 87) et ses motifs fils (les protocoles de commu-
nication), peuvent aider a` l’utilisation de ce motif. Ils peuvent aider a` spe´cifier
quand les agents doivent de´poser des marques, comment ils doivent y re´agir et
quels sont les diffe´rents types de marques e´change´es entre les agents (chaque
marque correspond a` un message, chaque type de marque a` un type de message).
?
?
?
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Motif
Influences
1. Synopsis
De´coupler les causes et les effets des actions primitives permet de contourner
les proble`mes de conflits d’actions simultane´es des agents sur l’environnement.
2. Forces
– Il existe des influences globales (champs de force dans l’espace).
– Plusieurs agents peuvent agir simultane´ment sur un meˆme objet (agent
ou non).
– Un agent peut influencer ou perturber un autre agent sans eˆtre oblige´ de
passer par des me´canismes cognitifs de ce dernier (i. e., pas par envoi asynchrone
de message, les niveaux physique et social sont bien distincts).
3. Origines
Le concept de forces tel qu’il est utilise´ en sciences physiques est la principale
source d’inspiration de ce motif : les objets ne se modifient pas les uns les autres
directement, ils ge´ne`rent des forces qui, combine´es, ont une action.
4. Usages
Ce motif reprend le mode`le « actions et influences» expose´ et formalise´ par
Jacques Ferber et Jean-Pierre Mu¨ller dans [Ferber & Mu¨ller 96].
En 1997, nous avions incorpore´ le mode`le « actions et influences» dans le
mode`le organisationnel de B. Durand, [Sauvage 97], pour inte´grer des com-
portements de´clenche´s volontairement par d’autre agents : les interactions. Le
mode`le initial ne posse´dait que des comportements proactifs (volontaires et ha-
bituels), re´actifs (en re´action a` un stimulus interne) et fonctionnels (esclaves
d’un comportement d’un autre roˆle). Ces interactions ont notamment servi a`
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la mise en œuvre des communications par envoi de message (un message e´tant
une influence), les simulations re´alise´es jusqu’alors e´taient de´pourvues de com-
munication directe car elles e´taient surtout re´actives.
Richard Canal, in [Canal 98], a e´tendu le mode`le initial des influences
pour traiter le cas des re´actions en chaˆınes.
PabloGruer, Vincent Hilaire & AbderKoukam, dans [Gruer et al. 00],
utilisent les influences dans leur mode`le d’interaction entre les agents et entre
les agents et leur environnement.
Matthieu Amiguet, in [Amiguet 03], a inte´gre´ le motif Influences dans
sa plate-forme multi-agent moca, construite au dessus de MadKit (cf. le cha-
pitre II, page 33). On trouvera un exemple d’utilisation de moca et de son
mode`le d’influences dans [Mu¨ller et al. 01], ou` Jose´ Baez de´veloppe une
simulation de type proie–pre´dateur graˆce au mode`le organisationnel de moca
et a` sa plate-forme.
5. Solution
Pour appliquer ce principe aux SMA, il faut se´parer la cause et l’effet de
chaque action.
Coordonnées
− une L−fonction,
− une commande,
− des envois de messages.
implantable comme :
Agent
Modification
Influence
Objet Situé
Environnement
influences globales situé
applique
cible
crée
cation de l’état de
qu’il reçoit.
de toutes les influences
l’objet cible en fonction
crée une modifi−
Fig. 19 – Premier diagramme conceptuel du motif Influences
La figure 19 pre´sente les concepts en jeu dans ce motif lors de son appli-
cation dans le domaine des forces physiques (i. e., les influences apportent des
modifications physiques aux objets qui les rec¸oivent).
– Objet Situe´ : de´finit la classe des objets spatialement et temporellement
situe´s dans l’environnement et pouvant donc servir de cibles.
– Agent : exerce des influences sur les objets qui l’entourent.
– Environnement : repre´sente l’environnement dans lequel les agents et dif-
fe´rents objets sont situe´s ; en tant qu’objet « global», il connaˆıt les influences
globales (gravite´, bruit, etc.) applicables aux diffe´rents objets ; il de´termine aussi
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la modification a` apporter a` l’e´tat 1 des objets du monde en fonction des diffe´-
rentes influences en jeu.
– Influence : repre´sente une cause possible d’un changement de l’e´tat 1 du
monde, cela va des forces dans le sens utilise´ en physique aux communications
entre agents.
– Modification : de´termine un changement d’e´tat 1 dans un objet situe´ ––
suivant les choix de mise en œuvre, il pourra s’agir d’un script, d’une me´thode
de la classe Objet Situe´ a` appeler, d’une commande [Gamma et al. 93, p. 233],
etc.
L’environnement rec¸oit les influences que les agents produisent et modifie
l’e´tat des objets du monde, la transition e´tant le re´sultat des diffe´rentes in-
fluences applique´es aux objets (celles des agents, les influences globales et les
contre-influences 2 des objets cibles).
Les influences peuvent aussi s’appliquer a` des pertubations autres que les
forces physiques. En effet, si c’est la gestion des forces physiques qui be´ne´fi-
cie tout particulie`rement du motif Influences, on peut tout a` fait l’appliquer a`
d’autres types de «perturbation», comme par exemple les diffe´rents stimuli que
peuvent percevoir les agents ou les messages qu’ils s’e´changent.
Environnement
influences globales
Objet Situé Agent
reçoit(influence)
Receveur
StimulusForce
Influence
transmet
applique
situé
Fig. 20 – Second diagramme conceptuel du motif Influences
Dans ce cas plus ge´ne´ral, nous avons besoin de deux sortes d’influences : les
influences que le receveur subit et celles qu’il traite plus ou moins consciemment
–– il peut en effet s’agir de stimuli auxquels l’agent re´agit ou de messages qu’il
va analyser. Nous obtenons donc la structure pre´sente´e sur la figure 20.
L’environnement applique directement les forces sur leur cible et transmet
les autres perturbations (que nous avons ici appele´es stimuli mais qui peuvent
aussi correspondre a` des messages) au receveur. Le receveur peut traiter les in-
fluences qu’il rec¸oit de la manie`re qu’il veut. Cela peut eˆtre de manie`re synchrone
1. E´tat au sens large : l’ensemble des valeurs prises par les attributs de l’objet, a` opposer au
sens strict d’e´tat dans un automate.
2. C’est-a`-dire les influences re´actives des objets influence´s.
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(traitement imme´diat) ou asynchrone (avec, par exemple, la gestion d’une liste
d’attente de messages, etc.).
6. Mise en œuvre
In [Canal 98], R. Canal profite de l’extension du mode`le initial de´ve-
loppe´ dans [Ferber & Mu¨ller 96] pour exposer un algorithme qui permet,
a` partir de l’e´tat du monde et de l’ensemble des influences (appele´es proposi-
tions par R. Canal) existant a` un instant t, de calculer l’e´tat du monde a`
l’instant suivant.
Le motif Interpreter , [Gamma et al. 94], peut aussi permettre de mettre en
œuvre ce motif : il permet de reporter l’exe´cution des actions a` appliquer a`
l’environnement. En effet, dans ce motif, les actions sont de´crites dans un lan-
gage simple qui sera interpre´te´ par le receveur, c’est-a`-dire ici l’environnement.
Le principal inte´reˆt est d’avoir une couche applicative dans l’environnement
(l’interpre`te) qui pourra combiner les influences et donc calculer leurs effets.
Les effets des influences peuvent aussi eˆtre calcule´s par des gradients, par
des e´quations pour certaines influences –– comme les champs de forces ––, ou par
la technique du gradient a` vagues. Sur la figure 21, l’on peut voir une situation
simple d’un agent (R) subissant les effets d’influences provenant d’une source
(S), le gradient est figure´ par le de´grade´ de gris.
R
S
Fig. 21 – Situation et gradient (S est la source du gradient, R un agent influence´
par S)
Dans la technique du gradient a` vagues, le gradient est calcule´ par vagues
successives, du point culminant aux minima globaux. L’espace dans lequel le
gradient doit eˆtre calcule´ est discre´tise´ (seulement pour le calcul du gradient), le
point de de´part du gradient est le point culminant de l’influence, c’est-a`-dire sa
source. Pour chaque cellule spatiale voisine de la source, la valeur de l’influence
est calcule´e comme e´tant le´ge`rement infe´rieure 3 a` celle de la source. Les obs-
tacles a` la propagation de l’influence ont une valeur nulle. Les cellules dont la
valeur vient d’eˆtre calcule´e servent de sources pour la vague suivante de calculs.
La technique du gradient a` vagues est une tre`s bonne technique pour calculer
le chemin le plus court dans un monde dynamique avec obstacles, comme on
3. Cela demande a` discre´tiser aussi les valeurs du gradient ; chaque vague re´duit la valeur des
cellules d’un quantum.
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peut le voir sur les figures 21 & 22. Le proble`me qu’elle engendre vient du temps
ne´cessaire a` son calcul ainsi que sa non-localite´ : elle demande de connaˆıtre
l’espace tout le long du chemin qui sera pris.
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Fig. 22 – Discre´tisation et calcul par vagues (8-voisinage)
7. Discussion
Les conflits d’actions concurrentes des agents sur l’environnement (plus par-
ticulie`rement sur les objets qui les entourent) sont fre´quentes et difficilement
traitables. De plus, il est utile de pouvoir inte´grer des influences globales dans
notre syste`me.
Imaginons deux agents, situe´s chacun d’un coˆte´ d’une porte battante, qui
poussent celle-ci simultane´ment. Dans le cas ou` chaque agent agit directement
sur la porte, i. e. modifie directement son environnement, il y a un conflit entre
les deux actions. Tout d’abord, il y a la concurrence dans l’utilisation de la
ressource porte. Mais ce conflit peut se ge´rer par une exclusion mutuelle sur la
ressource. Par contre, chaque agent poussera la porte a` son tour, croyant avoir
re´ussi son action ; ce qui, au mieux, ne sera vrai que pour un seul d’entre eux.
De plus, dans le cas d’une action continue (par exemple celui de deux engre-
nages qui en entraˆınent un troisie`me, passif), il n’y a pas d’e´quilibre mais une
oscillation permanente ; ce qui peut poser d’e´normes proble`mes, notamment le
fait que l’agent ne s’apercevra pas de l’inutilite´ de son action mais, surtout, cela
ne refle`te absolument pas le comportement d’un monde re´aliste 4 5.
Ici, l’agent n’ope`re plus d’action directe sur son environnement, il l’influence,
il y applique une force (il pousse la porte) ; c’est alors l’environnement qui fait
la somme des influences qui sont applique´es a` chaque objet et qui de´termine
ainsi son nouvel e´tat 1 (ou en tout cas le changement d’e´tat).
Les agents savent plus facilement si leur action a re´ussi dans la mesure qu’ils
attendaient. Ainsi, dans notre exemple de la porte, si nos agents appliquent des
pousse´es d’e´gales intensite´s sur la porte, les deux forces vont s’annuler et chacun
de nos agents s’apercevra que sa pousse´e e´tait sans effet, il pourra donc conclure
4. Bien suˆr, cela n’est un proble`me que dans un espace simulant un monde re´aliste, qui suit des
lois et des contraintes de cohe´rence.
5. Pour preuve : remplacez la porte par un œuf, il ne casserait jamais !
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que sa pousse´e e´tait trop faible dans ce cas la` et donc que soit quelqu’un ou
quelque chose bloque la porte, soit la porte est plus lourde que pre´vu.
De plus, transmettre des influences au lieu d’appliquer des actions permet
d’inte´grer facilement des forces de frottement, de l’inertie ou des influences
globales : bruit dans les communications, champs de force (gravite´, magne´-
tisme, etc.).
Une autre conse´quence encore plus importante est que ce motif fait clai-
rement apparaˆıtre une distinction entre l’espace et l’environnement. En effet,
l’environnement est uniquement compose´ d’objets situe´s alors que l’espace est
une topologie de l’espace des coordonne´es de ces objets situe´s.
En outre, le fait que le terme d’influence sugge`re un stimulus externe sans
en avoir la connotation « re´actif» permet d’englober sous un terme unique, et
donc sous un me´canisme unique, l’ensemble des stimulations exte´rieures pos-
sibles auxquelles les agents peuvent eˆtre soumis, des forces physiques (acce´le´-
ration, attraction et re´pulsion) aux actes de langage, en passant par les dif-
fe´rentes perceptions.
8. Motifs associe´s
Le motif Marques (page 93) peut profiter de ce motif pour la diffusion des
marques dans l’environnement et pour leur perception (une marque est une
source d’attraction/re´pulsion).
En ce qui concerne la mise en œuvre, les diffe´rents motifs objets suivants
sont d’une aide indubitable :
Discrétisation (page 143) peut aider a` re´gler les e´ventuels proble`mes dus a`
la discre´tisation de l’espace lors de l’application de la technique du gradient
a` vagues.
Entité-Physique (page 147) peut aussi intervenir : l’agent ne doit pas traiter
les influences physiques qu’il subit (e. g., s’il est au dessus d’un pre´cipice, il
doit tomber, meˆme s’il n’a pas encore regarde´ en bas : seuls Will Coyote ou
Grosminet peuvent ne pas tomber dans ces cas la`), le corps de l’agent doit
donc eˆtre conside´re´ comme un objet physique.
Command [Gamma et al. 94, p. 233] qui encapsule les requeˆtes (Influence et
Modification) dans un objet, permettant ainsi le parame´trage des clients avec
diffe´rentes requeˆtes, la mise en tampon ou la me´morisation des requeˆtes et le
support des ope´rations re´versibles.
Composite [Gamma et al. 94, p. 86] qui permet de ge´rer un compose´ comme
un composant (Influence et Modification).
?
?
?
–– 110 ––
Motifs
architecturaux
Ces motifs introduisent des propositions pour l’architecture des agents.Une architecture d’agent de´crit les flux d’information et de commandesqui circulent entre diffe´rents modules pour permettre a` l’agent de choi-
sir a` chaque instant la meilleure action a` faire compte tenu de la taˆche qu’il doit
accomplir et de la situation dans laquelle il se trouve.
Nous pre´sentons ici les bases principales de cette se´rie de motifs. Il pourrait
eˆtre possible d’e´crire un motif par architecture d’agent, mais, e´tant donne´ le
nombre important –– et toujours croissant –– d’architectures et de mode`les
internes d’agents, il nous a semble´ judicieux de pre´senter des motifs pour des
familles d’architectures. Nous laissons donc a` chaque concepteur la charge de
de´crire sa propre architecture –– si elle a e´te´ applique´e avec succe`s a` plusieurs
reprises et si elle apporte des concepts diffe´rents de celles de´ja` pre´sente´es ou s’il
s’agit d’une mise en œuvre particulie`rement efficace.
Nous proposons quatre motifs de ce type :
Architecture BDI : ce type d’architecture est la mise en œuvre du mode`le
BDI (Belief Desire Intention).
Architecture verticale : architecture hybride (l’agent est a` la fois re´actif et
de´libe´ratif) dont les modules sont agence´s en se´quence et dans laquelle chaque
module est associe´ a` sa propre base de connaissances.
Architecture horizontale : autre architecture hybride mais dont les modules
sont agence´s en paralle`le, suivant un mode`le subsomptif.
Architecture re´cursive : architecture au controˆle de´centralise´, les diffe´rents
modules sont des agents, ce qui fait de l’agent un syste`me multi-agent.
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1. Synopsis
Ce type d’architecture permet de mettre en œuvre le mode`le BDI (Belief,
Desire, Intention).
2. Forces
– Les agents que l’on utilise fonctionneront sur le mode`le BDI.
– Le comportement des agents est bien plus cognitif que re´actif.
– La rationalite´ de l’agent est plus importante que sa rapidite´.
– Les agents doivent avoir de nombreuses connaissances et doivent eˆtre ca-
pables de les manipuler.
– Les connaissances manipule´es sont relativement abstraites.
– Les agents poursuivent plusieurs buts paralle`les.
– Les agents ont des plans pour re´aliser leurs buts.
3. Usages
Bien suˆr, le premier exemple d’architecture BDI a e´te´ propose´ par les cre´a-
teurs du mode`le BDI, Michael Georgeff, A. Lansky & Anand Rao. Cette
architecture, utilise´e dans le syste`me PRS 1, [Lansky & Georgeff 87, Rao
& Georgeff 91, Singh et al. 99], repose sur la structure pre´sente´e par la
figure 23 page suivante. Quatre modules contiennent chacun respectivement
les croyances (Beliefs), les de´sirs, les intentions et les plans (pre´construits) de
l’agent. Ces connaissances sont stocke´es sous forme de re`gles et de faits. Le
fonctionnement de ces diffe´rents modules (activation des re`gles, modification
des bases) est ge´re´ par un module central, l’interpre`te.
Dans [d’Inverno et al. 97], Mark d’Inverno, DavidKinny, Michael Luck
& Michael Wooldridge proposent une spe´cification formelle de l’architecture
1. Practical Reasoning System.
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interpreter
DB
plans I
Input Output
Fig. 23 – L’architecture BDI de PRS
de dMARS 2. dMARS est une mise en œuvre clairement spe´cifie´e de PRS. En effet,
bien que largement utilise´, PRS manquait de clarte´ quant a` son fonctionnement
interne. La structure de dMARS est donc la meˆme que celle de PRS.
Jack Intelligent Agents, [Hodgson et al. 99, Howden et al. 01], utilise
la meˆme architecture que PRS pour ses agents BDI. Jack se pose en successeur
de PRS et dMARS et utilise donc la meˆme structure.
Dans Zeus, la plate-forme multi-agent de British Telecom, l’architecture pro-
pose´e pour la structure interne des agents est une architecture BDI, he´ritie`re de
celle de dMARS. Zeus apporte une modification a` dMARS en diffe´renciant l’inter-
face au monde concernant les perceptions et les actions de l’interface au monde
concernant les messages (cf. figure 24). Elle se´pare aussi l’interpre`te en diffe´-
rents modules : gestion des messages, planification, exe´cution et, le principal,
le moteur de coordination qui controˆle le tout.
interpreter
plansB
D I
mailbox
input output
Fig. 24 – L’architecture BDI de Zeus
4. Solution
L’architecture propose´e par ce motif est l’utilisation d’un module principal,
l’interpre`te, qui fera le lien entre le mode`le interne de l’agent et l’environnement
de l’agent. Ce module sera connecte´ a` quatre bases de connaissances.
La premie`re de ces bases de connaissances contient les croyances de l’agent.
Ces croyances sont des faits sur le monde et les re`gles de transformation de ces
2. Distributed MultiAgent Reasoning System.
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faits dans le monde. C’est l’interpre`te qui inte´grera les perceptions de l’agent
dans ce module de croyances.
La deuxie`me de ces bases contient les de´sirs de l’agent. Ces de´sirs repre´-
sentent les buts a` plus ou moins long terme de l’agent. Ces de´sirs doivent eˆtre
cohe´rents (i. e., ne pas s’opposer les uns aux autres). Le module interpre`te ma-
nipulera ces de´sirs, notamment pour cre´er les intentions de l’agent.
Ces intentions forment la troisie`me base de l’agent. Une intention est une
action (ou un ensemble d’actions) a` re´aliser. L’interpre`te de´finit cette intention
a` partir des de´sirs et des plans pre´construits que l’agent posse`de. Une intention
est une instanciation d’un plan ou d’une partie d’un plan en fonction de l’e´tat
du monde et des ressources disponibles.
Enfin, la dernie`re base de l’agent contient une bibliothe`que de plans pre´-
e´tablis qui lui permettront de choisir les actions a` effectuer et donc les in-
tentions a` instancier.
L’architecture BDI ge´ne´rique re´sultante est donc celle qui est pre´sente´e sur
la figure 25.
world interface
interpreter
plansB
D I
Fig. 25 – Architecture BDI ge´ne´rique
5. Mise en œuvre
Dans l’article [d’Inverno et al. 97], est propose´e une spe´cification tre`s
claire, en Object-Z, de la mise en application de l’architecture BDI.
M. Mulder, Jan Treur & Michael Fischer, [Mulder et al. 97], ont mis
en œuvre deux versions de l’interpre`te BDI, l’une en Concurrent MetateM et
l’autre graˆce a` desire (cf. le chapitre II page 33).
Les croyances de l’agent sont repre´sentables sous la forme d’une base de faits
et de re`gles de type Prolog (i. e., des faits et des pre´dicats logiques). La plus
grande difficulte´ est qu’il est souvent ne´cessaire d’utiliser une logique temporelle
et modale, incluant divers degre´s de croyance.
Les de´sirs de l’agent sont repre´sentables sous la forme de buts, pre´fixe´s de
pre´dicats modaux tels que « vouloir que» ou « chercher a` savoir si».
Les plans sont des ensembles ordonne´s d’actions. Ils font aussi entrer en jeu
des conditions d’application et des conditions de terminaison.
Les intentions de l’agent sont des taˆches que l’agent doit re´aliser.
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L’interpre`te choisit les plans a` instancier et les croyances a` modifier en fonc-
tion de ses buts, des perceptions qu’il rec¸oit et des croyances de l’agent.
6. Discussion
L’utilisation de cette architecture BDI a le principal avantage de mettre en
ade´quation l’architecture interne de l’agent et son mode`le conceptuel, si ce der-
nier est calque´ sur le mode`le BDI ou un de ses de´rive´s (comme [Parsons &
Giorgini 99, Vercouter et al. 00, Ma & Shi 00]).
Le mode`le BDI a de nombreux avantages. C’est un mode`le de de´libe´ration
tre`s utilise´ et qui a inspire´ de nombreux travaux. Son but est de mode´liser le
comportement de´cisionnel d’un agent rationnel, il n’est pas applicable a` des
agents devant avoir des re´actions rapides.
Le principal proble`me de cette architecture est qu’elle fait porter tout le
poids de la de´cision sur le module interpre`te qui doit ge´rer les diffe´rentes bases
et leurs relations. La re´alisation de ce module est donc le point le plus de´licat
de ce type d’architecture.
D’autre part, le formalisme apporte´ par l’utilisation d’une logique modale
et temporelle permet d’acce´der aux avantages de la formalisation (rigueur, ve´-
rifiabilite´, automatisation, etc.) mais la manipulation d’un tel formalisme ne
permet vraiment de gagner que si le proble`me aborde´ a une taille suffisante.
En l’occurrence, les agents que l’on veut utiliser doivent avoir re´ellement besoin
d’utiliser le mode`le BDI, c’est-a`-dire qu’ils doivent avoir des taˆches complexes a`
re´aliser et les de´cisions qu’ils ont a` prendre doivent eˆtre conse´quentes.
7. Motifs associe´s
Les autres types d’architecture interne d’un agent peuvent pallier certains
des proble`mes inhe´rents a` cette architecture : Architecture verticale (page 117),
Architecture horizontale (page 125) ou Architecture récursive (page 131).
?
?
?
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1. Synopsis
Ce type d’architecture modulaire propose d’e´tager les modules suivant des
niveaux de connaissance, chaque module sera charge´ d’ope´rer a` un niveau de
connaissance pre´cis.
2. Forces
– Les agents doivent avoir un comportement temps re´el (i. e., ils doivent
re´pondre en un temps limite´ et connu).
– La situation requiert une re´action rapide de la part des agents.
– Toutes les situations ne peuvent eˆtre aborde´es par un comportement uni-
quement re´actif : l’agent doit avoir plusieurs niveaux de cognition.
– Les agents agissent suivant des plans qu’ils doivent construire ou recon-
naˆıtre en temps re´el.
3. Usages
Dans son me´moire de the`se, [Firby 89], Robert James Firby de´veloppe
une architecture verticale en trois niveaux utilisant les RAP (Reactive Action
Packages). Un RAP est un ensemble de me´thodes alternatives qui permettent
d’accomplir une meˆme taˆche. L’architecture se de´compose en trois couches (cf.
figure 26 page suivante) : le planificateur, le syste`me d’exe´cution et le controˆ-
leur. Le controˆleur envoie des percepts au syste`me d’exe´cution qui lui re´pond par
des actions primitives. Des plans abstraits, c’est-a`-dire un ensemble de taˆches
a` effectuer repre´sente´es par des RAP –– donc pour lesquelles la me´thode de
re´alisation n’est pas encore de´signe´e ––, sont transmis du planificateur au sys-
te`me d’exe´cution. C’est ce dernier qui essaiera les diffe´rentes me´thodes que les
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RAP proposent : a` l’instant de l’exe´cution, le contexte actuel est compare´ au
contexte type qui est associe´ a` chaque me´thode.
Planner
Execution system
Abstract plans
Controller
World
Primitive actions Sensor reports
RAPs
Goals
Fig. 26 – L’architecture verticale de Firby
Erann Gat a de´veloppe´ atlantis, [Gat 92], sur la meˆme architecture que
Firby. Le syste`me d’exe´cution a e´te´ renomme´ en se´quenceur et le planificateur
en syste`me de´libe´ratif (deliberator). Le roˆle du se´quenceur est donc clarifie´ et
ouvert (l’on peut plus facilement abstraire sa fonction et donc la modifier),
de meˆme pour le module de´libe´ratif dont l’action planificatrice est passe´e en
second plan derrie`re son roˆle de module de´libe´ratif : la planification est alors
vue comme une forme particulie`re de de´libe´ration.
En 1992, Jonathan H.Connell de´crit l’architecture verticale a` trois couches
SSS (servo, subsumption, symbolic), [Connell 92]. La couche servo s’occupe
des capteurs et des effecteurs, en manipulant des donne´es dont les valeurs pos-
sibles sont continues (l’espace et le temps sont continus). La couche subsumption
s’occupe des comportements par reconnaissance de situation : l’espace est dis-
cre´tise´ et le module essaie de reconnaˆıtre des motifs situation–action. Chacun
de ces motifs est associe´ a` un comportement re´actif pour lequel chaque situation
entraˆıne une modification des effecteurs (donc du niveau infe´rieur). Le troisie`me
module, symbolic, manipule un espace-temps discret et tente de reconnaˆıtre des
e´ve`nements discrets qui lui permettront de modifier le comportement de la
couche infe´rieure (en inhibant ou en renforc¸ant des comportements, avec des
re`gles comme « apre`s E faire A» ou « faire A jusqu’a` E »). Cet exemple est
inte´ressant car il inte`gre une discre´tisation progressive de l’espace et du temps
a` mesure que l’on monte dans le niveau de cognition. Le re´actif demande le
continu (rapidite´) et le cognitif le discret (abstraction).
En 1995, Robert James Firby reprend son architecture a` base de RAP dans
animate, [Firby et al. 95], sans y apporter de grandes modifications.
Dans [Bonasso et al. 95, Bonasso et al. 97], R. Peter Bonasso, Robert
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J. Firby, Erann Gat, David Kortenkamp, David P. Miller et Marc G.
Slack ont de´veloppe´ 3T , une architecture fonde´e sur atlantis et sur celle de
Firby. La diffe´rence majeure est l’exe´cution concurrente des trois niveaux et
leur asynchronicite´, alors que dans les architectures pre´ce´dentes, le se´quenceur
(ou syste`me d’exe´cution) de´tenait le controˆle de l’exe´cution. Un autre apport
de 3T est le refonte de la couche re´active (controˆleur) en un gestionnaire de
compe´tences (Skill Manager). Ce gestionnaire ge`re aussi des e´ve´nements : ce
sont des drapeaux qui sont modifie´s par les capteurs et par les compe´tences
(e. g. « obstacle a` droite » ou « impossible de rouler»).
Jo¨rg P. Mu¨ller, [Mu¨ller & Pischel 93, Mu¨ller 96], a de´veloppe´ une
architecture verticale appele´e interrap et fonde´e sur le mode`le cognitif de ratman,
[Bu¨rckert & Mu¨ller 91]. Ratman propose de de´couper les connaissances de
l’agent en niveaux de connaissances, chaque niveau e´tant compose´ de me´ta-
connaissances sur le niveau directement infe´rieur –– le pre´fixe «me´ta» signifie
ici qu’elles portent sur les connaissances du niveau infe´rieur. L’on peut rap-
procher cette approche de la the´orie des niveaux d’apprentissage de G. Bate-
son, [Bateson 84]. Chaque niveau d’interrap est donc associe´ avec une base
de connaissances (cf. fig. 27).
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Behaviour Layer
Cooperation Layer Social Plans
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Knowledge bases
World
Fig. 27 – L’architecture verticale interrap couple´e au mode`le ratman
Christoph G. Jung propose –– d’abord dans [Jung & Fischer 98], puis
dans son me´moire de the`se : [Jung 99] –– de paralle´liser les modules d’interrap
pour permettre une cognition plus rapide. L’architecture modifie´e prend le nom
d’interrap-r.
4. Solution
L’architecture ge´ne´rique qui ressort des diffe´rents exemples suit le sche´ma
de la figure 28 page suivante : les modules sont place´s en niveaux, le flux des
perceptions arrive dans l’interface au monde et remonte les niveaux ; le flux
des actions descend les niveaux jusqu’aux effecteurs, dans l’interface au monde.
A` chaque niveau est associe´e une base de connaissances ; en ge´ne´ral, chacune
comporte des me´ta-connaissances sur celle du niveau directement infe´rieur.
Les exemples pre´ce´demment pre´sente´s proposent, en ge´ne´ral, un de´coupage
en trois niveaux : re´actif pour le premier module, controˆle pour le deuxie`me et
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module 3
module 2
module 1
world interface
Fig. 28 – Architecture verticale
planification pour le troisie`me module. Il est envisageable de n’avoir que deux
modules (cas limite infe´rieur) ou bien d’augmenter leur nombre.
Ces trois niveaux sont accompagne´s d’un pseudo-niveau –– pseudo car il
n’est pas relie´ a` des connaissances. Il est parfois confondu dans le module 1,
celui qui ge`re le niveau re´actif. Nous l’appellerons niveau ze´ro. Il fait l’interface
avec le monde (world interface). Il contient les capteurs et les effecteurs, en
relation directe avec le monde.
Le premier module ge`re le niveau re´actif. Il correspond au Basic Behaviour
Level d’interrap-r, qui ge`re la base de connaissances sur les comportements (Be-
haviour Layer). C’est le plus sollicite´, il s’occupe des comportements re´flexes
de l’agent.
Le deuxie`me module ge`re le niveau local. C’est le Local Planification Level
d’interrap-r, sa base de connaissances est un ensemble de plans (Plan Layer). Il
s’occupe d’appliquer un plan re´pondant a` la situation actuelle et a` la situation
de´sire´e a` courte ou moyenne e´che´ance. Il peut aussi de´cider d’appliquer ou de
construire des plans simples.
Le troisie`me module ge`re le niveau social. C’est le Social Planification Le-
vel d’interrap-r, il fait entrer en sce`ne des connaissances sur les comportements
sociaux (Cooperation Layer). C’est a` ce niveau que les plans sont construits
ou en tout cas de´cide´s. Les plans qu’il construit, ou applique, ont une vision
plus lointaine dans le futur, ils peuvent aussi faire cas des comportements pre´-
visibles des autres agents.
En ce qui concerne l’architecture –– la fac¸on dont sont agence´s les modules
––, le principe fondateur est la se´quentialite´ des modules. C’est le module de
niveau infe´rieur qui appelle le module de niveau directement supe´rieur, en ge´-
ne´ral lorsqu’il ne peut re´soudre lui-meˆme le proble`me que lui pose la situation
en cours. La se´quence de mise en application des modules peut eˆtre totale :
tous les modules sont appele´s, ou non : de`s qu’un module trouve l’action ou le
plan ade´quat, la se´quence est interrompue.
De meˆme, la se´quence peut eˆtre « a` une passe » ou « a` deux passes». Pour
la premie`re, pre´sente´e figure 29 page ci-contre, le module qui arreˆte la se´quence
(i. e., celui qui a trouve´ l’action ou le plan a` appliquer) est celui qui demande
l’application de l’action suivante. Pour la seconde, figure 28, l’action ou le plan
redescend les modules un par un jusqu’aux effecteurs. La version « a` une passe»
peut eˆtre rapproche´e de l’architecture en tube du motif Pipe, ou` des filtres suc-
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cessifs modifient les donne´es d’entre´e pour en faire les donne´es re´sultat. La
version « a` deux passes» se rapproche quant a` elle de l’architecture OSI 1 qui
de´coupe le traitement de l’information en couches, chacune d’un niveau logique
particulier (les sept couches : physique, donne´es, re´seau, transport, session, pre´-
sentation, application). Dans la phase de monte´e du mode`le OSI, chaque couche
ne traite que les informations qui la concernent et fait remonter les autres don-
ne´es aux couches supe´rieures si aucune action n’est a` effectuer a` ce niveau
(sinon la phase de descente est enclenche´e 2). Dans la phase de descente, les
donne´es provenant de la couche supe´rieure sont emballe´es et transmises a` la
couche infe´rieure. Les couches infe´rieures sont un passage oblige´, les couches
supe´rieures peuvent eˆtre e´vite´es.
module 3
module 2
module 1
world interface
Fig. 29 – Architecture verticale a` une passe
Les dernie`res modifications apporte´es a` ces architectures introduisent un
paralle´lisme, un fonctionnement concurrent des niveaux supe´rieurs, pour une
plus grande rapidite´ de ces niveaux et donc un comportement plus re´fle´chi
de la part de l’agent (nous verrons dans le champ Discussion que les agents
verticaux ont tendance a` eˆtre trop re´actifs).
5. Mise en œuvre
Les travaux cite´s en exemples fournissent chacun une mise en œuvre d’une
architecture verticale. Nous avons donc trois mode`les de mise en œuvre : celui
de Firby et d’atlantis, celui de 3T et celui d’interrap et d’interrap-r.
La mise en œuvre d’atlantis repose sur le se´quenceur (ou syste`me d’exe´cution,
cf. fig. 26 page 118) et sur les RAP.
3T propose un mode`le plus complexe, sa mise en œuvre repose sur un mo-
de`le e´ve´nementiel : les capteurs et les effecteurs manipulent des drapeaux pour
que le se´quenceur puisse de´cider du contexte d’application des me´thodes. Ce
contexte se de´compose en deux sous-contextes : le contexte externe reposant
sur l’environnement de l’agent et le contexte interne relevant des possibilite´s
des « compe´tences» (i. e. les actions possibles des effecteurs). Le choix de la
1. Open Systems Interconnection (norme ISO 9646-1).
2. En ge´ne´ral, cela arrive lorsqu’une erreur se produit. Cela peut aussi arriver lorsque la couche
posse`de toutes les donne´es ne´cessaires a` la re´ponse.
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me´thode a` appliquer pour re´aliser l’action en cours (de´cide´e par le plan en
cours, modifie´ par le plannificateur) se fait parmi celles propose´es par le RAP
suivant ce contexte.
Les architectures interrap et interrap-r demandent une conception avance´e
des bases de connaissances associe´es aux modules.
6. Discussion
Les architectures verticales ont e´te´ conc¸ues pour avoir un fonctionnement
hybride, alliant la rapidite´ d’un comportement re´actif a` la clairvoyance d’une
planification a` moyen terme ou a` long terme. Donc, d’un point de vue the´o-
rique, l’ide´e semble bonne.
D’autre part, le de´coupage de la cognition en niveaux de connaissance per-
met, comme tout de´coupage, de diviser le travail pour le concepteur et pour
l’agent.
Toutefois, plusieurs proble`mes surgissent. Le premier proble`me qui se pose
est la difficulte´ de de´terminer les connaissances que chaque niveau doit mani-
puler. D’une part, plusieurs taˆches sont re´alise´es par chaque module et donc
dans chaque niveau se confondent les connaissances lie´es aux taˆches du module
correspondant. Et d’autre part, les connaissances lie´es a` une meˆme taˆche sont
disse´mine´es dans les diffe´rentes bases.
De plus, chaque niveau est un niveau me´ta du pre´ce´dent. Cela implique une
abstraction de plus en plus grande et donc de plus en plus de´licate a` manipuler.
De la meˆme fac¸on, chaque module doit donner ses connaissances et ses re´-
sultats au module supe´rieur. Ceci implique que le flux entre deux modules est
particulier aux modules. Le flux arrivant aux capteurs est un flux de percepts.
Celui qui arrive au module re´actif repre´sente la situation en termes de percepts.
Celui qui arrive au module local repre´sente la situation en termes de stimuli et
de re´actions. Celui qui arrive au module social repre´sente la situation en termes
de situations successives et de plans.
Dans l’autre sens (i. e., dans la redescente du flux), il s’agit de plans, puis
d’actions, et, enfin, d’ordres aux effecteurs.
Chaque module supple´mentaire demande deux nouveaux protocoles, une
nouvelle base de connaissances contenant un nouveau niveau de connaissance,
niveau me´ta du pre´ce´dent.
Pour pallier ce proble`me pose´ par le mode`le ratman, dans [Fischer et al. 95],
Klaus Fischer, Jo¨rg P.Mu¨ller & Markus Pischel ont propose´ une technique
d’unification du controˆle et de l’architecture de chaque module dans interrap.
Une structure unifie´e des modules permet de les concevoir plus facilement ––
sur le meˆme mode`le. De la meˆme fac¸on, l’unification du controˆle permet de ne
pas avoir a` repenser les flux passant d’un module a` un autre.
Le dernier proble`me pose´ par ce type d’architecture vient de ses proprie´te´s
temps re´el. En effet, la se´quentialite´ des modules et le fait que les modules de
haut niveau sont force´ment plus lents –– car ils manipulent des informations de
niveau plus e´leve´, donc de plus grosse granularite´, surtout temporelle 3 ––, font
que, dans la plupart des cas concrets, seul le niveau re´actif est apte a` re´pondre
3. Il faut plus de temps pour les collecter, par agre´gation des informations de niveau plus faible.
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dans les temps ; les niveaux plus e´leve´s soit n’ont pas le temps de re´pondre, soit
re´pondent de fac¸on inade´quate, la situation ayant e´volue´ entre temps.
Les dernie`res moutures des architectures verticales ont paralle´lise´ l’exe´cu-
tion des modules, au moins pour les niveaux supe´rieurs : l’architecture interrap-r,
[Jung & Fischer 98, Jung 99], ou l’architecture 3T , [Bonasso et al. 95, Bo-
nasso et al. 97]. Il faut bien avouer qu’interrap-r ne re`gle pas tous les proble`mes
d’interrap, notamment la communication entre les modules et les proble`mes po-
se´s par le paralle´lisme (cf. le motif suivant Architecture Horizontale). Par contre
3T semble une ve´ritable ame´lioration bien que la paralle´lisation soit limite´e par
le roˆle pre´ponde´rant du se´quenceur : c’est toujours lui qui controˆle l’agent, la
paralle´lisation revient en fait a` rendre asynchrone la communication entre les
modules mais pas a` les rendre re´ellement autonomes.
7. Motifs associe´s
Les autres types d’architecture interne d’un agent peuvent pallier certains
des proble`mes inhe´rents a` cette architecture : Architecture horizontale (page 125),
Architecture BDI (page 113) ou Architecture récursive (page 131).
6 ?
6 ?
6 ?
6 ?
Layer n
...
Layer 2
Layer 1
Fig. 30 – Motif Layers
Ce motif peut eˆtre rapproche´ du motif Layers , plus ge´ne´rique, repre´sente´
figure 30, pre´sente´ dans [Buschmann et al. 95]. L’architecture OSI en est
l’exemple typique. Ici, chaque module correspond a` une couche (layer).
La version « a` une passe» peut eˆtre rapproche´e de l’architecture en tube
du motif Pipe.
?
?
?
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1. Synopsis
Ce type d’architecture modulaire propose de de´couper le comportement de
l’agent en taˆches et de consacrer un module a` chacune.
2. Forces
– Les agents doivent avoir un comportement temps re´el (i. e., ils doivent
re´pondre en un temps limite´ et connu).
– La situation requiert une re´action rapide de la part des agents.
– Toutes les situations ne peuvent eˆtre aborde´es par un comportement uni-
quement re´actif : l’agent doit avoir plusieurs niveaux de cognition.
– Le comportement de l’agent consiste a` effectuer plusieurs taˆches en pa-
ralle`le.
– L’agent doit eˆtre re´sistant a` l’e´chec d’une taˆche.
3. Usages
En 1985, Rodney A. Brooks introduisit l’ide´e de de´composer le syste`me de
controˆle d’un robot mobile, non plus en modules fonctionnels sur l’architecture
en tube (le motif Pipe, ou, plus particulie`rement pour les architectures agent, la
version a` une passe du motif Architecture verticale qui pre´ce`de celui-ci), mais suivant
des comportements associe´s chacun a` une taˆche particulie`re, [Brooks 86]. 1
1. Attention, Brooks qualifie d’horizontales les architectures verticales du motif Architecture
verticale (qui suit la litte´rature sur les architectures hybrides), tout simplement du fait qu’il
les dessine horizontalement, ne reconnaissant que les architectures a` une passe, donc en forme
de tube. Il qualifie d’architectures de subsomption ce que l’on appelle ici les architectures
horizontales.
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L’architecture propose´e fonctionne graˆce a` la subsomption (fig. 31) :
– chaque taˆche est remplie par un module ;
– tous les modules rec¸oivent les informations des capteurs en meˆme temps ;
– les taˆches sont ordonne´es suivant un niveau de capacite´ ;
– les taˆches de niveau supe´rieur peuvent prendre la place des niveaux infe´-
rieur (subsomption) ;
– les taˆches sont relativement simples : « e´viter les obstacles» (niveau ze´ro),
« explorer» (niveau deux) ou « identifier les objets» (niveau cinq).
- -
-
?
?
-
niveau 0
niveau 2
niveau 1
capteurs effecteurs
Fig. 31 – Architecture horizontale de Brooks
La figure 32 (tire´e de [Ferguson 91, fig. 1 p. 253]) repre´sente l’archi-
tecture TouringMachines, propose´e par Innes A. Ferguson dans sa the`se,
[Ferguson 92]. Les modules sont aussi paralle`les, mais, cette fois-ci, ils ne
sont pas de´die´s a` des taˆches simples (ou uniques) mais a` des taˆches groupe´es
par niveau de connaissances (un peu comme dans le mode`le ratman et dans
l’architecture interrap, cf. le motif pre´ce´dent, Architecture verticale).
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Fig. 32 – Architecture horizontale de TouringMachines
Aaron Sloman & Riccardo Poli utilisent une architecture horizontale pour
le controˆle d’un robot mobile, [Sloman & Poli 95]. Cette architecture res-
semble a` celle de Ferguson : elle regroupe les diffe´rentes taˆches suivant leur
niveau cognitif : re´flexes, automatismes (inne´s et acquis), de´libe´rations et in-
trospections. Une frontie`re est de´termine´e entre les taˆches re´actives (re´flexes
et automatismes) et les autres taˆches : l’attention de l’agent n’est ne´cessaire
que pour les taˆches de haut niveau. Cette architecture est implante´e dans la
bibliothe`que de classes sim agent.
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L’architecture ge´ne´rique qui ressort des diffe´rents exemples suit le sche´ma
de la figure 33 : les modules fonctionnent en paralle`le, le flux des perceptions
arrive dans tous les niveaux ; le flux des actions part de tous les niveaux et arrive
jusqu’aux effecteurs. Un module de controˆle est ne´cessaire pour ge´rer, en entre´e,
la distribution des percepts et, en sortie, le choix des actions (en particulier par
subsomption des modules de haut niveau sur les modules de bas niveau).
controller
module 2
module 1
module 3
actionsperceptions
Fig. 33 – Architecture horizontale
Chaque module est associe´ a` une taˆche spe´cifique. L’on peut traiter des
diffe´rentes taˆches lie´es au comportement de l’agent (e. g. une taˆche par roˆle),
ou bien regrouper les taˆches de l’agent suivant des niveaux de connaissance (un
peu comme dans le motif pre´ce´dent : Architecture verticale) ; le de´coupage peut
alors se faire en trois niveaux : re´actif, planificateur et mode´lisateur.
Le niveau re´actif (Reactive Layer) s’occupe des comportements re´flexes
de l’agent.
Le niveau planificateur (Planning Layer) s’occupe de construire, ou d’ap-
pliquer, un plan re´pondant a` la situation actuelle et a` la situation de´sire´e a`
courte ou moyenne e´che´ance.
Le niveau mode´lisateur (Modelling Layer) maintient le mode`le du monde
de l’agent, le mode`le que l’agent se fait des autres agents ; de plus, en cas de
conflit, il modifie les plans engendre´s par le module plannificateur.
Un quatrie`me module est ne´cessaire dans cette architecture. Il s’agit du
module de controˆle qui empeˆche les autres modules d’entrer en conflit lors de
l’envoi de leurs ordres au module d’action (les effecteurs). Il doit savoir juger
quel module a raison si les actions que les modules proposent entrent en conflit.
En ce qui concerne l’agencement des modules dans ce type d’architecture, le
principe fondateur est le paralle´lisme des modules. Tous les modules travaillent
en meˆme temps sur les informations issues des capteurs.
5. Mise en œuvre
Les exemples cite´s plus haut de´crivent chacun une implantation d’une ar-
chitecture horizontale.
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Les points principaux sont les suivants :
– les percepts sont donne´s a` tous les modules ;
– chaque module est autonome et travaille sur les percepts pour fournir une
action a` effectuer ;
– les actions fournies par les modules sont examine´es par le module de
controˆle pour :
1. savoir quelle(s) action(s) effectuer ;
2. e´viter les conflits.
Le module de controˆle est le module le plus de´licat a` concevoir. La solution
la plus simple est la subsomption : le module mode´lisateur a le pas sur les
autres modules et le module plannificateur a lui-meˆme le pas sur le module
re´actif. Cela pose l’hypothe`se que les modules de haut niveau ont plus souvent
raison que ceux de plus bas niveau.
Cette hypothe`se n’est pas toujours ve´rifie´e, notamment du fait que plus
le niveau est haut, plus le calcul est long et les informations manipule´es im-
portantes : les modules de haut niveau peuvent ne pas avoir traite´ toutes les
informations et, donc, peuvent proposer des actions d’un plan e´tabli plus toˆt et
non encore mis a` jour, donc potentiellement obsole`te.
D’autre part, si l’on n’utilise pas de technique spe´ciale ou d’algorithme any-
time –– graˆce auxquels les modules peuvent donner une re´ponse rapide qu’ils
affinent au fur et a` mesure ––, c’est toujours le module re´actif, le plus rapide,
qui traite ses informations le premier et qui, de ce fait, donne le premier une
re´ponse. L’action propose´e par le module re´actif sera donc exe´cute´e puisque
les autres modules n’auront encore rien propose´ ; a` moins qu’ils n’aient donne´
des indications au module de controˆle pour bloquer cette action, ce qui pose la
question sur la nature de ces indications et le protocole utilise´ pour les com-
muniquer au module de controˆle.
6. Discussion
Ce type d’architecture a e´te´ conc¸u pour permettre un fonctionnement hy-
bride de l’agent : a` la fois re´actif, pour la rapidite´, et cognitif, pour l’ade´quation
du comportement a` l’e´volution de la situation.
La deuxie`me ide´e fondatrice est d’associer chaque module a` une taˆche par-
ticulie`re ou a` un ensemble de taˆches.
La troisie`me ide´e a` la base des architectures horizontales est le paralle´lisme
des modules. Celui-ci permet d’assurer une re´sistance aux e´checs d’une taˆche :
si un module e´choue, les autres peuvent continuer d’effectuer leur taˆche et donc
permettre a` l’agent de poursuivre ses buts dans une certaine mesure.
D’un autre coˆte´, le paralle´lisme des modules entraˆıne une charge de tra-
vail accrue : chaque module posse`de son fil d’exe´cution et demande donc plus
de ressources mate´rielles.
De plus, comme l’on en a parle´ dans le champ Mise en œuvre, la conception
du module de controˆle et de son fonctionnement n’est pas aise´e et demande une
e´tude pousse´e des besoins et du fonctionnement de´sire´.
Un dernier proble`me est pose´ par cette architecture : les modules ne pro-
fitent pas des re´sultats des autres modules, or, de la fac¸on dont sont en ge´ne´ral
de´coupe´s les modules (i. e., par niveaux de connaissance), les modules de niveau
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supe´rieur pourraient profiter des re´sultats des modules de niveau infe´rieur.
7. Motifs associe´s
Les autres types d’architecture interne d’un agent peuvent pallier certains
des proble`mes inhe´rents a` cette architecture : Architecture verticale (page 117),
Architecture BDI (page 113) ou Architecture récursive (page 131).
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Fig. 34 – Motif Master-slaves
Ce motif peut eˆtre rapproche´ du motif Master-slaves , plus ge´ne´rique, pre´sente´
figure 34, de´crit dans [Massingill et al. 99]. Dans ce motif, une taˆche est
de´compose´e en plusieurs sous-taˆches. Chaque sous-taˆche est re´solue dans son
propre fil d’exe´cution. Les re´sultats doivent ensuite eˆtre fusionne´s pour former
le re´sultat de la taˆche principale.
?
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?
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1. Synopsis
Ce type d’architecture modulaire propose d’agentifier les modules qui com-
posent l’agent.
2. Forces
– La composante syste´mique du paradigme agent est primordiale.
– Diffe´rentes granularite´s dans les composantes du syste`me sont ne´cessaires :
– Le syste`me est compose´ de sous-syste`mes, eux-meˆmes compose´s de
sous-syste`mes, etc.
– Des agents forment des groupes qui doivent, eux aussi, eˆtre vus comme
des agents.
– Un agent est compose´ de diffe´rents modules inde´pendants qui interagissent
pour composer le comportement de l’agent.
– Les modules internes de l’agent sont relativement complexes.
– Le controˆle des modules internes d’un agent gagne a` eˆtre de´centralise´.
3. Usages
Dans toute la suite de ce motif, nous appellerons le syste`me principal le
macro-syste`me et le syste`me qui compose un agent sera appele´ le micro-syste`me.
Le mode`le LRO3, de´veloppe´ par Serge Stinckwich lors de la premie`re par-
tie de sa the`se, [Stinckwich 94], propose une architecture d’objets concur-
rents re´cursive. Ces objets concurrents servent a` mettre en œuvre des agents.
LRO3 est mise en œuvre de deux fac¸ons distinctes : par le biais de processus
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et par le biais d’acteurs. La re´cursivite´ de LRO3 est fige´e et la de´composition
des agents malaise´e.
Michel Occello & Yves Demazeau proposent, dans [Occello & De-
mazeau 97], une architecture d’agent re´cursive. Cette architecture, astro, per-
met aux agents de se de´composer (i. e., leurs taˆches et leurs connaissances) en
d’autres agents re´cursifs lorsque le besoin survient. Ce besoin est caracte´rise´ par
une fonction de complexite´ (dont la valeur de´pend de parame`tres «de´finis par
le concepteur» (sic)). Suivant sa fonction de complexite´ et suivant s’il a ou non
atteint son but, un agent peut se de´composer ou se recomposer.
Kelly Fernandes & Michel Occello de´veloppent, dans [Fernandes &
Occello 00], un SMA re´cursif qui leur permet d’organiser les micro-agents,
en les regroupant dans des macro-agent. Cette organisation est effectue´e sui-
vant les contraintes donne´es par d’autres macro-agents, fortement cognitifs,
qui cherchent a` atteindre des buts et qui sont en communication entre eux
et avec l’utilisateur. Les micro-agents sont des agents purement re´actifs. Les
agents re´cursifs servent a` repre´senter des groupes d’agents (re´cursifs ou non). Ils
servent donc a` simplifier la gestion des micro-agents. C’est l’architecture d’agent
de [Occello & Demazeau 97] qui est utilise´e pour les agents re´cursifs.
environnemental
agent
social
agent
égocentrique
environnement interne
agent
capteur
agent
effecteur
agent
Fig. 35 – L’architecture apa
L’architecture apa 1, de´veloppe´e par Franc¸ois Girault lors de sa the`se,
[Girault 02], est une architecture re´cursive qui a la particularite´ de n’utiliser
que des agents situe´s (cf. fig. 35). En effet, les micro-agents sont situe´s dans un
environnement interne au macro-agent et toutes les communications (en fait des
influences, cf. le motif Influences) passent par cet environnement interne. Les cap-
teurs et les effecteurs sont vus comme des micro-agents tre`s e´le´mentaires, ce qui
permet de les manipuler comme des agents et, donc, de maintenir une cohe´rence
dans les concepts et dans la gestion des communications. Apa a e´te´ tout d’abord
de´veloppe´e sur le substrat de la Robocup, donc avec comme objectif le support
de SMA a` la fois re´actifs et cognitifs. Par la suite, apa a e´te´ applique´e a` l’analyse
syntaxique, sous la mouture tapas 2, [Lebarbe´ & Girault 01]. Le mode`le apa,
et donc l’architecture apa, utilise aussi tre`s fortement le motif Marques .
1. Anticipation par Perception Augmente´e.
2. Traitement et Analyse par Perception Augmente´e en Syntaxe.
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La solution propose´e par ce motif est de faire de l’agent un syste`me multi-
agent dans lequel les modules internes de l’agent seront eux-meˆmes des agents,
autonomes et te´le´ologiques.
Il s’agit d’appliquer le principe de la syste´mique : un syste`me est compose´
de sous-syste`mes, eux-meˆmes compose´s de sous-syste`mes, etc.
L’architecture qui re´sulte de ce principe varie suivant la structure que l’on
choisit pour l’architecture d’un syste`me multi-agent. De plus, l’architecture du
micro-syste`me n’est pas force´ment identique a` celle du macro-syste`me.
En effet, il existe diffe´rentes fac¸ons d’organiser un SMA. L’on peut avoir un
SMA d’agents situe´s dans un espace et qui voient leurs interactions fortement
contraintes par l’environnement. L’on peut avoir un SMA d’agents communi-
quant via un me´dium de communication partage´ ne faisant intervenir aucune
position, aucune me´trique entre les agents (i. e., dans lequel tous les agents sont
e´gaux et « situe´s» au meˆme « endroit») –– ce genre de me´dium s’apparente a` un
bus de communication. L’on peut encore imaginer n’importe quelle structure
interme´diaire entre ces deux situations.
L’architecture ge´ne´rique que l’on peut toutefois faire e´merger de toutes ces
situations possibles ressemble a` celle qui est repre´sente´e sur la figure 36. Les
agents internes communiquent via l’environnement du micro-syste`me. Cet en-
vironnement peut eˆtre constitue´ d’un espace et de contraintes de communica-
tions sur la situation des micro-agents. Cet environnement peut aussi se limiter
a` n’eˆtre qu’un simple bus de communication entre les micro-agents.
module 0 module 1 module n
interface au monde
...
environnement
Fig. 36 – Architecture re´cursive ge´ne´rique
5. Mise en œuvre
La mise en œuvre de ce motif demande a` l’e´vidence la pre´sence d’agents
minimaux, c’est-a`-dire des agents qui ne sont pas eux-meˆmes compose´s de micro-
agents. L’on peut imaginer deux types d’agents minimaux : les transducteurs
et les agents non re´cursifs.
Le premier type d’agent minimal, les transducteurs, correspond a` de simples
filtres. Ce ne sont pas ve´ritablement des agents mais l’on peut les conside´rer
comme des agents de´ge´ne´re´s pour traiter les agents minimaux comme des agents
a` part entie`re.
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Agent
Transducteur Agent non récursif Agent récursif
Fig. 37 – Les diffe´rents types d’agent
Le second type d’agent minimal englobe tous les types d’agents possibles.
L’on peut utiliser tout mode`le et toute architecture d’agent que l’on souhaite
pour les re´aliser. Pour donner un exemple, nous utiliserons une architecture tre`s
simple dans laquelle le module de´cisionnaire manipule des donne´es qu’il place
dans la me´moire de l’agent, ce qui actionne les effecteurs de celui-ci (cf. fig. 38).
Entrées SortiesMémoires
Décisions
Fig. 38 – Architecture d’un agent non re´cursif
En partant d’un agent non-re´cursif, il suffit de remplacer le module de´ci-
sionnaire de l’agent par un ou plusieurs agents (re´cursifs ou non) pour en faire
un agent re´cursif (cf. fig. 39). Le module «me´moires» prend alors son inte´reˆt
puisqu’il devient le bus de communication utilise´ par les diffe´rents micro-agents
de´cisionnaires. L’on peut alors remarquer que les modules d’entre´e et de sortie
sont en fait des transducteurs qui, l’un, place les perceptions en me´moire et,
l’autre, re´agit aux actions demande´es par les autres modules.
Mémoires
Entrées Sorties
Mémoires
Décisions
SortiesEntrées
Fig. 39 – Architecture d’un agent re´cursif
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Le premier avantage apporte´ par l’application de ce motif est qu’il met
en avant la composante syste´mique du paradigme agent. Cette composante est
d’ailleurs l’une des plus importante des SMA car elle permet la re´cursivite´ agent–
SMA (cf. l’introduction de ce me´moire, page 5). Ce motif facilite donc l’inte´gra-
tion de la re´flexivite´ dans le mode`le de l’agent et dans son architecture meˆme.
Cette re´flexivite´ permet aussi aux agents de simuler le comportement des
autres agents pour extrapoler leurs re´actions et donc mieux anticiper, mieux
« comprendre» et prendre de meilleures de´cisions.
Dans un autre ordre d’ide´e, ce type d’architecture suit la ligne´e des syste`mes
multi-experts : un agent est compose´ d’experts autonomes qui coope`rent pour
de´cider du comportement de l’agent.
En ce qui concerne la mise en œuvre, ce motif facilite la gestion du controˆle
des modules internes de l’agent, en e´vitant les e´cueils des autres mode`les d’ar-
chitecture (manque de re´activite´, de cognition, blocages et incohe´rences). En
fait, ce motif propose de ne pas ge´rer ce controˆle puisqu’il propose d’utiliser un
syste`me multi-agent qui, par de´finition, de´centralise le controˆle.
Par contre, en de´centralisant le controˆle des modules internes, la re´cursivite´
ne fait que de´placer le proble`me du controˆle puisque celui-ci devra eˆtre traite´ via
l’organisation de micro-syste`me. Or, l’organisation d’un SMA et la collaboration
et la coope´ration des agents au sein du SMA n’est pas force´ment e´vidente.
De plus, la re´cursivite´ pose le proble`me des agents atomiques ou minimaux,
ceux qui ne sont pas re´cursifs. Ou` doit s’arreˆter la re´cursivite´, comment conce-
voir ces agents minimaux et leurs interactions. Mais ce dernier point n’est
pas si de´licat : les agents minimaux, ainsi que leurs interactions, se doivent
d’eˆtre simples.
7. Motifs associe´s
De toute e´vidence, le motif Composite, [Gamma et al. 94, p. 163] (cf. ce
me´moire, page 21), sert a` re´aliser ce motif dans une programmation oriente´e
objet. Les agents re´cursifs sont en effet des composites d’agents (cf. fig. 37 page
pre´ce´dente), les agents non re´cursifs e´tant les atomes du motif Composite.
Les autres motifs architecturaux de ce the´saurus –– c’est-a`-dire : Architecture
verticale (page 117), Architecture horizontale (page 125) et Architecture BDI (page 113)
––, peuvent servir pour de´finir l’architecture interne des micro-agents. Ils repre´-
sentent aussi des alternatives a` ce motif.
Le motif Marques (page 93) peut eˆtre utilise´ pour la communication entre
les micro-agents (comme c’est le cas dans apa).
Le motif Schémas d’organisation (page 79) peut be´nificier de ce motif pour re-
pre´senter des groupes d’agents prenant un roˆle dans une organisation : le groupe
est alors re´ifie´ par un agent re´cursif contenant les membres du groupe.
Tous les motifs de ce the´saurus peuvent en fait servir a` re´aliser ce motif.
Celui-ci faisant intervenir des SMA dans sa re´alisation, tous les motifs oriente´s
agent sont susceptibles de lui eˆtre applique´s.
?
?
?
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AntiMotifs
Ces motifs sont plus faciles a` expliquer sous la forme d’AntiMotifs (cf.section 3.3.5 page 25). C’est-a`-dire qu’ils expliquent certains symp-toˆmes d’un dysfonctionnement duˆ a` une mauvaise technique de concep-
tion, de de´veloppement ou de mise en œuvre. Ils explicitent donc ces symptoˆmes
et donnent une solution de reconception–re´-inge´nierie du syste`me touche´.
Iniquité : partage ine´quitable des ressources, quelles soient logicielles ou bien
mate´rielles, me´morielles ou computationnelles.
Discrétisation : perte partielle d’information, notamment sur des donne´es de
type nume´rique.
Entité Physique : les actions physiques sur l’agent sont retarde´es ou « oublie´es».
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Motif
Iniquite´
1. Synopsis
Lorsque le paralle´lisme est simule´ trop simplement, les agents ne sont pas
e´gaux en droit en ce qui concerne l’utilisation des ressources, notamment des
ressources calculatoires.
2. Symptoˆmes
Des conflits lie´s a` la concurrence d’action apparaissent. Par exemple lorsque
deux agents veulent utiliser la meˆme ressource au meˆme moment, au meˆme pas
d’exe´cution, deux cas de figure se pre´sentent : soit le premier agent dans la liste
utilise la ressource et l’autre agent ne pourra plus l’utiliser, et, dans ce cas,
c’est toujours le meˆme agent qui aura la priorite´ ; soit les deux agents utilisent
la ressource et celle-ci aura e´te´ utilise´e deux fois !
Nous avons donc deux principaux types de symptoˆmes :
– iniquite´ de partage des ressources ;
– incohe´rence d’utilisation des ressources.
3. DysSolution
Ces symptoˆmes surviennent souvent lorsque le paralle´lisme et les actions
concurrentes sont simule´es par un algorithme simple d’exe´cution se´quentielle.
Les agents e´tant autonomes et distincts, ils doivent pouvoir exercer des
actions concurremment les uns des autres. Si le nombre d’agents est trop im-
portant, ou si les ressources processeur sont trop faibles, chaque agent ne peut
avoir son propre fil d’exe´cution (thread). Le paralle´lisme doit donc eˆtre simule´
par un algorithme se´quentiel.
Les comportements des agents sont de´coupe´s en actions e´le´mentaires ou
en se´quences temporelles (quanta comportementaux) et, a` chaque pas d’exe´-
cution, l’ensemble des actions e´le´mentaires qui doivent eˆtre exe´cute´es a` ce pas
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sont effectivement re´alise´es. La solution la plus simple est alors de les re´aliser
se´quentiellement, sans autre ordre que celui des agents dans la liste de tous
les agents utilisant ce fil d’exe´cution (on peut en effet utiliser plusieurs fils
d’exe´cution tout en en ayant strictement moins que ne´cessaire pour que chaque
agent ait le sien propre).
L’on peut aussi utiliser un ordre ale´atoire sur les agents ou les actions. Dans
ce cas, le syste`me est expose´ a` une interfe´rence entre le ge´ne´rateur ale´atoire de
l’agenda d’exe´cution et les diffe´rents ge´ne´rateurs ale´atoires de la simulation. En
effet, la conception de ge´ne´rateurs ale´atoires suffisamment ale´atoires, rapides
et non corre´le´s est un proble`me connu.
4. Solution
Nous avons deux possibilite´s pour simuler le paralle´lisme sur une machine
se´quentielle. Soit l’on utilise une me´thode asynchrone, ou` les agents ont acce`s
au processeur chacun a` leur tour. Soit l’on utilise une me´thode synchrone, ou`
les actions des agents qui interviennent entre un instant t et l’instant t + 1
sont me´morise´es pour eˆtre applique´es toutes ensembles sur l’e´tat du monde a`
l’instant t pour donner l’e´tat du monde a` l’instant t + 1. Que ce soit l’un ou
l’autre terme de cette alternative qui est choisi, les conflits entre actions des
agents sont toujours possibles.
Partant de la`, plusieurs solutions s’offrent pour e´liminer les symptoˆmes de
cet antimotif.
La premie`re de ces solutions, la plus complexe, est d’utiliser un me´canisme
de re`glement automatique des conflits entre les actions des agents. C’est une so-
lution tre`s difficile car elle demande un mode`le e´quitable de re`glement de conflit.
Il faut donc reconnaˆıtre les conflits lorsqu’ils se pre´sentent, avoir un moyen de les
re´gler, sans simplement les retarder, et s’assurer que ce re`glement est e´quitable.
De plus, cette solution a le de´savantage de re´introduire un controˆleur central.
Une fausse solution est de pre´venir les conflits en instaurant un syste`me de
re´servation sur les ressources, voire meˆme un syste`me de ne´gociation entre les
agents. Ceci n’est pas envisageable pour tous les types de ressource. De plus, la
de´tection d’une situation de conflit avant meˆme son apparition est difficile.
Un algorithme de partage e´quitable du temps d’activite´ sur le processeur
est une des meilleures solutions a envisager.
Une dernie`re solution –– qui peut eˆtre applique´e en meˆme temps que les
pre´ce´dentes –– est l’utilisation du motif Influences (cf. page 105) qui permet de
simplifier la gestion des conflits d’actions en se´parant les actions de leurs effets.
5. Mise en œuvre
En ce qui concerne la mise en œuvre d’un algorithme d’exe´cution e´quitable
qui peut permettre d’e´viter les symptoˆmes de cet antimotif, la programmation
syste`me, et notamment la programmation de syste`mes d’exploitation multipro-
cessus ou multithread, est la meilleure piste a` suivre.
Certaines plates-formes multi-agents, surtout les plates-formes oriente´es vers
la simulation ou qui permettent ce genre d’application, inte`grent les solutions
propose´es ici en proposant des agenda d’exe´cution plus ou moins e´quitables
(MadKit, oRis, Cormas, etc.).
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Le soin apporte´ a` l’e´quite´ de l’agenda d’exe´cution est un point important
de tout syste`me multi-agent, et en particulier lorsqu’il s’agit d’une simula-
tion. L’utilisation d’un algorithme e´quitable permet de mieux s’approcher de
la re´alite´.
Le principal proble`me est que, comme souvent, il faut faire un compromis
entre l’ade´quation du SMA avec le but vise´ et les moyens que l’on peut apporter
a` la re´alisation de cette ade´quation. Il faut par exemple faire attention a` ne pas
re´inte´grer un controˆleur global en incluant un me´canisme de gestion des conflits ;
l’on perdrait alors l’un des inte´reˆts des SMA qu’est la distribution du controˆle.
7. Motifs associe´s
Comme nous l’avons signale´ dans le champ Solution, l’utilisation du motif
Influences (cf. page 105) permet de ge´rer les conflits d’actions concurrentes.
L’antimotif Discrétisation peut collaborer avec celui-ci pour le choix de la
dure´e du pas d’exe´cution.
?
?
?
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Motif
Discre´tisation
1. Synopsis
Comment choisir le bon niveau de discre´tisation des donne´es, quand est-
ce ne´cessaire ?
2. Symptoˆmes
– Une partie des e´tats du syste`me repre´sentant des solutions est inaccessible.
– Les agents, le syste`me complet, ont un comportement inapproprie´.
– Des phe´nome`nes percolatoires apparaissent.
3. DysSolution
La cause de ces proble`mes vient en partie du fait que l’ordinateur est une
machine discre`te et que les phe´nome`nes complexes que l’on veut repre´senter ont,
eux, certaines caracte´ristiques de l’infini et du continu. Comme la machine ne
peut ge´rer une infinite´ de valeurs possibles, il faut discre´tiser les valeurs. Trois
formes de discre´tisation se pre´sentent : approcher, re´duire ou symboliser.
Approcher consiste a` re´duire le nombre de valeurs possibles en utilisant un
repre´sentant (une valeur particulie`re) pour un sous-ensemble de valeurs pos-
sibles. L’application exemplaire de ce principe est le codage des nombres re´els
par des nombres a` virgule flottante. La pre´cision ε de ces nombres fait qu’un
nombre x repre´sente en fait toute la population de nombres re´els de [x;x + ε[
(ou ]x − ε;x] si x < 0).
Re´duire consiste a` de´cider que seul le fait qu’une valeur appartienne a` un in-
tervalle donne´ nous inte´resse. La valeur en elle-meˆme n’est pas significative,
l’on raisonne sur des classes de valeurs. Un exemple classique est de n’utiliser
que le nombre d’anne´es pour coder un aˆge, ou bien de faire des cate´gories plus
vastes : 18–24 ans, 25–35 ans, etc. Re´duire revient donc a` approcher avec une
pre´cision tre`s faible (un ε e´leve´).
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Symboliser est la re´duction a` outrance. Au lieu de conserver les donne´es sous
forme nume´rique, l’on utilise des symboles. Par exemple, l’on utilisera des sym-
boles comme « enfant», « adolescent», « adulte» en lieu et place de nombres.
Cela permet aussi une certaine souplesse sur la signification des symboles. Con-
ceptuellement, symboliser et re´duire sont deux me´canismes totalement diffe´-
rents. La symbolisation s’appuie en effet sur des diffe´rences significatives : un
adulte est majeur.
Dans chacune des trois solutions, il y a une perte d’information e´vidente.
En re´alite´, la cause fondamentale de cet antimotif est l’habitude de la dis-
cre´tisation. Lorsque l’on mode´lise un syste`me complexe, l’on sait (trop) bien
que l’on va avoir a` faire des simplifications et donc que l’on va utiliser la
discre´tisation.
Le concepteur est souvent conscient de la ne´cessite´ de bien choisir le ni-
veau de discre´tisation, de ne pas trop discre´tiser tout en simplifiant au mieux.
Le proble`me vient qu’a` mesure que l’on progresse dans la conception, l’on a
tendance a` oublier que l’on a fait une discre´tisation et que l’on n’a alors pas
toute l’information.
Pour ancrer notre propos, examinons le cas de l’espace dans lequel les agents
e´voluent. Dans bon nombre d’applications, cet espace est re´duit a` un e´chiquier,
un ensemble de cases, souvent carre´es, parfois hexagonales. Cette discre´tisation
de l’espace est souvent largement suffisante pour repre´senter le milieu spatial
du syste`me multi-agent mais elle implique de nombreux proble`mes.
Parmi ceux-ci, il y a le proble`me du choix de la taille des cellules : un
agent par cellule, plusieurs cellules pour un agent, plusieurs agents par cel-
lule, etc. Il s’agit en fait de bien choisir le niveau de discre´tisation ade´quat
au proble`me a` ge´rer.
Un autre proble`me est celui de la gestion des de´placements : par exemple,
dans le cas de cellules carre´es, s’agit-il de 4-voisinage ou de 8-voisinage (i. e.,
les de´placements en diagonale sont-ils autorise´s). Cette simple question peut
poser de gros proble`mes : dans le cas du 8-voisinage, un de´placement en dia-
gonale permet de faire en trois e´tapes un de´placement qui en aurait pris six
en 4-voisinage ; alors se pose aussi le proble`me de la de´pense d’e´nergie corres-
pondant a` chaque type de de´placement.
Un troisie`me proble`me lie´ est celui des obstacles : un passage suffisamment
large mais mal discre´tise´ peut devenir infranchissable.
En ce qui concerne le temps –– qui est une composante importante des
SMA, surtout lorsqu’il s’agit de simulations ––, le choix de sa discre´tisation est
primordial. En effet, pour une simulation, l’on choisit souvent d’utiliser une
exe´cution pas a` pas (cf. l’antimotif Iniquité ). La longueur d’un pas d’exe´cution
est un choix important : s’il est trop long, des e´ve`nements peuvent eˆtre ra-
te´s, s’il est trop court, c’est le temps global de la simulation (celui perc¸u par
l’utilisateur) qui sera trop long.
De plus, un pas trop court demande des actions primitives (les actions e´le´-
mentaires demande´es par l’agent) trop e´le´mentaires et des de´cisions tre`s fre´-
quentes de la part de l’agent (et donc des de´cisions tre`s rapides du point de vue
du temps suggestif de l’agent). Le mode`le de l’agent de´pend donc fortement
de ce pas d’exe´cution.
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La premie`re lec¸on de cet antimotif est bien entendu de faire tre`s attention a`
la discre´tisation des donne´es lors de la conception mais surtout lors de la mise
en œuvre, car c’est lors de la mise en œuvre que le choix de la repre´sentation
des donne´es est re´alise´.
Une autre lec¸on de cet antimotif est de bien documenter son syste`me, et
surtout de spe´cifier les parties du syste`mes ou` la discre´tisation, et donc la perte
d’information, a lieu. Il faut aussi explicitement indiquer les raisons des choix
applique´s.
Pour ne pas avoir de proble`me, il faut bien choisir le grain de discre´tisation
utilise´. Ceci est he´las une e´vidence, de meˆme que c’en est une de dire que ce
choix de´pend fortement de l’application en cours de conception. Toutefois, nous
pouvons donner quelques indices pour aider a` ce choix.
Le premier conseil est de porte une grande attention a` ce qui fait informa-
tion (i. e., ce qui fait diffe´rence) pour le proble`me conside´re´ et les pour les
acteurs implique´s.
Pour re´aliser une bonne discre´tisation, il faut avant tout essayer d’imaginer
toutes les situations que le mauvais choix de la granularite´ pourrait modifier
(comme par exemple rendre un passage inaccessible s’il s’agit de discre´tiser
l’espace). De toutes ces situations, il faut eˆtre conscient que certaines sont in-
e´vitables et qu’il faut donc faire un compromis lors du choix de la granularite´.
D’autre part, l’utilisation de types de donne´es tels que les nombres a` virgule
flottante permet d’une part de s’approcher le plus possible de la « re´alite´»,
et d’autre part de conserver la notion de nombre re´el dans le code lui-meˆme
(comme partie de la documentation du syste`me).
Dans un autre ordre d’ide´e, une autre solution propose´e par cet antimotif
est de ne pas discre´tiser a` tous les niveaux. Le mode`le interne de l’agent, par
exemple, n’a pas force´ment besoin d’eˆtre discre´tise´ : il peut tre`s bien continuer de
«penser» continu meˆme si, a` un autre niveau les donne´es sont discre`tes (comme
par exemple dans le calcul des perceptions ou dans l’application des actions).
5. Discussion
Apre`s l’application des solutions propose´es par cet antimotif –– solutions que
l’on pourrait re´sumer par : le choix de la bonne granularite´, une bonne docu-
mentation et e´viter la discre´tisation a` tout crin ––, les symptoˆmes doivent, sinon
disparaˆıtre, a` tout le moins trouver une explication et donc une re´cupe´ration
des erreurs pourra eˆtre inte´gre´e au syste`me.
Le fait de documenter clairement les endroits de syste`me ou` les discre´tisa-
tions sont effectue´es et la documentation des liens entre ces discre´tisations et
les mode`les utilise´s permettent de modifier facilement la granularite´ utilise´e.
De la meˆme fac¸on, avoir deux mode`les (au moins) pour les donne´es de l’agent
–– le premier e´tant le mode`le interne continu sur lequel les de´cisions sont prises
et le second l’implantation discre´tise´e de ce mode`le ––, permet de modifier l’un
quasiment inde´pendamment de l’autre.
Par contre, l’utilisation de plusieurs niveaux repousse le proble`me du choix
de la bonne granularite´. Cela le repousse aux niveaux de la mise en œuvre. Cela
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ne le re´sout pas, bien que cela le confine a` certains niveaux et e´vite ainsi sa
disse´mination dans tout le syste`me.
6. Motifs associe´s
L’antimotif Iniquité peut entrer en collaboration avec cet antimotif lorsqu’il
s’agit de discre´tiser le temps du syste`me (cf. page 139).
Le motif Influences peut utiliser cet antimotif lors de l’utilisation du me´ca-
nisme de gradient a` vagues (cf. page 105).
?
?
?
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Entite´ physique
Synomyme : Entité Rationnelle.
1. Synopsis
Lorsque l’agent ge`re au niveau de´libe´ratif les actions physiques qui lui sont
applique´es, des incohe´rences surviennent.
2. Symptoˆmes
– Les agents ne re´agissent pas correctement aux actions auxquelles ils sont
soumis.
– Les actions physiques sur les agents subissent un retard de prise en compte
ou sont « oublie´es».
3. DysSolution
La principale cause de ces symptoˆmes est qu’il n’y pas de distinction nette
de la partie physique (i. e., celle qui est soumise a` l’environnement et aux forces
physiques) de la partie proactive et de´cisionnaire de l’agent.
Ce sont les agents qui ge`rent les actions physiques qui leur sont applique´es.
L’agent posse`de, dans son comportement, les me´canismes de traitement de
toutes les actions auquel il est soumis, y compris celles qui sont inhe´rentes
a` des lois externes (les lois de la physique par exemple) et auxquelles il ne
peut que se soumettre.
Nous nous placerons ici dans le cas de l’utilisation du motif Influences (cf.
page 105), dont le vocabulaire nous permet de mieux cerner les concepts en jeu.
Le terme le plus important est celui d’influence, qui englobe, sous un meˆme
vocable, toutes les perturbations auxquelles un agent peut eˆtre soumis : forces,
messages, perceptions et autres stimuli. Cet antimotif reste bien entendu valable
si le motif Influences n’est pas applique´.
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Si les deux types d’influences qu’un agent peut recevoir –– celles qu’il peut
traiter et celles auxquelles il doit obe´ir, (nous les appelons Stimulus et Force sur
le diagramme du motif Influences, reproduit ici fig. 40) –– sont identiques, alors
leur traitement est effectue´ par le meˆme me´canisme.
Environnement
influences globales
Objet Situé Agent
reçoit(influence)
Receveur
StimulusForce
Influence
transmet
applique
situé
Fig. 40 – Mise en œuvre du motif Influences
Le me´canisme de gestion des perturbations de l’agent est un me´canisme
de´cisionnel. En effet, la plus grande diffe´rence entre un objet et un agent est
que ce dernier peut dire «non». Il peut donc de´cider de la re´ponse en fonction
de la perturbation, de son type ou de son origine.
Si ce me´canisme est aussi utilise´ pour ge´rer les actions effectue´es sur le
corps de l’agent (comme par exemple la force de gravite´), alors ce dernier peut
tout simplement refuser de l’appliquer. Or, tout ce que l’agent peut faire pour
s’opposer a` une telle perturbation est de re´agir par une perturbation contraire.
Il peut re´aliser une contre-action pour annuler les effets de l’action. Il ne peut
pas annuler l’action physique par sa seule pense´e.
4. Solution
La solution que nous proposons pour e´viter les symptoˆmes de cet antimotif
est la se´paration de la gestion des influences que l’agent peut consciemment
traiter et celles qu’il doit subir.
En se´parant les deux types d’influences, on doit aussi diffe´rencier leur traite-
ment par l’agent. Et la solution la plus simple est de se´parer l’objet de l’environ-
nement repre´sentant la partie physique de l’agent de l’agent lui-meˆme (comme
c’est le cas sur la figure).
L’entite´ physique est donc un objet situe´ dans l’environnement, il y subit les
influences globales ou inhe´rentes a` sa qualite´ d’objet situe´. L’agent n’intervient
pas dans le traitement de ces influences.
–– 148 ––
5. Mise en œuvre
5. Mise en œuvre
L’une des conse´quences de l’application de la dyssolution est que le code de
traitement des modifications ine´luctables de l’agent (forces de frottement, fa-
tigue, etc.) est re´parti au travers du code de l’agent, me´lange´ aux traitements des
perceptions et des messages et a` la prise de de´cision. La solution que nous propo-
sons demande donc de se´parer ces me´canismes dans le code : meˆme si les traite-
ments sont similaires, il faut les de´coupler (en utilisant par exemple l’he´ritage).
6. Discussion
L’application de cet antimotif permet de diffe´rencier la partie physique de
l’agent, purement objet, de sa partie de´cisionnaire, qui contient toute l’appli-
cation du paradigme agent. Cette diffe´renciation s’applique aussi au syste`me :
les contingences physiques de l’environnement sont se´pare´es du SMA, bien que
les liens entre ces parties subsistent (notamment le fait que les agents sont
situe´s dans l’environnement et que leurs interactions avec celui-ci influencent
son comportement).
Cette diffe´renciation demande aussi plus de travail puisqu’il est alors ne´-
cessaire de ge´rer diffe´remment les « forces» des autres influences que l’agent
rec¸oit. Cet antimotif demande donc de se´parer ce qui avait e´te´ rapproche´ par
le motif Influences .
En fait, le motif Influences ne demande pas que toutes les perturbations soient
ge´re´es par le meˆme me´canisme. Il propose seulement, qu’a` un niveau d’abstrac-
tion e´leve´, toutes les perturbations puissent eˆtre conside´re´es de la meˆme fac¸on.
7. Motifs associe´s
Le motif Délégation , [Grand 98, p. 53], peut eˆtre conside´re´ comme le motif
pe`re de celui-ci. Il est utilise´ lorsque l’he´ritage est impossible ou poserait des
proble`mes (ici, l’he´ritage interviendrait entre l’agent et l’objet situe´ : un agent
est un objet situe´ qui peut re´agir et de´cider).
Ce motif facilite la mise en œuvre du motif Influences . C’est d’ailleurs la
raison pour laquelle nous avons utilise´ le vocabulaire de ce dernier.
?
?
?
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An ounce of application is worth a ton of abstraction.
— Anonyme
First shalt thou take out the Holy Pin,
then shalt thou count to three, no more, no less.
Three shalt be the number thou shalt count,
and the number of the counting shalt be three.
Four shalt thou not count, neither count thou two,
excepting that thou then proceed to three. Five is right out.
Once the number three, being the third number, be reached, then
lobbest thou thy Holy Hand Grenade of Antioch towards thou foe,
who being naughty in my sight, shall snuff it.
— MONTY PYTHON, Holy Grail (1974)
Pour appuyer notre the`se, nous de´velopperons ici un exemple concretde l’utilisation des motifs oriente´s agent que nous venons de de´crire. Enpartant d’un proble`me simple (en tout cas dans ses extensions envisage´es),
nous utiliserons nos motifs –– ainsi d’ailleurs que des motifs objets, particulie`-
rement lors de la mise en œuvre –– pour analyser, concevoir et mettre en œuvre
un syste`me multi-agent qui aidera a` comprendre et a` re´soudre ce proble`me.
Avant d’entrer dans cette application particulie`re, voyons comment, d’une
manie`re ge´ne´rale, l’on se´lectionne et applique des motifs de conception.
1. La consommation de motifs
L’application d’un motif peut prendre deux formes diffe´rentes. La premie`re
conside`re que l’on connaˆıt le motif a` appliquer. La question que l’on se pose
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alors est : Suis-je dans la situation, le contexte, de´crit par le motif ? La seconde
est plus large : l’on ne connaˆıt pas encore le motif a` appliquer. La question
est alors double : Quelle est la situation ? Quel est le contexte ? et A` quel motif
correspond cette situation, ce contexte ? De plus, apre`s la question de la se´lection
du motif, une autre question se pose : Comment appliquer un motif ?
Nous allons donc aborder le proble`me de la consommation des motifs dans
ces deux aspects : se´lection et application.
1.1. Comment se´lectionner un motif ?
Pour bien se´lectionner un motif de conception, il faut tout d’abord bien
comprendre comment un motif peut re´soudre un proble`me, notamment le fait
qu’un motif ne propose pas une solution « clef en main» mais des lignes direc-
trices qui permettent de forger sa propre solution, de la meˆme fac¸on qu’un motif
ne s’adresse pas a` un proble`me particulier mais a` un contexte proble´matique,
a` un ensemble de contraintes.
Une fois ces notions bien comprises, il faut avoir une connaissance globale
des motifs, savoir dans les grandes lignes quels sont les motifs et les contraintes
qu’ils proposent de re´soudre. Pour cela, il faut lire le Synopsis et les Forces
de tous les motifs.
L’on perd beaucoup de l’inte´reˆt des motifs si l’on ne les conside`re qu’in-
dividuellement. Il faut donc e´tudier les relations entre les motifs d’un meˆme
catalogue. Ils ont en effet e´te´ e´crits ensemble et sont destine´s a` eˆtre utilise´s
ensemble ; certains motifs se comple`tent ou s’utilisent, d’autres proposent un
groupe de solutions alternatives a` un ensemble de contraintes similaires. C’est
le champ Motifs associe´s qui est ici le plus utile.
Les connaissances ne´cessaires que nous venons d’e´nume´rer sont des connais-
sances globales sur le fonctionnement des motifs et sur les principes du catalogue
utilise´. Il s’agit donc de connaissances a` acque´rir avant tout de´veloppement.
Ensuite, lorsque l’on est en phase de de´veloppement, il faut savoir choisir le
motif qui pourrait re´soudre les contraintes pose´es. Pour cela, et une fois les
contraintes particulie`res de´gage´es du proble`me, il faut de´terminer le groupe de
motifs qui pourrait s’appliquer et donc e´tudier les motifs se trouvant dans la
meˆme section, et qui ont des buts similaires.
Un autre indice de l’applicabilite´ d’un motif est de de´celer, dans le sys-
te`me que l’on conc¸oit, les points qui pourraient eˆtre la cause d’une reconception
du syste`me. Il s’agit des contraintes globales, des besoins, que l’on pense sus-
ceptibles de varier dans le cycle de vie du logiciel. Si l’on pre´voit plus toˆt les
parties du logiciel susceptibles d’e´voluer –– et, par la meˆme occasion, les par-
ties stables ––, l’on peut appliquer plus suˆrement les techniques qui s’offrent a`
leur conception et choisir celles qui permettront (ou non) une adaption aux
variations des besoins.
Lorsque l’on de´veloppe un logiciel, il faut aussi savoir quand ne pas utiliser
un motif. En effet, l’application d’un motif peut entraˆıner de lourdes conse´-
quences : des choix irre´versibles (a` moins d’une reconception du logiciel) ou
simplement une flexibilite´ trop importante, un nombre d’indirections trop e´leve´,
en somme, une abstraction trop e´leve´e pour un cas concret simple.
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1.2. Comment appliquer un motif ?
Une fois le motif se´lectionne´, il faut savoir l’appliquer. Comme nous l’avons
de´ja` releve´ dans la section 4 page 28 du chapitre I, un motif est a` la fois instancie´,
parame´tre´ et adapte´, c’est-a`-dire utilise´.
C’est pourquoi il est ne´cessaire de bien lire le motif, entie`rement, avant son
utilisation. La partie Discussion, qui rele`ve les conse´quences, utiles ou ne´fastes,
du motif est primordiale.
Ensuite, le champ Solution est bien entendu le plus important car il ex-
pose les concepts, les principes et les techniques participant a` la re´solution des
contraintes que le motif se propose de lever.
Une fois la solution bien maˆıtrise´e, le champMise en œuvre est la` pour aider
a` son application dans le de´veloppement du logiciel. Ce champ propose des tech-
niques d’application et, souvent, des alternatives, en exposant les contraintes
pose´es ou re´solues par chacune.
Un point important de l’utilisation d’un motif est de bien documenter le
logiciel, par des commentaires dans le code, les diagrammes construits, la do-
cumentation e´crite. Cela permet de faire ressortir l’utilisation du motif dans le
but d’aider le travail d’e´quipe et de repe´rer les points ou` le motif a e´te´ utilise´,
pour une future reconception.
Une autre fac¸on de documenter l’utilisation du motif est de faire apparaˆıtre,
dans le nom des classes, des objets, des algorithmes ou de toute structure ajoute´e
au logiciel par le biais de l’utilisation du motif, le nom ge´ne´rique utilise´ dans
le motif pour repre´senter cette structure.
Une dernie`re forme d’application des motifs est l’utilisation d’outils d’aide
a` la conception et au de´veloppement (les fameux CASE tools) qui inte`grent
les motifs dans le processus de conception et dans les diffe´rents diagrammes
construits lors de ce processus. Certains travaux proposent des techniques pour
que cette inte´gration soit re´ellement un gain pour les concepteurs et les de´ve-
loppeurs, [Pavel & Winter 96, Rapicault 99, Sunye´ 99]. D’autres travaux
proposent une application automatique des motifs, [Eden et al. 97b].
— ?—
Maintenant que l’on sait choisir le bon motif et que l’on sait comment l’uti-
liser, l’on peut pratiquer et utiliser les motifs pour le de´veloppement de ses
logiciels. Nous pre´sentons donc maintenant une application de nos motifs pour
le de´veloppement d’un SMA.
2. Le sujet de l’expe´rience
Nous allons simuler un proble`me-jouet connu, celui de cre´er un monde virtuel
dans lequel des robots poussent des palets a` des places de´finies. Le monde dans
lequel e´voluent les robots est un espace carte´sien a` deux dimensions contenant :
– des robots ;
– des palets mobiles ;
– des «places» fixes dans lesquelles doivent eˆtre pousse´s les palets ;
– des prises dans lesquelles les robots viennent se recharger en e´nergie.
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Les robots se de´placent dans ce monde et, en entrant en collision avec eux,
ils poussent les autres objets du monde (palets et autres robots). Les places
et les prises sont fixes et ne sont pas des obstacles (les palets et les robots
peuvent eˆtre positionne´s dessus).
Dans le mode`le le plus simple, tout palet peut eˆtre pousse´ sur toute place.
Ce mode`le peut eˆtre complique´ en fixant, pour chaque palet ou pour chaque
type de palet, une place particulie`re ou un type de place particulier.
3. L’analyse
Nous pouvons se´parer le proble`me en diffe´rents aspects :
– des objets (robots, palets, places, prises) sont situe´s dans un espace ;
– certains de ces objets (robots et palets) suivent certaines re`gles :
– ils ne peuvent se chevaucher,
– ils subissent des acce´le´rations ;
– les agents-robots font plusieurs types d’action :
– ils se de´placent dans l’espace ;
– ils poussent des palets vers des places ;
– ils repe`rent les objets, e´vitent les obstacles ;
– ils se rechargent aupre`s de prises.
3.1. Les perceptions et les actions
Pour la transmission des perceptions et des actions, nous suivons le mo-
tif Influences .
Le motifMarques nous propose que les diffe´rents objets e´mettent des marques
de reconnaissance et de positionnement. Donc, pour la perception, nous suivons
le motif Marques :
– les objets physiques e´mettent des marques pour eˆtre repe´rables ;
– ils e´mettent aussi un signal de re´pulsion pour pouvoir eˆtre e´vitables.
3.2. Le comportement de l’agent
Dans cette version simple, l’agent a un comportement re´actif simple : s’il
est e´puise´, il va se recharger a` la prise la plus proche, sinon, il cherche et pousse
le palet le plus proche vers la place la plus proche. L’agent a donc deux grands
comportements : chercher une prise pour se recharger et chercher et pousser
un palet vers sa place.
Pour trouver la prise la plus proche, il lui suffit de remonter le gradient
d’attraction des marques e´mises par les prises.
Pour chercher et pousser un palet vers la place la plus proche, la premie`re
solution envisage´e est d’utiliser deux gradients. Le robot suivra le gradient des
marques des palets pour en trouver un, puis suivra celui des places pour pousser
le palet vers la place la plus proche.
Les perceptions Il y aura trois gradients d’attraction associe´s aux marques :
– celui des palets ;
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– celui des places ;
– celui des prises.
Le proble`me pose´ par cette solution simple est qu’il faut que la marque d’un
palet cesse d’eˆtre active lorsque celui-ci se trouve sur une place et re´ciproque-
ment pour la marque de la place. Si ce n’est pas le cas, les robots continueront
d’eˆtre attire´s par des places de´ja` occupe´es et par des palets de´ja` place´s. De
plus, ceux-ci seront tre`s proches puisque le robot viendra de pousser le palet
sur sa place, un comportement trop simpliste de l’agent lui fera alors repousser
le palet qu’il vient de placer.
La question est alors de savoir qui de´sactivera ces marques, et, surtout,
comment se rendre compte que le palet est sur la place.
Si l’on de´cide de placer ce me´canisme dans le palet ou dans la place, l’on
est, d’une part, oblige´ de le placer dans les deux. En effet, pourquoi la place
dirigerait-elle le palet plutoˆt que l’inverse ? D’autre part, pour que ce soit le palet
et la place qui repe`rent la situation, il leur faudrait une capacite´ de perception.
Ce qui demanderait des capteurs et un me´canisme de ve´rification a` chaque pas.
C’est-a`-dire que les places et/ou les palets seraient quasiment des agents : ils
auraient une boucle perception–de´libe´ration–action simple.
Pour e´viter cette situation, nous inte´grons la recherche de couplage dans un
objet plus global : l’environnement. Certes, cela demande que l’environnement
fasse la ve´rification a` chaque pas et, surtout, qu’il modifie la marque des places et
des palets en conse´quence, mais c’est la solution la plus directe (l’environnement
a de´ja` un roˆle global par la gestion des perceptions et des actions).
Nous ajoutons un dernier gradient (facultatif), de re´pulsion cette fois, qui
permettra aux agents d’e´viter les collisions non de´sire´es (en particulier avec
les autres robots).
Pousse´e Comment un agent-robot peut-il pousser un palet ?
Il suffit que le robot (R0 sur la figure 41) se place au contact du palet (C),
derrie`re celui-ci sur la direction qui le me`ne au but (D). Ensuite il peut le
pousser en entrant en collision volontaire avec lui.
Il faut aussi faire attention au cas ou` le robot se trouve entre le palet et
la place. En effet, dans ce cas, le robot doit se placer derrie`re le palet mais en
le contournant, sinon, s’il percute le palet, il l’emme`nera dans une mauvaise
direction. Il utilisera donc son capteur d’e´vitement d’obstacles.
D
R1
R0
C
Fig. 41 – Un agent pousse un palet
Pour re´aliser ce comportement de pousse´e, il faudra que l’agent puisse repe´-
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rer les objets de fac¸on pre´cise (notamment pour connaˆıtre la position des palets).
Les capteurs Nous avons donc besoin de trois types de capteurs :
– un pour les gradients d’attraction (le robot aura un capteur pour chacun
des trois gradients de ce type) ;
– un pour le gradient de re´pulsion d’e´vitement d’obstacles ;
– un capteur positionnel (a` courte porte´e) pour localiser les objets avec
pre´cision.
3.3. L’espace
Collisions La gestion des collisions est assez complexe. En effet, une collision
modifie les trajectoires des objets et peut donc entraˆıner d’autres collisions.
Il faut ge´rer ce proble`me de manie`re e´ve´nementielle : il faut traiter les col-
lisions au moment ou` elles ont lieu. S’il n’y a pas de collision, les objets conti-
nuent sur leur trajectoire.
Nous allons donc fonctionner par e´tapes :
1. calculer toutes les collisions possibles a` partir des trajectoires courantes ;
2. de´terminer la date de la premie`re de ces collisions ;
3. avancer le temps du syste`me jusqu’a` cette date (i. e., de´placer tous les
objets sur leur trajectoire jusqu’a` cette date) ;
4. re´aliser la premie`re collision (i. e., calculer la nouvelle trajectoire des ob-
jets en cause) ;
5. recommencer.
En ce qui concerne les objets, les trajectoires qui re´sultent d’une collision
sont fonction de la trajectoire des objets avant la collision.
Soient oi et oj les objets qui entrent en collision, ~vi la vitesse (i. e., trajec-
toire) de oi et ~vj celle de oj , ~xi la position de oi et ~xj celle de oj , mi la masse
de oi et mj la masse de oj , ri le rayon de oi et rj celui de oj .
Pour simplifier les e´quations, on posera ~p = ~oj− ~oi, ~v = ~vj− ~vi et d = ri+rj .
vi
v’i
vj
v’j
ri
rj
p
Fig. 42 – Collision entre deux objets
Pour que les deux objets se percutent, il faut que ~p.~v < 0 (premie`re condi-
tion initiale).
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Le choc aura lieu lorsque les deux objets seront a` une distance e´gale a` la
somme des rayons. Ceci nous donne une e´quation du second degre´ (e´quation
1), qui n’a de solution que si son discriminant re´duit est positif (e´quation 2,
seconde condition initiale).
(~p+ ~v.t)2 = d2 (1)
∆′ = (~p.~v)2 − ~v2.(~p2 − d2) ≥ 0 (2)
Si les deux conditions initiales sont remplies, le choc a lieu et l’e´quation 1
a deux solutions positives. La solution minimale est en fait la seule (la seconde
correspondrait a` un second choc, si les objets ne subissaient pas le premier qui
leur fait changer de trajectoire).
tchoc =
−(~p.~v)−√∆′
~v2
(3)
Nous connaissons donc la date du choc (e´quation 3) et donc la position des
objets a` ce moment (puisque l’on connaˆıt leur vitesse et leur position initiale).
Il reste a` de´terminer la trajectoire des objets a` partir du choc. Pour simplifier,
on conside´rera le choc comme parfaitement e´lastique.
En nous plac¸ant maintenant au moment du choc, et graˆce aux principes de
la conservation de la quantite´ de mouvement, de la conservation de l’e´nergie
cine´tique totale et de la conservation du moment cine´tique total, nous obtenons
les trois relations suivantes (~gi et ~gj sont la position respective de oi et oj par
rapport au centre de gravite´ de oi et oj) :
mi ~vi
′ +mj ~vj ′ = mi ~vi +mj ~vj
mi vi
′2 +mj vj ′2 = mi vi2 +mj vj2
mi ~gi ∧ ~vi +mj ~gj ∧ ~vj = mi ~gi ∧ ~vi′ +mj ~gj ∧ ~vj ′
D’ou` il de´coule que :
~vi
′ = ~vi + 2
mj
mi +mj
(
~v.~p
d
)
~p
d
~vj
′ = ~vj − 2 mi
mi +mj
(
~v.~p
d
)
~p
d
En ce qui concerne les rencontres avec les bords de l’espace, un objet qui per-
cute un bord glissera sur le bord (i. e., sa composante verticale, respectivement
horizontale, sera annule´e s’il percute un bord horizontal, resp. vertical).
4. La conception
Nous allons simuler le monde et les robots par une simulation a` temps
discret : l’exe´cution se fera pas a` pas. A` chaque pas d’exe´cution, les influences
sont calcule´es, les perceptions envoye´es aux capteurs et les agents de´cident alors
de leurs actions pour ce pas. Les actions seront des influences.
Cette manie`re de simuler nous demande donc de faire attention aux deux
antimotifs Discrétisation et Iniquité .
Pour simplifier les calculs pour la gestion des objets dans l’espace (collision,
de´placement, etc.), nous supposerons tous les objets comme ayant une enveloppe
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circulaire dans le plan, et dont la masse est proportionnelle au cube du rayon
(i. e., ce sont des cylindres de hauteur proportionnelle au rayon).
En suivant l’application de l’antimotif Discrétisation , nous conserverons des
coordonne´es re´elles (ou plutoˆt a` virgule flottante).
En ce qui concerne Iniquité , notre application-jouet peut tre`s bien supporter
les interfe´rences dues a` l’iniquite´ d’exe´cution. De plus, l’utilisation du motif
Influences permet de re´gler une partie des conflits possibles.
Sur la figure 43 sont repre´sente´es les diffe´rentes classes du syste`me : une
simulation est un ensemble d’agents et d’objets situe´s dans un environnement.
Agent
Capteur
Environnement
Espace
PaletRobot
Place Prise
Position
Simulation
ObjetSitué
agit dans
situé dans
ObjetVisible
CapteurPositionnel
ObjetMobile
Fig. 43 – Les classes du syste`me
Nous avons applique´ l’antimotif Entité-Physique en se´parant le Robot de l’Agent
qui le ge`re. De cette fac¸on, le robot subira les forces physiques (de´placement, col-
lision, attraction, re´pulsion) sans intervention de l’agent (si ce n’est la demande
de de´placement lorsqu’il donnera des ordres a` son robot).
4.1. Application du motif Marques
Le fait qu’une marque ait une position en fait un objet situe´, par contre, elle
n’est pas visible, bien que l’on puisse la percevoir. Nous avons donc se´pare´ les
ObjetsSitue´s des ObjetsVisibles. De la meˆme fac¸on, les places, ainsi que les prises,
ne sont pour nous que des emplacements dans l’espace, elles n’on pas de re´elle
substance –– on peut y placer d’autres objets (ce qui est d’ailleurs le but des
agents) –– et ne subissent donc pas de force physique (collision, de´placement).
Nous avons donc aussi se´pare´ les ObjetsVisibles des ObjetsMobiles.
Les diffe´rents types d’objet ont chacun leur marque.
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MarquePlace
MarqueObjetVisible
MarquePrise
Marque
MarquePaletMarqueRobot
ObjetSitué
ObjetVisible
émet
MarqueBut
Fig. 44 – Les diffe´rentes marques
4.2. Application du motif Influences
Il y a deux grands types de Receveurs d’influences : les me´canismes de ges-
tion des influences que sont les Influenceurs et l’Environnement, et les objets
qui subissent les influences (les ObjetsMobiles qui subissent des forces physiques
et les Capteurs qui sont sensibles a` un certain type de signal, ge´ne´re´ par cer-
taines influences).
Influenceur
CapteurEnvironnement
Receveur
+reçoit(inf:Influence): void
+influençable(influence:Class): boolean
ObjetMobile
Class sensible àinfluence
Fig. 45 – La re´ception des influences
Les Influenceurs sont les objets qui ge`rent les influences. Pour cela, ils per-
mettent a` des Receveurs de s’inscrire, sur le mode`le du motif Observer , [Gamma
et al. 94], (l’inscription est automatique dans notre application).
Nous avons quatre types d’influenceurs :
– les GradientsMarques qui rec¸oivent des Cre´ationsMarque et me´morisent les
marques correspondantes et qui envoient des InfluencesMarque aux capteurs des
robots pour qu’ils se guident ;
– les Localisateurs qui permettent aux capteurs des robots de localiser pre´-
cise´ment les objets visibles ;
– le Collideur 1 qui empeˆche les objets de se chevaucher en ge´rant les colli-
sions ;
1. De l’anglais collider, lui meˆme du latin collidere « entrer en collision».
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– et, enfin, le GradientRe´pulseur qui engendre une Re´pulsion pour permettre
aux robots d’e´viter les collisions (facultatif).
Influenceur
Collideur
GradientMarque
Environnement
Espace
Marque
Receveur
gère
influence
Localisateur
ObjetVisible
GradientRépulseur
Fig. 46 – La gestion des influences
D’apre`s notre analyse, nous avons besoin de plusieurs types d’influences :
– les influences dues a` la pre´sence des marques : InfluenceMarque (ce sont
des perceptions) ;
– les influences servant a` cre´er des marques : Cre´ationMarque (cette influence
sert a` pre´venir le GradientMarque correspondant) ;
– les perceptions de localisation : InfluenceObjetVisible ;
– les forces physiques : Acce´le´ration ;
– les forces de re´pulsion : Re´pulsion (pour l’e´vitement d’obstacle, contraire-
ment aux Acce´le´rations, les Re´pulsions peuvent eˆtre ignore´es) ;
– les influences cre´e´es lors de l’apparition ou la disparition d’un objet dans
l’espace : ApparitionObjet et DisparitionObjet (ces influences sont ge´ne´re´es par la
cre´ation d’ObjetsVisibles, pour «pre´venir» l’espace et les diffe´rents me´canismes
de gestion des collisions et de l’e´vitement des obstacles).
Certaines de ces influences agissent sur un objet particulier : les InfluencesDi-
rige´es. Elles poussent cet objet dans une Direction pre´cise. Le terme «pousser»
pouvant eˆtre pris dans le sens de force ine´luctable (Acce´le´ration) ou de ten-
dance perc¸ue (Re´pulsion).
Les InfluencesMarques sont les influences envoye´es aux capteurs du robot
pour qu’il voie le gradient des Marques, en indiquant la direction d’attraction
(et la pente) de ce gradient.
Les autres influences, dites situantes, servent a` indiquer la pre´sence d’un
objet, soit aux capteurs du robot, soit aux diffe´rents me´canismes de gestion
des influences (les Influenceurs).
Les objets qui peuvent recevoir des influences sont appele´s des Receveurs.
Ils sont capables de recevoir et donc de ge´rer un certain type d’influence (ce
type est ve´rifiable par la fonction influenc¸able). Ils rec¸oivent les influences par
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leur me´thode rec¸oit. Les influences rec¸ues sont stocke´es pour eˆtre combine´es et
applique´es au prochain pas d’exe´cution.
4.3. Re´capitulatif
Sur la page ci-contre figure un diagramme de classes re´capitulatif.
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5. Mise en œuvre
La programmation s’est faite en Java, en quelques jours. Elle a e´te´ plutoˆt
directe, voire quasi-automatique.
Une petite interface graphique nous permet de visualiser l’espace et les objets
visibles ainsi que les diffe´rents gradients (repre´sente´s par des e´chantillons des
forces d’attraction/re´pulsion qu’ils ge´ne`rent a` diffe´rents points de l’espace).
On peut voir un cliche´ de cette interface sur la figure 48. Les cases a` co-
cher de la partie droite permettent d’activer et de de´sactiver l’affichage des
gradients (ici, c’est le gradient d’attraction des places qui est repre´sente´ par
les petits vecteurs).
Fig. 48 – L’interface graphique de l’application-jouet
En cliquant sur un objet (palet, place, prise ou robot), on obtient des in-
formations sur l’objet a` l’instant du clic (e. g., pour un robot : position, taille,
masse, e´nergie restante, capteurs, cf. figure 49).
Fig. 49 – Feneˆtre d’information sur un objet visible
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La simulation est configure´e par le biais d’un fichier de configuration XML
(voir la DTD et l’exemple utilise´ figure 48 page pre´ce´dente en annexe). Nous
avons choisi d’utiliser les possibilite´s de re´flexivite´ et de chargement dynamique
des classes de Java pour la construction de la simulation. Les e´le´ments de confi-
guration indiquent au programme le nom de la classe des objets a` cre´er. Nous
pouvons ainsi facilement ajouter des types de palet ou de marque en ne four-
nissant que le code de ces classes, sans modifier d’autres classes de l’application
qu’e´ventuellement celle de l’agent qui doit pouvoir diffe´rencier son comporte-
ment suivant les types de palets. Les capteurs utilisent aussi ce me´canisme et
la seule classe Capteur permet de cre´er des capteurs diffe´rencie´s. Il suffit donc
de pourvoir les robots des bons capteurs.
Cela nous permet aussi de modifier le comportement de l’agent en ne lui
fournissant que certains capteurs. Par exemple, si l’on ne de´clare pas de cap-
teur d’e´vitement d’obstacle (i. e., un capteur sensible aux Re´pulsions), les agents
se percuteront bien plus souvent. De la meˆme fac¸on, l’on peut spe´cialiser les
agents en spe´cialisant leurs capteurs (les palets et les places qu’ils ne perc¸oivent
pas seront ignore´s).
6. Conclusions
6.1. Sur le choix de l’application
Cette application a e´te´ choisie pour ses aspects situe´ et re´actif (l’on peut y
inte´grer des agents de´libe´ratifs mais des agents purement re´actifs suffisent en
premie`re approximation). De ce fait, l’on pourrait penser qu’elle a e´te´ choisie
pour que nos motifs soient applicables. Et il est e´vident qu’elle le fut : pour tester
l’applicabilite´ de motifs qui concernent la conception d’interfaces graphiques,
l’on choisit une application graphique avec forces interactions. Donc, le fait de
choisir une simulation avec des agents situe´s pour tester parmi des motifs qui
concernent la conception de SMA ceux dont l’un des sujets est la simulation avec
des agents situe´s est logique et n’est pas un biais de ce test.
6.2. Sur le de´veloppement et le futur du logiciel
La rapidite´ de de´veloppement de cette application-jouet est bien e´videm-
ment due en partie a` la simplicite´ du proble`me. Toutefois, l’utilisation des dif-
fe´rents motifs (surtout Influences et Marques) et la prise en compte des antimotifs
(l’inte´gration de Discrétisation et Entité-Physique et le fait de passer outre Iniquité )
a indiscutablement simplifie´ et guide´ le travail.
Si l’on veut augmenter la complexite´ du proble`me, la modification du logiciel
sera facilite´e par l’utilisation des motifs.
En effet, s’il s’agit de diversifier le nombre de types de palet, chacun e´tant
associe´ a` un type de place particulier, il suffira de sous-classer la classe Palet et
la classe MarquePalet, et d’ajouter, dans le fichier de configuration (et dans lui
seul), les gradients associe´s aux marques et la de´claration des capteurs associe´s
a` ces gradients (pour que les agents puissent diffe´rencier les palets).
S’il s’agit de disposer les places de telle fac¸on que l’ordre de placement des
palets prenne une grande importance (pour e´viter les blocages par exemple), il
suffira de modifer la classe Agent pour y inte´grer un des motifs architecturaux
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que nous proposons. D’ailleurs, une planification e´tant ne´cessaire, une architec-
ture de type vertical trouverait suˆrement tre`s bien sa place.
L’on peut aussi vouloir organiser les agents en diffe´renciant leurs capaci-
te´s ou leurs buts. Nous cre´erions ainsi un terreau pour les me´tamotifs Schémas
d’organisation et Protocoles et pour leurs motifs fils.
— ?—
Ainsi pensons-nous avoir de´montre´, graˆce a` cette petite application, que les
motifs, et les motifs oriente´s agents en particulier, permettent un de´veloppement
plus rapide et plus souple des SMA.
De plus, cet exemple permet de de´montrer que nos motifs sont facilement
applicables et aident a` la documentation du syste`me multi-agent de´veloppe´.
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A conclusion is the place where you got tired of thinking.
— Anonyme
Il est maintenant temps, apre`s avoir de´crit nos motifs oriente´s agent etapre`s avoir expose´ leur utilisation dans le de´veloppement d’un SMA, de tirerun bilan de nos travaux. Ce bilan se de´compose en deux parties : d’une
part, sur le travail re´alise´ et, d’autre part, sur l’expe´rience et les connaissances
acquises lors de cette re´alisation.
Nous commencerons par la seconde partie, l’expe´rience acquise et les conclu-
sions que l’on peut en tirer, pour revenir sur la premie`re, nos re´alisations, ac-
compagne´es des perspectives qu’elles laissent envisager.
1. E´crire des motifs
La plus grande part de nos re´alisations a consiste´ en l’e´criture de motifs de
conception oriente´s agent. Or, produire des motifs, c’est-a`-dire de´crire des so-
lutions partielles et e´prouve´es a` des ensembles de contraintes, n’est pas une
œuvre tre`s facile.
1.1. Caveat emptor (pre´cautions d’emploi)
Certes, de´couvrir un motif n’est pas tre`s complique´, il suffit de se rendre
compte de la co-re´currence d’un proble`me et de sa solution dans au moins trois
syste`mes. Mais cela ne suffit pas pour de´crire ce motif.
Un des proble`mes pose´s par les motifs est l’effet de mode inhe´rent a` toutes
les nouvelles technologies. L’inte´reˆt des motifs re´side dans le fait qu’ils forment
un lexique, mais l’effet de mode induit une surabondance de motifs, dont une
partie se compose de spe´cialisations de motifs de´ja` publie´s.
A` moins de bien organiser les motifs, ce qui n’est pas souvent le cas, l’on
en arrive a` noyer leur utilite´ dans un vocabulaire par trop important. Mais,
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comme c’est le cas dans les langues naturelles, les doublons ou les mots peu
utilise´s tendent a` disparaˆıtre et le langage commun demeure efficace. De meˆme,
les jargons, sous-vocabulaires spe´cialise´s, peuvent subsister dans des domaines
bien de´finis.
Une autre pre´caution a` prendre avec les motifs concerne le mode`le qu’ils
de´crivent. Celui-ci doit avoir e´te´ utilise´ plusieurs fois : c’est le principe meˆme
des motifs que de participer d’un processus d’accumulation d’expe´rience. Ce
serait inutile de faire un motif d’un mode`le ou d’une architecture qui n’aurait
e´te´ e´prouve´ qu’une seule fois. La pluralite´ des exemples permet l’abstraction,
moins il y a d’exemples et moins la « structure qui [les] relie » est visible. C’est
la « re`gle des trois » de l’e´criture des motifs : il faut au moins trois exemples.
1.2. Comment (d)e´crire un motif ?
Premie`rement, l’on ne de´crit pas un motif unique. Il est obligatoirement asso-
cie´ a` d’autres motifs, dans un catalogue-the´saurus. D’autre part, la description
d’un motif n’est jamais de´finitive, c’est un travail d’e´criture et de re´e´criture,
inte´grant les re´actions de la communaute´. Ceci clairement pose´ et assimile´,
comment de´crit-on donc des motifs ?
La premie`re chose a` faire est de bien re´pertorier les exemples de chaque
motif. Cela permet de mieux cerner le motif et de s’assurer de la « re`gle des
trois» qui demande un minimum de trois exemples d’utilisation du motif. Il
est a` noter que l’on ne cherche pas tous les exemples d’instances de ce motif,
seulement des instances significatives, exemplaires ( !), qui couvrent le champ
d’utilisation du motif.
Ensuite, il faut choisir le format ge´ne´ral des motifs. Il ne faut pas he´siter
a` choisir ses propres champs, avec lesquels l’on sera plus a` l’aise. Il n’est en
effet pas facile de se couler dans le format d’autres auteurs, principalement
parce que leurs motifs ne portent pas sur le meˆme domaine ou ne supposent
pas le meˆme contexte ge´ne´ral. Il est connu que le format du Groupe de quatre,
par exemple, est un des plus difficiles. Le format peut d’ailleurs varier le´ge`re-
ment au cours de l’e´criture.
Une fois les motifs e´bauche´s, l’on peut les classer, suivant leur domaine
d’application, suivant les proble`mes qu’ils traitent ou suivant la phase de de´-
veloppement dans laquelle ils s’exercent. Cette cate´gorisation demande parfois
une le´ge`re modification des champs choisis. Elle permet aussi de faire ressortir
les liens entre les motifs que l’on de´crit.
La phase d’e´criture est la plus difficile. Il faut bien analyser la solution pour
pouvoir l’expliquer clairement. Il en est de meˆme pour tous les autres champs
du motif (forces, conse´quences, etc.). Il faut aussi garder a` l’esprit que le motif
que l’on e´crit est un guide pour le concepteur, il faut donc qu’il soit clair et
qu’il re´ponde a` toutes les attentes du lecteur, qu’il comporte tous les points
ne´cessaires a` un bon motif (contexte, forces, proble`mes ou contraintes traite´s,
solution ou techniques propose´es, conse´quences entraˆıne´es par son utilisation,
et, surtout, des exemples).
En fait, nous venons de de´crire notre expe´rience de l’e´criture de motifs,
mais il existe aussi des «motifs d’e´criture de motifs», propose´s par des au-
teurs spe´cialistes en description de motifs, [Coplien & Woolf 97,Meszaros
& Doble 98].
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Il existe plusieurs travaux pour faciliter la de´couverte de motifs. Par exemple,
Jagdish Bansiya propose un outil de de´couverte automatique de l’utilisation de
motifs dans un logiciel, [Bansiya 98]. Ce genre d’outils peut permettre d’une
part d’aider a` documenter un logiciel a posteriori, et, d’autre part, a` ve´rifier la
pertinence d’un motif. Cet outil est toutefois limite´ aux motifs de conception
objet pour le moment, et nous ne pensons pas qu’une telle technique puisse eˆtre
employe´e pour des motifs de niveau d’abstraction plus e´leve´ comme le sont les
motifs oriente´s agent, ou meˆme, plus simplement, les motifs comportementaux.
D’un autre coˆte´, Ste´phaneManhes, [Manhes 98], de´crit des motifs me´tiers
–– c’est-a`-dire des motifs relatifs a` un ensemble d’applications particulier –– et
un moyen d’extraction automatise´ de tels motifs depuis des logiciels existants.
Il s’agit la` encore de motifs oriente´s objet. Le principe est de repe´rer des motifs
dans un ensemble de logiciels (i. e. des structures d’associations re´pe´te´es dans
les diffe´rents codes et diagrammes).
1.3. Une formalisation
Pour finir, revenons sur une question importante que l’on peut se poser vis
a` vis de l’aspect formel des motifs.
En effet, l’e´criture d’un motif se fait en grande partie en langue naturelle,
a` laquelle sont adjoints des sche´mas. Peut-on donc vraiment parler de for-
malisation ?
Clairement, nous re´pondons par l’affirmative (oui !). Les champs propose´s
permettent surtout de de´finir les points importants a` aborder, leur ordre et
donc les interactions qu’ils entretiennent.
Est-ce que l’utilisation de la langue naturelle rend cette formalisation trop
souple ? Cela de´pend en fait du degre´ d’avancement du motif. Au de´but de sa
re´daction, les champs guident l’auteur dans sa description. Ensuite, les retours
de la communaute´ permettent d’ame´liorer cette description.
Donc, les motifs sont une capitalisation de l’expertise, re´alise´e par une for-
malisation de triplets contexte, proble`me, solution visant a` de´crire la solution
propose´e par une pratique e´prouve´e re´solvant certaines contraintes re´currentes
dans un contexte pre´cis.
2. Bilan et perspectives
Les diffe´rents motifs oriente´s agent que nous avons de´crits dans ce me´moire
apportent diffe´rents avantages a` la conception de syste`mes multi-agents. D’une
part, en tant que motifs, ils apportent au de´veloppement de SMA tous les avan-
tages que les motifs peuvent apporter au de´veloppement de logiciels (cf. le cha-
pitre Avantages, page 61). D’autre part, en tant que motifs oriente´ agents,
ils contribuent a` la fois au domaine du de´veloppement de SMA et a` la tech-
nique meˆme des motifs.
Ces motifs agent permettent de mieux comprendre le paradigme agent : la
collecte d’informations et le rapprochement des diffe´rents travaux qui servent
d’exemples aux motifs apportent tant a` la the´orisation et a` l’abstraction qu’a`
l’applicabilite´ et a` l’application de mode`les, d’architectures ou de me´thodes qui
semblaient bien connus, sans toutefois l’eˆtre re´ellement. De plus, l’ade´quation
des motifs comme aide a` l’apprentissage du paradigme agent, comme les motifs
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de [Gamma et al. 94] le sont pour le paradigme objet, est une contribution
importante a` ce paradigme.
Si nous reprenons les caracte´ristiques principales du paradigme agent que
nous avons avance´es dans l’introduction de ce me´moire (plus exactement sec-
tion 2.3 page 6), nous pouvons, a` chacune d’entre elles, faire correspondre un
ou plusieurs de nos motifs :
L’aspect syste´mique est repre´sente´ par les motifs Architecture récursive (re´cursi-
vite´ de la notion de syste`me) et Schémas d’organisation (organisation d’un syste`me,
coope´ration et compe´tition).
Les motifs Marques, Influences et Entité Physique traitent de l’environnement
dans les SMA et de la communication entre les agents et l’environnement.
Les motifs Marques, Influences et Protocoles concernent l’aspect communica-
tionnel des SMA et notamment de la ne´gociation.
En ce qui concerne l’autonomie, les antimotifs Iniquité et Entité Physique ex-
plicitent les proble`mes que peut poser son inte´gration logicielle.
Enfin, le proble`me du controˆle dans les SMA et dans les agents eux-meˆmes
est traite´ par les motifs architecturaux Architecture verticale, Architecture horizontale,
Architecture BDI et Architecture récursive et par les motifs qui traitent de la commu-
nication dans les SMA : Influences pour l’aspect physique, Marques pour l’aspect
logique, Protocoles pour l’aspect dialogique et Schémas d’organisation pour la mo-
de´lisation.
La technique des motifs, telle que nous l’avons applique´e dans ce me´moire
en de´crivant nos motifs oriente´s agent, se montre tout autant applicable a` des
niveaux d’abstraction plus e´leve´s que la publicite´ des motifs tendait a` le laisser
supposer. C’est d’ailleurs cette utilisation des motifs a` des niveaux d’abstraction
e´leve´s qui diffe´rencie principalement nos motifs des motifs agents des autres
e´quipes (cf. chapitre IV page 67, ou` nous avions qualifie´ ces travaux de motifs
plus oriente´s objet qu’oriente´s agent).
— ?—
Les motifs que nous avons de´crits ici ne sont pas tous aboutis. En effet, un
motif n’est jamais vraiment acheve´ : dans le sens ou` il s’agit d’une forme de´cla-
rative de l’expertise et que l’expertise s’affine et se modifie avec l’expe´rience.
Ainsi, parmi nos motifs, ceux qui ont e´te´ publie´s et qui ont fait l’objet de
discussion, [Sauvage 01a, Sauvage 01b, Sauvage 01c, Sauvage 02b], sont-
ils les plus aboutis (notamment les motifs Marques et Influences). De meˆme, les
motifs que nous avons eu le plus d’occasion de rencontrer dans notre expe´rience
personnelle –– parfois meˆme avant de connaˆıtre l’existence des motifs –– sont-ils
eux aussi parmi les plus acheve´s. De ce fait, nos motifs ont encore besoin d’eˆtre
affine´s et confronte´s a` l’usage de la communaute´ et donc valide´s.
D’autre part, une meilleure inte´gration de nos motifs dans le the´saurus que
nous pre´sentons est ne´cessaire, d’abord les uns avec les autres, puis avec les
autres motifs oriente´s agent (dont nous avons parle´ au chapitre IV) et, enfin,
avec des motifs permettant de faciliter leur mise en œuvre (tels les motifs de
conception oriente´s objet).
Paralle`lement, il existe suˆrement d’autres motifs oriente´s agents que nous
n’avons pas de´crits ici. Ne seraient-ce que les motifs organisationnels relatifs au
me´tamotif Schémas d’organisation ou les motifs comportementaux qui composent
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les diffe´rents roˆles qu’un agent peut avoir dans les divers protocoles qu’un SMA
peut utiliser (cf. le me´tamotif Protocoles). Un the´saurus sur les motifs oriente´s
agent se doit d’eˆtre le plus complet possible si l’on veut pouvoir s’en servir
comme aide de conception pour tout type de SMA.
— ?—
Nous terminerons sur les conclusions de [Gamma et al. 94], que nous re-
prendrons a` notre compte :
“It’s possible to argue that this book hasn’t accomplished much. Af-
ter all, it doesn’t present any algorithms or programming techniques
that haven’t been used before. It doesn’t give a rigorous method for
designing systems, nor does it develop a new theory of design –– it just
documents existing designs. You could conclude that it makes a reason-
able tutorial, perhaps, but it certainly can’t offer much to an experienced
object-oriented designer.
We hope you think differently. Cataloging design patterns is impor-
tant. It gives us standard names and definitions for the techniques we
use. If we don’t study design patterns in software, we won’t be able to
improve them, and it’ll be harder to come up with new ones.
This book is only a start. It contains some of the most common
design patterns that expert object-oriented designers use, and yet people
hear and learn about them solely by word of mouth or by studdying
existing systems. Early drafts of the book prompted other people to
write down the design patterns they use, and it should prompt even more
in its current form. We hope this will mark the start of a movement to
document the expertise of software practitioners.”
?
?
?
–– 171 ––

Annexe A
DTD de configuration
<!-- DTD "Configuration simulation" -->
<!ELEMENT simulation (espace,
influenceur*,
objet*,
agent*) >
<!ELEMENT espace (localisateur*) >
<!ELEMENT localisateur EMPTY >
<!ELEMENT influenceur EMPTY >
<!ELEMENT objet EMPTY >
<!ELEMENT agent (robot) >
<!ELEMENT robot (capteur*) >
<!ELEMENT capteur EMPTY >
<!ATTLIST espace
taille CDATA #REQUIRED >
<!ATTLIST localisateur
objet CDATA #REQUIRED >
<!ATTLIST influenceur
type CDATA #REQUIRED
objet CDATA #REQUIRED
annul CDATA "Rien"
rayon CDATA ".05" >
<!ATTLIST objet
type CDATA #REQUIRED
x CDATA #REQUIRED
y CDATA #REQUIRED
taille CDATA ".5" >
<!ATTLIST agent
evitement CDATA "1.0" >
<!ATTLIST robot
x CDATA #REQUIRED
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y CDATA #REQUIRED
vitesse CDATA "1.0"
taille CDATA ".5" >
<!ATTLIST capteur
type CDATA #REQUIRED
objet CDATA #REQUIRED
rayon CDATA "0" >
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Exemple de
configuration XML
<?xml version="1.0" encoding="ISO-8859-1"?>
<!DOCTYPE simulation SYSTEM "sma-config.dtd">
<simulation>
<espace taille="20">
<localisateur objet="Place" />
<localisateur objet="Prise" />
<localisateur objet="Palet" />
</espace>
<objet type="Place" x="6" y="3"/>
<objet type="Place" x="7" y="3"/>
<objet type="Place" x="8" y="3"/>
<objet type="Place" x="6" y="5"/>
<objet type="Place" x="7" y="5"/>
<objet type="Place" x="8" y="5"/>
<objet type="Prise" x="18" y="10"/>
<objet type="Prise" x="18" y="12"/>
<objet type="Palet" x="10" y="5"/>
<objet type="Palet" x="10" y="10"/>
<objet type="Palet" x="11" y="10"/>
<objet type="Palet" x="12" y="10"/>
<objet type="Palet" x="10" y="11"/>
<objet type="Palet" x="10" y="12"/>
<!-- influenceur type="Marque" objet="But" / -->
<influenceur type="Marque" objet="Prise" annul="Robot" />
<influenceur type="Marque" objet="Palet" annul="Place" />
<influenceur type="Marque" objet="Place" annul="Palet" />
<agent>
<robot x="8.8" y="5" vitesse=".5">
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<!-- capteur type="Marque" objet="But" / -->
<capteur type="Marque" objet="Palet" />
<capteur type="Marque" objet="Place" />
<capteur type="Marque" objet="Prise" />
<capteur type="Re´pulsion" objet="" />
<capteur type="Positionnel" objet="Palet" rayon="2" />
<capteur type="Positionnel" objet="Prise" rayon="2" />
<capteur type="Positionnel" objet="Place" rayon="2.5" />
</robot>
</agent>
<agent>
<robot x="10" y="7" vitesse=".5">
<!-- capteur type="Marque" objet="But" / -->
<capteur type="Marque" objet="Palet" />
<capteur type="Marque" objet="Place" />
<capteur type="Marque" objet="Prise" />
<capteur type="Re´pulsion" objet="" />
<capteur type="Positionnel" objet="Palet" rayon="1" />
<capteur type="Positionnel" objet="Prise" rayon="2" />
<capteur type="Positionnel" objet="Place" rayon="1.5" />
</robot>
</agent>
<agent>
<robot x="2.5" y="2.5" vitesse=".5">
<capteur type="Marque" objet="But" />
<capteur type="Marque" objet="Palet" />
<capteur type="Marque" objet="Prise" />
<capteur type="Marque" objet="Place" />
<capteur type="Re´pulsion" objet="" />
<capteur type="Positionnel" objet="Palet" rayon="1.5" />
<capteur type="Positionnel" objet="Prise" rayon="2" />
<capteur type="Positionnel" objet="Place" rayon="1.5" />
</robot>
</agent>
<!-- agent>
<robot x="5" y="2.5" vitesse=".5">
<capteur type="Marque" objet="But" />
<capteur type="Marque" objet="Palet" />
<capteur type="Marque" objet="Prise" />
<capteur type="Marque" objet="Place" />
<capteur type="Re´pulsion" objet="" />
<capteur type="Positionnel" objet="Palet" rayon="1.5" />
<capteur type="Positionnel" objet="Prise" rayon="2" />
<capteur type="Positionnel" objet="Place" rayon="1.5" />
</robot>
</agent>
<agent>
<robot x="16.5" y="16.5" vitesse=".75">
<capteur type="Marque" objet="But" />
<capteur type="Marque" objet="Palet" />
<capteur type="Marque" objet="Prise" />
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<capteur type="Marque" objet="Place" />
<capteur type="Re´pulsion" objet="" />
<capteur type="Positionnel" objet="Palet" rayon="1.5" />
<capteur type="Positionnel" objet="Prise" rayon="2" />
<capteur type="Positionnel" objet="Place" rayon="1.5" />
</robot>
</agent>
<agent>
<robot x="1.5" y="16.5" vitesse=".75">
<capteur type="Marque" objet="But" />
<capteur type="Marque" objet="Palet" />
<capteur type="Marque" objet="Prise" />
<capteur type="Marque" objet="Place" />
<capteur type="Re´pulsion" objet="" />
<capteur type="Positionnel" objet="Palet" rayon="1.5" />
<capteur type="Positionnel" objet="Prise" rayon="2" />
<capteur type="Positionnel" objet="Place" rayon="1.5" />
</robot>
</agent -->
</simulation>
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Bibliographie
Alice said,
“I always use an en-dash instead of a hyphen
when specifying page numbers like ‘480–491’ in a bibliography.”
— Donald E. KNUTH, The TEXbook (1986)
The devil can cite Scripture for his purpose.
— William SHAKESPEARE, The merchant of Venice (I–3)
Nous avons distingue´ les ouvrages cite´s dans ce me´moire (re´fe´rences) destextes qui nous ont guide´ dans nos travaux mais qui n’ont pas eul’occasion d’eˆtre cite´s. E´tant donne´e leur importance pour nous, nous
avons juge´ utile d’en citer quelques uns –– ceux qui se rapportent le plus a`
nos recherches ––, ne serait-ce que pour donner un contexte plus important
aux lecteurs.
Pour faciliter la recherche depuis le texte du pre´sent me´moire, les re´fe´rences
sont indique´es par une e´toile (?) dans la marge gauche.
Nous avons essaye´ d’eˆtre le plus complet possible en ce qui concerne les
informations dont nous disposons sur les diffe´rentes re´fe´rences bibliographiques
utilise´es. Ces informations sont plus que suffisantes pour que le lecteur puisse
retrouver les articles et ouvrages cite´s. Nous pensons que les informations com-
ple´mentaires peuvent faciliter la recherche du lecteur et en meˆme temps lui
permettre de situer plus facilement le contexte de l’article ou de l’ouvrage cite´.
Enfin, comme le fait justement remarquer l’e´pigraphe tire´e du Marchand de
Venise, nous espe´rons que les citations que nous faisons ne de´naturent pas
l’esprit des auteurs.
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Re´sume´
Capitaliser et diffuser l’expe´rience sur les syste`mes multi-agents sont deux me´canismes
clefs que le classique de´veloppement par me´thodes et outils ne permet pas d’inte´grer. Notre
hypothe`se est que, parmi les techniques existantes collectant et formalisant l’expe´rience, les
motifs (patterns) sont la plus apte a` rendre compte des concepts agent et a` s’adapter aux
proble`mes varie´s du de´veloppement de SMA.
Nous pre´sentons plusieurs motifs oriente´s agent qui abordent toutes les phases du de´velop-
pement, depuis l’analyse jusqu’a` la mise en œuvre, y compris la reconception (antimotifs).
Nos motifs exposent diffe´rents niveaux d’abstraction, comme les me´tamode`les ou les me´ta-
phores, tre`s utilise´es par le paradigme agent. Nos motifs sont inte´gre´s dans un the´saurus qui
re´ve`le leurs liens.
Par ce the´saurus et au travers de son utilisation sur un exemple, nous montrons que la
technique des motifs permet d’expliciter et de diffuser les concepts agent et qu’elle est une
aide pragmatique et ouverte.
Title
MultiAgent Systems Design: a Thesaurus of Agent Oriented Design Patterns
Abstract
Capitalising and diffusing experience about multiagent systems are two key mechanisms
the classical approach of methods and tools can’t address. Our hypothesis is that, among
available techniques that collect and formalise experience, design patterns are the most able
technique allowing to express the agent concepts and to adapt itself to the various MAS
developing problems.
We present several agent oriented patterns which cover all the development stages, from
analysis to implementation, including re-engineering (antipatterns). Our patterns show dif-
ferent abstraction levels, such as meta-models or metaphors (which are widely used in the
agent paradigm). A thesaurus integrates our patterns and reveals their links.
With this thesaurus, and through an example of its usage, we show that the pattern
technique allows explaining and diffusing the agent concepts while being a pragmatic and
open help.
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