In order to prove the existence of a fixed point in for the expected value equations, is sufficient to prove that the system of equations is a contraction. In order to prove uniqueness of the fixed point, we also need monotonicity of the expected value functions. The following lines prove that the own and cross derivatives of the expected value functions are bounded between zero and a positive number that is strictly less than one. Hence, conditions for existence and uniqueness are satisfied.
Online Appendix 1: Existence and uniqueness of fixed point for expected values
In order to prove the existence of a fixed point in for the expected value equations, is sufficient to prove that the system of equations is a contraction. In order to prove uniqueness of the fixed point, we also need monotonicity of the expected value functions. The following lines prove that the own and cross derivatives of the expected value functions are bounded between zero and a positive number that is strictly less than one. Hence, conditions for existence and uniqueness are satisfied.
Using the unitary metric (the sum of the absolute values of the differences between E(V even t
) and E(V even t+1 ) and between E(V odd t
) and E(V odd t+1 )), these conditions are enough for`E(V even t ), E(V odd t )´to have a unique fixed point.
Online Appendix 2: Likelihood Function from Structural Estimation
The probabilities of each decision at an odd decision node are given by:
Similarly, the probabilities of each decision at an even decision node are given by:
The probabilities for each history of decisions and test outcomes are given by:
The probabilities in the list above sum up to one. Notice that the last probability in the list includes all histories after H7. Hence, I do not need to derive an expression for the probability of each subsequent history. The choice of where to stop considering subsequent histories is, to some extent, arbitrary. However, a good reason for stopping at H7 is that 95 percent of the observed histories are described by H1-H6. Since not all histories are observed, the model's probabilities for each observed outcome are given by:
Pr(H1) =Pr(s
The log-likelihood function for the estimation will be given by the following expression:
where i indexes vehicles, N is the total number of vehicles and D H i is a dummy variable that takes the value of one if i's history is described by H. The likelihood will be maximized with respect to parameters w, b, δ and τ .
Online Appendix 3: Identification of deterministic two round model
This appendix will complete the proof on the identification of the two-round deterministic model. I will prove that observing the proportion of individuals that fail in the first and second attempts is enough to identify δ, w and b. In the deterministic two-round model, bribing is the only option after failing the test twice and there are no random shocks to utility. As usual, the cost of the first test, c, is observed. We will further assume that the distribution of the probability of passing, F (p), is known and differentiable. As mentioned in the main text, δ can be easily identified from the equation δf = w + c + b, once w and b are known.
We can solve the model backwards for parameters w and b by first deriving the condition on p that will determine individuals choice between A and B if they find themselves in t = 2. Recall that the even attempts are "for free"; hence, utility of choosing not to bribe in t = 2 is given by u A 2 = −w + (1 − p)(−w − c − b). Similarly, the utility from choosing to bribe in t = 2 is given by u B 2 = −w − b. In this model s 2 = B if
We can continue solving the model by taking first the case in which condition (1) is met. In this case,
The case where p > q 2 , is trivial since u A 1 > u B 1 ∀p > q 2 .
1
The individual decisions can then be fully characterized by the following rules on p:
In the following lines, I show that b and w can be uniquely identified in this model by solely observing the proportion of individuals that fail at t = 1, 2: φ 1 and φ 2 , which are observed in the data. We can also write φ 1 and φ 2 as a function of q 1 and q 2 , given that F (p) is known and differentiable:
pf (p)dp, and
We can now solve for q 1 and q 2 in equations (4) and (5) to get a system of two equations in two unknowns:
2 (φ 2 ) = θ 2 where θ 1 and θ 2 are now known.
2 Substituting q 1 and q 2 with the model parameters we get w w+b = θ 1 and w+c w+b+c = θ 2 . Since θ 1 < θ 2 , we can rewrite these two equations as a system of linear equations that has a unique solution:
In this case, the utility of fair testing in the first period is given by u 
