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Abstract
Making multimedia data available online becomes less expensive and more convenient on a
daily basis. This development promotes web phenomenons such as Facebook, Twitter, and
Flickr. These phenomena and their increased acceptance in society in turn leads to a multi-
plication of the amount of available images online. This vast amount of, frequently public
and therefore searchable, images already exceeds the zettabyte bound. Executing a similarity
search on the magnitude of images that are publicly available in the Internet, and receiving a
top quality result is a challenge that the scientific community has recently attempted to rise to.
One approach to cope with this problem assumes the use of distributed heterogeneous Con-
tent Based Image Retrieval system (CBIRs). Following from this anticipation, the problems
that emerge from a distributed query scenario must be dealt with. For example the involved
CBIRs’ usage of distinct metadata formats for describing their content, as well as their unequal
technical and structural information. An addition issue is the individual metrics that are used
by the CBIRs to calculate the similarity between pictures, as well as their specific way of being
combined. Overall, receiving good results in this environment is a very labor intensive task
which has been scientifically but not yet comprehensively explored.
The problem primarily addressed in this work is the collection of pictures from CBIRs, that
are similar to a given picture, as a response to a distributed multimedia query. The main contri-
bution of this thesis is the construction of a network of Content Based Image Retrieval systems
that are able to extract and exploit the information about an input image’s semantic concept.
This so called semantic CBIRn ismainly composed of CBIRs that are configured by the semantic
CBIRn itself. Complementarily, there is a possibility that allows the integration of specialized
external sources. The semantic CBIRn is able to collect andmerge results of all of these attached
CBIRs. In order to be able to integrate external sources that are willing to join the network, but
are not willing to disclose their configuration, an algorithm was developed that approximates
these configurations. By categorizing existing - as well as external - CBIRs and analyzing in-
coming queries, image queries are exclusively forwarded to the most suitable CBIRs. In this
way, images that are not of any use for the user can be omitted beforehand. The hereafter re-
turned images are rendered comparable in order to be able to merge them to one single result
list of images, that are similar to the input image. The feasibility of the approach and the hereby
obtained improvement of the search process is demonstrated by a prototypical implementation
and its evaluation using classified images of ImageNet. Using this prototypical implementation
an augmentation of the number of returned images that are of the same semantic concept as the
input images is achieved by a factor of 4.75 with respect to a predefined non-semantic CBIRn.
Keywords: Multimedia Databases, Content Based Image Retrieval, CBIRs, Data Fusion, Data
Merging, Image Retrieval

Zusammenfassung
Multimedia Daten im Internet bereitzustellen wird von Tag zu Tag kostengu¨nstiger und be-
quemer. Diese Entwicklung fo¨rdert Netz-Pha¨nomene wie Facebook, Twitter und Flickr. Dies
wiederum fu¨hrt zu einer Multiplikation der im Internet verfu¨gbaren Bilder. Diese Menge von
ha¨ufig o¨ffentlichen und darum suchbaren Bildern u¨bersteigt schon heute die Zettabyte-Grenze.
Eine A¨hnlichkeits-Suche auf diese Masse von Bildern, die o¨ffentlich im Internet verfu¨gbar sind,
auszufu¨hren und ein hochwertiges Resultat zu erzielen ist eine Herausforderung der sich die
wissenschaftliche Gemeinschaft heutzutage stellt. Um beispielsweise dieses Problem mit In-
haltsbasierten Bilder Suchsystemen (CBIRs) zu lo¨sen mu¨ssen Probleme, die durch ein verteiltes
Anfrageszenario entstehen, behandelt werden. Damit sind u.a. die Verwendung von unter-
schiedlichen Auspra¨gungen von Metadaten Formaten involvierter CBIRs um ihre Bilder zu
beschreiben, so wie ihre ungleiche technischen und strukturellen Informationen gemeint. Oder
die individuellen Metriken, die von den CBIRs verwendet werden um die A¨hnlichkeit der
Bilder zu berechnen, wie auch ihre spezielle Art diese zu kombinieren. Im Großen und Ganzen
besteht eine sehr arbeitsintensive Aufgabe darin, unter diesen Umsta¨nden gute Resultate zu
erzielen. Diese Aufgabe wurde von wissenschaftlicher Seite noch nicht umfassend erforscht.
Das Problem das hauptsa¨chlich in dieser Arbeit thematisiert wird, ist das Sammeln von
Bildern die einem vorgegebenen Bild a¨hnlich sind, als Antwort auf eine verteilte Multimedia
Anfrage. Der Hauptbeitrag dieser Dissertation ist der Aufbau eines Netzwerks von CBIRs, das
die semantischen Konzepte der Anfragebilder nutzen kann, genannt semantisches CBIRn. Das
semantische CBIRn ist in der Lage, Ergebnisse von CBIRs zu sammeln und zusammenzufu¨gen,
die vom semantischen CBIRn selbst angelegt wurden, und CBIRs, die von spezialisierten exter-
nen Quellen integriert wurden. Um in der Lage zu sein, externe Quellen zu integrieren die dem
Netzwerk beitreten mo¨chten, jedoch nicht ihre Konfigurationen preis geben mo¨chten, wurde
ein Algorithmus entwickelt der diese Konfiguration berechnet. Durch die Kategorisierung der
angelegten - wie auch der externen - CBIRs und durch die Analyse einkommender Anfragen,
werden inhaltsbasierte Suchanfragen ausschließlich zu den geeignetsten CBIRs weitergeleitet.
Die anschließend zuru¨ckgegebenen Bilder werden vergleichbar gemacht um imstande zu sein,
sie zu fusionieren und eine Ergebnisliste zuru¨ckzugeben, die dem Eingabebild a¨hnlich sind.
Die Machbarkeit des Ansatzes und die gewonnenen Verbesserungen des Suchprozesses wird
durch eine prototypische Umsetzung und einer Auswertung von Testsmit klassifizierten Bilder
von ImageNet durchgefu¨hrt. Hierbei wurde imVergleichmit einer vordefinierten nicht-semantischen
CBIRn eine Steigerung der Anzahl der ru¨ckgegebenen Bilder die dem selben semantischen
Konzepts wie das das Eingabebild entsprechen, um den Faktor 4.75, erreicht.
Keywords: Multimedia Datenbanken, Inhaltsbasierte Bilder Suche, Inhaltsbasierte Bilder
Suchsysteme, Daten Fusion, Daten Verschmelzung, Bilder Suche

Re´sume´
Rendre les donne´es multime´dias disponibles en ligne devient moins cher et plus pratique sur
une base quotidienne, par exemple par les utilisateurs eux-meˆmes. Des phe´nome`nes du Web
comme Facebook, Twitter et Flickr be´ne´ficient de cette e´volution. Ces phe´nome`nes et leur ac-
ceptation accrue conduisent a` une multiplication du nombre d’images disponibles en ligne. La
taille cumule´e de ces images souvent publiques et donc consultables, est de l’ordre de plusieurs
zettaoctets. L’exe´cution d’une requeˆte de similarite´ sur de tels volumes est un de´fi que la com-
munaute´ scientifique commence a` cibler. Une approche envisage´e pour faire face a` ce proble`me
propose d’utiliser un syste`me distribue´ et he´te´roge`ne de recherche d’images base´ sur leur con-
tenu (CBIRs). De nombreux proble`mes e´mergent d’un tel sce´nario. Un exemple est l’utilisation
de formats de me´tadonne´es distincts pour de´crire le contenu des images; un autre exemple est
l’information technique et structurelle ine´gale. Les me´triques individuelles qui sont utilise´es
par les CBIRs pour calculer la similarite´ entre les images constituent un autre exemple. Le
calcul de bons re´sultats dans ce contexte s’ave`re ainsi une ta`che tre`s laborieuse qui n’est pas
encore scientifiquement re´solue.
Le proble`me principalement aborde´ dans cette the`se est la recherche de photos de CBIRs sim-
ilaires a` une image donne´e comme re´ponse a` une requeˆte multime´dia distribue´e. La contribu-
tion principale de cette the`se est la construction d’un re´seau de CBIRs sensible a` la se´mantique
des contenus (CBIRn). Ce CBIRn se´mantique est capable de collecter et fusionner les re´sultats
issus de sources externes spe´cialise´es. Afin d’eˆtre enmesure d’inte´grer de telles sources exte´rieures,
preˆtes a` rejoindre le re´seau, mais pas a` divulguer leur configuration, un algorithme a e´te´
de´veloppe´ capable d’estimer la configuration d’un CBIRS. En classant les CBIRs et en analysant
les requeˆtes entrantes, les requeˆtes d’image sont exclusivement transmises aux CBIRs les plus
approprie´s. De cette fac¸on, les images sans inte´reˆt pour l’utilisateur peuvent eˆtre omises a`
l’avance. Les images retourne´es cells sont conside´re´es comme similaires par rapport a` l’image
donne´e pour la requeˆte. La faisabilite´ de l’approche et l’ame´lioration obtenue par le processus
de recherche sont de´montre´es par un de´veloppement prototypique et son e´valuation utilisant
des images d’ImageNet. Le nombre d’images pertinentes renvoye´es par l’approche de cette
the`se en re´ponse a` une requeˆte image est supe´rieur d’un facteur 4.75 par rapport au re´sultat
obtenu par un re´seau de CBIRs prede´fini.
Keywords: Bases de donne´es multime´dias, Recherche d’Images Contexte Sensitive, Fusion
de donne´es, Unification de donne´es, Recherche d’Images
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1. Introduction
1.1. Motivation
These days, if a user is involved in a process that requires images and s/he has no adequate
images to hand - e.g. a student that needs a superior image of a chromosome to decorate
the cover page of an assignment or an editor-in-chief that is not provided adequate images to
illustrate their articles perfectly - what would they do? They would most likely take advantage
of a search engine that operates on keywords in order to acquire the image. Which means for
the student s/he would launch Google’s1, Bing’s2 or Baidu’s3 keyword based image search
and browse for a license free replacement for the chromosome image that s/he wanted to use.
The editor-in-chief would log in to Fotolia4 and scan for fitting images. Even though both
are in possession of images that nearly meet their requirements, both of them prefer to start a
new keyword-based search instead of proceeding with a search using a content-based method.
What are the reasons for this?
The results of current Content Based Image Retrieval systems (CBIRs) are quite often unsat-
isfying [56, 19]. The functionality that such CBIRs should fulfil is defined as follows: The CBIRs
are given an input image, compare this to images that they are linked to or have stored and re-
turn a, so called result set, presenting the most similar images. Results are ofen unsatisfactory
due to the gap between the CBIRs’ extracted image semantics and the user search intention.
This problem is known in the literature as the problem of the ”semantic gap” [127] and has
been investigated intensively [30, 33, 50, 148, 159, 37, 51].
Keyword driven search engines derive the content of a multimedia file by analyzing the file’s
name, metadata as well as its surrounding text [60]. This was a good strategy and worked well
in Web 1.0. Newspapers accompanied their articles with topic related pictures, commercial
sites were putting short explanatory texts next to their merchandise photos, and people that
had websites used images to inform the reader about the multimedia content they were seeing.
Web 2.0 breaks with this tradition.
By combining users from different cultures and social classes, it becomes impossible to win
information from the environment a piece of content is generated from. An example to mention
in this context is the varying naming behavior of the users in Flickr. While user A names
a photo ”Natives are having a traditional procession”, user B assigns the name ”My family
thanking for the good harvest” to a very similar photo he uploaded independently from user
A. In addition, user C thinks an appropriate name for a similar picture would be ”Amazon
holiday Picture 128/150”. As shown in the precedent example, the naming process of a picture
is highly relative to the user’s cultural and social origin as well as to the circumstances in which
the photo was taken. For the same reasons it is often difficult to assign significant keywords to
the photos.
1http://www.google.com
2http://www.bing.com
3http://www.baidu.com
4http://www.fotolia.com
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Nevertheless, to find these Web 2.0 photographs, newer search engines are implementing
Content Based Image Retrieval (CBIR). The authors of [64, 139, 125] outlined research attempts
as well as recent commercial efforts concerning CBIRs. In contrast to current keyword driven
search engines, they deliver, independent from the textual context, visually similar pictures to
the search picture [64]. These works however still suffer from the semantic gap. Indeed when a
search engine tries to specify a universal solution that allows users to search all image domains
simultaneously, the results are not satisfying. However by dividing the whole image domain
into multiple narrow and broad search domains [126] and by specializing CBIRs to search these
narrow domains [68, 102] the problem of a universal search strategy is bypassed and very good
results are obtained.
Therefore, to bring heterogeneous specialized CBIRs to work together, this thesis proposes
the concept of a semantic Content Based Image Retrieval network (CBIRn). This semantic CBIRn
will not solve the problem of the semantic gap, but will allow the user to search the mass of
images that are available online more efficiently. This is possible thanks to the integration and
generation of CBIRs that are each specialized on one specific semantic concept. The limitation
to one specific concept each is necessary due to the application of state of the art concept de-
tection algorithms [21, 42, 144]. These concept detection algorithms are specialized on single
concepts and are applied just in a concept detection step and in a subsequent step to forward
the queries to the appropriate CBIRs.
To render an integration of external CBIRs possible, their configuration must be analyzed
[143] and stored for a use in the query process. An integration step is necessary as the configu-
ration of a CBIRs - normally consisting of a selection of features, metrics, and weights - might
differ for each CBIRs in oder to match the challenge of ranking domain specific images. Among
other things, thanks to the additional information obtained from the integration step, it is sub-
sequently possible to forward the queries inside the semantic CBIRn in a way that privileges the
CBIRs whose semantic concept is more relevant for the search [142]. Hence discrepancies of
the returned results list, that are caused by the different configurations of the involved CBIRs,
are straightened out and their returned results are rendered comparable [141].
It is the motivation of this thesis to lay the foundations for a Content Based Image Retrieval
network (CBIRn) that enables a standard Internet user to search for similar images, based on an
input image’s semantic concepts.
1.2. Research Questions and Main Contributions
Nowadays CBIR research appears to concentrate on three scientific areas: new features, CBIRn,
and the semantic gap. A lot of effort has been invested to make features perform better in terms
of storage usage, extraction speed, and comparison performance [75]. For decades now many
efforts have been undertaken to narrow down the semantic gap with some success [40]. The
approach proposed in this thesis takes advantage of all of these research fields. Recently CBIRn
strategies have been enhanced by developing new protocols, distributing content in a more
advantageous way [122], and applying different design paradigms e.g. relevance feedback
[158]. In order to realize the approach explained in the precedent section, the following research
questions will be addressed in detail:
• How can a semantic CBIRn be modeled and implemented? - The poor performance
of modern CBIRs and CBIRn is caused to a large extent by the semantic gap. In order
to diminish this semantic gap the approach of this thesis specifies the fundamentals of a
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semantic CBIRn that is capable of detecting the input image’s semantic concept and taking
advantage of this knowledge. This objective is achieved by the following measures: the
idea of the standard CBIRn is rethought and virtually sub-divided into sub-networks
that, for the previously discussed reasons, are each specialized on one single semantic
concept. By building up this so called semantic CBIRn, queries for input images that the
network receives can be allocated to the suitable predefined semantic concepts or CBIR
subnetwork in order to improve the results that are returned to the user.
• How can the configuration of a CBIRs, which should be incorporated in a semantic
CBIRn, be detected? - In order to make the construction of a semantic CBIRn possible,
two divergent situations have to be taken into consideration. On the one hand CBIRs
can be configured by the semantic CBIRn itself, and therefore the configuration - the used
features, metrics, and weights - of the CBIRs are known to the CBIRn. On the other hand
CBIRs can be instantiated by an anonymous instance. In this case the configuration of the
CBIRs has to be reverse engineered. Therefore, a process is developed in order to cope
with the task of the identification of the configuration of an external CBIRs. This process
needs the CBIRs to enroll themselves in the semantic CBIRn in order to be considered as a
source for amultimedia query. In order to get hold of the configurations of external CBIRs
that request to join the semantic CBIRn - e.g. image databases of art museums or real estate
agencies - each external CBIRs is asked for a small selection of images. By analyzing the
returned results, an approximation of the configuration of the external CBIRs is reverse
engineered and the external CBIRs is integrated in the semantic CBIRn.
• How can inquiries in a semantic CBIRn be exclusively forwarded to relevant CBIRs? -
There is a variety of CBIRs available these days, but none of the CBIRs is considered glob-
ally the very best. A CBIRs’ performance depends highly on the domain of application
- e.g. face identification systems have a good performance when it comes to identifying
faces, fingerprint comparison systems have a good performance when comparing fin-
gerprints, but both of them exhibit poor performance when it comes to distinguishing
between two different kinds of flowers. In order to obtain the best tailored performance
possible from the semantic CBIRn, an analysis of the input images combined with a se-
lective usage of CBIRs is applied. The selection of CBIRs can be achieved by using the
analyzed information about the primary semantic concept of the query image. Secondary
semantic concepts will be considered in future work. This way the CBIR systems that are
most suitable to provide a top quality response to the current query are chosen. The
systems that appear not to promise good performance for the current query are not con-
sidered as relevant data sources. This way the query is forwarded solely to CBIRs that
are capable of handling the input image.
• How can the results of similarity searches of individual CBIRs bemerged in a semantic
CBIRn? - By using a multiplicity of CBIRs, the number of individual results increases.
Unfortunately, the scores of the results are in general incomparable. In order to deal with
this problem, an approach to compute an integrated results list is developed. In this
approach a normalization of the similarity scores and subsequently a reordering of the
resulting items takes place. It is seen as important to keep the computation expenses at a
low level and obtain a useful result, as the developed algorithm is intended to render very
big amounts of data content based searchable. In a first step the algorithm normalizes the
returned heterogeneous scores. Subsequently a strategy is applied to calculate a new
score using the scores of items that show up in multiple result lists and by performing a
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regression analysis. Accordingly, using a global search measure, a filter is used to carry
out a re-ranking on the global result set.
1.3. Outline
The remainder of this thesis is organized as follows. Chapter 2 focuses on a state of the art
review of the topic. Chapters 3 to 5, describes the approach that was developed in this thesis.
As this thesis’ approach consists of three sub-approaches, each of them is discussed in separate
chapters. Eventually chapter 6 concludes this thesis. A more detailed overview of the content
of each chapter follows:
Chapter 2 - The fundamentals of information, web, image, and content based image retrieval
is introduced in this chapter. Individual techniques and their success in certain retrieval
areas are presented in order to sensibilize the many different ways that image retrieval
can be performed. The mode of operation of Content Based Image Retrieval systems
(CBIRs) is explained in detail in order to make later modifications more comprehensible.
The definition of the semantic gap and problems that derive from it, as well as solutions
to deal with it, are explored. The chapter is concluded by using examples of usage of
CBIR in current applications.
Several systems implementing content-based image retrieval is introduced in this chapter.
Their different modes of operation are outlined in order to explain the reasons for their
differing performances. Furthermore the issue of the subjectivity of image tests, as well
as examples of test sets, are highlighted. Fundamentals of Distributed Image Retrieval
are introduced in this chapter. Later on the standards that enable the implementation
of a CBIRn, its history, and its mode of operation are discussed in this chapter. Eventu-
ally recent progresses in concept detection and ranked based late fusions conclude the
chapter.
Chapter 3 - Chapter three spotlights the Merging of Returned Result Sets (MeRRSe). After
a brief introduction of the chapter, the methodology of the developed approach - that
merges the result sets of distributed image queries - is discussed. The detailed approach
outline is followed by an evaluation section which concludes this chapter.
Chapter 4 - The beginning of the fourth chapter introduces the problem of the unknown con-
figuration of an external CBIRs when it intends to join a network. In the accompanying
methodology the proposed method Get the CBIRs Configuration (GeCCo) is detailed.
This methodology is then elaborated in the approach. A detailed evaluation of the ap-
proach concludes chapter four.
Chapter 5 - The fifth chapter addresses the issue of the construction of a semantic CBIRn. At its
conception, it discusses why the necessity of such a network is given. The methodology
of the construction of such a network and the Query Distribution approach (QueDi) is
spotlighted in the following section. The subsequent approach spotlights the theoretical
details of the network. In the following section the QueDi is evaluated. The chapter
is concluded by an evaluation of this thesis’ approach, including an explanation of the
necessary adaptions to combineMeRRSe, GeCCo, and QueDi.
Chapter 6 - In this chapter a summary of this thesis’ realizations is given. In the first half of
this chapter, the solution for the research questions that were established in this chapter
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are discussed. The second half of this chapter concentrates on the possible future work
that might follow and herewith concludes this thesis.
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2. State of the Art
In the beginning of this thesis a basic understanding of the emerging topics is established. This
will be achieved by giving an overview of the field of information retrieval while concentrating
mostly on the Content Based Image Retrieval variant. This overview starts with a short intro-
duction of information retrieval in section 2.1, followed by an introduction of the techniques
and strategies that are used in web retrieval in section 2.2. Section 2.3 and 2.4 contribute to
this chapter by discussing the state of the art in Web Image Retrieval and Content based image
retrieval. Eventually section 2.5 completes the overview of this thesis’ relevant technologies by
a discussion of Distributed Retrieval in CBIR.
2.1. Fundamentals of Information Retrieval
The following section will deliver an insight into the historical development of the most im-
portant terms around and the standard topology of a system that is specified for information
retrieval. The section will be concluded by a discussion of the various fields of application for
information retrieval.
2.1.1. History
Even in the earlier ages of mankind, approximately 5000 years ago, people were just as eager
to note down information. Those days the sumerians surprisingly already had a primitive
version of a data storage system. They chose specific places to store clay tablets with cuneiform
inscription. Already, the Sumerians were conscious of the fact that proper organization and
access to the clay tablets was critical for a productive use of the written information. Therefore
they developed special classifications to identify every tablet and its contents [124].
More recentlt, in the early 19th and 20th century, the Jacquard Loom - the electromechanical
data tabulator and the statistical machine - was invented. However, the idea of using comput-
ers to search for relevant pieces of information was not popularized until the article AsWeMay
Think by Vannevar Bush in 1945 [17]. Eventually, in 1950, Calvin N. Moore wrote in the first
Proceedings of the International Congress of Mathematicians the following lines [91]:
The problem of directing a user to stored information, some of which may be unknown to
him, is the problem of information retrieval[...] The technical goal is finding, in minimum
time, those messages of interest to the receiver, where the receiver has available a selective
device with a finite digital scanning rate.
By doing so, without knowing, he gave birth to a new field in computer science. In the fol-
lowing years important steps towards the computerization of information retreival were con-
ducted. In 1951, Philip R. Bagley approached James Perry, an MIT faculty member, with the
idea of carrying out some improvements to the Vannevar Bush’s Rapid Selector [17] as his
Master’s degree thesis topic. Perry knew that the world’s largest and most powerful computer
at that time (the IBM Whirlwind) was available on the MIT campus for their use, and that
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Bagley was experienced in programming that machine. Bagley took the suggestion, executed
that work, wrote his very thoughtful and analytic thesis on that topic in 1951, but did not im-
plement any such system [5]. Bagley’s conclusion in 1951 was that computerized searching of
large bibliographic files was infeasible at that time because of the current technical limitations.
Subsequently in 1955 Allen Kent published a first article on, amongst other things, precision
and recall measures [59]. Eventually, in 1958 the first international conference The International
Conference on Scientific Information in Washington DC included consideration of Information
Retrieval systems as a solution to the identified problems [1]. Thus, in the late 1950s and the
1960s, the first important books and articles appeared treating the subject of Information Re-
trieval [76, 83, 106, 58, 8, 71, 115, 120, 119], as well as the first Information Retrieval systems
(e.g. SMART [114], MEDLAR [109], and Intrex [98]) were specified. Further developments in
the 1970s and 1980s brought up web, image, and content based image retrieval. These methods
will be discussed in the succeeding chapters.
2.1.2. Definitions
This section should give a general view of the research field of information retrieval. In order
to introduce the nuances of information rietrieval this subsection defines its most important
terminology:
Precision in information retrieval is defined as the fraction of the number of the intersection
of relevant and retrieved documents over the number of retrieved documents.
precision =
|{relevant documents} \ {retrieved documents}|
|{retrieved documents}| (2.1)
When all retrieved documents are relevant this would result in a precision of 1. In contrast
when no relevant document is retrieved this would result in a precision of 0. Equation
2.1 was mentioned for the first time in a scientific article in [59].
Recall in information retrieval is defined as the fraction of the number of the intersection of
relevant and retrieved documents over the number of relevant documents.
recall =
|{relevant documents} \ {retrieved documents}|
|{relevant documents}| (2.2)
When all relevant documents are retrieved this would result in a precision of 1. In contrast
when no relevant document are retrieved this would result in a precision of 0. Equation
2.2 was mentioned for the first time in a scientific article in [59].
2.1.3. Theory of Information Retrieval Models
In information retrieval, documents are typically transformed into a suitable representation, as
well as differing strategies are used to effectively retrieve relevant documents. Each retrieval
strategy incorporates a specific model for its document representation purposes. The following
information about the types of model in information retrieval, including figure 2.1 that illus-
trates the relationship of some common models is based on [66]. Figure 2.1 categorizes the
models according to two dimensions: the mathematical basis and the properties of the model.
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Fig. 2.1.: Categorization of IR-models (adapted from [66])
The vertical dimension
The y-axis of figure 2.1 defines the mathematical dimension. The models in this dimension can
be classified into Set-theoretic, Algebraic, Probabilistic, and Feature-based models. The latter
models were not taken into account in figure 2.1 as feature functions are arbitrary functions of
document and query, and as such can incorporate almost any other retrieval model as just yet
another feature.
Set-theoretic models represent documents as sets of words or phrases. Similarities are usu-
ally derived from set-theoretic operations on those sets. An example for those opera-
tions would be intersections combined with boolean operators. A further example for
those operations would be the union. A common model for set-theoretic models may be
mentioned in the Standard Boolean Retrieval model [67], the Extended Boolean Retrieval
model [117], and Fuzzy Retrieval Model [117]. Hereby the Standard Boolean Retrieval
model doesn’t consider term weights in queries whereas the Extended Boolean Retrieval
model makes use of partial matching and term weights. Further, the Fuzzy Retrieval
Model brings together the Extended Boolean model and the Fuzzy set theory.
Algebraic models represent documents and queries usually as vectors, matrices, or tuples.
The similarity of the query vector and document vector is represented as a scalar value.
This value therefore defines the distance of two vectors and allows the comparison of
vectors. Common models are the Vector Space model [118], the Generalized Vector Space
Model [152], the Extended Boolean Model [117], and Latent Semantic Indexing [23].
Hereby the Generalized Vector Space Model introduces term to term correlations, which
render unnecessary the pairwise orthogonality assumption of the Vector Space model.
Those two models use metrics to determine the similarity of the query input to the stored
documents, in contrast to the Extended Boolean Model that uses boolean comparisons.
Whereas Latent Semantic Indexing is an indexing and retrieval method that uses a math-
ematical technique called singular value decomposition, to identify patterns in the re-
lationships between the terms and concepts contained in an unstructured collection of
text.
9
Probabilistic models treat the process of document retrieval as a probabilistic inference. Sim-
ilarities are computed as probabilities that a document is relevant for a given query. Prob-
abilistic theorems like the Bayes’ theorem are often used in these models. Common mod-
els are the Binary Independence Model [151], the Probabilistic Relevance Model [108], the
Uncertain Inference [137], certain Language Models, and the Latent Dirichlet Allocation
[12]. The Binary Independence Model is a probabilistic information retrieval technique
that makes assumptions in order to make the estimation of document similarity proba-
bility feasible. The Probabilistic Relevance Model similarly makes an estimation of the
probability of finding if a document is relevant to an input query. This model is in con-
trast to the Binary Independence Model, which assumes that the probability of relevance
depends on the query and document representations. Furthermore, it assumes that there
is a portion of all documents that is preferred by the user as the answer set for the input
query. In contrast, in Uncertain Inference a user’s query can be interpreted as a set of
assertions about the desired document. It is the system’s task to infer, given a particular
document, if the query assertions are true. If they are, the document is retrieved. Latent
Dirichlet Allocation is a generative model that allows sets of observations to be explained
by unobserved groups that explain why some parts of the data are similar. For example,
if observations are words collected into documents, it assumes that each document is a
mixture of a small number of topics and that each word’s creation is allocable to one of
the document’s topics.
Feature-based retrieval models like those discussed by the authors of [88] view documents
as vectors of values of feature functions, or just features. Feature-based retrieval models
hereby seek the best way to combine these features into a single relevance score, typically
by learning to rank methods. As discussed in the explanation of the vertical dimension of
figure 2.1, these feature functions are arbitrary functions of the document and the query,
and as such can incorporate almost any other retrieval model as just yet another feature.
The horizontal dimension: properties of the models
The horizontal dimension in the figure describes the properties of the models. The models in
this dimension of figure 2.1 can be classified into three different groups. In the first group there
are themodels without term interdependencies. In the second group there are solemnlymodels
with immanent term interdependencies. In the last group there are models with transcendent
term interdependencies.
Models without term interdependencies treat different terms or words as independent. A
sentence is hereby merely seen as a set of words rather than as a concatenation of words
that follows the complex grammar of a language. This fact is very likely to be repre-
sented in Vector Space Models [118] by the orthogonality assumption of term vectors.
In the probabilistic Models on the other hand, they are represented by an assumption of
independency for term variables.
Models with immanent term interdependencies allow a representation of interdependen-
cies between terms. However the degree of the interdependency between two terms is
defined by the model itself. The degree of the interdependency is usually directly or indi-
rectly derived from the co-occurrence of those terms in the whole set of documents. This
can for example be achieved by dimensional reduction.
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Models with transcendent term interdependencies representation of interdependencies be-
tween terms, but they do not allege how the interdependency between two terms is de-
fined. Models with transcendent term interdependencies use external sources to measure
the degree of interdependency between two terms. This can for example be achieved by
a human specialist in the desired field.
Taking into consideration the preceding presentation of dimensions, the CBIR technique that
is used in this thesis belongs in the x-axis to the algebraic row, and in the y-axis to the column of
immanent term interdependencies. More precisely, it belongs to the Generalized Vector Space
Model. This is the case because of the applied weighted metrical feature distance calculation
and the possible interdependencies between features.
Library
The SMART system [114, 116] was one of the first systems in information retrieval. It was
manly used to look for dictionary entries. Nevertheless at that time in 1966, many important
concepts like the vector space model, relevance feedback, and Rocchio Classification that are
nowadays still attracting scientific interest were already defined.
Research
MEDLARS (Medical Literature Analysis and Retrieval System) [109] was a computerized biomed-
ical bibliographic retrieval system. In 1964, it was launched by the US National Library of
Medicine and was the first large scale, computer based, retrospective search service available
to the general public. It therefore had an important role to demonstrate the advantages that
come along with the new technology and to reduce the societies fears.
2.2. Fundamentals of Web Retrieval
Web Retrieval is the idea of information retrieval brought to the World Wide Web. Thus, web
retrieval enables users to search for web pages, images, music, movies, and other types of files
in the World Wide Web. For every search, the results are generally presented in a ranked list
of results on the search engine’s results pages. Unlike web directories, which were maintained
exclusively by human editors, search engines maintain real-time information by running an
algorithm on a web crawler. As the algorithm of this thesis is developed in order to provide
this service for images in a content based method, this chapter introduces the historical and
theoretical development of its’ early proceeder and its most important fields of application.
The following section will therefore deliver insight into the historical development of the
most important terms around and the standard topology of a system that is specified for web
retrieval. The chapter will conclude with a demonstration of the various fields of application
for web retrieval.
2.2.1. History
In the early years of the web, there was simply an HTML file hosted on the CERN webserver
that referenced webservers that were online. A snapshot of this HTML file is still available1.
1
http://www.w3.org/History/19921103-hypertext/hypertext/DataSources/WWW/Servers.html
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Eventually, more and more webservers were made available online and the centralized HTML
file could not keep up with this development, even with the help the NCSA that lists new
servers on its website2.
Thankfully, early in 1987 Archie [36], the first tool capable of searching the web, emerged.
The name Archie was derived from the word archive. Computer science students at McGill
University in Montreal - namely Alan Emtage, Bill Heelan and J. Peter Deutsch - had the idea
to download all the directory listings of the files located on public anonymous FTP sites. In this
way they created a searchable database of file names. However, due to the limited amount of
data, the sites were not indexed and manual search was necessary. Later, in 1991, Gopher [4]
cleared the path for the search programs Veronica and Jughead. Indexes and titles were stored
in Gopher index systems as they were catalogued by Archie. Veronica, which is the short form
for Very Easy Rodent-Oriented Net-wide Index to Computerized Archives, made it possible
to search for keywords of most Gopher menu titles in the Gopher listings. To retrieve the
menu information from particular Gopher servers, Jughead, which is the short form of Jonzy’s
Universal Gopher Hierarchy Excavation And Display, was developed. In the summer of 1993,
numerous specialized catalogues were maintained manually but no search engine yet existed
for the web.
The web’s first primitive search engine was released on September 22nd 1993. It was basically
a series of Perl scripts that would periodically mirror all the web pages and rewrite them into
a standard format which formed the basis for the W3Catalog2. Therefore, the first web robot
was built by Matther Gray in June 1993 [150]. It was a Perl-based World Wide Web wanderer
and was used to create an index called ’Wandex’. Originally the motive to build the wanderer
was to measure the size of the World Wide Web. It performed its task until late 1995.
Soon after the introduction of the first search engine, a second web search engine, -Aliweb,
started its service in November 1993 [123]. In contrast to the W3Catalog, Aliweb had no robot
attached. The system depended on notifications of the existence of each website from the ad-
ministrators in a specific index format. The third web search engine, JumpStation was released
in December 1993 [61]. It used a web robot to identify web pages and to create its index. Ad-
ditionally it used a web form as an interface to its query program. It was thus the first web
search engine that united the three essential features of a web search: crawling, indexing, and
searching. Unfortunately its indexing and hence searching was limited to the titles and head-
ings of web pages. This was the case because of the limited resources available on the platform
on which the search engine was running.
A search engine called WebCrawler, started in 1994, was beneath the first full text crawler-
based system [123]. In contrast to its predecessors, users could search for arbitrary words in
the webpages. WebCrawler was additionally the first search engine that was broadly accepted
by the public. Lycos was also launched in 1994. It became a major commercial endeavor. Soon
new search engines appeared and tried to enter the recent market. Magellan, Excite, Infoseek,
Inktomi, Northern Light, MSN Search (later Bing), and AltaVista were some of them. ’Yahoo!’
was very popular in the beginning. Unfortunately its search algorithm did not work on full text
copies of web pages but only on a web directory. In the late 1990s several companies entered
the market. By now, some have specialized in enterprise-only editions, such as Northern Light,
andmany companies disappeared in the dot-com bubble in 2001. Around 2000, Google’s search
engine became publicly known. The company achieved better search results than its competi-
tors by using the PageRank system. Google’s search algorithm ranks web pages based on the
2
http://home.mcom.com/home/whatsnew/whats_new_0294.html
2
http://tinyurl.com/W3Catalog
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number and PageRank of referencing web sites.
Nowadays there is still a selection of web search engines available. The major competitors
are Yahoo!, AOL, ASK, Baidu, Bing, and Google. However, with a marketshare of 70.91 % the
market is strongly dominated by Google.3
2.2.2. Theory of the Fundamentals of Web Image Retrieval
The usefulness of a search engine depends highly on the relevance of the result set it returns. As
nowadays there are millions of web pages that include a particular word or phrase, some pages
may be more relevant, popular, or authoritative than others. Therefore most search engines
employ methods to rank the results to provide the best results first. How a search engine
decides which documents are better matches, and what order the results should be shown in,
varies widely from one engine to another. The methods also change over time as Internet usage
changes and new techniques evolve.
There are two main types of search engine that have evolved. One is a system of predefined
and hierarchically ordered keywords that humans have programmed extensively. The other is
a system that generates an inverted index by analyzing texts it locates. The first method relies
much more heavily on the computer itself to do the bulk of the work. As explained in chapter
2.2.1, current Web retrieval search engines examine the World Wide Web using web-crawlers.
Figure 2.2 visualizes the schematic structure of such a web search engine. These previously
mentioned web-crawlers, also referred to as spiders or crawlers, try to visit - starting from a
seed of predefined web pages - all websites that are searchable in the World Wide Web.
In principle, every web page that is not explicitly blocked by its administrator is searchable.
Blocking a web page can be accomplished by putting a file called robots.txt in the folder of the
web page. This file is generally provided, and its proper usage well explained, by the search
engine operators. While visiting every web page, referenced by any visited web pages, these
crawlers are scanning the World Wide Web for documents. The documents found (e.g. web
pages, videos, images etc.) are subsequently analyzed and indexed.
Indexing allows fast comparative querying for documents and therefore makes complete
mirroring dispensable. However currently, search engines cache all or parts of the documents
as well as their metadata to have them down pat whenever it is necessary. This cached docu-
ment always holds the last known status, since it was cached while the document was indexed.
The caching strategy is very useful when the content of the document has been updated or the
search terms are no longer available in aweb page, as it becomes possible to revert to the cached
document.
This problem might be considered a mild form of linkrot, and the way the search engines
handle it increases their usability by satisfying user expectations. When searching, e.g. for a
web page, the user expects the search terms to be on the returned web page. Caching satisfies
the principle of least astonishment, since in case of a dead or wrong link the cached page can
be loaded. The major competitors in this domain cache the URL of a document and the HTML
code or features. Both the HTML-code as well as the features are very compact representations
of a document that allow comparative querying. For examople, for text documents the nor-
malized set of words [147] that are suitable to describe the text as well as their frequency is
a qualified feature. For images it is possible to use textual features as well as images that are
usually surrounded by text (e.g. label) and an alternative tag frequently describes the image.
3
http://www.netmarketshare.com/google-market-share
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Fig. 2.2.: Schematic Visualization of a search engine – adapted froms [147]
Eventually, a vector is extracted from every document that contains the characteristics of the
feature used to describe the document. From now on this vector will be referred to as the fea-
ture vector. Whenever a query is sent to a web search engine, a feature vector is extracted from
the query document. Subsequently the similarity between this feature vector and the gathered
vectors of indexed objects is calculated. Documents with a higher degree of similarity become
part of the search result. Frequently used similarity functions are the euclidian distance (see
formula 2.3) or the cosinus function (see formula 2.4) [3]. In both cases, d is the document fea-
ture vector that is currently used to compare, q is the query vector, and F is the set of features.
sim1(d, q) =
vuuut |F |X
j=1
(dj   qj)2 (2.3)
sim2(d, q) =
|F |P
j=1
dj · qjs
|F |P
j=1
d2j ·
|F |P
j=1
q2j
(2.4)
It is notable that the euclidian distance returns smaller values for more similar vectors, whereas
the cosinus function returns bigger values. Consequently the euclidian distance is basically not
a similarity function, but a distance function [3]. [3] also offers a good overview about simi-
larity functions and introduces a method for the automatic creation of the fitting parametrized
function for the respective use case. For further studies of the architecture of web search en-
gines’ generation, [147] explains the architecture and the implementation of the search engine
IntelliSearch.
2.3. Fundamentals of Web Image Retrieval
Due to the digitalization andminiaturization of cameras, as well as their integration intomobile
phones, the amount of digitally available images has increased tremendously in the last decade.
In order to make those images searchable, a tremendous effort has been made in research as
well as in economy. E.g. in July 2001 Google introduced a search service that allowed users to
search the Web solely for images1.
The keywords for the image search are based on the filename of the image, with the link text
pointing to the image, the alternative tag, and the text adjacent to the image. When searching
1
http://www.nytimes.com/2001/07/12/technology/news-watch-a-quick-way-to-search-for-images-on-the-web.html
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for an image, a thumbnail of each matching image is displayed. When the user clicks on a
thumbnail, the image is displayed in a box over the website that it came from. The user can
then close the box and browse the website, or view the full-sized image. As the algorithm of
this thesis is developed in order to provide this service in a content based way, this chapter
introduces the historical and theoretical development of its predecessor and its most important
fields of application.
2.3.1. History
Thanks to the the digitalization and miniaturization of cameras, and their integration into mo-
bile phones, as well as the evolution of the world wide web to Web 2.0 [97], the number of
available images, especially photos, has increased considerably [22, 85]. Online sharing plat-
forms like Flickr, Picasa and PhotoBucket as well as social networks like Facebook enable users
to make their content available online. From the last public announcements of the companies,
the following numbers can be cited: Facebook was said to host over 100 billion images by the
end of 2011. PhotoBucket currently hosts more than 10 billion images. Finally Flickr announced
in the end of 2012 that they hosted 8 billion images. Obviously an amount of images of this
magnitude is not manageable without effective searching and indexing algorithms [85].
Texts have been manually arranged in libraries for hundreds of years and can be searched
with textbased search engines. An automatic arrangement of images however is more difficult
[127, 22, 84]. The exploration of image retreival began around 1990 [84, 127] and since 1997
[127] has become a dense field of research. The authors of [22] refer to the years between 1995
and 2005 as exhibiting an exponential growth of publications in the field of image retrieval.
Due to the increasing number of publicly available images and new use cases that emerged,
involving smartphones, the research interest continued to rise in subsequent years. A basic
understanding of image retrieval can be learned from [84]. A comprehensive overview of state-
of-the-art developments and prospective outlooks is offered by [127, 22].
2.3.2. Definitions
This section should give a general view of the research field of image retrieval. In order to
introduce the nuances of the topic this subsection defines its most important terminology:
Metadata: Data that describes the background of a data is called metadata [22, 84]. Metadata
is occasionally written into image files (e.g. the name of the owner, copyright & contact
information). Examples of metadata for images are; size of the image, primary color, what
camera created the file (for photos), along with time information such as when the image
was made and descriptive information such as keywords about the photo. In the context
of this thesis, even text surrounding the images, the alternative tag, and names of images
are considered as metadata.
Result page: Result pages are the pages major search engines use to display their results.
When using the textual image search from any major search engine, the engine presents
the images it considers as results in a page. Usually this page is filled with images from
left to right and up to down depending on the relevance. This page is referred to as
theresult page.
Search suggestion: A Search suggestion is a term search engines use to complete the first let-
ters of a text a user enters in the search field of a search engine while they are still typing.
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When using the textual image search from any major search engine, the engine attempts
to guess what the user is interested in. Therefore, usually nearly invisible, in the begin-
ning of the result page, suggestions for alternative textual search terms are suggested.
These terms are referred to as search suggestions.
2.3.3. Theory of Fundamentals of Web Image Retrieval
The objective of every image retrieval system is abstractly summarized by [127, 22] as the over-
coming a) of the sensoric gap, which exists between an object of the real world and its photo-
graphic or digital representation, and b) of the semantic gap, which exists between the infor-
mation which was gained through the digital processing of the image and the interpretation of
the same image by an individual user.
In image retrieval many perspectives have to be considered in order to take into account
these gaps. Is the user browsing, surfing, or searching? Is he aiming for an imagewithin a broad
or a narrow domain? Is he browsing freely, searching text based, or using an interactive or a
combined approach? The multiplicity of possibilities depend on the applied retrieval strategy,
the domain of the coveted image being broad or narrow, and the applied search type. Therefore
each of these options will be discussed in the following subsection.
Retrieval Strategy
There are three strategies a user can apply to retrieve images from an image retrieval system.
Namely they are called Browsing, Associative Search, and Search. They are described briefly
below.
Browsing: Browsing does not consider a clearly defined task or queries. The retrieval process
can stop at any moment with or without any result. Users that are using this retrieval strategy
are most likely browsing as a leisure activity. An example for a person that uses this retrieval
strategy is somebody that searches the Internet using a search engine for random terms that
come into his mind. He might search for ’train’ and obtain no interesting results. Subsequently
he might search for ’apple’, ’water’, ’red’, and ’turquoise’. In the ’turquoise’request one result
might be returned that seizes the attention of the user, and hemight enter the website and stops
the browsing.
Associative Search: In the associate search the target of the search is vaguely defined and the
approach is iterative. Due to the flexible nature of the approach, it leads to related topics that
the user can access and start other iterations. User that are using the associative search are most
likely trying to gain a visual overview of a certain domain. In fact, Google utilizes, and thus
every user is performing, an Associative search. Google analyzes the search requests of every
single user. If the user is logged in using his Google account this analysis can be done more
precisely. By using the extracted information, it optimizes the results to a user.
The search focus of the user is refined and can be interpreted as a long term associative
search. A short term associative search would be a user that tries to test his knowledge about
mushrooms and uses Google Image Search. He types in ’mushroom’ and receives 100 im-
ages. S/He recites the names of the first 35 mushrooms and chooses mushroom number 36.
S/He taps on mushroom number 36 to get visually similar images. Using those images s/he
recognizes the kind of mushroom from image 36 and continues with mushroom number 37.
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Mushroom number 64 is unknown to the user and therefore he clicks on the image and gets to
the website it is from and reads further details about it. The Associative Search is finished at
that moment.
Search: The objective of the search is well defined and the search should lead to a result that
is fast and determined. The search is performed in order to look for a specific motive or for
results that represent a determined category. User searching in this focused way usually do so
when the search is part of a bigger function (e.g. preparation of lecture slides).
Narrow and Broad Domains
There are two extreme types of domains a user can retrieve images from. They are defined by
the authors of [127] as narrow and broad domains. Both of them are described briefly in the
following subsections, but many gradations between those two extreme types of domains exist.
Narrow Domain A narrow domain contains images with limited variability in their descrip-
tive aspects. The images differ marginally, as for every image a similar setting is used (e.g.
same il- lumination, background, perspective). Passport images, herbarium images, logos, and
product images are examples of narrow domains.
Broad Domain A broad domain contains images with an unlimited, unpredictable variabil-
ity. The images differ strongly, even though they might show the same concept semantically
(cf. differing perspectives). Images of landscapes are very representative examples of broad
domains. The illumination depends on the current solar radiation, the background depends
heavy on the chosen motive, and the perspective is freely selectable.
Result Presentation
Results can also be visualized for the user in different ways, both in text based systems and
CBIR systems. The main presentation type would be a list, ordered by the found images’ rel-
evance. In the approach of this thesis this is the return type that is analyzed. The images of
these lists can also have associated score values, which will improve the quality of our analysis
results or have no associated score value. In this case the algorithm utilizes only the ranking of
the images. Other presentation types exist:
Time-ordered Images are not ordered by their similarity or relevance to the query, but rather
by their creation date.
Clustered Images are clustered by their metadata or content. This can be visually appealing
to a user, but is hard to process using an algorithm as no linear ranking can be extracted.
A survey of different methods can for example be found in [39].
HierarchicalHere, images could be arranged in a tree order constructed from their metadata,
for example.
If a CBIRs supports merely time-ordered, clustered or hierarchical result presentation, it is
not analyzable nor usable for the approach that is developed in this thesis. This is due to a lack
of information that the approach requires such as the scoring or at least a totally ordered rank
for each image.
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2.3.4. Application Examples
Even though every major search engine competitor has by now implemented image retrieval,
the search for images in the World Wide Web is just one major example of use . The other
major use is as follows: many image services are for instance specialized on image searches
in specific domains (icons2, photography3 or food4) in order to satisfy the needs of a specific,
most commonly paying, costumer group. These services give the user the option to illustrate,
e.g. a cook book or a magazine, without having to take a photo theirselves.
2.4. Fundamentals of Content Based Image Retrieval
As already mentioned in the beginning of the precedent section the amount of digitally avail-
able images has increased tremendously in the last decade. In order to make those images
searchable based on content, Content Based Image Retrieval (CBIR) has received a lot of atten-
tion in recent years. The theoretical background which was developed during these years has
been exhaustively explored in [22] and [127] and various systems implementing CBIR were ex-
amined in [139] and [64]. A Content Based Image Retrieval system (CBIRs) allows the searching
of images based on their extracted features (low- or high-level [63]) instead of textual descrip-
tions. The retrieval process matches the extracted features of the stored images to those of a
query image, thereby calculating its score and rank, which subsequently results in a list of best
matches. The general mechanism of the search process is very similar for all CBIRs. This chap-
ter introduces the historical and theoretical development of Content Based Image Retrieval and
its most important fields of application.
2.4.1. History
Since the beginning of the 90s, CBIR has developed into a broad and intensive field of research
[20, 147]. It combines techniques from the fields of image processing, computer vision, statis-
tics, and database management. Image searching, which relies solely on the visual content of
the images, was rarely explored at this time. The methods developed at this time were predom-
inantly text based [127] and relied on appropriate annotations of the images. While research
focused on efficient storage and organization of images in pictorial databases in the mid-80s,
it was not until years later that research was faced with the problem of a meaningful annota-
tion and the actual search [112]. The desired objective description of an image in CBIR is in
contrast to the subjective perception of a human being. The wealth of information of an image
is reduced by the annotator to a few, subjectively important aspects. In addition, the process
of manual indexing was context dependent and often incomplete in terms of the need for a
cohesive taxonomy of tags used [131].
With the increased support of multimedia content on the web and the active participation of
users in social networks, the amount of multimedia content available worldwide has increased
dramatically for digital imagery in the last decade. The manual tagging of these image archives
is hopeless because of its enormous volume [107]. Various web-based tagging systems such
as Flickr5 or Picasa6 still try to meet this challenge with an active community, the content is
2
https://www.iconfinder.com/
3
http://www.fotosearch.com
4
http://international.stockfood.com
5
http://www.flickr.com
6
http://picasa.google.com
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provided with arbitrary keywords and thus the search can improve the semantic level. The
syntactic description of the image content, such as the spatial arrangement of objects, is in this
case usually neglected [3].
The difficulties of the objective textual description of image contents on the one hand, and a
greater availability of computing power on the other hand, drove the development of content-
based image search systems in the early 90s. In contrast to text-based image retrieval, the basic
philosophy of the content-based method is the description of the image content by means of
the embedded features [48]. This, for a specific image description, is referred to as the feature.
With appropriate algorithms of digital image processing, pattern recognition and computer
vision features can be extracted directly from the digital data of the image by analyzing the
properties and relations of the discrete image points. Due to the subjective perception of the
image content in different contexts, no single feature content can comprehensively cover all
aspects of an image. A variety of advanced visual features are specialized for different visual
properties of an image to extract a more complete description. The theoretical background of
CBIR is intensely explored in [22, 127] and various systems implementing CBIR were surveyed
in [139].
2.4.2. Definitions
This section should give a general view of the research field of Content Based Image Retrieval.
In order to introduce the nuances of Content Based Image Retrieval this subsection defines its
most important terminology:
Features are in pattern recognition and machine learning n-dimensional vectors of numerical
features that represent an object. In CBIR those features are used in order to make im-
ages comparable using feature metrics. Those metrics usually calculate numeric values
between two images. Mostly, these values are smaller the more similar the two images
are. A perfect match would therefore be next to zero.
Low Level Features describe images in the lowest level of visual features; color, shape, and
texture. Features are built using the color distribution, the most dominant color, or the
number and location of edges.
Mid Level Features are local features combined into a global image representation suited to
recognition using a common classifier such as a support vector machine [16].
High Level Features describe images in the highest level of visual features; elements and con-
text. E.g. a car and a person that are depicted in an image and the additional information
that the person gets from the car at that moment.
Global Features are composed of color, shape and texture features that are computed on
the entire image. As only a part of an image is typically relevant for an image (e.g. in
medicine) those features are not always sufficient. But, as they are easy to implement and
they are comparably efficient, they are nevertheless still frequently applied.
Local Features are based on the premise that images can be characterized by attributes com-
puted on regions of the image. The most prominent examples for this type of feature
might be Scale-Invariant Feature Transform (SIFT) and SpeededUpRobust Features (SURF)
.
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2.4.3. Theory of the Fundamentals of Content Based Image Retrieval
In recent years, as surveyed in [139], a large number of CBIRs have been developed, which
differ mainly in the features used, indexing methods, and the similarity in search methods
[93]. From each image which is contained in the database of the CBIR system, a quantity of
different features are initially extracted and stored together with a reference to the image. By
using several features of the image, it can be described from various points of view and the
image search can be aligned to certain visual aspects. In addition to these usual features, also
additional content-independent metadata is stored. The user formulates his information needs
as a search query and passes it to the CBIR system. From the query, the system’s known features
are extracted and the similarity of the features of the query with the respective features of all
data stored in the database images are calculated according to their features. The result of this
search is an organized list of images from the database, which is ranked by similarity. In theory
all images of the database are included in the result set, but in reality only the highestranked
images or images that are inside a certain similarity threshold of the image are displayed for
reasons of clarity and usability. In [64] several research approaches, like Tattoo, LIRe, SIMBA ,
SIMPLicity, ImageFinder, PictureFinder, Oracle Multimedia, and many more were introduced.
In the following sections the aspects of CBIR which are relevant for this thesis will be dis-
cussed. The first section therefore thematizes the Semantic Gap and its importance to this
thesis. This section is followed by two paragraphs that discuss features and distance measures.
Eventually the last two sections talk about different occurrences of search strategies and stan-
dards that can be implemented to interact with various CBIRs.
Semantic Gap
The problem of the semantic gap, defined in section 2.4.2, has existed since the conception of
CBIRs. The semantic gap is described as the existence of a divergence in meaning between the
system and the user [89, 38]. [127] provides the following definition for the semantic gap:
“The semantic gap is the lack of coincidence between the information that one can extract
from the visual data and the interpretation that the same data has for a user in a given
situation.”
The pixels of an image with their color information and their position are at first a grid for
itself. Using this information, operations can be performed that restructure, reorganize, and
eventually summarize it to consequently generate a new image description. Yet this descrip-
tion still determines merely from the available pixel data and the calculation formula of the
particular syntactic feature. It is unique, reproducible, and reflects the arrangement of the pix-
els, the colors used, and the edges and shapes for this image in a certain way.
The search for a picture is, however, based on the subjective meaning of the image for the
user. S/he searches for images that contain certain objects, convey a particular message, or
are (in his view) associated with emotions. The formulation of his search is performed on a
semantic level and abstracted from the concrete representation of this concept. Thus, a user
might attach to his search image meanings for which no direct visual correspondence exists.
Accordingly, the automatically extracted syntactic image description does not necessarily coin-
cide with the substantive interpretation of the user.
As an example of this phenomenon is called the description of an image with natural lan-
guage [127]. It is easy to understand that different users can represent the same image with
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different linguistic descriptions. The expressiveness of natural language supports a subtle dif-
ferentiation of the substantive aspects and their classification in the interpretation of the whole
image content. Some parts of the content may be particularly emphasized and others are ne-
glected, and this can still give an adequate description. It is almost always context-dependent,
subjective, and captures the content as it appears useful for the user in the current situation.
The gap between the various user-dependent meanings of an image (High Level Semantics)
on the one hand and the rigid representation of an image in the form of features (Low Level
Features) on the other hand, is the stated goal of the CBIR [22]. This is the aspect where the
weighting of features becomes important. Images can at least partly be grouped into categories
with unified semantic concepts using these weightings. The features that are important in the
included images can then be examined for each of these picture’s categories. This search for the
essential visual aspects thus becomes a search for the optimal feature weighting of the image’s
category.
Features
The basis of any CBIRs is the extraction of features from the available data. The computational
processing is done on the basis of digitized images, which consist of an array of discrete pixels
with associated color values. A technical system is inferior in terms of the detection accuracy
and speed of the human perceptual apparatus in disrepair. Tasks such as segmentation, recog-
nition of concepts, and subsequent substantive interpretation are dealt with by the visual cortex
in near real time and without noticeable effort. This stands in contrast to the human’s supe-
rior ability to determine quantitative values accurately and objectively from images. Here, the
detection apparatus of people can only make relative and subjective information.
The semantic interpretation of image data is the current state of research only in terms of con-
tent limited application areas, possible under strictly defined environmental conditions (see,
face recognition [155, 135, 100, 82, 47], handwriting recognition [133, 62, 35, 113, 18], iris recog-
nition [80, 79, 54, 94, 138], cancer recognition [136, 26, 105], medical image analysis in general
[81, 101, 99, 27, 46], and medical diagnostic devices [93]). The previously mentioned limitation
arises from the fact that images of a narrow image domain have a limited and predictable vari-
ability to their appearance in all relevant aspects of the image content. Their semantic meanings
are in general homogeneous and objectively determinable. In contrast, the variability of the ex-
ternal appearance tends to be higher for images of a broad image domain and consequently
expect an increasing heterogeneity of occurring semantic concepts.
Broadly speaking, in general application areas where the formation of a specialized model
is not possible due to lack of a priori knowledge, one will have to initially concentrate on
feature-based method to use syntactic features for indexing of images [127]. Since the dawn
of CBIR, a variety of features have been developed, and each is different for each task area of
visual properties of an image out-set [25]. Obviously there is no single feature that will meet
all requirements.
Therefore, as a rule, there are several different features that each encode special geometri-
cal, topological, and statistical characteristics, combined into a meaningful image description.
Although these characteristics always extract properties that correspond with those features
perceived by the human eye, a descriptive interpretation of factors is often difficult because of
the complex calculation process and the relational nature of the information embedded in an
image. Features are simply image descriptions or representations.
Feature extraction is a method of transforming the pixel values of an image into a feature
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signature, which consists of a vector or a set of vectors. It is possible to assess how similar
two images are with respect to a feature by extracting the feature signatures of the two images
and applying them to a distance function. A smaller distance function value means that their
content is also more similar with respect to the type of content the feature analyzes. There are
many different kinds of features and they can be roughly categorized as either low level or high
level [63]. Low level features are those representing the color, texture, or shape of an image,
while high level features include for example face recognition data. Some CBIR systems use
feature vectors derived from the whole images (global features). Alternatively, features can
also be used only on image regions (local features), and multiple times for different regions.
An image would in that case be segmented first and the feature signature calculated from the
separate segments.
The MPEG-7 Multimedia Content Description Standard was designed in order to provide
a standardized way to describe and annotate stored image data, among other things. One
part of MPEG-7, the MPEG-7 Visual Standard, contains the color layout, scalable color, and
edge histogram image features. These MPEG-7 features (Tamura, Color and Edge Directivity
Descriptor, Fuzzy Color and Texture Histogram, Auto correlation Feature) were implemented
in Lire [77], and comprise the CBIRs that is used in the implementation of this thesis. In annex
A a selection of MPEG-7 features that are implemented by Lire are explained to give a deeper
understanding of features.
Distance Measures
The similarity of two images is usually measured in computer science by the distance between
features. By extracting the feature signature of both images and subsequently applying a dis-
tance measure on the vectors, a feature distance value is calculated. The bigger this value is,
the lower the similarity is. Feature authors frequently recommend a distance measure to be
used with their feature. In general the recommended measure is specifically designed to return
good overall distance values in combination with the developed feature. It is therefore mostly
unhelpful to deviate from the recommended measure.
Thus, from the perspective of this thesis’ subproblem of analyzing a CBIRs that potentially
uses a certain feature, the probability is very high that the distance measure that was recom-
mended by the author is also the distancemeasure that the analyzed CBIRs uses in combination
with that feature. Unfortunately, the eventuality that a different distance measure for a feature
can be used cannot be discounted as different distance measures are theoretically applicable for
a feature. For example, this can depend on whether the feature signature consists of only one
vector, multiple vectors, or another form of signature representation. Feature signatures often
consist of one or more histograms, which can be represented as one or multiple vectors.
One problem many distance measures share is that they do not take neighboring histogram
bins into account and so return for example too large distances between histograms, if their bins
just barely do not match. Examples of distance measures or functions are: First, there are the
obvious examples of euclidian distance L2, Manhattan Distance L1, and the maximum norm,
all belonging to the Minkowski group of distances. They can only be used to compare two
vectors, not sets of vectors. Other distance measures used for image retrieval include the earth
movers distance [111], the signature quadratic form distance [9], the Histogram intersection
[132] (a generalization of L1), and the Hausdorff distance [55]. A comparison between the earth
movers distance, signature quadratic form distance, and Hausdorff distance can be found in
[9]. An experimental evaluation of additional distance measures is given in [110].
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Search Type
Until now this chapter has spotlightedmainly the technical perspectives of CBIR. There is how-
ever a further, so far not accurately studied, element which is integrated in the search process.
The user is this last element. Therefore as the final aspect in this theoretical study of CBIR, the
varying search types will be discussed below:
• Free Browsing In free browsing the user is not querying, but browsing the stored data
manually as he does in the ’browsing’ retrieval strategy . It is obvious that a directed
search for specific images or motives in the dimensions of domains, that were defined at
the beginning, is difficultly or impossible [84]. The authors of [84] suggest the optimiza-
tion of browsing by applying cluster techniques for grouping visually similar images. In
case of annotated images, a hierarchical grouping by topic of the images is also possible
[22]. An example for such a search is Wikimedia Commons. Wikimedia Commons has 11.5
million objects that are hierarchically categorized.
• Text Based Search As pointed out in chapter 2.2.1, there are many web search machines
available that allow users to search for text documents using keywords. It is an obvious
idea to modify the same strategy for images [127]. The only necessity for the implemen-
tation of this idea is an accurate textual description or some exact catchwords which give
information about the motive of the image’s metadata. Nowadays every major search
engine implements a text driven image retrieval method.
A text based search, as well as all of the following approaches, can be applied for each of
the retrieval strategies that were introduced in subsection 2.3.3. For text based searches
and extraction of the metadata, various methods are available. Classically speaking, im-
ages are annotated in a manual or a semiautomatic way [22]. This task is however very
labor intensive [22, 127]. Luis von Ahn and Laura Dabbish assumed that the accuracy of
content-based approaches would not be acceptable for annotating images automatically.
Therefore, to annotate a maximum number of images with metadata they developed the
ESP-Game.
This game should playfully animate users to annotate images with the fitting metadata.
In [145] the authors postulated an anticipation that ’If the ESP-Game is played by as many
players as other online games are played at that time, then every image available on the
Internet would be annotated in a few months’. As long as the images that are annotated
originate from the web, the metadata can be extracted from the image’s name, the alt-tag,
and the surrounding text.
• Interactive Approaches In the beginning of the research on CBIR it was assumed that
current image processing techniques would one day be powerful enough to achieve a
sufficiently high quality of image retrieval. These days, in order to improve the retrieval
performance, an interactive search process in which the user is involved repeatedly in
the retrieval process in a kind of loop began to be investigated in [84]. A system using
relevance feedback lets the user review the relevance of the features used, the images
found, or single image regions in found images. This approach has resulted in an iterative
process, which increasingly limits the results to the desired objects.
For the user it becomes a simpler and more natural search method, since an exact request
must not necessarily be formulated at the beginning, but the requests can successively
be ’improved’ [84]. Relevance Feedback in general is described in detail in [112]. An
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example of such a system is PARISS [45]. The user can classify images into two categories
for relevant and non-relevant search results. Furthermore, the calculation of the similarity
of the individual results can be manipulated to one another: All images that are rated
as relevant are displayed on the screen as thumbnails and a user can move each photo
closer or further apart according to his perception of their similarity. The system will
now generate results on the basis of existing features and the new features by relevance
feedback, which reproduces the similarities described by the user.
• CombinedApproaches (e.g. [57])As previouslymentioned, image retrieval has attracted
considerable attention over the last decade. So far, however, the majority of the large
amount of existing information retrieval systems of request scenarios is spread out, into
which requests are directed only to a single search service [28], It would nevertheless
be desirable to be able to send queries to multiple databases simultaneously and obtain
their results collected in an aggregated form. In this way, a much larger amount could be
searched for images using a single request than was previously possible. Problems which
have so far largely prevented such applicationsinclude the lack of a unified request format
and the variety of image descriptors used.
Today there is a variety of quasi standards for metadata and low-level descriptors such
asMPEG-7 [134], Dublin Core [2], etc. [28, 31]. The goal of a meta search engine is to
receive requests and forward them to the registered information retrieval systems. Sub-
sequently, the individual results must be aggregated and returned in an aggregated form
to the client.The communication with the individual retrieval systems is executed via
query interfaces, which translate queries into the specific request format of the respective
retrieval system and transforms the results, and in particular their metadata, into the for-
mat used by the metasearch engine. Since not all browsers support all request methods,
themetasearch engine should decidewhich service a specific request can be forwarded to.
In addition, the retrieval quality of services can be analyzed and included in the decision.
An early implementation of such a meta-search engine wasMetaSEEk[20]..
Recognizing the need for a standardized image retrieval distribution, the emph Joint Pho-
tographic Experts Group (JPEG)7 started with the definition of the ISO / IEC standards
JPSearch (ISO / IEC 24800). This defines both interfaces for the communication of search
services with one another, as well as a modular, service-oriented architecture, and a
proper search engine query data and metadata format.
Standards
Subsequently this section briefly discusses the standards that can be implemented to interact
with various CBIRs. Therefore the well known standards MPQF [29] and SQL/MM [86] are
briefly discussed as examples.
MPQF is a standard developed by the Moving Picture Experts Group. It was developed be-
cause existing multimedia query languages mostly allowed no weighting of individual
part queries that mirrored the user’s preference for a specific multimedia object e.g im-
age. Furthermore, these days, proprietary metadata formats are used that mostly lack the
possibility to combine queries, like a textual query and a content based query. The prob-
lem of current xml-based query languages appears to be mostly their ill fit for content
based queries [29].
7Officially calledISO/IEC Joint Technical Committee 1, Subcommittee 29, Working Group 1
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MPQF is a query language that defines the query and reply formats exchanged between
clients and servers in a distributed multimedia search- and-retrieval scenario. The two
main benefits of the standardization are its interoperability in a distributed scenario and
platform independence. One further key feature of MPQF is that it allows the expres-
sion of multimedia queries that combine the expressive style of information and XML
data-retrieval systems. Thus MPQF allows users to combine, for example, keywords and
query-by-example, with, for example, XQuery.
SQL/MM is the multimedia descendant of SQL, and like SQL is a multi-part standard. Part
1, known as the framework, provides definitions of the common concepts used in the
other parts and outlines the definitional approach used by those other parts. In detail
they contain definitions to manage full-text queries, spacial queries, still image queries,
and data mining queries [87].
A.I.R
The implementation of namely Architecture for Inter-operable Retrieval on Distributed and Het-
erogeneous Multimedia Repositories [129] is a Java based framework that separates the hetero-
geneity of CBIRs and aggregates their search results. In the implementation of this thesis, an
early A.I.R. implementation, calledQUASI:A (see appendix B), was modified in order to obtain
a basis for the necessary evaluations. Hereby individual distribution algorithms and aggre-
gation algorithms were developed, implemented, and evaluated. A.I.R. uses the MPEG Query
Format [29] as well as the transformation rules described in the JPSearch Standard [29]. As an
internal metadata format, it uses the JPSearch Core meta data format (ISO/IEC 24800).
A.I.R. allows the user to send unifiedmultimedia queries to heterogeneous systems. Thereby
it is isolated from the individual query protocols as well as the used meta-data formats. A.I.R.
is used as a starting point for this thesis’ implementation. [129] introduces an architecture
for a middleware component separating the heterogeneous environment of multimedia data
stores. The development of the framework pursues the following main requirements: modular
architectural design, a broad scope of multimedia retrieval paradigms (e.g., query by example),
unified multimedia requests, and cross system multimedia retrieval (cross metadata as well as
cross query language).
Furthermore A.I.R. supports multiple query processing strategies (autonomous
Fig. 2.3.: AIR query processing strategies from [129]
and federated). Concepts
andmodules/placeholders for
intelligent query segmenta-
tion and distribution, as well
as aggregation of the re-
sult set, are the highlights
of the current implementa-
tion. However, the actual re-
trieval process of the multi-
media data is performed in-
side the connected backends.
In the following, possible
search concepts in this do-
main are discussed followed
by an introduction of the
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overall system architecture.
A.I.R. can be applied in many different ways within distributed and heterogeneous multi-
media search and retrieval. Generally, the tasks of each A.I.R. component (see figure 2.4) are
highly dependent on the registered databases and use cases. Hereby, distinction should be
made between the two query processing strategies (see figure 2.3). The first strategy deals with
a scenario similar to that of this thesis. Registered and participating retrieval systems are able
to process the whole query locally, see Figure 2.3 (a).
Those heterogeneous systems most problably provide their local meta data format (e.g.,
Dublin Core, MPEG-7, etc. ) and an individual data set. An input query is under these circum-
stances processed as a whole and the items of the result set are the outcome of an execution
of the query. The necessary transformation of used metadata formats is hereby imperatively
performed. Additionally the individual result sets may contain duplicates.
However, as the result aggregation process only needs to perform an overall ranking of the
Fig. 2.4.: Overview of the AIR components from [129]
resultant items of the retrieval sys-
tems involved, the duplicate elim-
ination algorithms may be applied
as well. The second strategy, which
has no overlaps with this thesis’
approach deals with registered and
participating retrieval systems that
allow distributed processing on the
basis of a global data set (see Fig-
ure 2.3 (b)). The involved het-
erogeneous systems might depend
on different data representation (e.
g., ontology based semantic anno-
tations and XML based low level
features) and query interfaces (e.g.,
SPARQL and XQuery) but use a
common global data set.
Figure 2.4 illustrates an A.I.R.
workflow scenario in a distributed
multimedia retrieval scenario. Therefore in the following, all components of A.I.R. will be
briefly discussed. The main functionalities of the Backend Management Layer are the (de-
)registration of backends.The main purpose of the MPQF Factory Layer is the generation
and validation of MPQF queries.The MPQF Management Layer organizes the registration of
MPQF queries and their distribution to the applicable retrieval services. TheMPQF Interpreter
is located at the backend and is supposed to act as a mediator between A.I.R. and a particular
retrieval service. Its main purpose is to receive an MPQF query and transform it into native
calls of the underlying query language (e.g., SQL MM in an Oracle database). After successful
retrieval, the MPQF Interpreter forwards the result set (converted in an MPQF response) to the
A.I.R. framework. The Backend Bench marking Layer is responsible for the aggregation of the
different result sets. The MPQF Response Layer, in general, performs the result aggregation
and returns the aggregated result set.
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2.4.4. Application Examples
Even though every major search engine competitor has by now implemented Image Retrieval,
the search for images in the world wide web is just one major use case. Many image services
are specialized on image searches in specific domains (icons8, photography9 or food10) in order
to satisfy the needs of a specific, most commonly paying, customer group. These services give
the user the opportunity to illustrate e.g. a cook book or a magazine without having to take a
photo themselves.
2.5. Fundamentals of Distributed Retrieval in CBIR
In the following section a basic understanding of the emerging topics around distributed re-
trieval in CBIR will be established. This will be executed by giving an overview of the key
points of distributed retrieval in CBIRs. This overview starts with a brief review of the history
of distributed retrieval in section 2.5.1. This is followed in section 2.5.2 by definitions of the
technical terms that are used in the subsequent sections of this chapter. Subsequently, section
4.3.1 discusses the theoretical background for distributed retrieval in CBIR. Eventually, section
2.5.4 characterizes and gives examples of the fields of application and current implementations
of distributed retrieval in CBIRs.
2.5.1. History
In recent years, a large number of CBIRs have been developed. Most of them are specialized
in certain areas of application. Despite the enormous number of different systems [140], their
architectural principles like feature extraction, feature comparison, and returned result list are
usually very similar [78]. This opens up the possibility to harness the potential of different
systems through their integration into a CBIR network (CBIRn) and take advantage of the spe-
cialization of each CBIRs [143].
Although a network might have been composed out of many CBIR systems, a uniform treat-
ment of the systems was impossible due to the divergences in the details of its implementa-
tions (e.g. query language used). Therefore a branch of the research community developed
and implemented meta languages in the last decade that enable interaction with a multiplicity
of current CBIRs (e.g. A.I.R. [128]). Thanks to these implementations the search no longer has
to be processed by an individual CBIRs but by a combined CBIRn. A preceding component
must then determine which of the registered systems in the network provides the best results
for the input image. When these systems are automatically selected, the query can be routed
appropriately and the relevant results are combined through a merging process.
2.5.2. Definitions
This section should give a general overview of the research field of Distributed Retrieval in
CBIR. In order to introduce the particular nuances of Distributed Retrieval in CBIR this subsec-
tion defines its most important terminology:
8
https://www.iconfinder.com/
9
http://www.fotosearch.com
10
http://international.stockfood.com
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CBIRn: A Content Based Image Retrieval network (CBIRn) is a network of CBIRs that can be
queried for an input image. These CBIRs compare the input image to their stored images
in order to identify and return similar images and return them to the querying instance.
Enrollment: Enrollment is the process a CBIRs has to go through in order to integrate itself
into a CBIRn. There are two divergent types of enrollment. In a cooperative enrollment
scenario the enrolling CBIRs is willing to provide its configuration to the CBIRn whereas
this is not the case in the uncooperative enrollment scenario.
Normalization: Normalization has to take place in the uncooperative enrollment process.
This means adjusting the values measured on different scales to a common scale. In order
to be able to compare scores of various CBIRs, a normalization step is applied.
Configuration Detection: Configuration Detection takes place in the uncooperative enroll-
ment scenario. In this scenario the CBIRs does not provide information about its internal
configuration. Therefore the CBIRn has to compute the configuration of the enrolling
CBIRs by evaluating the result lists that are returned to predefined query images, which
is called configuration detection.
Concept Detection: Concept Detection is the extraction of a semantic concept by analysis of
an image. It is one of the first steps performed in the CBIRn that will be defined in the
second part of this thesis. It is done by extracting the image’s features and processing the
information through previously trained algorithms.
2.5.3. Theory of the Fundamentals of Distributed Retrieval in CBIR
The following section discusses the theoretical background of distributed retrieval. It starts
with the enrolling process that integrates CBIRs in the CBIRn, in both its cooperative and un-
cooperative versions. Subsequently the concept detection, which becomes necessary for the
distribution process of a query in the CBIRn, is spotlighted. Eventually this section discusses
the research merging approaches that are necessary for distributed retrieval.
2.5.3.1 The Enrolling Processing
The first contact between a CBIRs and a network of CBIRs is established by the enrolling pro-
cess. Depending on the involved CBIRs’ readiness for cooperation, a cooperative - as well as an
uncooperative - scenario is possible. In a cooperative scenario, a CBIRs contacts the enrolling
process and offers all details about its configuration (e.g. used features, metrics, or feature
weight). After having received the configuration details, the enrolling process forwards it to a
knowledge database. The knowledge database in this case is merely a database that registers
configurations of CBIRs. In the uncooperative scenario, a CBIRs contacts the enrolling process
but does not offer details about its configuration. The enrolling process hereon sends queries to
the CBIRs with the objective to determine the CBRIs’ configuration from its replies. Conclud-
ing its function, the CBIRs’ determined configuration is forwarded to the knowledge database.
The following paragraphs will highlight different aspects of these two scenarios.
The cooperative Enrolling Process
The cooperative enrolling process assumes the CBIRs will voluntarily reveal its configurations
as well as details about its internal operations. However it is unlikely that every company
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Fig. 2.5.: The cooperative Enrolling Process Fig. 2.6.: The uncooperative Enrolling Process
would be willing to lay open its CBIRs’ operating mode. Nevertheless there is still a small op-
portunity for public CBIRs to become dominant. Therefore the cooperative enrolling process is
merely superficially discussed in the following section. The cooperative enrollment process is
visualized in figure 2.6 on the left side. Here, a CBIRs contacts the enrolling process in order
to indicate that it wishes to enroll. Hereby it already transmits all the information about its
configuration. The enrolling process is now in possession of all details about the CBIRs config-
uration. These configuration details are forwarded to the knowledge database. The CBIRn can
take advantage of this information pool for every necessary purpose - e.g. query forwarding
and merging. This step concludes the whole enrollment process. As previously mentioned,
this is the most elementary case that can occur for the enrolling process.
The uncooperative Enroll Process
In the uncooperative enrolling process, as in the cooperative process, the CBIRs sends a re-
quests to join the CBIRn. Yet it does not offer any details about its configuration. This scenario
appears to be quite probable for the reasons given in the last paragraph. Nevertheless, it is
possible to estimate the CBIRs’ configuration. As mentioned in the preceeding paragraph, in
order to join the CBIRn, a CBIRs has to send a request to join the service of the CBIRn, which
is responsible for the enrollment of the CBIRs in the CBIRn. This service is called the enrolling
service. After having received the uncooperative enroll request, the enrolling service queries
the CBIRs for characteristic input images. The CBIRs hereon calculates a similarity, called a
similarity score, for its images respective to the input and returns result sets of the most simi-
lar image sets. Based on the images returned, an estimation of the CBIRs’ configuration takes
place. The uncooperative enrolling process concludes by sending the estimated CBIRs’ config-
uration to the knowledge database.
In the following paragraph a formal definition of the problem is given. Let S↵ be the set of
images I that are stored in a CBIRs ↵, and nS↵be the number of images stored in ↵. In this case
the definition of S↵ would be:
S↵ = {I1..i|i 2 {1..nS↵}} with nS↵ 2 N (2.5)
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Each image I of S↵ is represented internally by a set of feature vectors Rep↵(I). Let F↵ be the
set of features used by ↵, |F↵| be the number of features used by ↵ and f j(I), with f j 2 F↵, be
the jth feature vector of image I . Then the definition of Rep↵(I) is as follows:
Rep↵(I) = (f j(I))j2{1..|F↵|} (2.6)
In contrast from now on in formulas the enrolling service is referred to as !, representing an
image I internally as
Rep!(I) = (f j(I))j2{1..|F! |} (2.7)
The fact that F↵ and F! can be disjunct, equal, inclusive, or plain intersects leads to one
conclusion. Simple reverse engineering, by trying to find the features in ! that are used by ↵,
cannot be applied as ↵might use features that are unknown to !. This might happen as propri-
etary CBIRs do eventually use proprietary features even though they use mostly individually
weighted public features.
The only information ↵ allocates that allows conclusions to be drawn about ↵0s configuration
is the similarity score (2.8) of the s most similar images. This similarity score is defined as
follows: Let score↵ /Q(I) be the similarity score of ↵ regarding a query image Q and the image
I and  ↵j be the distance function of two feature vectors of the feature f j(). Let w↵j be the
weight assigned by ↵ to the feature f j() and I↵/ Qleast be the least similar image returned by ↵
compared to the query image Q then the similarity score of ↵ regarding the query imageQ and
I is:
score↵ / Q (I) = 1 
|F! |P
j=1
w↵j ↵j(f j(Q), f j(I))
|F! |P
j=1
w↵j ↵j(f j(Q), f j(I↵/ Qleast))
(2.8)
Depending on the similarity of two images the similarity score can take a value between 0.0
and 1.0. An image compared with itself would result in a similarity score of 1.0. But, from
system to system, different normalization techniques - the formula under the fraction line in
(2.8) - might be applied, but can be limited to the following established major techniques:
No Normalization Before discussing normalization algorithms, it should be noted that [130]
proposemeans to aggregate query results without using a normalization algorithm. Those
authors present result merging algorithms that do not use a score as the foundation of
their calculation. Either they profit from the internal result ranking of every individual
result set, or they use a fraction of the beginning of every result set and agglomerate
them, or they interleave them using the similarity score with no regards to the lack of
comparability as this is assumed.
Standard Normalization This method to normalize the obtained scores was proposed in [153]
and [90]. The normalized score is calculated as follows.
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normalized score =
unnormalized score minscore
maxscore minscore (2.9)
Equation 2.9 visualizes an example result set on the left side and the same result set after
the transformation on the right side. The standard normalization subtracts the minimal
score value that is reached by any result item of the result set from every score value
of every result item. It subsequently divides this by the maximum score value that is
reached by any result item. Through this method, a shift of the whole value range can
be ignored as the described operation antagonizes it. Therefore it is shift invariant. As
the algorithm scales every score value in a range between 1 and 0, the spreading of the
score values is absorbed and therefore the algorithm is scale invariant. Nevertheless, the
formula depends on the minimum and maximum values, and is therefore sensitive to
outliers. If a result set was received that had items with the scores of 0.9, 0.6, and 0.2 the
standard normalization would subtract 0.6 from every item resulting in scores of 0.7, 0.4,
and 0.0. Eventually these scores are divided by 0.7 and result in normalized scores of 1.0,
0.57, and 0.0.
Sum Normalization This technique, proposed by [90], is an attempt to improve the outlier
insensitivity of the standard normalization. It eliminates the sensitivity to the maximum
score value by using the statistic sum. The sum over the similarity score values of the
results not normalized is statistically more robust than the minimum. In practice the
minimum score is not an outlier due to the fact that ranked lists are truncated to only
return a certain number of documents. So in practice, the sum normalization is fairly
outlier insensitive. It calculates scores as follows.
normalized scorex =
unnormalized scorex  minscorePn
i=1 (unnormalized scorei  minscore)
(2.10)
The sum normalization subtracts the score value of every result and, like the standard
normalization, it is shift invariant. It subsequently divides the scores by the sum of all
score values for result items. Therefore the algorithm is scale invariant. Even if the tech-
nique is practically insensitive to outliers it is nevertheless theoretically sensitive to the
minimum in the worst case.
ZMV Normalization This transformation, proposed by [90],discards the sensibility to the min-
imum and the maximum score values, as it does not directly depend on either of them.
The two selected aggregation statistics are the mean and the variance, as they are both
aggregate and thus more robust.
mean =
Pn
i=1 (unnormalized scorei)
n
(2.11)
variance =
Pn
i=1 (unnormalized scorei  mean)2
n  1 (2.12)
The following formula shows the calculation of a normalized score:
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normalized score =
unnormalized score mean
variance mean (2.13)
As this technique uses only agglomeration and no separate values, it is shift invariant,
scale invariant, and outlier insensitive.
2.5.3.2 Concept Detection
In the early years of Content Based Image Retrieval, a distinction of the image domains in nar-
row and broad domains was defined by Smeulders in [126]. Narrow domains contain images
with limited variability in their descriptive aspects. The images differ marginally, as for every
image a similar setting is used (e.g. same illumination, background, perspective). [126] defined
them as follows:
“A narrow domain has a limited and predictable variability in all relevant aspects of its
appearance.”
Examples for narrow domains would be biometric passport photos, company logos, or product
photos. A broad domain in contrast contains images with an unlimited, unpredictable variabil-
ity. The images differ strongly, even though they might show the same concept semantically
(cf. differing perspectives). [126] defined them as follows:
“A broad domain has an unlimited and unpredictable variability in its appearance even for
the same semantic meaning.”
Examples of such broad domains would be images of buildings, forests, and of sports. The rea-
son for this distinction was the realization that those two domain classes have to be treated in
orthogonal ways. In narrow domains, analyzing algorithms can focus on the few differing as-
pects in the images - e.g. color of the skin, distance between the eyes, or form of the chin in the
narrow domain of biometric passport photos. In contrast, for broad domains, analyzing algo-
rithms have to take into account every possible different aspect in the images. A more effective
and a more efficient analysis can therefore be performed for images of narrow domains.
In both types of domains, and those that are existing in between, a lot of research [21, 42, 144]
has been accomplished and good results were achieved in different concept detection chal-
lenges (e.g. ILSVRC2011 & ILSVRC2010, FRGC [102]), i. e. Borth et al support the user in [14]
with the process of a concept-to-query mapping. Lookapp is a system for the interactive con-
struction of web-based concept detectors. The system provides mechanisms to find a proper
query formulation for a given concept, by means of expanding the initial query with automat-
ically assigned keywords and the inference of a corresponding category.
The detection of semantics in broad image domains becomes even more challenging with
the occurrence of several concepts in a single image. There is hence a varying interpretation
from the user’s perspective. A stand-alone thesaurus could model these interdependencies but
is rather large in size and might contain too much redundant information to be of practical
use. To render CBIR possible, [53] presents a hybrid image retrieval system which incorporates
statistical algorithms for semantic grouping in the concept space through relevance feedback
in the image space. Aside from learning the semantic relations among concepts, the system
can even adopt the user’s search habits incrementally and thus improve the performance of
subsequent retrieval tasks. [13] presents probabilistic topic models, providing both a predictive
model of future text and a latent topic representation of the corpus.
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2.5.3.3 Collection Fusion
In the following section different approaches to overcome the collection fusion problem are
discussed. The authors of [146] defined the collection fusion problem as follows:
”The goal of a collection fusion technique is to combine the retrieval results from multiple,
independent collections into a single result such that the effectiveness of the combination
approximates the effectiveness of searching the entire set of documents as a single collection.”
In order to give an overview of the existing collection fusion technique, the following section is
subdivided into the discussion of combination techniques, weighted combination techniques,
Borda Fuse Voting Model, Shadow Document Method, Raw Score Merging, and the Round
Robin phenomenon.
(A) Combination Techniques
The most simple, popular, and effective result aggregation algorithms to date were presented
in [44] and further investigated in [69]. These techniques, namely CombMIN, CombMAX,
CombSUM, and CombMNZ differ only in the ranking of the resultant items which have one
or more duplicates in other databases. An explanation of every algorithm in particular, which
will be given in the following subsections, will outline where these differences originate.
CombMIN The following formula describes how scores are associated with the documents
using CombMIN. In the formula, x stands for the document and n for the number of involved
databases. The method scorei(x) stands for the score of a document x associated by database i.
score(x) = min{scorei(x)|0 < i < n ^ 9scorei(x)}
The formula can be summarized as follows. Every document is associated with the smallest
score value given by any of the databases involved (see figure 2.7).
Fig. 2.7.: CombMIN Example
CombMAX The following formula describes how scores are assigned to the documents using
CombMAX. The variables are, now and in the following subsection, defined similarly to the
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variables in the formula of the precedent subsection.
score(x) = max{scorei(x)|0 < i < n ^ 9scorei(x)}
In contrast to CombMIN, in CombMAX every document is associated with the biggest score
value given by any of the databases involved (see figure 2.8).
Fig. 2.8.: CombMAX Example
CombSUM The following formula describes how scores are allocated to the documents us-
ing CombSUM.
score(x) =
Pn
i=1 scorei(x)
Every document is associated with the sum of the score values given by all of the CBIRs in-
volved (see figure 2.9).
Fig. 2.9.: CombSUM Example
CombMNZ The following formula describes how scores are associated with the documents
using CombMNZ.
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score(x) =
Pn
i=1 scorei(x) ⇤
Pn
i=1{1|9scorei(x)}
Every document is associated with the sum of the score values given by all of the CBIRs in-
volved -
Pn
i=1 scorei(x). The resulting value is then multiplied by the number of databases
which assigned a scoring value to the document -
Pn
i=1{1|9scorei(x). Figure 2.10 visualizes
this formula.
Fig. 2.10.: CombMNZ Example
Summary
In [69], it was shown that CombMNZ is the best out of these combination merging algorithms,
followed by CombSum. However the problem of these combination techniques is that they rely
on a lot of overlap. They could also be applied when the overlap is not as significant, however
the final result list might be of lesser quality.
(B) Weighted Combination Techniques
As already mentioned in this section CombSUM and CombMNZ are the superior combination
techniques. One explanation for this is given in [153], where it is the described as the chorus
effect. This infers that the multiple appearence of an item in different result sets is a stronger
evidence of relevance than a single appearance. Therefore [153] tried to improve CombSUM
and CombMNZ.
For the calculation of the weight a modality was invented that needs no training and no
additional information. For every result set the occurrence of its resultant items in other result
sets is computed. A mean value of this number concerning all the databases is calculated. In
reference to this mean, two thresholds are defined partitioning the databases into 3 different
weighted groups.
In the following examples the sum of the occurrences in result set one to three is 11, in result
set 4 it is 9, and in result set 5 it is 6. The calculated mean value is 9.6 and the thresholds are 110
% and 90 % of the mean. Therefore result sets one to three are in one partition, whereas result
set four forms another partition, and result sets five comprises the final partition.
WSUM As said in section 2.5.3 the CombSum method was improved and is now called the
WSUM procedure. The following calculation is used to associate the score.
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score(x) =
Pn
i=1 (scorei(x) ⇤ wi)
Every document is associated with the sum -
Pn
i=1 - of the score values of the document -
scorei(x) - given by all of the involved databases multiplied with the weights of the databases
- wi. Figure 2.11 visualizes this formula.
Fig. 2.11.: WSUM Example
WMNZ
As described in section 2.5.3 the CombSummethodwas improved and is now called theWSUM
procedure. The following calculation is used to specify the WSUM score.
score(x) =
Pn
i=1 scorei(x) ⇤
Pn
i=1(wi|9scorei(x)})
Every document is associated with the sum of the its’ score values given by all of the databases
involved - sumni=1scorei(x). This sum is multiplied with the sum of the weight of all the
databases -
Pn
i=1(wi|9scorei(x). Figure 2.12 visualizes this formula.
Fig. 2.12.: WMNZ Example
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WCOMB Furthermore, a combination of WSUM andWMNZ, WCOMB was specified in [69].
The following formula describes how score values are associated with the documents using
WCOMB.
score(x) =
Pn
i=1 (scorei(x) ⇤ wi) ⇤
pPn
i=1{1|9scorei(x)}
Every document is associated with the sum of the score values given by all of the databases
involved multiplied by the weight given by every individual database. This sum is multiplied
with the square root of the number of databases that assigned a score value to this document
to value these appearances (see figure 2.13).
Fig. 2.13.: WCOMB Example
Summary The weighted combination techniques are almost as simple as the original combi-
nation techniques. Therefore they do not immoderately increase the computational expenses.
Most of the time the results do not differ significantly, but if they do the weighted combination
techniques outperform even ComMNZ [153].
(C) Borda Fuse Voting Model
This procedure was introduced for metasearch engines by [90] in 2001 and is based on demo-
cratic election strategies. In the Borda Count voting procedure used, the databases rank the
resultant items according to their preferences.
Each element gets c points minus their rank points, whereas c is a predefined variable bigger
than 0. These votes are summed up according to the following formula.
votes(x) =
Pn
i=1 votesi(x)
The method votesi(x) stands for the score of a document x associated with database i.
Finally all the items of the different result sets are ranked by their total points in decreasing
order (see figure 2.14).
This algorithm requests only the rank information for the aggregation process. Thanks to
the simple and efficient voting process the Borda-fuse voting is competitive in its performance
[90].
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Fig. 2.14.: Borda Fuse Example
(D) Shadow Document Method (SDM)
This method was proposed by [154]. The mode of its operation is as follows:
• If a document d is contained in the results of databases A and B, the score values of d
from both databases are added.
• If d is only retrieved from database A and not from B, it is assumed that a shadow docu-
ment of d exists in B with a score value of k. Then the score of A and B are summed up.
The value of k has to be determined through empirical tests or can be derived from the
degree of overlap between the two databases.
The advantage of this merging method are that no training data or downloads are necessary.
The only information needed from the retrieved results are the score values of the documents.
This is a formula showing the possible ways to calculate the score of a document. In this for-
mula n is the number of participating databases and m the number of databases that contain a
duplicate of this document.
score(x) =
Pn
i=1 score(x)i + (n m ⇤ k)
The formula is Visualized in figure 2.15 using the factor k = 0.5.
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Fig. 2.15.: Shadow Document Method Example
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(E) Raw Score Merging
This method is a simple approach. It is based on the hypothesis that the same search model is
used in all databases and thus the score values returned are comparable. However, since this
is almost never the case, this technique is seldom used [11]. A handling of duplicates does not
take place. So if there are any duplicate elements in the individual results, they will also occur
as duplicates in the merged result (see figure 2.16).
Fig. 2.16.: Raw Score Merging Example
(F) Round Robin
This algorithm is one of the most well-known approaches and it is quite simple [10]. A han-
dling of duplicates does not take place. So if there are any duplicate elements in the individ-
ual results, they will also occur as duplicates in the merged result. The algorithm works in a
straightforward manner: the final result organizes the items in rank order. The first element
of a chosen individual result list becomes the first element of the final result. Then follows the
first element of another result set, and so forth, until the first elements of all individual result
sets are added to the new list. Now the second elements will be added.Thus, the Round Robin
algorithm works well if there are no duplicates. It also performs adequately if the individual
result lists from the databases contain an almost equal amount of elements and if the result lists
have an almost equal score range. As this is almost never the case, in the configuration of this
thesis the algorithm would fail to produce the desired result (see figure 2.17).
Fig. 2.17.: Round Robin Example
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(G) Conclusion
After reviewing all of these merging techniques, the CombMAX (see page 34) Algorithm was
selected to be applied. This merging technique promises to be an efficient and computationally
inexpensive solution. Taking into account that the normalization problem is considered to be
solved, the results are expected to be very good.
2.5.4. Distributed CBIR Systems
The most prominent field of application for distributed retrieval in CBIRs is obviously the Con-
tent Based Image Retrieval in the Internet. There are a number of applications that exist in the
Internet attempting to make the enormous mass of images searchable. Due to the magnitude
of the images, these applications must use some kind of distributed scenario. One prominent
application that works using a distributed scenario is Google’s image search. In the follow-
ing implementations, scientific approaches that engage the distributed retrieval in CBIRs are
discussed.
In [122], a peer-to-peer CBIRs network is designed that was inspired by the Metric Social
Network (MSN). the principles of social networking support the self-organization and self-
adaptability of the network. The interconnection of peers in the manner of a social relationship
is due to the ability of peers to gather knowledge about previously answered and sent queries.
An adaptive query routing algorithm exploits the query history to choose the most promising
peers and thus forwards the query accordingly. The suggested IR-Network is verified using
a real network consisting of 2,000 peers, containing descriptive features of 10 million images
from the Flickr Photo Sharing system. Nevertheless compared to this thesis’s approach, [122]
does not consider the semantic aspect of images in CBIR.
In [158], it is investigated how to enhance semantic relevance in the retrieval process by
semantic feature extraction and relevance feedback. In addition, a prefetching and scalable
image delivery is proposed to reduce the network latency in the retrieval process and to adapt
the retrieval process to the network bandwidth and the capabilities of the user device. So [158]
focuses more on the join optimization of semantic relevance and retrieval latency. This thesis’
approach in contrast does not take into account user feedback and it merely concentrates on
the retrieval performance and efficiency.
2.6. Summary
This chapter presented the fundamentals of computerized Information Retrieval from its con-
ception to now. It moreover highlighted in each section the innovations that are relevant for
this thesis. To lay the foundations for the further discussion this chapter has subsequently
discusssed information retrieval approaches and their theoretical background that were de-
veloped in the 19th and 20th centuries. It then outlined current web retrieval strategies and
web image retrieval strategies focusing on their relevant underlying theory. In its subsequent
sections, relevant current developments in Content Based Image Retrieval, e.g. of Low Level
Features, were discussed. Hereafter, in section 2.5.1 the historical beginning of the fundamen-
tals of distributed retrieval in CBIR were presented. The scientific terminology of distributed
retrieval in CBIR approaches and their theoretical background were outlined in the follow-
ing two sections in order to make the later proposed approach easily comprehensible. The
theoretical background encompasses the standard of CBIR meta language MPQF, the applied
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enrolling process, the used concept detection environment WEKA and the applied collection
fusion method CombMAX. In its concluding section, the current developments of distributed
retrieval in CBIR were discussed and compared with this thesis approach.
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3. MeRRSe: Merge Returned Result Sets
In recent years a variety of search engines have emerged that make it possible to search the
internet for every possible type of content. On the one hand, some of these search engines are,
due to their specialization or operating size, merely aware of subnets of the Internet. On the
other hand some search engines withhold results, for example due to personalized queries. It
is therefore desirable to query multiple search engines.
In order to perform a search like this automatically, the merging of responses from multiple
heterogeneous CBIRs responding to the same query has to be addressed. This merging is re-
ferred to as the collection fusion problem. The responding CBIRs use each of their individual
search measures to compute their results and therefore the returned result sets are usually in-
comparable. To solve this problem in the environment of distributed CBIRs, this chapter of the
thesis develops a new algorithm that deploys the first algorithm - respective to the state of the
art (chapter 2) - the three steps of normalization, merging, and filtering. The originality of the
idea is hereby provided by the additionally appended filtering step.
The feasibility of the approach is demonstrated by the implementation of a prototype and its
evaluation using 7200 pictures whereas 72 images were similar to each other. In these prelim-
inary tests 20 test runs were conducted. Hereby an augmentation of the number of returned
images that are of the same semantic concept as the input images is achieved by up to 12 %
compared to a solely application of a CombMAX.
3.1. Prologue
The first part of this thesis discussed the state of the art conditions of the scientific domains
that were important for this thesis. The second part discusses in detail the approach that was
developed in the course of this thesis. It starts therefore with an overview of the approach in
this prologue. This overview is subdivided into two sections. The first section comprehensively
states the problem that this thesis focuses on. Subsequently the second section discusses the
solution developed to deal with the antecedent stated problem.
Problem Statement
In this day and age, if a user is involved in a process that requires images and s/he has no
adequate images by hand what would they do? They would most likely take advantage of a
search engine that operates via keywords in order to acquire the image. For what reason does
this occur?
The results of current commercial Content Based Image Retrieval (CBIR) engines1, which
have mostly emerged in the last three years, are quite often unsatisfying [19]. As already dis-
cussed in subsection 2.4.3 they are unsatisfying due to the search engine’s inability to under-
stand the needs of the user and the semantic content of the multimedia files. Therefore [64] and
1e.g. Google (http://www.google.com), Bing (http://www.bing.com), Baidu (http://www.baidu.com),
Fotolia (http://www.fotolia.com)
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[139] outlined recent research attempts as well as recent commercial efforts concerning Content
Based Image Retrieval systems (CBIRs). In contrast to current keyword driven search engines,
they deliver, independent from the textual context, visually similar pictures to the search pic-
ture [64]. However, they still suffer from the semantic gap. Nevertheless when such a search
engine tries to specify a universal solution that allows users to search all image domains simul-
taneously the results were not satisfying. Yet by dividing the whole image domain into narrow
and broad search domains [126], and by specializing CBIRs to search the narrow domains (ex-
emplarily presented in [68, 102]) the problems of a universal search strategy were bypassed
and very good results were obtained.
Therefore, to bring these heterogeneous specialized CBIRs to work together, this thesis pro-
poses a semantic semantic Content Based Image Retrieval network (CBIRn). Semantic signifies in
this context that the search effort of a plurality of CBIRs, which are each specialized on indi-
vidual semantic concepts, is combined in a single CBIRn. This system, from now on known as
a semantic CBIRn, will not solve the problem of the semantic gap, but allows users to search
the mass of images that are available online more efficiently. In order to realize the approach
explained in the precedent subchapter the following research questions, which have already
been outlined in detail in chapter 1, had to be addressed:
• How can the semantic analysis and modeling of a CBIRn be implemented?
• How can the configuration of a CBIRs, that should be incorporated in the semantic CBIRn,
be detected?
• How can inquiries in a semantic CBIRn be exclusively forwarded to relevant CBIRs?
• How can the results of similarity searches of individual CBIRs be merged in a semantic
CBIRn?
Solution Strategy
As discussed in chapter 2 many efforts have been undertaken to narrow down the seman-
tic gap with moderate success. Recently CBIRn strategies were enhanced by developing new
protocols, distributing content in a more advantageous way, and applying different design
paradigms, and through extensions of all the achievements that were made in these research
fields. As previously stated, to bring these heterogeneous specialized CBIR to work together,
this thesis proposes a semantic CBIRn. The approach of this thesis is divided into three sub-
approaches, each framing a particular work process. These sub-approaches, color coded in
figure 3.1, are called Merged Returned Reslut Sets (MeRRSe), Get CBIRs Configuration (GeCCo)
and Query Distribution (QueDi).
Each one of these approaches addresses one of the research questions that were stated in
chapter 1. The GeCCo sub approach (color coded green) addresses the research question of the
analysis of external and therefore unknown CBIRs that should be integrated in the network.
Furthermore, it transfers the gathered information about the CBIRs to a central unit of the
CBIRn for further disposition. This central unit is embedded in the QueDi approach which is
color coded red in the diagram.
It is the responsibility of the QueDi approach to analyze the incoming query image and
forward it to the CBIRs considered to be the best choice. Additionally the QueDi approach
determines in a training unit which configuration is best for the registered semantic concepts.
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Thereby the QueDi approach addresses the research question of how inquiries can be exclu-
sively forwarded to relevant CBIRs in a semantic CBIRn and how a semantic CBIRn has to
be specified. Eventually the remaining research question is answered - how the results of
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Fig. 3.1.: This Thesis’ Solution Strategy
individual CBIRs can op-
timally be merged - as
the gathered result sets
aremerged and returned
by theMeRRSe approach,
color coded yellow.
In the progress of this
section each of these col-
ored areas has one ded-
icated chapter. These
chapters are to be seen
as context independent
until chapter 5.5 even-
tually combines all of
these sub-approaches to
present a holistic view of
this thesis’s approach in
its entirety.
3.2. Introduction
It was already elabo-
rated in chapter 2.4 that
CBIRs reply to queries
by returning result sets
consisting of a ranked
list of result items that
are, in the context of
this thesis, assumed to
each be enriched by a
query based score. As
these scores are most
commonly not compara-
ble from the beginning, section 2.5.3 discussed the theoretical background of the currently
available collection fusion approaches. Consequently this chapter introduces a collection fu-
sion approach that uses different techniques to those developed by the earlier approaches.
This approach (see figure 3.2) performs the successive steps that are required to compute a
single consistent results list from the incoming result sets of different data sources. It is assumed
that this approach deals with typical multimedia similarity-based query results, where each
item is part of a single result list and will be associated with a similarity score. In order to make
the similarity scores returned by heterogeneous data stores comparable, they are normalized.
Therefore a merging technique is applied, which makes use of the similarity score of items
that show up in multiple result sets and recalculates a new similarity score for each image. It
subsequently re-ranks the item in a newly generated global result set. Eventually a filter carries
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out a re-ranking on the global result set, using a global search measure. This re-ranked global
result set can finally be sent back to the client.
The remainder of this chapter is organized as follows: Section 3.3 and 3.4 highlight the
methodology and the outline of the developed approach. Section 3.5 defines the settings of
the evaluation and will analyze its results. Finally in section 3.6, this chapter is concluded and
possible future adaptions are discussed.
3.3. Methodology
This chapter’s approach is visualized in figure 3.2. The images that are applied in this figure
are images from an original test scenario ofMeRRSe. The approaches’ steps are explained one
by one in the course of this section. The next paragraph of this section thus starts with an elabo-
ration of the distribution process of an input image to multiple CBIRs. Even though this step is
not directly interconnected to the merging process it is included in this figure. This is due to the
fact that it is obvious that inMeRRSe each CBIRs is queried with the same input image. In the
CBIRs
1
	

CBIRs
2
CBIRs
3
Fig. 3.3.: Query Distribution
subsequent paragraph, the ranking process of
the CBIRs and the returned result sets are
closely examined. The discussion of this step
forms the basic understanding for the merging
process that will take place in a later step of the
MeRRSe. Hereby, the importance of the exis-
tence of duplicates especially is discussed. Sub-
sequently the applied regression analysis is as-
sessed. Eventually the subsequent reordering
is elaborated by applying CombMAX on the
newly calculated global ranks using a global
search measure.
In the beginning of this chapter’s approach, as visualized in figure 3.3, a query image is
distributed to diverse CBIRs. Themethodological description of this approach refrains from the
details of the complexity of the technical elements of query distribution except for the following
statement. CBIRs might differ very strongly from each other in the communication protocol
they are using, the way they are calculating their result sets, and even the returned result sets.
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Fig. 3.4.: Responding CBIRs
However, as discussed in section 2.4.3, several
standards can be applied as protocol wrapper
middleware, and therefore in this thesis we can
abstain from these discrepancies. As visualized
in figure 3.3, by omitting these discrepancies,
the input image can be sent to the CBIRs di-
rectly. This is the query distribution approach
that is applied in this chapter’s approach. A
more detailed specification of this step will fol-
low in the outline of the approach in section 3.4.
The following step, visualized in figure 3.4,
shows the diverse CBIRs responding to the pre-
viously forwarded query image. It is hereby
assumed that each CBIRs applies distinctly
weighted features and metrics to calculate a
ranking that appears best for its individual application area. This assumption is due to the
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deliberation that every operator ofa CBIRs tries to optimize its CBIRs as best to its specialized
application area as possible. Examples for specialized application areas would be image search
on specific elements of buildings or plants.
In the application area of searching building images, CBIRs would focus more likely on edge
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Fig. 3.5.: Regression Analysis
focused features. In contrast, in the application area
of searching plant images, a CBIRs would concen-
trate more on color or shape focused features. But
despite the many variations of CBIRs that exist,
there are certain characteristics that remain equal
over the whole range. It is assumed in this thesis
that every CBIRs, after the search process is fin-
ished, returns a result list of ranked result items -
which is coherent with the behavior of most CBIRs.
It is furthermore assumed that each of these result
items features an id, a score, and a rank that is de-
rived from the comparison of the input image with
the result items image.
Considering that the state-of-the-art research
CBIRs like Lire [77] satisfy these assumptions, they would appear to be reasonable. Of ma-
jor importance for the approach of this chapter is the fact that the intersection of these returned
result sets is defined as being not empty. As this intersection can be set at will in this thesis’
approach, this assumption can be considered satisfied. A more detailed specification of this
step will follow in algorithm 1 in the approach outline in section 3.4.
Using the returned result sets a linear regression analysis is conducted. This is carried out
to straighten out the distinctions in the ranking processes that take place in the distinct CBIRs.
This is executed by using the previously mentioned duplicates as anchors. In the beginning
of the regression analysis, each result set is searched for duplicates. In figure 3.5 these du-
plicates are connected by pink and blue lines. In this first implementation of the approach
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Fig. 3.6.: MeRRSe CBIRs
the scores of these duplicates are subsequently
used for a linear regression analysis. Linear regres-
sion was used due to the fact that the score is cal-
culated as stated in equation 2.8 as weighted lin-
ear combination. It is furthermore assumed that
for each CBIRs duplicates are existing for at least
one other CBIRs. As visualized by the loop of step
3 in figure 3.2, the linear regression analysis sub-
sequently takes place between the two CBIRs that
have the most duplicates in common at that point.
After calculating the regression of the scores of
the duplicates in these loops, a recalculation of the
scores for the images of the two involved CBIRs
without duplicates is performed. As a result, a
chain of CBIRs that have already been regressed is
built and the scores of every image become compa-
rable. A re-ordering of the images consequently takes place and the scores are normalized. A
more detailed specification of this step will follow in algorithm 1 in the approach outline in
section 3.4. After the linear regression analysis has been performed - visualized in figure 3.6
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- the result sets of one CBIRs stays exactly the same, while the scores of the other CBIRs are
modified to correspond to the CBIRs they were regressed with. These returned result sets are
processed by a MeRRSe internal CBIRs.
The MeRRSe internal CBIRs is a CBIRs that is created and applied in order to rearrange
the best result items in a uniform way. Therefore, at first, result sets are used as attached
images to the MeRRSe internal CBIRs, which is then queried for the input image, and the
individual result items are eventually re-ranked based on their score to one single list of result
items. Secondly a predefined number of result items, in this case 30, are taken from the newly
constructed list. 30 result items were used due to reason that less than 7 % of the people that
search the web look at more than 30 result items. This number of result items is processed by
an internal CBIRs and a new ranking is calculated.
In this method, discrepancies that were not wiped out by the precedent linear regression
analysis are finally settled and a new global ranking can be calculated. This ranking might
strongly differ from the previously received list of result items. The previously mentioned
number of predefined result items is selected higher, so that in a new ordering step erro-
neously retrieved images can still be sifted out. A more detailed specification of this step
will follow in algorithm 1 in the approach outline in section 3.4. In a final step, visualized
in figure 3.7, the previously derived result set is returned from the MeRRSe system to the
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Fig. 3.7.: Returned Result Set
client. The MeRRSe system returns the re-
ranked result set with the additional informa-
tion of which source it came from. Originally,
in figure 3.3, the three CBIRs were queried for
an image of a specific house which is located
in Park Gu¨ell in Barcelona. In figure 3.4 the
same three CBIRs return result sets that reply to
the query. Each separate result set contains one
image of the desired building. In the merged
result set in figure 3.7, the desired building is
contained three times. Even the two images in
the returned result set that were not of the de-
sired house contain images of buildings by the
architect Antoni Gaudı´ that planned the house
in the input image.
It is therefore apparent that the quality of the
search result - considering the result items from this original test scenario of MeRRSe - is
enhanced as the first three images are images of exactly the building the user was looking for.
A more detailed specification of this step will follow in algorithm 1 in the approach outline in
section 3.4.
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3.4. Approach outline
The approach that was drafted in section 3.3 will be explained on a theoretical basis in the fol-
lowing section. The section starts with an elaboration of the challenges that had to be dealt
with when creating this chapter’s approach. This elaboration is followed by a comprehensive
discussion of the approaches’ prerequisites. Subsequent to this discussion the detailed illustra-
tion of the MeRRSe approach is given. Eventually, the section is concluded by considerations
concerning a continuous monitoring of previously analyzed CBIRs.
3.4.1. Challenges
When approaching the challenge of collection fusion, several sub-challenges have to be consid-
ered simultaneously. The first challenge was the content overlap of the involved CBIRs and the
therefore necessary handling of image duplicates. The next was the problem of the normaliza-
tion of scores. Finally, the problem of result aggregation was encountered and effectively dealt
with. This section gives a brief introduction into this chapter’s challenges.
When focusing on a set of CBIRs, as they are used in this chapter’s approach, there is usually
a data content overlap. These overlaps classify the CBIRs as either identical, overlapping, or
disjointed. Subject to this classification, differing specialized techniques have to be applied
for the normalization of scores as well as for the result aggregation. Furthermore a possible
overlap causes the necessity to interpret and react to multiple occurrences of identical images,
from now on referred to as duplicates. These duplicates could, on the one hand, be considered
as arbitrary and therefore able to be ignored, however on the other hand they could be seen
as hints of higher relevance of the duplicates’ representing images. The validity of the second
hypothesis is, however, highly dependent on the degree of overlap of these CBIRs’ content. If
the first of the previously mentioned hypotheses is considered to be true, it makes it possible to
use these duplicates as anchor points to correlate the scores of the involved CBIRs. The details
of this accruing strategy will be discussed in subsection 3.4.3.
When drawing attention to smaller units, from result sets to result items to be more
Fig. 3.8.: Categorization of Normalization Algorithms
exact, a further problem becomes
obvious. When comparing a se-
lection of the previously introduced
duplicates it becomes apparent that
the scores they are assigned are
incomparable. Due to different
scoring algorithms, CBIRs can vary
strongly in the scores they assign to
the same image. Therefore merging
of multimedia query results usually
starts with a normalization phase.
There are three possible ways to cor-
relate the scores produced by het-
erogeneous CBIRs. Downloading
the whole files and comparing them,
obtaining statistics like the score etc. for every result image from every CBIRs and comparing
those, or a combination of both techniques.
In the case of multimedia content, neither downloading, nor a combination of downloading
and core statistics is feasible. Indeed, the generated network traffic would be unacceptable.
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Therefore under normal circumstances the statistical approach can be applied. As visualized
in figure 3.8, and related work proposed in section 2.5.3, there are three desirable qualities
for normalization algorithms: shift invariance, scale invariance, and outlier insensitivity. If
a normalization scheme is shift or scale invariant this means that it is insensitive to its input
being shifted by an additive constant or to being scaled by a multiplicative constant. Outlier
insensitivity means that the normalization is not sensitive to the similarity score of a single
result item. Therefore adding an outlier to a result set does not crucially change the normalized
similarity score for the other result items. The details of this accruing strategy will be further
discussed in subsection 3.4.3.
Eventually, when every other challenge has been coped with, there is the last challenge of
merging the returned result sets. At this point of the approach, the duplicates are dealt with and
Fig. 3.9.: Categorization of Merging Algorithms
normalization has already taken
place. To visualize possible
ways to go from here, fig-
ure 3.9 outlines standard cat-
egories of result aggregation
techniques which were closely
discussed in 2.5.3. As with
normalization algorithms, dis-
tinctions are made between
CBIRs containing identical, over-
lapping and disjointed data
sets. The desired output of these algorithms is a ranked document list, sorted in descend-
ing order of relevance. This ranking is computed using a merging technique that again uses
the rank or the similarity score assigned by the individual input CBIRs.
3.4.2. Prerequisites
The previously developed result set for the merging approach needs to follow certain prereq-
uisites in order to perform in the desired way. These prerequisites encompass, among other
elements, a certain amount of overlap between the CBIRs, a linear dependency between the
scoring algorithms of the CBIRs, and a good performance of the CBIRs involved. In the follow-
ing subsection these prerequisites will be discussed.
As pointed out in the precedent paragraph, MeRRSe needs a certain amount of overlap
between the CBIRs so that there is a higher probability that duplicates show up in results sets,
as this enables MeRRSe to perform properly. These duplicates are necessary to perform the
linear regression analysis. Whenever a certain threshold of overlap has fallen, the approach
is not usable anymore. For the implementation of this chapter’s approach, the threshold was
taken from empirical evaluations and defined as 30%. This overlap has to be utilized in order to
guarantee a sufficiently high enough number of duplicates of result items in the various result
sets. The percentage is that high due to the small number of 30 result items, discussed in section
3.4, that are collected from every queried CBIRs in the empirical studies of this approach. By
augmenting the number of collected result items, this percentage can be reduced.
A further necessity arises from the implementation of the approach. It is inevitable for the
current implementation that the scoring algorithms satisfy the requirements of the calculation
of the similarity score, as defined in formula 2.8. This arises from the fact that a linear regression
is used in order to perform the straightening out of the scoring discrepancies for the different
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CBIRs. However in further implementations, arbitrary additional regression analysis modules
can be added and this limitation can be eliminated.
The final prerequisite of MeRRSe is the quality of the CBIRs involved. If the result sets
returned from other CBIRs are not of good quality, MeRRSe can only perform damage con-
tainment. A specific threshold for this quality - like the minimum number of returned images
with a certain similarity to the input image - is impossible to define, but it has to be clear that
only when theMeRRSe approach is getting good input can it perform what it was built for. Its
principal task is to merge the best result items from a multitude of CBIRs and return a single
ranked list.
3.4.3. Result Merging
Based on the analysis of the state of the art conditions, an algorithm was designed that uses
a pairwise disjunct linear regression algorithm as its normalization algorithm. The pairwise
disjunct linear regression was chosen in the primary conception of the algorithm. This was
the case due to the expectation that more accurate regression would be obtained by regressing
result sets that have a higher number of result items in common. In future work however
this expectation will be put to the test by implementing and testing the performance of other
regression algorithms (e.g. the regularized regression [96]).
Tomerge results, the CombMAX algorithm [69], which ranks all the items depending on their
similarity score was used, whereas items that would show up multiple times in the ranking
are inserted just once at their highest possible rank. CombMAX was chosen because of its
simplicity, after comparingwith amultiplicity of other algorithms introduced by [69], [44], [153]
and [154].
The normalizing and merging steps are present in the most common approaches. The addi-
tion of a re-ranking step to the process was proposed. This third and last step in the algorithm
provokes a re-ordering of the received result items. It is not a part of any algorithm known up
to now. The re-ranking reorganizes the result items with respect to a global search criterion that
is available for every result item.
In the implementation of this chapter a histogram comparison, using the metric applying the
p1-norm, was implemented. In this chapter’s implementation, the color histogram was used,
as it was available for the whole test data. The top results were expected to be rated best, but it
was not expected that the top results would be in the optimal order. That is why an additional
re-ranking step was added, to optimize the ranking of the top ranked items. The meta-code for
the proposed approach is shown in Algorithm 1.
Algorithm 1 search(searchItem, resultSets)
Require: searchItem, resultSets
Ensure: searchItem 6= null, |resultSets| > 0
1: repeat
2: (rs1, rs2) getResultSetsWMCI(resultSets) // returns the two result sets that have the most common items
3: regress(rs1, rs2) // a linear regression analysis makes result items comparable
4: until all result sets are normalized
5: items getNBestResultItems(resultSets, n) // returns a set of the n best result items of all result sets
6: rerank(items, searchItem) // a reranking of the returned set of images takes place
7: return items
The Algorithm starts with a loop. After processing the similarity scores, the result sets are
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normalized. The loop is carried out n-1 times, n being the number of result sets. In the first
iteration the command getResultSetWMCI (resultSets) returns the two result sets that have the
most common items, notably rs1 and rs2. Accordingly, the items of rs1 and rs2 are normalized
by the regression method regress (rs1,rs2). In every following iteration, the command getRe-
sultSetWMCI (resultSets) returns two result sets. These result sets are the ones with the most
common items, with the constraint that one of them ( rs1) has already been normalized and the
other (rs2) has not.
Using this strategy, the method regress (rs1,rs2) applies the standard linear regression analy-
sis on the duplicates of rs1 and rs2. The hereby computed regression coefficients are applied to
re-calculate the scores of the result items that are referenced by the result set rs2. The duplicates’
scores are re-calculated as well. A possible difference between the scores of the duplicates of
one image is eliminated by using CombMAX in the merging step. By repeating the regression
process, all result sets are eventually normalized and become comparable using their similar-
ity score values. After having processed the loop, getNBestResultItems (resultSets, n) merges
the items of all the result sets that have the n highest similarity score using CombMAX. These
items are stored in a ranked list and after their reordering by rerank (items, searchItem) using
the MeRRSe internal CBIRs, they are returned to the client.
3.5. Evaluation
The general setting of this chapter’s experimental evaluation is the simulation of a set of MPQF
queries, aimed at a distributed system composed of heterogeneous (in terms of query process-
ing engines) MPEG-7 CBIRs.
A user interfacemodule was implemented to provide a convenient test environment. It offers
the possibility to define the following test case variables: image that has to be
Fig. 3.10.: UML Diagram ofMeRRSe
searched for; average per-
centage of coverage between
CBIRs; number of CBIRs; and
number of items per CBIRs.
Another module, the test case
generator, assembles a test
case. To this end, a prede-
fined set of MPEG-7 files is
used. The result is stored
in an SQLite database. This
database is used to simulate
the behavior of several MPEG-
7 CBIRs.
Different p-norms (p=2, p=2.5
and p=3) were applied to im-
plement metrics on the scal-
ableColorType attribute. The
MPEG-7 scalableColorType at-
tribute was chosen due to
its good retrieval performance
caused by its minor complex-
ity. They are variously used to
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simulate a heterogeneous en-
vironment. Figure 3.10 visualizes the structure of the UML Diagram of MeRRSe. The
RA CH Aggregator is the main class for the implementation. It loads the test environment files
and hence initializes the neighboring TestEnvironment class. The TestEnvironment class then
loads different test cases in the TestCases class which were previously generated using the gen-
erateTestCase class. These test cases contain result sets and their result items in the correspond-
ing classes. Additionally the StillRegion class contains the input image that was used by the
generateTestCase class to create the result sets.
For the first test run, CombMAX was used as merging technique. For the second test run,
which is noted in the second line of table 3.1, the result sets were pre-processed using the
regression analysis and subsequently merged. For the third test run, which is noted in the
third line of table 3.1, the additional re-ranking step ofMeRRSe was added. As the majority of
users of research engines do not consult more than 30 results, this step was applied to the best
30 results that were returned by CBIRs in the previous step. The best 30 items of the resulting
merged global result set were then sent back. These results of the different test runs were then
compared. As the foundation for the evaluation, the three image sets of the car, duck and the
burger of [92] were applied.
The algorithm was developed and tested on a MacBook1.1. It had a processor speed of 2
GHz and a memory of 1 GB with an L2-Cache of 2 MB. The Bus speed was 667 MHz and the
operating system used was Mac OS X 10.5.6 running on the kernel version Darwin 9.6.0.
Performed Steps \ Picture car duck burger
CombMAX +0 % +0 % +0 %
CombMAX & Normalization +5 % -25 % -4 %
CombMAX & Normalization & Reranking +7 % +12 % +5 %
Table 3.1.: Amelioration of the precision
A test set of 7200 pictures is used, whereas every set of 72 pictures are similar to each other.
Having implemented the 3 previously discussed metrics, a set of 3 CBIRs is chosen to be used,
each with a different metric to ensure a certain level of heterogeneity. As already discussed in
section 3.4.2, 30 % of coverage between each CBIRs with at least one other CBIRs is defined
as necessary. In these preliminary tests, a number of about 800 images are used per CBIRs.
This allowes the CBIRs in the test cases to simulate an image base of sufficient size. On the
other hand a certain variance of the images is given for the different test cases. Three different
pictures with very different characteristics in terms of color, intensity, and shape (car, duck,
and burger) are chosen. In these preliminary tests, 20 test runs using a manually constructed
ground truth are made. The obtained improvements are shown in Table 3.1.
An improvement in all test cases for the complete test run was obtained. A search for the
picture of the one colored item showed a 7 % +/- 2 % increase of the precision. The picture of
a two colored item demonstrated a 12 % +/- 3 % increase, and the picture of a multi-colored
item exhibited an increase of 5 % +/- 1.5 %. This means that statistically in average, from a list
of 30 result items, 2 incorrect items are removed and 2 correct items are added.
An interesting aspect is that in two cases the similarity score after the normalization de-
creased compared to the simple merging case. This was however, an expected behavior caused
by the reordering of the regression analysis which sometimes ranks images that are not relevant
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to the query better than a relevant image, or ranks images better that are placed too low in the
result set. This is due to the fact that the normalization is a strictly mathematical approach that
tries to approximate the scorings of the result sets without taking into account the similarity to
the input image. However this issue is very difficult to tackle when taking only a very small
number, as only the first 30 result items were included but in general an approximation of the
result sets is obtained. This actually shows the interest of the MeRRSe internal CBIRs, which
reorders these mistakes.
3.6. Conclusion
This chapter presented an algorithm that aimed at the problem of collection fusion for dis-
tributed and heterogeneous multimedia CBIRs. A study of the challenges and the prerequisites
initiated this chapter. Subsequently the five steps of a proposed algorithm were discussed. An
initial distribution of the query image, wich is answered by a set of result sets of the requested
CBIRs, is linearly regressed byMeRRSe. The 30 best of each of these regressed result sets’ items
are subsequently allocated to aMeRRSe internal CBIRs, which is then queried for the original
query image. The returned result set is eventually returned to the user. In order to assess
this approach, an experimental evaluation was conducted. An improvement of up to 12 % the
results was demonstrated compared to a solely application of CombMAX.
The algorithm proposed in this chapter has the advantage of being able to deal with large
amounts of multimedia data as it works without a learning phase, nor reference statistics,
downloading parts of the files,or prior knowledge of the component CBIRs. Moreover, it is
compatible with the international standards MPEG 7 andMPQF. Planned future work includes
a more detailed study of the runtime and implementation of specific measures for dealing with
outliers in the result sets.
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4. GeCCo: Get CBIRs Configuration
Many Content Based Image Retrieval systems (CBIRs) have been introduced in the last decade
and this trend seems to be continuing. Though the search process is very similar for each CBIRs,
the calculation of rankings and scores is always determined by the comparison of features
(low-, mid-, high-level). Nevertheless, their respective realizations lead to different results.
This is even the case when two non-identical CBIRs base their search on the same image data
set. Knowledge about these internal configurations (features, weights, and metrics) would be
beneficial in many usage scenarios.
This thesis specifies in the following chapter an approach that makes the automatic detec-
tion of the configuration of CBIR systems possible. It is demonstrated that the problem can
partly be traced back to a vector optimization problem. Therefore, the performance of several
optimization algorithms is evaluated in chapter 4.4. The feasibility of the approach is demon-
strated by a prototypical implementation and its evaluation using the ImageCLEF1 [24] test set.
Although the approach of this chapter will eventually, in chapter 5.5, be combined with the
approaches of chapters 3 and 5, the approach of this chapter is for the moment to be seen as
context independent.
4.1. Introduction
As already discussed in chapter 2.4 there are a multitude of available CBIRs in research, as
well as in the market economy. Even though the overall approach of all of CBIRs is mostly the
same, specializations regarding their configurations are necessary. As explained in chapter 2.4,
more specialized solutions promise to return better results in narrow domains than generalized
approaches. Therefore, specialized solutions have attracted a lot of scientific attention in recent
years. Therefore, chapter 2.4 further explained how features, metrics, and weighting work
together and why, as well as how, the retrieval result profits from the reconfiguration of their
constellation.
Although the specialization of CBIRs seems very promising, a problem emerges when trying
to manage the sum of all kinds of images available in the Internet. For that reason there are
other research approaches that avoid the specialization of their applied CBIRs. This chapter
however develops an approach that applies specialized CBIRs. Therefore, it has to be con-
sidered that by definition, when specialized, a CBIRs loses its capacity to deal with the broad
spectrum of images available on the Internet. A specialized CBIRs is tuned to distinguish im-
ages of one semantic concept as exactly as possible, and consequently images of other semantic
concepts are not taken into consideration. Even though CBIRs basically all work the same way
and, as summarized in chapter 2.4, there are communication protocols that allow us to address
these CBIRs in an implementation independent way; even though programs were built that
were used to construct networks of CBIRs there was so far no possibility to analyze them.
Such knowledge could allow the meta-search engines to establish a content-sensitive CBIR
selection process for images. Thus, CBIRs that would not be of additional value to the query
1http://www.imageclef.org/2011
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response can be ignored altogether. Furthermore, the gathered information can be used to
improve the result aggregation process of the different retrieved result sets.
Consequently, this chapter proposes a novel approach for an automatic detection of the con-
figuration of CBIRs. The detection process is based on the analysis of a small set of test queries
that are executed on the CBIR system in question. It uses an optimization algorithm and filter
strategies in order to identify the best feature-weight combination.
The remainder of this chapter is organized as follows: Section 4.2 and 4.3 spotlight the
methodology and the outline of the developed approach. Section 4.4 defines the settings of
the evaluation and analyzes its results. Finally, a conclusion and possible future adaptions are
provided in section 4.5.
4.2. Methodology
This chapter’s approach is visualized in figure 4.1 in order to give a brief overview of the
approach in the beginning of this section. The steps of the approach are one by one explained
in the course of this section. Comments on the image test set that was applied in the beginning
of the approach are first provided. Furthermore, the querying processing employed by the
CBIRs will be discussed. Hereby, especially the image test sets’ number of contained images
and the selection criteria for these images are discussed. Subsequently the internal processing
of the queries, including the construction of the returned result sets, is discussed. The following
paragraph elaborates the functionality of the applied filter.
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Fig. 4.1.: The GeCCo Approach
The set of test images that is employed in the approach and visualized on the left side of
figure 4.1 is from now on referred to as ITS (Image Test Set). In the beginning of the approach
these images are used to query the CBIRs individually.
The following step shows the processing of the query images by the CBIRs that is going to
be analyzed. In the preceding step, the ITS’ images were sequentially sent to the CBIRS. In
this step the CBIRs responds with ranked lists which consist of ranked result images and their
associated scores. Hereby, images are internally processed by the CBIRs in the way that was
elaborated on in detail in chapter 2.4.3. In order tomake the explanation of theGeCCo approach
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more comprehensive, this processing step is nevertheless integrated in the visualization of the
approach and its extracts in figure 4.1. However the following visualized percentile weightings
are not known to the GeCCo approach as they were defined while the CBIRs was instantiated
and have to be analyzed by the GeCCo approach.
The features of the CBIRs, that are going to be analyzed, are visualized in figure 4.1 as circles
containing f1to f3, and are extracted from each single query image. Subsequently an evaluation
of the weighted sum of the distances of the input images’ features and each, in the existing
CBIRs image data pool, images’ features takes place. The weighting of the features is visualized
as the percentile value above the feature circles in figure 4.1. Based on the preceding evaluation,
a ranked ordering of the CBIRs’ image data pool regarding the similarity to the input image is
calculated. Determined by the search paradigm used by the CBIRs, a list of possibly varying
lengths for every input image is returned by the CBIRs. Those lists of images, and associated
scores and ranks is referred to as a result set.
However for the analysis process, explained in the following paragraph, the varying length
of the returned result sets is merely irrelevant as long as the returned number of results exceeds
five items for at least three result sets. Preliminary experimentations have shown that, for the
experimental setup of section 4.4, three result sets were sufficient in order to obtain meaningful
results.
Using the returned result sets, a new feature weighting vector for a GeCCo internal mutable
CBIRs is calculated. This GeCCo internal mutable CBIRs has implemented a multitude of fea-
tures. These features are visualized in figure 4.1 as circles containing 1to f18. In an optimal case,
this set of features that is implemented by the internal GeCCo CBIRs is similar or a superset
to the CBIRs that will be analyzed. The most obvious way to accomplish such an analysis is
through a brute force approach.
That brute force approach would be to query every possible configuration of the GeCCo in-
ternal mutable CBIRs for each image of the ITS. The sum of images that were sent in the result
sets that was visualized in figure 4.1 of the CBIRs as image data pool are used. This data com-
pares the output of the previously explained queries to the result of the CBIRs in question. The
goal is to calculate a percentile feature weighting that, when confronted with the same queries
and works on a subset of the images from the original CBIRs, returned ranked result lists and
scores will be similar to the ones from the original CBIRs. For the case that there is no scor-
ing available, the same calculation can be made by an application of the ranks of the returned
result sets. As this method results in a less accurate performance of the approach the scoring
method was preferred. The previously briefly discussed calculation of the feature weightings
is achieved by minimizing an objective function which evaluates possible weight vectors for
the feature set. This is obtained by comparing the calculated scores to the result scores of the
CBIR system. In this way, the problem can be traced back to a vector optimization problem and
an optimization algorithm can be used to find a good weighting vector. This will preferably
be one that is very similar to the one that is internally used by the CBIRs. This optimization
is performed for every query in order to be able to statistically evaluate the calculated optimal
weight vectors. Finally similarity score rating values are assigned to every feature according
to different criteria. A weights’ standard deviation across the multiple weight vectors might
be such a criteria. This rating is used to filter irrelevant features. Once there are no more fea-
tures to filter, the feature weight configuration of the CBIRs is calculated using the arithmetic
average.
Figure 4.1 merges all the previously mentioned steps to theGeCCo approach. It is visualized
that the CBIRs in question replies to every single query image of the ITS with a ranked list of
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result images and their associated scores. In series, the feature weight that generates the scores
is approximated. On this basis the ranking is calculated, as similar as possible to the result sets’
scores. Finally similarity score rating values are assigned to every feature to enable the filtering
of irrelevant features. A theoretical discussion of this approach will be provided in chapter 4.3.
4.3. Approach Outline
The approach that was drafted in section 4.2 will be explained on a theoretical basis in the
following section. The section starts with the classification of the possible feature distribu-
tion when analyzing a CBIRs. Definitions of the key components of this approach will be
included. This classification is followed by a comprehensive discussion of the prerequisites for
the approach. Subsequent to this discussion, the detailed illustration of the GeCCo approach
is presented. Eventually, the section is concluded by considerations concerning a continuous
monitoring of previously analyzed CBIRs.
4.3.1. Classification of Feature Distribution
In formula 4.1 the configuration of a CBIRs ↵ is formalized as a triple. This triple consists of
a set of features F↵, a set of feature metrics  ↵ and a set of feature weights W↵. Chapter 2.4
discusses the detailed definitions of the metrics, features, and weightings, in general as well as
for this thesis specifically. These sets are defined as follows (whereas n 2 N)
Config(↵) = (F↵, ↵,W↵) (4.1)
F↵ = {f1, ..fn↵} (4.2)
 ↵ = { 1, .. n↵} (4.3)
W↵ = {w1, ..wn↵} (4.4)
Features F↵ are most likely digital representations of color, edge, or shape characteristics.
This approach concentrates on CBIRs that are using LowLevel Features (LLF) to compare query
images with images that are stored in their system. Therefore, formula 2.6 in section shows the
internal LLF representation of an image I in a CBIRs ↵. The image I is represented as a vector
of feature vectors f j. In the context of this thesis, the calculation of CBIRs ↵’s score regarding
the query input image IInput and a stored image I are defined as follows: Let score↵(IInput, I)
be the score of ↵ respective to a query image IInput and a stored image I , and  f j be the dis-
tance function used for a feature fj . The score of image I regarding the query image IInput is
proposed to be calculated as defined in formula 2.8, as this is the method that current research
is using [77] to calculate their score.
Actually fusions of the previously mentioned characteristics - color, shape, and edge - can
be represented in one feature. Two CBIRs which are using the same set of features could be
dissimilar as they might assign different weights, or metrics, to their features. This basically
means that the configuration of CBIRs is defined by more than just features. It is defined in the
context of this thesis as it was defined by formula 4.1
The basis of this approach is the exploitation of a rich set of known, by the GeCCo internal
mutable CBIRs implemented, features and feature metrics. These were applied to calculate
the feature distances. However, for reasons of simplification, the description of the implemen-
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tation explained in this chapter focuses exclusively on the feature weight calculation that is
additional to the feature detection, as opposed to the detection of the metric. Nevertheless, a
metrics detection mechanism has also been integrated in the implementation and can be used
by assigning multiple metrics to a feature. To be more precise, assigning multiple metrics to a
feature can be rendered possible as explained in the following.
As the visualization of the version of the approach that is able to determine features, fea-
ture weightings, and metrics, Figure 4.1 has to be interpreted in the following way: Every
deliberation concerning this chapter’s algorithm that was carried out in section 4.2 remains the
same except for those concerning the circles, marked with f1tof18. In the simplified version of
the approach that is discussed in this chapter, these circles each represent a single feature. In
a version that relinquishes on this simplification these circles each represent a feature metric
combination.
A direct consequence of this alteration in the interpretation of the algorithm’s visualization is
in contrast to the simplified version of the tuples of feature-metrics and feature-metric weight-
ings. When this approach should consider metrics as well, the circle, markedwith f1, would for
example be replaced by circles, marked with tuples of (f1,  1) to (f1,  4). The only alternation
this adaption of the approach would make is that it would become more resource intensive.
The calculations of features, metrics and feature weightings or features and feature weightings
would be considered similarly.
For the reason of comprehensibility the calculation of features, metrics, and feature weight-
ings was not selected for the illustration of this chapter’s algorithm. The circles, marked with
f1tof18, are therefore under the current circumstances to merely be interpreted as features. Us-
ing the feature set these features emerged from, defined in 4.2, the internal representation of
an image in the GeCCo approach is analogous to the representation of the CBIRs introduced in
the methodology (section 4.2). Formula 2.7 in section shows the internal representation Rep!
of an image I for the GeCCo approach.
Since knowing all features, especially the proprietary ones that could be used in a CBIRs, is
not feasible, different classifications are considered. Five cases are possible (see also figure 4.2):
1) F↵ = F!: In this case the GeCCo internal mutable CBIR implements exactly the same
features that the CBIRs is using and only the weights for the features have to be found.
2) F↵ ⇢ F!: In this case the features which are not used by ↵ have to be identified and the
weights for the remaining features have to be found.
3) F↵   F!: In this case the CBIR system in question uses features that are not present in
the internal mutable CBIRs of GeCCo. The current focus of the implementation is the
detection of this case in order to avoid pretending that a configuration of the CBIRs in
question could be analyzed.
4) F! \F↵ 6= ;: Not included in this case are constellations that are included in cases 1, 2, or
3. Similar to case 3, the current focus of the implementation is the detection of this case.
5) F! \ F↵ = ;: In this case, as in cases 3 and 4, the current focus of the implementation is
the detection of this constellation.
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Fig. 4.2.: Distinct cases for the detection of the configurations
4.3.2. Prerequisites
The previously developed configuration detection approach needs to follow certain prerequi-
sites in order to perform in the desired way. These prerequisites encompass, among others, a
weighted linear score calculation in the CBIRs in question, sufficient knowledge about current
features and metrics, as well as a result list that contains at least five images per query. In the
following subsection these prerequisites will be discussed in detail.
The first prerequisite was deduced from formula 2.8. This prerequisite states that CBIRs
could be exclusively used for the approach of this chapter that base their score calculation of
their ranked scoring list on a linear combination of weighted feature distances. Therefore, for
instance CBIRs that base the calculation of their ranked scoring list on exponential combina-
tions could not be dealt with in the course of this chapter’s approach. As this scoring appears
to be the scoring that is used by state of the art research CBIRs [77], this is not considered a big
restriction.
As pointed out in the precedent section the internal mutable CBIRs of GeCCo uses features
and weightings in order to calculate a configuration that is similar to that of the CBIRs in ques-
tion. GeCCo achieves this through the approximation of the score calculation algorithm of the
CBIRs. For this approximation, features that are as similar as possible to the originally used
by the CBIRs in question are necessary. Therefore, sufficient knowledge about the implemen-
tations of conventional features and metrics is indispensable.
The final prerequisite is that every CBIRs in question replies with a result set of at least five
images for each of the three queries. As discussed in detail in the second paragraph of section
4.2 it has been empirically evaluated that for this thesis’ experimental setting the range of five
result images is broad enough to analyze every possible CBIRs. Depending whether the CBIRs
implements a nearest neighbor query or a range query, a varying number n of images are sent
back to the client. If more than five images are returned, no matter which of these query types
is used, the n images assigned with the smallest score values are chosen as the most similar
ones to the query image. It is assumed that the scoring is normalized. This normalized scoring
is subsequently published by the CBIRs with the results.
4.3.3. Automatic Configuration Analysis
In the following subsection the twomajor algorithms, which the automatic configuration analy-
sis of the GeCCo approach is based on, will be discussed in detail. Each algorithm’s paragraph
will be followed by a paragraph that discusses a simplified example of the algorithm. It is
simplified exclusively in the aspect of the number of involved low level features.
The, on the next page, following algorithm 2 outlines the cornerstones of the described ap-
proach. The algorithm’s goal is to find optimal weight values for every feature, in case every
feature is known in the representation. Conversely, it is desirable that the algorithm reports if
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the analyzed CBIR system uses unknown features. The algorithm is initialized with all features
that were implemented by the previously mentioned mutable CBIRs (line 2). The while-loop in
line 3 is repeated until no more features can be discarded due to a low rating. The first for loop
optimizes an objective function obj (line 7) for every image Ik in the image test set (ITS). The
objective function is used to evaluate the fitness of possible feature weight vectors. It is listed
in formula 4.5, with the feature weight vector of ! being tested, n being the number of result
images returned by the CBIRs, and score↵(IInput, I) being the returned score value for result
image I respective to input image IInput (see formula 2.8).
obj(I,↵,!) =
s
nP
k=1
(score↵(I, Ik)  score!(I, Ik))2
n
(4.5)
As mentioned above, the objective function obj calculates a distance value for the scoring
obtained by using a feature weight vector of ! and the actual scoring of the CBIRs. Larger
distance values mean that a tested vector results in self-computed scores that are less similar
to those returned by the CBIRs. This might mean there are larger differences between score↵
and score! for the different result images. Furthermore, optimization algorithms - namely Par-
ticle Swarm Optimization [32], Cuckoo Search [157], Multi Directional Search [95], and Nelder-
MeadMethod [95] - were applied to find a feature weight vector which most closely resembled
the CBIRs’ configuration.
Particle Swarm Optimization hereby operates in the following way: Candidate solutions
(called particles) of a population (called a swarm) are moved around in the search-space ac-
cording to a few simple formulae. These particles’ movements are driven by their individual
best known position in the search-space as well as the whole swarm’s best known position.
This method discovered improved positions that come to guide the movements of the swarm.
By repeating this process it is hoped, but not guaranteed, that an optimal method is discovered.
Cuckoo Search in turn imitates the obligate brood parasitism of some cuckoo species by
laying their eggs in the nests of other host birds. In the beginning a number of candidate
solutions in the search space (eggs) are defined (are each put in a nest). In each iteration,
a predefined number of cuckoos lay one egg at a time, and dump their eggs in a randomly
chosen nest (replaces a worse solution with a better one). Hereby, the egg laid by a cuckoo is
discovered by the host bird with a probability of p 2 (0, 1). These nests are abandoned and
new ones are built. The best nests with the highest quality of eggs will carry over to the next
generation. When the maximum number of iterations has passed, or another stop criterion is
reached, the algorithm stops.
The Multidirectional Directional Search method is an optimization algorithm that does not
depend on derivatives of the objective function. At any iteration k   0, the Multidirectional
Directional Search requires n + 1 points which define a non-degenerate simplex in Rn. Non-
degenerate denotes that the set of n edges adjacent to any given vertex in the simplex spans
Rn. The edges of the simplex are used to define the search directions, the orientations of the
search directions, and the step size in each direction. Computing the function values at all n+1
vertices in the original simplex is the first step. Using this function information, the algorithm
distinguishes the best vertex in the simplex, where the best vertex is defined to be the vertex
having the smallest function value. The n edges connecting the best vertex to the remaining n
vertices determine a set of linearly independent search directions.
The Nelder-Mead Method constructs an initial working simplex S to begin with. It repeats
the following steps until the termination test is satisfied. It then calculates the termination test
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information. If the termination test is not satisfied then transformation of the working simplex
is executed. The best vertex of the current simplex S and the associated function value are
returned.
Each of these optimization algorithms has been evaluated and the results are presented in
section 4.4. This optimization is performed in line 7 of algorithm 1 for every image in ITS, so
FeatureWeights consists of vectors with each vector containing the optimal weight values for one
image in ITS. The reason for calculating an optimal feature weight vector for multiple images
is to be able to conduct a statistical analysis of these values afterwards, which is done in the
second for loop starting in line 9.
Algorithm 2 analyze(ITS, F!, CBIRsResults[])
1: doContinue true
2: PossibleFeatures F! // initialization of Possiblefeatures with all features of GeCCo’s mutable CBIRs
3: while doContinue do
4: doContinue false // set continue to false by default
5: for i = 1 to i = |ITS| do
6: I  ITS[i] // allocation of the ith image of the ITS
7: FeatureWeights[i] optimize(objec(I,↵,!)) // optimization of the feature weighting of ! regarding input image I
8: end for
9: for i = 1 to i = |PossibleFeatures| do
10: Ratings[i] rateFeature(i, FeatureWeights) // rating of every feature in PossibleFeatures
11: if (Ratings[i] < minRating) then
12: PossibleFeatures.remove(i) // removing of ith feature
13: doContinue true // in this case set continue to true
14: end if
15: end for
16: end while
17: if PossibleFeatures.isEmpty() then
18: return null // return that a calculation of the feature weighting was not possible
19: else
20: return average(FeatureWeights) // return the calculated feature weightings
21: end if
FeatureWeights contain multiple weight values for a single feature, one for every image in ITS
(for example see figure 4.1 where for fA three different score settings have been detected). As
discussed in the following section, rateFeature assigns a rating value between 0 and 1 to every
feature, depending on different configurable criteria (line 10). Currently, a higher standard
deviation of the weight values of one feature for different images results in a reduction in its
rating, as does too small an average weight.
An average weight of 5 % and higher is rated with 1. An average weight of less than 5 %
is rated 0.2 less for every 0.1 % it is lower than 5 %. In general, a very low average weight
can occur if the features that are required to approximate a CBIRs result set are not contained
in F↵. Moreover, the optimized function tries to compensate for that fact by applying other
features for every image of the ITS. The ratings of all features are also lowered if the distance
values returned by the objective function are higher, which signifies that a weight vector cannot
reproduce the CBIR system’s behavior well enough.
If any feature has a rating smaller than minRating (line 11) it is not used again for future
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executions of the outer while loop. This is because a smaller rating suggests a lower probability
of a feature being used by the analyzed CBIRs. The minRating was defined to be 0.1 in respect
to the significance of the previously discussed Feature ratings. The outer while of the algorithm
is only repeated if at least one feature has been discarded in the current run (line 13). When the
while loop finishes, depending on whether there are still remaining features in PossibleFeatures,
an average of the previously computed optimal feature weights for the remaining features is
returned. Otherwise it is reported that the analyzed CBIRs uses unknown features (lines 17-20).
The following paragraph illustrates the preceding algorithm by one of the first tests that
were run in order to verify the functionality of its implementation. For that test run, GeCCo’s
internal mutable CBIRs used the following low level features: Edgehistogram, Colorhistogram,
Tamura, and Gabor. The same features were used by the CBIRs that was analyzed and the
applied weighting for these features was: 25 %, 25 %, 25 % and 25 %. Algorithm 2 applied the
followingmethod. The algorithm initialized with the features Edgehistogram, Colorhistogram,
Tamura, and Gabor (line 2).
Subsequently the algorithm entered the while-loop (line 3). The first for loop (line 5 to 8)
optimized the feature ratings using the objective function obj (formula 4.5) for every image in
the image test set (ITS). This instance will be closely discussed in subsequent sections. In the
present case this caused the algorithm to produce as many feature weightings each containing
approximately 25 % as there are images in the ITS. This was possible as this was a really easy
feature weighting to approximate.
A statistical analysis of these values was done in the second for-loop starting in line 9. Rate-
Feature assigned ratings approximate to 1 to every feature (line 10) as no recognizable devia-
tions between the feature weights of the different feature weighting vectors were present, and
no feature was under the threshold of 1 percent. As no feature had a rating smaller thanminRat-
ing (line 11) no feature was discarded. Therefore the outer while-loop of the algorithm ended.
As the while loop finished and there were still remaining features in PossibleFeatures, an aver-
age of the previously computed optimal feature weights (approximatley 25 % for each) for the
features of GeCCowas returned.
As mentioned in the beginning of the precedent paragraph, the function objec, which is the
short form for objectiveFunction, is listed separately in algorithm 3. In order to provide a func-
tion taking a weighting vector and returning a distance value to an optimization algorithm, it
first has to be initialized with the query image sent to the CBIRs, the CBIR system’s results for
that image, and the features currently used by the middleware. In the first example these were
Edgehistogram, Colorhistogram, Tamura and Gabor. In the second example it was Edgehis-
togram, Colorhistogram, Tamura, and Gabor in the first repetition of the while loop and only
Edgehistogram and Colorhistogram the second and third repetitions of the while loop. The
Algorithm 3 objec(I, ↵, weightVector)
1: // Note: TestImage I, CBIRsResult ↵, weighting ! and PossibleFeatures (implicitly by !) have already been initialized in Algorithm 2
2: for i = 1 to |CBIRsResults| do
3: ResultImage getImage(i, CBIRsResult) // choose the ith image of theCBIRsResult
4: SelfComputedScores[i] getDistance(
TestImage,ResultImage, weightV ector, PossibleFeatures) // calculation of the score for the ith image
5: end for
6: SelfComputedScores normalize(SelfComputedScores) // normalization of the computed scores
7: return scoreDistance(getScores(CBIRsResult), SelfComputedScores) // return of the score distances
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objective function can, using this input, be called by the optimization algorithm in this initial-
ized state to evaluate different feature weights. Each time it is called with a weight vector, an
individual ranking of all images returned by the CBIRs is calculated in the for loop (line 3 and
4). To assign a self-computed score value to every result image, getDistance is called to calculate
a distance value between the test image and the result image using formula 2.8. This distance
value is calculated with respect to the currently used features and their weight values, with the
test vector representing the weight values. The score values then have to be normalized such
that they range from 1 to 0 for the most similar and most dissimilar result image, respectively.
This normalization has, at this point, already been applied to the CBIRs result’s scores. There-
fore, if the feature weights represented by the test vector are very similar to the feature weights
used by the CBIRs, the computed scores of the GeCCo internal CBIRs should also be very sim-
ilar to the CBIR system’s result scores. The function scoreDistance is used here to calculate the
distance between the two score-lists, returning a small value if the self-computed scores are
similar to the result scores and a larger value otherwise. This distance value is then returned to
the optimization algorithm.
4.4. Evaluation
The evaluation section is divided into three parts. The first part addresses the runtime of the
implementation of this chapter’s approach. The second part evaluates the performance of the
presented approach respective to the detection of the features that were relevant for the an-
alyzed CBIRs. Finally, the last part focuses on the accuracy of the weight detection for the
detected features.
In order to prevent misunderstanding, it is stated that the GeCCo approach is addressing
the problem of detection for configuration of a CBIRs. An improvement of the CBIRs search
engine is not in the scope of GeCCo’s approach. The subsequently used precision and recall
measurements refer to the feature detection performance of the GeCCo approach and not to
the retrieval performance of the participating CBIRs.
The tests used the publicly available image set of the ImageCLEF2 benchmark [24]. The full
set of 20,000 images was used. As a CBIR system, Lire [77] was used. LiRe3 is a state of the art
Java CBIR library. It extracts the image’s features and stores them in a Lucene index. LIRe also
provides an API for searching this index. No database is necessary, and only the integration of
one Jar file is required in order to be able to apply the possibilities of a classical CBIR approach.
Lire comes with a set of pre-implemented features. Namely those features are Colorhistogram,
CEDD, FCTH, Fastcorellogram, Gabor, Tamura, and Edgehistogram. These features, including
the definition of the term feature in general, are comprehensively discussed in section 2.4.3 and
appendix A. Furthermore, Lire was chosen as it is an extensible library and could therefore be
adapted with little effort.
4.4.1. Algorithm complexity
One possible way of approximating the configuration of a CBIRs is to try a number of feature
weight vectors one by one, using brute force. In order to calculate the runtime of the brute force
approach at hand, it can be broken down to the mathematical combination scenario referred
to as k-combination with repetition. In this scenario, n is the number of elements that can be
2http://www.imageclef.org/2011
3http://www.semanticmetadata.net/lire/
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chosen whereas k is number of times an element is chosen. Equation 4.6 visualizes the number
of possibilities of the k-combination within the repetition scenario [15].
To interpret the formula correctly the variables have to be matched in the following way:
k stands for the number of features (urns) and n stands for the granularity of weight values
(balls). Seeing n from another view, it would mean that k 1 is the minimal percentile difference
that can occur between two features. E.g. a granularity of 1 would enable the algorithmmerely
to identify whether a feature-metric combination was chosen with a weighting of 100% or 0%.
By contrast, a granularity of 100 would make it possible to allocate individual weight values in
the weight vector in steps of 1%.
t(BruteForce)) =
✓
n
k
◆
=
✓
n+ k   1
k
◆
. (4.6)
It visualizes the possible feature weighting combinations of the brute force approach of this
chapter’s approach, as previously discussed.
Taking into account these runtime deliberations using the brute force approach would lead
to a prohibitively large runtime under realistic circumstances. The application of different op-
timization algorithms, which were comprehensively discussed in section 4.3.3, solved this run-
time problem. An implementation of Cuckoo Search [157] as well as the implementation of
Particle Swarm Optimization [32], the usage of Multi-Directional Search, and the Nelder-Mead
Method from [95] all needed approximately 15 seconds for the analysis of one CBIRs. Depend-
ing on the test scenario and regarding the feature detection the optimization algorithms ob-
tained an average accuracy of over 90 %. However, approximately two minutes of additional
time was required for extracting the feature vectors from images and pre-calculating feature
distance values between images. In order to make the optimization algorithms comparable to
the brute force approach, the brute force approach was merely used with a granularity of 10
which resulted in the usage of 50.000 evaluations of the objective function and a similar runtime
of about 15 seconds.
4.4.2. Feature Detection
At the time of the implementation of this chapters’ approach, a limited number of 7 features -
Colorhistogram, CEDD, FCTH, Fastcorellogram, Gabor, Tamura & Edgehistogram - were im-
plemented by the applied CBIRs Lire. 500 different configurations - composed of weighted
combinations of the previously enumerated 7 features - provided an adequate test environment
in terms of quality of results and computation time. In the preparation of these evaluations tests
with 10 to 5000 different configurations were conducted. After the evaluations of these tests,
500 emerged to be a sufficiently high number to obtain reliable stable results and still operate
with a reasonable runtime of 2 hours. The evaluation of the feature detection performance of
the GeCCo approach therefore involved the analysis of 500 different configurations of a Lire-
CBIRs.
The 500 total configurations consisted of a set of 100 different configurations for each of the
5 classification cases visualized in figure 4.2. These configurations constitute the basic truth of
the following evaluations. Subsequently a CBIRs was instantiated for every configuration and
theGeCCo approach was applied to detect the features. For example in a test case a CBIRs was
configured to apply a color histogram feature and an edge histogram feature.
As it is, the GeCCo approach aims to detect the features that are applied by the CBIRs and
their weightings, so ideally GeCCo should detect that the CBIRs applies a color histogram
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feature and an edge histogram feature and can determine its features. In another test case a
CBIRs was configured to apply a color histogram feature and a new unknown feature. For this
test case ideally GeCCo should detect that it is not able to determine the configuration of the
CBIRs.
The image test set in question was thereby provided by a selection of 5 arbitrary images from
the ImageCLEF test set. In the preparation of these evaluations tests, different evaluations us-
ing 1 to 100 arbitrary images from the ImageCLEF test set were conducted. After an evaluation
of these pretests it was surprisingly discovered that already 5 images returned a very good
result. Those 5 unequal arbitrary images of the ImageCLEF were delivering very good perfor-
mance (see figure 4.1, 4.4 and 4.3) in a reasonable timeframe of a few seconds. By augmenting
the number of images, no improvement of the performance was achieved.
Furthermore, for every optimization algorithm 50.000 evaluations of the objective function
were performed. In the preparation of these evaluations tests, 1000 to 500.000 different eval-
uations were conducted. After an evaluation of these pretests, 50.000 evaluations produced a
good performance in a reasonable timeframe. By augmenting the number of evaluations no
noticeable augmentation of the performance was achieved. This section discusses the feature
detection performance of the GeCCo approach. It is not until section 4.4.3 that the weighting
detection performance of the GeCCo approach will be discussed.
Figure 4.3 shows the average precision and recall percentages regarding the correct iden-
tification of features for 100 different configurations of Lire. Each of these configurations is
defined according to the definition of case 1 in this chapter. Hereby the recall is defined as
the percentage of the CBIRs’ features that are included in the set of features that the GeCCo
approach has identified. Whereas the precision is defined as the percentage of the features that
the GeCCo approach has identified that are applied in the configuration of the CBIRs. False
negatives are defined as features that were erroneously not identified as features used by the
CBIRs. These false negatives are visualized in the graph as the percentage that the recall bar is
lacking to 100 %.
To ensure equal opportunities in the evaluation, every optimization algorithmwas limited to
perform up to a maximum of 50,000 iterations of the objective function. In order to satisfy this
criterion, the brute force approach had to be limited to a granularity of 10 %. Even though the
weighting detection performance of the GeCCo approach will not be discussed until Section
4.4.3, the consequence of this limitation can be anticipated now. This limitation means that a
feature weighting of 57 % could be approximated by the brute force approach to exactly as 60
% or 50 %. As a consequence, weightings that are smaller than 5 % are nearly impossible for
the brute force approach to detect. This limitation was found for both the feature detection and
the weighting detection functions (See section 4.4.3).
In the current case, case 1, all of the optimization algorithms returned mostly the same fea-
tures as the selected features in the CBIRs configuration. This means that for nearly every
possible configuration the optimal feature weighting calculated by the algorithms used all the
features that were implemented by GeCCo’s internal mutable CBIRs. This is the desired be-
havior, as GeCCo’s internal representation implemented exactly the same features as the Lire-
configurations in this case. False negative features, which are not marked as detected but are in
fact used by the CBIRs, did not occur often. These few false negatives, reflected in the marginal
deviation from 100 %, were mostly caused by configurations where one of the features used a
weight percentage of 1 % or less. The precision of the brute force algorithm therefore stands
as an exception. As explained in the precedent paragraph the brute force approach is limited
to a granularity of 10 % in order to provide the same runtime to every algorithm. Due to this
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limitation, a deviation of 9 % occurs for the precision bar of the brute force approach in figure
4.3.
Fig. 4.3.: Precision and Recall: Case 1
Figure 4.4 shows the average precision and recall percentages over the 100 different configu-
rations of case case 2. In this case the internal representation implements more features than the
CBIRs provides. Here, false positives - features that are marked as detected but are not in fact
used by the CBIRs - can occur in addition to the previously described false negatives. Cuckoo
Search as well as Multi-Directional Search exhibited very good detection performance. For all
the tests, every feature used was detected and false positives occurred in only a few cases.
The performance of the Nelder-MeadMethod and Particle SwarmOptimization were within
the testing accuracy of this framework nearly identical. They both had a very small percentage
of false negatives (see recall) and a small percentage of false positives (see precision).
The false negatives and positives belonged to tests in which only a very small weighting
value was assigned to a feature. This can be conceptually reproduced by the following reflec-
tion: What happened if the brute force approach was confronted with a weighting of 3 %. The
brute force approach would have to determine whether the weighting of the feature is 0 % or
10 %. If the algorithm calculated the weighting to be 0 % it is shown in the graph as a false
negative. In a real world scenario, though, it would not be very detrimental to the performance
of the GeCCo approach to be not able to correctly identify features with very small weights or
to incorrectly assign very small weights to irrelevant features. So these small deviations do not
cause a problem.
The focus of the analysis of cases cases 3 to 5 is not to understand which features were used
but rather to discover that the configuration cannot be detected. This is the case du to the reason
that in cases cases 3 to 5 GeCCo’s internal mutable CBIRs is merely aware of a fraction, or even
none of the features of the CBIRs that is to be analyzed (see figure 4.2). Attempting to identify
features that are not implemented by the GeCCo internal mutable CBIRs approach would in-
evitably fail. Therefore, it would not have been useful to calculate recall and precision values
for these cases. For this reason, in table 4.1 only the success rates of the different optimization
algorithms for the remaining cases are illustrated. A test case was counted as successful if our
implementation returned that it was not able to determine the CBIR system’s configuration.
Line 2 of table 4.1 shows the average success rate over the test runs for every algorithm of case
case 3. Here, each of the algorithms, in about 90 % of the test cases, detected that the internally
implemented features were not a superset of or equal to the CBIR system’s features. case 4 is
very similar to case 3 in most tests cases. As the mutable CBIRs had a larger amount of features
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Fig. 4.4.: Precision and Recall: Case 2
Table 4.1.: Sucess rates of Cases 3, 4 and 5
available to approximate the CBIR system’s behavior, in marginal cases a CBIRs’s configuration
was sometimes incorrectly considered to be detected. In case 5 all the applied optimization
algorithms, as well as the brute force approach, were able to detect this classification class.
4.4.3. Weighting Detection
In this subsection the weighting detection performance of the approach is evaluated. This is
done by using the test configuration and the data of the previously discussed feature detection
evaluation. Thereby the deviation of the detected feature weighting of the CBIRs, and the
feature weighting that the CBIRs was instantiated with, was calculated using the Euclidian
distance. Consider the example that two features, referenced as f1, f2, had a weighting of 0.4
and 0.6 and a detected feature weighting of 0.5 and 0.5. In this case the weighting deviation is
calculated as the euclidian distance between the vectors (0.4, 0.6) and (0.5, 0.5). Consider the
example that three features, referenced as f1, f2, f3, had a weighting of 0.1, 0.2 and 0.7 and a
detected feature weighting of 0.3, 0.0 and 0.2. In this case the weighting deviation is calculated
as the euclidian distance between the vectors (0.1,0.2, 0.7) and (0.3, 0.0, 0.5).
Figure 4.5 shows a visualization of the deviation for every implemented algorithm of test
case 1. All of the algorithms used had a small weighting deviation. Cuckoo Search had a
deviation of 0.0175, whereas the Multi-Directional Search and the Nelder-Mead Method had a
deviation of 0.0217 and 0.0271, respectively. PSO and the brute force approach had a deviation
of 0.0322 and 0.0637, respectively. The bigger deviation of the brute force approach is explained
by its’ limitation to the 10 % step for the reason of the time limitation. This was put in place to
guarantee equal opportunities for each algorithm.
In Figure 4.6 the average deviation for test case 2 is visualized. Again, all of the algorithms
have a small weighting deviation, though most are slightly larger than in case 1. All of these
deviation values are relatively small, meaning that all of the algorithms are able to approximate
70
C
ha
pt
er
4
Fig. 4.5.: Averaged weighting deviation in Case 1
Fig. 4.6.: Averaged weighting deviation in Case 2
CBIRs configurations well if all used features are known. The excellent performance of the al-
gorithms has to be attributed, on the one hand to the quality of the approach, on the other hand
to the small number of features that were implemented by the Lire library in the preliminary
implementation of this chapter’s approach.
Under these circumstances, the calculation was easier and the results obtained were more
accurate than when a bigger number of features is applied. It is to expect that the accuracy
of the algorithms decreases when the number of features augments and therefore the number
of evaluations or the number of images in the ITS would have to increase. Considering the
results presented and discussed in figures 4.3, 4.4, 4.1, 4.5 and 4.6, and the fact that Cuckoo
Search performed best in every single test case, except for test case 4. Cuckoo Search can overall
be considered as the best algorithm in this evaluation.
4.5. Conclusion
This chapter presented a novel approach for the detection of CBIRs’ configuration. The focus of
this chapter’s approach was on the correct identification of feature settings and their assigned
weights. Therefore in section 4.3.3 an algorithm was defined that reduces a set of potential
features and computes the feature weightings of the features of the CBIRs that is to analyze.
This is done by applying a previously defined objective function, an optimization algorithm
and a predefined rating strategy. Five different classes of cases have been highlighted. The
proposed approach is able to reduce the number of features and calculate their weights in two
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of the classified cases. In the three remaining classes of cases it can merely detect and inform
that it is not able to determine the CBIRs configuration. Moreover, it was demonstrated in
this chapter that the problem can be traced back to an optimization problem. The evaluation
showed a high accuracy of the feature-weight detection and the capability of the system to
identify cases that cannot be dealt with a precision. It demonstrated good performance by the
use of all the four tested different optimization algorithms. Hereby it was shown that Cuckoo
Search can overall be considered as the best algorithm in this chapter’s evaluational set up.
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5. QueDi: Query Distribution
Due to the immense growth in sales of smartphones and their mobile applications in recent
years1 , images are distributed worldwide in various kinds of repositories and search of these
leads to a distributed search scenario. Therefore, this thesis specifies an approach in the follow-
ing chapter, called QueDi, which is improving the effectiveness of query forwarding in CBIRs
as well as augmenting the number of relevant results. This is achieved by specifying an archi-
tecture for - as well as a method to query - a semantic CBIRn. The feasibility of the approach
is demonstrated by the implementation of a prototype and its evaluation against a self defined
non-semantic CBIRn using 87,500 classified images of ImageNet. Hereby, an augmentation of
the number of returned images that are of the same semantic concept as the input images is
achieved by a factor of 4.0. Although the approach in this chapter will eventually be combined
with the approaches of chapters 3 and 4 in section 5.5, this chapter’s approach is until then to
be seen as context independent.
5.1. Introduction
It was already mentioned in section 2.3 that the majority of images available in the Internet are
predominantly searchable in a text-based way. To make these images searchable via text, now
and in the concept’s early days, a method had to be applied to discover, extract, and identify
text that described these images. As solely automatedmethods could not deal with this amount
of images, and due to the fact that web 2.0 images are frequently not necessarily described but
merely commented on, CBIR has caught a lot of scientific attention in recent years.
Section 2.4 explained how CBIR enables users to search for images using example images
instead of using textual descriptions. It is extensively explained that the LLFs of stored images
are extracted and matched with the extracted LLFs of query images. By that means a scoring
and a ranking of the images is calculated and subsequently transmitted to the clients. CBIR
is a research field that has been intensely explored in the last decade. Research has found a
huge amount of effective and efficient automated LLF extraction processes. The theoretical
background of CBIR and systems implementing CBIR, so called CBIRs, is intensely explored in
[22, 127] and various systems implementing CBIRs were surveyed in [139].
However, although the CBIRs strategy seems very promising, the total of all images avail-
able in the Internet could neither be managed by one database nor by one LLF. That is because,
on the one hand the number and the size of all the images could not be managed by one CBIRs.
On the other hand different LLF are good for describing different semantic concepts (see chap-
ter 2.4). For the preceding reason, it would be ineffective to exclusively use instances of one
CBIRs, or one LLF, in a possible Content Based Image Retrieval network (CBIRn). Therefore
the construction of a CBIRn that combines a variety of image retrieval systems appears to be
necessary.
As discussed in chapter 2.5 the general manageability of CBIRn has been proved by now
(i.e. in [6, 103]). In chapter 2.5, implementations of CBIRn, distinct CBIRn architectures, and
1http://www.statista.com/statistics/74592/
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query distribution protocols, were discussed. Unfortunately these networks were a mere con-
nection of similar CBIRs entities and therefore the implementations ignored the complexity
and chances that emerge in the integration of a variety of CBIRs. To render the integration of
distinct CBIRs possible, chapter 2.5 discussed protocols that allow the integration of distinct
CBIRs as well as protocols that render it possible to query CBIRs in heterogeneous CBIRn.
Consequently this chapter proposes a query distribution approach in an original semantic
Content Based Image Retrieval network (semantic CBIRn) that will be introduced in this chap-
ter. Logically this is achieved by proposing a design of a semantic CBIRn that consists of a
central unit that unites CBIR subnets, where each take care of distinctive semantic concepts
(e.g. cars, elephants, trees). Each of these logical CBIR subnets use CBIRs that are individually
preconfigured for one specific semantic concept. These preconfigured CBIRs in turn hold ex-
tracted low level feature (LLF) vectors of - and references to - images that correspond to their
semantic concept.
The approach developed in this chapter makes a first step towards the automatic distribu-
tion of CBIR queries in such a semantic CBIR network. It does so, inter alia, by analyzing the
input image and detecting its semantic concept. Subsequently this detected semantic concept
is matched to the configurations of the CBIRs for the CBIRn. Eventually, the query image is
forwarded to those CBIRs whose configurations are most suitable. The key advantage of this
approach is the exclusive usage of CBIRs, whose configurations favor images of the query im-
age’s semantic concept. This way CBIRs that would not add any benefit to the query response
can be omitted beforehand. Furthermore the knowledge about the configurations of selected
CBIRs could be used to improve the result aggregation process of the retrieved result sets.
The remainder of this chapter is organized as follows: Section 5.2 and 5.3 outlines the as-
sumptions contained and explains the developed approach. Section 5.4 defines the setting of
the evaluation and analyzes the results. Following section 5.5 will eventually combine QueDi
with MeRRSe and GeCCo in an evaluation and discuss the results. Eventually in Section 5.6
this chapter is concluded and possible future adaptions of the approach are discussed.
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5.2. Methodology
An overview of the proposed approach is given in figure 5.1. The figure’s components are
explained one by one in the course of this section. The next paragraph of this section thus
starts with a sketch of the query flow. This paragraph is followed by a paragraph explaining
the idea of the semantic CBIRn. In particular its subdivision into semantic concepts and the
specialized CBIRs are illustrated. The following paragraphs elaborates the idea of the central
unit that unites several crucial services for the semantic CBIRn. In these paragraphs the stored
information about, and the usage of, the ideal CBIRs configurations are drafted. In addition,
the configurations of the CBIRs involved and the concept detection approach used to analyze
the input image are outlined.
QueDi’s search process, that takes advantage of all the previously mentioned components,
is visualized in figure 5.1. In this process the query image is chosen by a user or a user instance
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Fig. 5.1.: The Quedi Approach
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of a system beforehand. At the beginning of the search process this query image is sent to
the query distribution unit. By taking advantage of a concept detection algorithm the semantic
concept of the query image is identified. Subsequently the registered ideal CBIRs configuration
for this semantic concept is identified. An ideal CBIRs configuration for this semantic concept
is hereby considered as follows: It gives images of the specific semantic concept that it is de-
fined for a significantly better rating when it is queried for an image of this semantic concept.
By verifying this ideal configuration against the configurations of the semantic CBIRn’s CBIRs,
QueDi distributes the query image only to CBIRs whose configuration match the input images’
semantic concept while taking into consideration every CBIRs of the semantic CBIRn. Subse-
quently the returned images are in the currently examined QueDi approach merged - using
round robin - into a single comprehensive result list. This comprehensive list is finally sent
back to the user or the user instance of a system. The key components of this approach, the
semantic CBIRn and the central unit, are visualized in figure 5.2.
Figure 5.2 shows a simplified version of the semantic CBIRn in terms of number of semantic
concepts and CBIRs. A user would experience it like a standard CBIRs. A predefined graphical
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Fig. 5.2.: The central unit and the semantic CBIRn
user interface (as per annex B)
would be deployed, thus the
complexity of the underlying
structure is not visible. However
as illustrated righthand of the
central unit, the semantic CBIRn
is subdivided into semantic con-
cepts - in figure 5.1 and the fol-
lowing figures marked with a
ci2N. These semantic concepts in
turn are represented by numer-
ous CBIRs each - in figure 5.1
and the following figures marked
with an ↵j2N.
The central unit that is visu-
alized on the left side of figure
5.2 basically combines three func-
tionalities. It continuously gath-
ers information about the config-
urations of every CBIRs that is in-
tegrated in the semantic CBIRn
on the one hand. It stores the ideal CBIRs configuration depending on the semantic concept
employed on the other hand. Additionally it guards the information that is necessary for the
concept detector.
Firstly, the part of the central unit which is occupied with the CBIRs’ configurations is dis-
cussed. The information about the configuration of the CBIRs that were registered in the se-
mantic CBIRn is continuously kept up to date. This is due to the reason that whenever a se-
mantic concept is added to, or removed from, the semantic CBIRn all of the ideal CBIRs con-
figurations have to be recalculated as the optimal configurations relate to all the used semantic
concepts. Additionally it has to be taken into consideration that the ideal configurations are not
exclusively used to identify CBRs that match best the semantic concept of a given query im-
age. Besides, when the CBIRn is extended in terms of number of images or semantic concepts,
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specific additional CBIRs have to be instantiated or added to the CBIRn in order to cope with
the quantity of the images and the semantic concepts. These configurations are used to config-
ure additional CBIRs, which are then configured with the ideal configuration of the semantic
concept they are attached to. Therefore their configurations eventually have to be updated
whenever a semantic concept is added or removed from the semantic CBIRn.
Secondly, the part of the central unit which is occupiedwith the concept detector is discussed.
Even the information for the concept detector has to be recomputed for each semantic concept
that is added to, or removed from, the semantic CBIRn. Weka [104] was used as concept detec-
tor in this thesis. Weka1 is an open source software developed by the University of Waikato. It
provides various machine learning and data mining algorithms. Because of the available API,
methods can be easily integrated in existing Java projects [49].
Thirdly, the part of the central unit which is occupied with the ideal CBIRs configuration
regarding a semantic concept is discussed. The ideal configuration for a semantic concept is
considered to give images of the specific semantic concept it is defined for a significantly better
rating when it is queried for an image of this semantic concept. By using this configuration,
it becomes less likely for images to be retrieved that are not members of the desired seman-
tic concept. In order to calculate these ideal configurations, the following process takes place:
Every image of every semantic concept of the training set is allocated to a CBIRs whose con-
figuration is mutable. Subsequently this CBIRs is confronted with queries for each individual
image. This procedure is repeated for all possible configurations of the CBIRs. The configu-
ration which returns the largest number of images of the same semantic concept as the input
images’ is chosen to be the ideal configuration. Due to the fact that the images contained within
these semantic concepts were manually selected, and therefore of good quality, the value of the
returned images could hereby be left out of consideration. As this thesis defines a novel ap-
proach towards the identification of the ideal configuration of a CBIRs, concerning a semantic
concept, a valuation of the ranking positions of the returned result was for now abstained from.
Methodologically speaking the process is implemented the following way: A process that cal-
culates the ideal weight for each feature is used. The obtained result consists of a weighting
vector. This vector is later, on the one hand, used for the configuration of a specialized CBIRs
of the semantic CBIRn. On the other hand this weighting vector is used in order to rate the
externally integrated CBIRs in the network. Since the similarity comparison of the CBIRs is
based on a linear combination of the individual feature scores, a linear discriminant analysis
was applied, which in this case was Fisher-LDA [43]. Fisher- LDA was chosen due to its good
and fast performance, as well as appearing to be the most up-to-date tool for this purpose. In
support of this claim, it is applied in several algorithms for Face recognition [70, 74, 73] and
detection [65, 41], Handwritten digit recognition [121, 156], Palmprint recognition [149], and
Seed classification [7].
1http://www.cs.waikato.ac.nz/ml/weka/
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5.3. Approach Outline
The approach that was drafted in section 5.2 will be explained on a theoretical basis in the
following section. The section starts with the design specification of the proposed semantic
CBIRn, including definitions of the core ideas of this approach. This specification is followed
by a comprehensive discussion of the approaches prerequisites. Eventually, the section is con-
cluded by a detailed illustration of the query distribution process.
5.3.1. Network Design
The key component of this chapter’s approach, as stated in the previous section, is the semantic
CBIRn. This system is then internally virtual partitioned into semantic concepts. Semantic
concepts in the context of this thesis are defined as follows:
Definition 1 (Semantic Concept) A semantic concept is ”[..] an idea or mental image which corre-
sponds to some distinct entity or class of entities, or to its essential features, or determines the application
of a term (especially a predicate), and thus plays a part in the use of reason or language.[..]”. This defi-
nition seizes on the dictionary record of the word ’concept’ in [52].
Formulas 5.1, 5.2, and 5.3 define the previous definition formally. Let
A = {↵1, ..↵n} (5.1)
be the set of CBIRs that exist in a CBIRn. Furthermore let
C = {c1, ..cm} (5.2)
be the set of semantic concepts that exist in a CBIRn. Assuming that each of the available
CBIRs ↵j 2 A is specified to perform optimally with the images of a certain concept ci 2 C,
then the CBIRs’ of semantic concept ci are indicated as follows:
Aci = {↵j |↵j 2 A ^ ↵j is optimized for ci} (5.3)
’Sky’, ’tree’ and ’elephant’ are examples of such semantic concepts. By applying clustering
or learning algorithms on this trio of semantic concepts they could be identified in many cases
by machines nearly as accurately as by human beings. More complex semantic concepts, such
as ’abstract painting’, ’bedspread’ and ’sculpture’ are, nowadays due to the diversity of the
contents of their images, very hard, if not even impossible, to be identified by machines.
As humankind thinks and searches, in semantic concepts - the idea of employing semantic
concepts in a distributed content-based image retrieval scenario has emerged. Due to the cir-
cumstance that not every semantic concept is identifiable by machines, the semantic concepts
C are defined for the moment by humans. In this approach less complex semantic concepts
such as ’sky’, ’tree’ and ’elephant’ are employed instead of semantic concepts such as ’abstract
painting’, ’bedspread’ and ’sculpture’. As stated earlier, these semantic concepts are used to
classify the CBIRn. In a real world scenario, every CBIRs is enrolled in the central unit of the
semantic CBIRn, meaning that the configuration of every CBIRs of the CBIRn is registered in
the central unit of the CBIRn. The configuration of a CBIRs and the ideal configuration of a
CBIRs concerning one single semantic concept are in turn used to derive the matching CBIRs
for every incoming query image.
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Fig. 5.3.: Example images of semantic concepts segmented to CBIRs
Each CBIRs ↵j of the CBIRn, that is instantiated by the semantic CBIRn itself, is configured
according to one of these ideal configurations. This way, each CBIRs is configured in a way
that favors images of one specific semantic concept, reducing ’noise’ images that are irrelevant.
External CBIRs are most probably neither specialized on one semantic concept nor instantiated
using one of those ideal configurations. But as this thesis focuses on specialized CBIRs that are
e.g. applied in museums or crawl the Internet for cartoon images, the fact that a targeted CBIRs
is specialized is never the less possible.
Definition 2 (Ideal Configuration of a CBIRs concerning a semantic concept) The ideal config-
uration of a CBIRs concerning a semantic concept is the configuration (out of all possible configurations
regarding the CBIRs’ features) that maximizes the number of images of the semantic concept that the
CBIRs returns when it is queried for an image of this semantic concept.
The images contained by these semantic concepts were manually classified. Thus the classi-
fication regarding the semantic concept can be considered to be of good quality.
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Fig. 5.4.: Distinct configurations of CBIRs for distinct CBIRs
Using this strategy, an input image can instantly be analyzed by the concept detector of the
semantic CBIRn and can be categorized into one of the predefined semantic concepts. Cur-
rently, if an input image is received whose semantic concept is not taken into account by the
semantic CBIRn, it is erroneouslymatched to a semantic concept and images of this erroneously
matched semantic concept are returned. Therefore the development of a fallback strategy and
the augmentation of the number of semantic concepts over time is equally important. The
concept detection unit is trained for the first time when the semantic CBIRn is generated and
is updated whenever a semantic concept is added or removed from the pool of concepts of
the semantic CBIRn. This enables the concept detector to stay up to date and make optimal
decisions for the later processing.
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Similar to the concept detector, the ideal configurations for each semantic concept are calcu-
lated for the first time when the semantic CBIRn is created and is updated whenever a semantic
concept is added to or removed from the pool of concepts of the semantic network. In order to
facilitate the understanding of the calculation of the ideal configuration of a semantic CBIRs a
more detailed insight will be given in the following sections.
The ideal configuration of a CBIRs regarding a semantic concept is calculated in the following
way (see algorithm 4 ). Each image of every semantic concept of the semantic CBIRn is allocated
to a mutable CBIRs (line 1). Mutable in this case means that the configuration of the CBIRs
can be altered. Starting from this situation a naive approach would be the following: query
the CBIRs, for an image of a specific semantic concept and count the images of the semantic
concept that are contained in the returned images (line 7). This process would be repeated for
every image of the semantic concept and every possible configuration (line 4 and line 6). The
configuration that returns the highest number of suitable images back is consigned to be the
ideal configuration (line 12). This approach would, however, result in an exorbitant runtime.
Algorithm 4 getIdealConfFor(imgSetSemanticConcept, imgSetAllSemanticConcepts)
Require: mutableCBIRs
1: allocateImagesToCBIRs(imgSetAllSemanticConcepts,mutableCBIRs) // allocation of images
2: maxNumberOfReturnedImages = 0
3: idealConfigurationForSemanticConcept = null
4: for all configuration ofmutableCBIRs do
5: numberOfReturnedImages = 0
6: for all image in imgSetSemanticConcept do
7: i getNoOfImagesOfSemanticconcept(image,mutableCBIRs) // number of correct images
8: numberOfReturnedImages numberOfReturnedImages+ i
9: end for
10: ifmaxNumberOfReturnedImages < numberOfReturnedImages then
11: maxNumberOfReturnedImages numberOfReturnedImages
12: idealConfigurationForSemanticConcept = configuration // storing of current ideal configuration
13: end if
14: end for
15: return idealConfigurationForSemanticConcept // return of the ideal configuration
In order to reduce the runtime that results from the number of queries, the original problem
is transformed in algorithm 5 to a pairwise distance calculation between the images cluster cen-
ters of the semantic concepts. Using Fisher’s LDA as the fitness function, the problem is solved
using an evolutionary algorithm. Fisher’s LDAmeasures hereby the quality of the separability
of two classes in a feature space regarding a projection direction. In this case the projection di-
rection is defined as a CBIRs weighting vector. A projection direction (weighting vector) would
be desirable that minimizes the distribution of the two classes while at the same time it maxi-
mizes the mean distance between them. This idea is formalized mathematically by the Fisher’s
LDA and subsequently maximized using an evolutionary algorithm.
The clustering (alg. 5 line 1 and 2) is carried out by employing the LBG-Vectorisationquantizer
[72] named after Linde, Buzo, and Gray. This process is a generalization of the Lloyd Algorithm
and divides data points in the same way as k-means into a predefined number of k cluster
points (10 in this approaches implementation). The LBG-Vercorisationsquantisizer is easy to
implement and performed very well in preliminary tests. For these reasons, this algorithmwas
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chosen for the first implementation of this chapter’s approach. As a result, every datapoint is
assigned to the cluster to whose centroid its distance is the smallest. The problem that emerges
hereby and has to be resolved, is how to maximize the mean distance between a semantic con-
cept and the other semantic concepts of the semantic CBIRn, while minimizing the distance
between clusters in the semantic concept itself.
Algorithm 5 newGetIdealConfFor(imgSetSemanticConcept, imgSetAllSemanticConcepts)
Require: mutableCBIRsystems
1: clusterCentersAllSemanticConcepts cluster(imgSetAllSemanticConcepts) // clustering 1
2: clusterCentersImgSetSemanticConcept cluster(imgSetSemanticConcept) // clustering 2
3: weigtingV ectors initWeightingV ectors() // initialization of the weighting vectors
4: idealConfiguration vector[0] // initialization of the idealConfiguration
5: iLDA = null // input variable for the Fisher’s LDA
6: iLDA.add(mutableCBIRsystems) // adding of reference to mutable CBIR system
7: iLDA.add(clusterCentersImgSetSemanticConcept) // adding of cluster centers for the input semantic concept
8: iLDA.add(clusterCentersAllSemanticConcepts) // adding of cluster centers for all remaining semantic concepts
9: repeat
10: continue false // set continue to indicate that idealConfiguration has not changed in the loop
11: for all vector in weigtingV ectors do
12: if fLDA(iLDA, vector) > fLDA(iLDA, idealConfiguration) then
13: idealConfiguration vector // set current vector as idealConfiguration
14: continue true // indicate that idealConfiguration has changed in the loop
15: end if
16: end for
17: if continue = true then
18: weigtingV ectors recombinate(weigtingV ectors) // recombination of weighting vectors
19: end if
20: until continue = false // end if idealConfiguration has not changed in the loop
21: return idealConfiguration // return of the ideal configuration
This problem is resolved by applying an evolutionary algorithm and the Fisher’s LDA as its
fitness function (line 12). Therefore, in line 12, the function fLDA() summarizes the pairwise
Fisher’s-LDA-calculated values. The values are calculated regarding the weighting vector that
has to be verified (second input parameter of fLDA()), the cluster centers of the image set
that an ideal configuration has to be identified for and the cluster centers of the remaining
semantic concepts of the semantic CBIRn (included in the first input parameter of fLDA()).
Preparations and initializations of the necessary variables take place in line 1 to 8. Hereby the
main part of the necessary input variables for the Fisher’s LDA are defined in line 5 to 8. In line
3 one hundred weighting vectors are initialized with random weights. The repeat loop (line
9 to 19) is carried out as long as the ideal configuration does not alter (line 13) any more. An
alternation of the ideal configuration is indicated by setting the variable continue to true (line
14). An alternation of the ideal configuration is only achieved if for one of the weighting vectors
(line 11) the Fisher’s LDA is bigger than for the Fisher’s LDA of the current ideal configuration.
If in line 17 an alternation of the ideal configuration is indicated the evolutionary algorithm
is called. In the implemented evolutionary algorithm, a weighting vector corresponds to an
organism. A simple crossover, performed in line 18, is chosen for the recombination. Two
organisms/ weighting vectors (A and B) become a new organism/ weighting vector through
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the recombination of the first part of A and the second part of B, or vice-versa. The choice of
the breakpoint happens randomly. In the selection, only those organisms/ weighting vectors A
and B are selected that achieve the highest value regarding the fitness function. The remaining
organisms/ weighting vectors of the population are replaced by descendants of A and B.
The concept detection, the information about the ideal configuration regarding a semantic
concept, and the configuration of the CBIRs successfully empowers the semantic CBIRn to
identify the CBIRs that are configured in a way that means they are anticipated to reply with
the best results.
5.3.2. Prerequisites
The previously developed network design needs to follow certain prerequisites in order to
perform in the desired way. These prerequisites encompass the predefinition of semantic con-
cepts, knowledge about the configuration of the CBIRs, and that whcich are necessary for the
ideal configuration of a CBIRs regarding a semantic concept. In the following subsection these
prerequisites will be extensively discussed.
A further necessity of QueDi is a reliable concept detection strategy. As pointed out in the
precedent section the concept detection strategy is trained in the beginning of the approach.
Furthermore the concept detection strategy needs to be re-trained whenever a new semantic
concept is added to the semantic CBIRn.
In order to be able to create a semantic network that is tolerant to erroneously assigned
images of semantic concepts, the previously discussed ideal configuration is crucial. There are
two major requirements that have to be considered in order to maintain the performance of the
ideal configuration. On the one hand, as many features as possible have to be available for the
pool of features that can be accessed to compute the ideal configuration of a CBIRs regarding
a semantic concept. A bigger amplitude of this pool includes more distinctive features and
therefore results in more possibilities of combinations and most certainly in better results for
calculations of ideal configurations of a CBIRs regarding a semantic concept.
On the other hand a controlled set of metrics, p-norms (p=2, p=2.5 and p=3) and feature
specific metrics, fitted to the pooled features is required. A set of metrics is necessary for the
same reason as described for the multitude of features; to have more possibilities to combine
and most therefore obtain better results for the calculation of the ideal configuration of a CBIRs
regarding a semantic concept. The controlled set of metrics is necessary to keep the compu-
tational cost for the ideal configuration down. In the first implementation of this approach 7
features were used, namely Colorhistogram, CEDD, FCTH, Fastcorellogram, Gabor, Tamura &
Edgehistogram. An explicit study that correlates the number of used features with the effec-
tiveness of the realization of the ideal configurations for the semantic concepts is still pending.
The preliminary implementation of this approach has been orientated to search for one se-
mantic concept per image.
Finally prerequisites for very important components of the semantic network, and for the
employed CBIRs, are discussed. In order to be able to adapt to the ideal configurations these
CBIRs have to be able to harness the pool of known features and metrics. Not only must it be
possible to define their configuration in the construction phase of the semantic CBIRs, it must
also be feasible to adapt the configuration of the CBIRs at runtime. The CBIRs is also required
to have the capability to add and remove images that have to be registered or unregistered
in its system during runtime. This last precondition becomes necessary whenever a semantic
concept is added to the semantic CBIRn, as this might cause various rearrangements of the files
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Fig. 5.5.: The path of a query in QueDi
assigned to the CBIRs.
5.3.3. Query Distribution
In the following subsection the query distribution are discussed in detail, following a short
overview of the process. In the beginning of this chapter, in the description of figure 5.1, it was
explained that images that the semantic CBIRn is queried for are initially analyzed by a con-
cept detection strategy. In the same step of the approach, a mapping to a predefined semantic
concept (c1) takes place. In the subsequent step, the forwarding of the query image to the most
promising member CBIR systems of the semantic CBIRn takes place. This mapping is inter-
nally conducted by calculating the euclidean distance between the weightings of the optimal
configuration for the semantic concept, which has been experimentally evaluated beforehand
(see 5.3.1), and the weightings of the enrolled CBIR’s configurations. Eventually, the returned
result sets are merged and sent back to the user.
At the beginning of the approach, the query distribution process, which is visualized in figure
5.5, receives an input image from the user. In figure 5.5 this action is indicated by the red
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arrow that is pointing from the sunset image to theQueDi-box. The adjoining red arrow, which
points into the semantic CBIRn - towards the concept detection unit - represents the following
handover of the input image to the semantic CBIRn and its immediate analysis by the concept
detection unit. As visualized in figure 5.6, the concept detection unit determines a probability
for every semantic concept whether the semantic concept occurs in the query. Naturally the
concept detection unit can only discover those concepts it was initially trained for. In figure 5.6
the ideal CBIRs configuration is eventually chosen based on the class of probabilities that are
returned by Weka. For the moment, the input image is assigned to the semantic concept that
shows the highest probability.
In the next step, the ideal featureweightings for this semantic concept are therefore looked up
in the central unit. By comparing these ideal feature weightings to the CBIRs’ configurations in
the semantic CBIRn, CBIRs are identified that favor the images containing the semantic concept
of the input image in contrast to ’noise’.
Coming back to the overview of the whole query distribution process in figure 5.5, this step
Query 
image
c1
ideal CBIR
configuration
Classification
Probability
 of c1
Probability
 of c2
Probability
 of c3
Fig. 5.6.: Query Distribution
is illustrated by the red arrow that points from the
’concept detection’ unit to the ’ideal CBIRs configu-
ration’ unit. The next step is expressed by the red ar-
row pointing from the ideal CBIRs configuration unit
to the actual ’CBIRs configuration’ unit. It represents
the fact the query-specific configuration needs to be
mapped to those configurations of the CBIRs that are
currently enrolled in the CBIRn. The CBIR systems
that match best to the query-specific feature weight-
ing are selected for query processing, and the query
image is forwarded to the selected CBIR systems. This
step is embodied in Figure 5.5 by the red arrow that
points from the CBIR’s configuration unit to the se-
mantic concept c2 and from there on splits to several
red arrows to the CBIRs ↵7, ↵8 and ↵9.
These CBIRs, ↵7, ↵8 and ↵9, were instantiated in
the training step. All of them were instantiated with
an ideal configuration considering a semantic concept
which was determined automatically from the train-
ing images of the semantic concept ci (see 5.3.1). Fi-
nally the result sets are merged and sent back to the
user.
5.4. Evaluation
This approach was implemented to prove its feasabil-
ity. Tests on this implementation were executed using
a MacBook Air with an Intel Core i7 2x1.8 Ghz processor, 4 GB 1333 MHz, DDR3 RAM, and
Mac OS X Lion 10.7.4 as its operating system.
As this chapter’s approach is a first step towards automatic distribution of CBIR queries in
a semantic CBIR network, the implementation of this approach began with some narrow do-
mains to scale down the complexity of the problem. The semantic concepts used are: ’animal’,
’artifact’, ’fungus’, ’geoformation’, ’person’, ’plant’, and ’sport’, which were selected from Ima-
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Fig. 5.7.: Samples of the seven used semantic concepts
Concepts from left to right: animal, artifact, fungus, geoformation, person, plant and sport
geNet2. 87,500 images were used for the tests. Samples of these semantic concepts are provided
in Figure 5.7.
The individual CBIR systems are represented by different configurations of the open source
Lire library3. Finally, the semantic concept detection was done using the Weka [49] tool, as al-
ready discussed in section 5.2. As this chapter’s approach depends heavily on the performance
of the concept detection unit, it was designed that any arbitrary technique or even multiple
techniques could be used to detect the semantic concepts of the input images. As a result the
latest and best performing concept detection technique/s could be integrated in the approach.
The SVM has been trained with a total amount of 14000 images, which corresponds to 2000 im-
ages per semantic concept. A subsequent evaluation with the remaining 8000 images of each
semantic concept revealed a mean precision of 82.29 %, with a standard deviation of 1.94, for
the given semantic concepts.
For each of the seven semantic concepts ci, an equal sized set of images was defined. The
maximum number of images per CBIR system was set to 2500 and therefore 35 CBIR instances
were used in the test. Thus there were five dedicated CBIRs for each semantic concept. Due to
the results that were found in the pre-experiments, as well as it is later shown by the detection
performance ofWeka, the following fact has to be considered: The enormous amount of images
available in the Internet can only be collected by an automatic tool (crawler) that performs some
kind of concept detection and these concept detection algorithms might occasionally detect an
incorrect semantic concept. Therefore, in order to make the evaluation more realistic a certain
rate of ’noise’, images of the wrong semantic concept in a CBIRs, has to be considered in the
evaluations.
As Weka has a performance of approximately 82 % in this evaluation, the image databases
of the CBIRs consist of 80 % of images of the related semantic concept. The last 20 % comprises
images containing arbitrary semantic concepts, which is referred to as noise in the following
explanation. In numbers, each CBIRs’ image database contains 2500 images in total (2000 rel-
evant + 500 noise). Ideal configurations are calculated beforehand and assigned to the CBIRs
related to the semantic concept it was optimized for. The CBIRs were configured to retrieve a
set of at most 20 images.
One hundred images per semantic concept that were not trained at the beginning were man-
ually selected as input images. Hence a total of 700 queries were processed during the tests.
The testing procedure was as follows: A query image was passed to the SVM for classification,
which assigned a class label to the query image. In the next step the respective ideal feature
weightings for this semantic conceptwere looked up in the central unit. A subsequent euclidian
distance calculation between the query-specific feature weighting and the feature weightings
of each of the CBIRs’ configuration yielded a ranking of the CBIRs in the network. Afterwards,
2http://www.image-net.org/
3http://www.semanticmetadata.net/lire/
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the 5 CBIR systems that were closest to the query-specific feature weighting were selected for
query processing. They were queried for the top 20 images. The number of retrieved images of
the correct semantic concept are considered successful returned results in this scenario.
The retrieved test results are visualized in Figure 5.8. Two graphs are visualized in figure 5.8
as the test constellations of the semantic CBIRn were divided into two subcategories. In the left
graph, the SVM had identified the semantic concept correctly whereas in the right graph the
SVM had identified the semantic concept incorrectly. Moreover in these two graphs, two dis-
tinct test constellations were tested. ’Semantic CBIRn’ is the constellation that was explained in
the precedent lines. Whereas, ’CBIRn’ means that the used CBIRs did not apply the previously
discussed ideal configurations, no concept detection takes place for the input image, the input
queries are merely broadcasted to every CBIRs and the result items are merged using round
robin. Here the feature weighting of all the features of the CBIR systems were randomly set.
When the semantic concept was correctly identified, which happened in 82 % of the test cases
and is visualized in the left graph, it is clearly visible that the semantic CBIRn had the best
performance. In 75 % of the queries it returned 90 % to 100 % of images of the same semantic
class as the query image. In only a few cases, 20 % to 30 % of noisy images were returned.
The ’CBIRn’ contrasts strongly with this result. It returned 15 % to 20 % of images of the same
semantic class as the query image. This is an excellent result and shows the improvement that
can be obtained by the application of a semantic CBIRn in contrast to querying the ’CBIRn’.
This very good performance results from two circumstances: First of all, all the CBIR systems
in the ’CBIRn’ are queried for the query image. As there was no presorting done regarding
the semantic concepts, a number of CBIRs that are queried do not even contain images of
the wanted semantic concept. Secondly as QueDi is using round robin in order to merge the
returned images, ’CBIRn’ returns 35 times 20 images and in order to be comparable to the
semantic CBIRn merely the best 100 merged images were examined, therefore solely the best 2
to 3 hits of each CBIRs are considered. In contrast QueDi considers the 20 best images of the
best fitting and specialized CBIRs. Therefore a better result is expected ofQueDi.
In the remaining 18 %, the semantic concept was not correctly identified. In this case images
are rated as correctly identified if their semantic concept corresponds to the semantic concept
that the input image was erroneously assigned to. These results are shown in order to respond
to two questions. What happens if an image is assigned to the wrong semantic concept? What
happens if a query image does not contain a registered semantic concept?
As visualized in the right graph, merely 50 % of the queries returned 90 % to 100 % of images
of the same semantic class as the query image. Another 25 % of the queried returned 78 %
to 89 % of images of the same semantic class as the query image. 12.5 % returned between
63 % to 30 % of images of the same semantic class as the query image. The remaining 12.5
%, however, returned between 30 % to 2 % of images of the same semantic class as the query
image. In those cases the erroneously assigned query image have, due to the combination of
this erroneously assignation and the semantic concept of some of the noise images, favored the
semantic concept of images that were originally applied in this CBIRs as noise. But as these
cases, where a wrong assignment to the semantic concept happens, are to be eliminated in a
further development of the algorithm this causes no problem for these preliminary evaluations.
The case for the ’CBIRn’ contrasts strongly with these results. In this case, out of all the queries
it returned 15 % to 20 % of images were of the same semantic class as the query image. These
results show that the concept detection algorithm has a significant impact on the performance
ofQueDi, asQueDi strongly increases the number of images of the identified semantic concept
in the returned result set. The reasons for this very good performance are the same as the
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Fig. 5.8.: Retrieval Results
Both graphs show the percentage of returned relevant images to a query using a CBIRs
configuration with query-specific feature weighting (l) and uniform feature weighting (r)
reasons two paragraphs earlier.
5.5. Evaluation - Comprehensive Thesis Approach
The second part of the manuscript of this doctoral thesis has so far step by step worked its way
through the major problems that arise when trying to provide a comprehensive content based
image retrieval search service. Chapter 3 introduced an innovative strategy to merge result
sets that were returned in a distributed content based image retrieval scenario. Chapter 4 pro-
posed an algorithm that allows users to analyze and monitor the configuration of a CBIRs and
therewith allows them to integrate it to a bigger search infrastructure. Chapter 5 introduced
a novel network architecture, including a query distribution strategy, which favors CBIRs that
are specialized to the input images’ semantic concept over other CBIRs. Eventually all of the
highlighted strategies, algorithms and architectures are merged together. Hereby this section
comprehensively addresses all of the previously stated research questions that were imposed
on this thesis. As the implementation of this thesis (see annex B) is still in a prototypical state ,
there is unfortunately no API available.
5.5.1. Adaptions
This thesis’ approach is visualized in figure 5.9. The next paragraph of this section outlines
the interface between GeCCo and QueDi. A focus will hereby be on the storage strategy of the
CBIRs configurations. The interface betweenMeRRSe andQueDiwill be discussed in detail in
the next paragraph. Thereby, attention will be given to the way the result sets are handed over.
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Fig. 5.9.: The Comprehensive Thesis Approach
88
C
ha
pt
er
5
Figures 5.10 and 5.11 show the evenly addressed interfaces between QueDi andMeRRSe as
well as between GeCCo andMeRRSe. Figure 5.10 visualizes the handing over of the returned
result sets that were gathered by QueDi to MeRRSe. There was a small modification applied
to the approach that was explained in chapter 5. In chapter 5 the approach returns one single
merged result list. Hereby a simple merging algorithm result was used that merges the image
results by taking into consideration its scores, not the fact that the configurations of the source
CBIRs might differ.
Figure 5.11 visualizes the moment that the external CBIRs is analyzed and the calculated
configuration about the external CBIRs. The GeCCo approach sends the information to QueDi
which again registers the information to the CBIRs. The registered configuration can later be
used for the query forwarding.
Figure 5.9 visualizes the interaction of the different approaches of this thesis using color
QueDi
MeRRse
Result
images
Query 
image
Fig. 5.10.: Interface MeRRSe
QueDi
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Fig. 5.11.: Interface GeCCo
QueDi
coding. It shows the green
GeCCo approach, as well
as the yellow MeRRSe ap-
proach, and the red QueDi
approach. Furthermore the
previously discussed inter-
faces are integrated. In this
modified implementation the
QueDi approach returns a set
of result sets without merg-
ing them. As a result the
MeRRSe approach can do
what it was built for. This ap-
proach merges the returned
result sets and returns them
to the user.
The query image enters the
approach lefthand side of fig-
ure 5.9 and enters QueDi. By
subsequently detecting the
semantic concept, identify-
ing the ideal configuration
for the semantic concept and
matching it to the registered
CBIR systems’ configuration
the query image gets dis-
tributed to selected CBIRs.
The queried CBIRs that the
query image is forwarded to
send their responses back to
the central unit. From there
on the gathering of the re-
turned images is forwarded
toMeRRSe. Eventually those
images are received from theMeRRSe and rearranged in order return an optimally ranked list
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of result images to the user.
One further important adaption had to be done in the test environment generation unit.
The code had to be rewritten to ensure from now on the overlap of 30 % that is necessary for
MeRRSe in order to perform properly as already discussed in section 3.4.2. In the beginning
of the test environment generation from now on initially this overlap of each CBIRs to at least
one CBIRs is defined, afterwards the vacant image slots in the CBIRs are filled. As this overlap
was not necessary for the preceding evaluation the overlap was not integrated in the previous
implementation.
5.5.2. Evaluation
Experiments were conducted to evaluate the performance of this thesis’ approach as a whole.
As visualized in figure 5.12, the path that an input query has to take is very similar to the one in
chapter 5. However, there are two main differences in the evaluation of chapter 5 and section
5.5. The first difference is that a percentage of 5 % of the CBIRs were analyzed using GeCCo.
This percentage was intentionally defined that small as in general the semantic CBIRn was
designed to operate with self instantiated CBIRs. Adding external CBIRs was merely made
possible for adding of specialized CBIRs occasionally. These 5 % were therefore added in order
to simulate these specialized external CBIRs that wish to join the network.
Due to the fact that in this first tests of the system only CBIRs whose features were known
to GeCCo were integrated this did not have an influence on the evaluation results. This lim-
itation was imposed as CBIRs whose features were unknown to GeCCo could not have been
analyzed. The second difference is that the returned results are processed by MeRRSe. This
adjustment increased the efficiency of the comprehensive thesis approach in contrast to the
QueDi-approach. To make both approaches imperatively comparable, the evaluation of this
approach was performed using the same parameters as were used in the evaluation of chapter
5.
The retrieved test results are visualized in Figure 5.13. Three distinct test constellations were
tested. ’Comprehensive Thesis Approach’ is the constellation that was explained in this chap-
ter. ’Semantic CBIRn’ is the constellation that was explained in chapter 5. Lastly, ’CBIRn’
means that the instantiated CBIRs did not apply the ideal configurations, no concept detection
takes place for the input image, and the input queries are merely broadcasted to every CBIRs.
Here weightings of all the features of the CBIR systems were randomly set. As the importance
and the performance of the concept detection algorithm was already discussed in section 5.4
a further presentation and discussion is not given in this section. Therefore figure 5.13 shows
only the retrieval results for the cases that the correct semantic concept of the input image was
detected.
When the comprehensive thesis approach was applied, which is visualized in the left side
of the graph, it is clearly visible that it had the best performance. In 100 % of the queries it
returned 90 % to 100 % of images of the same semantic class as the query image. When the
semantic CBIRn was applied, which is visualized in the middle of the graph, it is visible that
the semantic CBIRn had a very good performance as well. In 75 % of the queries it returned
90 % to 100 % of images of the same semantic class as the query image. In only a few cases,
20 % to 30 % of noise images were returned. The ’CBIRn’ contrasts strongly with this result.
In the queries it returned only 15 % to 20 % of images of the same semantic class as the query
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image. As in the precedent section this very good performance is due to the fact that all the
CBIR systems in the ’CBIRn’ are queried for the query image and merely the best 100 merged
images were examined for this evaluation.
5.6. Conclusion
Prior work has documented the feasibility of content based image retrieval networks: In [6],
for example, a peer-to-peer CBIRs network is designed that was inspired by the Metric Social
Network (MSN) and therefore uses the principles of social networking to support the self-
organization and self-adaptability of the network. However, these studies have not paid at-
tention to the heterogeneity of the associated CBIRs or did not consider the semantic concepts
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Fig. 5.12.: The path of a query in the Comprehensive Thesis Approach
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involved. In this chapter, an approach that makes a step towards the automatic distribution of
CBIR queries in a semantic CBIR network was presented, which took advantage of the hetero-
geneity of the associated CBIRs and the semantic concepts involved.
Chapter 5 has documented the feasibility of QueDi with all its’ key elements as a content
based image retrieval network that takes into consideration the heterogeneity of the associated
CBIRs and the semantic concepts involved, called semantic CBIRn. This semantic CBIR net-
work is furthermore open to external CBIRs and merges the returned results in an advanced
way. It was furthermore shown that a notable benefit can be obtained from this construction.
When the input image’s concept is detected, by the concept detection unit, the query can be
forwarded, using a matching of the ideal CBIRs configuration to the registered CBIRs configu-
ration, to specialized CBIRs and therefore images that would not be of any use for the user can
be omitted beforehand. Even a possible contamination of the content of the specialized CBIRs
- i.e. images whose semantic concept do not fit to the semantic concept the CBIRs is specialized
for - can be coped with byQueDi.
However implementational details, like the extraction of multiple semantic concepts, have
to be improved before the prototypical implementation (see GUI in annex B) of this compre-
hensive thesis approach could be made publicly available and a practical use could be derived
for the final user.
Fig. 5.13.: Retrieval Results
Showing the number of returned relevant images to a query using the Comprehensive Thesis
Approach (left), semantic CBIRn of chapter 5 (middle) and CBIRn (right)
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6. Conclusion & Future Work
This thesis was organized as follows. Chapter 2 focused on the state of the art condition of the
subject. Subsequently, chapters 3 to 5, described the approach that was developed in this thesis.
This approach provides solutions for the following research questions, which were established
in chapter 1:
• How can a semantic analysis and modeling of a CBIRn be implemented? - The seman-
tic CBIRn that was specified in this thesis is a CBIRn that is in fact internally subdivided
into semantic concepts. Currently, these semantic concepts are manually predefined as
current machine learning algorithms are not yet capable of judging which classes of im-
ages are seen by humans as a semantic concept. In turn, these semantic concepts are
attached themselves to CBIRs.
This specification has resulted in a clear structure of the network which becomes of major
importance when answering the question of the query forwarding. However, it is not
only the structure of the semantic CBIRn that is of major importance. The information
about the configuration of each individual CBIRs, as well as the ideal configurations of a
CBIRs for semantic concepts which were calculated in the training process are important
information to select the CBIRs that matches best to reply to a query image.
• How can the configuration of an unknownCBIRs be detected? - In the, so called,GeCCo
approach that was developed in this thesis, a CBIRs whose configuration was to be de-
tected was queried by a set of predefined images. The CBIRs in question had to reply to
every single query image with a ranked list of result images and their associated scores.
Subsequently, a configuration was approximated that generated scores that were as sim-
ilar as possible to the result sets’ scores. Finally, similarity score rating values were as-
signed to every feature to enable the filtering of irrelevant features.
Five different classes of cases have been highlighted depending on the algorithm’s knowl-
edge about the features that were used by the CBIRs that has to be analyzed. GeCCo has
the ability to compute the applied features and their weights in two of the classes of cases.
In those cases the correct features have been identified with an average precision of 98 %
and a recall of 91 % over all the applied algorithms. In the three remaining classes of cases
GeCCo can merely detect and inform that it is not able to determine the CBIRs configu-
ration. In those cases in average over all the applied algorithms in 93 % of those cases
it was correctly detected that it is not able to determine the CBIRs configuration. It was
moreover demonstrated that the problem can be traced back to an optimization problem.
Eventually in the evaluation section GeCCo showed a high accuracy for feature-weight
detection and the capability of the system to identify cases that cannot be dealt with a
good precision. Hereby it was shown that Cuckoo Search can overall be considered as
the best algorithm in the applied evaluational set up as it was slightly more accurate than
the other algorithms.
• How can a query be exclusively forwarded to relevant CBIRs? - In the context of the
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semantic CBIRn that was defined in this thesis, the, so called,QueDi approach was imple-
mented to forward queries exclusively to relevant CBIRs. Using a concept detector, that
is trained with the used semantic concepts and is deployed in the central unit of the se-
mantic CBIRn, each input images’ concept is detected. By making use of the information
about the detected semantic concept of the query image the query is solely forwarded to
suitable specialized CBIRs. By applying this strategy, images that are dissimilar to the
query image’s semantic concept are omitted beforehand.
The feasibility of QueDi with all it’s key elements as a Content Based Image Retrieval
network that takes into consideration the heterogeneity of the associated CBIRs and the
semantic concepts involved has been documented. It has been furthermore shown that
a real benefit can be derived from this construction. Hereby, an augmentation of the
number of returned images that are of the same semantic concept as the input images is
achieved by a factor of 4.0. When the input image’s concept is detected, by the concept
detection unit, the query can be forwarded, using a matching of the ideal CBIRs config-
uration to the registered CBIRs configuration, to specialized CBIRs and therefore images
that would not be of any use for the user can be omitted beforehand. Even a possible
contamination of the content of the specialized CBIRs can be coped with byQueDi.
• How can the results of individual CBIRs be optimally merged? - In the, so called,
MeRRSe approach that was developed in this thesis, several CBIRs reply individually
with a result-set of images they consider to be the best fit to the input image from the
total, of all the images in their possession. These result sets’ items are furnished with
an identifier, a score, and a rank. Each of these characteristics naturally relies on the
comparison to the input image and its own image.
These result sets are subsequently forwarded to the next stage and processed using a
linear regression analysis. The regression analysis takes hereby advantage of existing
duplicates in these result sets. These duplicates are mandatory for this approach. The
regression analysis process subsequently compares the scores of the duplicates in two
of the used CBIRs and can hereby calculates a factor that makes the result item’s scores
comparable. Using this factor, not only are the duplicate scores matched, but every score
of every result item in the result set is corrected. In the end of this linear regression step,
result sets are finally generated that are comparable. All the items are then merged and
a pre-assigned number of result items is skimmed off. This amount of images is now
recalculated using an internal CBIRs. Finally a result set is built using these best result
items. An improvement of up to 12 % the results was demonstrated compared to a solely
application of CombMAX.
This thesis tried to answer each of the previously listed research questions and realized a
prototypical implementation. This was rendered possible by bringing a number of heteroge-
neous specialized CBIRs to work together in a semantic CBIRn. The current approach of the
semantic CBIRn - as mentioned in the beginning of this thesis - does not intend to solve the
problem of the semantic gap, but allows users to more efficiently search the mass of images
that are available in the network. This is possible thanks to the integration and generation of
CBIRs that are each specialized on one specific semantic concept. Even integration of external
CBIRs is made possible as their configuration is analyzed and stored for the query process. This
integration step is necessary as the configuration of a CBIRs, normally consisting of a selection
of features, metrics, and weights, is different for each CBIRs to match the challenge of ranking
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domain specific images. Inter alia, thanks to the additional information obtained from the in-
tegration step, it is subsequently possible to forward the queries inside the semantic CBIRn in
an intelligent way. Hence discrepancies of the returned result list that are caused by the differ-
ent configurations of the involved CBIRs, are compensated for and their returned results are
rendered comparable.
If now, as was the case in chapter 1, a user is involved in a process that requires images
and s/he has no adequate images to hand - e.g. the student that needs a superior image of
a chromosome to decorate the cover page of an assignment or the editor-in-chief that is not
provided adequate images to illustrate her/-is articles perfectly - none of them would take
advantage of a search engine that operates on keywords in order to acquire their image.
Whichmeans for the student s/he would not launch Google’s1, Bing’s2 or Baidu’s3 keyword-
based image search and browse for a license free replacement for the chromosome image that
s/he wanted to use. The editor-in-chief would not log in to Fotolia4 and scan for fitting images.
As both are in possession of images that nearly meet their requirements, both of them would
search using content-based criteria in a semantic CBIRn.
The semantic CBIRn developed thus far will in future work be revised in the following as-
pects:
• Multiple semantic concepts in an Image - A strategy has to be developed to treat mul-
tiple semantic concepts in an image. In this way images could be attached to multiple
semantic concepts and their reference would be registered in multiple CBIRs for different
semantic concepts. This fact should result in an increased overlap between the images of
the semantic concepts, which is required by MeRRSe.
• Improvement of the Enrolling Process - The component in the comprehensive thesis ap-
proach which looks after the configurations of externally integrated CBIRs was discussed
in chapter 4. Five different cases of feature constellations that could happen when analyz-
ing a CBIRs were explained. Two of these cases resulted, thanks to a successful analysis,
in a possible integration of the CBIRs in the semantic CBIRn. Three of these cases re-
sulted in a rejection of the CBIRs. A new methodology has to be developed for these
three cases in order to successfully integrate these CBIRs to the semantic CBIRn. Future
research could therefore consider statistical analysis in these three cases according to the
correlation of specific features [34] in order to analyze the CBIRs in practice. Hereby fea-
tures could be classified in feature classes and subsequently compered instead of a mere
comparison of identical features.
• Improving the Merging by Using the Knowledge about the CBIRs’ Configuraiton By
taking advantage of the knowledge about the CBIRs’ configuration, the merging of the
result items returned by the queried CBIRs is expected to be able to be improved. Rat-
ing or scoring of result items could be increased or reduced, depending on whether the
CBIRs’ configuration is adapted to the image concepts.
1http://www.google.com
2http://www.bing.com
3http://www.baidu.com
4http://www.fotolia.com
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A. Introduction to MPEG-7 Image Features
• Color Histogram & Scalable Color Descriptor - Color distribution similarity has been
one of the first choices of application, as it was the most obvious method of how humans
distinguish images, as well as being the easiest one to implement. For this Low Level
Feature (LLF), the number of colors was divided into even spaced regions, from now on
called buckets. An additional normalizing of the histogram at that moment leads to a
scale invariance of the algorithm. There are several different implementations available
for this LLF using different histogram types and color spaces.
Independently from the implementation, the empirical probability for one data point
falling into one of these buckets is determined by counting. Commonly, but not nec-
essarily, a normalization of these buckets takes place. To measure the distance between
two of the determined vectors, various metrics such as the Manhattan Distance, Euclid-
ian Distance, Jefrey Divergence, and more, are implemented and analyzed. The problem
of restricting color similarity to color exclusively results in a further issue.
This problem is visualized in figure A.1. Paining 1 and Paining 2 are of the same size and
are each filled with the same amount of pixels of the same colors. Looking at those two
paintings from a human point of view they obviously differ. Taking the point of view of
an algorithm that applies the Color Histogram, these images are identical. Under these
special circumstances, this perspective can straightforwardly be simulated by looking
at the Color Histograms of both paintings in the middle of figure A.1. Both of them
are obviously identical, independent of the applied comparison algorithm. Thus this
example shows that the Color Histogram feature analyzes the existing amount of pixels
for every color without taking into account their positioning.
This is a very basic and widely used feature that represents the color distribution of the
input image [39]. The MPEG-7 generic Scalable Color Descriptor is such a color his-
togram, encoded by a Haar transformation. It uses the HSV colors space, uniformly
quantized to 255 bins. To arrive at a compact representation the histogram bin values are
non-uniformly quantized in a range, from 16 bits/histogram for a rough representation
of color distribution up to 1000 bits/histogram for high-quality applications. Matching
between Scalable Color Discriminant realizations can be performed by matching Haar
coefficients or histogram bin values with the employment of an L1 norm.
Fig. A.1.: Paining 1 - Color Histograms of both Painings - Paining 2
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• Color Layout Descriptor Descriptor - The MPEG-7 Color Layout Descriptor is designed
to capture the spatial distribution of color in an image, in addition to the color distri-
bution. The feature extraction process consists of two parts; grid based representative
color selection and discrete cosine transform with quantization. As already discussed in
the precedent section, the description color feature is the most basic quality of the visual
contents, therefore it is possible to use colors to describe and represent an image.
The MPEG-7 standard has tested the most efficient procedure to describe the color and
has selected those that have provided more satisfactory results. It proposes different
methods to obtain these descriptors, and one tool aiming to describe the color, that per-
mits the description of the color relation between sequences or group of images, is the
Color Layout Descriptor. It captures the spatial layout of the representative colors on a
grid superimposed on a region or image and is a very compact and resolution-invariant
representation of color for high-speed image retrieval. It has been designed to efficiently
represent the spatial distribution of colors.
This feature can be used for a wide variety of similarity-based retrieval methods, content
filtering, and visualizations. The extraction process of this color descriptor consists of
four stages: Image partitioning, Representative color selection, DCT transformation, and
Zigzag scanning. The standard MPEG-7 recommends use of the YCbCr color space for
the CLD. In the image partitioning stage, the input picture (on an RGB color space) is
divided into 64 blocks to guarantee the invariance to resolution or scale. The inputs and
outputs of this step are shown in the first step of figure A.2. After the image partitioning
stage, a single representative color is selected from each block.
Any method to select the representative color can be applied, but the standard recom-
mends the use of the average of the pixel colors in a block as the corresponding represen-
tative color, since it is simpler and the description accuracy is sufficient in general. This
selection results in a tiny image icon of size 8x8. The inputs and outputs of this step are
shown in the second step of figure A.2. In the image of the figure, the size of the original
image has been maintained only in order to facilitate its representation. Once the tiny
image icon is obtained, the color space conversion between RGB and YCbCr is applied.
In the third step, the luminance (Y) and the blue and red chrominance (Cb and Cr) are
transformed through the 8x8 discrete cosine function, so three sets of 64 discrete cosine
function coefficients are obtained. A zigzag scanning is performed with these three sets
of 64 discrete cosine function coefficients, following the schema presented in the last step
of figure A.2. The purpose of the zigzag scan is to group the low frequency coefficients
of the 8x8 matrix. A subsequent matching process which is performed by a CBIRs helps
to evaluate if two elements are equal by comparing both elements and calculating the
distance between them.
Fig. A.2.: Processing for the Color Layout Descriptor
• Edge Histogram Descriptor - The Edge Histogram Descriptor basically represents the
distribution of 5 types of edges in each local area (called a sub-image). As shown in
110
the first step of figure A.3, the sub-image is defined by dividing the image space into
4x4 non-overlapping blocks. Thus, the image partition always yields 16 equal-sized sub-
images, regardless of the size of the original image. To characterize the sub-image, a
histogram of edge distribution is generated for each instance. Edges in the sub-images are
categorized into 5 types: vertical, horizontal, 45-degree diagonal, 135-degree diagonal,
and non-directional edges. Thus, the histogram for each sub-image represents the relative
frequency of occurrence for the 5 types of edges in the corresponding sub-image. As a
result, as shown as the output of step two in figure A.3, each local histogram contains 5
bins. Each bin corresponds to one of the 5 edge types. Since there are 16 sub-images in
the image, a total of 516=80 histogram bins is required (See Fig. 4).
Each of the 80-histogram bins has its own semantics in terms of location and edge type.
For example, the bin for the horizontal-type edge in the sub-image located at (0,0) in
figure A.3 carries the information of the relative population of the horizontal edges in
the top-left local region of the image. The semantics of the 1-D histogram bins form the
normative part of the MPEG-7 standard descriptor. Specifically, starting from the sub-
image at (0,0) and ending at (3,3), 16 sub-images are visited in the raster scan order and
corresponding local histogram bins are arranged accordingly. Within each sub-image, the
edge types are arranged in the following order: vertical, horizontal, 45-degree diagonal,
135-degree diagonal, and non-directional. Of course, each histogram bin value should be
normalized and quantized.
For normalization, the number of edge occurrences for each bin is divided by the total
number of image-blocks in the sub-image. The image-block is a basic unit for extract-
ing the information regarding the edge. That is, for each image-block, it is determined
whether there is at least an edge and which edge is predominant. When an edge exists,
the predominant edge type among the 5 edge categories is also determined. Following
this, the histogram value of the corresponding edge bin increases by one. Otherwise, for
the monotone region in the image, the image-block contains normalized 80 bin values,
that are non-linearly quantized and fixed-length coded with 3bits/bin.
Fig. A.3.: Processing for the Edge Histogram Descriptor
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B. Graphical User Interface
The implementation of this thesis approach bases on an early A.I.R. [129] implementation. The
QUASI:A-called implementation was extended in order to be able to support the thesis ap-
proach and obtain a basis for the necessary evaluations. Figure B.1 visualizes hereby the user
interface. Figure B.2 shows the query by media interface.
QUASI:Awas extended so that the training process (discussed in chapter 5) can be launched
by clicking on the training symbol on the left side of figure B.1. Similar adaptions were made
to visualize the semantic CBIRn (see B.4) and to perform the tests. Minor adaptions in the form
of icons were made to the result interface (see figure B.3) in order to make the distinction of the
images’ sources more intuitive.
Fig. B.1.: QUASI:A BETA
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Fig. B.2.: QUASI:A BETA - Interface Query by Media
Fig. B.3.: QUASI:A BETA - Result Interface
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Fig. B.4.: QUASI:A BETA - Interface CBIRn
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