Detecting communities in complex networks has been one of the most popular research areas in recent years. There have been many community detection algorithms proposed to date. However, the local information (cliques) of communities and the search efficiency of algorithm have not been considered both in previous studies. In this paper, we propose a novel local expansion algorithm for detecting overlapping communities based on cliques. The algorithm draws on the assumption that cliques are the core of communities, as the clique takes into account the local characteristics of the community. The proposed algorithm adopts a single node with the maximum density as an initial community to prevent the formation of a large number of near-duplicate community structures, which improves the search efficiency of the algorithm. In many experiments using computer-generated and real-world networks, the proposed algorithm based on this idea verifies that the algorithm is able to detect overlapping communities effectively. The experiment yields better community uncover results, and the time efficiency and the complexity of algorithm are also satisfactory.
I. INTRODUCTION
Researchers are increasingly interested in the study of complex networks [1] . They are typically used to represent complex systems, such as in society, biology, computer and other fields. The World Wide Web, the Internet, the actor collaboration network, and communication networks are representative examples of complex networks [2] , [3] .
Community structure is an important topological property of complex networks. In a network, nodes are always clustered into different communities (clusters or groups), there is a widely accepted definition of the community structure, nodes in the same community are densely connected and links between nodes in different communities are sparse [4] , [5] . There is another generally accepted view of a community, the community in a network is a group of similar nodes that differ from other nodes in the network. Nodes belonging to the same community can be classified according to their relationship in clusters. Nodes belonging to the same community may have more common characteristics than different The associate editor coordinating the review of this manuscript and approving it for publication was Longxiang Gao .
communities [6] - [8] . Research on the clustering of complex networks is not only great significance for understanding the functions of complex networks, but also for predicting the behavior in complex networks [9] . Clustering networks are widely used in personalized recommendation, protein function prediction and epidemic spreading [10] .
A complex network consists of relatively independent communities that influence on each other. For example, a group of mutual acquaintances in a social network, a subset of web pages on the same topic, a compartment in a food network, a functional module in a protein interaction network, a biochemical pathway in a metabolic network, and so on [11] . The algorithms are: modularity-based optimization clustering [12] , [13] , label propagation partitioning [14] , [15] , partition-based algorithms [16] , [17] , and spectral methods [18] , [19] .
For community structure is one of the most important topological features of complex networks, in networks, which is characterized by densely linked internal nodes and sparse connection of different community nodes. Further studies have found that networks have many overlapping communities [20] - [22] , for example, humans have a variety of social VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ attributes, therefore, humans belong to different groups. Since then, many community detection algorithms have been developed, and the algorithms can find overlapping communities in which one node possibly appears in more than one community [23] . Communities can overlap in bipartite [24] , [25] and weighted networks. The algorithms are: the clique percolation method [26] , [27] , link-based partitioning [28] and local extension based clustering [29] - [31] .
In this paper, we propose a local optimization algorithm based on cliques (LOC) for overlapping community detection in complex networks. The proposed algorithm is an improvement to the Local Fitness Method (LFM) [29] and Clique Percolation Method (CPM) [26] algorithm. The algorithm picks a node with the highest density and focuses on a clique-based expansion strategy, and it is also based on local optimization function. The progress of clique-based locally optimized expansion can avoid repeated calculation of local optimization function and also fully considered the local characteristics of a community when acquiring natural communities, initializing the community with a node rather than cliques avoids excessively near-duplicate, Different from previous work, the proposed algorithm greatly improves the efficiency of the algorithm and the quality of the community division. The proposed algorithm is more suitable for large-scale and dynamic networks. The LOC allows communities to overlap, each node may appear in more than one community. Many nodes may belong to multiple cliques, thus, the LOC algorithm is able to detect overlapping community structures.
The remainder of this paper is organized as follows. Section II discusses related work, and Section III describes the proposed LOC algorithm. Section IV presents the experimental results of the LOC algorithm obtained on both computer-generated and real-world data sets, compares the clustering accuracy of the proposed algorithm to several overlapping community detection algorithms, and analyzed the proposed algorithm's time complexity. Conclusions and suggestions for future work are presented in Section V.
II. RELATED WORK
The number of communities in a network and their size are unknown in advance, which will be calculated by community detection algorithms [32] .
The Speaker-Listener Label Propagation Algorithm (SLPA) [33] , it is a speaker-listener-based information propagation process, in which a node acted as an information provider or consumer to hold labels in the stochastic process. A previous study [34] proposed the Label Propagation Algorithm based on the Maximal Clique Network detection (MCNLPA) to uncover highly overlapping communities. This algorithm regarded maximal cliques as the nodes of another network, and applied the LPA algorithm to this new matrix. The label propagation algorithm [33] , [34] showed some uncertainty in label clustering. Another study [28] revealed pervasive overlapping communities and hierarchies by links rather than nodes However, this algorithm emphasized community external links rather internal links, which results in many small communities. In addition, the performance of this algorithm was not superior to other algorithms. A previous study [35] - [37] attempted to solve community detection problems using a matrix, however, the matrix operations were difficult for large-scale and dynamics networks.
In 2005, Palla et al. [26] proposed the CPM algorithm. The key idea of the CPM is that communities comprise overlapping complete sub-graphs. In the CPM, communities were interconnected through a series of adjacent k-cliques. Li et al. [38] introduced maximal cliques to uncover overlapping community structures. These algorithms [26] , [27] , [38] were more suitable for edge-intensive networks, spare parts would be inefficient, and the algorithm had no ability to assign nodes that were not part of any cliques. Cui et al. [39] also proposed an algorithm based on the Clustering Coefficient of two neighboring maximal sub-graphs (ACC) to detect overlapping communities, maximal cliques were extracted from a network and merged with the clustering coefficients of neighboring cliques. However, the built-in parameters of the methods [39] - [41] were difficult to determine. One study [42] put forward an algorithm based on Optimization over Maximal Cliques (OMC). The algorithm uncovered all maximum cliques in a network as initial communities, and it repeatedly joined communities in each step when chose the greatest increase in value of EQ function, The ''dendrogram'' corresponding to the largest modularity score is the most accurate partition. Unfortunately, the algorithm consumes a lot of time.
In 2009, Lancichinetti et al. [29] proposed the LFM algorithm. It presented a fitness function based on random seed and local optimization. However, The LFM might be inefficient because it calculated only one node at a time, and nodes were likely to be computed repeatedly. Eustace et al. introduced a neighborhood ratio to identify community size [43] - [45] , Wang and Li [46] proposed the core-vertex to expand a community according to intimate extent, and Wang et al. proposed an overlapping communities method in dynamic social networks [47] .
In 2010, Lee et al. [30] proposed the Greedy Clique Expansion algorithm (GCE). The algorithm found the largest clique as an initial seed, around these seeds, a fitness function was optimized locally using greedy search strategies. Cliques were near-duplicate in structure, so it was ultimately necessary to eliminate similar communities. Another [31] proposed a local community approach to perform community expansion. The method was feed with the local information of neighboring nodes as input, however, the nodes that did not satisfy the optimization function were not promptly handled.
III. LOC ALGORITHM A. LOCAL DENSITY
Given an undirected and unweighted graph G = (V , E), where V = {v 1 , v 2 , v 3 , . . . , v n } is a node set, and E = {e 1 , e 2 , e 3 , . . . , e m } is an edge set.
The main idea of the Density Peaks Clustering Algorithm (DPCA) [28] is to locate high-density regions separated by low-density areas. We reference the local density of the DPCA algorithm, the local density ρ i of node i is defined as Equation (1):
and d ij is the distance between nodes i and j.
Here, we take the shortest path length between nodes as distance d ij , which signifies that the result is robust in terms of the selection of cutoff distance d ij . The magnitude of cutoff distance d c changes in different measurements. According to the literature [48] , for simplicity, the cutoff distance d ij is primarily set to constant d c = 1 mostly in this study.
B. FITNESS FUNCTION
Lancichinetti et al. [29] proposed a fitness function in the LFM algorithm to identify local communities by maximizing the following function. The paper adopt the expression in Equation (2) as the optimization function.
Where respectively, k G in is the inner degrees of community G, which is equal to double the number of edges in community G. k G out is the external degrees of community G, it is the number of edges linking each community node with the rest of the modules, and α is a positive-real tunable parameter to control the size of a community. The larger the value of α, the smaller the community size is.
In Equation (3), given a module fitness function of node A, the node fitness function in terms of a sub-graph f A G is defined as the difference of sub-graph G with and without A, where G + {A} and G − {A} represent whether node A is or is not included in sub-graph G, respectively [38] .
In Figure 1 , for the natural community extension of the sky blue node, the fitness values of all blue nodes are positive, f(v) > 0, and the fitness values of all red nodes are negative, that is, f(v) < 0.
C. LOC ALGORITHM DESCRIPTION
Palla et al. [26] argued that communities consists of a collection of completely connected sub-graphs (cliques). In the CPM, communities are interconnected through a series of adjacent k-cliques. Since a node may belong to multiple k-cliques simultaneously, thus the LOC algorithm has the ability to uncover overlapping community structures.
The proposed LOC algorithm can be divided into two phases, k-clique recognition and natural community expansion. The first stage is to extract all k-cliques in a network. A k-clique is the complete sub-graph which the numbers of nodes are equal to k. The algorithm adopts a recursive algorithm to uncover k-cliques. Let nodes be the sequence
. . , v n } of a network, and the procedure begins with set {v 1 }. Then, detects the first backward node v i linking to node v 1 in the preset order, then recursive this process from {v 1 , v i }, until the recursive termination condition is satisfied that there are k nodes in the collection. Then, the recursion is stepped back to check other possible k-cliques.
In the second phase, the algorithm selects a maximum local density node and takes the node as an initial community. The node with the highest node density is always located in the center area of the community, and other nodes in the network are easily involved. It also addresses unstable partition caused by the random seed selection strategy. The algorithm uses local optimization search based on the fitness function, and k-cliques are added each time when the natural community expands, rather than including only one single node. For expansion, the LOC algorithm finds the local maxima fitness value of neighboring nodes in a community, and the algorithm involves all k-cliques that include this node in the community. Note that the negative fitness value nodes are removed afterwards. This process is repeated until the fitness function value of the community no longer increases, the community is the ultimate one, select the maximum local density one that has never been traversed, until there is no node in the network that has not been visited.
The LOC algorithm considers a community as a collection of fully connected sub-graphs (cliques). First, a node is picked as the initial community, rather than a clique, because some cliques structures are near-duplicate, thus, it is eventually necessary to eliminate these similarly structured communities. The seed selection strategy can effectively simplify the community detection procedure. Adding cliques rather than a single node in the process of local optimization search can speed up convergence to an optimal process. Moreover, the community is extended by only a single node, which involves a huge number of the fitness function calculations. Obviously, the practice reduce the calculation time of the fitness function, which improves the efficiency of the proposed LOC algorithm. In Figure 2 , the network has eight nodes, and the network consists of nodes
is the local density of the corresponding nodes. The above matrix is the shortest path length matrix for the network shown in Figure 2 . The algorithm first finds all 3-cliques, and then the algorithm selects node v 5 with the maximum value as the initial community, the fitness value of nodes v 1 , v 3 , v 6 and v 8 is the maxima among neighboring nodes, pick v 1 for instance, all cliques which include node v 1 are 4 } has no node with negative fitness value. They are involved in the community to form the natural community
The fitness value of node v 3 is the maxima among adjacent nodes. The fitness value corresponding to 4 , v 5 } is 0.824. However, the community fitness value composed of nodes v 1 , v 2 , v 3 and v 4 is 0.833, and node v 5 has a negative fitness value (−0.009), at this time, the community {v 1 , v 2 , v 3 , v 4 } has no node with a negative fitness value. The algorithm excludes node v 5 from the community to get the correct community
Node v 6 is randomly selected from the maximum node set which have not yet been accessed. Repeat the above steps to get another community {v 5 , v 6 , v 7 , v 8 }. The algorithm quickly uncover all proper communities through 3-cliques. 
In Figure 3 , the network has six nodes, and the network comprises nodes {a, b, c, d, e, f, g}, and {7, 4, 4, 4, 4, 4, 4} is the corresponding node local density. The above matrix is the shortest path length matrix for the network shown in Figure 3 . The algorithm first detects all 3-cliques. The algorithm selects node a, which has the maximum value, and the fitness value of nodes b, d, e or f is the maxima among neighboring nodes. As random seed b, all cliques that include node b are involved in the community to form natural community {a, b, c, d}. Then the value of fitness function of the community is 0.8, simultaneously, there is no node with a negative fitness value. The fitness function of community {a, b, c, d, e} or {a, b, c, d, g} is 0.78. In other words, f(e) or f(g) are less than 0.
Finally, node f is selected randomly from the nodes that have not been visited. The above steps are repeated to obtain the right community {a, e, f, g}. The algorithm also discovers overlapping communities, and the overlapping node is node a.
Nodes with the maxima fitness value are selected iteratively. All k-cliques with this node are included to the same community. Subsequently, nodes with negative fitness values are excluded to partition network community structures and detect overlapping nodes. The algorithm emphasizes the built-in parameters as k-cliques of k, and avoids random seed strategy. Since many nodes belong to more than one clique, the algorithm has the ability to uncover natural overlapping groups.
D. FLOW OF LOC ALGORITHM
The flow of the proposed LOC algorithm is summarized as follow:
1. Extract all k-cliques of network G; 2. Rank nodes by the local density in descending order; 3. Pick sub-graph G including node A with the maximum local density value; 4. The fitness function value of each neighboring node around sub-graph G is calculated using Equation (3); 5. If the maxima fitness of a neighboring node is greater than or equal to 0, all k-cliques including the node are added to sub-graph G , yielding a larger sub-graph G . If such a k-clique does not exist, only the target node is added; 6. Recalculate the fitness function of node in sub-graph G ; 7. If there is a node with a negative fitness, it is removed from sub-graph G . Generate a new sub-graph G ; 8. If step 7 occurs, go to step 6, else, go to step 4; 9. Pick a node with the maximum fitness that has not been assigned, and go to step 3. This process is looped until all nodes in the graph are assigned to at least one community. Figure 4 shows the flowchart of the proposed LOC algorithm. The algorithm flow is vividly shown in this figure.
E. TIME COMPLEXITY
It is difficult to uniformly represent the time complexity of the algorithm, because it depends on the extent of community overlap and the community size.
Let n be the number of network nodes, and k max be the average degree of the nodes in a network. The k-clique G .add(k-cliques); / * add all these k-cliques into sub-graph G * / 6. else 7. G .add(v); / * add node v to G * / 8. end if 9. while 10.
recalculate the fitness of the node in G ; 11.
if f(v 0 ) < 0 / * there is node v 0 with a negative fitness value * / 12.
G .delete(v 0 ); / * delete v 0 from sub-graph G For sparse community structures, the second procedure of the LOC algorithm, the algorithm has a worst-case computational complexity of O(n 2 log n). For dense communities with high overlap, let the number of communities be c, and the time complexity is approximately as O(c 2 log c).
The time complexity of other comparison algorithms for comparison, the SLPA algorithm, the time complexity scales as O(T * m), where T is the defined maximum number of iterations, and m is the total number of edges. The time complexity of the GCE algorithm depends on community size and the degree of community overlap. For the MCNLPA algorithm, the maximal cliques stage is an NP-complete problem, and the remaining time complexity is nearly linear. In addition, the complexity time of the ACC algorithm, the computing time is at most O(n 2 ).
IV. EXPERIMENTAL ANALYSIS
The CPU is Intel(R) i7 @3.4GHz with 8GB Memory running Windows 10 operating system; Python version is 2.7.13 and MATLAB version is 7.0.
A. LFR BENCHMARK NETWORK

LFR
benchmark networks proposed by Lancichinetti et al. [49] are a type of computer-generated networks with predefined tunable parameters. The networks possess real-world characteristics and are widely applied in various overlapping network community detection algorithms. The network parameters are illustrated in Table 1 . Table 2 and 3 shows the parameters settings for the LFR benchmark networks in this experiment. Figure 5 shows the heatmaps of the LFR computergenerated networks. The parameters are LFR: the network size N = 128, k = 16, maximum degree of nodes maxk = 16, [minc, maxc] = 32, mu value ranges from 0 to 0.8, and t 1 , t 2 equals to 2 and 1. With the increase of mixed parameters mu. The figures from obvious clustering to impossibly distinguishable partitions. The network has 128 nodes and it is divided evenly into four communities. Here, a node has z in links connecting to nodes in the same community and locates an average z out links to nodes in other communities. The total degree of a node is z = z in + z out = 16. The value of z out is increased from 0 to 8. Figure 5 shows the heatmaps of z out from 0 to 8. Figure 5(a) is heatmap for z out = 0. Figure 5 (i) presents z out = 8.
Lancichinetti et al. [29] extended the Normalized Mutual Information (NMI) as an evaluation index for overlapping community detection. The NMI can be used to effectively evaluate the accuracy of community partition. NMI values ranges from 0 to 1; the greater the NMI value, the better the partition result.
We analyze the proposed LOC algorithms experimentally on various datasets of artificial networks and realworld networks, and we empirically compared with several state-of-the-art algorithms: LINK [28] , GCE [30] , SLPA [33] , MCNLPA [34] , MC [38] and ACC [39] .
For the GCE algorithm, the key parameter k is 3, the builtin parameter α is 1 and ε is 0.6. For the SLPA algorithm, we record the optimal threshold ranges 0.1-0.45, and an interval is 0.05. For the LINK algorithm, the built-in parameter varies from 0.2-0.7, and with an interval value 0.1. Figure 6 and 7 are the comparisons of experimental outcomes of the proposed LOC algorithm. The X axis represents on/N or mu, the Y axis represents NMI. In the experiment, the resolution parameter α in Equation (2) is tuned to 1 in the proposed algorithm, the k value in the k-clique is assigned to 3 or 4, the algorithm get comparative performance.
In Figure 6 (a) and (b), the parameters of networks are LFR: the network size N = 1000, the average degree k = 20, maxk = 50, and the exponent of nodes degree distribution t 1 and the exponent of cluster sizes t 2 equals to 2 and 1. om = 2, on ranges from 0 to 700, [minc, maxc] = [10, 50] , and the mixed parameter mu = 0.1 and 0.3, Experiment evaluates the effect of the LOC algorithm and compares it with state-of-the-art overlapping community detection algorithms in terms of NMI, as the number of overlapping nodes in the network increases. The performance of the algorithm is shown in Figure 6 (a) and (b). As can be seen from the figures, the proposed LOC algorithm demonstrates higher community detection accuracy with different mu values. The LOC is close to the real community structures and the performance obviously exceeds its counterparts except for the GCE algorithm, as the network structures become highly overlapped, the other algorithm has significantly decreased scores as overlapping nodes increase in the network. In Figure 6(a) , the algorithm correctly identified almost the nodes, the fraction of correction is 98.55% when on is 0, an average of 98.2%, of nodes be revealed when on equals 700.
The community size distribution interval [minc, maxc] also has an influence on various community detection algorithms, the network parameters are LFR: the network size N = 1000, the average degree k = 20, maxk = 50, and the exponent of nodes degree distribution t 1 and the exponent of cluster sizes t 2 equals to 2 and 1, on ranges from 0 to 700, om = 2, [minc, maxc] is [20, 100] , and mixed parameter mu is 0.1 and 0.3, the percentage of overlapping nodes in the total number of nodes of the networks increases, the outcome scores of the algorithm are presented in Figure 6 (c) and (d), As the network distribution interval increases. Compared to the other algorithms, the proposed algorithm shows slight fluctuation as the number of overlapping nodes increases. A large community size distribution interval means a great community magnitude. Others performances has less ability to uncover the accurate community besides the GCE algorithm. In Figure 6(c) , the correct proportion is 97% when the value of on is 700, the fraction fail to only 69% in Figure 6(d) counterpart.
The experiment also considers the impact of different network scales and mixed parameter on the algorithm's performance. The non-overlapping community detection accuracy results of the algorithms along with the increasing mixed parameter and network scale in the algorithms are illustrated in Figure 7 (a), (b), (c) and (d), a larger mixed parameter value implies that the algorithm become more different to identify the actual community whatever the algorithm is. It can be concluded from the figures that when network sizes are small and the mixed parameters are increasing, the proposed LOC algorithm demonstrates better community FIGURE 6. NMI for different algorithms of overlapping LFR benchmark networks. (a) LFR (N = 1000, k = 20, maxk = 50, minc = 10, maxc = 50, mu = 0.1, t 1 = 2, t 2 = 1, om = 2, on = 0 − 700). (b) LFR (N = 1000, k = 20, maxk = 50, minc = 10, maxc = 50, mu = 0.3, t 1 = 2, t 2 = 1, om = 2, on = 0 − 700). (c) LFR (N = 1000, k = 20, maxk = 50, minc = 20, maxc = 100, mu = 0.1, t 1 = 2, t 2 = 1, om = 2, on = 0 − 700) (d) LFR (N = 1000, k = 20, maxk = 50, minc = 20, maxc = 100, mu = 0.3, t 1 = 2, t 2 = 1, om = 2, on = 0 − 700). detection performance. In addition, with the increasing network scale, the proposed LOC algorithm also demonstrates better community detection precision. The outcomes of the LOC algorithm are similar to those of the GCE algorithm, both of them has higher partition quality. Obviously, Experiment other results investigate the NMI scores drop quickly than the LOC algorithm as the community become more obscure.
B. REAR-WORLD NETWORK
The first data set is the Karate Club network, which has 34 vertices and 78 edges. This dataset represents the community structure of a Karate Club at an American university. After two years, the club was divided into two factions due to disputes among its members. Figure 8 shows the outcome of the LOC algorithm. The second case is Dolphin data. Lassran observed 62 bottlenose dolphins between 1994 and 2001. During this time, as a dolphin left, the dolphin society was divided into two parts. The third one we consider is college football net for a regular season of 2000, where each node represents a football team, and if two teams play, there is a connection between them. Each team belongs to a conference (community). A team always plays more games in its own meetings and fewer games between meetings.
We evaluated the algorithms on 10 real-world networks from different fields. The data adopted in the experiment are: Karate Club Network by Newman [50] , Dolphin social network [51] , American College football, US politics books, Jazz musicians, human interactions about email, Power, Astrophysics collaborations, High-energy theory collaborations and Internet [52] . Table 4 gives the network parameters in the experiment. The metrics helps to measure complex network clustering are described in the literatures [53] - [55] .
EQ [53] is the metric for evaluation of complex communities that extends Newman's definition of modularity, and we express the modularity as follows: [32] where O v is the number of communities to which node v belongs, A is the adjacency matrix of a network, m = 1 Liu et al. [54] defined the following metric for the quality of community division:
where A is the adjacency matrix for a network, V i is the degree of node i for an unweight network, C x s is a community in the network, and A C x s , i represents the ratio of the number of links of node i that belong to community C x s and the number of edges connected to node i.
Since the most real community structures of real networks are unknown, therefore EQ and the Qa function evaluate the partition criterion for network clustering outcomes in this paper. Table 4 gives the parameters of the 10 real-world networks in this evaluation. Table 5 and Table 6 are the EQ and Qa values of the algorithms on the 10 real networks. Therefore, we conclude that a greater modularity score indicates higher quality of community. The modularity value is always consistent with the compact division in a network. It can be derived from the table that the proposed algorithm in this paper achieves well overlapping community detection precision on such types of true-world datasets. Compared to the other overlapping algorithms, the results of the proposed algorithm are reasonable. For actual networks, the proportion of correctly classified nodes is more or less the same as other algorithms. With the real-world networks, the detection accuracy of the proposed LOC algorithm in some fields is higher than that of the LINK and the MCNLPA algorithms, the scores of the LOC algorithm are superior to them. However, slightly less than the SLPA, the ACC and MC algorithms, the LOC algorithms generally perform the same as the GCE algorithms on the real-world data sets. High measure scores typically means compactable communities, and the LOC algorithm corresponds to the real partition, which is the reason why the value of a few metric perform weakness here. For instance, the GCE algorithm gets a great score with the Karate network and uncover four parts, but the genuine partition of this network is two. The conclusion is that the Qa function is consist with the EQ metric in general.
In Figs 8, 9 and 10, different communities are represented by different colors and sharps. The first dataset is the Karate Club network, which has 34 vertices and 78 edges.
The second case is the Dolphins data. The third case is the US college football network. Figure 8 illustrates the results of partitioning of the Karate Club network using the LOC algorithm. The algorithm splits the Karate into two parts, and nodes 3, 9 and 10 are overlapping nodes. The result is identical with the correct overlapping nodes and overlapping community structures.
The LOC algorithm divides the Dolphins network into three communities, and nodes Mus, Number1 and Notch are overlapping nodes. Figure 9 denotes the visualization of the clustering of the Dolphin network applying the LOC algorithm. As can be seen, only node SN89 is incorrectly partitioned.
Another example from American football team network is the season schedule. It reveals that number of clusters is 12, and it uncover all clusters, approximately 87% of the teams are correctly identified into proper clusters. Figure 10 is the result of our algorithm.
The LOC algorithm has the higher NMI, EQ and Qa values, which indicates that its community detection outcomes are consilient with the genuine cluster structures. The algorithm is able to detect groups of networks, which the cliques can be tightly linked. Nodes on the clique boundary that are not part of the community may be deleted by the local optimization function. Consequently, the research results are the same as the true cluster structures.
The algorithm time efficiency and consumption are within acceptable limits, as Figure 11 reveals. The artificialgenerated networks in the experiment are LFR benchmark, the network size N ranges from 1000 to 5000, the interval is 1000, the average degree k = 20, maxk = 50, and the exponent of nodes degree distribution t 1 and the exponent of cluster sizes t 2 equals to 2 and 1, on equals 100, om equals 2, [minc, maxc] is [10, 50] , the mixed parameter mu is 0.1.
The time efficiency and complexity of the algorithm are also within reasonable range.
V. CONCLUSION
This paper presents an algorithm to uncover overlapping communities in complex networks. The algorithm focuses on the assumption of k-cliques as the unit of communities, and proposes to identify community networks as a collection of overlapping linked cliques. Unlike other algorithms, a reasonable threshold should be set to determine whether there is an edge between cliques, or an isolated node should be considered separately. The algorithm looks upon as the seed selection strategy and topology of network community structures, a single node with the maximum density serves as the seed can eliminate similarities among k-cliques, and adds related-cliques as a natural community to expand, then, nodes with negative local optimization functions are cleared. The algorithm realizes the partition of overlapping network community structures. In both computer-generated networks and real-world networks, the experiment results demonstrate that the proposed algorithm can produce stable results. In addition, the time efficiency and time complexity of the algorithm are within acceptable limits, which also proves that this idea is practicable.
In the future, we plan to examine two points as the directions of the further work. First, we pointed out that the algorithm is directly used to weighted networks. Second, we will investigate applying to bipartite datasets for testing the algorithm.
