Abstract-Nonlinear feedback shift registers (NFSRs) are widely used in stream cipher design as building blocks. In this paper, we study the problem of decomposing an NFSR into the cascade connection of an NFSR into a linear feedback shift register (LFSR), which is a kind of concatenation of an NFSR and LFSR. A necessary and sufficient condition for such decomposition is provided and other algebraic properties about such decomposition are also studied. Based on these theoretical results, a binary decision diagram (BDD)-based algorithm for such decomposition is proposed. Compared with the previous algorithm proposed by Ma et al., our algorithm can find more accurate candidate LFSR and the algebraic properties presented in this paper guarantee that the memory requirement during our verification is linear in the size of the BDD of the NFSRs characteristic function.
I. INTRODUCTION

L
INEAR feedback shift registers (LFSRs) were the most popular building blocks used to design stream ciphers, for they have very good statistical properties, efficient implementations and well-studied algebraic structures. However, correlation attacks and algebraic attacks make people doubt the security of LFSR-based stream ciphers. As an alternative, many ciphers use nonlinear feedback shift registers (NFSRs) as their driving structures, including two of the finalists of eSTREAM, namely Trivium [1] and Grain [2] . Despite the frequent appearance, the theory of NFSRs is not perfect. Many important problems are still open. For example, given an NFSR, it is hard to figure out the periods of its sequences, although some special cases have been investigated, see [3] - [6] for symmetric NFSRs and [7] for Grain-like NFSRs and Trivium-like NFSRs. Another important problem is finding efficient methods to construct NFSRs that generate long period sequences, especially de Bruijn sequences. Algorithms for generating de Bruijn sequences have attracted much attention, see [8] , [9] . However, the known methods are not suitable for stream cipher design. Recently, some progress also has been obtained on the problem of finding the subfamilies of the family of NFSR sequences, i.e., the family of sequences generated by a given NFSR contains the family of sequences generated by another NFSR with fewer stages, see [10] , [11] . The cascade connection of two LFSRs, whose characteristic polynomials are l 1 and l 2 respectively, generates the same set of sequences as LFSR with characteristic polynomial l 0 = l 1 l 2 . To illustrate the same equivalence for the nonlinear case, [12] introduced an order increasing operation on Boolean functions and we denote it by " * " as in [13] to distinguish from the traditional multiplication "·". Denote NFSR with characteristic function f by NFSR 1 and denote NFSR with characteristic function g by NFSR 2 , the cascade connection of NFSR 1 into NFSR 2 generates the same family of sequences as the NFSR with characteristic function h = f * g, namely NFSR 0 , see [12] . The cascade connection configuration of NFSRs is adopted in Grain where NFSR 1 is an LFSR with primitive polynomial to guarantee the long period of sequences. If NFSR 0 has such inherent structure without being aware, there exist two potential problems. First, if NFSR 1 can generate 0-sequence, then the family of sequences generated by NFSR 2 is contained in the one generated by NFSR 0 , i.e., NFSR 0 has a sub-family of sequences. Second, if the sequences generated by NFSR 0 are filtered by g, they would degenerate to the family of NFSR 1 sequences, i.e., the filtered sequences can be generated by NFSR 1 . These problems are more serious when g is a linear function. In [13] , the authors discussed the cycle structure of NFSR 0 where NFSR 2 is an LFSR under the assumption that the cycle structure of NFSR 1 is already known. However they did not give a method to detect the existence of such inherent structure for a given NFSR. The decomposition algorithm for the cascade connection of an NFSR into an LFSR is firstly studied in [14] based on the definition of operation * and the trivial division corresponding to operation * . Recently, [15] proposed an algorithm for general cases. Manipulating Boolean functions in the Algebraic Normal Form (ANF) make these two algorithms face the term explosion during the procedure, which may require huge memory even for reasonably moderate inputs.
In this paper, we concentrate on the decomposition of an NFSR into the cascade connection of an NFSR into an LFSR. The characteristic functions represent NFSRs uniquely, therefore finding such decomposition of NFSR with 0018-9448 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
characteristic function h is equivalent to finding l and f such that h = f * l, where l is a linear Boolean function. We provide a necessary and sufficient condition for such decomposition of Boolean function. Based on this condition, an algorithm for decomposition is proposed which is suitable for Binary Decision Diagram (BDD) implementation. Based on the new theoretical results, our algorithm can find a candidate linear function which is more accurate than the one in [14] . Utilizing the uniqueness of the max-order linear right * -factor (see the definition in Section 2) and the property that the max-order linear right * -factor is a multiple of other * -factor, our algorithm avoids redundant computation in the verification procedure. It is worth pointing out that the complexity of finding the l is a polynomial in the size of the BDD of h and the size of the ANF of h. This paper is organized as follows. In Section 2, the basic terminologies and definitions are introduced. In Section 3, we provide a necessary and sufficient condition for such decomposition of Boolean functions. Further algebraic properties about such decomposition are also studied. Section 4 provides an algorithm for decomposition based on Binary Decision Diagram. Section 5 contains the comparison between our new algorithm and the previous algorithm proposed in [14] . Finally, concluding remarks are given in Section 6.
II. PRELIMINARIES
In this section, we briefly review Boolean functions, Nonlinear Feedback Shift Registers (NFSRs) and the cascade connection of an NFSR into another NFSR. We use the abbreviation w.r.t. for the phrase "with respect to".
A. Boolean Functions
Let n be a positive integer. An n-variable Boolean function f (x 0 , x 1 , . . . , x n−1 ) is a map from n-dimension vector space F n 2 over finite field F 2 to F 2 which is also denoted by f (X) where X = (x 0 , x 1 , . . . , x n−1 ) or simply f. It can be expressed uniquely in the Algebraic Normal Form (ANF), i.e.,
where c I ∈ F 2 and P(N) is the power set of N n−1 = {0, 1, . . . , n − 1}. A product of the form i∈I x i is called a term. The degree of f , denoted by deg( f ), is defined by Let m and n be two non-negative integers, and let especially 1 * g = 1 and 0 * g = 0. Generally, f * g = g * f.
If h = f * g, we say that f is a left * -factor of h and g is a right * -factor of h. The following proposition is an immediate consequence of the definition of operation * . Proposition 1: For any given h, f, g, the following hold: 
We define a map ϕ from linear Boolean functions to univariate polynomials in
It is not hard to prove that
holds for any two linear Boolean functions l 1 and l 2 . In the following, we do not distinguish linear Boolean functions and univariate polynomials over F 2 . For example, given two linear Boolean functions l 1 and l 2 , we refer to the gcd(l 1 , l 2 ) as gcd(ϕ(l 1 ), ϕ(l 2 )). The only exception is that when we refer to the "order" or the "degree", we should distinguish linear Boolean functions and polynomials for ord(l) = deg(ϕ(l)).
B. Nonlinear Feedback Shift Registers
Let n be a positive integer. A diagram of an n-stage NFSR with characteristic function
is given in Fig.1 
The set of all the 2 n sequences generated by NFSR( f ) is denoted by G( f ). A necessary and sufficient condition that all sequences in G( f ) are periodic is that the characteristic function f 1 (x 0 , x 1 , . . . , x n−1 ) ⊕ x n is non-singular, namely
see [17] .
Let n, m be two integers. A diagram of the cascade connection of NFSR( f ) into NFSR(g) is given in Fig.2 , where f = f 1 ⊕ y m and g = g 1 ⊕ x n . The set of the sequences generated by this device is denoted by G( f ; g). In [12] , the authors proved that G( f ; g) = G( f * g). Combined with this result, the following two lemmas imply that the decomposition of NFSR(h) is equal to the decomposition of Boolean function h w.r.t. operation * . Let
The following lemma implies the completeness of C for the decomposition w.r.t. operation * .
Lemma 1:
The set of all the non-singular characteristic functions, i.e., the set
has such completeness as well.
Lemma 2:
We prove the above two lemmas in Appendix. From Proposition 1, h is decomposable if and only if h⊕1 is decomposable. In the following, we assume that all the Boolean functions have no 1-constant term, i.e., all the Boolean functions are contained in
Under this assumption, h = f * g implies that
It means that G(h) contains 2 ord(g) sequences which can be generated by NFSR(g) with fewer stages. When g is linear, such degenerate problem is more serious. Hence, we concentrate our attention on the following problem.
Problem 1 (Linear Right Decomposition):
For a given h ∈ C * , find linear Boolean function l ∈ C * and Boolean function f ∈ C * such that
To study the above problem, we introduce the following two concepts. Given NFSR( f ) and integer
) is a linear space over F 2 as well. When there is no cause for confusion, the subscript N of V N (G( f )) can be omitted for simplicity.
III. THE THEORETICAL RESULTS
In this section, we give some further theoretical results on linear right decomposition.
First of all, we give the following theorem which provide a necessary and sufficient condition for linear right decomposition.
According to the definition of operation * , we have
where A is an (m + 1) × (m + n + 1) matrix in the following form 
For any slice E = (e 0 , e 1 , . . . , e N ) ∈ V N (G(l)), it is not hard to see that
where N = m+n and matrix A is in the form (2) . All the slices E ∈ V N (G(l)) constitute the kernel of A which is denoted by ker(A), i.e., the solution set of system of linear equations
, we can construct the following set
which is a subset of F m+n+1 2
. Then, the space F m+n+1 2 can be partitioned into 2 m+1 disjunctive subsets as follows,
or equivalently,
That means we can extend the relation (4) from I to F m+n+1 2 . In other words,
Note that C * ⊂ C 0 and h and l are both in C * , then f ∈ C 0 is an immediate consequence of Lemma 2, which implies that f ∈ C * .
For sequence s a = (a(i )) i≥0 ∈ G(l) and sequence
, where l is a linear Boolean function, their XOR sequence
is still in G(l). Generally, G(h) is not closed under sequences XOR when h is an nonlinear Boolean function. However, if h = f * l, we have a weak form of the closure property. Let
We have the following corollary.
Corollary 1: With the notation of Theorem 1, h = f * l if and only if
Then we immediately get the following corollary. 
The above corollary implies that for any given h ∈ C * , there exists unique linear right * -factor l whose order is the largest. Furthermore, all the other linear right * -factors are the factors of l w.r.t. polynomial division. The unique l is called the max-order linear right * -factor of h. 1 If h = f * l, where l is the max-order linear right * -factor of h, it is not hard to see that V N (G(l)) ⊂ V (h). In fact, we have the following relation
and only if the inner production
Therefore, the max-order linear right * -factor l can be computed from W by the following theorem. Theorem 2: With the notation above, let
It implies that all the L i are characteristic polynomials of G(l)
Since l is the minimal polynomial of G(l), we have l|l . Conversely, it is not hard to show that
which implies that l is a linear right * -factor of h. Note that l is the unique max-order linear right * -factor, we have that l |l, thus we have l = l . Now, our problem is finding the W. We introduce Z = (z 0 , z 1 , . . . , z N ) as a vector of variables. Denote the set of terms of h by Term(h) and denote the following set
The max-order linear right * -factor of h and the corresponding left * -factor
Decompose the polynomial L into l
Convert the ANF of h into the BDD 6:
Find l in an incremental way 7 :
end for 10: f ← FindLeftFactor(h, l) 11: return l, f 12: end function (5) where
we have a system of |M| = K + 1 nonzero equations as follows,
. . .
It is obvious that |K + 1| < 2 deg(h) |Term(h)|. The solutions of System (6) constitute the linear space V (h). There are many methods to solve such nonlinear system, like Gröbner Base and XL method. However, considering the large number of equations, these methods may need huge memory. On the other hand, it is remarkable that equation
It is obvious that these linear equations are generated by the largest degree terms of h(X). Based on this observation, we can find the max-order linear right * -factor l without solving a large system of nonlinear equations. The idea is finding a candidate polynomial L which is a multiple of the true factor l, and then removing the false factors of L. The details are illustrated in the following section.
IV. THE DECOMPOSITION ALGORITHM
In this section, we propose Algorithm 1 for linear right decomposition. The details about Algorithm 1 are discussed in the following subsections.
The framework of Algorithm 1 can be divided into three parts, 1) First, we find a candidate polynomial L that is a multiple, w.r.t. polynomial division, of the true max-order linear right * -factor of h; Li st ← All the largest degree terms of h 3: for all i∈I x i ∈ Li st do 4: for all i ∈ I do 5: if Polynomial l I \i is not initialized then 6: l I \i ← 0 7:
end if 10: end for 11: end for 12 :
while L has no constant term 1 do 14:
end while 16: return L 17: end function 2) Then we factorize the candidate polynomial L and remove the false factors of L. 2 After this procedure, we will find the true max-order linear right * -factor l. 3) Utilizing l and h, we find the left * -factor f such that h = f * l.
A. Finding the Candidate Polynomial
With the notation above, we discuss how to find the maxorder linear right * -factor l of h in this subsection. As we have pointed out in Section 3, using methods like Gröbner Base or XL method to find the basis of V (h) ⊥ from System (6) is not efficient. Note that all the largest degree terms of h will generate linear equations in System (6). Utilizing these linear equations, we can find a candidate polynomial L such that l | L as in Algorithm 2.
The following theorem gives the correctness and the complexity of Algorithm 2.
Theorem 3: With the notation above, for a given h ∈ C * , Algorithm 2 correctly computes a candidate polynomial 2 ) polynomial manipulations, where N max (h) is the number of the largest degree terms of h. Furthermore, the degree of polynomial L is smaller than ord(h).
Proof: With the notation of Algorithm 2, note that each polynomial in {l I \i } corresponds to a linear equation in System (6) which is generated by the largest degree terms in Boolean function h. Therefore, the correctness of this algorithm is an immediate consequence from Theorem 2. Now we estimate the time complexity. Since the number of the largest degree terms of h is N max (h), there are N max (h) main loops in the procedure. Each loop only consumes deg(h) polynomial manipulations. Then we can say that Algorithm 2 needs O(N max (h) deg(h)) polynomial manipulations for the main loop. Now we discuss the complexity of computing the GCD. For any largest degree term i∈I x i of h, note that i < ord(h) for all i ∈ I, which implies that the degree of polynomial l I \i is smaller than ord(h) immediately. Thus, the degree of L is also smaller than ord(h). Note that for polynomial l 1 of degree n and polynomial l 2 of degree m, the complexity of computing gcd(l 1 , l 2 ) is O(mn), see [19] . The complexity of computing gcd({l I \i }) is bounded by
for there are at most N max (h) deg(h) polynomials in the set {l I \i }. The total complexity of Algorithm 2 is bounded by O (N max (h) deg(h)ord(h) 2 ) .
B. The Choice of Basis
In this subsection, we will discuss how to find the max-order linear right * -factor of h effectively with the known candidate polynomial L. A straightforward way is testing the relation V N (G(l )) ⊂ V (h) for all the factors l | L w.r.t. polynomial division. However, to find out the max-order linear right * -factor l, testing one basis of V N (G(L)) is sufficient if the basis has special algebraic property. In the following, we will give a basis called a testable basis which meet this requirement.
Assume that polynomial L can be factorized into l
The union of the bases of V N (G(l a i i )) is a basis of V N (G(L)).
Therefore, we concentrate on the problem that for given l a p and h, where l p is an irreducible polynomial over F 2 and a is a positive integer, finding the max-dimension linear space
Let E i be a basis of (G(l a  p ) ). An element E is in a testable basis [E 1 , E 2 , . . . , E a ] means E ∈ E i for some 1 ≤ i ≤ a. After testing the relation
for all the elements in a testable basis of V N (G(l a  p ) ), we can determine the largest integer b such that
We propose Algorithm 3 to generate a testable basis for given polynomial l a p and integer N.
Algorithm 3 Generating a Testable Basis of
The main loop 4: for all 0 ≤ k < d do 5: for all 0 ≤ i < j · d do Set the initial state  to (0, . . . , 0, 1, 0, . . . , 0) . 6 : 
To prove the correctness, we only need to show that Algorithm 3 generates a union of the bases of {V i } which satisfies Equation (7). We prove it by induction.
Let E j denote the vector set generated by the j -th main loop. When the algorithm completes the main loop for the first time, each element E ∈ E 1 is a (N + 1)-bit slice in V N (G(l p )) , and all the elements in E 1 are linear independent, i.e., Equation (7) holds for linear space spanned by E 1 , namely span(E 1 ). Assume that Equation (7) holds for space sequence
When the algorithm completes the main loop for the j -th time, the first ( j − 1) · d bits of any E ∈ E j are set to 0 and the next d bits contains only one 1-bit, therefore
Note that line 13 of Algorithm 3 guarantees that
and the positions of the unique 1-bit in the first j · d bits imply that all the slices E ∈ E j are linear independent. Thus Equation (7) holds for space sequence
by induction hypothesis. This concludes the proof of the correctness. 
for all E ∈ E do 5: if h(X ⊕ E) = h(X) then (N deg(l ) ).
C. The Verification Phase
In this subsection, we discuss the verification phase. We propose Algorithm 4 to find the max-order linear right * -factor of h based on Binary Decision Diagram.
Binary Decision Diagram (BDD) is an important way to represent Boolean functions. A BDD is a rooted directed graph with vertex set V contains branch nodes and sink nodes, namely sink 0 and sink 1. A branch node that designates variable x i is labeled by i and it contains two successors, called L O and H I . The arc from a node to its L O(H I ) represents an assignment of variable x i to 0(1). Eventually, each evaluation of f corresponds to a path from the root node to the sink 0 or 1 and the sink 0 or sink 1 represents the value of f. If variables appear in the same order on all the paths from the root to the sink nodes, the BDD is called ordered. A BDD is reduced if L O = H I for all nodes and for any two nodes v 0 and v 1 , the subgraph rooted by v 0 is not isomorphic to the subgraph rooted by v 1 . It is worth pointing out that, for a given variable order 3 where (i (0), i (1), . . . , i (n − 1) ) is a permutation on set N n−1 = {0, 1, . . . , n − 1}, there exists only one reduced ordered BDD which represents f, denoted by B( f ). The number of nodes in B( f ) is called the size of B( f ), denoted by |B( f )|. In the following, we use the abbreviation "BDD" to denote a binary decision diagram that is reduced and ordered. More details about BDD can be found in [20] and [21] .
Algorithm 4 spends most time in generating h(X ⊕ E) and testing relation h(X ⊕ E) = h(X).
Generating h(X ⊕E) in the ANF may cause the term explosion and make the verification procedure impractical. The following 3 The variable order and the order of function have different meanings.
proposition implies that h(X ⊕ E) can be generated efficiently by manipulating Boolean functions in the BDD and the memory requirement is the same as B(h).
Proposition 2: Let B 1 denote the BDD of Boolean function h(x 0 , x 1 , . . . , x n ), and let B 2 denote the BDD of Boolean function h (x 0 , x 1 , . . . , x i ⊕ 1, . . . , x n ) . Then B 2 can be generated from B 1 by exchanging contents of L O and H I of each node in B 1 with index i.
We prove the above proposition in Appendix. Testing h(X) = h(X ⊕ E) is also efficient based on BDD, see [20] . All these facts indicate that the BDD is a more suitable data structure for verification procedure. Under the hypothesis that B(h) has the reasonable size, we claim that Algorithm 4 is efficient.
Theorem 5: For given h ∈ C * and polynomial l = l a p , where l p is an irreducible polynomial, Algorithm 4 computes the largest degree polynomial l b p such that
Proof: Assume that when the algorithm breaks the main loop, the loop index i satisfies (G(l b+1  p ) ). Employing the property of the testable basis, we conclude that the max-degree polynomial is l b p .
From Proposition 2, h(X ⊕ E) can be generated in O(|B(h)|) node manipulations. Testing h(X ⊕ E) = h(X) can be achieved in O(|B(h)|) node manipulations. Note that the loop number i ≤ deg(l ), we can conclude that the number of manipulations is O(deg(l )|B(h)|).
The following theorem indicates that the total number of verifications is bounded.
Theorem 6: With the notation of Theorem 5, the total number of computation for verification in Algorithm 1 is
O(ord(h)|B(h)|).
Proof: Note that the degree of polynomial L is not greater than ord(h). It is an immediate consequence of Theorem 5.
It is worth pointing out that the procedure of testing the relation
for a testable basis can be parallelized. Furthermore, the verification procedure is irrelevant to the variable order of the BDD as long as the elements in vector E are permutated simultaneously. Since the size of BDD is sensitive to the variable order, a proper variable order may reduce requirement of memory in the verification procedure.
D. Find the Left * -Factor
In this subsection, we discuss how to find the left * -factor of h. With the notation above, we assume that h = f * l, Compute matrix A 0 induced by l as Equation (8) 4: ((x 0 , x 1 , . . . , x m )B t ) 6: return f 7: end function 
From the above discussion, we have 
Note that the invertible A 0 is determined by l. Therefore, we can compute f from h and l. This idea is formally described in Algorithm 5.
Assume that the variable order is
That means the index of the root node in B(h) is m + n. 
V. COMPARISONS
We compare our algorithm with the algorithm proposed in [14] from the following two aspects.
• The Selection of the Candidate Polynomial: Since the algorithm proposed in [14] only use partial largest degree terms of Boolean function h, it is not hard to see that the candidate polynomial generated by algorithm in [14] is a multiple of the polynomial L generated by Algorithm 2. It implies that our candidate polynomial is more accurate, sometimes it is the true max-order linear right * -factor already.
• The Verification Phase: Algorithm proposed in [14] uses trivial division w.r.t. operation * for all the factors of their candidate polynomials as the verification algorithm. This leads two drawbacks. First, verifying all the factors causes redundant computation which is avoided in our algorithm, since all the linear right * -factor is a factor, w.r.t. polynomial division, of the max-order one. Second, the usage of ANF makes the algorithm in [14] face the term explosion. Our necessary and sufficient condition for decomposition and the usage of BDD make the memory requirement of our verification phase be bounded by the size of the BDD. The following example illustrates that the trivial division is not efficient.
where deg( f ) ≥ 2. Note that f * l shares the same set of the largest degree terms with h. Therefore, the trivial division has to compute to the last step to make a decision and the total number of computation may be huge. For our algorithm, the number of computation is bounded by O(ord(h)|B(h)|) as presented in Theorem 6. Even for the true linear right * -factor, the trivial division may cause the term explosion. It implies that the trivial division may not complete for the enormous memory requirement. See the following example.
where ord( f ) = m and M is a term of degree D and let 9 , and l 2 = x 0 ⊕ x 1 , then h has 36(≈ 2 5 ) terms and f has 594(≈ 2 9 ) terms.
On the other hand, the usage of the conversion between ANF and BDD implies that our algorithm is more suitable for the cases that the size of ANF and the size of BDD are both reasonably moderate.
VI. CONCLUSION
In this paper, we presented further theoretical results on the decomposition of an NFSR(h) into the cascade connection of an NFSR into an LFSR, which is equivalent to the linear right decomposition of Boolean function h. A necessary and sufficient condition of such decomposition was given. Based on this condition, we proposed a new algorithm for decomposition based on BDD. Compared with the algorithm proposed in [14] , the candidate polynomial generated by our algorithm is more accurate, since we can establish more linear equations. The uniqueness of the max-order linear right * -factor removes redundant computation in our algorithm. It is worth pointing out that the complexity of our verification phase is linear in the size of BDD of the NFSR's characteristic function. Therefore, our algorithm can find the linear right * -factor efficiently, although the procedure of finding the left * -factor may faces the node explosion of BDD. Many algebraic properties about operation * are still not clear, like the uniqueness of the maxorder right * -factor of Boolean function, which will be one subject of future work.
APPENDIX A PROOFS FOR LEMMA 1 AND LEMMA 2
Lemma 1:
Proof: If f, g ∈ C, it is obvious that h = f * g ∈ C. Now assume that h ∈ C, and
For the definition of operation * ,
We can immediately conclude that g 1 = 1. For any given a 1 , a 2 , . . . , a n ) , . . . f (x m , x m−1 , . . . , x 0 ) .
It is not hard to prove that
R( f * g) = R( f ) * R(g).
Combining Lemma 1 with the discussion above, we can prove the following lemma.
Lemma 2: Let h = f * g. Then h ∈ C 0 if and only if f, g ∈ C 0 .
Proof: Note that h ∈ C 0 if and only if h, R(h) ∈ C. Employing Lemma 1, it is obvious that f, R( f ) ∈ C and g, R(g) ∈ C which implies the result already.
APPENDIX B PROOF FOR PROPOSITION 2
Proof: Let B 3 denote the diagram generated from B 1 by exchanging the L O and H I of each node in B 1 whose index is i and let P denote the set of all paths in B 3 . We need to prove that B 2 = B 3 . First of all, it is obvious that the diagram B 3 is ordered.
Assume that B 3 corresponds to Boolean function h . All paths in B 3 can be divided into two sets P 0 and P 1 such that P 0 = {All the paths contain nodes with index i },
Let (c 0 , c 1 , . . . , c n ) correspond to path p ∈ P. If p ∈ P 0 , then it is easy to see that h (c 0 , c 1 , . . . , c i , . . . , c n ) = h(c 0 , c 1 , . . . , c i ⊕ 1, . . . , c n ) . 0 , c 1 , . . . , c i , . . . , c n ) = h(c 0 , c 1 , . . . , c i , . . . , c n ).
Since there is no node of index i in the path p, we conclude that the value of variable x i has no influence on the value h(c 0 , c 1 , . . . , c n ), i.e., h (c 0 , c 1 , . . . , c n ) = h(c 0 , c 1 , . . . , c i We have implemented our algorithms in Sage [22] . See the data in Table I .
In each test, we generate h = f * l randomly 100 times and test the time (in second) of finding h's max linear right * -factors and the number of h's terms. The item |(80, 2, 10), (80, 1, 10) means that f is a quadric Boolean function with 10 terms and l is a linear Boolean function with 10 terms. The platform is Windows 7 with 4.00 GHz Intel Core i7 and 4G RAM.
Remark: Note that the min, the average and the max are referred to the time but not the number of terms, thus the number of terms corresponding to average could be lower than the one corresponding to min.
