Abstract-In this paper, we propose a heterogeneous multisensor fusion algorithm for mapping in dynamic environments. The algorithm synergistically integrates the information obtained from an uncalibrated camera and sonar sensors to facilitate mapping and tracking. The sonar data is mainly used to build a weighted line-based map via the fuzzy clustering technique. The line weight, with confidence corresponding to the moving object, is determined by both sonar and vision data. The motion tracking is primarily accomplished by vision data using particle filtering and the sonar vectors originated from moving objects are used to modulate the sample weighting. A fuzzy system is implemented to fuse the two sensor data features. Additionally, in order to build a consistent global map and maintain reliable tracking of moving objects, the well-known extended Kalman filter is applied to estimate the states of robot pose and map features. Thus, more robust performance in mapping as well as tracking are achieved. The empirical results carried out on the Pioneer 2DX mobile robot demonstrate that the proposed algorithm outperforms the methods a using homogeneous sensor, in mapping as well as tracking behaviors.
INTRODUCTION
Robotic mapping means to generate spatial models of physical environments from sensor measurements through navigation in the environment. To model an unknown environment, a robot has to cope with two types of sensor noise: perception noise and odometry noise. The latter inevitably imposes an inherent self-localization problem, i.e., how to determine the location of the robot relative to its own map. Therefore, in the literature, the robotic mapping problem is commonly referred to as the concurrent mapping and localization (CML) problem [1, 2] or simultaneous localization and mapping (SLAM) problem [3] . SLAM is generally regarded as an essential capability of an autonomous mobile robot to explore unknown environments. Over the past two decades, the field has been received considerable attention [1 -5] and has matured to a point where detailed maps of large-scale complex environments can be constructed. Thrun [6] provides a good review of mapping algorithms, and the SLAM Summer School 2002 [7] provides a comprehensive coverage of the key topics and state of the art in SLAM. However, virtually most all existing state-of-the-art algorithms are designed for static environments, which assume that the mobile robot is the only moving object in the world. Nevertheless, real worlds, where robots are deployed, are usually dynamic, i.e., objects in the environments often change states over time. Therefore, an autonomous mobile robot should be equipped with the ability to map the environments and at the same time to detect any moving objects.
Recently, there has been work on updating maps in dynamic environments. Burgard et al. [8] updated a given static map using the most recent sensor information to deal with people in the environment. Montemerlo et al. [9] employed a Rao-Blackwellized particle filter to solve the simultaneous localization and people tracking based on a prior accurate map of the static environment, which is similar with FastSLAM [5] . Fox et al. [10] proposed a probabilistic technique to identify range measurements that do not correspond to the given model of the environment. These approaches, however, only refine existing maps and remove the influence of state changes, like a door opening or closing, or a trash bin being relocated, etc. More recently, several approaches have been reported for map building in dynamic environments which contain moving objects in the perceptual range of the robots. Biswas et al. [11] derived an approximate expectation-maximization (EM) algorithm for learning object shape parameters at both levels of the hierarchy, using local occupancy grid maps for representing shape. Andradecetto et al. [12] combined the landmark strength validation and Kalman filtering for map updating and robot position estimation to learn moderately in dynamic indoor environments. Hähnel et al. [13] presented a probabilistic approach to map building in populated environments by using sample-based joint probability data association filters (SJPDAFs) to track people in the data obtained with the laser range scanners of the robot. The results of the people tracking are integrated into a scan alignment process and into the map generation process, thus filtering out the spurious objects in the resulting maps. Wolf et al. [14] proposed an online algorithm for SLAM in dynamic environments based on maintaining two occupancy grid maps: one for static objects and another for dynamic ones, and a third landmark map with which localization is solved. This method is limited to moderately dynamic indoor environments, especially the narrow assumption of localization implementation. However, the algorithm has advantages in that it is robust to detect dynamic entities both when they move in and out the robot's field of view. Wang [15] solved the problem of simultaneous localization, mapping and moving object tracking. He presented a framework for solving SLAM with DATMO (detection and tracking moving objects). The idea is to identify and keep track of moving objects in order to improve the quality of the map. His work mainly focuses on representation of the world and data association, including online motion model learning. However, virtually all the above state-of-the-art approaches use SICK scanning laser rangefinders. While the laser is ideal for this due to its accurate and detailed range information, there are drawbacks as well. In particular, the laser is expensive and quite heavy and bulky. It seems that these methods cannot be assigned to costeffective sensor systems such as sonars.
In this paper, as an extension of our prior work [16] , we present a heterogeneous multisensor fusion method to map dynamic environments with mobile robots. Both sonar and cameras can be considered as cost-effective sensors compared to laser scanners. The distance to an object can be measured by means of sonar data, and the vision data is used to interpret ambiguous mapping situations and to detect arbitrary moving objects. We build a weighted line-based map with sonar data by using the fuzzy clustering technique. This process is similar to our previous work [16] except that we introduce a new parameter of weight value into line state. This weight is a confidence belief of each line segment corresponding to a moving object, i.e., a line with a higher weight corresponds more likely to a moving object. This idea is similar to the probabilities of grids in the occupancy grid mapping algorithm [17] and the weights of samples in the condensation algorithm [18] . We detect moving objects by using an uncalibrated camera. This process contains ego-motion compensation of camera images and position estimation of moving objects in the image space. A similar idea has been explored in Ref. [19] . The ego-motion of the camera is estimated by tracking features between images and the position estimation of moving objects is achieved by using a particle filter. At the core of our approach is utilizing the mutual support of a sonar-based map building routine and vision-based motion tracking routine, since during sonar-based map building, the eigenvalues and eigenvectors of the fuzzy clusters are computed. A cluster representative of a moving object can be discerned from stationary objects through its elliptical or rectangular shape and this sonar vector can be integrated to modulate the sample weighting in particle filter. On the other hand, the detected moving objects from vision-based motion tracking can be integrated into the map building routine to modify the line weights as well. As there is no accurate transformation between sonar sensor coordinates and camera image coordinates, we propose a fuzzy system to fuse these two sensor data features (sonar vectors and weighted samples in our case). In order to build a consistent global map and keep reliable tracking of moving objects, we employ the well-known extended Kalman filter (EKF) based on those lines with specific weights to estimate the states of robot and features. Thus, more robust performances of both mapping and tracking are achieved. The main contribution of our proposed algorithm is the incorporation of some matured techniques into one application.
The rest of the paper is organized as follows. We briefly describe our approach to sonar-based mapping and its associated fuzzy clustering-based weighted line extraction and EKF SLAM in Section 2. In Section 3, we present vision-based motion tracking methods. The multisensor fusion in Section 4 explains how to integrate sensor data features from sonar-based mapping and vision-based tracking, and consequently to support each other. Section 5 presents the experiments and illustrates the capability of our approach to map dynamic environments. Finally, the paper is concluded in Section 6.
SONAR-BASED MAPPING
The proposed algorithm in this process is similar to the previous work [16] except for the map model, i.e., a weighted line-based map is used to model the dynamic environment. In this section, we describe the relevant framework and its associated techniques. For more details, the reader may refer to the Appendix or Ref. [16] .
Weighted line extraction
We build the weighted line-based map by using the EAFC algorithm (see Appendix A). However, compared with the prior work [16] , we introduce a new parameter of the weight factor w into the line structure (cf. (5)), which represents the confidence of one line segment corresponding to a moving object. As a mobile robot that carries sonar sensors moves in the environment, it can measure the relative pose of the features with respect to the robot's frame {R}. The relative measurements (actually raw sonar readings, not measurements of extracted features as convention) received at time k by the robot are:
where n is the number of sonar sensors. n x , n y , n z are the components of noise N z (k) in this vector measurement assumed to be zero-mean white Gaussian process with known covariance:
We divide the workspace into small square cells with size:
where L w is the maximum length of the workplace (it is assumed that we know some prior knowledge of the environments such as the approximate size of the workspace). The size of each cell depends on the number of divisions of workplace that is denoted by N . So, after some specific sampling intervals, say t, the measurements {Z(k), . . . , Z(k + t)} are grouped into the cells that are denoted by:
The cell C j contains a discrete sample of measurements z i (k) . EAFC is applied to extract the line segments within that cell. Two clusters (i.e., c = 2 + 1, two for the line cluster and one for the noise cluster) are assumed to overlap in the cell. Every line segment represents the boundary of the world and is modeled as following the structure (in the line segment model s i , more information is stored than the line model i , even some is redundant; we to do so because such information is convenient for local computation) and the line is defined by its polar representation with respect to the robot local frame {R}: 
For each line, the covariance matrix of the line parameters is computed and denoted as:
where σ
is the variance of the line's orientation, σ
is the variance of the line's distance from the origin of robot local frame, and corr (θ i , ρ i ) is the correlation between the line orientation and distance.
As the clusters representative of moving objects have elliptical or rectangular shapes and the visible edges of dynamic objects tracked over samples enclose a finite area, whereas the clusters representative of stationary objects are linear and enclose a negligible area, we calculate the weight w i at this stage by the following and we will update it by fusing the vision data feature which we will discuss later:
where λ ji (j = 1, 2) again are the eigenvalues of the fuzzy scatter matrix S i (cf. (A.8)). The weight w i is the ratio of the standard deviations along the principal axes of the cluster. The weight indicates the shape of the cluster and for linear clusters or lines the ratio is closer to zero. Normally, a randomly selected entry point in the data set initializes cluster centers. Once new measurements are available, the pervious cluster center(s) is/are updated again in the corresponding cell and will be used as initializations in phase I. The direction information (i.e., eigenvectors and the mixing coefficient) is used to initialize the mixing coefficient α i in phase II. The main advantage of our algorithm is to use the pervious results to initialize EAFC in order to reduce the number of iterations. A good initialization mitigates the computational burden in fuzzy clustering, which in turn allows online performance. Figure 1 shows the proposed line extraction process.
In order to improve the quality of the map, the line segments corresponding to the same boundary should be merged up. The proposed method here is similar to compatible cluster merging (CCM) [20] , which aims to find an appropriate number of linear or planar clusters in two-or three-dimensional image data. The kernel of this approach is to calculate a compatibility degree between the line segments based on some geometric constraints. Let the centers of two clusters be {v i , v j }, the unit eigenvectors {u i , u j } and the end-points of two segments {p1 i , p2 i , p1 j , p2 j }.
if u i u j but the two clusters do not lie on the same hyperplane
, if u i may or may not be parallel to u j 1, if u i u j and the two clusters lie on the same hyperplane (11) min
= 0, if two clusters are very close 1, if two clusters are not close enough,
, φ ij is the orientation of the unit vector u ij and τ is a threshold.
The first condition (10) states that the cluster segments should be merged if they are parallel. The second condition (11) states that the cluster segments should lie in the same hyperplane. The last condition (12) states that the clusters should be sufficiently close to one another. Therefore, if all the above conditions hold, the two line segments surely need to be merged up. The compatible line segment merging process is implemented on two levels, i.e., local merging and global merging. When two line segments are extracted in one cell, we then try to merge them, which is at the local level. In global merging, the cells are combined by the merging technique based on the pervious updated cells. The merged segments and the location of the cells are stored in a global buffer for display and global map information purposes. However, the segments in the cells are still stored in the local cell memory. This information is saved for the next update since the pervious cell information is used for initialization in EAFC (Fig. 2 ).
EKF SLAM
In order to build a consistent map, a good localization technique is required. For most commercial robots, only odometry is not accurate enough for reasonable localization, because the position errors grow with drift, bias or slippage and accumulate over time as integration errors without bounds. In addition, the noisy sensor measurements may be unpredictable, which will be even worse in dynamic environments because of the presence of moving objects. Therefore, a reliable localization must be equipped to handle uncertain and ambiguous information. In the case of no prior knowledge of the environments available, both robot pose and feature states have to be estimated simultaneously as the robot navigates, which is the aforementioned SLAM problem. In this work, since the robot does not have any prior knowledge about the environments, an EKF algorithm [3] is used to simultaneously estimate robot pose and build a weighted line-based map. It should be noted that the map built at this stage contains both the lines belonging to stationary objects, denoted by 'static lines', and those corresponding to moving objects, denoted by 'dynamic lines'. It is clear that the weights of dynamic lines should be higher than static lines (cf. (9)). If the EKF estimations of robot pose and line positions are based on the dynamic lines built thus far, the results are prone to be erroneous. Therefore, in order to make the estimations as accurate as possible, we must select the static lines as confidently the as possible to run the EKF localization process. A simple thresholding technique is adopted to distinguish if a line segment corresponds to moving objects or not:
where η is the thereshold obtained by trial and error. We provide a mathematical framework of EKF SLAM below, which is quite popular in the literature [6, 7] .
SLAM propagation with odometry. The robot pose estimates at time
T . Now suppose that a robot is moving on a planar surface with translational velocity V (k) and rotational velocity ω(k). The kinematic equations in discrete form that describe the motion of the robot with respect to global frame {G} (all states estimated by the filter are expressed in global frame) are:
We assume that the measured linear and rotational velocities V m (k) and ω m (k) are corrupted by a zero-mean Gaussian noise process denoted by n V (k) and n ω (k):
with covariances σ 2 V and σ 2 ω , respectively. We also can derive the kinematic equations with error stateX R (k) in matrix form that shows how the robot propagates its error states (for any state variable x, as convention, we will denote its estimate byx and its error state byx and its true value by x andx = x −x):
and the state error covariance propagates as follows:
Assume that there exist n f static features (i.e., static lines s in this work) in the environment. The real, estimated and error 'motion' equations for any one static line (
T ) are (in order to simplify the presentation we ignore the superscript s):
By augmenting the state vector X with poses of all the features along the pose of the robot X R :
and then we can derive the error propagation of this augmented state vector:
. . .
The covariance propagation is now given by:
Note that the upper-left diagonal element of this covariance matrix
is the same as if the robot was propagating its covariance on its own without considering the presence of features. By repeating the same process t times, one can straightforwardly derive the expression for the covariance propagation after t steps (if no update occurred between k and (k + t)).
SLAM update with relative measurements.
In this section, we describe the measurement model we employ for performing EKF updates. In each update step (or after t sampling intervals), the aforementioned weighted line extraction algorithm is applied to obtain measurements of the boundary of the workspace and then a set of M lines is extracted. However, keep in mind that this set of lines contains both static lines and dynamic lines, and in the SLAM update only static lines can be used. With (13) , the set of extracted lines is divided into two subsetsa static line set s and dynamic line set d :
where s/d mi is the measured line, static or dynamic, whose parameters are directly extracted from the segment s i (cf., (5)), i is the true line in robot local frame {R} with line parameters (ρ i , θ i ) (cf., (6) ) and n i is a noise vector with covariance matrix R i is computed from i (cf., (7)) and P i (cf., (8)).
In order to perform EKF to update the SLAM state X (cf., (25)) by using the measurements, a measurement model is required (the measurement here specifically is the extracted static line, different from the aforementioned measurements of raw sonar readings). From Fig. 3 , one can derive the following expressions: where
T is the robot position and
) 2 is the distance from the origin of the global frame and θ R = atan 2(p R (2), p R (1)) is the angle of the viewing robot from the global frame. Due to errors in the line measurement and robot pose estimate, quantities called residuals arise. With Taylor series expansion, we can derive the following expression for residuals.
where H i is the Jacobian based on the functions of (31), i.e.,
. In order to perform the EKF update, all detected static lines are used to define a residual vector:
Equation (33) defines the innovation of the EKF update. The covariance matrix of the innovation is given by:
and thus the Kalman gain matrix is determined as:
Finally, we obtain the state and covariance updateŝ If a perfect map is available during robot navigation, the above SLAM problem will be reduced into the localization only problem, because the only state vector is the robot pose X R and there is no line pose X i any more. Note that the EKF state estimator works exactly the same as for the localization problem. Figure 4 shows the result of running the above EKF algorithm on the localization problem.
VISION-BASED MOTION TRACKING
It is fairly challenging for a mobile robot to map dynamic environments because of the presence of some unpredictable motions such as walking people. In order to perform effectively in such dynamic areas, the ability of motion detection and estimation is the most fundamental skill for a robot. Many works [21, 22, 24, 25] in the literature have been reported on tracking with different sensors in different environments. However, it is not easy for a moving robot to detect motions, because two independent motions are blended together, i.e., ego-motion of the robot and motions of moving objects. In order to detect moving objects robustly, the robot should be able to identify these two independent motions from sensor measurements. Once a motion has been identified, objects in the scene need to be tracked and fused into a mapping process to improve the map quality. In this work, we use an uncalibrated camera to detect and track motions with the support information from the sonar-based mapping process. In this section we introduce our approach to solve the vision-based motion tracking problem. Generally, the proposed method, a similar idea to that explored in Ref. [19] , contains two steps:
ego-motion compensation and position estimation for moving objects in the image space.
Ego-motion compensation
Background subtraction is a popular technique in computer vision for finding moving objects in a sequence of images [25] . However, conditionally both the background scene and camera are required to be static when the technique is applied. Generally, as in the case like ours (because the camera is mounted on the robot and the robot is moving) that the camera moves as well, an ego-motion compensation is employed first to compensate for the background motion. A motion model is assumed and motion parameters are estimated. Then the background is registered ideally and the objects can be detected pixel by pixel. The underlying assumptions are that the motion model is sufficiently accurate, the parameters are accurately estimated and the camera lenses are, more or less, distortion free. Unfortunately, these assumptions are very crisp in practice.
Since the two consecutive images I (k) and I (k + 1) at time k and k + 1, respectively, are in different coordinate systems, as the robot moves, a transformation k+1 k T from the image coordinate of I (k) to that of I (k + 1) is needed in order to directly compare the two images. In this work, we estimate the transformation by tracking two corresponding features in the image sequence. As the independently moving objects exist in the images as well, an outlier detection algorithm is needed to make this compensation insensitive to such motions. Although these days the SIFT method [26] is one of the most popular methods for tracking features, it is quite time-consuming and not suitable for real-time performance. So, we resort to some other approach. Specifically, the feature set f (k) in I (k) is selected by using the feature selection algorithm [27] and then the Lucas-Kanade method [28] is applied to track these features in the image I (k + 1) to find the corresponding set of features f (k + 1). However, some of the features associated with moving objects maybe lead to the inference of an inaccurate transformation although in our indoor case there are not many. These features should be eliminated from the feature set before the transformation is computed (Fig. 5) . Noted that a bilinear transformation model is assumed (cf., (39)).
where T 0 is the initial transformation and ξ is a threshold, and f s and f d are, respectively, associated with static features and features originating from moving objects. The model parameter estimation is thus performed in three steps summarized in Table 1 . Once the correspondence feature sets f (k); f (k + 1) are obtained, a least-squares optimization method is used to estimate the transformation 
where N f is the number of selected features. When the transformation model is available, image I (k) is transformed into I (k) before comparing with I (k + 1) to eliminate the effect of the ego-motion:
Then, the difference image I d that represents the possible moving objects between two consecutive images can be computed by (42) and some results are shown in Fig. 6 (some simple thresholding and clustering techniques are used to make the difference image more robust): 
Position estimation for moving objects
After the ego-motion compensation, we obtain a difference image sequence I d (k) (actually the difference image I d (k) here has been normalized), whose normalized pixel values represent the probability of moving objects. Let X d (k) denote the position of a moving object and Bel (X d (k)) be the posterior probability distribution of that object. The position of the moving objects can be computed recursively by using Bayes filters:
) and with Markov assumption. Closed-form solutions for calculating (43) are only, known for highly specialized cases in continuous sate space. For instance, it Bel (X d (0)) is Gaussian, and 
. A common approximation in nonlinear non-Gaussian systems is to linearize the actuation and measurements models. If the linearization is obtained via a first-order Taylor series expansion, the result is known as EKF [3] . Unscented filters [29] often obtain a better linear model through (non-random) sampling. However, all these techniques are confined to cases where the Gaussian-linear assumption is a suitable approximation. In this work, no prior knowledge about unknown moving objects is available. Those assumptions are easy to be violated. So, we adopt particle filtering [30] to estimate the posterior probability distribution (43). Particle filters are simple but effective Bayesian approximate techniques for calculating posteriors in partially observable controllable Markov chains. In addition, their ability to perform multi-modal tracking is attractive for multi-target tracking.
The basic idea is to approximate the posterior by a set of samples (or particles) {s(k) [i] }. Here, s(k) [i] is a concrete state sample with index i, where it ranges from 1 to N s , the size of the particle filter. The most basic version of the particle filter, also called the sampling importance resampling (SIR) method, is given in Table 2 . As shown in Table 2 , particle filtering requires two models for the estimation process, i.e. motion model and measurement model. A constant velocity motion model is used in this work. It is a reasonable assumption because there are usually no complicated dynamics in indoor environments:
where
is the normalized parameterized noise. This noise is added into the motion model to overcome an intrinsic limitation of the particle filter, which is that all particles move in a converging direction. However, a dynamic mixture of divergence and convergence is required to detect newly Table 2 . SIR algorithm (i) Sampling with the motion model of moving objects s(k) [ 
(ii) Calculate importance weight with the sensor measurement model (k
, if ν < ς, then resample using the systemic resampling technique Figure 7 . Motion tracking using particle filter in two-dimensional image space: (a) moving objects manually marked and (b) tracking moving objects by particle filter.
introduced moving objects. Therefore, the inverse-proportional noise is added into the motion model. For the sensor model, the normalized difference image I d is directly used as sensor input. The particle filters use a m × m fixed-size mask to evaluate each particle. By using the mask, salt-and-pepper noise can be eliminated:
So far, the particle filter can generate a set of weighted particles that estimate the posterior probability distribution of moving objects, but the particles are not easy to process in the following step. More intuitive and meaningful data can be extracted by clustering the particles. Given the estimated posterior distribution using particles, a mixture of Gaussians is inferred corresponding to the posterior distribution using the EM algorithm [31] . The Gaussian mixture function represents the original posterior distribution and the regions of moving objects can be extracted by thresholding the Gaussian mixture function. For real-time application, the maximum iterations of the EM algorithm are fixed to a constant. Figure 7 shows the tracking results.
MULTISENSOR FUSION
It is usually hard for a single sensor to provide the level of reliability and coverage of information necessary for safe navigation in dynamic environments, especially the low-cost sensors with relative lower resolution and accuracy of measurements, such as sonars and cameras. As the proposed algorithm of mapping dynamic environments has a 2-fold meaning, the conventional map building, and detection and tracking of moving objects, it is not sufficient to use only either a sonar or camera. A sonar is a cheap sensor, but with low resolution and accuracy, and gives only a vague hint about the nature of the object. Moreover, the features extracted from sonar data are not very specific and hardly detect other objects as potential moving objects as well. However, it can provide fairly good distance measurements. Cameras can be considered as cheap sensors compared to laser scanners or other expensive sensors, and visual data can be used to solve ambiguous situations and to discriminate moving objects from arbitrary objects and track them. Therefore, we combine the information from the two heterogeneous sensors to perform mapping and tracking, thus taking advantage of the mutual support of the sonar-based mapping process and the vision-based tracking process.
The idea of combining information from multiple sensors is not original and is widely referred to as multisensor fusion in the literature [32, 33] . Extensive coverage on various techniques used for multisensor fusion has been reported in Ref. [34] . However, it is not easy to fuse information from sonars and cameras to construct a complete environmental map, especially in the dynamic world. The main reason for this is that sonar and vision operate on different physical principles and provide completely different types of information: point range data and passive two-dimensional images. Also, completely different processing principles are used to manipulate and extract information from these two different sensor sources. A wide variety of computer vision algorithms exist for extracting color, texture and shape from an image, whereas sonar data processing is mainly concerned with time-of-flight and amplitude information to determine object range and size. In this work, we propose a fuzzy system to integrate information from the two sensors. The general principle is that only specific feature information (i.e., line weight in mapping process w and sample weight in tracing process ) and not raw data is integrated to provide more reliable information. Vision-based tracking will be used to support the reliability of motion detection in sonar-based mapping. On the other hand, vision-based tracking can benefit from sonar-based mapping by using it as third cue for calculating the sample weighting.
Support of sonar-based mapping from vision data
We must admit that the method of fuzzy clustering-based motion detection in the sonar-based mapping process is quite simple and not very reliable. That is, the calculated line weights w in this stage cannot accurately classify the moving objects and static objects. Thus, the case where vision data supports sonar-based mapping is more important. At each sampling interval, each extracted line segment with respect to the robot local frame R s j (cf., (5)) is first projected onto the x-axis in the robot coordinate {R} and get the line region
Since the camera is mounted on the robot facing the front with a fixed angle, it is easy to transform the image into robot coordinate (we assume the camera frame is the same as the robot local frame). Thus, we can obtain the image columns corresponding to the line regions. In each column, the sum of the sample weights is calculated (i.e., ¯ [i] ), rendering a vector with high values on those positions where it is most likely that the moving object is. Then we compare the weight of this line w j and the sum of the sample weights ¯ [i] to confirm whether this line corresponds to a moving or static object. If they are both big, the line could be associated with a moving object more likely than with a static object and vice versa. We update the line weight w j by using a fuzzy system based on the current line weight w j and sum of the sample weights ¯ [i] . The idea is to calculate the output variable of the updated line weightŵ as a weight average of the input variables w and ¯ [i] ; the fuzzy logic-based controller determines the weights accorded to these input variables. The member functions are defined in Fig. 8 . The fuzzy rule base for tuning the output variables is shown in Table 3 . These rules reflect some specific characteristics of the different sensors. Moving objects detected by vision data are more reliable than those found by sonar data. Vision data, therefore, gives more contributions than sonar data. 
Support of vision-based tracking from sonar data
As the sonar scan, as well as the image constitute the overlapped description of the robot's front area with an approximate wide angle, it is possible to assign a scan measurement at position p in the scan to each position q in the image. In this way, the sonar vector can be used to modulate the sample weighting in the particle filter.
In detail, we perform this modulation process as summarized in Table 4 . As seen from Table 4 , it is clear that only those samples that are supported by the visionbased cues and, at the same time, lie in a direction with a short distance measured from the sonar sensors get high weights, while the samples that are only supported either by the vision or the sonar eventually die out.
EXPERIMENTAL STUDIES
In order to validate the algorithm presented in this paper, simulations and experiments are carried out on an ActivMedia Pioneer 2DX mobile robot (Fig. 9a ) which is equipped with 16 sonar sensors, a Cannon VC-C4 camera, a SICK laser range finder and a PNI vector module. The latter two sensors (laser and vector module) are temporarily not used in this work. This mobile robot is equipped with both front and rear sonar arrays, each with eight sonar sensors. The sonar positions in all arrays are fixed, one on each side and six facing outward at 20
• intervals as shown in Fig. 9b . The computation was performed on a laptop (IBM X31, Pentium M 1.4 GHz). This work is implemented with Saphira and Aria with their API libraries supplied by ActivMedia Robotics, and the SRI simulator is used in the simulation. Some simulation results have already been reported in previous sections (Figs 1, 2, 6  and 7) .
We performed the experiment in an indoor environment the same as the prior work [16] , except that there were some people moving around the robot during this experiment. The purpose of this experiment was to test the capability of our approach to map a dynamic environment, and at same time to detect and track moving objects, based on the sonar and vision data. Some preliminary results of the map obtained from the sonar-based mapping process are shown in Fig. 10 (some preliminary results of motion tracking were already reported in Fig. 7) . (ii) Calculate the weighing factor s in each direction by:
where p is the position in the sonar scan, r s (p) is the range measurement of the sonar for position p and r max is the maximum range measurement of the sonar.
(iii) Modulate the sample weighing in the particle filter (q) [i] by:
where q is the position in the image. Then, the normalized sample weight is updated by:
Noted that for convenience, we ignore the time index k here. 
CONCLUSIONS
This work demonstrates an approach to fuse multiple heterogeneous sensor information to map dynamic environments. In contrast to employing expensive but accurate sensors, cost-effective sensors with a low resolution and accuracy, such as sonars and uncalibrated cameras, are used in this work. Therefore, it is a much more challenging task to robustly model the environments, and at the same time to reliably detect and track moving objects. The core of our approach is to make use of the mutual support from sonar data and vision data. Sonar is basically used to build a weighted line-based map, but the support from the vision-based tracking process is also incorporated to enhance its own built map. On the other hand, vision-based tracking takes advantage of the support from sonar data to improve the tracking reliability as well. The techniques used in this work are individually matured and well-known. However, the main contribution of this work is to incorporate them into one design process with practical implementation to solve the problem of mapping dynamic environments, which to the best of our knowledge has not been sufficiently tackled before using the two sensors employed in this study. In our future work, we are interested in analytically fusing range and vision data by using more accurate sensors such as lasers and stereo vision to solve the same problem. It is also necessary to learn the motion model online for more reliable multitarget tracking instead of using a presumed model. 
The cluster centers v i can be obtained by:
(A.
3)
The fuzzy membership matrix U can be obtained by: . Theoretical details and proofs of the above are well documented, and can be found in Ref. [35] . Obviously phase I is to select the cluster centers within the data set by the standard FCM algorithm.
After obtaining the cluster centers v in the data set, AFC is used to calculate the line segments based on the initialization of the fuzzy partition matrix U . D ik is the distance of the point from the line prototype and is given by:
where u i is the unit eigenvector corresponding to the largest eigenvalue of the fuzzy scatter matrix S i of the ith cluster (cf. (A.9)) and stands for the direction of this cluster (i.e., line). α i is given by 8) where λ ji (j = 1, 2) are the eigenvalues of the fuzzy scatter matrix S i :
(A.9) (i) Fix c (2 c < n) and m (1 m < ∞).
Initialize the cluster center matrix v with a randomly selected entry in the data set.
Initialize the fuzzy partition matrix U (ρ=0) with identity.
( In this phase, we also integrate the noise clustering (NC) technique with AFC. The NC technique [37] considers the noise as a separate cluster that includes data that have not been classified into any other cluster. The noise distance d n is defined by Let ε I and ε II be the stopping condition in phases I and II, respectively. The outline of the proposed algorithm is summarized in Table A.1. 
