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Abstract
In this paper, community detection in hypergraphs is explored. Under a generative hypergraph model called
“d-wise hypergraph stochastic block model” (d-hSBM) which naturally extends the Stochastic Block Model (SBM)
from graphs to d-uniform hypergraphs, the asymptotic minimax mismatch ratio (the risk function in the community
detection problem) is characterized. For proving the achievability, we propose a two-step polynomial time algorithm
that provably achieves the fundamental limit. The first step of the algorithm is a hypergraph spectral clustering
method which achieves partial recovery to a certain precision level. The second step is a local refinement method
which leverages the underlying probabilistic model along with parameter estimation from the outcome of the first
step. To characterize the asymptotic performance of the proposed algorithm, we first derive a sufficient condition for
attaining weak consistency in the hypergraph spectral clustering step. Then, under the guarantee of weak consistency
in the first step, we upper bound the worst-case risk attained in the local refinement step by an exponentially decaying
function of the size of the hypergraph and characterize the decaying rate. Compared to the existing works in SBM,
the main technical challenge lies in the complex structure of error events since community relations become much
more complicated. We tackle the challenge by a series of non-trivial generalizations. To ensure the optimality of
the refinement algorithm, all possible misclassification patterns among a wealth of community relations should be
considered and treated with care when concentration inequalities are applied. Moreover, in proving the performance
guarantee of the spectral clustering algorithm, we have to deal with random matrices whose entries are no longer
independent as opposed to its graph counterpart. For proving the converse, the lower bound of the minimax mismatch
ratio is set by finding a smaller parameter space which contains the most dominant error events, inspired by the
analysis in the achievability part. It turns out that the minimax mismatch ratio decays exponentially fast to zero as
the number of nodes tends to infinity, and the rate function is a weighted combination of several divergence terms,
each of which is the Re´nyi divergence of order 1/2 between two Bernoulli distributions. The Bernoulli distributions
involved in the characterization of the rate function are those governing the random instantiation of hyperedges in
d-hSBM. Experimental results on synthetic data validate our theoretical finding that the refinement step is critical in
achieving the optimal statistical limit.
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2I. INTRODUCTION
Community detection (clustering) has received great attention recently across many applications, including social
science, biology, computer science, and machine learning, while it is usually an ill-posed problem due to the lack
of ground truth. A prevalent way to circumvent the difficulty is to formulate it as an inverse problem on a graph
G = {V , E}, where each node i ∈ V = [n] , {1, . . . , n} is assigned a community (label) σ (i) ∈ [k] , {1, . . . , k}
that serves as the ground truth. The ground-truth community assignment σ : [n]→ [k] is hidden while the graph G
is revealed. Each edge in the graph models a certain kind of pairwise interaction between the two nodes. The goal
of community detection is to determine σ from G, by leveraging the fact that different combination of community
relations leads to different likeliness of edge connectivity. When the graph G is passively observed, community
detection can be viewed as a statistical estimation problem, where the community assignment σ is to be estimated
from a statistical experiment governed by a generative model of random graphs. A canonical generative model is the
stochastic block model (SBM) [3] (also known as planted partition model [4]) which generates randomly connected
edges from a set of labeled nodes. The presence of the
(
n
2
)
edges is governed by
(
n
2
)
independent Bernoulli random
variables, and the parameter of each of them depends on the community assignments of the two nodes in the
corresponding edge.
Through the lens of statistical decision theory, the fundamental statistical limits of community detection provides
a way to benchmark various community detection algorithms. Under SBM, the fundamental statistical limits have
been characterized recently. One line of work takes a Bayesian perspective, where the unknown labeling σ of nodes
in V is assumed to be distributed according to certain prior, and one of the most common assumption is i.i.d. over
nodes. Along this line, the fundamental limit for exact recovery is characterized [5] in the full generality, while
partial recovery remains open in general. See the survey [6] for more details and references therein. A second line of
work takes a minimax perspective, and the goal is to characterize the minimax risk, which is typically the mismatch
ratio between the true community assignment and the recovered one. In [7], a tight asymptotic characterization of
the minimax mismatch ratio for community detection in SBM is found. Along with these theoretical results, several
algorithms have been proposed to achieve these limits, including degree-profiling comparison [8] for exact recovery,
spectral MLE [9] for almost-exact recovery, and a two-step mechanism [10] under the minimax framework.
However, graphs can only capture pairwise relational information, while such dyadic measure may be inadequate
in many applications, such as the task of 3-D subspace clustering [11] and the higher-order graph matching problem
in computer vision [12]. Moreover, in a co-authorship network such as the DBLP bibliography database where
collaboration between scholars usually comes in a group-wise fashion, it seems more appropriate to represent
the co-writing relationship in a single collective way rather than inscribing down each pairwise interaction [13].
Therefore, it is natural to model such beyond-pairwise interaction by a hyperedge in a hypergraph and study
the clustering problem in a hypergraph setting [14]. Hypergraph partitioning has been investigated in computer
science, and several algorithms have been proposed, including spectral methods based on clique expansion [15],
hypergraph Laplacian [16], game-theoretic approaches [17], tensor method [18], linear programming [19], to name
a few. Existing approaches, however, mainly focus on optimizing a certain score function entirely based on the
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3connectivity of the observed hypergraph and do not view it as a statistical estimation problem.
In this paper, we investigate the community detection problem in hypergraphs through the lens of statistical
decision theory. Our goal is to characterize the fundamental statistical limit and develop computationally feasible
algorithms to achieve it. As for the generative model for hypergraphs, one natural extension of the SBM model to a
hypergraph setting is the hypergraph stochastic block model (hSBM), where the presence of an order-h hyperedge
e ⊂ V (i.e. |e| = h ≤M , the maximum edge cardinality) is governed by a Bernoulli random variable with parameter
θe and the presence of different hyperedges are mutually independent. Despite the success of the aforementioned
algorithms applied on many practical datasets, it remains open how they perform in hSBM since the the fundamental
limits have not been characterized and the probabilistic nature of hSBM has not been fully utilized.
As a first step towards characterizing the fundamental limit of community detection in hypergraphs, in this work
we focus on the “d-wise hypergraph stochastic block model” (d-hSBM), where all the hyperedges generated in the
hypergraph stochastic block model are of order d. Our main contributions are summarized as follows.
• First, we characterize of the asymptotic minimax mismatch ratio in d-hSBM for any order d.
• Second, we propose a polynomial time algorithm which provably achieves the minimax mismatch ratio in the
asymptotic regime, under mild regularity conditions.
To the best of our knowledge, this is the first result which characterizes the fundamental limit on the minimax
risk of community detection in random hypergraphs, together with a companion efficient recovery algorithm. The
proposed algorithm consists of two steps. The first step is a global estimator that roughly recovers the hidden
community assignment to a certain precision level, and the second step refines the estimated assignment based on
the underlying probabilistic model.
It is shown that the minimax mismatch ratio in d-hSBM converges to zero exponentially fast as n, the size of
the hypergraph, tends to infinity. The rate function, which is the exponent normalized by n, turns out to be a
linear combination of Re´nyi divergences of order 1/2. Each divergence term in the sum corresponds to a pair of
community relations that would be confused with one another when there is only one misclassification, and the
weighted coefficient associated with it indicates the total number of such confusing patterns. Probabilistically, there
may well be two or more misclassifications, with each confusing relation pair pertaining to a Re´nyi divergence
when analyzing the error probability. However, we demonstrate technically that these situations are all dominated
by the error event with a single misclassified node, which leaves out only the “neighboring” divergence terms in
the asymptotic expression. The main technical challenge resolved in this work is attributed to the fact that the
community relations become much more complicated as the order d increases, meaning that more error events may
arise compared to the dichotomy situation (i.e. same-community and different-community) in the graph SBM case.
In the proof of achievability, we show that the second refinement step is able to achieve the fundamental limit
provided that the first initialization step satisfies a certain weak consistency condition. The core of the second-
step algorithm lies in a local version of the maximum likelihood estimation, where concentration inequalities are
utilized to upper bound the probability of error. Here, an additional regularity condition is required to ensure that
the probability parameters, which corresponds to the appearance of various types of hyperedge, do not deviate
too much from each other. We would like to note that this constraint can be relaxed as long as the number of
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4communities k considered does not scale with n. For the first step, we use the tools from perturbation theory such
as the Davis-Kahan theorem to prove the performance of the proposed spectral clustering algorithm. Since entries
in the derived hypergraph Laplacian matrix are no longer independent, a union bound is applied here to make the
analysis tractable with the concentration inequalities. The converse part of the minimax mismatch ratio follows a
standard approach in statistics by finding a smaller parameter space where we can analyze the risk. We first lower
bound the minimax risk by the Bayesian risk with a uniform prior. Then, the Bayesian risk is transformed to a
local one by exploring the closed-under-permutation property of the targeted parameter space. Finally, we identify
the local Bayesian risk with the risk function of a hypothesis testing problem and apply the Rozovsky lower bound
in the large deviation theory to obtain the desired converse result.
Related Works
The hypergraph stochastic block model is first introduced in [20] as the planted partition model in random
uniform hypergraphs where each hyperedge has the same cardinality. The uniform assumption is later relaxed in a
follow-up work [21] and a more general hSBM with mixing edge-orders is considered. In [22], the authors consider
the sparse regime and propose a spectral method based on a generalization of non-backtracking operator. Besides,
a weak consistency condition is derived in [21] for hSBM by using the hypergraph Laplacian. Departing from SBM,
an extension to the censored block model to the hypergraph setting is considered in [23], where an information
theoretic limit on the sample complexity for exact recovery is characterized. As for the proposed two-step algorithm,
the refine-after-initialize concept has also been used in graph clustering [8], [9], [10] and ranking [24].
This paper generalizes our previous works in the two conference papers [1], [2] in three ways. First, [1] only
explores the extension from the graph SBM to 3-hSBM case where the observed hyperedges are 3-uniform, as
compared to a more general d-hSBM model for any order d analyzed in [2] and here. In addition, the number of
communities k is allowed to be scaled with the number of vertices n in this work, rather than being a constant as
assumed in [2]. This slight relaxation actually leads to another regularization condition imposed on the connecting
probabilities, which is an non-trivial technical extension. Finally, we also demonstrate that our proposed algorithms:
the hypergraph spectral clustering algorithm and the local refinement scheme are able to achieve the partial recovery
and the exact recovery criteria, respectively.
The rest of the paper is organized as follows. We first introduce the random hypergraph model d-hSBM and
formulate the community detection problem in Section II. Previous efforts on the minimax result in graph SBM and
3-hSBM are refreshed in Section III, which motivates the key quantities that characterize the fundamental limit in
d-hSBM. The main contribution of this work, the characterization of the optimal minimax mismatch ratio under d-
hSBM for any general d, is presented in Section IV. We propose two algorithms in Section V along with an analysis
on the time complexity. Theoretical guarantees for the proposed algorithms as well as the technical proofs are
given in Section VI, while the converse part of the main theorem is established in Section VII. In Section VIII, we
implement the proposed algorithms on synthetic data and present some experimental results. The paper is concluded
with a few discussions on the extendability of the two-step algorithm and the minimax result to a weighted d-hSBM
setting in Section IX.
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5Notations
• Let |S| denote the cardinality of the set S and [N ] , {1, 2, . . . , N} for N ∈ N.
• Sn is the symmetric group of degree n, which contains all the permutations from [n] to itself.
• The function σ(x) , (σ(x1), . . . , σ(xn)) represents the community label vector associated with a labeling
function σ : [n]→ [k] for a node vector x = (x1, . . . , xn).
• For any community assignment y = (y1, . . . , yn) ∈ [k]n and permutation π ∈ Sk, yπ , (yπ(1), . . . , yπ(n))
denotes the permuted assignment vector.
• The asymptotic equality between two functions f(n) and g(n), denoted as f ≍ g (as n → ∞), holds if
limn→∞ f(n)/g(n) = 1.
• Also, f ≈ g is to mean that f and g are in the same order if f(n)/C ≤ g(n) ≤ Cf(n) for some constant
C ≥ 1 independent of n. f . g, defined by limn→∞ (f(n)− g(n)) ≤ 0, means that f(n) is asymtotically
smaller than g(n). f & g is equivalent to g . f . These notations are equivalent to the standard Big O notations
Θ(·), O(·), and Ω(·), which we also use in this paper interchangeably.
• ‖x‖2, ‖x‖1 is the ℓ2 and ℓ1 norm for a vector x, respectively.
• dH(x,y) is the Hamming distance between two vectors x and y.
• For a matrix M, we denote its operator norm by ‖M‖op and its Frobenius norm by ‖M‖F.
• For a d-dimensional tensor T, we denote its (l1, l2, ..., ld)-th element by Tl, where l , (l1, ..., ld), and we
write T = [Tl].
• Finally, let O(k1, k2) =
{
V ∈ Rk1×k2 | VTV = Ik2
}
for k1 ≥ k2 be the set of all orthogonal k1×k2 matrices.
II. PROBLEM FORMULATION
A. Community Relations
Before introducing the random hypergaph model d-hSBM, we first describe the community relations among d
nodes, which serves as the basic building block of our model. Let Kd , {ri} be the set of all possible community
relations under d-hSBM and κd , |Kd| denotes the total number of them. In contrast to the dichotomy situation
(same community or not) concerning the appearance of an edge between two nodes in the usual symmetric SBM,
there is a growing number of community relations in d-hSBM as the order d increases. In order not to mess up with
them, we use the idea of majorization [25] to organize Kd with each ri in the form of a histogram. Specifically, the
histogram operator hist(·) is used to transform a vector r ∈ [k]d into its histogram vector hist(r). For convinience,
we sort the histogram vector in descending order and append zero’s if necessary to make hist(r) a length-d vector.
The notion of majorization is introduced as follows. For any a, b ∈ Rd, we say that a majorizes b, written as
a ≻ b, if ∑ki=1 a↓i ≥ ∑ki=1 b↓i for k = 1, . . . , d and ∑di=1 ai = ∑di=1 bi, where x↓i ’s are elements of x sorted
in descending order. Observe that each community relation ri in Kd can be uniquely represented, when sorted in
descending order, by a d-dimensional histogram vector hi. We arrange the elements in Kd in majorization (pre)order
such that hi ≻ hj if and only if i < j. For example, r1 is relation all-same with the most concentrated histogram
h1 = (d, 0, . . . , 0) and r2 is the only-1-different relation with h2 = (d − 1, 1, 0, . . . , 0). Likewise, rκd−1 is the
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6only-2-same relation with hκd−1 = (2, 1, . . . , 1, 0) and the last one in Kd, relation all-different rκd , has a histogram
vector hκd = (1, . . . , 1) being the all-one vector.
Example 2.1 (K4 in 4-hSBM): |K4| = κ4 = 5 with histogram vectors being
Relation Histogram Connecting Probability
r1 (all-same) h1 = (4, 0, 0, 0) p1
r2 (only-1-different) h2 = (3, 1, 0, 0) p2
r3 h3 = (2, 2, 0, 0) p3
r4 (only-2-same) h4 = (2, 1, 1, 0) p4
r5 (all-different) h5 = (1, 1, 1, 1) p5
B. Random Hypergraph Model: d-hSBM
In a d-uniform hypergraph, the adjacency relation among the n nodes in G = (V , E) can be equivalently
represented by a d-dimensional n × · · · × n random tensor A , [Al] (the size of each dimension being n),
where l = (l1, . . . , ld) ∈ [n]d is the access index of an element in the tensor. The following two natural conditions
on this adjacency tensor come from the basic properties of an undirected hypergraph:
No self-loop: Al 6= 0 ⇐⇒ |{l1, . . . , ld}| = d (all d elements in l are distinct)
Symmetry: Al = Alpi ∀π ∈ Sd.
For each l, Al is a Bernoulli random variable with success probability Ql. The parameter tensor Q , [Ql] depends
only on the community assignments of the associated nodes in the hyperedge and forms a block structure. The
block structure is characterized by a symmetric community connection d-dimensional tensor B ∈ [0, 1]k×···×k
where Ql = Bσ(l).
To setup the parameter space considered in our statistical study, below we first introduce some further notations.
Let nt = |{i | σ(i) = t}| be the size of the t-th community for t ∈ [k]. Besides, let p = (p1, . . . , pκd) ∈ (0, 1)κd
where pi denotes the success probability of the Bernoulli random variable that corresponds to the appearance of
a hyperedge with relation ri ∈ Kd. We make a natural assumption that pi ≥ pj ∀i < j. The more concentrated a
group is, the higher the chances that the members will be connected by an hyperedge.
Remark 2.1: We would like to note that there is nothing peculiar about the assumption that pi’s are in decreasing
order and the condition can be relaxed. All that is required are that the connecting probabilities pi’s are well
separated and the difference between each pi − pj are within the same order. See Section VI for a more formal
statement of our main result.
The parameter space considered here is a homogeneous and approximately equal-sized case where each nt ≈
⌊
n
k
⌋
.
Formally speaking (let n′ ,
⌊
n
k
⌋
),
Θ0d(n, k,p, η) ,
{
(B, σ) | σ : [n]→ [k], nt ∈ [(1− η)n′, (1 + η)n′] ∀t ∈ [k]
}
(1)
where B has the property that Bσ(l) = pi if and only if hist(σ(l)) = hi. In other words, only the histogram of the
community labels within a group matters when it comes to connectivity. η is a parameter that controls how much
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7nt could vary. We assume the more interesting case that η ≥ 1n′ where the community sizes are not restricted to be
exactly equal. Interchangeably, we would write l
σ∼ ri to indicate the community relation within nodes l1, . . . , ld
under the assignment σ. Throughout the paper, we will assume that the order d of the observed hypergraph is a
constant, while the other parameters, including the total number of communities k and the hyperedge connection
probability p, can be coupled with n. Specifically, k can either be a constant or it can also scale with n. Moreover,
as pointed out in [1], the regime where the hypergraph SBM is weakly recoverable could be orderly lower than the
one considered in SBM of graphs [8]. To guarantee the solvability of weak recovery in d-hSBM, we set the probability
parameter p should at least be in the order of Ω
(
1
nd−1
)
. Therefore, we would write p = 1
nd−1
(a1, . . . , aκd) where
ai = Ω(1) for all i = 1, . . . , κd. We would like to note that the probability regime Ω
(
1
nd−1
)
considered here is
first motivated in [1]. Under 3-hSBM, the authors in [1] consider p = Ω
(
1
n2
)
for the probability parameter, which is
orderly lower than the one (Θ
(
1
n
)
) required for partial recovery in [8] and the minimax risk in [7] for graph SBM.
The motivation is that, since the total number of random variables in a random 3-uniform hypergraph is roughly
n-times larger than those in a traditional random graph, the underlying hypergraph is allowed to be n-times sparser
and still retain a risk of the same order. In light of this, we relax the probability parameter p from Ω
(
1
n
)
to
Ω
(
1
nd−1
)
in d-hSBM.
C. Performance Measure
To evaluate how good an estimator σ̂ : G → [k]n is, we use the mismatch ratio as the performance measure to
the community detection problem. The un-permuted loss function is defined as
ℓ0(σ1, σ2) ,
1
n
dH(σ1, σ2)
where dH is the Hamming distance. It directly counts the proportion of misclassified nodes between an estimator
and the ground truth assignment. Concerning the issue of possible re-labeling, the mismatch ratio is defined as the
loss function which maximizes the agreements between an estimator and the ground truth after an alignment by
label permutation.
ℓ(σ̂, σ) , min
π∈Sk
ℓ0(σ̂π , σ) (2)
As convention, we use Rσ(σ̂) , Eσℓ(σ̂, σ) to denote the corresponding risk function. Finally, the minimax risk for
the parameter space Θ0d(n, k,p, η) under d-hSBM is denoted as
R∗d , inf
σ̂
sup
(B,σ)∈Θ0
d
Rσ(σ̂).
Remark 2.2: Notice that in a symmetric (homogeneous) SBM [6], the connectivity tensor B is uniquely determined
by the labeling function σ. Therefore, we would drop the subscript B in PB,σ {·} and write Pσ {·} when it comes
to the uncertainty arising from the random hypergraph model with the underlying assignment being σ. Similarly,
we would write Eσ [·] instead of EB,σ [·] for ease of notation.
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8III. PRIOR WORKS
For the case d = 2, the asymptotic minimax risk R∗2 is characterized in [7], which decays to zero exponentially
fast as n → ∞. In addition, the (negative) exponent of R∗2 is determined by the Re´nyi divergence of order 1/2
between two Bernoulli distributions Ber(p) and Ber(q)
Ipq , −2 log
(√
pq +
√
1− p
√
1− q
)
(3)
where p is the success probability of a same-community edge while q stands for a different-community one.
Extending from traditional graph SBM to a hypergraph setting, the authors in [1] generalize the minimax result
obtained in [7] to the 3-hSBM model as follows
− logR∗3 ≍
(
n′
2
)
Ipq + (k − 2)(n′)2Iqr
where the probability parameter p = (p, q, r) corresponds to the community relations with histograms (3, 0, 0),
(2, 1, 0) and (1, 1, 1), respectively. Observe that the exponent of the minimax risk in 3-hSBM does not depend on the
divergence term Ipr explicitly. That is, R
∗
3 consists of only those neighboring divergence terms whose histogram
vectors have a ℓ1 distance of 2. Besides, associated with each divergence term Ipipj is a weighted coefficient, i.e.(
n′
2
)
for Ipq and (k − 2)(n′)2 for Iqr . These coefficients appears in the hypothesis testing problem when deriving
the lower bound of the minimax result. Essentially, they represent the total number of random variables that appear
either as a relation-ri hyperedge or as a relation-rj hyperedge when the community label of this targeted node is
being tested.
It turns out that the optimal minimax risk in d-hSBM also decays to zero exponentially fast, given that the outcome
of the initialization algorithm satisfies a certain condition. The exponent, as stated formally later, is a weighted
combination of divergence terms. To specify the weight in this weighted average, we introduce further notations
below. We use Nd ,
{
(ri, rj) | i < j, ‖hi − hj‖1 = 2
}
to denote the collection of ordered pairs of relations in Kd
that are neighbors to each other. Second, there is a combinatorial number associated with every pairwise divergence
term. Precisely, let us consider a least favorable sub-parameter space of Θ0d.
ΘLd (n, k,p, η) ,
{
(B, σ) ∈ Θ0d | nt ∈ {n′ − 1, n′, n′ + 1} ∀t ∈ [k], nσ(1) = n′ + 1
}
(4)
In ΘLd , each community takes on only three possible sizes. In addition, there are exactly n
′ + 1 members in the
community where the first node belongs. We pick a σ0 in Θ
L
d and construct a new assignment σ[σ0] based on σ0:
σ[σ0](i) =

argmin2≤t≤k {nt = n′} , for i = 1
σ0(i) , for 2 ≤ i ≤ n.
In other words, assignments σ[σ0] and σ0 only disagree on the label of the first node. For each pair (ri, rj) in Nd,
we define the weighted coefficient
mrirj ,
∣∣∣{l = (1, l2, . . . , ld) | l σ0∼ ri, l σ[σ0]∼ rj}∣∣∣
as the number of relation-ri hyperedges that we mistake as relation-rj hyperedges. Note that the above definition
is independent to the choice of σ0 ∈ ΘLd due to the community size constraints.
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9Example 3.1 (N4 in 4-hSBM): |N4| = 5 with elements
Relation Pair Weighted Coefficient
(r1, r2) mr1r2 ≍
(
n′
3
)
(r2, r3) mr2r3 ≍
(
n′
2
)
n′
(r3, r4) mr3r4 ≍ n′(k − 2)
(
n′
2
)
(r2, r4) mr2r4 ≍
(
n′
2
)
(k − 2)n′
(r4, r5) mr4r5 ≍ n′
(
k−2
2
)
(n′)2
Note that mr1r2 is the smallest while mr4r5 is the largest.
IV. MAIN CONTRIBUTION
The optimal minimax risk for the homogeneous and approximately equal-sized parameter space Θ0d(n, k,p, η)
under the probabilistic model d-hSBM is characterized as follows.
Main Theorem: Suppose p = 1
nd−1
(a1, · · · , aκd) = Ω
(
1
nd−1
)
and ai ≈ aj ∀i, j = 1, . . . , κd. If∑
i<j:(ri,rj)∈Nd
mrirjIpipj
kd log k
→∞ (5)
and ∑
i<j:(ri,rj)∈Nd
mrirjIpipj
kdmax(i,j):(ri,rj)∈Nd
p1−pκd
pi−pj
→∞ (6)
as n→∞. Then
log R∗d ≍ −
∑
i<j:(ri,rj)∈Nd
mrirjIpipj . (7)
If k is a constant, then (7) holds without the further assumption (6).
Remark 4.1: In this work, we assume that the order of the hypergraph d is a constant. More generally, one
may also wonder how the characterized minimax risk changes when this order d is also allowed to scale with n.
Certainly, the expression above for the optimal minimax risk depends on the hypergraph order d, yet only implicitly.
To obtain an explicit form of R∗d in terms of d, we have to get further estimates of those weighted coefficientmrirj ’s
as well as the corresponding Re´nyi divergence term Ipipj ’s. The latter can be estimated by Ipipj ≈ (ai−aj)
2
nd−1ai
when
ai ≈ aj = ω
(
1
nd−1
)
as assumed in the main theorem. On the other hand, as commented in Example 3.1, it is
not hard to see that mrirj achieves its minimum at
(
n′
d−1
)
between r1 with h1 = (d, 0, . . . , 0) and r2 with h2 =
(d − 1, 1, 0, . . . , 0) while it attains its maximum at n′(k−2
d−2
)
(n′)
d−2
between rκd−1 with hκd−1 = (2, 1, . . . , 1, 0)
and rκd with hκd = (1, . . . , 1). Therefore, when the differences ai−aj are constant ∀i < j : (ri, rj) ∈ Nd, the last
term with mrκd−1rκd dominates other terms in the summation
∑
i<j:(ri,rj)∈Nd
mrirjIpipj seeing that the parameter
k is coupled with n. In particular, the error exponent for the optimal minimax risk in equation (7) is in the order of
1
(d−2)! . Surprisingly, the minimax risk would decay more slowly due to the factorial term in the denominator as the
order d increases. However, we would like to note that this observation is valid only under the assumption that the
considered hypergraphs are in the sparse regime Θ
(
1
nd−1
)
where there are roughly n logn hyperedges generated
no matter how large the order d is.
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The minimax risk is provably achieved, through Theorem 6.1 in Section VI, by the proposed two-step algorithm.
Roughly speaking, we first demonstrate that the second-step refinement is capable of obataining an acurate parameter
estimation as long as the first-step initialization satisfies a weak consistency condition. Then, the local MLE step is
proved to achieve a mismatch ratio as the desired minimax risk, with which the local majority voting could recover
the true community label for each node with the guaranteed risk. Finally, we show that our proposed spectral
clustering algorithm with the hypergraph Laplacian matrix are qualified as a first-step initialization algorithm. We
will compare our theoretical findings to those for the graph case [10] below as well as for the hypergraph setting
[21] later in Section VI. On the other hand, the converse part is established through Theorem 7.1 in Section VII.
A. Implications to Exact Recovery
Since we consider a minimax framework, the theoretical guarantees of our two-step algorithm are also sufficient
to ensure the partial recovery and the exact recovery as considered under the Bayesian perspective [8]. Before
presenting the theorems in regard to the community recovery in the Bayesian case, let’s first refresh on these two
recovery notions. The definitions of different recovery criterions discussed here can be found in the comprehensive
survey [6]. We paraphrase them below for completeness. Please refer to the survey for more details and the references
therein. In terms of the mismatch ratio (2),
Definition 4.1 (Revised Definition 4 in [6]): Consider a σ ∈ Θd(n, k,p, η) and a corresponding random hypergraph
G. The following recovery requirements are solved if there exists an algorithm A which takes G as input and
estimates σ̂ = A(G) such taht
• Partial Recovery: P {ℓ(σ̂, σ) ≤ α} = o(1), α ∈ (0, 1)
• Exact Recovery: P {ℓ(σ̂, σ) = 0} = o(1)
where the probability is taken over the random realizations of G and the asymptotic notation is with respect to the
growth of n.
Our proposed two-step algorithm in Section V can provably satisfy the exact recovery criterion.
Theorem 4.1: If
lim inf
n→∞
∑
i<j:(ri,rj)∈Nd
mrirjIpipj
logn
> 1, (8)
then Algorithm 1 combined with Algorithm 2 is able to solve the exact recovery problem.
Proof. With (8), for any n ∈ N there exists a small constant c > 0 such that∑
i<j:(ri,rj)∈Nd
mrirjIpipj
logn
> 1 + c.
By the Markov inequality, we have
P
{
ℓ(σ̂, σ) <
1
n
}
≤ n · E [ℓ(σ̂, σ)]
≤ nR∗d < n−c.
Note that the event that mismatch ratio is smaller than 1
n
is equivalent to the event that it is identical to 0. 
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We would like to note that partial recovery is immediate from the exact recovery. Indeed, the required condition
can be relaxed from (8) and depends on the extent of distortion α.
B. Comparison with [10]
We can recover the minimax result obtained in [10] by specializing d = 2 in the main theorem above. In [10], the
authors consider the traditional SBM model under a homogeneous parameter space with connecting probability being
p = (p, q) = ( a
n
, b
n
). We would like to note that the parameter space considered in [10] is more general in the sense
that it needs not be nearly equal-sized case. To be more specific, the size of each community nt is allowed to vary
within
[
1
β
n′, βn′
]
(where n′ = ⌊n
k
⌋). However, the parameter β controlling this variation is itself only restricted
in the range [1,
√
5/3] for some technical issue, which makes the attempted relaxation on the community size less
interesting. In light of this, we compare only the minimax result in [10] with β = 1, which is Θ02 in our notation.
The overall result for Θ02(n, k,p, η), when combining the spectral initialization step with the local refinement step
proposed therein (denoted as σ̂GM), can be summarized as follows: Suppose p = (
a
n
, b
n
) and a ≈ b. If
(a− b)2
ak3 log k
→∞ (9)
as n→∞. Then, there exists a sequence ζn → 0 such that
sup
(B,σ)∈Θ02
Pσ
{
ℓ(σ̂GM, σ) ≥ exp
(− (1− ζn)n′Ipq)}→ 0. (10)
Indeed, conditiion (9) required is exactly the same as (5) by using the approximation Ipq ≈ (a−b)
2
na
. Note that
there is only one community relation pair (r1, r2) in N2 and the weighted coefficient is mr1r2 = n′ ≍ nk . In fact,
the situation is very simple in SBM since there are only two possible community relations, i.e. intra-community
(relation all-same) and inter-community (relation all-diff ). On the contrary, the relational information gets more
and more complicated as d increases. This inevitable “curse of dimension” is reflected in the second assumption
(6) we made in the main theorem. First, recall that we set all of the probability parameters p = (p1, . . . , pκd) in the
same order as the condition a ≈ b required in [10]. Apart from that, we also need to make sure that the differences
pi − pj associated with the pairs (ri, rj) ∈ Nd remain in the same order to successfully upper-bound the error
probability in the proof of achievablity. Under the traditional SBM, it is not hard to see that the assumption (6) is
weaker than the assumption (5). Therefore, the overall requirement is equivalent to (9) made in [10] without any
further assumption.
V. PROPOSED ALGORITHMS
In this section, we propose our main algorithm for community detection in random hypergraphs, which is later
in Section VI proved to achieve the minimax risk R∗d in the d-hSBM asymptotically. The algorithm (Algorithm 1)
comprises two major steps. In the first step, for each u ∈ [n], it generate an estimated assignment σ̂u of all nodes
except u by applying an initialization algorithm Alginit on the sub-hypergraph without the vertex u. For example,
we can apply the hypergraph clustering method described in Subsection V-B on A−u, the (n− 1)× · · · × (n− 1)
sub-tensor of A when the u-th coordinate is removed in each dimension. Then, in the second step, the label of
February 6, 2018 DRAFT
12
u under σ̂u is determined by maximizing a local likelihood function described in Subsection V-A. Note that the
parameters of the underlying d-hSBM need not be known in advance, as it could conduct a parameter estimation
before computing the local likelihood function if necessary. Finally, with n estimated assignments {σ̂u : u ∈ [n]},
the algorithm combines all of them together and forms a consensus via majority neighbor voting.
A. Refinement Scheme
Let us begin with the global likelihood function defined as follows. Let
L(σ;A) ,
∑
{i|ri∈Kd}
∑
{l|l
σ
∼ri}
(
log piAl + log(1− pi)(1−Al)
)
(11)
denote the log-likelihood of an adjacency tensor A when the hidden community structure is determined by σ. For
each u ∈ [n], we use
Lu(σ, t;A) ,
∑
{i|ri∈Kd}
∑
{l|l1=u,l
σ
∼ri}
(
log piAl + log(1 − pi)(1 −Al)
)
(12)
to denote those likelihood terms in (11) pertaining to the u-th node when its label is t. It is not hard to see
that Lu(σ, t;A) is a sum of independent Bernoulli random variables. However, Lu(σ, t;A) is not independent of
Lv(σ, s;A) for any u 6= v since those random hyperedges that might enclose vertex u and vertex v simultaneously
appear in both of the summands of the likelihood terms. The global likelihood function and the local likelihood
function is related by
L(σ;A) =
1
d
∑
u∈[n]
Lu(σ, t;A).
This is because each likelihood term in (11) is counted exactly d times when summing over all possible equation
(12)’s. For each node u ∈ [n], based on the estimated assignment of the other n− 1 nodes, we use the following
local MLE method to predict the label of u.
σ̂u(u) , argmax
t∈[k]
Lu(σ, t;A)
When the connectivity tensor B that governs the underlying random hypergraph model d-hSBM is unknown when
evaluating the likelihood, we will use L̂(σ;A) and L̂u(σ, t;A) to denote the global and local likelihood function
with the true B replaced by its estimated counterpart B̂. Since the presence of each edge is independent based on
our probabilistic model, we use the sample mean B̂u to estimate the real parameters. Note that the superscript u
is to indicate the fact that the estimation B̂u is calculated with node u taken out. Finally, consensus is drawn by
using the majority neighbor voting. In fact, the consensus step looks for a consensus assignment for the n possible
different community assignments obtained in the local MLE method in Algorithm 1. Since all these n assignments
will be close to the ground truth up to some permutation, this step combines all of them to conclude a single
community assignment as the final output.
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Algorithm 1: Main Algorithm
Input: Observation tensor A ∈ {0, 1}n×···×n,
number of communities k,
initialization algorithm Alginit.
Local MLE:
for u = 1 to n do
Apply Alginit on A−u to obtain σ̂u(v) ∀v 6= u.
Define C˜ui = {v|σ̂u(v) = i} for all i ∈ [k].
Estimate entries of B by its sample mean B̂u. Specifically, estimate each probability parameter pi with
p̂i =
∑
lAl1
{
l
σ̂u∼ ri
}
∑
l 1
{
l
σ̂u∼ ri
}
Assign the label of node u according to
σ̂u(u) = argmax
t∈[k]
L̂u(σ̂u, t;A) (13)
end
Consensus: Define σ̂(1) = σ̂1(1). For u = 2, . . . , n, define
σ̂(u) = argmax
t∈[k]
∣∣{v|σ̂1(v) = t} ∩ {v|σ̂u(v) = σ̂u(u)}∣∣ (14)
Output: Community assignment σ̂2.
B. Spectral Initialization
In order to devise a good initialization algorithm Alginit, we develop a hypergraph version of the unnormalized
spectral clustering [26] with regularization [27]. In particular, a modified version of the hypergraph Laplacian
described below is employed. Let H = [Hve] be the |V| × |E| incidence matrix, where each entry Hve is the
indicator function whether or not node v belongs to the hyperedge e. Note that the incidence matrix H contains
the same amount of information as the the adjacency tensor A. Let
du ,
∑
e∈E
Hue
denote the degree of the u-th node, and
d¯ ,
1
n
∑
u∈[n]
du
be the average degree across the hypergraph. The unnormalized hypergraph Laplacian is defined as
L(A) , HHT −D (15)
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where D = diag(d1, . . . , dn) is a diagonal matrix representing the degree distribution in the hypergraph with
adjacency tensor A and (·)T is the usual matrix transpose. Note that L(A) can be thought of as an encoding of
the higher-dimensional connectivity relationship A into a two-dimensional matrix.
Before we directly apply the spectral method, high-degree abnormals in the tensor A is first trimmed to ensure
the performance of the clustering algorithm. Specifically, we use Aτ to denote the modification of A where all
coordinates pertaining to the set {u ∈ [n] | du ≥ τ} are replaced with all-zero vectors. Let Hτ and Dτ be the
corresponding incidence matrix and degree matrix of Aτ , respectively. The spectrum we are looking for is the
trimmed version of L, denoted as
Tτ (L(A)) , HτHTτ −Dτ (16)
where the operator Tτ (·) represents the trimming process with a degree threshold τ . We use
SVDk (Tτ (L(A))) , Û =
[
uT1 · · · uTn
]T ∈ Rn×k
to denote the k leading singular vectors generated from the singular value decomposition of the trimmed matrix
Tτ (L(A)). Note that in a conventional spetral clustering algorithm, each node i ∈ [n] is represented by a reduced
k-dimensional row vector ui. The spectral clustering algorithm is described in Algorithm 2.
Algorithm 2: Spectral Initialization
Input: Spectrum SVDk (Tτ (L(A))) =
[
uT1 · · · uTn
]T
,
number of communities k,
cirtical radius r = µ
√
k
n
with some µ > 0.
Set S = [n].
for t = 1 to k do
Let st = argmaxi∈S
∣∣{j ∈ S : ‖uj − ui‖2 < r}∣∣.
Set Ĉt = {j ∈ S : ‖uj − ust‖2 < r}.
Label σ̂(i) = t ∀i ∈ Ĉt.
Update S ← S \ Ĉt.
end
Cleanup: If S 6= ∅, then for any i ∈ S, set
σ̂(i) = argmin
t∈[k]
1∣∣Ĉt∣∣
∑
j∈Ĉt
‖uj − ui‖2
Output: Community assignment σ̂1.
Similar to classical spectral clustering, we make use of the row vectors of Û to cluster nodes. In each loop, we
first choose the node which covers the most nodes with radius r in S to be the clustering center. Then, we assign
all nodes whose distance from this center is smaller than r to this cluster. At the end of the loop, we remove all
nodes within this cluster from S. The final cleanup step (2) in the algorithm is to assign those nodes that deviate
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too much from all k clusters. It assigns each remaining node to the cluster between which it has the minimum
average distance.
Remark 5.1: It is noteworthy that Algorithm 2 is just one method which is eligible to serve as a qualified first-step
estimator Alginit. As mentioned above, the minimax risk is asymptotically achievable with Algorithm 1 as long
as the initialization algorithm does not mis-classify too many nodes. The weak consistency requirement is stated
explicitly in Section VI when theoretical guarantees are discussed.
C. Time Complexity
Algorithm 2 has a time complexity of O(n3), the bottleneck of which being the SVDk step. Still, the computation
of SVD could be done approximately in O(n2 log n) time with high probability [9] if we are only interested in
the first k spectrums. As for the refinement scheme, the sparsity of the underlying hypergraph can be utilized to
reduce the complextiy since the whole network structure could be stored in the incidence matrix H equivalently as
in the d-dimensional adjacency tensor A. As a result, the parameter estimation stage only requires O(dm) where
m = |E| is the total number of hyperedges realized. Similary, the time complexity would be O(kdm) and O(kn2)
for the calculation of likelihood function and the consensus step, respectively. Hence, the overall complexity for
Algorithm 1 and Algorithm 2 combined are O(n3 logn+ nkm+ kn2) for a constant order d. It further reduces to
O(n3 logn) in the sparse regime p = O(log n/nd−1) where m = O(n log n) with high probability.
Remark 5.2: It is possible to simplify our algorithm in the same way as in [10], where the SVD is done only
once. The time complexity of the simplified version of our algorithm will be O(n2 log n) in the sparse regime.
This is comparable to the any other state-of-art min-cut algorithm, which usually exhibit time complexity at least
O(|V ||E|). Although we are not able to provide any theoretical guarantee for this simplified version, as in [10],
empirically it seems to have the same performance as the original algorithm. Proving its asymptotic optimality is
left as future work.
VI. THEORETICAL GUARANTEES
Combining the first-step and second-step algorithm in Section V, we have the following overall performance
guarantee which serves as the achievability part of the Main Theorem in Section IV.
Theorem 6.1: Suppose p = 1
nd−1
(a1, · · · , aκd) = Ω
(
1
nd−1
)
and ai ≈ aj ∀i, j = 1, . . . , κd. If (5) and (6) holds as
n→∞. Then, the combined estimator σ̂2 (Algorithm 1) along with estimator σ̂1 (Algorithm 2) is able to achieve
a risk of
sup
(B,σ)∈Θ0
d
Rσ(σ̂2) ≤ exp
(
− (1 + ζn)
∑
i<j:(ri,rj)∈Nd
mrirjIpipj
)
(17)
for some vanishing sequence ζn → 0. If k is a constant, then (17) holds without the further assumption (6).
In what follows, we first state the theoretical guarantees of Algorithm 1 as well as Algorithm 2 and demonstrate
how they in combination aggregate to the upper bound result. The detailed proofs of the intermediate theorems are
established later in Subsection VI-A and Subsection VI-B, respectively.
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The algorithm proposed in Section V consists of two steps. We first get a rough estimation through the first step,
which is a spectral clustering on the hypergraph Laplacian matrix. After that, for each node we perform a local
maximum likelihood estimation, which serves as the second step, to further adjust its community assignment. It
turns out that this refining mechanism is actually crucial in achieving the optimal minimax risk R∗d, as long as the
first initialization step satisfies a certain weak consistency condition. Specifically, the first-step algorithm σ̂0 should
meet the requirement stated below.
Condition 6.1: There exists constant C0, δ > 0, and a positive sequence γn such that
inf
(B,σ)∈Θ0
d
Pσ {ℓ(σ̂0, σ) ≤ γn} ≥ 1− C0n−(1+δ) (18)
for sufficiently large n.
We have the following performance guarantee for our second-step algorithm.
Theorem 6.2: If ∑
i<j:(ri,rj)∈Nd
mrirjIpipj
log k
→∞ (19)
and Condition 6.1 is satisfied for
γ = o
(
1
k log k
)
(20)
and
γ = o
(
1
kmax(i,j):(ri,rj)∈Nd
p1−pκd
pi−pj
)
. (21)
Then, the estimator σ̂2 (Algorithm 1) is able to achieve a risk of
sup
(B,σ)∈Θ0
d
Rσ(σ̂2) ≤ exp
(
− (1 + ζ′n)
∑
i<j:(ri,rj)∈Nd
mrirjIpipj
)
(22)
for some vanishing sequence ζ′n → 0. If k is a constant, then (22) holds without further assuming (21).
As for the initialization algorithm, first recall that we assume the connecting probabilities p = (p1, . . . , pκd) =
1
nd−1
(a1, . . . , aκd) are in the same order. Also, we use λk to denote the k-th largest singular value of the matrix
EL(A), which is the expectation of the hypergraph Laplacian (15). Note that each entry in the matrix is a weighted
combination of the probability parameters pi’s. Stated in terms of λk, the following theorem characterizes the
mismatch ratio of the first-step algorithm that we propose.
Theorem 6.3: If
ka1
λ2k
≤ C1 (23)
for some sufficiently small C1 ∈ (0, 1) where p1 = a1nd−1 . Apply Algorithm 2 with a sufficiently small constant
µ > 0 and τ = C2d¯ for some sufficiently large constant C2 > 0. For any constant C
′ > 0, there exists some C > 0
depending only on C′, C2, and µ so that
ℓ(σ̂, σ) ≤ C a1
λ2k
with probability at least 1− n−C′ .
To take out the dependency on λk , we use the observation below.
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Lemma 6.1: For d-hSBM in Θ0d(n, k,p, η), we have
λk &
∑
i<j:(ri,rj)∈Nd
mrirj (pi − pj). (24)
Proof of Theorem 6.1. Finally, we only need to prove that the result of Theorem 6.3 does match Condition 6.1.
Combining Theorem 6.3 with Lemma 6.1, we have
ℓ(σ̂, σ) ≤ Cn
d−1p1
(λk)2
.
Cnd−1p1∑
i<j:(ri,rj)∈Nd
m2rirj (pi − pj)2
≈ Cn
d−1∑
i<j:(ri,rj)∈Nd
m2rirjIpipj
.
Hence, we need Cn
d−1∑
i<j:(ri,rj)∈Nd
m2rirj
Ipipj
= o
(
1
k log k
)
, which means that∑
i<j:(ri,rj)∈Nd
m2rirjIpipj
nd−1k log k
→∞. (25)
Compared to the original requirement (19) in the main theorem in Section IV, which is∑
i<j:(ri,rj)∈Nd
mrirjIpipj
log k
→∞.
By counting arguments, we have
1
kd−1
≤ mrirj
nd−1
≤ 1
k
.
We can see that the new requirement (25) is only slightly more stringent than the original one. Together, we complete
the proof. 
A. Refinement Step
To prove Theorem 6.2, we need a couple of technical lemmas, the proofs of which are delegated to the appendices.
First, the lemma below ensures the accuracy of the parameter estimation with a qualified initialization algorithm.
Lemma 6.2: Suppose as n→∞, mrirjIpipj →∞ for each (i, j) pair such that (ri, rj) ∈ Nd, and Condition 6.1
holds with γ satisfying (20) for some δ > 0. Then there exists a sequence ζn → 0 as n→∞ and a constant C > 0
such that
inf
(B,σ)∈Θ0
d
min
u∈[n]
Pσ
{
min
π∈Sk
max
s∈[k]d
∣∣B̂us − Bspi ∣∣ ≤ ζn max
i<j:(ri,rj)∈Nd
(pi − pj)
}
≥ 1− Cn−(1+δ). (26)
Based on Lemma 6.2, the next lemma shows that the local MLE method (13) is able to achieve a risk that decays
exponentially fast.
Lemma 6.3: Suppose mrirjIpipj → ∞ as n → ∞ for each (i, j) pair such that (ri, rj) ∈ Nd, and either k is a
constant or (6) holds. If there are two sequences γn = o
(
1
k
)
and ζ′n = o(1), constants C, δ > 0, and permutations
{πu}nu=1 ⊂ Sk such that
inf
(B,σ)∈Θ0
d
min
u∈[n]
Pσ
{
ℓ0((σ̂u)πu , σ) ≤ γn,
∣∣B̂us − Bspi ∣∣ ≤ ζ′n max
i<j:(ri,rj)∈Nd
(pi − pj)
}
≥ 1− Cn−(1+δ).
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Then for the local maximum likelihood estimator σ̂u(u) (13), there exists a vanishing sequence ζ
′′
n → 0 such that
sup
(B,σ)∈Θ0
d
max
u∈[n]
Pσ
{
(σ̂u(u))πu 6= σ(u)
}
≤ (k − 1) · exp
(
− (1 − ζ ′′n )
∑
i<j:(ri,rj)∈Nd
mrirjIpipj
)
+ Cn−(1+δ).
Finally, we justify the validity of using (14) as a consensus majority voting with the following lemma.
Lemma 6.4 (Lemma 4 in [10]): For any labeling functions σ and σ′: [n]→ [k], if for some constant C ≥ 1,
min
t∈[k]
∣∣ {u | σ(u) = t} ∣∣ ≥ n
Ck
, min
t∈[k]
∣∣ {u | σ′(u) = t} ∣∣ ≥ n
Ck
, and min
π∈Sk
ℓ0
(
σ′π
)
<
1
Ck
.
Define map ξ : [k]→ [k] as
ξ(i) = argmax
t∈[k]
∣∣{u | σ(u) = t} ∩ {u | σ′(u) = t}∣∣
for each i ∈ [k]. Then ξ ∈ Sk and ℓ0(ξ(σ′), σ) is equal to minπ∈Sk ℓ0(σ′π, σ)
We are ready to present the proof of Theorem 6.2.
Proof of Theorem 6.2. Fix any (B, σ) in Θ0d. Let C0, δ > 0 be constants and γn be a positive sequence in
Condition 6.1. For each u ∈ [n], there exists some πu ∈ Sk so that
Pσ {ℓ0((σ̂u)πu , σ) ≤ γn} ≥ 1− C0n−(1+δ).
In consequence,
Eσℓ0(σ̂, σ) = Eσ
[
1
n
∑
u∈[n]
1 {(σ̂u(u))πCSS 6= σ(u)}
]
=
1
n
∑
u∈[n]
Pσ {(σ̂u(u))πCSS 6= σ(u)}
≤ 1
n
∑
u∈[n]
Pσ {(σ̂u(u))πu 6= σ(u)}+ Pσ
{
πCSS 6= πu
}
where πCSS is the consensus permutation (14) in Algorithm 1. By Lemma 6.3, for any (B, σ) ∈ Θ0d and u ∈ [n],
Pσ {(σ̂u(u))πu 6= σ(u)} ≤ (k − 1) · exp
(
− (1− ζ ′′n )
∑
i<j:(ri,rj)∈Nd
mrirjIpipj
)
+ Cn−(1+δ)
for some constants C, δ > 0 and ζ
′′
n → 0. Moreover, Lemma 6.4 implies that P
{
πCSS 6= πu
} ≤ C′n−(1+δ).
Together,
sup
(B,σ)∈Θ0
d
Eσℓ0(σ̂, σ) ≤ (k − 1) · exp
(
− (1 − ζ ′′n )
∑
i<j:(ri,rj)∈Nd
mrirjIpipj
)
+ C
′′
n−(1+δ).
Since we assume that limn→∞
∑
i<j:(ri,rj)∈Nd
mrirjIpipj →∞, we further have
sup
(B,σ)∈Θ0
d
Eσℓ0(σ̂, σ) ≤ exp
(
− (1− ζ ′′′n )
∑
i<j:(ri,rj)∈Nd
mrirjIpipj
)
+ C
′′
n−(1+δ)
= 1©+ 2©
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for some ζ
′′′
n → 0. If 1© decays faster than 2©, then R∗d = o( 1n1+δ ) < 1n for sufficiently large n. Therefore, R∗d = 0
and the corresponding parameters satisfy the criterion of exact recovery. On the other hand, if 1© dominates 2©,
then there exists ζn → 0 such that
R∗d ≤ exp
(
− (1 − ζn)
∑
i<j:(ri,rj)∈Nd
mrirjIpipj
)
.
In either case, the claimed upper bound is achieved. 
The main difficulty of our proof above lies in proving Lemma 6.2 and Lemma 6.3. Compared to the graph SBM
case [10], we are dealing with more kinds of random variables and more kinds of relations. Since the original
analysis is already exhausted, we believe that our generalization is not a trivial work. Theorem 6.2 implies that
as long as we have a good initialization that achieves Condition 6.1, we could apply our refinement algorithm to
make the risk decay exponentially fast at the desired rate. This is because once Condition 6.1 is satisfied, we could
find the correct permutation by the consensus step and correctly estimate the parameters. Also, since Condition 6.1
guarantees that we will only have o(1) proportion of misclassified nodes, it is not hard to see that the local MLE
method will work well.
B. Spectral Clustering
Combined with Lemma 6.1, we have the following corollary to Theorem 6.3 in terms of mrirj and Ipipj only.
Corollary 6.1: Suppose p = 1
nd−1
(a1, · · · , aκd) = Ω
(
1
nd−1
)
and ai ≈ aj ∀i, j = 1, . . . , κd. If∑
i<j:(ri,rj)∈Nd
mrirjIpipj
kd
≥ 1
c
(27)
for some sufficiently small c ∈ (0, 1). Then, with the estimator σ̂1 (Algorithm 2), corresponding to any constant
C′ > 0 there exists a constant C = C(C′) > 0 such that
sup
(B,σ)∈Θ0
d
Pσ
{
ℓ(σ̂1, σ) ≤ C k
d−1∑
i<j:(ri,rj)∈Nd
mrirjIpipj
}
≥ 1− n−C′ . (28)
1) Comparison with [21]: In [21], the authors consider the ”balanced partitions in uniform hypergraph” as a
special case. In order to have a fair comparison, we would focus on the performance on this sub-parameter space.
Essentially, it is the homogeneous and approximatedly equal-sized Θ0d that we consider, except that the authors only
distinguish out the all-same community relation (associated with Ber(p)) from the rest of all possible community
relations in Nd (associated with Ber(q)). We denote this parameter space as Θsd. The consistency result derived for
Θsd with the spectral hypergraph partition algorithm σ̂GD proposed therein can be summarized as follows: If
p ≥ C k
2d−1(logn)2
nd−1
(29)
for some absolute constant C > 0. Then,
sup
(B,σ)∈Θs
d
Pσ
{
Rσ(σ̂GD) = O
(
1
k logn
)}
≥ 1−O
(
(logn)−
1
4
)
. (30)
On the other hand, the theoretical guarantee Corollary 6.1 for the spectral clustering algorithm σ̂1 specializes to
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Corollary 6.2: Suppose p = (p, q, . . . , q) and p ≈ q. If
p ≥ 1
nd−1
· C k
2d+1
n2
(31)
for some absolute constant C > 0. Then,
sup
(B,σ)∈Θs
d
Pσ
{
Rσ(σ̂1) = O
(1
k
)}
≥ 1− n−O(1) (32)
under Θsd with some manipulations that are similar to the derivation of Lemma 6.1. It turns out that we allow the
observed hypergraph to be sparser (a lower connecting probability) yet acquire a higher average mismatch ratio
compared to the result obtained in [21]. However, if we raise the probability parameters p = (p, q, . . . , q) to the
same order as in (29), the risk obtained in (32) will become
sup
(B,σ)∈Θs
d
Pσ
{
Rσ(σ̂1) = O
(
k
n2 logn
)}
≥ 1− n−O(1). (33)
That is, a k
2
n2
= 1(n′)2 gain in terms of the mismatch ratio over (30). In either case, we always have a success
probability that converges faster to 1 for the weak consistency performance guarantee.
2) Proof of Theorem 6.3: The proof mainly follows from [10] and the main differences are the lemmas where
we extend them for the d-hSBM case. For the sake of completeness, we include the extended proof below.
The proof requires the following two lemmas, the details of which are defered to the appendices. First, we
demonstrate that the trimmed hypergraph Laplacian does not deviate too much from its untrimmed expectation.
Lemma 6.5: ∀C′ > 0, ∃ C > 0 such that
‖Tτ (L(A)) − EL(A)‖op ≤ C
√
nd−1p1 + 1
with probability at least 1 − n−C′ uniformly over τ ∈ [C1(nd−1p1 + 1), C2(nd−1p1 + 1)] for some sufficiently
large constants C1 and C2.
The next lemma analyzes the spectrum of EL(A) and pinpoints a special structure.
Lemma 6.6 (Lemma 6 in [10]): We have
SVDk (EL(A)) = UΛUT
where U = Z∆−1W with ∆ = diag(
√
n1, . . . ,
√
nk). Z ∈ {0, 1}n×k is a matrix with exactly one nonzero entry
in each row at (i, σ(i)) taking value 1 and W ∈ O(k, k).
Proof of Theorem 6.3. Under the assumption p1 ≈ pκd , we have Eτ ∈ [C′1nd−1p1, C′2nd−1p1] for some large con-
stant C′1, C
′
2. Thus by Bernstein’s inequality, with probability at least 1−e−C
′n, we have τ ∈ [C1nd−1p1, C2nd−1p1].
By Davis-Kahan theorem [28], we have
||Û−UW1||F ≤ C
√
k
λk
||Tτ (L(A)) − EL(A)||op
for some W1 ∈ O(k, k) and some constant C > 0. Then applying Lemma 6.6, we have
||Û−V||F ≤ C
√
k
λk
||Tτ (L(A)) − EL(A)||op (34)
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where V = Z∆−1W = [vT1 ...v
T
n ]
T as we state in Lemma 6.6. Combining (34), Lemma 6.5 and the conclusion
τ ∈ [C1nd−1p1, C2nd−1p1] with probability at least 1− e−C′n, we have
||Û−V||F ≤ C
√
k
√
nd−1p1
λk
(35)
with probability at least 1− n−C′ . The definition of V implies that
‖vi − vj‖2
≥
√
2k
n
, , if σ(i) 6= σ(j)
= 0, , otherwise.
Let X = ∆−1W, which means vi = xσ(i). Recall the definition of critical radius r = ν
√
k
n
in Algorithm 2.
Define the sets
Ti =
{
s ∈ σ−1(i) : ‖ûs − xi‖2 <
r
2
}
, i ∈ [k]. (36)
By definition, Ti ∩ Tj = ∅ for i 6= j and⋃
i∈[k]
Ti =
{
s ∈ [n] : ‖ûs − vs‖2 <
r
2
}
.
Thus, ∣∣∣∣( ⋃
i∈[k]
Ti
)c∣∣∣∣ · r24 ≤ ∑
s∈[n]
‖ûs − vs‖22 ≤
C2knd−1p1
λ2k
where the last inequality is due to (35). The rest of the proof is identical to the proof of Theorem 3 in [10]. For
completeness, we shall repeat it again here. After some rearrangements, we have∣∣∣∣( ⋃
i∈[k]
Ti
)c∣∣∣∣ ≤ 4C2ndp1µ2λ2k . (37)
It means most nodes are close to the centers and are in the set we defined in (36). Also note that the sets {Ti}i∈[k]
are disjoint. Suppose there is some i ∈ [k] such that |Ti| < |σ−1(i)| − |(∪i∈[k]Ti)c|, we have | ∪i∈[k] Ti| =∑
i∈[k] |Ti| < n− |(∪i∈[k]Ti)c| = | ∪i∈[k] Ti‖, which leads to a contradiction. Thus, we must have
|Ti| ≤ |σ−1(i)| −
∣∣∣∣( ⋃
i∈[k]
Ti
)c∣∣∣∣ ≤ nk − 4C2ndp1µ2λ2k > n2k
where the last inequality is from the assumption (23). Since the cluster centers are at least
√
2k
n
apart from each
others and both {Ti}i∈[k], {Ĉi}i∈[k] (recall that Ĉi are defined in Algorithm 2) are defined through the critical
radius r = µ
√
k
n
, each Ĉi should intersect with only one Ti. We claim that there is a permutation π of set [k],
such that
Ĉi
⋂
Tπ(i) 6= ∅,
∣∣∣Ĉi∣∣∣ ≥ ∣∣Tπ(i)∣∣ ∀i ∈ [k]. (38)
We could now continue the proof with claim (38), where the proof of (38) can be found in [10] (in their proof of
Theorem 3). It is mainly established by an easy mathematical induction. From the definition of Ĉi and (38), we
have for any i 6= j, Tπ(i) ∩ Ĉj = ∅. This directly implies that for any i 6= j, Tπ(i) ⊂ Ĉj . Thus, we know that
Tπ(i) ∩ Ĉci ⊂
(
∪i∈[k]Ĉi
)c
. Therefore, ⋃
i∈[k]
(
Tπ(i)
⋂
Ĉci
)
⊂
( ⋃
i∈[k]
Ĉi
)c
.
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Combining with the fact that Ti ∩ Tj = ∅ ∀i 6= j, we have∑
i∈[k]
∣∣∣Tπ(i)⋂ Ĉci ∣∣∣ ≤ ∣∣∣( ⋃
i∈[k]
Ĉi
)c∣∣∣. (39)
By definition, Ĉi
⋂
Ĉj = ∅ ∀i 6= j. Along with (38), we have∣∣∣∣( ⋃
i∈[k]
Ĉi
)c∣∣∣∣ = n−∑
i∈[k]
∣∣∣Ĉi∣∣∣ ≤ n−∑
i∈[k]
|Ti| =
∣∣∣∣( ⋃
i∈[k]
Ti
)c∣∣∣∣. (40)
Together with (37), (39) and (40), we have∑
i∈[k]
∣∣∣Tπ(i)⋂ Ĉci ∣∣∣ ≤ 4C2ndp1µ2λ2k (41)
Since for each u ∈ ∪i∈[k]
(
Tπ(i) ∩ Ĉi
)
, we have σ̂(u) = i when σ(u) = π(i), the mis-classification ratio is bounded
by
ℓ0(σ̂, π
−1(σ)) ≤ 1
n
∣∣∣∣( ⋃
i∈[k]
(
Tπ(i)
⋂
Ĉi
))c∣∣∣∣
≤ 1
n
∣∣∣∣( ⋃
i∈[k]
(
Tπ(i)
⋂
Ĉi
))c⋂( ⋃
i∈[k]
Ti
)∣∣∣∣+ ∣∣∣∣( ⋃
i∈[k]
Ti
)c∣∣∣∣

≤ 1
n
∑
i∈[k]
∣∣∣∣Tπ(i)⋂ Ĉci ∣∣∣∣+ ∣∣∣∣( ⋃
i∈[k]
Ti
)c∣∣∣∣

≤ 8C
2nd−1p1
µ2λ2k
where the last inequality is from (37) and (41). This proves the desired conclusion. 
Remark 6.1: Essentially, Theorem 6.3 says that the performance of Algorithm 2 will be upper-bounded in regard
to the k-th largest singular value. When λk is large, it means that the singular vectors are well separated, ensuring
the algorithm to have a good performance. This is similar to classical spectral clustering methods.
VII. MINIMAX LOWER BOUND
By constructing a smaller parameter space where we can analyze the risk, we are able to establish the converse
part of the main theorem as follows.
Theorem 7.1: If ∑
i<j:(ri,rj)∈Nd
mrirjIpipj →∞. (42)
Then
inf
σ̂
sup
(B,σ)∈Θ0
d
Rσ(σ̂) ≥ exp
(
− (1− ζn)
∑
i<j:(ri,rj)∈Nd
mrirjIpipj
)
(43)
for some vanishing sequence ζn → 0.
We can see that condition (42) required here in the lower bound is less stringent than the condition (5) required in
the upper bound.
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To prove Theorem 7.1, we first introduce the concept of local loss. The equivalence class of a community
assignment σ is defined as Γ(σ) , {σ′ | ∃π ∈ Sk s.t. σ′ = σπ}. Let Sσ(σ̂) = {σ′ ∈ Γ(σ̂) | dH(σ′, σ) = dH(σ̂, σ)}
be the set of all permutations in the equivalence class of σ̂ that achieve the minimum distance. For each i ∈ [n],
the local loss function is defined as the proportion of false labeling of node i in Sσ(σ̂).
ℓ(σ̂(i), σ(i)) ,
∑
σ′∈Sσ(σ̂)
1 {σ̂(i) 6= σ(i)}
|Sσ(σ̂)|
It turns out that it is rather easy to study the local loss. In the proof of our converse, we consider a sub-parameter
space of Θ0d, i.e. Θ
L
d (4) as defined in Section IV. Recall that the parameter space Θ
L
d is similar to Θ
0
d, but we
only allow each community size to be within ⌊n
k
⌋ ± 1. Since ΘLd is closed under permutation, we can apply the
global-to-local lemma in [7].
Lemma 7.1 (Lemma 2.1 in [7]): Let Θ be any homogeneous parameter space that is closed under permutation.
Let Unif be the uniform prior over all the elements in Θ. Define the global Bayesian risk as Rσ∼Unif(σ̂) =
1
|Θ|
∑
σ∈Θ Eσℓ(σ̂, σ) and the local Bayesian risk Rσ∼Unif(σ̂(1)) =
1
|Θ|
∑
σ∈Θ Eσℓ(σ̂(1), σ(1)) for the first node.
Then
inf
σ̂
Rσ∼Unif(σ̂) = inf
σ̂
Rσ∼Unif(σ̂(1)).
Second, the local Bayesian risk can be transformed into the risk function of a hypothesis testing problem. We
consider the most indistinguishable case where the potential candidate only disagrees with the ground truth on a
single node. The key observation is that the situation is exactly the same as our testing one node at a time in the
local version of the MLE method.
Lemma 7.2:
Rσ∼Unif(σ̂(1)) ≥ P
{ ∑
i<j:(ri,rj)∈Nd
mrirj∑
u=1
Crirj
(
X(rj)u −X(ri)u
)
≥ 0
}
where f(s) , s1−s for Cxy , log
f(x)
f(y) , and for each (ri, rj) pair in Nd, X
(rj)
u
i.i.d.∼ Ber(pj), X(ri)u i.i.d.∼ Ber(pi) ∀u =
1, . . . ,mrirj are all mutually indepedent random variables.
With the aid of the Rozovsky lower bound [29], we are able to prove the following auxiliary result.
Lemma 7.3: If
∑
i<j:(ri,rj)∈Nd
mrirjIpipj →∞, then
P
{ ∑
i<j:(ri,rj)∈Nd
mrirj∑
u=1
Crirj
(
X(rj)u −X(ri)u
)
≥ 0
}
≥ exp
(
− (1 + o(1))
∑
i<j:(ri,rj)∈Nd
mrirjIpipj
)
. (44)
Proof of Theorem 7.1. Finally, since the Bayesian risk always lower bound the minimax risk, we have
R∗d = inf
σ̂
sup
σ∈Θ0
d
Eσℓ(σ̂, σ) ≥ inf
σ̂
sup
σ∈ΘL
d
Eσℓ(σ̂, σ)
≥ inf
σ̂
Rσ∼Unif(σ̂) = inf
σ̂
Rσ∼Unif(σ̂(1))
≥ P
{ ∑
i<j:(ri,rj)∈Nd
mrirj∑
u=1
Crirj
(
X(rj)u −X(ri)u
)
≥ 0
}
≥ exp
(
− (1 + o(1))
∑
i<j:(ri,rj)∈Nd
mrirjIpipj
)
.
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VIII. EXPERIMENTAL RESULTS
The advantage of clustering with a hypergraph representation over traditional graph-based approaches has been
reported in the literature [11], [16], [18], [21]. Here, we present a comparative study of our two-step algorithm
on generative 3-hSBM data with existing method, which manifests that our proposed algorithm indeed has a better
performance and that the second refinement step is actually crucial in achieving a lower risk. In the following
summary statistics, Algo 2 refers to our first-step spectral clustering (i.e. Algorithm 2) and Algo 1 refers to the
combined two-step workflow (i.e. Algorithm 1 on top of Algorithm 2). We separate them apart to further see how
much it can be improved on the mismatch ratio by using the local refinement mechanism.
We compare the performance of our Algorithm 2 and Algorithm 1 with the spectral non-uniform hypergraph
partitioning (SnHP) method [21] using the hypergraph Laplacian proposed in [16] on generative 3-hSBM data. The
parameter space tested is homogeneous and exactly equal-sized, which means that each community has the same
number of members. This ”nodes per community” parameter n′ = n/k scales from 20, 30, · · · to 100, while
the number of communities k varies from 2, 3, · · · to 10. We set the connecting probability parameter p to be
(60, 30, 10) × log(n)/n2 for each possible value of n = k × n′. Note that the order of p is as prescribed for
the sparse regime discussed in Section VI. The choice of this particular triplet is to ensure that the generated
hypergraphs are not too sparse to be connected. Specifically, the total number of realized hyperedges are roughly
in the order of 4n log(n) to 5n log(n). The performance under each scenario, i.e. each pair of (k, n′), is averaged
over 25 random realizations. Figure 1 below summarizes our simulation results.
Except for the first few scenarios where the total number of nodes n are quite small, we can see that our spectral
clustering algorithm performs roughly as well as the algorithm in [21]. This somewhat indicates that the weak
consistency condition Condition 6.1 can also be satisfied by using the hypergraph Laplacian proposed by [16] as
the first initialization step. Furthermore, the refinement scheme indeed has a better performance of the spectral
clustering method in terms of the mismatch ratio. Observe that the improvement due to the second step becomes
larger as k (and hence n) increases.
IX. DISCUSSIONS
The idea of using the hypergraph Laplacian matrix in the clustering problem can be traced back to [16]. However,
statistical guarantee of its performance remains open. Theoretical guarantees of our hypergraph clustering method
developed in Subsection VI-B can be viewed as an answer to this open question.
The proposed hypergraph clustering method basically encodes the group-wise interactions in an effective weighted
graph, where the weight of each edge records the number of hyperedges involving the two nodes. This is very
similar to the Labeled SBM model studied in previous works [9], where each edge takes on a nonnegative weight
(label) in a finite field and the appearance of each edge is independent to the rest of the graph. The key difference
between our algorithm and those in Labeled SBM hence lies in the refinement step: for our d-hSBM model, values
of weight on the edges of the effective weighted graph are not mutually independent, as they are compressed
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Fig. 1. Performance of Algo 2 and Algo 1 Compared to the Spectral Method [21].
results from higher-order interactions. The independence assumption in Labeled SBM may not be practical in some
applications. When viewed as the level of participation in various group interactions among the network, the weight
between two entities may well depend on a hidden third party. Our approach can thus serve as a solution to that
problem, since we directly treat the group-wise interactions in a higher-order form in the local refinement step.
After exploring the similarities and differences between Labeled SBM and hypergraph SBM, an even more complete
treatment of the problem of community detection would be a generalization of d-hSBM to a weighted (or labeled)
version. In either the Bayesian framework [9] or the minimax setting [30], it turns out that the Re´nyi divergence
of order 1/2 still appears in the characterization of the threshold behavior of exact recovery. Extending from the
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divergence between two simple Bernoulli distributions, in a labeled observation of the network the Re´nyi divergence
becomes
Iℓpq =
−2 log
(∫∞
−∞
√
pn(x)qn(x)dx
)
, for continuous distribution on R
−2 log
(∑
ℓ≥0
√
pn(ℓ)qn(ℓ)
)
, for discrete distribution on N
(45)
between two more general edge weight distributions pn(x) and qn(x). Note that (3) is a special case of (45) when
pn(x) = Ber(p) and qn(x) = Ber(q). We envision that I
ℓ
pq would play a major role characterizing the minimax risk
in the extended labeled d-hSBM model as well, and leave it for a possible direction of future work. Specifically, we
conjecture that the minimax risk in such a labeled hypergraph probabilistic model would also be an exponentially
decaying risk and the error exponent would be in the form of∑
i<j:(ri,rj)∈Nd
mrirjI
ℓ
pipj
where Iℓpipj is the Re´nyi divergence of order 1/2 between two hyperedge weight distributions pi = pi(x) and
pj = pj(x).
Finally, we would like to comment on the extendability of the two-step algorithm and our proof techniques.
The refine-after-initialization methodology is introduced in [10] to achieve the minimax risk. We generalize this
idea to the hypergraph setting and reach the conclusion that the minimax risk in d-hSBM is also an exponential
rate. Besides, the exponent of the minimax risk consists of terms of pairwise comparison which are one node
different. This can be directly identified with the case that is most difficult to recover where there is only one node
mis-classified. The matching of the form of the local MLE risk to the form derived in the converse is the key for
proving optimality. The robustness of our two-step algorithm lies in the fact that it is able to achieve the minimax
risk under any probabilistic model that assumes the independence of each “group-wise” interaction. The estimator
of the parameters is adapted to the hypothesized probabilistic model and the local likelihood function is adjusted
accordingly. Hence, with a different underlying probabilistic model, we believe the two-step algorithm and our
proofs will still work, as long as the refinement step is adjusted according to the model.
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APPENDIX A
PROOF OF LEMMA 6.2
Fix any (B, σ) ∈ Θ0d and u ∈ [n]. We denote the induced community structure on the n nodes as [n] = ∪ki=1Ci
where Ci = {v ∈ [n] | σ(v) = i} is the i-th comomunity. Define the event
Eu ,
{
ℓ0((σ̂u)πu , σ) ≤ γ
}
(46)
For simplicity, we assume that πu is the identity permutation. Fix any i ∈ [k]. Then, on Eu we have
ni ≥
∣∣C˜ui ∩ Ci∣∣ ≥ ni − γ1n, ∣∣C˜ui ∩ Ci∣∣ ≤ γ2n (47)
where γ1, γ2 ≥ 0 and γ1 + γ2 ≤ γ. Let C′i be a deterministic subset of [n] such that (47) holds with C˜ui replaced
by C′i . By definition, there are at most
γn∑
l=0
(
ni
l
) γn∑
m=0
(
n− ni
m
)
≤ exp
(
C1γn log
1
γ
)
(48)
different subsets with this property for some absolute constant C1 > 0. In the following, we will go through the
case
∣∣B̂ui·1 − Bi·1∣∣ ≤ o(max(i,j):(ri,rj)∈Nd pi − pj) where i · 1 , (i, i, . . . , i) corresponds to the all-community-i
connection. For the rest of the cases, we can easily follow an similar procedure to obtain the desired upper bound.
Let ξ′i be the edges within C
′
i . Note that ξ
′
i consists of
(
ni
d
)
independent Bernoulli random variables. The number
of truly Ber(Bi·1)’s is at least
(
ni−γn
d
)
. By an simple combinatorial argument, we have
E
[
|ξ′i|(|C′i|
d
)
]
≥ min
t∈[0,γk]
{
pi − (1− (1 − t)d)(pi − pKd)
}
(49)
E
[
|ξ′i|(|C′i|
d
)
]
≥ max
t∈[0,γk]
{
pi + (1 − (1− t)d)(p1 − pi)
}
(50)
Note that pi equals p1 in this case. In general, though, the estimation of all the parameters have a similar formula,
and therefore we use pi still. Since d is constant, (49) becomes pi − o(max(i,j):(ri,rj)∈Nd pi − pj) by breaking
pi − pKd into pairwise difference. Similarly, (50) would be pi + o(max(i,j):(ri,rj)∈Nd pj − pi) (since kγ = o(1) is
assumed). Together, ∣∣∣∣∣E
[
|ξ′i|(|C′i|
d
)
]
− Bi·1
∣∣∣∣∣ ≤ o( max(i,j):(ri,rj)∈Nd pi − pj
)
(51)
On the other hand, by the Bernstein’s inequality,
P
{∣∣ |ξ′i| − E |ξ′i| ∣∣ > t} ≤ 2 exp(− t2
2
((
ni−γn
d
)
p1 +
2
3 t
))
Let
t2 =
(
ni − γn
d
)
p1
(
C1γn log γ
−1 + (3 + δ) log n
) ∨ (2C1γn log γ−1 + 2(3 + δ) logn)2
.
(
n′
kd−1
√
nd−1p1γ log γ−1 + γn log γ
−1
)2
We have
P
{∣∣ |ξ′i| − E |ξ′i| ∣∣ > Cδ( n′kd−1√nd−1p1γ log γ−1 + γn log γ−1)
}
≤ exp (−C1γn log γ−1)n−(3+δ)
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Hence, with probability at least
1− exp (−C1γn log γ−1)n−(3+δ)
, we have ∣∣∣∣∣ |ξ′i|(|C′i|
d
) − E
[
|ξ′i|(|C′i|
d
)
]∣∣∣∣∣ ≤ Cδ
(( 1
n
)d−1√
nd−1p1γ log γ−1 + γ
k3
n2
log γ−1
)
Since kγ log γ−1 = O(1) and with the assumption max(i,j):(ri,rj)∈Nd mrirjIpipj →∞, p1 ≈ pKd , we further have∣∣∣∣∣ |ξ′i|(|C′i|
d
) − E
[
|ξ′i|(|C′i|
d
)
]∣∣∣∣∣ ≤ o( max(i,j):(ri,rj)∈Nd pi − pj
)
(52)
at least 1 − exp (−C1γn log γ−1)n−(3+δ) in probability. Combining (52), (51) and apply the Union Bound over
(48), we have ∣∣∣∣∣ |ξ′i|(|C′i|
d
) − Bi·1
∣∣∣∣∣ ≤ o( max(i,j):(ri,rj)∈Nd pi − pj
)
with probability at least 1− n−(3+δ).
The proof for the rest Bs, s ∈ [k]d are all similar and thus omitted. The key observation is that by the requirement
on γ, we will only have o(1) misclassification proportion. This implies that for each sample mean, the proportion
of ”correct” random variables will dominate the ”incorrect” ones. Thus, we obtain the result of the expectation of
sample mean will deviate from the true parameter no larger than o(max(i,j):(ri,rj)∈Nd pi − pj). The second part
bound the probability that the sample mean deviates too much from its expectation. Note that we can choose a
proper t in the Berstein’s inequality to make sure that the error probability will still be desirably small after the
union bound. Hence, we complete the proof.
APPENDIX B
PROOF OF LEMMA 6.3
Without loss of generality, we assume that πu is the identity permutation and node u belongs to the first
community. Also, the access index is denoted as iu , (u, i2, . . . , id) and Mp(t) , pet + 1 − p is the MGF
of a Ber(p) random variable. We have
P {σ̂u(u) 6= 1 and Eu} ≤
∑
l 6=1
pl
where Eu is the event (46) of a good initialization. On Eu, pl is defined as the probability of the following error
event. {
L̂u(σ̂u, t;A) ≥ L̂u(σ̂u, 1;A)
}
(53)
Recall that the initial method σ̂u determines all the assignments except for the u-th node before the refining
process. We write iu
σ̂u∼ r(tu) to indicate the fact that now the community relation r within nodes u, i2, . . . , id
depends on the label of node u, which is to be decided. Similarly, we denote the estimated connection probability
parameter p̂ as p̂(tu). Then, the event (53) is equivalent to{∑
iu
Aiu log
p̂(l)(1− p̂(1))
p̂(1)(1− p̂(l)) + log
1− p̂(1)
1− p̂(l) ≥ 0
}
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Note that the summation is over all possible i2 < · · · < id. We can also write (53) in the form of pairwise
comparison. Specifically, let ν̂ij = ν̂ij(1, l) , log
p̂i(l)(1−p̂j(1))
p̂j(1)(1−p̂i(l))
and λ̂ij = λ̂ij(1, l) , log
1−p̂i(1)
1−p̂j(l)
. The error event
is thus further equal to{ ∑
(i,j):(ri,rj)∈Nd
( ∑
iu
σ̂u∼ r(1)=ri
iu
σ̂u∼ r(l)=rj
ν̂ijAiu + λ̂ij +
∑
iu
σ̂u∼ r(1)=rj
iu
σ̂u∼ r(l)=ri
ν̂jiAiu + λ̂ji
)
≥ 0
}
(54)
The inner two summations contain n
(1,l)
ij and n
(1,l)
ji random variables, respectively, where
n
(1,l)
ij ,
∣∣∣{iu | iu σ̂u∼ r(1) = ri and iu σ̂u∼ r(l) = rj}∣∣∣
Observe that not all Aiu ’s in the summand associated with n
(1,l)
ij would really be Ber(pi). The reason is that
there are still a few nodes misclassified by the initialization σ̂u. Nevertheless, since we require that σ̂u satisfy
Condition 6.1, it can be shown that there are only o(1)n
(1,l)
ij of random variables in the summand associated with
n
(1,l)
ij are not Ber(pi). Therefore, we can apply the Chernoff bound on P {(54)} to obtain
P {(54)} ≤
∏
(i,j):(ri,rj)∈Nd
(Part 1 · Part 2) (55)
where
Part 1 = exp
(
− 1
2
λ̂ji(n
(1,l)
ji − n(1,l)ij )
)
·Mpj
( ν̂ij
2
)n(1,l)ji Mpi(−ν̂ij2 )n(1,l)ij
and
Part 2 =
[
sup
p∈{p1,...,pKd}
Mp(
ν̂ij
2 )
Mj(
ν̂ij
2 )
]O(kγ)n(1,l)ji
·
[
sup
p∈{p1,...,pKd}
Mp(− ν̂ij2 )
Mi(
−ν̂ij
2 )
]O(kγ)n(1,l)ij
First, since the parameter space we consider is an approximately equal-size one, each community has a size
(1 ± o(1))n′. In addition, Condition 6.1 makes sure that the community size generated from σ̂u will still lie in
(1± o(1))n′. Thus, it is easy to find that
n
(1,l)
ij ≍ n(1,l)ji ≍ mrirj ∀l 6= 1
Moreover, by a similar combinatorial argument as in our proof of Lemma 6.2, we know that the proportion of
wrongly added random variables is O(kγ). That is the reason we use O(kγ)n
(1,l)
ij for the number of wrongly added
random variables.
In the following, we are going to show that Part 1 can be upper bounded by exp(−(1 − o(1))mrirjIpipj ) and
Part 2 can be upper bounded by a vanishing term with respect to Part 1. With a similar technique as in [10], we
could immediately prove that
Part 1 ≤ exp(−(1− o(1))mrirjIpipj ) (56)
For the second part, we have, for all i < j,
max
{∣∣∣e ν̂ij2 − 1∣∣∣, ∣∣∣e− ν̂ij2 − 1∣∣∣} ≤ C2 pi − pj
pi
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for some constant C2 > 0. Thus,
sup
p∈{p1,...,pKd}
Mp(
ν̂ij
2 )
Mj(
ν̂ij
2 )
= 1 + sup
p∈{p1,...,pKd}
(p− pj)
(
e
ν̂ij
2 − 1)
pje
ν̂ij
2 + 1− pj
≤ 1 +O
(
sup
p∈{p1,...,pKd}
(p− pj)(pi − pj)
pi
)
≤ exp
(
O
(
sup
p∈{p1,...,pKd}
(p− pj)(pi − pj)
pi
))
The second term of Part 2 can be bounded similarly. Together, Part 2 is upper bounded by
exp
(
O(kγ)mrirj sup
p∈{p1,...,pKd}
(p− pj)(pi − pj)
pi
)
(57)
1) (21) holds: Then, (57) is upper bounded by
exp
(
o
( 1
log k
)
mrirjIpipj
)
= exp(o(1)mrirjIpipj )
2) k is a constant: Then, (57) is upper bounded by
exp
(
o(1)mrirj max
(i,j):(ri,rj)∈Nd
Irirj
)
Note that this term will still be absorbed to the term in the summation
∑
(i,j):(ri,rj)∈Nd
mrirjIpipj that
corresponds to max(i,j):(ri,rj)∈Nd Irirj since k = O(1).
Combining (56) and (57) into (55) in either case, we complete the proof.
APPENDIX C
PROOF OF LEMMA 6.5
First, we state the lemmas that we are going to use.
Lemma 3.1: For independent Bernoulli random variables Xu ∼ Ber(pu) and p = 1n
∑
u∈[n] pu, we have
P
{ ∑
u∈[n]
(Xu − pu) ≥ t
}
≤ exp
(
t− (np+ t) log
(
1 +
t
np
))
, ∀t ≥ 0
This lemma is Corollary A.1.10 in [31].
Lemma 3.2: Consider the matrix AH , L(A) derived from the unnormalized graph Laplacian for a realization hy-
pergraphA. Also, denotePH , EL(A) as its expected version for ease of notation. Supposemaxu∈[n]
∑
v∈[n](AH)uv ≤
d˜ and for any S, T ⊂ [n], one of the following statements hold with some constant C > 0:
1)
e(S,T )
|S||T | d˜
n
≤ C
2) e(S, T ) log( e(S,T )
|S||T | d˜
n
) ≤ C|T | log n|T |
where e(S, T ) =
∑
u∈S
∑
v∈T (AH)uv . Then,
∑
(u,v)∈U xu(AH)uvyv ≤ C′
√
d˜ uniformly over all unit vectors x,y,
where U =
{
(u, v) | |xuyv| ≥
√
d˜
n
}
and C′ > 0 is some constant.
Note that this is the direct result to the Lemma 21 in [27].
Lemma 3.3: For any τ > C
(
nd−1p1 + 1
)
with some sufficiently large C > 0, we have∣∣{u ∈ [n] | du ≥ τ}∣∣ ≤ n
τ
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with probability at least 1− exp (−C′n) for some constant C′ > 0.
Proof. Note that in this lemma, the edges e(S) and e(S, Sc) are counting the actual hyperedges in A. This is
different from the definition in Lemma 3.2. Let us consider a subset of nodes S ⊂ [n] which contains all nodes
with degree at least τ and |S| = l for some l ∈ [n]. By the requirement on S, we have either e(S) ≥ C1lτ or
e(S, Sc) ≥ C1lτ for some constant C1. We want to show that both P {e(S) ≥ C1lτ} and P {e(S, Sc) ≥ C1lτ} are
small. First, observe that e(S) consists of
(
l
d
)
Bernoulli random variables and e(S, Sc) consists of
∑d−1
s=1
(
n−l
s
)(
l
d−s
)
Bernoulli random variables. Thus, Ee(S) ≤ C2ldp1 and Ee(S, Sc) ≤ C2nd−1lp1 for some constant C2. Then, when
τ > C
(
nd−1p1 + 1
)
for some sufficiently large C > 0, we have
P {e(S) ≥ C1lτ} = P {e(S)− Ee(S) ≥ C1lτ − Ee(S)}
≤ exp
(
C1lτ − Ee(S)− C1lτ log
(
C1lτ
Ee(S)
))
by Lemma 3.1
≤ exp
(
C1lτ − C1lτ log
(
C1τ
C2nd−1p1
))
≤ exp (C1lτ − C1lτ log(C3)) where C3 = C1C
C2
≤ exp (−C4lτ) for some C4 > 0
where the last inequality holds since C3 is sufficiently large. Similarly, the same bound applies for
P {e(S, Sc) ≥ C1lτ}
Thus, by Union Bound
P {|{u ∈ [n] | du ≥ τ}| > ξn} ≤
∑
l>ξn
2 exp
(
l log
(en
l
))
· exp (−C4lτ) ≤ exp(−C5n)
where we choose ξ = 1
τ
. We are done. 
Lemma 3.4: Given τ > 0, define the subset J = {u ∈ [n] | du ≤ τ}. Then for any C′ > 0, there is some constant
C > 0 such that
‖(AH)JJ − (PH)JJ‖op ≤ C
(√
nd−1p1 +
√
τ +
nd−1p1√
nd−1p1 +
√
τ
)
with probability at least 1− n−C′ .
Proof. By definition,
‖(AH)JJ − (PH)JJ‖op = sup
x,y∈Sn−1
∑
(u,v)∈J×J
xu
(
(AH)uv − (PH)uv
)
yv
where x,y are some unit vectors lying on the unit sphere Sn−1 in Rn−1. Define the following two sets
L =
{
(u, v) : |xuyv| ≤
(√
τ +
√
nd−1p1
)
/n
}
U =
{
(u, v) : |xuyv| ≥
(√
τ +
√
nd−1p1
)
/n
}
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Then we have
‖(AH)JJ − (PH)JJ‖op ≤ sup
x,y∈Sn−1
∑
(u,v)∈L∩J×J
xu
(
(AH)uv − (PH)uv
)
yv
+ sup
x,y∈Sn−1
∑
(u,v)∈U∩J×J
xu
(
(AH)uv − (PH)uv
)
yv
We will upper-bound these two parts separately. First we bound the light pairs {(u, v) ∈ L}. A discretization
argument as in [27] implies that
sup
x,y∈Sn−1
∑
(u,v)∈L∩J×J
xu
(
(AH)uv − (PH)uv
)
yv . max
x,y∈N
max
S⊂[n]
∑
(u,v)∈L∩S×S
xu
(
(AH)uv − E(AH)uv
)
yv
where N ⊂ Sn−1 and |N | ≤ 5n. Let ruv = xuyv1
{
|xuyv| ≤
√
d˜/n
}
and
√
d˜ =
√
τ +
√
nd−1p1. Then,
P
{∣∣∣∣∣∑
u<v
ruv
(
(AH)uv − E(AH)uv
)∣∣∣∣∣ ≥ C√d˜
}
= P
{∣∣∣∣∣∑
u<v
∑
id3 :i3<···<id
ruv
(
Au,v,id3 − EAu,v,id3
)∣∣∣∣∣ ≥ C√d˜
}
by definition
= P
{∣∣∣∣∣∑
u<v
∑
id3 :i3<···<id
ruv
(
Au,v,id3 − EAu,v,id3
)∣∣∣∣∣ ≥ C1√d˜
}
where C1 = C × (d− 2)!
= P
{∣∣∣∣∣ ∑
id1 :i1<···<id
(
∑
1≤a<b≤d
riaib)
(
Aid1 − EAid1
)∣∣∣∣∣ ≥ C1√d˜
}
simple rearrangement according to independent terms
≤
∑
1≤a<b≤d
P
{∣∣∣∣∣ ∑
id1 :i1<···<id
(riaib)
(
Aid1 − EAid1
)∣∣∣∣∣ ≥ C2√d˜
}
(a) Union bound, C2 = C1/
(
d
2
)
≤ 2
∑
1≤a<b≤d
exp
− 1/2C22 d˜
p1
∑
id1 :i1<···<id
r2iaib +
2
3
√
d˜
n
C2
√
d˜
 Bernstein’s inequality
≤ 2
(
d
2
)
exp
− 1/2C22 d˜
2p1nd−2 +
2
3
√
d˜
n
C2
√
d˜
 (b)
≤ 2
(
d
2
)
exp
(
− n C
2
2
4 + 4C23
)
since d˜ > p1n
d−1
The inequality (b) holds since
∑
ia<ib
r2iaib ≤ 2
∑
1≤ia<ib≤n
x2iay
2
ib
≤ 2nd−2 (recall that x,y are all unit vectors).
Then, we apply the Union Bound over the space N and the other half of the Laplacian matrix AH, we have
max
x,y∈N
max
S⊂[n]
∑
(u,v)∈L∩S×S
xu
(
(AH)uv − E(AH)uv
)
yv ≤ C
(√
τ +
√
nd−1p1
)
with probability at least 1− exp (−C′n). Thus, we complete the bound for light pairs. Here we want to highlight
that the the above argument are all similar to [27], except the key step (a). Step (a) allows us to obtain a similar
result under the d-hSBM setting.
Next we show how to bound the heavy pairs {(u, v) ∈ U}. Similar to [10], we bound
sup
x,y∈Sn−1
∑
(u,v)∈U∩J×J
xu(AH)uvyv (58)
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and
sup
x,y∈Sn−1
∑
(u,v)∈U∩J×J
xu(PH)uvyv
separately. By the definition of U , we have
sup
x,y∈Sn−1
∑
(u,v)∈U∩J×J
xu(PH)uvyv ≤ sup
x,y∈Sn−1
∑
(u,v)∈U∩J×J
x2uy
2
v
|xuyv| (PH)uv ≤
nd−1p1√
nd−1p1 +
√
τ
The last equation hold since maxu,v(PH)uv ≤ nd−2p1. Then, we bound (58). Note that by the definition of the set
J , the degree of the sub-graph (AH)JJ is bounded above by τ . We need to prove that the condition (the discrepancy
property) of Lemma 3.2 is satisfied with d˜ = τ + nd−1p1 with probability at least 1 − n−C′ . The proof mainly
follows the arguments in [32] and apply the Union Bound to make sure the independence (like what we have done
in (a) above) . We have
sup
x,y∈Sn−1
∑
(u,v)∈U∩J×J
xu(AH)uvyv ≤ C
(√
τ +
√
nd−1p1
)
with probability at least 1− n−C′ . Together with all the results above, we are done. 
Now we are ready to prove Lemma 6.5.
Proof. By triangle inequality,
‖Tτ (AH)−PH‖op ≤ ‖Tτ (AH)− Tτ (PH)‖op + ‖Tτ (PH)−PH‖op
Then we have ‖Tτ (AH)− Tτ (PH)‖op = ‖(AH)JJ − (PH)JJ‖op, which is bounded by Lemma 3.4. By Lemma
3.3, we have |Jc| ≤ n
τ
with probability at least 1− exp (−C′n). This implies
‖Tτ (PH)−PH‖op ≤ ‖Tτ (PH)−PH‖F ≤
√
2n |Jc| (max
i,j
(PH)u,v
)2 ≤ √2n ·maxi,j(PH)u,v√
τ
≤
√
2nd−1p1√
τ
Taking τ ∈ [C1(1 + nd−1p1), C2(1 + nd−1p1)]. Proof completed. 
APPENDIX D
PROOF OF LEMMA 6.1
We start from analyzing the entries of PH. Recall that PH , EL(A) for an adjacency tensor A. Under
the transformation from a d-dimensional tensor into a two-dimensional matrix, each entry in PH is a weighted
combination of the probability parameters pi’s. To be specific, (PH)ij aggregates the contribution from other nodes
u ∈ [n] \ {u, v}, and the value depends on the community relation induced by each hyperedge correspondingly.
Depending on whether or not the two nodes u and v are in the same community, we have, ∀i 6= j
(PH)ij ≈
u σ(i) = σ(j)v , otherwise. (59)
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The explicit expression for (PH)ij changes for different values of d, the order of the underlying hypergraph. Observe
that u ≥ v since we assume that pi’s are in decreasing order, i.e. pi > pj for i < j. Below are u, v for the case
d = 3 and 4.
When d = 3

u ≈ n′(p+ (k − 1)q)
v ≈ n′(2q + (k − 2)r)
(60)
When d = 4
u ≈ (n
′)2
(
1
2p1 + (k − 1)p2 + k−12 p3 +
(
k−1
2
)
p4
)
v ≈ (n′)2(p2 + p3 + 5(k−2)2 p4 + (k−22 )p5) (61)
Deducting v for each entry in PH, we have
PH − (1− η)v1n1Tn ≈ (u− v)
k∑
t=1
vtv
T
t (62)
where vt is defined as vt =
(
0Tn1 , . . . ,1
T
nt
, . . . ,0Tnk
)T
for each t ∈ [k]. Note that {vt}kt=1 are orthogonal to each
other. Therefore,
λk
(
k∑
t=1
vtv
T
t
)
≥ min
t∈[k]
nt ≥ (1 − η)n′
By Weyl’s inequality,
λk(PH) ≥ (u− v)λk
(
k∑
t=1
vtv
T
t
)
+ λn
(
(1 − η)v1n1Tn
)
& (n′) (u− v)
To further control u− v, let’s first look at a few cases for lower-order d. For the case d = 3, we have
u− v ≈ n′(p− q + (k − 2)(q − r))
while for the case d = 4,
u− v ≈ (n′)2
[
1
2
(p1 − p2) + 1
2
(p2 − p3) + (k − 2)(p3 − p4) + k − 2
2
(p2 − p4) +
(
k − 1
2
)
(p4 − p5)
]
Note that u−v could be represented as a weighted sum of pairwise comparisons, that is,∑i<j:(ri,rj)∈Nd Mrirj (pi−
pj) for some Mri,rj ’s. Recall that in our definition, (i, j) : (ri, rj) ∈ Nd if the hyperedges of type ri and rj have
community assignments that differ on only one node. The new coefficient Mrirj would be similar to mrirj . In fact,
they will only differ up to a constant related only to d (in fact, up to d− 1).
Moreover, n′Crirj ≥ mrirj for all possible (ri, rj). When counting, in mri,rj we fix one dimension (the first
dimension to node 1), while in Mri,rj two dimensions are fixated at u and v. Essentially, u−v counts the difference
of the number of random variables between two assignments, one being σ(u) = σ(v) and the other being otherwise.
Without loss of generality, we may think of the community labeled of u as a fixed number as in the operational
definition of mri,rj , while the community label of v should be different from σ(u). By multiplying back n
′ to
get the expression n′Mri,rj , we unshackle v and allow it to vary within the σ(v)-th community, the cardinality of
which is approximately n′. Undoubtedly, there are double countings in both the number mri,rj and Mri,rj . The
value of mri,rj is normalized with respect to d− 1 companions (only one dimension is fixed), while the value of
Mri,rj is normalized with respect to d− 2 companions (two dimension are fixed). As a result, there are still some
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l = (u, v, l3, . . . , ld)’s being doubled counted in coefficient n
′Mri,rj as opposed to coefficient mri,rj . This is the
reason why the former is always larger than or equal to the latter.
Recall that the probability parameter p = {p1, . . . , pκd} follows the majorization rule, which means that pi > pj
for all i < j. Combined with these fact, we have
λk(PH) & (n
′)
∑
(i,j):(ri,rj)∈Nd
Crirj (pi − pj) &
∑
(i,j):(ri,rj)∈Nd
mrirj (pi − pj)
Hence we complete the proof.
APPENDIX E
PROOF OF LEMMA 7.2
First recall that
Rσ∼Unif(σ̂(1)) =
1
|ΘLd |
∑
σ∈ΘL
d
Eσℓ(σ(1), σ̂(1))
In order to connect Rσ∼Unif(σ̂(1)) with the risk function of a hypothesis testing problem, we shall find an equivalent
form of Eσℓ(σ(1), σ̂(1)). The idea is to find another assignment σ
′ such that d(σ, σ′) = dH(σ(1), σ
′(1)) = 1. σ′
is the most indistinguishable opponent against σ in the sense that their assignments differ by only one node.
Specifically, for each σ0 ∈ ΘLd , we construct a new assignment σ[σ0] based on σ0:
σ[σ0](1) = argmin
2≤i≤n
{
nσ0(i) = n
′
}
and σ[σ0](i) = σ0(i) for 2 ≤ i ≤ n. Note that {i | nσ0(i) = n′} 6= ∅ ∀σ0 ∈ ΘLd and σ[σ0] ∈ ΘLd . In addition, for any
σ1, σ2 ∈ ΘLd , we can see that σ1 6= σ2 if and only if σ[σ1] 6= σ[σ2]. Therefore, {σ0 | σ0 ∈ ΘLd } = {σ0 | σ0 ∈ ΘLd }
and thus
Rσ∼Unif(σ̂(1)) =
1
|ΘLd |
∑
σ0∈ΘLd
Eσ0ℓ(σ0(1), σ̂(1))
=
1
|ΘLd |
∑
σ0∈ΘLd
1
2
(
Eσ0ℓ(σ0(1), σ̂(1)) + Eσ[σ0]ℓ(σ[σ0](1), σ̂(1))
)
In the testing problem, we can use the optimal Bayes risk as a lower bound. Let σ̂Bayes be an assignment that
achieves the minimum Bayes risk inf σ̂
1
2
(
Eσ0ℓ(σ0(1), σ̂(1)) + Eσ[σ0 ]ℓ(σ[σ0](1), σ̂(1))
)
. Notice that σ̂Bayes(1) is a
Bayes estimator concerning the 0-1 loss, indicating that σ̂Bayes(1) must to be the mode of the posterior distribution.
Roughly speaking, the team who has a larger value of sum of the supporting random variables wins the test.
Grouping terms together according to each community relation, the log-likelihood function under the true
community assignment σ0 given an observation A becomes
L(σ0;A) = logP{A | σ0} =
∑
l=(1,l2,...,ld)
Kd∑
i=1
Al1
{
l
σ0∼ ri
}(
log
pi
p¯i
+ log p¯i
)
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Similarly, we can obtain the expression L(σ[σ0];A) when the underlying community assignment changes to σ[σ0].
Hence, the probability of error is
Eσ0ℓ(σ0(1), σ̂Bayes(1)) = Pσ0{L(σ[σ0];A) ≥ L(σ0;A)}
= P
{ ∑
i<j:(ri,rj)∈Nd
mrirj∑
u=1
(
X(rj)u −X(ri)u
)
≥ 0
}
(63)
where where f(s) , s1−s for Cxy , log
f(x)
f(y) , and for each (ri, rj) pair in Nd, X
(rj)
u
i.i.d.∼ Ber(pj), X(ri)u i.i.d.∼
Ber(pi) ∀u = 1, . . . ,mrirj are all mutually indepedent random variables. Note that when summing over all possible
l’s in the log-likelihood function, the indices can be partitioned into two kinds of set: one whose label changes
from ri to rj for some (ri, rj) ∈ Nd when there is exactly one node disagreement and one whose label does not
change whether the community assignment is σ0 or σ[σ0]. Specifically,
{l = (1, l2, . . . , ld)} = J ∪ Jc
where
J =
⋃
i<j:(ri,rj)∈Nd
{
l
σ0∼ ri, l σ[σ0]∼ rj
}
and Jc =
Kd⋃
i=1
{
l
σ0∼ ri, l σ[σ0]∼ ri
}
The former contributes to the difference between two Bernoulli random variables with cardinality mrirj , while
the latter is invariant to the hypothesis testing problem and its likelihood remains the same at both sides of the
first inequality in (63). Note also that we rearrange terms on the specific side of the inequality to make Crirj ≥
0 ∀(ri, rj) ∈ Nd due to the non-decreasing property of the probability parameters pi’s.
By symmetry, the situation is exactly the same for Eσ[σ0 ]ℓ(σ[σ0](1), σ̂Bayes(1)). Finally, since (63) holds for all
σ0 ∈ ΘLd and inf(·) is a concave function, we have
Rσ∼Unif(σ̂(1)) ≥ inf
σ̂
Rσ∼Unif(σ̂(1))
= inf
σ̂
1
|ΘLd |
∑
σ0∈ΘLd
1
2
(
Eσ0ℓ(σ0(1), σ̂(1)) + Eσ[σ0 ]ℓ(σ[σ0](1), σ̂(1))
)
≥ 1|ΘLd |
∑
σ0∈ΘLd
inf
σ̂
1
2
(
Eσ0ℓ(σ0(1), σ̂(1)) + Eσ[σ0 ]ℓ(σ[σ0](1), σ̂(1))
)
=
1
|ΘLd |
∑
σ0∈ΘLd
P
{ ∑
i<j:(ri,rj)∈Nd
mrirj∑
u=1
(
X(rj)u −X(ri)u
)
≥ 0
}
= P
{ ∑
i<j:(ri,rj)∈Nd
mrirj∑
u=1
(
X(rj)u −X(ri)u
)
≥ 0
}
APPENDIX F
PROOF OF LEMMA 7.3
We can break the L.H.S. of (44) dirctly into
P
{ ∑
i<j:(ri,rj)∈Nd
mrirj∑
u=1
(
X(rj)u −X(ri)u
)
≥ 0
}
≥
∏
i<j:(ri,rj)∈Nd
P
{mrirj∑
u=1
(
X(rj)u −X(ri)u
)
≥ 0
}
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Note that there are only finitely many terms involving in the product since we assume the order d is constant and
so does the total number of community relations κd = |Kd| in d-hSBM. Though naı¨ve, we could still arrive at the
same order as the minimax rate. By symmetry, it suffices to focus on the first term in the above equation.
P
{mr1r2∑
u=1
Cr1r2
(
X(r2)u −X(r1)u
)
≥ 0
}
Here, we utilize a result from large deviation.
Conseder i.i.d. random variables {Xi}ni=1 where each Xi ∼ X . We assume X is nondegenerate and that
EX2eλX <∞ (64)
for some λ > 0. The former condition ensures, for 0 < u ≤ λ, the existence of the functionsm(u) , ( logLX(u))′,
σ2(u) , m′(u) and Q(u) , um(u)− logLX(u) where LX(u) , EeuX is the Moment Generating Function (MGF)
of the random variable X . Recall some known results:
lim
u↓0
m(u) = m(0) = EX <∞
and
sup
0<u≤λ
(ux− logLX(u)) = Q(u∗) (65)
for m(0) < x ≤ m(λ), where u∗ is the unique solution of the equation
m(u) = x (66)
Note that it is the sup-achieving condition in (65). The main theorem goes as follows.
Theorem 6.1 (Theorem 1 in [29]): ∀x such that m(0) < x ≤ m(λ) and ∀n ≥ 1, the relation
e−nQ(u
∗) ≥ P
{
n∑
i=1
Xi ≥ nx
}
≥ e−nQ(u∗)−c
(
1+
√
nQ(u∗)
)
holds, where the constant c does not depend on x and n.
The first inequality is essentially the Chernoff Bound, while here we use the second one, i.e. the lower bound result.
First, we identify that X = Cr1r2(X
(r2)
u −X(r1)u ) and n = mr1r2 for our problem. Besides, since X < ∞, we
can take λ large enough so that (64) holds. The MGF now becomes
LX(u) = Ee
uX = E
[
euCr1r2X
(r2)
u
] · E[e−uCr1r2X(r1)u ]
Also, since m(0) = EX < 0, we make a trick here to take x = 0. The corresponding optimalilty condition (66)
becomes
m(u) = x = 0⇔ L
′
X(u)
LX(u)
= 0
⇔ L′X(u) = 0
February 6, 2018 DRAFT
39
It can be shown that u∗ = 12 and the supremum achieved is
Q(u∗) = sup
0<u≤λ
(ux− logLX(u))
= − logLX(u∗)
= Ip1p2
Combining the expressions for each Crirj corresponding to a (ri, rj) ∈ Nd, we can conclude that
P
{ ∑
i<j:(ri,rj)∈Nd
mrirj∑
u=1
(
X(rj)u −X(ri)u
)
≥ 0
}
≥
∏
i<j:(ri,rj)∈Nd
P
{mrirj∑
u=1
(
X(rj)u −X(ri)u
)
≥ 0
}
≥
∏
i<j:(ri,rj)∈Nd
e
−mrirj Ipipj−crirj
(
1+
√
mrirj Ipipj
)
= exp
(
−
∑
i<j:(ri,rj)∈Nd
(
mrirjIpipj + crirj
(
1 +
√
mrirjIpipj
)))
≥ exp
(
−
∑
i<j:(ri,rj)∈Nd
(
mrirjIpipj + c
(
κd +
√
κd
∑
i<j:(ri,rj)∈Nd
mrirjIpipj
)))
where c = maxi<j:(ri,rj)∈Nd{crirj} is independent of n′. Finally, since we assume that
∑
i<j:(ri,rj)∈Nd
mrirjIpipj
goes to infinity as n becomes large, the second term with the constant c in the above equation would be dominated
by the first term. We have the desired asymtotic result consequently.
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