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Abstract. - An alternative approach to perturbative Yang-Mills theories in 3+1 dimensional
space-time based on the causal Epstein-Glaser method in QFT was recently proposed.
In this short note we show that the set of identities between C-number distributions expressing
nonabelian gauge invariance in the causal approach imply identities which are analogous to the
well-known Slavnov-Taylor identities. We explicitly derive the Z-factor relations at one-loop
level.
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Nonabelian Gauge Invariance was recently analysed in the causal Epstein-Glaser approach to
perturbative QFT [1]. In this approach the S-matrix is directly constructed in the Fock space
of the free asymptotic fields in the form of a formal power series
S(g) = 1 +
∞∑
n=1
1
n!
∫
d4x1...d
4xn Tn(x1, ..., xn)g(x1)...g(xn), (1)
where g(x) is a tempered test function which switches the interaction. The central objects are
the n-point distributions Tn which may be viewed as mathematically well-defined time-ordered
products. The defining equations of the theory in the causal formalism are the fundamental
(anti-)commutation relations of the free field operators, their dynamical equations and the spe-
cific coupling of the theory Tn=1. The n-point distributions Tn in (1) are then constructed
inductively from the given first order Tn=1 according to the Epstein-Glaser construction [2]
which allows a direct construction of the renormalized (finite) perturbation series without any
intermediate modifications. The physical infrared problem is naturally separated by the adia-
batic switching of the S-matrix S(g) with a tempered test function g.
Considering Yang-Mills theory in four space-time dimensions, the corresponding specific cou-
pling in the Feynman gauge is
T1 = igfabc(
1
2
: AµaAνbF
νµ
c : − : Aµaub∂
µu˜c : +
+α ∂µ(: uau˜bA
µ
c :)− β : ∂µA
µ
a u˜buc :) (2)
where α and β are free constants. All field operators herein are well-defined free fields and
these are the only quantities appearing in the whole theory. The double dots denote their
normal ordering. The specific coupling Tn=1(x) of the theory does not contain quadrilinear
terms proportional to g2, the four-gluon-vertex nor the four-ghost-vertex. Both terms are
automatically generated in second order by our gauge invariance condition [3].
Aµa(x) are the (free) gauge potentials satisfying the commutation relations (Feynman gauge)
[A(−)µa (x), A
(+)ν
b (y)] = iδabg
µνD
(+)
0 (x− y), (3)
where A(±) are the emission and absorption parts of A and D
(±)
0 the (mass zero) Pauli-Jordan
distributions. ua(x) and u˜a(x) are the free massless fermionic ghost fields fulfilling the anti-
commutation relations
{u(±)a (x), u˜
(∓)
b (y)} = −iδabD
(∓)
0 (x− y). (4)
fabc denotes the usual antisymmetric structure constants of the gauge group SU(N). The
time-dependence of A, u and u˜ in Feynman gauge is given by the wave equation
Aµa(x) = 0, ua(x) = 0, u˜a(x) = 0, (5)
We define
Fµνa
def
= ∂µAνa − ∂
νAµa . (6)
Now one considers the linear (abelian!) BRS transformations of the free asymptotic field oper-
ators. The generator of the abelian operator transformations is the charge
Q
def
=
∫
d3x (∂νA
ν
a
↔
∂ 0ua), Q
2 = 0, (7)
2
with the (anti-)commutation relations
[Q,Aaµ]− = i∂µua, {Q, u˜a}+ = −i∂νA
ν
a, {Q, ua}+ = 0, [Q,F
a
µν ]− = 0. (8)
In addition to the charge Q, one defines the ghost charge
Qc := i
∫
d3x : (u˜
↔
∂ 0 u) : (9)
In the algebra, generated by the fundamental field operators, one introduces a gradation by the
ghost number G(Aˆ) which is given on the homogenous elements by
[Qc, Aˆ] = −G(Aˆ) · Aˆ. (10)
One can define an anti-derivation dQ in the graded algebra by
dQAˆ := QAˆ− (e
ipiQcAˆe−ipiQc)Q (11)
The anti-derivation dQ is obviously homogenous of degree (-1) and satisfies d
2
Q = 0.
Nonabelian gauge invariance in the causal approach means that the commutator of the specific
coupling (2) with the charge Q is a divergence (in the sense of vector analysis):
dQTn=1 = i∂ν [igfabc(: A
a
νubF
νµ
c : −
1
2
: uaub∂
ν u˜c : −αidQ(: uau˜bA
ν
c :))]
def
= i∂νT
ν
1/1 (12)
The second term in (2) (the gluon-ghost-coupling) is essential that dQTn=1 can be written as a
divergence. Note the different compensation of terms in the invariance equation (2) compared
with the invariance of the Yang-Mills Lagrangean under the full BRS-transformations of the
interaction fields in the conventional formalism.
Tn=1 in (1) represents the most general gauge invariant (in the sense of (12)) and Lorentz
invariant operator, which is also invariant in regard to the global SU(n) group and in regard to
the discrete symmetry transformations C, P, T , and which has maximal mass dimension four
and ghost charge zero. Note that terms with four operators are ruled out by the gauge invariance
condition (12). As we have already mentioned above, the four-gluon- and four-ghost-couplings
are automatically generated by the gauge invariance condition in the second order. Moreover,
we left out all possible gauge invariant terms with two operators because the information of
quadratic terms are already contained in the fundamental (anti-)commutation relations and the
dynamical equations of the operators.
Tn=1 in (2) is also anti-gauge invariant in the sense that
[Q¯, Tn=1] (where Q¯ :=
∫
d3x (∂νA
ν
a
↔
∂ 0u˜a) with Q¯
2 = 0)
is also a divergence (in the sense of vector analysis).
The condition of nonabelian operator gauge invariance in the causal approach is expressed in
every order of perturbation theory separately by a simple commutator relation of the n-point
distributions Tn with the charge Q, the generator of the free operator gauge transformations:
[Q, Tn(x1, ..., xn)] = dQTn(x1, ....., xn) = i
n∑
l=1
∂xlµ T
µ
n/l(x1, ..., xn), (13)
3
where T νn/l(x1, . . . , xn) are n-point distributions of an extended theory which contains, in addi-
tion to the usual Yang-Mills couplings Tn=1(x) (2), the so-calledQ-vertex T
ν
1/1(x) which already
occurs in (11) as a divergence-representation of [Q, T1]. The first order S-matrix of the extended
theory is equal to
S1(g0, g1)
def
=
∫
d4x [T1(x)g0(x) + T
ν
1/1(x)g1ν(x)]. (14)
and g1 = (g1ν)ν=0,1,2,3 ∈ (S(R
4 ))4 must be an anti-commuting C-number field. The higher
orders are determined by the usual inductive Epstein Glaser construction up to local normal-
ization terms. The T µn/l are the n-point distributions of the extended theory with one Q-vertex
at xl, all other n− 1 vertices are ordinary Yang-Mills vertices (2) (for details see [1]).
The representation of [Q, Tn=1] as a divergence is in general not unique. The most general
Q-vertex T˜ ν1/1 with the same mass dimension and ghost number as T
ν
1/1 in (12) is the following:
[Q, T1] = i∂ν [T
ν
1/1 + γB
ν
1/1]
def
= i∂ν T˜
ν
1/1
with Bν1/1 = igfabc∂µ(: uaA
µ
bA
ν
c :), ∂νB
ν
1/1 = 0, γ ∈ C free. (15)
The choice of γ has just practical reasons and has no physical consequences.
We claimed in [1] that the simple operator condition (13) involving only well-defined asymptotic
field operators expresses the full content of the nonabelian gauge structure of the quantized the-
ory. We proved this condition by induction on the order n of perturbation theory following the
causal construction of Tn and T
ν
n/l. We also proved that this condition implies the unitarity of
the S-matrix in the physical subspace , i.e. the decoupling of the unphysical degrees of freedom
in the theory. Thus, the concept of abelian gauge transformations of the free field operators is
sufficient in order to derive the most important consequence of nonabelian gauge invariance in
perturbative quantum field theory.
However, one may doubt if this simple operator equation represents the whole content of non-
abelian gauge invariance in perturbation theory, for example the consequences for (amputated)
Greensfunctions, namely the Slavnov-Taylor identities. The purpose of this note is to show that
the equation (13) also contains this latter information.
In [1] we expressed the operator gauge invariance condition by a set of identities between C-
number distributions. These C-number identities for gauge invariance (so-called cg-identities)
are sufficient for the operator condition (13). We have rewritten these identities in the appendix.
Note that they correspond to the specific choice α = 0 and β = 0 in (2), which corresponds to
the Faddeev Popov specific coupling. Moreover, we have chosen γ = 0, the most suitable choice
for the Q-vertex.
It is an advantage of the causal approach that the physical infrared problem is naturally sep-
arated by adiabatic switching of the S-matrix by a tempered testfunction g and also absent
before the limit g → 1 is taken. So all examinations regarding gauge invariance and unitarity
are mathematically well-defined. But one has to pay a prize: In order to express the operator
gauge invariance condition (13) in a set of identities between C-number distributions, we have
to work out the explicit form of the divergence in (12) and (13)([1],[4]). Moreover, one has to
distinguish the operator and its derivative , which implies the relative largeness of the set of
cg-identities.
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However, we can derive 5 summed identities from this large set of identities which are totally
analogous to the Slavnov-Taylor identities.
In fact, we can eliminate all distributions with one Q-vertex besides the divergences in regard
to the inner variables. One arrives at relations which almost only involve distributions of the
orginal theory: In order to get the summed 2-leg identity, one has to insert (A.1) into (A.2).
Besides the 3-leg identity (A.3) one attends another summed (3-leg) identity by inserting (A.6)
into (A.5), then (A.5) into (A.4). The 4-leg identities are treated analogously: Inserting (A.12)
into (A.8), we get the first summed 4-leg identity and inserting (A.11) into (A.10), then (A.10)
into (A.9) and finally (A.9) into (A.7), we arrive at the second summed 4-leg identity:
• In the first step we define the following summed distributions. These definitions are natural,
because the defined distributions represent in each case the sum of all distributions which would
contribute to the same operator in the adiabatic limit (Partial integrating is formally possible
in the adiabatic limit.). The crucial point is that also the four-gluon terms proportional to δ
which originate from the induced four-gluon normalisation term in second order ([1]) contribute
to the operator where all external legs are attached to different vertices and therefore have to
be included in the definitions:
ΠκνAA(x1, x2, . . .) := t
κν
AA(x1, x2, . . .)+ (16)
−2∂x2λ t
κλν
AF (x1, x2, . . .)− 2∂
x1
λ t
λκν
FA (x1, x2, . . .) + 4∂
x1
λ ∂
x2
τ t
λκτν
FF (x1, x2, . . .)
ΠκlνuA (x1, x2, . . .) := t
κlν
uA (x1, x2, . . .)− 2∂
x2
λ t
κlλν
uF (x1, x2, . . .), l > 2
ΠµνuuA(x1, x2, x3, . . .) := t
µν
uuA(x1, x2, x3, . . .)− 2∂
x3
κ t
µκν
uuF (x1, x2, x3, . . .)
ΠαµνAAA(x1, x2, x3, . . .) := t
αµν
AAA(x1, x2, x3, . . .)+
+2gδ(x1 − x2)t
ναµ
AF (x3, x2, . . .)− 2gδ(x1 − x3)t
µαν
AF (x2, x3, . . .) + 2gδ(x2 − x3)t
αµν
AF (x1, x2, . . .)+
−2∂x1κ [t
καµν
FAA (x1, x2, x3, . . .) + 2gδ(x2 − x3)t
µνκα
FF (x3, x1, . . .)]+
−2∂x2κ [t
ακµν
AFA (x1, x2, x3, . . .)− 2gδ(x1 − x3)t
ανκµ
FF (x3, x2, . . .)]+
−2∂x3κ [t
αµκν
AAF (x1, x2, x3, . . .) + 2gδ(x1 − x2)t
κναµ
FF (x3, x2, . . .)]+
+4∂x2κ ∂
x3
λ t
ακµλν
AFF (x1, x2, x3, . . .)+4∂
x1
κ ∂
x2
λ t
καλµν
FFA (x1, x2, x3, . . .)−8∂
x1
κ ∂
x2
λ ∂
x3
σ t
καλµσν
FFF (x1, x2, x3, ...)
ΠαlµνuAA(x1, x2, x3, . . .) := t
αlµν
uAA(x1, x2, x3, . . .)+
−2∂x3κ t
αlµκν
uAF (x1, x2, x3, . . .)− 2∂
x2
κ t
αlκµν
uFA (x1, x2, x3, . . .) + 4∂
x2
κ ∂
x3
λ t
αlκµλν
uFF (x1, x2, x3, . . .)+
+2gδ(x2 − x3)t
α(l−1)µν
uF (x1, x2, . . .), l > 3
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ΠαµAuu(x1, x2, x3, .....) := t
αµ
Auu(x1, x2, x3, ....)− 2∂
x1
κ t
καµ
Fuu(x1, x2, x3, ...)
ΠαµνuAuAabcd(x1, x2, x3, x4, ...) := t
αµν
uAuAabcd(x1, x2, x3, x4, ....)+
−2∂x4κ t
αµκν
uAuFabcd(x1, x2, x3, x4, ....)− 2∂
x2
κ t
καµν
uFuAabcd(x1, x2, x3, x4, ...)+
+4∂x2κ ∂
x4
λ t
καµλν
uFuFabcd(x1, x2, x3, x4, ....) + 2gfbdrfacrδ(2− 4)t
µαν
uuF (x1, x3, x4, .....)
Π¯3νuuuAabcd(x1, x2, x3, x4, ...) := t¯
3ν
uuuAabcd(x1, x2, x3, x4, ...)− 2∂
x4
α t¯
3αν
uuuFabcd(x1, x2, x3, x4, ...)
ΠαlµνuuuAabcd(x1, x2, x3, x4, ...) := t
αlµν
uuuAabcd(x1, x2, x3, x4, ...)−2∂
x4
κ t
αlµκν
uuuFabcd(x1, x2, x3, x4, ...), l > 4
Analogously, one can define ΠανκλAAAAabcd and Π
ακλ
uuAAabcd.
• Having defined these summed distributions we arrive at the summed two-leg identity by
inserting (A.2) into (A.1) and using the new definitions.
∂x1κ Π
κν
AA(x1, x2, x3, . . . , xn−1)− ∂
α
x2 [∂
α
x2t
ν
uu(x1, x2, x3, . . . , xn−1)− (α↔ ν)]+
+
n∑
l=3
∂xlκ Π
κlν
uA (x1, x2, x3, . . . , xn−1) = 0 (17)
Inserting (A.6) and (A.5) into (A.4) and using the new definitions, we arrive at the first summed
three-leg identities of gauge invariance:
∂x1α Π
αµν
AAA(x1, x2, x3, x4, . . . , xn)+
+[
(
∂x2α [∂
α
x2Π
µν
uuA(x1, x2, x3, x4, . . . , xn)− (α↔ µ)]
)
−
(
(x2, ν)←→ (x3, µ)
)
]+
+g[δ(x1 − x2)− δ(x1 − x3)]Π
µν
AA(x2, x3, x4, . . . , xn)+
+g[
(
∂x2α [δ(x2 − x3)g
αµtνuu(x1, x2, x4, . . . , xn)− (α↔ ν)]
)
−
(
(x2, ν)←→ (x3, µ)
)
]+
+
n∑
l=4
∂lαΠ
αlµν
uAA(x1, x2, x3, x4, . . . , xn) = 0 (18)
We can rewrite equation (A.3) as the second summed three-leg identity:
∂x1α Π
αµ
Auu˜(x1, x2, x3, . . .) + ∂
x2
α Π
αµ
Auu˜(x2, x1, x3, . . .) + ∂
µ
x3 t¯
3
uuu˜(x1, x2, x3, . . .)+
+
n∑
l=4
∂xlα t
αlµ
uuu˜(x1, x2, x3, . . .) + gδ(x1 − x2)t
µ
uu˜(x2, x3, . . .)+
−gδ(x1 − x3)t
µ
uu˜(x2, x3, . . .)− gδ(x2 − x3)t
µ
uu˜(x1, x3, . . .) = 0. (19)
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Inserting (A.12) into (A.8), we get the first summed four-leg identity:
0 = −
[
∂x2α Π
αµν
uAu˜Aabcd(x1, x2, x3, x4, . . .)−
(
(a, x1)←→ (b, x2)
)]
+
+∂µx3Π¯
3ν
uuu˜Aabcd(x1, x2, x3, x4, . . .)− ∂
x4
α
[
∂x4ν t
µα
uuu˜u˜abcd(x1, x2, x3, x4, . . .)− (ν ↔ α)
]
+
+
n∑
l=5
∂xlα Π
αlµν
uuu˜Aabcd(x1, x2, x3, x4, . . .)+
+g{fabrfcdr[δ(x1 − x2)Π
µν
uu˜A(x2, x3, x4 . . .)+
−g{facrfbdrδ(x1 − x3)Π
µν
uu˜A(x2, x3, x4, . . .)]− (a, x1)←→ (b, x2)}+
+g{fadrfbcrδ(x1 − x4)Π
µν
uu˜A(x2, x3, x4 . . .)− (a, x1)←→ (b, x2)}+
+gfabrfcdrδ(x3 − x4)g
νµ t¯3uuu˜(x1, x2, x4, . . .)] (20)
Inserting (A.11) into (A.10), then (A.10) into (A.9) and finally (A.9) into (A.7), we arrive at
the second summed 4-leg identity :
∂x1α Π
ανκλ
AAAAabcd(1, 2, 3, 4, 5, . . .) +
{
(−∂x2α ∂
ν
x2Π
ακλ
uuAAabcd(1, 2, 3, 4, 5, . . .))− ((α↔ ν)
}
+
+
{
(b, ν, x2)→ (c, κ, x3)→ (d, λ, x4)→ (b, ν, x2)
}
+ degenerate terms = 0 (21)
These 5 (summed) identities are alike the Slavnov-Taylor identities. They can directly compared
with explicit identities which can be found in the literature [5]. But note that the summed cg-
identities above are more general because in the usual identities the adiabatic limit g → 1 in
the inner variables is already taken.
Finally, we derive the well-known relation between the Z-factors of the gluon vertex, the gluon
propagator, the ghost vertex and the ghost propagator at one-loop level [5] from these summed
Cg-identities :
• One easily checks that the following (local) renormalisations of the self energy distributions
are compatible with the first summed identity of gauge invariance (17) (and also with Lorentz
invariance, all the discrete symmetries and pseudo-unitarity) in the nth step of the inductive
construction. Because we are interested in the comparison with the Slavnov-Taylor identities,
we state only the relevant local normalisation terms which survive in the adiabatic limit in
regard to the inner coordinates:
ΠµνAA + C
n−1
AA [∂
µ
x1∂
ν
x1 − g
µν∂x1∂x1 ]δ
n−2
tνuu + C
n−1
uu ∂
ν
x2δ
n−2 (22)
•The possible renormalisations of the two vertices (compatible with Lorentz invariance, discrete
symmetries and pseudo-unitarity) are the following:
ΠαµνAAA + C
n
AAA[g
αµ(∂νx1 − ∂
ν
x2) + g
αν(∂µx3 − ∂
µ
x1) + g
µν(∂αx2 − ∂
α
x3)]δ
n−1
ΠµνuuA + C
n
uuAδ
n−1gµν (23)
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The second summed identity (18) implies the following relation between these four normalisa-
tion constants in the nth step of the inductive construction:
gCn−1AA + C
n
uuA − gC
n−1
uu − C
n
AAA = 0 (24)
Because of Zi := 1 + Ci (Note our conventions in the ghost sector!), we directly get the well-
known relation between the Z-factors at one-loop level:
ZAA
ZAAA
=
Zuu
ZuuA
(25)
The interpretation of this relation is slightly different in the causal approach: It represents the
restrictions by gauge invariance on finite normalisation terms only. We do not need any infinite
part in the Z-factors to absorb divergences in the causal approach.
Using the two summed 4-leg identities or the identities, one can analogously deduce the corre-
sponding relation of the Z-factor of the four-gluon vertex.
Appendix Cg-Identities
The conventions of denoting operator-valued distributions are as in [1]:
tα2AB...ab...(x1, x2, . . .) : A
a(x1)B
b(x2) . . . :
means an operator-valued distribution with external field operators (legs) Aa and Bb, a and
b are colour indices. The subscripts α2 show that this term belongs to Tαn/2(x1, x2, . . .) with
Q-vertex at the second argument of the numerical distribution t. All 2-leg distributions contain
the colour tensor δab, all 3-leg distributions the colour factor fabc. Therefore we define the
numerical distributions without these colour factors .
For : Ω := δab : ua(x1)A
b
ν(x2) : we obtain
∂1αt
αν
AA +
1
2
∂2α[t
α2ν
uA − t
ν2α
uA ] +
n∑
l=3
∂lαt
αlν
uA = 0, (A.1)
For : Ω := δab : ua(x1)F
b
µν (x2) :
∂1αt
αµν
AF +
1
2
[∂µ2 t
ν
uu˜ − ∂
ν
2 t
µ
uu˜] +
1
4
[tµ2νuA − t
ν2µ
uA ] +
n∑
l=3
∂lαt
αlµν
uF = 0. (A.2)
For : Ω := fabc : u
a(x1)u
b(x2)∂µu˜
c(x3) :
0 = ∂x1α t
αµ
Auu˜(x1, x2, x3, . . .) + ∂
x2
α t
αµ
Auu˜(x2, x1, x3, . . .) + ∂
µ
x3 t¯
3
uuu˜(x1, x2, x3, . . .)
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+
n∑
l=4
∂xlα t
αlµ
uuu˜(x1, x2, x3, . . .) + gδ(x1 − x2)t
µ
uu˜(x2, x3, . . .)
−gδ(x1 − x3)t
µ
uu˜(x2, x3, . . .)− gδ(x2 − x3)t
µ
uu˜(x1, x3, . . .). (A.3)
For : Ω := fabc : u
a(x1)A
b
µ(x2)A
c
ν(x3) :
0 = ∂x1α t
αµν
AAA(x1, x2, x3, x4, . . .)−
1
2
∂x2α
[
t
α3νµ
uAA (x1, x3, x2, x4, . . .)− (α↔ µ)
]
+
1
2
∂x3α
[
t
α3µν
uAA (x1, x2, x3, x4, . . .)− (α↔ ν)
]
+
n∑
l=4
∂xlα t
αlµν
uAA(x1, x2, x3, x4, . . .)
+g[δ(x1 − x2)− δ(x1 − x3)]t
µν
AA(x2, x3, x4, . . .)
−gδ(x2 − x3)
1
2
[
t
µ2ν
uA (x1, x2, x4, . . .)− (µ↔ ν)
]
. (A.4)
For : Ω := fabc : u
a(x1)A
b
µ(x2)F
c
νλ(x3) :
0 =
1
4
[
t
ν3µλ
uAA (x1, x2, x3, . . .)− (ν ↔ λ)
]
+∂x1α t
αµνλ
AAF (x1, x2, x3, . . .) +
1
2
∂x2α
[
t
α2µνλ
uAF (x1, x2, x3, . . .)− (α↔ µ)
]
+
1
2
[
∂νx3t
λµ
uu˜A(x1, x3, x2, . . .)− (ν ↔ λ)
]
+
n∑
l=4
∂xlα t
αlµνλ
uAF (x1, x2, x3, . . .)
+g[δ(x1 − x2)− δ(x1 − x3)]t
µνλ
AF (x2, x3, x4, . . .)
+
g
2
[
gµνδ(x2 − x3)t
λ
uu˜(x1, x3, x4, . . .)− (ν ↔ λ)
]
. (A.5)
For : Ω := fabc : u
a(x1)F
b
µτ (x2)F
c
νλ(x3) :
0 =
1
4
[
t
µ2τνλ
uAF (x1, x2, x3 . . .)− (µ↔ τ)
]
−
1
4
[
t
ν2λµτ
uAF (x1, x3, x2 . . .)− (ν ↔ λ)
]
+∂x1α t
αµτνλ
AFF (x1, x2, x3, . . .) +
1
2
[
∂τx2t
µνλ
uu˜F (x1, x2, x3 . . .)− (µ↔ τ)
]
−
1
2
[
∂λx3t
νµτ
uu˜F (x1, x3, x2 . . .)− (λ↔ ν)
]
+
n∑
l=4
∂xlα t
αlµτνλ
uFF (x1, x2, x3 . . .)
+g[δ(x1 − x2)− δ(x1 − x3)]t
µτνλ
FF (x2, x3, x4 . . .). (A.6)
: Ω :=: ua(x1)A
b
ν(x2)A
c
κ(x3) A
d
λ(x4) :
0 = ∂x1α t
ανκλ
AAAAabcd(1, 2, 3, 4, 5, . . .) +
1
2
∂x2α [t
α2νκλ
uAAAabcd(1, 2, 3, 4, 5, . . .)− (α↔ ν)]
+ 1
2
∂x3α [t
α2κνλ
uAAAacbd(1, 3, 2, 4, 5, . . .)− (α↔ κ)] +
1
2
∂x4α [t
α2λνκ
uAAAadbc(1, 4, 2, 3, 5, . . .)− (α↔ λ)]
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+
n∑
l=5
∂xlα t
αlνκλ
uAAAabcd(1, 2, 3, 4, 5, . . .)+
+
{
gfabrfcdr
[
δ(1− 2)tνκλAAA(2, 3, 4, 5, . . .) + δ(3 − 4)
1
2
[tκ2λνuAA (1, 3, 2, 5, . . .)− (κ↔ λ)]
]}
+
{
(b, ν, x2)→ (c, κ, x3)→ (d, λ, x4)→ (b, ν, x2)
}
, (A.7)
For : Ω :=: ua(x1)u
b(x2)∂µu˜
c(x3)A
d
ν(x4) :
0 = −
[
∂x2α t
αµν
uAu˜Aabcd(1, 2, 3, 4, 5, . . .)−
(
(a, x1)←→ (b, x2)
)]
+∂µx3 t¯
3ν
uuu˜Aabcd(1, 2, 3, 4, 5, . . .) + ∂
x4
α
1
2
[
t
α4µν
uuu˜Aabcd(1, 2, 3, 4, 5, . . .)− (α↔ ν)
]
+
n∑
l=5
∂xlα t
αlµν
uuu˜Aabcd(1, 2, 3, 4, 5, . . .)
+g{fadrfbcr[δ(1 − 4)t
νµ
Auu˜(4, 2, 3, 5 . . .)
+δ(2− 3)tνµAuu˜(4, 1, 3, 5 . . .)]} − g{(a, x1)←→ (b, x2)}
+gfabrfcdr[δ(1 − 2)t
νµ
Auu˜(4, 2, 3, 5 . . .)
+δ(3− 4)gνµt¯3uuu˜(1, 2, 4, 5 . . .)], (A.8)
For : Ω :=: ua(x1)F
b
κλ(x2)A
c
µ(x3)A
d
ν(x4) :
0 = ∂x1α t
ακλµν
AFAAabcd(1, 2, 3, 4, 5, . . .) +
1
2
[∂λx2t
κµν
uu˜AAabcd(1, 2, 3, 4, 5, . . .)− (λ←→ κ)]
+ 1
2
∂x3α [t
α3κλµν
uFAAabcd(1, 2, 3, 4, 5, . . .)− (α←→ µ)]
+ 1
2
∂x4α [t
α3κλνµ
uFAAabdc(1, 2, 4, 3, 5, . . .)− (α↔ ν)] +
n∑
l=5
∂xlα t
αlκλµν
uFAAabcd(1, 2, 3, 4, 5, . . .)
+ 1
4
[tκ2λµνuAAAabcd(1, 2, 3, 4, 5, . . .)− (κ↔ λ)]
+gfabrfcdrδ(3 − 4) 12 [t
µ2νκλ
uAF (1, 3, 2, 5 . . .)− (µ←→ ν)]
+
g
2
{fadrfbcrδ(2− 3)[g
µκtλνuu˜A(1, 3, 4, 5 . . .)− (κ←→ λ)]} +
g
2
{(c, µ, 3)←→ (d, ν, 4)}
+g[facrfdbrδ(1− 3)− fadrfcbrδ(1− 4)]t
µνκλ
AAF (3, 4, 2, 5 . . .)
+gfabrfcdrδ(1 − 2)t
µνκλ
AAF (3, 4, 2, 5 . . .)], (A.9)
For : Ω :=: ua(x1)A
b
µ(x2)F
c
κλ(x3)F
d
στ (x4) :
0 = ∂x1α t
αµκλστ
AAFFabcd(1, 2, 3, 4, 5, . . .) +
1
2
∂x2α [t
α2µκλστ
uAFFabcd(1, 2, 3, 4, 5, . . .)− (α←→ µ)]
+ 1
2
{∂λx3t
µκτρ
uAu˜Fabcd(1, 2, 3, 4, 5, . . .)− (κ←→ λ)]}
+ 1
2
{(c, κ, λ, x3)←→ (d, σ, τ, x4)} +
n∑
l=5
∂xlα t
αlµκλστ
uAFFabcd(1, 2, 3, 4, 5, . . .)
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+ 1
4
[tκ3µλστuAAFabcd(1, 2, 3, 4, 5, . . .)− (κ↔ λ)] +
1
4
[(c, κ, λ, x3)←→ (d, σ, τ, x4)]
+g{fabrfcdrδ(1− 2)t
µκλστ
AAF (2, 3, 4, 5 . . .)
−
g
2
{fadrfbcrδ(2 − 3)[g
µκtλστuu˜F (1, 3, 4, 5 . . .)− (κ←→ λ)]}
−
g
2
{(c, κ, λ, x3)←→ (d, σ, τ, x4)}
+g[fadrfbcrδ(1 − 4)− facrfbdrδ(1 − 3)]t
µκλστ
AFF (2, 3, 4, 5 . . .), (A.10)
For : Ω :=: ua(x1)F
b
µν(x2)F
c
κλ(x3)F
d
στ (x4) :
0 = ∂x1α t
αµνκλστ
AFFFabcd(1, 2, 3, 4, 5, . . .) +
1
2
[∂νx2t
µκλστ
uu˜FFabcd(1, 2, 3, 4, 5, . . .)− (µ←→ ν)]
+ 1
2
[∂λx3t
κµνστ
uu˜FFacbd(1, 3, 2, 4, 5, . . .)− (κ←→ λ)]
+ 1
2
[∂τx4t
σµνκλ
uu˜FFadbc(1, 4, 2, 3, 5, . . .)− (σ ↔ τ)] +
n∑
l=5
∂xlα t
αlµνκλστ
uFFFabcd(1, 2, 3, 4, 5, . . .)
+ 1
4
[tµ2νκλστuAFFabcd(1, 2, 3, 4, 5, . . .)− (µ↔ ν)] +
1
4
[tκ2λµνστuAFFacbd(1, 3, 2, 4, 5, . . .)− (κ↔ λ)]
+ 1
4
[tσ2τµνκλuAFFadbc(1, 4, 2, 3, 5, . . .)− (σ ↔ τ)]
−g[facrfbdrδ(1− 3) + fadrfcbrδ(1− 4) + fabrfdcrδ(1− 2)]t
µνκλστ
FFF (2, 3, 4, 5 . . .), (A.11)
For : Ω :=: ua(x1)u
b(x2)∂µu˜
c(x3)F
d
λκ(x4) :
0 =
[
∂x1α t
αµλκ
Auu˜Fabcd(1, 2, 3, 4, 5, . . .)−
(
(a, x1)←→ (b, x2)
)]
+∂µx3 t¯
3λκ
uuu˜Fabcd(1, 2, 3, 4, 5, . . .) +
1
2
[
∂κx4t
µλ
uuu˜u˜abcd(1, 2, 3, 4, 5, . . .)− (κ↔ λ)
]
+
n∑
l=5
∂xlα t
αlµλκ
uuu˜Fabcd(1, 2, 3, 4, 5, . . .)
+ 1
4
[tλ4µκuuu˜Aabcd(1, 2, 3, 4, 5, . . .)− (λ↔ κ)]
+gfabrfcdrδ(1− 2)t
µλκ
uu˜F (2, 3, 4, 5 . . .)
−g[facrfbdrδ(1− 3)t
µλκ
uu˜F (2, 3, 4, 5 . . .)− ((a, x1)←→ (b, x2))]
+g[fadrfbcrδ(1 − 4)t
µλκ
uu˜F (2, 3, 4, 5 . . .)− ((a, x1)←→ (b, x2))], (A.12)
Acknowledgements
I thank A.Aste and M.Du¨tsch for useful discussions and the Swiss National Science Foundation
for financial support.
11
References
1. M. Du¨tsch, T. Hurth, G. Scharf,
Nuovo Cimento 108A (1995) 679, 108A (1995) 737
T. Hurth,
Annals of Physics (1995) to appear, hep-th/9411080
2. H. Epstein, V. Glaser,
Annales de l’Institut Poincare 29 (1973) 211
G. Scharf,
Finite Quantum Electrodynamics (Second Edition),
Texts and Monographs in Physics , Springer (1995) to appear
3. T. Hurth,
Zu¨rich University Preprint ZU-TH-20/95
4. M. Du¨tsch,
Zu¨rich University Preprint ZU-TH-10/95
5. P. Pascual, R. Tarrach
Nuclear Physics B174 (1980) 123
S.K. Kim, M. Baker,
Nuclear Physics B164 (1980) 152
T.W. Chiu,
Nuclear Physics B181 (1980) 450
(and references therein)
12
