Content providers build serving stacks to deliver content to users. An important goal of a content provider is to ensure good user experience, since user experience has an impact on revenue. In this paper, we describe a system at Yahoo called YTrace that diagnoses bad user experience in near real time. We present the different components of YTrace for end-toend diagnosis. We show two case studies of performance problems with user sessions. We describe a number of open directions for performance diagnosis in content providers.
INTRODUCTION
Large content providers such as Yahoo, Google and Facebook serve users from large-scale serving stacks in geographically distributed datacenters on the Internet. They can be modeled as cloud infrastructure that consists of multiple datacenters and a Content Distribution Network (CDN) ( Figure  1 ). The user experience of a user session with the provider depends on several factors from the serving stack to the Internet to the content. Bad user experiences result in loss of users and revenue [1] . A user session usually consists of multiple user requests, each of which fetches a resource that is a part of the session. In this paper, unless otherwise mentioned, we refer to a user session to imply a user request, since a request is the granularity of our diagnosis.
Content providers build for good user experience by building high-performance serving stacks, which are compositions of services; a service is usually a large distributed system comprising of hundreds to thousands of hosts on top of datacenter network and inter-datacenter wide area paths. Serving stacks include latency-tolerant serving techniques such as parallelism and redundancy [10] . For example, a user request for a personalized web page could be served by "assembling" parts of the page, each generated by a service. In order to do this, services (specifically, hosts in a service) make RPCs to each other over the underlying network paths.
Due to the scale and heterogeneity of a serving stack, it is prone to performance problems that span multiple layers -from the infrastructure layer such as network and servers, to the higher layers such as the OS, containers and service processes within a server, to the distributed systems layer - * Tech report, July 2015. and localized to different parts of the end-to-end path (Figure 1 ). Detecting and troubleshooting bad user experience is a complex problem at scale, since it often involves coordination between multiple teams across end-to-end service tiers and underlying layers. It is hence equally important to build systems that continuously monitor and diagnose bad user experiences. Such systems help troubleshoot to quickly fix performance problems, and know where to allocate resources in the medium-term. Content providers have designed and deployed several systems in practice [8, 17, 18, 23, 25, 27, 30, 33] ; however, these systems do not diagnose performance problems end-to-end and across layers.
We present YTrace, a system that we are building at Yahoo to diagnose end-to-end performance problems that impact user experience. YTrace has three components: instrumentation to collect data, diagnosis methods that run on the data, and an efficient backend to index the data and execute diagnosis queries ( Figure 2 ). In this paper, we focus on the first two components. We consider dynamic web content that is tailored for each user -perhaps the most common on the Internet. We estimate user experience for web content using the page load time -the latency between the user's content request and the Javascript OnLoad event. Our work can easily be extended to diagnose performance problems with other content types and definitions of user experience.
When building an end-to-end diagnosis system, there are key requirements for large content providers: • Tie to user experience: Instrumentation and diagnoses should directly relate to user experience of real users. • The diagnosis output should be general enough to help 
PROBLEM STATEMENT
YTrace should provide a general solution to the common ways in which an end-to-end performance diagnosis system is used in content providers. There are three broad classes of use cases: troubleshooting, resource provisioning and service adaptation. Troubleshooting aims to fix performance problems that users face after the problems occur. It requires the system to deliver near real time, actionable, insights into performance problems. Resource provisioning is a relatively longer-term task that involves querying the system for aggregate views of diagnosis to find where to add resources 1 . Service adaptation requires a feedback loop between a service and user session performance. For example, the traffic engineering service at a CDN may route users to CDN nodes based on diagnoses of Internet paths. Since this involves predefined queries, the system may materialize such queries to minimize query times (large feedback delays are detrimental to performance, e.g., in load balancing [20] ).
We formulate a problem statement whose solution provides actionable input for the three use cases. YTrace has three goals for every user session:
Detection: Is a user session seeing a performance problem? Localization: Where are the performance problems in the end-to-end path (and across all layers)?
Root cause analysis:
Why are the performance problems occurring?
Our focus in this paper is on detection and localization. YTrace supports aggregate queries over multiple user sessions, such 1 Resource provisioning also requires answers to "what-if" questions. This is outside the scope of our current work.
as aggregates over a cluster of users (e.g., ISP and geography), or over a service in the datacenter in a time window. Aggregate queries with predicates enable statistically significant analyses while conditioning on confounding variables.
INSTRUMENTATION
To diagnose problems with a user session, YTrace needs to instrument the performance of components that participate in the session. The instrumentation should not add significant latency to the session. We determine necessary and sufficient instrumentation for diagnosis. We implement optimized libraries and non-critical path agents for instrumentation so that the instrumentation overhead during serving is very low relative to end-to-end latency.
One way to determine instrumentation is using a representation of the end-to-end user session path, which we call a Canonical Execution Tree (CET). A CET is an undirected tree whose nodes are components that participate in user sessions and whose edges represent point-to-point communication between nodes; CET covers all layers that we want to diagnose. Figure 1 shows a CET for large content providers -the user end-host stack (where content is executed and rendered), the CDN and a number of services inside one or more datacenters, and the underlying network paths. We do not show a few nodes for brevity: for example, the user host stack (OS, processes and hardware) and host stack at servers.
YTrace should be able to diagnose performance problems with each node in the CET. Hence, the necessary and sufficient instrumentation for diagnosis will include performance data from every node in the CET (necessary condition) and will not include redundant instrumentation between edges (sufficient). The necessary and sufficient instrumentation for root cause analysis at a CET node depends on the attributes YTrace needs to be able to fingerprint and match problem signatures ( §??).
There are two key aspects of YTrace instrumentation design. First, while the instrumentation in itself is sufficient to diagnose performance of individual services -and has been done in prior work -YTrace ties all instrumentation data to user experience. Second, it is necessary to capture concurrency in the end-to-end execution flow to diagnose bottlenecks -YTrace captures this using causality between events, either using domain knowledge, or inputs from the service, or using happens-before relationships [19] .
User-side instrumentation. User end-host instrumentation enables YTrace to diagnose performance problems with the end-host, the browser (and container) and the content itself. Content providers cannot alter every browser (e.g., by introducing plugins), which leaves us with a limited set of userside performance measurements.
The work of content in a browser can be modeled as a sequence of events spanning fetching resources (either via local cache or network), execution and rendering. The W3C Navigation Timing (NavTiming) recommendation [2] describes such an event model for origin content (the page HTML) and exposes it via a Javascript API to the web page. 2 We use the NavTiming event model for user-side instrumentation in YTrace. This enables us to break down the user experience (page load time) into timing of events for origin content. There is a causal (happens-before) relationship between NavTiming events, which helps us understand the latency critical path of serving. CDN instrumentation. CDN nodes provide a unique vantage point in terms of the observability of wide area TCP connections with the browser and the datacenter. We monitor the two TCP connections by collecting their tcp_info structures periodically from the Linux kernel. The structure contains end-to-end statistics of the TCP connection that affect serving performance, such as packet retransmissions, reordering, RTT, sender and receiver windows, etc.; it hence measures the Internet path as the flow sampled it. YTrace uses the TCP connection statistics to localize throughput bottlenecks to sender (content generation), receiver and pathbased limitations. The client RPC is causally related to the datacenter RPC transfer.
YTrace also instruments the CDN node stack at the service, OS and hardware layers. This enables YTrace to find root causes of node-related performance problems. Note that we do not include diagnosis of traffic engineering-related performance problems; in other words, YTrace's analysis is conditioned on the traffic engineering decision for a user session (see discussion, §??).
Backend instrumentation. We trace user requests starting at the CDN through the serving stack in the datacenter(s) using a system called ytracer. ytracer assigns a globally unique ID to a user session (request) at the CDN and passes the ID through all services that serve the session (via RPCs). We implement ytracer as a stateless library with asynchronous logging that services call during execution (with a 99th percentile SLA of 3µs per RPC). The session state is passed in RPCs during execution. ytracer is based on large-scale tracing deployments in prior work [8, 25] .
ytracer captures the execution graph of a user session in the Yahoo infrastructure. We represent an execution as a directed graph whose vertices are services that serve the user 2 A similar event API for the other resources that the page requires is supported by the W3C Resource Timing recommendation [3] . session and whose edges are RPCs between the services 3 . An execution graph includes per-node performance measurements such as RPC start and end timing (based on local clocks). 4 In order to optimize for end-to-end serving latency, serving stacks may include dynamic (runtime) parallelism and redundancy in RPCs and the execution graph [8, 10] 
Two key properties of a session's execution graph that are hence necessary for performance diagnoses are ordering and causality of RPCs in the graph. Ordering describes the temporal order of RPC calls during the execution. ytracer logs temporal order at each node, which can be used to construct partial ordering of services in the execution graph.
Causality describes relationship (if any) between RPCs in the execution graph, and hence concurrent executions in the graph. ytracer logs causality by recording parent-child relationships among RPCs (if they exist). We designed the ytracer API so that causality between incoming RPC and causal outgoing RPCs can be naturally passed from the service to ytracer. In practice, YTrace uses additional inference for some types of runtime causality (e.g., parallelism and redundancy patterns) that cannot be encoded via the API (see §??). ytracer uses RPC IDs to identify request-response pairs among RPCs between services during execution.
At a high level, Continuous Profiling collects performance counters exposed by modern CPUs. Performance counters allow us to understand host-level bottlenecks and localize them to code via program counters.
DIAGNOSIS
YTrace uses session instrumentation to diagnose performance problems that impact user experience. In this section, we sketch the diagnosis methods. See Figure 4 for an overview.
Detection. The first step towards performance diagnosis is to detect performance problems. We frame the detection problem around user experience: Is the page load time 5 large for the user session? YTrace answers this question by estimating a baseline (normal behavior) for the page load time based on history, and finding if the session has a statistically significant deviation from the baseline. The page load time is instrumented at the user-side. Note that detection algorithms have to be aware of confounding variables such as the web page itself, the user and time of day; YTrace conditions the detection based on domain knowledge of pre-specified confounding variables.
YTrace also supports detection based on other definitions of user experience or not based on user experience. For example, video QoE, abnormal service latencies or unusual execution graphs for a session.
Content localization.
YTrace uses the user-side instrumentation to determine whether there were performance problems that were localized to the user agent (browser). To do this, it checks whether the latency of user-side events from the Navigation Timing API [2] (e.g., DOM processing and rendering) are significant relative to the OnLoad time for the page. Since all NavTiming events are causally related, the critical path of user-side events is well-defined.
In general, resources on the page are fetched (and executed) concurrently with the origin page -and the concurrency depends on the origin content, ordering of resource arrivals and execution latency (parsing, DOM construction, etc.). This dependency between resources leads to blocking periods; however, such analysis requires browser modifications [28] . YTrace's diagnosis is currently based on origin content performance (which is typically the dynamic, noncacheable content in personalized pages). We are investigating dependency and blocking time measurement that avoids browser changes.
Service localization.
Service localization refers to the question of which nodes (services) in the execution graph caused a performance problem. YTrace localizes service problems by estimating the critical path(s) -in terms of service latencies -in the execution graph for the session. In order to localize performance problems, YTrace needs context of concurrency in the execution graph (e.g., parallelism and redundancy), which is determined by causality between RPCs.
YTrace tracks causality as follows. The tracing system, ytracer, logs causality between incoming and outgoing RPCs at all nodes (based on API-level service feedback). It does not provide an API to log causality between outgoing calls from a single node, since such causality can change dynamically during runtime (e.g., in case of redundancy) -since, this makes the API usability complex and error prone. We use the happens-before relationship to determine causality between outgoing RPCs e 1 . . . e n at a node A ( Figure 3) . Suppose that the responses to the RPCs are edges r 1 . . . r n (incident on A), and the first byte and last byte timestamps (A's wall clock) of an edge e are C f (e) and C l (e). Timestamps can be taken from user space. Note that e i → r i ∀i. Causality in parallelism: e i → e j if C f (r i ) < C f (e j ); e i e j otherwise. Redundancy: If edge r o is A's reply to calling node, r i → r 0 ∀ r i such that C f (r i ) < C l (r 0 ); r i r 0 otherwise. YTrace uses the execution graph and edge causality to estimate the critical path, defined as the causal round trip path in the execution graph with the largest total (service and network) latency. Latency at a service with an incoming edge e 0 and a causal outgoing edge e 1 is the computation time: l s 01 = C l (e 1 ) − C f (e 0 ). The network latency for a requestresponse pair is the sum of network round trip and serialization times at the caller node. Note that the critical path in the same execution graph can change based on RPC causality: for example, if service A makes two RPCs e 1 and e 2 to B, the critical path may include one or both of e 1 and e 2 depending on e 1 − e 2 causality: YTrace estimates the contribution of a service as the sum of computation latencies for all incoming-causal outgoing edge pairs l ij . It reports the service-level localization output as the top service contributors, as fraction of end-to-end (user-side) latency, amongst services in the critical path.
We show a result from the end-to-end path of user sessions in Figure 5 . We look at a multi-layer analysis of latencies in Sherpa [9] , a low-latency distributed key-value storage service at Yahoo. Operations with Sherpa traverse router nodes and are served by Storage Unit (SU) nodes -all connected by the datacenter network. We use ytracer data to look at the impact of round-trip network latencies 6 on latency of two million operations in two datacenters. The network contributes to a significant fraction of operation latency. The tail of the distribution (top-10%) includes operations that saw variable delays in the network (e.g., due to congestion). The operations fit within a network MTU. Network localization. The critical path found during service localization represents the subset of execution that contributed to user latency, and this includes time spent by RPCs in the network. YTrace localizes network performance (to network interfaces) among the network paths in the critical path -which includes both Internet and content provider paths. Our goal in network localization is to find those network interfaces that are responsible for performance problems that degrade delays and throughput, since user experience with content types may depend on either. YTrace localizes network-level performance problems using boolean network tomography [11] on end-to-end observations of network conditions. Tomography takes as input observations of paths that overlap with a problem path, and the network topology. In particular, boolean tomography requires that an end-to-end observation is boolean: either good or bad. YTrace uses a history-based threshold to identify this network path state.
YTrace localizes delay-based performance problems as follows. Consider two services A and B, and an RPC e from A. The local clock at node A is C A f (we consider timestamps at the start of each RPC request/response to avoid self-loading effects). For diagnosis, we are interested in the variable component of the one-way delay, typically queueing delays. YTrace estimates queueing delay during the RPC as
where the min is taken over the recent ∆ time window 7 ; the min is an estimate of the constant components of the one-way delay.
YTrace considers a one-way network path A to B as having a performance problem if it contributes a significant amount to the user-side latency. It localizes to a network interface by running boolean network tomography on queueing delay estimates. YTrace searches recent delay estimates to choose a set of good and bad queueing delays for overlapping paths. Note that there may not be sufficient overlapping estimates; in that case, YTrace outputs a logical path in localization.
Similarly, YTrace uses tomography on throughput measurements at a service for an edge to localize throughput- 7 The time window should be large to include queue dissipation (µs in datacenter networks) but smaller than clock drift timescales (mins.). based problems. A challenge in classifying a throughput measurements as bad is to know whether the RPC flow was limited by the network (as opposed to sender/receiver) when the throughput is low. YTrace uses interface SNMP-based health from network devices in the path to infer networkrelated problems -note that this could be an underestimate, since SNMP counters are coarse grained.
To estimate the effect of the user-CDN Internet path, we may not have sufficient samples to compute the min in the one-way queueing delay equation. We hence look at RTT: consider the end-to-end latency at the user d U and the latency at the CDN d CDN (which includes all of the upstream execution graph); the Internet RTT is estimated as d U − d CDN . YTrace compares the RTT with the user-side latency to localize performance problems to the Internet path. It localizes to Internet links if there are sufficient round-trip estimates with overlapping paths using traceroute data 8 . YTrace uses tomography on throughput measurements to localize throughput bottlenecks; it finds whether the flow is network-limited using TCP data (similar to prior work [27] ).
We look at RTT of connections at the Yahoo CDN -with the user host and with the datacenter in Figure 6 . The RTT is the delay between a TCP data segment and the corresponding TCP acknowledgement at the CDN node's TCP stack. For 350m user sessions, we analyze the variation in RTT of each TCP connection, defined as the ratio of RTTvar and smoothed RTT in the kernel. For small-sized content such as text, RTT (and loss, if any) plays a dominant role in user experience. We see that the RTT variation is significantly higher for user connections than datacenter connections; however, the tail RTT variation is dominated by the datacenter connections.
Process localization.
A part of our localization goal is to simplify performance debugging by localizing user sessionlevel performance problems to source code. This requires YTrace to track performance counters for processes within each service and associate the counters with code; and it has to be low-overhead. This is early-stage work.
Root cause analysis. Root cause analysis in practice typically relies on fingerprinting performance problems based on domain knowledge and experience. YTrace models a performance problem as a boolean-valued expression on one or more boolean-valued symptoms. A symptom is a function of input measurements. YTrace provides a language interface to define symptoms and root causes. For each detected problem, it evaluates matching problem expressions to identify the root cause(s). YTrace root cause analysis is based on prior work on network root cause analysis [15] .
YTrace backend. A key aspect of YTrace is a high-performance analytics backend. We are working on a high-throughput, low-latency database that is partitioned across multiple datacenters (based on locality of serving stacks and user sessions). It supports materialized views for real time diagnoses, and statistical summaries and learning algorithms.
RELATED WORK
Diagnosis systems are typically designed for diagnosing a part/layer of the end-to-end path. YTrace is an attempt to build an end-to-end multi-layer diagnosis system, and it builds on prior systems. We capture representative work.
Distributed tracing is a common instrumentation primitive in content providers, and causality is either implemented inband [12, 25] or mined using history [8] . ytracer resembles Dapper, but uses an RPC-based model instead of spans. History-based causality may not be feasible in heterogeneous and dynamic runtime environments due to runtime transitions to non-causality within a session. X-Trace requires session tracing support from network devices. Magpie [7] requires causal model as input for diagnosis. Both of them may not be feasible at scale.
There has been significant research on diagnosis methods. Sun et al. capture TCP variables at the CDN to localize performance bottlenecks [27] ; they require OS kernel changes in the critical path. WhyHigh [18] and LatLong [33] further discover client clusters with performance problems and diagnose user-to-CDN path problems. Yu et al. [30] and Ghasemi et al. [13] diagnose datacenter network performance using detailed service instrumentation (e.g., socket logs and packet traces). At high serving rates, such logging may be infeasible. YTrace uses boolean network tomography techniques [11] to localize to network interfaces. Moni-torRank [17] uses similar tomography-based localization.
Log mining is a common diagnosis method that we have not used in YTrace due to log volume. Distalyzer compares anomalous logs with known baseline logs [21] , while Xu et al. mine log features [29] . Spectroscope compares two trace logs to understand differences between them [24] . Aguilera et al. find causality between RPCs in logs [4] .
Binary profiling [5, 6, 23] and code mining methods [32] have been used to diagnose performance problems in hosts. Content diagnosis methods used browser modifications [28] and middleboxes [16] . We are exploring the feasibility of these methods in YTrace.
DISCUSSION AND CONCLUSION
In this paper, we presented the design of YTrace, a system for end-to-end multi-layer performance diagnosis in large content providers. We formulated a problem statement that covers common use cases, and presented necessary and sufficient instrumentation and methods for diagnosis. Our discussion opens several research questions that we cover next.
YTrace does not diagnose distributed root causes such as cascading performance problems across services or across the datacenter network. Such problems create runtime dependencies between services that impact performance (despite parallelism and redundancy).
We assumed that Traffic Engineering (TE) at the CDN is a given; YTrace's diagnosis is conditioned on the TE for a user session. Diagnosing performance-sub-optimal TE for a session (i.e., whether a user was directed to a CDN node that caused high page load time) requires knowledge of Internet path performance from the user to all CDN nodes at that time; accurately doing it is an open research direction. A related system, LatLong, diagnoses average latency [33] .
Content providers may not have a complete view of the user end-host stack performance (hardware, OS environment, browser, etc.) as the content is parsed, executed and rendered. Analysis similar to WProf [28] that does not require browser modifications would help diagnose bottlenecks that reside in the user end-host, and could be exposed to the content provider similar to Navigation Timing [2] .
In order to reduce overhead due to instrumentation in practice, YTrace supports sampling a fraction of user sessions. Sampling leads to challenges in analyzing tail latency -it requires inversion of the sampled execution graph's distribution to estimate high quantiles. For example, prior work on latency looked at estimating confidence intervals for latency quantiles [26] .
The tomography methods in YTrace, which are used for network localization, consider a static snapshot of the network topology. In practice, datacenter networks may use multipath routing. Without additional active probing or data (e.g., Netflow) at the time of the RPC flow [22] , it is challenging to find the network path that a given RPC took between two services. We leave this as an open question.
Finally, Internet and transit providers can deploy traffic management mechanisms that do not follow conventional wisdom and can impact performance [14] . For example, traffic shaping can impact long-running flows. YTrace currently diagnoses such mechanisms as a part of the user-CDN Internet path; diagnosing such root causes, however, is an open problem. Recent work on tomography shows that the methods can be used (under sufficient sample size) to find content discrimination [31] .
In addition to the diagnosis, systems and deployment aspects of YTrace, our ongoing work includes understanding the nature of performance problems in large-scale content delivery and cloud platforms. We intend to publish our findings in the broader research community.
