Abstract| Based on the least mean squares (LMS) algorithm, the LMS spectrum analyzer can be used to recursively calculate the discrete Fourier transform (DFT) of a sliding window of data. In this paper, we compare the LMS spectrum analyzer with the straightforward nonadaptive implementation of the recursive DFT. In particular, we demonstrate the robustness of the LMS spectrum analyzer to the propagation of round-o errors, a property that is not shared by other recursive DFT algorithms.
I. Introduction
In some signal processing applications, a discrete time signal must be continuously analyzed in the frequency domain.
At each instant, the N most recent samples of the input sequence are transformed by an N-point DFT. As a new data sample becomes available, the input window is shifted by one position forward in time, and a new DFT is evaluated. This is sometimes refered to as the sliding- DFT 1] . To save computations, the new DFT can be calculated recursively from the previous one. However, the propagation and accumulation of noise due for example to round-o errors in oating point arithmetic makes it necessary to often reset the DFT. This increases the overall number of computations and adds to the complexity of the circuitry.
The LMS spectrum analyzer 2] can also perform the recursive computation of a sliding-DFT but because it relies on an adaptive technique, it automatically adjusts for possible errors. We show that actually any error appearing in the DFT is attenuated as it propagates over time, and is completely eliminated after a number of iterations equal to the length of the DFT.
II. The LMS Spectrum Analyzer
The LMS spectrum analyzer is represented in Fig. 1 Signal to be transformed
Complex weights At each instant k, the weight vector of the LMS lter is proportional to the DFT of the past N data samples.
It should be noted that the behaviour of the LMS algorithm in the LMS spectrum analyzer is somewhat \special" in the sense that the LMS lter does not converge asymptotically and with misadjustment noise to its optimal solution as it usually does. Rather, it provides at each iteration the exact desired solution. 
which is identical to (7) since the DFT and the weight vector at time k di er only by a multiplicative factor P k (5) . Although the non-adaptive sliding-DFT and the LMS spectrum analyzer perform very similar operations, their behaviors in limited precision arithmetic di er drastically.
IV. Propagation of Round-off Errors in the Sliding-DFT
In software and hardware implementations, limited precision causes round-o errors that propagate from iteration to iteration. In the sliding-DFT, since the elements of the multiplicative diagonal matrix P in (7) all have modulus one, round-o errors propagate unattenuated and accumulate over time. The LMS spectrum analyzer, on the contrary, has a \built-in" error cancellation mechanism.
Consider a situation where the weight vector of the LMS lter 
1 It can be veri ed that the order in which the matrix multiplies are e ected is irrelevant. This justi es the otherwise ambiguous notation Q m .
The multiplication of the error by the matrix Rm eliminates its m th component and leaves the other components unchanged.
Multiplying the residual error vector by Rm+1 will cancel out its (m + 1) th component, and so on. As iterations proceed, the modulus of the error vector decreases monotonically. After N iterations, all its components have been cancelled, and the error reduces to zero.
For illustrative purposes, consider the signal x(k) = sin(2 f1k=N) + sin(2 f2k=N) and its 32-point DFT. We wrote a C program implementing the non-adaptive sliding-DFT and the LMS spectrum analyzer algorithms. To demonstrate the e ect of limited precision, we rounded o to 7 bits the mantissas of the oating point results of all arithmetical operations 2 .
For comparison, we also coded the exact DFT of x(k). Fig. 2 represents the sum of the square modulus of the DFT components, While the non-adaptive sliding-DFT allows round-o errors to accumulate over time, the LMS spectrum analyzer uses its adaptation loop to automatically eliminate errors in a number of iterations equal to the length of the DFT. It does not require signi cantly more operations per iteration than the non-adaptive sliding-DFT. These results naturally extend to other transforms once implemented adatively (see 5] for a generalization of the LMS spectrum analyzer to other orthonormal transforms). For these reasons, we recommand the use of the LMS spectrum analyzer for any application where a sliding orthonormal transform must be performed over long trains of data.
