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Abstract
Work on modelling compounds possessing the tetraaza[14]annulene (TAA) 
fragment is described. Modelling studies have been conducted to investigate both 
structural and electronic properties, o f  both single molecules and extended arrays o f  
these compounds.
The structural aspects have been investigated using molecular mechanics and 
crystallographic database investigations. Molecules based on the tetraaza[14] 
annulene structure have been found to adopt one o f  four conformations. The 
geometries o f  these conformations are planar, saddle-shaped, slightly twisted, and 
dome-shaped. The complexed metal centre and the arrangement o f  substituents on 
the periphery o f  die ligand, have been found to determine which conformation a 
molecule adopts. In order to model die compounds, tiiree new atom types have 
been created for die Universal Force Field.
The electronic aspects have been investigated using Hartree Fock based calculations 
for single molecules and Extended Hiickel based calculations for extended systems. 
The electronics o f  die single molecules have shown tiiere to be a linear trend in the 
LUMO energies, altiiough die HOMO energies vary very littie. The reason for tiiis 
trend in the LUMOs is unknown, but appears not to be related to any obvious 
structural feature.
©  Philip Branton 1998.
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Abbreviations
POR Porphyrin
PC Phthalocyanine
TAA Tetraaza[14]annulene
taaH2 5,14-Dihydro dibenzo \b,i\ [1,4,8,11] tetraazacyclotetradecine
dptaaH2 7,16-Dip henyl-5,14-dihydrodibenzo [b,i] [1,4,8,11] tetraazacyclotetradecine
DMF Dimethylformamide
DMSO Dimethyl snlphoxide
MM Molecular Mechanics
MC Monte Carlo
MD Molecular Dynamics
QEq Charge Equilibration
ESP Electrostatic Potential 
FIOMO Highest Occupied Molecular Orbital
LUMO Lowest Unoccupied Molecular Orbital
CSD Cambridge Structural Database
PDB Protein Databank
Aims and Objectives
The primary aims o f  this research have been twofold. Firstly, to optimise die 
catalytic properties o f  tetraaza [14] annulene based molecules for oxygen reduction, 
and secondly to investigate their potential as organic conductors.
The production o f  a cheap and efficient oxygen reduction catalyst, suitable for use in 
fuel cells, has eluded scientists for many years. In the past, certain transition metal 
complexes o f  tetraaza[14]annulene macrocyclic ligands have shown promise as 
efficient oxygen reduction catalysts. Part o f  this research has therefore been aimed 
at trying to find out what makes these molecules good catalysts.
Another potential application for these types o f system, relates to the way in which 
the molecules stack in the crystalline state. They tend to form very orderly arrays 
and so show potential as organic conductors. A  further aim o f this research has 
therefore been to investigate this potential. By adjusting various structural 
parameters (e.g. cell constants, substituents on the ring periphery, etc.), it was hoped 
to computationally adjust the model to make conductivity likely within the crystals.
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1.1 Organic Conductors
1.1.1 Introduction
Most organic solids at room temperature are insulators. Up until a couple o f  
decades ago die idea tiiat a traditional organic or organometallic substance could 
exhibit die electrical, optical, and magnetic properties o f  a metal seemed to be a 
complete contradiction in terms. Among other features, such substances lack the 
partially filled, spatially delocalised electronic energy levels (bands) which are an 
essential characteristic o f  a metal.
This picture has changed dramatically in recent years1. The art o f  chemical synthesis 
has given rise to whole new classes o f  molecular and polymeric materials, with 
properties analogous to those o f  metals having restricted dimensionality.
1.1.2 History
Interest in organic conductors was stimulated by a suggestion in 1941 that some 
processes in biological systems might be accounted for by die transfer o f  7t-electrons 
over large distances along molecular stepping stones2. In 1948, Eley found that the 
conductivity o f  a number o f  organic compounds varied exponentially with the 
reciprocal o f  die absolute temperature3. This temperature dependence followed that 
o f  inorganic semiconductors, suggesting tiiat die compounds were intrinsic 
semiconductors witii a semiconductor gap between a valence and a conduction 
band.
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A much more conductive compound was discovered a few years later by Akamatu et 
aid. This was a perylene-bromine complex (see figure 1.1) that was found to have a 
conductivity o f  comparable magnitude to that o f  some o f  die doped inorganic 
semiconductors. At much the same time that this work was done, it also became 
known that in the condensed aromatic hydrocarbons such as anthracene and 
naphthalene, excitons (bound particle-hole pairs) could move over considerable 
distances in crystalline samples. This suggested a high mobility for the charge 
carriers in the upper bands. Then, in the early 1960s, enhanced conductivity was 
discovered in polymers doped with iodine5.
In 1973 a significant breakthrough in die field o f  organic conductors came with the 
discovery o f  TTF:TCNQ6. This is a 1:1 solid compound o f  tetradiiafulvalene (TTF) 
and tetracyanoquinodimethane (TCNQ) which posses a very high conductivity along 
die direction o f  molecular stacking.
Perylene TCNQ
Figure 1.1: Molecular structures of perylene, tetradiiafulvalene and tetracyanoquinodimethane
1.1.3 Elementary band theory
In free atoms, die atomic energy levels are widely spaced. When atoms combine to 
form molecules, die atomic energy levels combine to form bonding and antibonding
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molecular orbitals. As the number o f  atoms in the molecule increases, the 
molecular orbitals become closer together in energy, until in a solid they merge 
together to form a continuous range o f  levels7 8.
If two atomic orbitals are too far apart in energy the resultant molecular orbitals 
closely resemble the original atomic orbitals. Only orbitals o f  similar energy 
combine well to form bonding and antibonding orbitals. Hence we obtain different 
bands for different types o f  electrons. For example s-bands and p-bands.
In order for the molecule to conduct, it is necessary for electrons in the valence 
band o f  the material to be easily promoted to a higher energy band. In other words 
the bands must overlap, or the band gap must be sufficientiy small for thermal 
energy to easily promote electrons from the lower valence band, up to the higher 
conduction band. Figure 1.2 illustrates the distinction between various electrical 
behaviours for ideal materials.
Empty
band
Filled
band
Metal _ S^ ni"+ InsulatorConductor
Figure 1.2: Simple band structure diagrams of a metal, a semi-conductor and an insulator 
In a metal a partially filled energy band exists, making promotion o f  electrons into 
unfilled energy levels very easy. In a semi-conductor only a small energy gap exists
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between filled and unfilled levels, which can be overcome by tiiermal energy. In an 
insulator however, die energy gap is too large for conduction to take place under 
normal conditions.
1.1.4 Prerequisites for organic conductivity
There are two general features needed as prerequisites for converting an unorganised 
collection o f  molecules into an electrically conductive array941.
First, the molecules must be arranged in close spacial proximity and in similar 
crystallograpliic and electronic environments. This is needed if an energetically tiat 
extended padiway for electronic charge movement is to exist. Such a situation is 
frequendy realised when planar, conjugated molecules crystallise in a stack (figure 
1.3).
1 2 
Figure 1.3: Example stacking of planar, conjugated molecules
By stacking die molecules in close proximity delocalised wave-functions are formed 
from die overlap o f  molecular electronic systems. It is diese delocalised wave- 
functions tiiat enable electrons to move relatively freely dirough die crystal lattice. 
Extended overlap is possible primarily in the linear molecular arrays (quasi one­
dimensional) found in, (1) planar unsaturated molecules, (2) die chains o f  conjugated 
polymers and (3) metal atom chains in metal-organic compounds.
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The second requisite for conduction, is tiiat tiiere must be mixed valence states 
within die stacks o f  molecules. If all sites along a quasi-ID chain are occupied by 
electrons, it costs a lot o f  energy to move an electron from one site to anotiier. This 
is due to die large electrostatic repulsion o f  two electrons on a single site. If 
however some o f  die sites are empty, electron transfer is made much easier. Thus, 
chains o f  mixed valency are the best candidates for high conductivity.
Uhoxid ised Fh rtia lly Oxid ised
o o  o o  +o + o
oo oo oo oo
o o  _  o + ,  o o  _ + o
o o o o + o o o
oo oo oo oo
o o  o o  o o  o o
Figure 1.4: Schematic depiction of how partial oxidation enhances charge mobility in a simple
molecular stack
1.1.5 Low dimensional solids
There are many known solids with one- and two-dimensional electronic structures12. 
One o f  die best known groups o f  one-dimensional conductors are based on linear 
chains o f  tetracyanoplatinate ions. The compound KbP^CNTbAfTO does not have 
interesting electronic properties13. It is white and a non-conductor o f  electricity. 
The platinum valence is +2.0 and die Pt.. .Pt distance o f  3.48A is too long for M-M 
bonding. However, when it is dissolved in water and oxidised widi a litde bromine, 
die material takes on a bronze colour. This material is K2Pt(CN)4Bro.3‘3H20 (often
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known as KCP) and is a conductor. It contains about 0.3 Br per Pt and the Pt 
formal oxidation state is +2.3. This fractional oxidation is accompanied by a large 
decrease in Pt-Pt stacking distance, taking it down to within 0.11 A o f  that found in 
Pt metal. The chains o f  closely spaced square planar [Pt(CN)4p ' units in KCP, are 
shown in figure 1.5.
Figure 1.5: KCP chain structure showing the overlap of platinum d 2 orbitals. 
Conductivity parallel to these chains is in the order o f  104 times that perpendicular 
to the chains. The ligands surrounding the metal atoms ensure that the inter-chain
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separation is large (about 8A), so that diere is no overlap o f  Pt orbitals at right- 
angles to die stacking direction.
Table 1.1 shows tire effect tiiat partial oxidation has on bodi die Pt-Pt separation 
and on die conductivity in diis group o f  platinum chain compounds14.
Complex Average Pt valence
Pt-Pt 
separation (A) Colour
Conductivity
(Q'1cm'1)
Pt metal 0 2.775 Metallic -  9.4 x 104
K2[Pt(CN)4].3H20 +2.0 3.48 White 5 x 10'7
K2[Pt(CN)4]Bro.3.3H20 +2.3 2.88 Bronze 4-830
K2[Pt(CN)4]CI0.3.3H2O +2.3 2.87 Bronze -200
Ki.7s[Pt(CN)4].1.5H20 +2.25 2.96 Bronze -70-100
Cs2[Pt(CN)4](FHF)0.39 +2.39 2.83 Gold Unknown
Table 1.1: Platinum chain compounds and their properties
1.2 Fuel Cells
1.2.1 Introduction
Electricity is the most convenient and widely used form o f energy. Its greatest 
problem, is that it cannot be stored cheaply in large quantities. To be practical 
therefore, it must be converted from other forms o f  energy as and when needed. 
The conventional way o f  converting fuel energy to electrical energy is via some form 
o f  heat engine (steam or internal combustion).
Chemical H Electrical
Energy ► ► Energy
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The Carnot Cycle15 shows us that the efficiency o f  any heat engine is limited to 
T —T- A  where Ti and T2 are the temperatures at which heat is supplied to and
rejected from the system. In practice, even the most efficient heat engines are 
limited to a maximum theoretical efficiency o f  40-50%, and many operate at values 
considerably lower than this.
In contrast, the fuel cell16'19 is not a heat engine. It is a device for the isothermal 
conversion o f  chemical energy in fuels into electrical energy. It therefore bypasses 
the heat stage and so is not subject to the Carnot cycle. This makes it inherently 
more efficient and aknost all o f  the chemical energy o f  the fuel can be converted to 
electricity. A  fuel cell system also has the advantage that it has few, possibly 110 
moving parts. This leads to quiet or silent operation, high reliability and a freedom 
from maintenance.
1.2.2 History
The idea o f  directly converting chemical energy into electrical energy is certainly not 
a new one. It is thought to stem originally from the investigations o f  L. Galvani 
(1737-98) and A. Volta (1745-1827) - who have both given their names to electrical 
phenomena. The first working fuel cell however, was not demonstrated until 1839, 
when Sir William Grove succeeded in reversing a conventional electrolysis 
experiment. He produced an electric current, by supplying gaseous hydrogen and 
oxygen to two platinum electrodes immersed in sulphuric acid. The current density 
produced by this cell however, was so small that it was o f  no practical use.
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It has only been in the past 20 years or so, that a major push has taken place 
towards the advancement and commercialisation o f  the technology. Today, fuel 
cells are seen as an important area o f  research and development, and millions o f  
pounds are spent on it worldwide each year.
1.2.3 General principles
A simple fuel cell consists o f  an anode and a cathode (onto which catalysts are 
generally loaded), with an electrolyte sandwiched in-between. This is illustrated in 
figure 1.6.
Figure 1.6: Diagram of a simple fuel cell
The fuel, hydrogen gas, is continuously fed to the anode, wThere it dissociates in the 
presence o f  a catalyst, forming hydrogen ions and giving up electrons to the 
electrode.
Anode reaction: 2H2 - >  4H+ + 4e‘
These liberated electrons move to the cathode via an external circuit, while the 
hydrogen ions complete the circuit by moving through the electrolyte (an ion- 
conductive substance) to react with oxygen being supplied to the cathode. A
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cadiodic catalyst is generally used to aid die reaction o f  the oxygen with the 
hydrogen ions and electrons to form water.
Cathode reaction: 4H+ + 4e" + 0 2 -> 2H20
The overall fuel cell reaction is tiierefore:
Overall reaction: 2H2 + 0 2 -> 2H20
The reactions are only sustained, if a current is allowed to flow between die two 
electrodes through an external circuit, and if a steady supply o f  hydrogen and oxygen 
is available.
Each individual cell (anode/cathode sandwich) typically produces close to 1 Volt. 
Cells are therefore assembled in series and constructed into stacks to acquire die 
desired voltage. In order to separate die anodes from die cathodes in tiiese stacks, 
layers o f  insulating material known as interconnects are used.
1.2.4 Electrodes and electrocatalysts
The function o f  die electrode is to bring about die reaction o f  die reactant (fuel or 
oxidant), witiiout itself being consumed or corroded. It must also provide a patii for 
die transfer o f  electrons. It is essential tiiat an electron transfer reaction takes place 
at bodi die anode and die cadiode, odierwise no electric potential can arise between 
diem.
Fuel cell electrodes contain catalyst to speed up die electrode reactions. The catalyst 
must provide ratiier more tiian die conventional gas-phase catalyst. In addition to 
assisting the reaction, it must be an electronic conductor, it must resist attack by die
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electrolyte at die operating electrode potential, and it must operate as a catalyst when 
‘contaminated’ by electrolyte species such as water and hydroxyl ions. The term 
‘electrocatalyst’ is used to describe this rather special requirement. Platinum is a 
suitable electrocatalyst for most cells, but carbon monoxide poisons the surface at 
temperatures below about 150°C. Inclusion o f  rhodium or iridium suppresses this 
poisoning effect.
1.3 Oxygen Reduction
1.3.1 Electrochemical process
Oxygen is generally die preferred oxidant in fuel cells. It is readily obtainable from 
die air, easily stored and handled, and gives fairly innocuous products o f  reaction.
The oxygen electrode is a complex system however, and at least fourteen reaction 
pathways for oxygen reduction have previously been considered20. As a result, it is 
possible to write a large number o f  reaction mechanisms, but they are essentially o f  
two types. The direct four electron reduction o f  dioxygen to give water, or die two 
electron reduction to give hydrogen peroxide tiiat may get further reduced to water.
If die electrochemical reduction o f  dioxygen at a fuel cell electrode in acidic media is 
considered, then die complete four electron reaction is as follows:
O 2 + 4H+ + 4e-  4. 2H2O
E° = +1.23 V
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This compares with the two electron process:
O2 + 2H+ + 2e-  ► H2O2
E °  =  + 0 .6 8  V
The concentration o f  hydrogen peroxide at an efficient oxygen electrode is low, as 
further reaction can take place either electrochemically or chemically.
PI2O 2 + 2H+ + 2e-  *. 2PI2O
O2 + 2H+ + 2e*  >. H2O 2
From the viewpoint o f  energy efficiency it is always desirable to have die complete 
four electron reduction, since this allows the cathode to take up a more positive 
potential. On many electrode surfaces however, H2O 2 formation predominates, 
preventing die system from delivering all it’s energy and tiius reducing efficiency. It 
is dierefore important to find an effective and inexpensive catalyst tiiat promotes die 
direct reduction o f  oxygen to water.
The two types o f  mechanism are most readily distinguished using an experiment 
witii a rotating ring-disk electrode. Oxygen is reduced at the rotating disk o f  the 
active material, and any hydrogen peroxide formed is monitored on a ring electrode 
surrounding die disk and separated from it by a thin layer o f insulating material.
1.3.2 Oxygen reduction catalysts
Up until die middle sixties, the only catalysts known for die reduction o f  oxygen in 
acidic media were die platinum metals. These are however very costly for general 
use, and so the search for cheaper catalysts has been actively pursued.
Chapter 1 : Introduction Page 14
The 0 = 0  bond in dioxygen is particularly strong, and it is therefore not surprising 
tiiat good catalysts have proved difficult to find. Recent research studies have 
concentrated on various mixed oxides (e.g. spinels, bronzes, and perovskites) and 
transition metal complexes (e.g. metal porphyrins). To date however, dispersed 
platinum electrodes remain die best catalytic cadiodes for oxygen reduction.
1.3.2.1 Natural oxygen carriers
It is known tiiat N4 chelates can bodi transport and reduce oxygen in die human and 
animal body. The proteins involved in transportation and storage, namely 
haemoglobin and myoglobin, combine reversibly with dioxygen in die blood by 
virtue o f  a haem (iron(II) porphyrin) group. The haem group, along widi a copper 
ion, is also responsible for die reduction o f  oxygen in die cytochrome oxidase 
enzyme complex21.
These proteins and tiieir active groups are unstable in dilute sulphuric acid and so 
interest, for use as catalysts, has focused on a number o f syntiietic porphyrins and 
other analogues22.
1.3.2.2 Synthetic oxygen carriers
The use o f  macrocyclic ligand complexes for oxygen reduction catalysts was first 
demonstrated by Jasinski in 196423. He showed tiiat cobalt phtiialocyanine adsorbed 
on carbon and nickel electrodes, was an effective catalyst for die electrochemical 
reduction o f  dioxygen. Since dien many odier organic N4 complexes have been
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evaluated for their electrocatalytic activity. These have included porphyrins, 
phthalocyanines and to a lesser extent tetraaza [14] annulenes.
Figure 1.7: Synthetic N 4 macrocyclic ligands suitable for use as oxygen reduction catalysts 
Electrocatalytic activity has been determined by a number o f  methods. Jahnke et 
al24 determined the activity o f  a range o f  monomeric and polymeric 
phthalocyanines, by precipitating diem onto carbon from concentrated sulphuric 
acid by addition o f  water. These were pressed to form electrodes witii a 
polyetiiylene binder. More recendy van der Putten et al25 developed a new 
preparation method for die study o f  such modified electrodes. The metiiod 
employed, involves die polymerisation o f  pyrrole onto die disk o f  a rotating ring- 
disk electrode whilst a suspension o f  catalytic material is in solution. This results in 
die catalyst getting encapsulated widiin die polypyrrole film coating the electrode.
5,10,15,20-Tetraphenylporphyrin (tppH2) Phthalocyanine (pcH2)
5,14-Dihydrobenzo[b,/][1,4,8,11]tetraazacyclotetradecine (taaH2)
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Electron transport is possible because polypyrrole is electronically conducting. The 
high porosity o f  the film enables the diffusion o f  the reactants into the pores o f  the 
catalyst. This method enables both the activity and the selectivity o f  the catalysts to 
be measured.
The electrocatalytic activities o f  a large number o f  N4 macrocyclic complexes have 
been studied in the past. Activity has been found to depend on a large number o f  
factors26'28. These include die nature o f  die central metal atom, die ligand structure, 
substituents on die ligand macrocycle, die monomeric or polymeric nature o f  die 
catalyst, pH o f  the electrolyte, type o f  support, method o f  syntiiesis, etc.. Broadly 
speaking die order o f  activity for different ligands seems to be as follows.
In alkaline solution:
Phdialocyanine > Tetraphenylporphyrin > Dib enz o tetraaza [14] annulene 
In add solution:
Dibenzotetraaza[14]annulene > Tetraphenylporphyrin > Phdialocyanine
In general the porphyrins and phdialocyanines have been extensively studied widi 
die dibenzotetraaza[14]annulenes not receiving as much attention, despite diem 
often having a range o f  properties as good as, and in some cases better tiian the 
otiier macrocycles. Part o f  tiiis project will dierefore concentrate on trying to gain 
more insight into what makes diese macrocycles effective oxygen reduction catalysts.
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1.4 Dihydrodibenzotetraaza[14]annu!enes
1.4.1 History
The chemistry o f  macrocyclic ligands has been studied since die beginning o f  die 
century29-30. However, prior to 1960, few compounds were known and litde interest 
was shown in dieir coordination chemistry. It was soon recognised tiiat macrocyclic 
ligand complexes were involved in a number o f  fundamental biological systems as 
discussed earlier. This provided much o f  die impetus for new research into 
coordination chemistry, which has since led to a steady increase in die number o f  
macrocyclic complexes tiiat can be syntiiesised.
The dihydrodibenzotetraaza[l4]annulenes are an important class o f  synthetic N4 
macrocyclic ligand. Their structure is based on die tetraaza[14]annulene framework 
as shown in figure 1.8. The simplest ligand in die group o f  compounds is shown in 
figure 1.9, and is generally referred to as 5,14-diliydrodibenzo[fr,z] [1,4,8,11]tetraaza­
cyclotetradecine (taaH2).
Figure 1.8: Tetraaza[14]annulene F igure 1.9: 5,14-dihydrodibenzo[b,i]
[1,4,8,11] tetraazacyclotetradecine (taahh)
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This ligand was first prepared in 1968, by Hiller et al)x, by reacting propynal with o~ 
phenylenediamine. Complexes o f  nickel(II), cobalt(II) and copper(II) were also 
prepared, by reacting die ligand widi die corresponding metal acetate in DMF.
In diis diesis, die term tetraaza[14] annulene (TAA) is used to describe only die 
general class o f  compounds.
1.4.2 Nomenclature
Over the years, a number o f  conventions have been used for naming 
tetraaza[14]annulene type compounds. For example, the ligand taaH2 can be given 
die systematic name l,8-dihydro-2,3:9,10-dibenzo-l,4,8,ll-tetraazacyclotetra decane- 
4,6,11,13-tetraene, based on the structural framework (I).
(i) (ii)
Figure 1.10: Numbering schemes for tetraaza [14] annulenes 
The name used for die same compound in die Chemical Abstracts Chemical 
Substance Index is 5,14-diliydrodibenzo[Az][l,4,8,ll]tetraazacyclotetradecine, which 
aldiough less systematic is in widespread use. This system o f nomenclature is based 
on (I) for numbering nitrogen atoms and positioning o f benzene rings, and on (II)
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for numbering substituents. The common name 5,14-dihydrodibenzo[/v] [1,4,8,11] 
tetraaza[14]annulene is also used to describe taaHE
1.4.3 Geometry
There are many derivatives o f  die taahh ligand. These differ by having various 
substituents on botii die 1,3-propanediimine bridges and on the benzenoid rings. 
The substituents can in some cases, severely effect the ligand’s structure and 
reactivity. All members o f  the group possess a 14-membered ring, and it is tiiis tiiat 
dominates the cyclic and complexation chemistry.
The crystal structure o f  taaPT was first determined by Sister et al!32, who obtained 
good quality crystals as dark red plates, using vacuum sublimation at 250°C. The 
structure o f  die ligand is essentially planar, die largest deviation from die mean 
molecular plane being just 0.06A. The small deviations that there are from planarity, 
indicate a slight twisting o f  die ligand around an axis defined by a vector between die 
two unsaturated nitrogen atoms in die macrocycle. This distortion is assumed to 
arise from the van der Waals repulsion o f  die two hydrogen atoms attached to die 
two saturated nitrogen atoms.
The bond lengths and angles around the macrocycle in taahh are shown in figures 
1.11 and 1.12. These are discussed in detail, in die context o f  a group o f  TAA based 
ligands in chapter 3. The point to note here is tiiat tiiere is a significant amount o f  
delocalisation over die 1,3-propanediimine bridges. This is apparent from die C-C 
and C=C bond lengths.
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Figure 1.11: Bond lengths in taaPL (A)
Figure 1.12; Bonds angles in taahh (°)
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1.4.4 Crystal packing
Many molecules based on die TAA structure display molecular stacking 
characteristics. That is, tiiey tend to crystallise in orderly arrays. Such stacking is 
normally found in crystals containing planar molecules. The crystal stacking in taaHb 
is shown in figure 1.13.
i--------------- 1--------------- 1--------------- 1--------------- 1----------------1--------------- 1--------------- 1—
15.00 Angstroms
Figure 1.13: Crystal stacking of taahh 
Altiiough tiiis ligand does display molecular stacking, the distance between
molecules is too great to result in any distinctive properties caused by %-%
interactions o f  adjacent stacked molecules (see section 5.2.2). However odier
compounds in die same family do stack close enough for tiiere to be n-n and metal-
71 interactions, leading to distinctive solid-state properties such as conductivity.
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The crystal packing in molecular crystals is determined largely by van der Waals 
forces. It is therefore reasonable to expect changes in the charge distribution to 
affect die way die molecules pack together. Hence it may be possible to optimise 
desired solid state properties such as conductivity, by systematically altering features 
such as die complexed metal centre and die substituents on die periphery o f  the 
macrocycle.
1.5 Thesis Outline
Chapter 2 details an overview o f die classical molecular modelling techniques used 
to model organic and inorganic compounds. The tiieory behind molecular 
mechanics and quantum mechanics molecular orbital methods is presented, along 
witii a brief discussion o f  energy minimisation algoritiims.
Chapter 3 describes how molecular databases have been used to examine and extract 
correlations about die geometries adopted by a set o f  eighteen taaH2 based ligands 
and complexes.
Chapter 4 continues to describe how techniques have been developed to predict die 
geometry o f  taafU based molecules.
Chapter 5 discusses the crystal structures tiiat die molecules adopt and also describes 
some attempts to try to predict die crystal structure for one o f  die molecules in die 
study set. The solution to a crystal structure is also presented here.
Chapter 6 describes die electronics o f  both die individual molecules and also o f  die 
extended systems that die molecules crystallise in. This is done using all electron ab
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initio methods for molecular electronics, and extended Hiickel methods for crystal 
electronics.
The final chapter gives a summary o f  die work completed, by way o f  a brief 
discussion and the main conclusions. It also suggests possible future work which 
could be done to further this study.
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2.1 Introduction
Molecular modelling has come a long way in the past few decades. Originally a tool 
developed by dieoreticians, it is now in widespread use diroughout die chemical 
community. There are two main reasons for diis acceptance. Firsdy, die ever 
increasing power o f  affordable computers, and secondly, die development o f  
versatile user friendly molecular modelling packages.
Many o f  die common techniques used in molecular modelling have now developed 
to such an extent tiiat it is frequentiy possible for theoretically calculated chemical 
properties to rival die accuracy o f  experimental measurement. For example, table
2.1 shows die heats o f  formation from a semi-empirical calculation using die AMI 
hamiltonian, alongside experimentally determined results33.
Molecular formula Name Heat of formation (Expt., kcal/mol)
Heat of formation 
(AM1, kcal/mol)
C7H6O2 Benzoic acid -70.1 -68.0
c 2h4o Ethylene oxide -12.6 -9.0
c 5h8o Cyclopentanone -46.0 -36.1
C3H5 Allyl radical +40.0 +38.6
C4H10 n-butane -30.4 -31.2
03FCI Perchloryl fluoride -5.1 +246.5
Table 2.1: Comparison of experimental and calculated heats of formation
For most organic molecules, AMI reports heats o f  formation accurate to within a 
few kilocalories per mole. However, it should be noted tiiat for a few molecules 
(particularly inorganic compounds widi several halogens, such as perchloryl fluoride)
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die method totally fails. This illustrates the need to understand the limitations o f  die 
metiiod one is using before embarking on a modelling project.
There are three major classes o f  molecular modelling. These are empirical 
(molecular mechanics), semi-empirical (quantum mechanics) and ab initio (also 
quantum mechanics). The method chosen depends on what one is trying to predict, 
and also on the size and contents o f  the system under study.
2.2 Molecular Mechanics
Molecular mechanics34*37 describes molecular energetics in terms o f  a set o f  classical 
potentials. The set o f  functions, togetiier witii die collection o f  terms tiiat 
parameterise them are collectively referred to as a force-field. Separate potential 
functions are used to calculate bond stretching, angle bending, and bond twisting 
energies, as well as non-bonded interactions (van der Waals and electrostatic). A 
variety o f  molecular mechanics force-field implementations are available.
2.2.1 The energy calculation
The mechanical molecular model considers atoms as spheres and bonds as springs. 
The mathematics o f  spring deformation can be used to describe die ability o f  bonds 
to stretch, bend, and twist. Non-bonded atoms interact through van der Waals 
attraction, steric repulsion, and electrostatic attraction/repulsion. These properties 
are easiest to describe matiiematically when atoms are considered as spheres o f 
characteristic radii.
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Torsion
Figure 2.1: The mechanical model used in molecular mechanics 
The object o f  molecular mechanics is to predict the energy associated with a given 
conformation o f  a molecule. However, molecular mechanics energies have no 
meaning as absolute quantities38. Only differences in energy between two or more 
conformations have meaning. A simple molecular mechanics energy equation is 
given by:
Conformational Energy = Stretching Energy +
Bending Energy +
Torsion Energy +
Non-Bonded Interaction Energy
Many different kinds o f  force-fields have been developed over the years. Some 
include additional energy terms that describe other kinds o f  deformations. For 
example, some force-fields account for coupling between bending and stretching in 
adjacent bonds in order to improve the accuracy o f  the mechanical model.
The mathematical form o f  the energy terms varies from force-field to force-field. 
The more common forms are described below.
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2.2.1.1 Stretching Energy
e = i M ' - ' b ) 2
bonds
Figure 2.2: Harmonic bond stretching term 
The stretching energy equation is based on Hooke’s law. The kb parameter controls 
the stiffness o f  the bond spring, while r0 defines its equilibrium length. Unique kb 
and r0 parameters are assigned to each pair o f  bonded atoms based on their types 
(e.g. C r-H , C3-C3, O2-C2, etc. where C r is an aromatic carbon, C3 an sp3 hybridised 
carbon, C2 an sp2 hybridised carbon and so on). This equation estimates the energy 
associated with vibration about the equilibrium bond length. The equation 
describes a parabola, as can be seen in figure 2.3.
Energy 
lUr-r0)2]
Bond Length (r)
r=r0
(Optimum bond length)
Figure 2.3: Variation in bond energy widi interatomic separation
Notice that the model tends to break down as the bond is stretched toward the 
point o f  dissociation. Hence harmonic functions are only appropriate for
Reality
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calculating potentials for bonds that are close to their equilibrium length. To model 
a dissociating bond, a more accurate function such as a Morse potential is necessary. 
Despite describing bond stretching more accurately however, such functions are 
computationally more demanding and harder to parameterise than harmonic 
functions.
2.2.1.2 Bending Energy
E =  ] > » - 0 o)2
angles
Figure 2.4: Harmonic angle bending term 
The bending energy equation is also based on Hooke’s law. The kg parameter
controls the stiffness o f  the angle spring, while 6o defines its equilibrium angle. This 
equation estimates the energy associated with vibration about the equilibrium bond 
angle.
Unique parameters for angle bending are assigned to each bonded triplet o f  atoms 
based on their types (e.g. C r-C r-C r, C3-O3-C3, C2-C2-H, etc.).
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Energy
[ke(e-0of]
Bond Angle (0)
0 = 0 o
(Optimum bond angle)
Figure 2.5: Variation in bending energy with deviation from optimum bond angle
The effect o f  the ki, and kq parameters is to broaden or steepen the slope o f  the
parabola. The larger the value o f  k, the more energy is required to deform the angle
or bond from its equilibrium value. This is illustrated in figure 2.6 for three values
o f  k.
Energy
imo-00 n
or [kjr-y2] k- 2-0
k=l .0
k=0.5
Bond Length (r) or Bond Angle (0)
Figure 2.6: The effect o f the force constant, k, on the harmonic energy terms
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2.2.1.3 Torsion Energy
E -  ^  A\\ + cos(n r  -  ^ )]
torsions
Figure 2.7: Periodic torsion rotation term 
The torsion energy is modelled by a simple periodic function. This is illustrated in 
figure 2.8.
Energy 
A[1 +cos(nx-(())]
The A  parameter controls the amplitude o f  the curve, n controls its periodicity, and 
(j) shifts the entire curve along the rotation angle axis (x). It is common practice to 
describe torsional rotations about single bonds and those around multiple bonds 
with the same type o f  potential function, but with very different force constants. 
Unique parameters for torsional rotation are assigned to each bonded quartet o f  
atoms based on their types (e.g. C r-C r-C r-C r, C 3-O 3-C 3 -N 3, H-C2-C2-H, etc.).
Chapter 2 : Molecular Modelling Page 32
Three torsion potentials with different combinations o f  A , «, and (f) are showrn in 
figure 2.9.
A=2.0, n=2.0, <J)=0.0°
A= 1.0, 0=1.0. <J>=90.0°
Energy 
A{1 +cos(nx-<())]
Figure 2.9: The effect of parameters A, n and <j), on the torsion energy 
Notice that n reflects the symmetry in the dihedral angle. A CH3-CH3 bond for 
example, repeats its energy every 120 degrees, and so has an n value o f  3.
2.2.1.4 Non-Bonded Energy
The non-bonded energy represents the pair-wise sum o f the energies o f  all possible 
interacting non-bonded atoms i and j.
Figure 2.10: Non-bonded energy tenns 
The non-bonded energy accounts for repulsion, van der Waals attraction, and 
electrostatic interactions. Van der Waals attraction occurs at short range, and
i j  rij rij 1 j  (J
van der Waals term + Electrostatic term
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rapidly dies o ff as the interacting atoms move apart by a few Angstroms. Repulsion 
occurs at even shorter range, when the distance between interacting atoms becomes 
slighdy less than the sum o f  their contact radii. Repulsion is modelled by an 
equation that is designed to rapidly increase at close distances (1 /r12 dependency). 
The energy term that describes attraction/repulsion must provide for a smooth 
transition between these two regimes. These effects are often modelled using a 12-6 
Lennard-Jones potential, as illustrated in figure 2.11.
Energy
A  A
r,”  r,° Repulsion regime
van der Waals attraction regime 
Separation (r,)
Optimum separation 
Figure 2.11: Variation in van der Waals non-bonded energy with interatomic separation
The A  and B parameters control the depth and position (interatomic distance) o f  
the potential energy well for a given pair o f  non-bonded interacting atoms. In 
effect, A  determines the degree o f  van der Waals attraction between the atoms and 
B determines the degree o f  repulsion (effectively the hardness o f  the atoms, e.g. 
marshmallow-like or billiard ball-like).
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Energy
Figure 2.12: The effect o f parameters A ; j  and B ; j ,  on the Lennard-Jones potential 
The A  parameter can be obtained from atomic polarizability measurements, or it 
can be calculated using quantum mechanics techniques. The B parameter is 
typically derived from crystailograpliic data, so as to reproduce observed average 
contact distances between different lands o f  atoms in crystals o f  various molecules.
The electrostatic contribution is modelled using a Coulombic potential. The 
electrostatic energy is a function o f  the charge on the non-bonded atoms, their 
interatomic distance, and a molecular dielectric expression tiiat accounts for the 
attenuation o f  electrostatic interaction by the environment (e.g. solvent or the 
molecule itself). Often, the molecular dielectric is set to a constant value between 
1.0 and 5.0.
Partial atomic charges can be calculated for small molecules using ab initio or semi- 
empirical quantum techniques. Some programs also assign charges using rules or 
templates, especially for macromolecules. In some force-fields, the torsional 
potential is calibrated to a particular charge calculation method. Use o f  a different 
method can invalidate the force-field consistency.
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2.2.2 The Universal Force Field
The Universal Force Field (UFF) is somewhat o f  an unconventional force field. 
Instead o f  defining all force field parameters explicitly, it generates them based on a 
set o f  seven generator parameters for each atom type. These parameters are:
1. Natural atomic radius (A)
2. Natural angle (degrees)
3. Effective charge on the atom type (e)
4. Electronegativity (Pauling)
5. Barrier energy for dihedral torsional rotation (kcal/mol)
6. Barrier energy for the umbrella inversion function (kcal/mol)
7. Natural inversion angle (degrees)
The UFF combines these generator parameters using a prescribed set o f  equations 
to generate force field parameters for bond, angle, torsion, inversion, van der Waals 
and electrostatic energy terms. These equations are detailed in die paper by Rappe et 
alA.
Calculation o f  force field parameters in this way, makes parameterisation o f  new 
atom types much easier than was previously possible. Because only seven 
parameters are needed for each atom type instead o f  hundreds, a great time saving 
can be achieved. However it should be noted that due to its simplicity, the UFF 
does not always produce acceptably good results and so further force field 
refinement may be necessary.
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2.2.3 Modelling of transition metal complexes
Molecular modelling o f transition metal compounds is complicated by the partially 
filled d-orbitals o f  the metal ions. These orbitals are responsible for the numerous 
oxidation states o f  the metal and also die large variety o f  possible coordination 
numbers and geometries o f  die coordination compounds. This variety makes 
parameterisation o f transition metal elements particularly awkward, due to die large 
number o f  atom types necessary for each element40.
The coordination geometry o f  a metal complex is always a compromise between die 
size and electronic structure o f  the metal ion, and die type, size and geometry o f  the 
coordinated ligands. Octahedral and square planar complexes are usually die 
simplest to model because o f  tiieir symmetry, but even here two types o f  equilibrium 
angle are present (90° and 180°). To model tiiese angles a simple harmonic function 
is no good. Instead a potential function possessing multiple minima is needed, for 
example a harmonic cosine function. The situation can be much more complicated 
for otiier geometries or for structures where die geometry about the metal is a 
distortion o f  a regular arrangement (e.g. Jahn-Teller distortions).
In some cases molecular mechanics alone is unable to predict die geometry o f  a 
metal complex. For example, die assumption that the nature o f  die bonding does 
not change witii die structure may not be valid when tiiere is 7t-bonding between die 
metal and die ligand, or when tiiere is an equilibrium between two spin-states witii 
similar energies. Ferrocene for example, is not easily represented by a conventional 
bonding picture.
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2.3 Molecular Orbital Calculations
2.3.1 The Schrodinger equation
At the heart o f all Molecular Orbital (MO) techniques41-43 lies the Schrodinger 
equation. The solution o f diis equation is die goal o f most quantum mechanical 
calculations. The equation in its time-independent form is:
This equation refers to a single particle (e.g. an electron) o f mass m, moving through 
space (given by a position vector r=xi+yj+^k) under die influence o f an external 
field V  (which may be die electrostatic potential due to die nuclei o f a molecule for
It is usual to abbreviate the left-hand side o f die equation to Hyz, where IT is die 
Hamiltonian operator. This reduces die Schrodinger equation to its simplest written 
form, Hi/s=y/E.
The wavefunctions which satisfy die Schrodinger equation for die hydrogen atom, 
are referred to as orbitals and are well known. For multi-electron atoms die 
Schrodinger equation becomes more complex. This is due to electron-electron 
interactions and also electron spin. Explicit electron-electron interactions are 
neglected in MO calculations, allowing die complete Hamiltonian to be separated 
into a set o f one-electron Hamiltonians. Electron-electron interactions (electron
example), h is 1i / 2tc where h is Planck’s constant and E  is the energy o f die particle.
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correlation) can be approximated using the assumption that each electron-nuclear 
interaction is screened by die average o f  all other electrons. This electron-nuclear 
screening can account for electron correlation effects by enlarging die one-electron 
orbitals. The screening factor can be determined iteratively using die self consistent 
field (SCF) approach.
2.3.2 Molecular wavefunctions
For a molecule, die molecular wavefunction lF, is approximated as a combination o f 
molecular orbitals:
+  = - 4 n
Each molecular orbital (/);, is a tiiree dimensional function which describes an 
individual electron in die molecule. A  further approximation is tiien made tiiat each 
molecular orbital (f)h can be written as a linear combination o f  atomic orbitals 
(LCAO), Zk-
$i —  ^ikZ k
k
Because die exact wavefunctions o f  atoms otiier dian hydrogen are not known, 
tiiese atomic orbitals are derived from die known hydrogen orbitals. Therefore, die 
problem o f  determining die molecular wavefunction \|/, by calculation o f  die 
molecular orbitals fa reduces to finding the expansion coefficients Cik. These 
coefficients are found using die metiiod o f  “ linear variation” . This principle states 
tiiat if an arbitrary wavefunction is used to calculate die energy, dien die value
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calculated is never less tiian die true energy. Hence, if we vary die coefficients in a 
trial wavefunction until we achieve die lowest energy, tiien tiiose coefficients will be 
die best.
2.3.3 Basis sets
The specific collection o f  one-electron wavefunctions used to construct the 
molecular wave equation is called a basis set. The simplest type o f  basis set is a 
minimal basis set. This is where only one function is included for each atomic 
orbital which is filled. For example, for carbon we would use functions 
corresponding to the Is, 2s and 2p atomic orbitals. STO-3G is an example o f  a 
minimal basis set.
Another type o f  basis set is die split valence basis set devised by Pople and his co­
workers. In diis approach die number o f  functions describing die valence electrons 
is doubled, whilst die inner shell electrons maintain a single function. The rationale 
for tiiis approach is tiiat die core orbitals, unlike die valence orbitals, do not affect 
chemical properties very much and tiierefore vary only slightiy from one molecule to 
anodier. The most commonly used split valence basis sets are 3-21G, 4-31G and 6- 
31G.
In general, die larger die basis set, die more accurate die representation o f  die 
molecular orbital.
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2.3.4 The Hartree-Fock approximation
The most common form o f Schrodinger’s equation for molecules is given by die 
Hartree-Fock SCF approximation (HF). In this approximation die Hamiltonian 
(known as die Fock operator) is explicidy written to account for each electron 
interacting witii an average o f  all other electrons. The Fock operator is composed o f  
a set o f  one-electron Hamiltonians and two additional integral terms. The effects o f  
electron-electron repulsion tend to be underestimated by SCF methods, limiting die 
accuracy o f  die calculated wavefunctions and energies. The configuration 
interaction (Cl) metiiod can be used to address tiiis problem.
2.3.5 Ab initio methods
Ab initio mediods use die complete form o f  die Fock operator to construct die 
wave equation, without ignoring or approximating any o f  die integrals or any o f  die 
terms in die Hamiltonian. This can be very demanding computationally, especially 
for large basis sets. Calculations are therefore limited to relatively small molecules.
2.3.6 Semi-empirical methods
Semi-empirical methods use simplified Fock operators, in which some o f  die integral 
terms are replaced by experimentally determined parameters (or in some cases, 
parameters determined from ab initio calculations on model systems). All o f  die 
commonly used semi-empirical methods explicidy consider only die valence 
electrons o f  die system. The core electrons are subsumed into die nuclear core.
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These simplifications make semi-empirical metiiods computationally less demanding 
than ab initio mediods, but die calculations still take considerably longer than 
equivalent calculations using molecular mechanics methods. As a result o f  die 
simplifications, die results are generally less accurate tiian ab initio methods.
2.4 Energy Minimisation
A correcdy parameterised force field can tell you the energy o f a system, but it can 
not direcdy tell you die optimum energy (die energy diat corresponds witii die 
optimum geometry). To do tiiis requires some sort o f  energy minimisation process. 
There are numerous examples o f  tiiese, but for use in molecular modelling tiiree 
types are in widespread use. These are steepest descents, conjugate gradients and 
Newton-Raphson44-46.
2.4.1 Steepest descents
The steepest descents mediod is a first order miniiiiiser. It uses the first derivative 
o f  die potential energy with respect to die cartesian coordinates. The method moves 
down die steepest slope o f  the inter-atomic forces on die potential energy surface. 
The direction o f  steepest descent, g, is hence simply die negative o f  die gradient 
vector (known as the Jacobian matrix).
=  —VE = J , 8 E _ d E _ d E _ 8 E _ d E _  '
^ ydxt’ dy^ , ’ dx2 ’ ’ dz2 ’ y
Having defined die direction along which to move for a particular geometry, die 
distance along tiiis gradient must be decided. In die steepest descents mediod tiiis is
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usually done by taking a step o f  arbitrary size along die direction o f  the force. New 
positions are found using the equation
X i+1 ~ x i + ^  -j T
\ S i \
where Xi is die step size and Xi is a 3N dimensional vector whose elements are the 
coordinates o f  die N atoms in die molecule being minimised.
If die energy o f  the molecular system at x,-+i is lower than at Xi, tiien die 
minimisation continues in die same direction, but witii a larger step size (typically 1.2 
times larger). If die energy increases after a step however, die rate o f  adjusting 
geometry decreases and die next step size is only typically 0.5 o f  it’s previous value.
The steepest descents mediod rapidly alleviates large forces on atoms. This is 
especially useful for eliminating die large non-bonded interactions often found in 
initial structures.
Each step in a steepest descent requires minimal computing time. Its disadvantage is 
tiiat convergence toward a minimum is very slow. It is therefore only recommended 
for initial optimisation o f  distorted geometries.
Figure 2.13 shows die application o f  die steepest descents mediod to die function 
x2+2y2.
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X
Figure 2.13: Application of steepest descents to the function x2 + 2y2
2.4.2 Conjugate gradients
The conjugate gradients method differs from the steepest descents technique by 
using both the current gradient and the previous search direction to drive the 
minimisation. Using this information, the method searches more effectively, in 
conjugate gradient directions hi, rather than simple steepest descent directions g,\ 
The conjugate direction is updated using the equation
*;+i = 8 M + r M l‘i
where gi+i is die new gradient, hut is die new ‘conjugate’ direction and is a 
scalar constant calculated using bodi g, and gi+i. Clearly tiiis equation can only be 
used from die second step onward, and so die first step is die same as the steepest 
descents (i.e. in the direction o f die gradient).
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The Fletcher Reeves mediod calculates y i+1 as being
, _ 8i+l ' 8  i+1
f i+ l  ~  •
Si'Si
The slightiy more advanced mediod o f  Polak and Ribiere calculates y i+\ as being
_  G»/+i ~8i)'8 i+1
Yi+1 “ ------------------------- •
8i ’ 8i
Due to die improved search direction o f  conjugate gradient techniques, a line search 
mediod is normally used to locate die one-dimensional minimum (ratiier tiian an 
arbitrary step approach). This is illustrated in figure 2.14.
Figure 2.14: Application of a line search to locate die minimum in die function, in die direction
of the gradient
Altiiough computationally more demanding, die line search mediod optimises die 
scaling factor for determining step size.
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The advantage o f  a conjugate gradients minimiser is that, because it uses die 
minimisation history to calculate die search direction, it converges faster tiian die 
steepest descents technique. Hence for the function x2+2y2, fewer steps are needed 
to find the minimum.
X
Figure 2.15: Application of conjugate gradients to the function x2 + 2y2
2.4.3 Newton-Raphson
The Newton Raphson mediod is a second order optimiser. It calculates botii die 
first and second derivatives o f  potential energy witii respect to cartesian coordinates. 
These derivatives provide information about botii die slope and curvature o f  die 
potential energy surface. The full Newton-Raphson mediod computes die full 
Hessian, H, o f  second derivatives, and dien computes a new guess at die 3N 
coordinate vector x, according to
xM = x i +H81 -gi .
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The Newton-Raphson technique converges very efficiendy for molecules close to 
tiieir optimum structure. However, for molecules far from die energy minimum, 
Newton-Raphson minimisation can be unstable. Anotiier disadvantage arises when 
dealing with large molecules. The second derivatives matrix (die Hessian) has die 
size o f  (3N)2 and therefore requires large amounts o f computer memory for storage. 
Also finding its inverse is not a trivial matter.
2.4.4 The multiple minima problem
For all except the very simplest o f  systems die potential energy is a complicated, 
multidimensional function o f  die coordinates (often referred to as die potential 
energy surface). In molecular modelling we are often interested in finding minimum 
points on tiiis energy surface. The most commonly sought after minimum, die one 
o f  lowest energy, is known as die global energy minimum.
Most minimisation metiiods can only go downhill on die energy surface. Hence 
diey can only locate die minimum tiiat is nearest (in a downhill direction) to die 
starting point.
Figure 2.16: A  schematic one-dimensional energy surface
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In order to find die global minimum, the choice o f  starting conformation is 
dierefore very important. For geometry optimisations, whenever possible, starting 
conformations should be chosen based on experimental structural data such as 
crystallograpliic structures, or on established models. Odier experimentally 
determined data, particularly spectroscopic information can also be very useful in 
providing structural information about die model system.
2.5 Conformational Searching
One way to try to find die global energy minimum o f  a system is to perform a 
conformational search analysis47"48. The aim o f  a conformational search is to find as 
many low energy minima as possible, which hopefully will include die global 
minimum. In order to do tiiis, a large number o f  high energy starting conformations 
are first generated. These are tiien minimised, compared with previously found 
conformers, and stored if tiiey have a low strain energy and are unique.
Three methods are often used to generate the starting geometries. These are grid 
searches which cover all or part o f  die potential energy surface systematically, Monte 
Carlo methods which use a random element to generate starting geometries, and 
molecular dynamics.
2.5.1 Grid searches
The most reliable mediod for finding die global energy minimum is by 
systematically scanning the entire potential energy surface. Bond lengdis and angles 
do not change much between different conformations o f  a molecule. The major
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variations are in the torsion angles. Grid searches therefore systematically vary all o f  
die torsional angles in a molecule. This can however become prohibitive in CPU 
time for large or flexible molecules. The approximation is often made tiiat only 
conformations close to die maxima or minima o f the rotational potential will be 
observed. For example tiiis limits rotations about a saturated C-C bond to six 
points. Even in a relatively small molecule o f  only six rotatable bonds however, tiiis 
leads to 66 (46,656) conformations. Grid searches therefore tend to be restricted for 
use in very small molecules or for searching only part o f  die potential energy surface 
in larger molecules.
2.5.2 Monte Carlo methods
In each step o f  die Monte Carlo method a random number o f  torsional angles are 
varied by a random amount. This generates a new starting geometry which can be 
minimised. For cyclic systems the rings need to be cleaved at one point so tiiat all 
die otiier torsional angles can be varied. A  ring closure constraint also needs to be 
set, to prevent die two ends o f  die cleaved ring from being too close or far apart 
from each otiier.
2.5.3 Molecular dynamics
Molecular dynamics (MD) involves die calculation o f  die time dependant movement 
o f  each atom in a molecule. This is achieved by solving Newton’s equations o f  
motion. During a MD simulation the system is able to overcome energy barriers 
and so explore different areas o f  conformational space. Molecular dynamics is
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efficient at exploring local conformational space, but it is not effective at crossing 
large energy barriers and so is not suited for searching globally. To favour faster and 
more complete molecular dynamics searching, high temperatures can be used.
Figure 2.17: Conformational searching procedures 
Molecular mechanics calculations are well suited to problems o f  conformational 
analysis. This is because, unlike quantum mechanical metiiods, tiiey allow rapid 
determination o f  molecular energies. It should be noted however that diese 
calculated energies are not as accurate.
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3.1 Introduction
The past few decades have seen die development o f  several large structural chemical 
databases. These range from specialist databases, such as die Protein Databank 
(PDB) which only contains structures o f  proteins and some DN A fragments, to 
somewhat more general databases such as the Cambridge Structural database (CSD) 
which contains crystal structures o f  organic and organometallic molecules. The 
most important technique currendy available for determining the tiiree-dimensional 
structure o f  molecules is X-ray crystallography. Hence most structural databases are 
largely based on crystallograpliic data.
A  simple use o f  a database is for extracting information about a particular molecule, 
or group o f  molecules. By analysing such information, it is possible to extract 
structural correlations within particular groups o f  compounds. More generally, 
crystallograpliic databases have been used to develop an understanding o f  die factors 
tiiat influence the conformations o f  molecules, and o f  die ways in which molecules 
interact witii each other.
The aim o f  many modelling studies is to find die molecular conformation which 
corresponds to die global energy minimum. This configuration is often very close to 
die conformation tiiat die molecule adopts in die crystalline state. Basing die 
starting conformation o f  a model on a related structure held within a structural 
database, therefore forms a logical first step to many modelling studies. Such 
structures can also provide a means o f  validating molecular structure prediction 
techniques. It should be noted however, that a crystallograpliic database can only
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provide information about die crystalline state o f  matter. It is dierefore important 
not to forget die possible influences o f  crystal packing forces.
3.2 Cambridge Structural Database
The Cambridge Structural Database (CSD)49 contains structural information relating 
to a large collection o f  molecules. Currendy die database holds about 170,000 
compounds. The information is derived from X-ray and neutron diffraction studies 
o f  organic, organometallic and metal complexes, but excludes purely inorganic 
carbides, carbonyls, carbonates and cyanates.
Each entry in the database is identified by a unique ‘refcode’. Associated with each 
refcode is bibliographic, chemical and crystallograpliic information. This 
information can be retrieved in a systematic way using a special search program 
called ‘Quest’ . The easiest way to use tiiis program is via it’s interactive graphical 
front end, known as ‘Quest3D\
A major use o f  die CSD is substructure searching. That is, searching for molecules 
which contain a particular fragment. Such searches are often performed in order to 
investigate the conformation(s) tiiat a fragment adopts.
3.3 Geometry Analysis of TAA Structures
In an attempt to correlate structural features o f  TAA based molecules, widi bodi 
their catalytic behaviour and their packing into molecular arrays, a range o f  geometry
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studies were performed. These studies were concentrated around investigation o f  
die Cambridge Structural Database.
Searches o f  die CSD were performed, for all molecules possessing die dibenzo [h,t\ 
[1,4,8,11] tetraazacyclotetradecine (taa) fragment.
Figure 3.1: Fragment searched for in die CSD 
All bonds in die search fragment were specified as type ‘any’ (i.e. single, double, 
triple, aromatic, etc.), except for tiiose in die two benzenoid rings which were 
obviously aromatic. The reason for specifying die bonds as type ‘any’ was tiiat die 
CSD determines bond order based purely on die distance between two atoms. 
Therefore if a molecule contains an abnormally short or long bond, the CSD may 
not recognise it’s bond order and so not recognise it as a hit to die search.
O f die compounds producing a match to the above search, 18 were chosen for use 
to investigate the geometry o f  the fragment50-62. All o f  these structures possessed a 
simple asymmetric unit in the unit cell. Some were chelated to a central metal ion 
and all had square planar arrangements. The selected structures possessed different 
degrees o f  symmetry by way o f  various functional groups substituted onto die 
periphery o f  die macrocycles.
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The chosen molecules formed a study set, which was used for a variety o f  geometry 
investigations. These molecules, along witii their CSD refcodes are shown below:
BOSVOU
CAi
N H  N 
N HN
GAGVAL
DETZAD
H 3C C H ,
HTMDEC HTMZFE
C H ,
N H  N 
N HN
C H 3
JOFBOV
h 3c
h 3c
C H ,
NH N 
N HN
C H 3
JOFBUB
C H,
C H,
JONJEB
JONJIF
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,C H ,
MAZCTN
LAPXUV LAPYAC
POJBIZ
h 3c CH,
N N
\ /  
Pd /  \
N NI I 
\ /
H3C ' 'C H ,
TAZAPD
CN
H3C C H ,
N N\ /  
Ni /  \
N NI I 
\ /
H3C ' 'C H ,
VAMHAS
H,C>
'C H ,
H2C .
h 3c C H ,
N N
XN7 XN< i \ /
H3C ' 'C H ,
WIKNIN
VURFUJ
c h 3
VIFPUV
For a more detailed description o f  diese molecules and the crystals they form (as
given by die CSD) see Appendix A.
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The CSD also allows the extraction and calculation o f  various geometrical 
parameters from all accepted hits made from a search. This facility was used to 
investigate the geometry o f  die macrocycle o f  all die molecules in the study set. The 
following geometrical parameters were investigated:
• Bond lengths and angles around the macrocycle
• Macrocycle hole size
• Distance o f  all atoms in the macrocycle from a least squares plane fitted to die 
four nitrogen atoms
• Angle between two least squares planes fitted to die two benzenoid rings
• Angle between two least squares planes fitted to the carbon atoms in die two 1,3- 
propanediiminato linkages
3.3.1 Tautomerism
For many o f  the uncomplexed TAA ligands, tautomerism is known to occur52-53. 
The mechanism o f proton transfer in the macrocycles, has been investigated by 15N- 
CPMAS-NMR spectroscopy. Limbach et alA3 found tiiat die planar ligand 
JOFBOV, exhibits only two peaks in its NMR spectrum (122-287K), whilst in die 
spectrum o f  the saddle shaped HTMDEC, four peaks are observed at 288K. At 
100K diese four peaks coalesce into just two.
This indicates die existence o f  two different mechanisms o f  proton transfer in die 
TAA macrocycles. The first involves proton transfer via a concerted mechanism, in
Chapter 3 : TAA Geometry Investigation Page 57
which only two tautomeric states are observed. This applies mainly to the planar 
TAA macrocycles.
Figure 3.2: Tautomerism (planar TAAs)
The two states for JOFBOV are non-degenerate and exist in a 4:1 ratio at room 
temperature in the solid state. This is probably due to the slight rhombic distortion 
o f  the ligand (not all equivalent bond lengdis and angles around die macrocycle have 
die same value), resulting in a slight lowering o f  die lattice energy for one o f  die two 
orientations. This distortion is illustrated in figure 3.5.
The second mechanism involves four states and applies mainly to the TAA 
macrocycles which deviate substantially from planarity, forming saddle shaped 
conformations (see section 3.3.6).
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N. ,N 
H
N N
N, ,N 
'H  
.H
N' "n
o o N .N H'. A  
N N
O.
Figure 3.3: Tautomerism (saddle shaped TAAs)
The increased number o f  tautomers is thought to be a direct consequence o f  die 
saddle shaped structure o f  die ligand. This is believed to stabilise die additional 
tautomeric states, by effectively isolating die two halves o f  die molecule 
electronically.
The energy barrier to tautomerization between die various forms is low. This is 
because it merely involves movement o f  die protons by approximately lA  and 
rearrangement o f  die double bonds. Botii o f  diese processes are supported by 
normal vibrational motions. Thus die observation o f  disorder in several TAA 
ligands is hardly surprising, altiiough it can complicate tilings from a structural 
analysis point o f  view.
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3.3.2 Bond lengths around the macrocycle
The following bond lengtiis around the macrocycle in each o f  die study molecules 
were investigated.
C 3 ^ \ C 4
A3 A4
Figure 3.4: Bond lengths investigated in the study set o f  TAA molecules
3.3.2.1 Discussion
Table 3.1 makes it apparent tiiat tiiere is significant delocalisation around the 1,3- 
propanediiminato linkages in the macrocycles. The carbon-nitrogen bonds in these 
moieties (Al, A2, A3 and A4) vary in lengdi from 1.279A to 1.384A witii an average 
value o f  1.328A. This compares to die longer carbon-nitrogen bonds o f  die o- 
phenylenediamine moieties (BI, B2, B3 and B4) which range from 1.392A to 
1.446A witii an average value o f  1.413A. These longer bonds suggest tiiat diere is 
littie or no 7t-delocalisation between die 1,3-propanediimiiiato bridges and the o- 
phenylenediamine groups.
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The main factor affecting the lengths o f  bonds A l, A2, A3 and A4 seems to be, 
unsurprisingly, whetiier or not die ligand is complexed to a central metal ion. The 
bonds in die complexed ligands clearly delocalise over die entire linkage, witii all 
similar carbon-nitrogen and carbon-carbon bonds being o f  comparable lengdi. The 
one exception to tiiis is MAZCTN. The two unsymmetrically substituted methyl 
groups 011 the ring periphery in tiiis molecule have a significant effect 011 die ring 
geometry, lengdiening die bonds around the substituted groups.
In die uncomplexed ligands, although tiiere is typically some difference between the 
nominally single and nominally double bonds, tiiere appears to be a genuine 
lengdiening o f  die C=N double bonds and a shortening o f  die C-N single bonds, 
indicative o f  delocalisation. For a few o f  die uncomplexed ligands tiiere even seems 
to be full delocalisation in die 1,3-propanediiminato linkages. In VIFPUV for 
example, tiiere is virtually 110 difference between die nominally single and double 
carbon-nitrogen bonds in these linkages.
A typical aromatic carbon-nitrogen bond lengdi in a six-membered heterocyclic ring 
such as pyridine is 1.37A64. The average value o f  1.328A in die study set, reflects die 
tendency o f  die 14-membered rings to form slightiy shorter bonds tiian this. This 
compares to a typical C-N bond lengdi o f  1.37A in die slightiy larger 16-membered 
aromatic ring o f  nickel phtiialocyanine64, which is representative o f  the porphyrins 
and phdialocyanines.
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A further indication o f  conjugation are the carbon-carbon distances in the 1,3- 
propanediiminato linkages (Cl, C2, C3 and C4). These are generally close to those 
in benzene (1.39A), their average being 1.401 A.
The delocalisation which takes place in the uncomplexed ligands, is a consequence 
o f  the hydrogen bonding between the iminato nitrogen and the inner proton, and 
the contribution o f  the nitrogen lone pair permitting delocalisation through the 1,3- 
propanediimine 5 atom bridge. The hydrogen atoms between the bridge nitrogen 
atoms typically have bond lengths in the range 1.8-2.0A. This compares with the 
non-bonding H-bond distances across the <?-phenylenediamine rings o f  typically 2.2- 
2.5A. This is illustrated in the LAPXUV structure in figure 3.5.
Figure 3.5: Hydrogen bonding distances in LAPXUV (also illustrates the typical slight rhombic
distortion in the ligands)
The N-H bonds generally lie more or less in the N4 plane, so each nitrogen can be 
considered j / 2-hydridized with a /-orbital freed for delocalisation.
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3.3.3 Bond angles around the macrocycle
The following bond angles around the macrocycle in each o f  die study molecules 
were investigated.
Figure 3.6: Bond angles investigated in the study set o f  TAA molecules
3.3.3.1 Discussion
All o f  die atoms in die 14-membered rings o f  die macrocycles, adopt ^-hybridized 
trigonal planar configurations. Table 3.2 dierefore shows all angles around die ring 
to be very close to 120°, widi litde variation. The most notable deviations from 
120° are in die Cl, C2, C3 and C4 angles. These have an average value o f  115.396°. 
This is due to a tendency for die macrocycle to want to pull the 1,3- 
prop anediiminato moieties inwards towards die centre o f  die macrocycle. This 
behaviour is intensified when die ligand is complexed to a metal centre. For 
example, die average angle in HTMDEC is 117.541°, but when die same ligand is 
complexed to an iron atom in HTMZFE, tiiis angle decreases to an average o f  
113.950°.
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3.3.4 Macrocycle hole sizes
The size o f  the macrocycle cavity is a fundamental structural parameter o f  the 
ligand65*66. It is influenced by the size o f  the macrocyclic ring, the degree o f  
conjugation or 71-bonding around the ring, the type o f  donor atoms in the ring, and, 
in the case o f  metal complexes the extent, if any, o f  the 71—bonding between the 
metal and the ring. Other factors such as the planarity o f  the ligand can also have 
an effect on the overall size o f  the cavity.
The macrocyclic hole size, Rh, is calculated as the mean distance o f  the donor atoms 
from the centroid they form.
Rh=D„/2
Figure 3.7: Macrocyclic hole size ( R h )  for a TAA 
Note that the parameter Rh does not take into account the van der Waals radii o f  
the donor atoms. To correct for this, the size o f  the covalent radius o f  the donor 
atoms can be subtracted. This gives a new parameter, Ra, which describes the 
bonding cavity.
Figure 3.8: Macrocyclic bonding cavity (Ra) for a TAA
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Macrocycle hole sizes (Rh) were calculated for each o f  die molecules in die study set. 
This was done by averaging the distance o f  die four nitrogens in die macrocycle, 
from die centroid diey form.
REFCODE Metal
Centre
Centroid - 
Ni
Centroid -
n2
Centroid -
n3
Centroid -
n4
Macrocyclic 
Hole Size (RH)
BOSVOU Ni 1.871 1.867 1.864 1.862 1.866
DETZAD - 1.917 1.920 1.917 1.920 1.919
GAGVAL - 1.969 1.897 1.967 1.894 1.932
HTMDEC - 1.933 1.879 1.934 1.871 1.904
HTMZFE Fe 1.918 1.906 1.912 1.921 1.914
JOFBOV - 1.955 1.883 1.955 1.883 1.919
JOFBUB - 1.899 1.944 1.899 1.944 1.922
JONJEB Ni 1.857 1.863 1.862 1.869 1.863
JONJIF Ni 1.857 1.844 1.857 1.844 1.851
LAPXUV - 1.924 1.898 1.930 1.902 1.914
LAPYAC Co 1.864 1.864 1.863 1.868 1.865
MAZCTN Ni 1.847 1.852 1.858 1.863 1.855
POJBIZ Sn 1.967 1.961 1.973 1.973 1.969
TAZAPD Pd 1.993 1.999 1.993 1.999 1.996
VAMHAS Ni 1.866 1.830 1.891 1.855 1.861
VIFPUV - 1.875 1.850 1.850 1.875 1.863
VURFUJ Sn 1.965 1.961 1.976 1.967 1.967
WIKNIN - 1.917 1.920 1.906 1.918 1.915
Table 3.3: Macrocycle hole sizes for the molecules in the study set
3.3.4.1 Discussion
The macrocyclic hole sizes (Rh) in die set o f  TAA molecules studied, range from 
1.851A to 1.996A, with an average value o f  1.905A and a standard deviation o f
0.043A. Some variation can be seen in the individual Centroid-N distances, most
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notably for the uncomplexed ligands. This reflects the slight rhombic distortion in 
die N 4 plane caused by die two types o f  nitrogen atom.
The R h  distance o f  die metal ligand complexes, tend in general to be smaller than 
diat o f  die free ligands. This is due to the increased conjugation present in die 
dianionic form o f die ligand and die contraction associated with die loss o f  two 
amine protons.
The average Rh o f  1.905A in die study set o f  TAA molecules, compares witii values 
found in phtiialocyanine (1.92A), tetraphenyl porphyrin (2.06A) and cyclam 
(2.07A)67. Comparison with cyclam, which has a saturated 14-membered ring, shows 
the effect o f  planarity and conjugation in enforcing a small contraction in die 
macrocyclic cavity. These latter radii are in die range for unstrained metal-nitrogen 
distances for divalent first row transition-metal complexes. Thus die smaller core 
size for many o f  die TAAs studied is considerably less than optimal for high spin 
divalent metals o f  die first transition series52.
Complexes o f  die larger cations demand tiiat the metal atom lies above die N4 plane. 
While macrocycles capable o f  extensive %—bonding are able to accommodate this, 
die smaller tetraaza[l 4]annulene macrocycle is more limited in it’s ability to bind 
larger metal ions.
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3.3.5 Deviation of atoms from N4 plane
Distances were calculated o f  all the atoms in the macrocycle from a least squares 
plane fitted to the four nitrogen atoms:
Figure 3.9: Labelling scheme used for table 3.4
3.3.5.1 Discussion
In all o f  the ligands, the nitrogen atoms in the macrocycle deviate very little, if at all 
from planarity. The largest deviation from die N4 plane by any nitrogen, being just
0.029A.
Comparing die ligand HTMDEC with its iron complexed form HTMZFE, and 
LAPXUV witii its cobalt complexed form LAPYAC, shows tiiat central metal ions 
act to increase die planarity o f  die ligand. This is due to die increased conjugation o f  
diese complexed forms, and also die relatively unhindered cavity.
Severe deviation from die N 4 plane can occur when substituents are present on die 
macrocycle causing steric hindrance between the benzenoid groups and the 
substituents. This is discussed in more detail in section 3.3.6.
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3.3.6 Macrocycle ruffling
Many o f  the molecules in the study set adopt a saddle shaped conformation, whilst 
others remain very planar. To measure the extent to which the molecules deviate 
from planarity, two values were calculated. Firstly the angle between two least 
squares planes fitted to the two benzenoid rings.
Plane 2
Figure 3.10: Two least squares planes fitted to the two benzenoid rings 
For example, the two planes fitted to the molecule with CSD refcode BOSVOU are 
shown in figure 3.11.
Figure 3.11: Planes fitted to the benzenoid rings o f  BOSVOU 
The second angle calculated, was that between the two least squares planes fitted to 
the two sets o f  carbon atoms in the 1,3-propanediiminato linkages.
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Plane 1
s
N N
t = l
Plane 2
Figure 3.12: Two least squares planes fitted to the two sets o f  carbon atoms in the 1,3-
propanediiminato linkages
The planes were specified, and die angles between planes calculated using the CSD 
Quest search software. The results were interpreted using the CSD Vista statistics 
software.
The two angles described above, gave a good indication o f  molecular geometry o f  all 
molecules in the study set except for MAZCTN. Due to the unsymmetrical nature 
o f  this complex, it was found necessary to measure the four torsion angles shown in 
figure 3.13 to get a true idea o f  how the molecule distorts from planarity.
-CH
17.6“
Figure 3.13: Four torsion angles showing die departure from planarity o f MAZCTN
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REFCODE Angle Benzenoid Rings Make
Angle Carbon 
Linkages Make
BOSVOU 54.82° 59.61°
DETZAD 0.03° 0.00°
GAGVAL 2.70° 3.78°
HTMDEC 49.05° 115.70°
HTMZFE 47.29° 49.68°
JOFBOV 0.00° 0.03°
JOFBUB 0.03° 0.00°
JONJEB 57.83° 68.46°
JONJIF 65.20° 68.16°
LAPXUV 2.50° 4.91°
LAPYAC 0.65° 3.23°
MAZCTN 37.25° 38.36°
POJBIZ 32.75° 52.20°
TAZAPD 0.03° 0.03°
VAMHAS 55.62° 57.35°
VIFPUV 139.29° 61.82°
VURFUJ 40.18° 52.11°
WIKNIN 139.24° 122.49°
Table 3.5: Degree of deviation from planarity in the study set of molecules
3.3.6.1 Discussion
There is significant variation in the extent to which the molecules deviate from 
planarity. Molecules such as DETZAD, JOFBOV and JOBBUB have negligible 
deviation, whereas molecules such as HTMDEC, VIFPUV and WIKNIN deviate 
substantially. The governing factor determining die conformation tiiat die molecule 
adopts, is die type and position o f  substituents on the periphery o f  die macrocycle. 
This seems to be mainly for steric reasons. Substituents attached to die C l, C3, C4 
or C6 atoms (see figure 3.9), sterically interact witii the benzenoid rings. This results
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in the molecules adopting a saddle shaped conformation, with the two benzenoid 
rings being forced below the plane o f  the molecule and the two 1,3-propenediimine 
linkages being forced above die plane o f  die molecule.
This effect is also observed when studying die geometry o f  the unsymmetrical 
MAZCTN complex. In diis molecule, one side o f  die molecule is sterically hindered 
by two substituted mediyl groups, whilst die otiier side o f  the molecule has no such 
substituents to cause steric hindrance. This results in die separation between die 
benzenoid ring and 1,3-propanediiminato linkage being greater on one side o f  the 
molecule tiian die otiier. This is illustrated in figure 3.13.
Note tiiat only substituents on die Cl, C3, C4 or C6 atoms cause die molecule to 
ruffle in tiiis way. Substituents on die C2 or C5 atoms do not sterically interact with 
die benzenoid rings and so molecules substituted in tiiis manner tend to remain very 
planar.
Witii the exception o f  palladium, die coordinated metal ion generally plays little part 
in determining the molecular conformation that the ligand adopts. If the metal ion 
is small enough to fit in die macrocycle cavity, die ring may contract slightiy, but die 
ligand conformation remains the same. If the metal ion is too large to fit in the 
cavity, it sits coordinated to the ligand from above in a dome type arrangement, but 
again does not affect die conformation o f  the ligand. Only if the metal ion is slightiy 
larger than die cavity, does it have an effect on die ligand conformation. If tiiis is 
die case, die macrocycle twists itself slightiy so as to accommodate die size o f  die 
ion. This only happens for ions witii similar ionic radius to Pd2+.
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3.4 Summary of TAA Molecular Geometry
There appear to be 4 main geometries which the molecules adopt. These are:
• Saddle shaped. Substituents on any o f  the C l, C3, C4 or C6 atoms tend to force 
the molecule into a saddle shaped conformation. This appears to be mainly due 
to steric reasons.
• Planar. No substituents, or substituents only on the C2 or C5 atoms do not 
cause the macrocycle to ruffle. It retains a very planar conformation.
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• Planar but centrally distorted. This conformation is far less common. If the 
coordinated metal ion is slighdy too large to fit in the macrocyclic hole, the 
macrocycle twists itself slighdy so as to accommodate the size o f  the ion. This 
only happens for ions with similar ionic radius to Pd2+.
in the
Figure 3.16: Slighdy twisted conformation o f  TAZAPD 
• Dome shaped. Large metal ions coordinated to the ligand cannot fit 
macrocyclic cavity. Instead they sit coordinated to the ligand from above.
Figure 3.17: Dome shaped conformation o f  VURFUJ
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4.1 Introduction
Having established the broad rules governing geometry for the majority o f  TAA 
based molecules, an effort was made to try to accurately predict their structures. 
Due to the size o f  the systems involved, molecular mechanics was the only method 
available for doing this. Geometry optimisations using quantum mechanical 
techniques would have been too computationally intensive. Initially all geometry 
optimisations were performed on the molecular scale, but subsequendy some 
attempts were also made to try to predict structure on die crystal scale. These are 
described in Chapter 5.
4.2 Geometry Prediction of Known Structures
In order to develop valid models for predicting the molecular geometry o f  TAA 
based structures, die Cerius2 release 2.0 molecular modelling software68 was used. 
This package was run on a Silicon Graphics Indigo 4600 workstation running IRIX 
5.3. The force field used for all molecular mechanics calculations was the Universal 
Force Field version 1.01 developed by Rappe et al.69. Past modelling studies 
conducted on TAA based molecules and related macrocycles,70-74 have largely 
involved die use o f  Allinger’s MM2 force field75. However this force field has not 
been validated in Cerius2 Release 2.0, and so die UUF was used, which can generate 
parameters for die majority o f  atoms in the periodic table.
All work was initially conducted on the molecules in die study set. The 
crystallograpliic conformations o f  tiiese molecules were assumed to correspond to
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die molecules’ global energy minima in die free state. Note tiiat die possible 
influences o f  crystal packing forces, may result in tiiis not being die case. However, 
in the absence o f  otiier structural information it was assumed, and so all miiiimised 
and crystallograpliic structures were compared for an indication tiiat each structure 
was in die conformation corresponding to it’s global energy minimum.
4.2.1 Universal Force Field generator parameters
UFF generator parameters were available for all bar diree o f the atom types needed 
to represent die molecules in the study set. The missing atom types were square 
planar Co2+, square planar Fe2+ and square planar Sn2+. The force field parameters 
generated by the UFF (as implemented in Cerius2) for all otiier atom types in the 
molecules, were found to be acceptable and were tiierefore left unaltered.
In order to find first guess values for the generator parameters for die diree new 
atom types, various interpolations were made. These were based on data held in die 
Web-Elements database at Sheffield University,76 and also on data from similar atom 
types in die force field. The Web-Elements database holds elemental information 
about the whole o f  the periodic table. This includes parameters such as atomic and 
ionic radii, and electronegativities. If these first guess values did not suitably 
minimise die molecules, trial and error metiiods were employed to adjust diem until 
diey did.
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Co4+2 1.200 90.0 2.43 4.30 0.0 0.0 0.0
Fe4+2 1.335 90.0 2.43 3.76 0.0 0.0 0.0
Sn4+2 1.480 85.0 2.96 3.98 0.0 0.0 0.0
Table 4.1: UFF generator parameters for three new atom types
4.2.2 Force field validation
For the purpose o f  initially validating the force field, starting structures for the 
minimisation process were taken as being the crystallograpliic structures o f  the 
molecules in the study set (as given in the CSD). This was done to avoid local 
minima. The molecules were tiien minimised, and die minimised and 
crystallograpliic structures compared. Root mean square differences were calculated 
in Microsoft Excel, using die equation:
^ R  atoms /  _ _ .  0
Z {(x2i ~ xli) +(y2t - y i t) +{z2i - z l i) )
/=!______________________________________
N1 Y atoms
\ )
Natom is the number o f  atoms over which die RMS difference is calculated, x1hy1i, 
and f i ;  are die coordinates o f  atom i in the original molecule, and x2i,y2i, and ^2/ are 
the coordinates o f  atom i in the overlaid molecule. N o hydrogen atoms were 
included in tiiese structure comparisons. This was because not all o f  the hydrogens
RMS Difference =
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had been located in some o f  the crystal structures, and in others they were simply 
added using basic geometry operations.
With the three new atom types included in the force field, the UFF worked 
reasonably well for all o f the molecules in the study set. For the optimisation 
process to produce die most favourable comparisons between the two structures 
however, it was found necessary to exclude die coulombic term from die energy 
equation (unless accurate charges were available, see section 4.2.3). All structures 
were minimised using die Conjugate Gradient 2000 mediod77. The energy 
minimisation termination criterion was set to 0.01 kcalmoUA'1 R.M.S. force.
Table 4.2 shows how die minimised and crystallograpliic structures compared for all 
o f  die molecules in die study set (with no coulombic term in the energy equation). 
The table shows that most o f  die structures in die study set had R.M.S. differences 
o f  less tiian 0.3A. DETZAD and VIFPUV possessed most variation, botii witii 
R.M.S. differences o f  over 0.4A. This figure is slightiy misleading however, as die 
main contribution to the term in botii cases resulted from die two torsion angles 
connecting die substituents on die ring periphery to die macrocycle. Because tiiis 
torsion angle differed significandy between the minimised and crystallograpliic 
structures (possibly due to crystal packing effects), die majority o f  die atoms making 
up die substituted moieties differed in position between die two conformations (see 
figure 4.1).
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REFCODE
Strain Energy of 
Crystallographic 
Structure (kcal/mol)
Strain Energy of 
Minimised Structure 
(kcal/mol)
RMS Difference 
Between Structures
(A)
BOSVOU 413.91 120.45 0.135
DETZAD 724.44 139.67 0.407
GAGVAL 196.43 81.62 0.161
HTMDEC 464.65 132.89 0.264
HTMZFE 362.33 122.89 0.209
JOFBOV 277.75 88.13 0.113
JOFBUB 368.19 97.92 0.141
JONJEB 414.64 138.09 0.216
JONJIF 426.02 155.46 0.288
LAPXUV 282.86 122.73 0.262
LAPYAC 198.83 114.39 0.284
MAZCTN 305.21 98.68 0.159
POJBIZ 600.89 280.50 0.182
TAZAPD 385.79 146.46 0.092
VAMHAS 455.09 128.54 0.159
VIFPUV 421.88 134.60 0.465
VURFUJ 474.96 272.41 0.204
WIKNIN 444.28 140.76 0.230
Table 4.2: Comparison of crystallographic and minimised structures
Figure 4.1: Overlaid crystallographic (green) and minimised structures o f DETZAD
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4.2.3 Coulombic term of the energy equation
The determination o f  the charge distribution in a molecule, can be a considerable 
problem in force field calculations. This is especially die case for transition metal 
compounds. The problem is tiiat tiiere is no simple universal method currentiy 
available, that allows die accurate calculation o f  atomic partial charges. Approaches 
using ab initio and semi-empirical MO calculations are available, but these involve 
much computational effort.
Atomic partial charges were initially assigned to die TAA based molecules, using die 
charge equilibration (QEq) mediod o f  Goddard and Rappe69. The QEq algorithm 
calculates charge distributions analytically using only die geometry o f  die system and 
experimentally available atomic parameters (atomic ionisation potentials, electron 
affinities, and atomic radii). Although for many types o f  system tiiis works well (die 
UFF was designed to use tiiese generated charges), for the set o f  TAA based 
molecules tiiese charges were far from optimum. On comparing die QEq calculated 
charges witii charges calculated from accurate quantum mechanical methods, there 
was found to be a substantial difference (see section 4.4).
In transition metal compounds, the coulombic term often contributes a significant 
portion to the overall conformational energy. Hence it can have a significant effect 
on the geometry optimisation process, and can result in the term driving the 
minimiser towards the generation o f  geometries which are in poor agreement witii 
experimental data.
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The removal o f  the coulombic term from die force field equation, resulted in die 
minima found from die geometry optimisations comparing more favourably witii 
the crystallographic structures extracted from die CSD. i.e.
Total Potential Energy = ^ k j  (I -  /0 )2 + ^ ke {0 -  O0 )2 + ^  V„ (1 + 5 cosfyzty)) +
£ > [ (  r„,/r)n - 2 ( r m/r)6]
In order to calculate reliable charges diat could be used in die molecular mechanics 
models, it was found necessary to use all electron ab initio MO metiiods (see section 
4.4).
4.3 Geometry Prediction of Unknown Structures
Having established die force field to be adequate, attempts were made to predict die 
geometries o f  molecules for which no crystallographic data was available. The 
biggest problem o f  geometry optimisation proved to be that o f  local minima.
Provided a suitable starting conformation was chosen, the Universal Force Field did 
a reasonable job o f  finding the global minimum. However, if starting structures 
were constructed from scratch in die 3D-Builder o f  Cerius2, die minimisation 
methods tended to very easily go astray resulting in local minima. To overcome this 
problem, care had to be taken witii die initial molecular conformation for the 
minimisation process. This was done using die following approach.
Three starting conformations were generated for each molecule whose geometry was 
to be predicted. These were built starting from die molecular macrocycle skeletons 
o f  the three common ligand conformations. One was based on die structure o f  the
Chapter 4 : TAA Molecular Structure Prediction Page 84
BOSVOU macrocycle, which has a saddle shaped conformation; another was based 
on the structure o f  die LAPXUV macrocycle, which has a planar conformation; and 
the third was based on the structure o f  the TAZAPD macrocycle, which has a 
slightiy twisted conformation. These three conformations were each minimised in 
turn, and die one lowest in energy was accepted as the global energy minimum.
This approach was used to investigate the effect that different substituents on the 
periphery o f  the macrocycle have on geometry. To do this several substituents were 
chosen to be added to the ring periphery. These ranged in size and in electron 
withdrawing/donating ability. The three conformers for each o f  these molecules 
were then created, and the energies o f the resulting minima were compared to see 
which was die most likely conformation for the molecule to adopt. The results from 
this study reinforced the previously drawn conclusions (see section 3.4).
4.4 Comparison of Atomic Partial Charges
The coulombic term was only included in the energy equation when accurate charges 
were available. A  number o f methods are available for calculating atomic partial 
charges. The suitability o f  some o f  these methods for calculating charges for TAA 
based molecules was examined. The methods investigated were QEq, MOP AC 
AMI and MNDO, and Gaussian94 3-21G and 6-311G. All partial charges were 
calculated using a Mulliken population analysis. This is a simple method for 
calculating the number o f  electrons ‘associated’ with each atom in a molecule.
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QEq and MOPAC calculated charges were found to be inadequate. Charges 
calculated using the 3-21G and 6-311G basis sets however, were found to be 
acceptable.
Figure 4.2: Numbering scheme used to assign atomic partial charges 
Fables 4.3 and 4.4 show how the atomic partial charges on two o f  the molecules in 
the study set vary with the calculation method. These results are also illustrated 
graphically in the charts o f  figures 4.3 and 4.4.
- 6 - 3 1 1G 
-3 -2 1G  
-Q E q  
-A M 1 
-M N D O
Figure 4.3: Atomic partial charges on the atoms around the DETZAD macrocycle
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0
- • —6 -3 1 1G 
3-21G  
QEq  
AM 1 
MNDO
Figure 4.4: Atomic partial charges on the atoms around the LAPXUV macrocycle 
These figures show substantial variation between the methods used to calculate 
atomic partial charges. For example the charges on the nitrogen atoms in the 
macrocycles vary by up to about 1 electron. The two ab initio methods produce 
very similar partial charges, as do the two semi-empirical methods. However, 
although the semi-empirical calculated charges follow the same general pattern 
around the macrocycles as the ab initio ones, their magnitudes are typically less than 
half the size. The QEq method produces charges that generally fall in-between the 
other two methods in terms o f  magnitude. However, the QEq method does differ 
in that it allocates the bridgehead carbon atoms (C4 and C9) a positive charge, 
unlike the other methods which give these carbons a negative charge.
To quantify the extent to which the charges affect the minimisation process, atomic 
partial charges were taken from each o f  the calculation methods and added to the 
crystallographic structures. These structures were then minimised and compared
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witii the original structures. The results from tiiese calculations are shown in tables
4.5 and 4.6.
Method Used to 
Calculate Charges 
on DETZAD
Strain Energy of 
Crystallographic 
Structure (kcal/mol)
Strain Energy of 
Minimised Structure 
(kcal/mol)
RMS Difference 
Between Structures
(A)
None 724.44 139.67 0.407
QEq 737.61 175.20 0.472
MNDO 532.22 -39.33 0.493
AM1 574.79 4.31 0.497
3-21G 781.95 193.63 0.388
6-311G 786.42 198.58 0.395
Table 4.5: Comparison of how different atomic partial charges effect the minimisation of
DETZAD
Method Used to 
Calculate Charges 
on LAPXUV
Strain Energy of 
Crystallographic 
Structure (kcal/mol)
Strain Energy of 
Minimised Structure 
(kcal/mol)
RMS Difference 
Between Structures
(A)
None 282.86 122.73 0.192
QEq 337.88 176.29 0.266
MNDO 227.04 68.83 0.292
AM1 232.51 72.03 0.285
3-21G 315.80 152.83 0.178
6-311G 318.16 154.68 0.182
Table 4.6: Comparison of how different atomic partial charges effect the minimisation of
LAPXUV
These tables show tiiat if accurate ab initio charges are added to die force field, the 
resulting minimised structures tend to compare slightiy better witii the 
corresponding crystallographic structures, than if no coulombic term were used at 
all. However, die tables also show diat partial charges calculated by die odier
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methods (QEq and MOPAC M NDO and AMI) are inadequate. Surprisingly the 
empirical QEq charges faired slightly better than the equivalent semi-empirical ones.
4.5 Atomic Partial Charges Around the Macrocycles
Having established that atomic partial charges calculated at the 3-21G and 6-311G 
level o f  theory were appropriate for inclusion in the force field, single point energy 
calculations were performed using Gaussian94 for all the other molecules in the 
study set. Calculations were done using the 3-21G basis set, as these charges varied 
little from those calculated using higher levels o f  theory. Partial charges were 
calculated using Gaussian94 based on a Mulliken analysis. The charges around the 
macrocycle, from the 3-21G calculations are shown in table 4.7 and in figure 4.5.
 JONJEB
 VAMHAS
BOSVOU
 LAPYAC
 HTMZFE
 POJBIZ
 W IKNIN
 JONJIF
 VURFUJ
TAZAPD
MAZCTN
LAPXUV
GAGVAL
DETZAD
HTMDEC
JOFBUB
 JOFBOV
 VIFPUV
-0.5
-1.5 J------------------------------------------------------------------------------------------------------------------------------------------------
Figure 4.5: Atomic partial charges around the macrocycles o f  the molecules in the study set 
As would be expected, the results show that positive charge accumulates on the 
coordinated metal ion and negative charge accumulates on the four nitrogen atoms.
Chapter 4 : TAA Molecular Structure Prediction Page 90
C
4
o
x f
CO
x f
CO
o
c o
CM
CD
O
CM
LO
X f
CD
X f
i-x
CO
CO
x f
CO
CD
0 3
x f
CO
CM
CO
LO
CD
CO
CM
o
CM
x f
CO
CD
CO
x f
LO
f x
x f
LO
CM
c o
x—
CM
x f
f x
f -
CO
x f
f -
o
CO
LO
0 3
0 3
CO
0 3
LO
X f
CD O CD CD CD CD CD CD CD CD CD CD CD CD CD CD CD CD
CO
o
5
CD
CO
CD
O
CD
CO
O
CM
LO
x f
CD
CO
CD
CO
CO
CD
CO
CO
O
c o
CO
h -
s
CM
CD
CD
CO
LO
X f
CM
CO
X f
O
CO
OO
CO
CM
CO
LO
0 3
CM
O
CO
OO
CO
CO
x f
CO
X f
0 3
CM
CM
x f
f -
LO
CM
CD
OO
X f
|x -
CD
CO
CO
c p O CD CD CD CDi o 1 CD CD CD CD C3 CDi o CD CDI CDi CDi
C
2
CO
CO
CM
x f
CO
CO
CO
CO
|x -
c o
CM
CO
CO
CO
Cxi
f x r -
0 3
x f
CO
CO
LO
LO
X f
X f
x f
LO
CO
CM
CD
0 3
CM
CO
CD
CD
CD
CO
CM
OO
CM
CD
CO
X f
CO
X f
LO
LO
CM
x f
CD
0 3
f x
x f
CM
LO
x f
CM
x f
CO
0 3
|x -
x f
fx -
c o
o CD CD CD CD CD CD CD CD CD CD CD CD CD O CD CD CD
z
fx .
c o
CD
x—
CO
O
x f
CD
LO
CD
|x -
CD
CD
x —
o o
CO
LO
LO
CD
CD
CO
[x .
CO
CO
CM
CO
OO
CO
CM
OO
CO
CM
CD
LO
CD
OO
CO
CD
CD
CO
CO
OO
CD
CD
CM
CD
CD
c o
c o
CD
CM
CO
CO
CD
LO
5
x—
LO
CM
CD
X f
CD
LO
CD
x f
CO
CD
CO
i I V o 1 i CD CDi ■ T V i CDI V i i CD■ i CDi
C
1
4
CO
h -
CD
CO
o
CO
x f
CO
CM
CD
CO
CO
CD
CO
CM
CO
f x
CO
CM
f -
x—
CM
x—■
CD
OO
LO
CO
o
h -
x—
CM
f x
CO
CD
x f
CD
CO
CD
f x
CD
x—
0 3
CO
CO
CM
CM
LO
CO
0 3
CD
OO
CM
CO
CO
CM
CO
LO
LO
CM
CO
LO
IX -
CM
CD o ' CD CD o * CD CD CD CD CD CD o CD CD CD O CD CD
C
1
3
OO
0 3
CO
CM
£
t— 
CO 
x f  
CM
CD
CO
CM
CM
o
0 3
CM
CM
CD
03
CO
O
CO
CO
X f
CO
CO
CO
h—
O
CM
O
h -f x
CM
f x
CM
CO
LO
CO
CD
CO
x f
x f
CD
CM
0 3
CO
CD
CO
CO
CO
CO
CO
CD
CM
CD
CM
CO
CM
OO
t i
CO
CD o CD o ' CD o ' CD o CD O CD CD CD CD CD CD CD o *
CM
z
CM
CO
CD
IX -
LO
CO
c o
CO
CO
CO
OO
l-x.
c o
x f
CD
CD 
CD 
f— 
CD
x—■
c o
LO
CO
CO
O
CO
CO
x f
CO
CM
CO
CM
CM
CD
CO
CO
CO
CO
CD
CD
CM
X f
LO
CD
CO
f x
CO
CD
O
x f
CM
CD
0 3
LO
CD
LO
CM
CO
CM
CO
CD
I— 
CM 
LO 
CD
T CD CD v V CD CDI T i CD x— 1 i t v 1 CD t v
x—
o
o
0 3
CO
X f
CO
CO
CM
CM
LO
CM
CD
0 3
CO
x f
f x
o
CD
CD
0 3
x f
o
CO
CO
LO
CD
CD
CO
X f
CO
CD
CM
CM
CD
f x
LO
CM
in
r-x
CD
CO
X f
CD
CM
O
CD
CO
CO
X f
CO
CM
x f
CD
CO
x f
x f
CM
LO
x f
CM
CD
CO
I--
CO
CO
LO■q-
CD o O O o ' O CD CD CD O CD CD CD O CD CD o o
CD
x—
o
0 3
CD
CO
CD
O
CD
CO
h -
LO
CO
x f
CO
x f
OO
CO
0 3
CD
f x
CO
x f
x fo
CO
OO
f-
CD
CO
f x
CM
LO
CO
LO
O
CD
x—
cq
CO
f x
CM
CO
CDtx-
CO
CD
X f
CO
CO
CO
5
x f
CO
LO
h-
0 3
CO
it 0 3CO
X f
CO
x f
c o
CO
CDI o1 O i o' CD■ CD CD CD■ CD CD CD CDI CDI CDi CD CDI CDi CD1
60
CM
CO
CM
x f
CM
CO
CO
CO
CM
CM
h -
CM
CM
CO
CD
CO
0 3
|x -
x f
CO
CM
CD
x f
co
CM
LO
X f
oo
x f
CO
CM
CD
x f
CM
CO
LO
X f
CD
CO
CM
CO
CO
CM
f-
f-co
x f
LO
LO
CM
x f
LO
0 3
CO
X f
N-
O
CO
f-IX.
tx -X—
CM
i t
CO
CD CD CD CD CD o' CD CD CD CD CD CD CD CD CD CD CD CD
CO
z
CO
LO
CO
o
x f
O
fe
CD
CD
CM
|x .
oo
CO
CD
CD
CM
CO
CO
CD
CO
CO
CO
CDh -
CM
CO
O
CO
O
CM
x f
LO
ft
CD
CO
f x
CD
CD
CO
CD
x f
CD
CM
CO
CO
CD
0 3
h -
CO
CO
x f
LO
ix-
f -
x f
CD
CM
CO
o o
I ■ x—  ■ CDi "V CDi CD■ ■ v i T ■ ■ v T CDI t o
C
7
x f
CO
CO
CO
f-
x f
CO
f -
x f
0 3
CO
o
x f
0 3
CM
CO
f x
CD
CM
OO
CM
co
CO
CD
LO
CO
CO
x f
f x
o
CM
CD
CO
CD
CO
CD
CM
CD
CM
LO
CO
CM
CO
f x
0 3
f x
CM
CM
LO
CO
f -
x f
CD
CO
LO
CO
CM
CM
fx .
CD
CO
CM
CD
(x .
CO
CM
CD CD CD CD C3 CD CD CD CD CD CD CD CD CD CD CD CD CD
90
CD
X f
CD
CM
CO
f x
x f
CM
LO
X f
CM
x f
CD
CO
O
CO
OO
CM
CD
OO
CD
LO
O
CO
LOO
LO
CO
LO
f -
CM
CO
CO
CM
CM
f x
CD
CO
x f
f x
CM
CD
LO
f x
CM
0 3
OO
CD
cq
OO
CD
0 3
CM
LO
CO
CM
CM
CM
x f
CO
CM
0 3
fx .
CO
O CD CD CD CD CD O CD CD CD CD CD CD o O CD CD CD
LO
Z
O
CM
CD
CD
O
CO
CO
c o
CD
CO
OO
f -
CD
CO
f x
i t
CD
CO
LO
LO
CO
CD
O
CD
CO
x f
f x
CO
CO
LO
CO
CD
x—
CO
COoo
£
c o
CD
LO
CD
CO
CO
h -
c o
LO
CD
CD
X f
CM
CD
LO
x f
0 3
CD
CO
CO
x f
LO
CM
CD
CO
CD
CD
CM
x f
CD
V o CD c p '‘7 CD■ CDi ■ i CD ■ CDi i x-j- i CDI x—i ■
3 sa>2
f -
O
CM
X f 1 ■ .
x—  
CD 
CO 
CO
, ■
oo
CD
LO
X f
CM
x f
LO
,
CO
f x
c o
x f
CO
5
X f
CM
CM
CM
x f
CM
CM
CD
CO
CM
I
0 3
LO
X f
CM
■
x— T_ T_ x— x—
R
E
F
C
O
D
E
B
O
S
V
O
U
D
E
T
Z
A
D
G
A
G
V
A
L
H
T
M
D
E
C
H
T
M
Z
F
E
J
O
F
B
O
V
J
O
F
B
U
B
J
O
N
J
E
B
J
O
N
J
IF
L
A
P
X
U
V
L
A
P
Y
A
C
M
A
Z
C
T
N
P
O
J
B
IZ
T
A
Z
A
P
D
S
V
H
1A
1
V
A V
IF
P
U
V
V
U
R
F
U
J
W
I
K
N
I
N
Ta
ble
 
4.
7:
3-
21
G 
ca
lcu
lat
ed
 
ato
mi
c 
pa
rti
al 
ch
arg
es
 f
or 
the
 
mo
lec
ule
s 
in 
the
 
stu
dy
 
se
t
Chapter 4 : TAA Molecular Structure Prediction Page 91
The atomic partial charges around the macrocycle vary by up to ~0.5 atomic units. 
Their actual values depend on whether or not a metal centre is present, and also on 
the character o f  the substituents on the periphery o f  the macrocycle.
Unsurprisingly, die presence o f  a coordinated metal centre in all cases acts to 
increase the amount o f  negative charge on the four nitrogen atoms in die 
macrocycle. For example, die average charge on the four nitrogens in die iron 
complex HTMZFE is —1.0857 electrons, whereas that on die ligand alone 
(PITMDEC) is -0.8969 electrons. The electron withdrawing or donating nature o f 
die substituents on die ring periphery also has an effect on the electronics o f  die 
molecules, altiiough to a lesser extent.
The molecule with perhaps die most electron withdrawing substituents overall is 
VIFPUV, with two substituted -COOCH2CH3 ester groups. As might be expected, 
the average negative charge on die nitrogen atoms in this molecule is the lowest for 
the group at -0.5839 electrons. However, surprisingly the average positive charge 
on the carbons in the macrocycle is also the lowest for the group at 0.1220 electrons. 
The same situation occurs in the molecules with electron donating substituents. For 
example WIKNIN witii four methyl groups on the ring periphery and another four 
methyl groups on the two benzenoid rings, has a relatively high average negative 
charge on the nitrogens o f  —0.9565 electrons. It also has die highest average positive 
charge on the carbons o f  any o f  the uncomplexed ligands in the group at 0.2084 
electrons.
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Comparing the calculated atomic partial charges, with die extent to which die 
molecules deviate from planarity shows no obvious correlations.
4.6 Strain Energy and Molecular Volume Relationship
A  further calculated parameter was die volume o f  the molecules. This was done by 
fitting a Connolly surface70-71 to each o f  die molecules in die study set. A  Connolly 
surface is die van der Waals surface o f  a molecule that is accessible to a solvent 
molecule. The surface is generated by rolling a probe sphere (of a specified radius) 
over the VDW  surface o f  die molecule (figure 4.6). Calculating the Connolly surface 
o f  a molecule is a convenient way o f  obtaining ids molecular volume.
To calculate the Connolly surface, a probe o f  radius 1.4A and dot density 32A2 was 
used (tiiese were die default parameters). The surfaces were created in Cerius2 
release 2.0. The volumes occupied by tiiese surfaces were compared witii die 
conformational energies o f  the molecules (calculated from die molecular mechanics
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study using the UFF and no coulombic term). These results are shown in table 4.8 
and charted in figure 4.7.
REFCODE Metal Centre
Total Potential 
Energy 
(kcal/mol)
Connolly 
Surface 
Molecular 
Volume (A3)
BOSVOU Ni 120.45 328
DETZAD - 139.67 482
GAGVAL - 81.62 259
HTMDEC - 132.89 326
HTMZFE Fe 122.89 325
JOFBOV - 88.13 289
JOFBUB - 97.92 360
JONJEB Ni 138.09 373
JONJIF Ni 155.46 419
LAPXUV - 122.73 416
LAPYAC Co 114.39 407
MAZCTN Ni 98.68 296
POJBIZ Sn 250.43 415
TAZAPD Pd 146.46 326
VAMHAS Ni 128.54 348
VIFPUV - 134.60 445
VURFUJ Sn 235.82 352
WIKNIN - 140.76 397
Table 4.8: Molecular volumes of the molecules in the study set
The graph shows there to be essentially two sets o f  points. The first set comprises 
all molecules witii moieties substituted at the C4 and C9 positions (using die 
numbering scheme shown in figure 4.2). These have comparatively high volumes 
and low conformational energies. The second set comprises die molecules witii 
moieties substituted at the C3, C5, C8 and CIO positions. These have comparatively 
low volumes and high conformational energies.
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Total Potential Energy (kcal/mol)
Figure 4.7: Conformational energy and steric size o f  the molecules in the study set 
This suggests there to be some degree o f  steric hindrance in this second group o f 
molecules, forcing higher conformational energies. This is despite the saddle shapes 
adopted by such substituted molecules, which acts to minimise the hindrance to a 
large extent.
There are a couple o f  exceptions to these general trends. Firstly, the comparatively 
small molecules GAGVAL and JOFBOV have slightly larger energies than their 
volumes would suggest if they were to follow the linear relationship o f  the C4 and 
C9 substituted molecules. This implies that the linear relationship breaks down for 
molecules o f  comparatively low conformational energy. The second exception 
applies to POJBIZ and VTJRFUJ. Note that these two molecules have been omitted 
from the graph due to their large conformational energies. The tin atom type in
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these molecules, was parameterised only in terms o f  geometry, and the associated 
energy terms have not been calibrated. The dome shaped conformation o f  tiiese 
complexes has therefore made the conformational energy o f  the molecule 
unrealistically high, resulting in tiiese two points being o ff the scale o f  die graph.
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5.1 Introduction
All substances, except helium, if cooled sufficientiy form a solid phase14. The vast 
majority o f  these form one or more crystalline phases, where the atoms, molecules 
or ions pack togetiier to form a regular repeating array. Molecular crystals are 
formed from small, individual, covalentiy bonded molecules. These molecules are 
held togetiier in the crystal only by relatively weak van der Waals forces and are 
often characterised by low boiling points and sublimation energies.
This chapter describes the investigation o f  crystal structures, based on molecules 
possessing the dibenzotetraaza [14]annulene structure. The majority o f  die work has 
been concerned with computational studies. These have included both structural 
investigations and efforts to predict crystal structure. An attempt was also made to 
synthesise a TAA substituted polypyrrole. The solution o f  the crystal structure to 
one o f  the precursors in this synthesis is described.
5.2 Geometry Analysis of Crystal Structures
5.2.1 Crystal symmetry
Most organic molecules crystallise in only a few space groups72. For example, 88.6% 
o f  all organic molecular crystals published between 1929 and 1975, belonged to one
o f  only nine space groups. Namely P2i/c, P2i2i2i, P1, P2i, C2/c, Pbca, Pna2i, 
Pnma and Pbcn73. The percentage occurrences found for die most common o f 
tiiese space groups are shown in table 5.1.
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Space Group Crystal System % Occurrence
P2, /c Monociinic 37.9
P 2i 2i 2\ Orthorhombic 16.8
Pi Triclinic 9.0
P2^ Monoclinic 8.4
C 2 / c Monoclinic 6.2
P b c a Orthorhombic 4.9
P n a 2i Orthorhombic 2.4
Table 5.1: Most common space groups of organic crystals
This table shows that over one third o f  all molecular crystals, crystallise in a P2i/c 
space group. It also shows that most organic molecular crystals belong to systems o f  
low symmetry, mainly monoclinic and ortiiorhombic. In fact, in tiieir study in 1975, 
Belsky and Zorkii found diat 96.7% o f  homomolecular crystals belonged to systems 
o f  low symmetry; 55.9% monoclinic, 31.2% ortiiorhombic and 9.6% triclinic73.
The space groups o f  die study set o f  taahk based molecules (as given by the CSD), 
are given in table 5.2. From what has been said previously, it conies as no surprise 
diat die majority o f  these molecules, crystallise in a lattice witii P 2 i/c type symmetry. 
It is also wordi noting diat all o f die molecular crystals apart from tiiose o f  JONJIF 
and WIKNIN possess a primitive lattice. The JONJIF and WIKNIN crystals 
possess a face-centred lattice.
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CSD Crystal Reported CSD Crystal Reported
Refcode Space Group Refcode Space Group
BOSVOU P 2,/n LAPXUV P 2Jo
DETZAD P 2JC LAPYAC P 2Jc
GAGVAL P 2-|/c MAZCTN Pea 21
HTMDEC p i  POJBIZ P 2-,/n
HTMZFE p i TAZAPD P 2Jn
JOFBOV P 2-i/n VAMHAS P 2jn
JOFBUB P 2-i/n VIFPUV Pn ma
JONJEB Pnca  VURFUJ P 2-,/n
JONJIF C 2/c WIKNIN C 2/c
Table 5.2: Space groups of the molecular crystals in the study set
5.2.2 Molecular stacking
The molecular stacking in the crystals o f  the study set was investigated, mainly 
through visualisation o f  the crystal lattice and the study o f  close contacts in the 
crystal. As an indication o f  whether the crystals could be made to conduct, the 
distances between the complexed metal centres in the crystal were studied. For 
uncomplexed ligands, die distances between die N4 centroids were studied. In order 
to take into account directionality o f  orbitals, the angle between a vector connecting 
die two metal centres (or centroids) and a plane fitted to the four nitrogens in one o f  
the macrocycles was also studied. This is illustrated in figure 5.1 for LAPYAC.
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Visualisation o f  the crystals and study o f  table 5.3, show that only a few o f  the
crystals show promise as organic conductors.
CSD Crystal 
Refcode
Metal
Centre?
Molecules 
Crystallise 
In Orderly 
Stacks?
Number of 
Molecules 
per Unit Cell
Angle 
Between N4 
Centroids & 
N4 Plane
Distance 
Between 
Stacked N4 
Centroids
BOSVOU Yes (Ni) No 4 - -
DETZAD No Yes 2 50.5° 4.302 A
GAGVAL No Yes 4 26.7° 11.754 A
HTMDEC No No 2 - -
HTMZFE Yes (Fe) No 2 - -
JOFBOV No Yes 2 38.5° 5.242 A
JOFBUB No Yes 2 25.6° 7.309 A
JONJEB Yes (Ni) No 8 - -
JONJIF Yes (Ni) No 4 38.1° 7.176 A
LAPXUV No Yes 4 50.8° 4.660 A
LAPYAC Yes (Co) Yes 4 52.1° 4.583 A
MAZCTN Yes (Ni) No 4 - -
POJBIZ Yes (Sn) No 4 - -
TAZAPD Yes (Pd) Yes 2 43.4° 6.497 A
VAMHAS Yes (Ni) No 4 - -
VIFPUV No No 4 - -
VURFUJ Yes (Sn) No 4 - -
WIKNIN No No 8 - -
Table 5.3: Molecular stacking properties of the crystals of the study set
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The four most promising crystal structures are those o f  DETZAD, JOFBOV, 
LAPXUV and LAPYAC. The smallest distance between metal centres (or N 4 
centroids) in tiiese crystals is 4.302A in DETZAD, although this distance is far too 
great for effective overlap o f  d orbitals. Even if the molecules were to align so tiiat 
the centroids were directly above each other, tiiis distance still only decreases to 
3.32A (4.302xsin(50.5°)) which is still slightiy too great for effective conduction.
The problem is therefore how to move the molecules close enough together for the 
d orbitals on the metal atoms to overlap. It may be possible to do this through 
changing substituents on the periphery o f  the macrocycle. Alternatively, introducing 
metal centres which affect die electronic distribution o f  the molecule significantly 
enough to adjust molecular packing, may produce crystals with interesting close 
contacts (sub 3A).
5.3 Crystallisation
Crystals grow from, among otiier things, supersaturated solutions, supercooled melts 
and vapours. In general, to obtain single crystals suitable for X-ray diffraction 
studies, the crystal growth should be very slow. Slow growth leads to a regular
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arrangement o f molecules or ions, and hence to well formed crystals. The formation 
o f  a crystal may be considered as two stages: firstly nucleadon, and secondly growtii 
o f  the nucleus into a crystal.
Attempts have been made to recrystallise various TAA based compounds (prepared 
by odier workers74) to create crystals suitable for structure determination. These 
attempts are described below. After tiiese attempts turned out to be unsuccessful, 
odier attempts were also made to recrystallise various plitiialocyanines whose 
structures were not in die CSD; these attempts are also described below.
5.3.1 Solvent evaporation
When growing crystals by slow evaporation o f a solvent, die aim is to first reach a 
point at which die solution is just saturated. This depends on factors such as 
solubility (as a function o f  pH), temperature and ionic strength. One can tiien very 
slowly lower the saturation point while limiting the rate o f  nucleadon (which 
depends on die presence o f  foreign particles, including seed crystals diat may have 
been added). By doing this, only a few crystals get die chance to grow to a large size.
A range o f  hot and cold solvents were used to try to recrystallise several diphenyl- 
dibenzotetraaza[14]annulene (dptaa) based compounds (see table 5.4). Due to the 
lack o f  solubility o f  the compounds, extreme difficulty was encountered trying to 
obtain crystals suitable for X-ray diffraction studies.
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Figure 5.3: Crystallisation by slow evaporation o f  a solvent 
The literature shows that similar structures have been solved in the past using 
crystals obtained from vacuum sublimation, recrystallisation from a variety o f  
different solvents including DMF, boiling DMSO, toluene, chloroform and 1,2- 
dichloromethane, and also from crystals produced direcdy from the synthesis 
without further recrystallisation. None o f  these methods were found successful at 
recrystallising the compounds under study.
Table 5.4 shows the extreme lack o f  solubility o f the compounds in any o f  the 
solvents tried. As difficulty was found trying to recrystallise the dptaa compounds, 
an attempt was also made to try to recrystallise some (structurally similar) 
phthalocyanine based compounds, although problems were also encountered trying 
to recrystallise these. Details are shown in table 5.5.
The key o f  tables 5.4 and 5.5 is as follows:
1. Compound didn’t dissolve at all in the solvent
2. Compound dissolved slightiy in the solvent, but to a negligible extent
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3. Some compound dissolved in the solvent, but on slow evaporation formed a 
microcrystalline ‘paint’
4. Compound dissolved well in the solvent, but on slow evaporation formed a 
microcystalline ‘paint’
Note that most o f  the compounds studied are very good dyes. If they do dissolve, 
they produce effectively opaque solutions very easily, making it difficult to assess 
how much compound is left undissolved. To extract the solution from the 
undissolved compound, cotton wool filters wrapped to the end o f  teat pipettes were 
used.
5.3.2 Layering solvents
Diffusion in the liquid phase may be used to grow crystals and figure 5.4 shows 
some example apparatus which can be used to do this.
Figure 5.4: Crystallisation by solute diffusion 
The arrangement depends on differences in density to maintain the initial separation 
between solvents. The solute must always be dissolved in the solvent in which it is 
most soluble. Diffusion is allowed directly from one solvent into the another. 
Crystals appear at the interface between the two solvents and grow as the solvents
Sblvent 1
Crystals grow 
at interface
Solvent 2
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mix by diffusion. An attempt was made to use diffusion to grow crystals o f  p- 
(NH2)dptaaH2 from cyclohexane layered on top o f  DMF. This was unsuccessful, 
possibly due to the relatively small amount o f  compound which had dissolved in the 
DMF.
5.3.3 Vacuum sublimation
One o f  the most common methods in the literature, used for growing TAA crystals 
suitable for diffraction studies, is slow vacuum sublimation. An attempt was 
therefore made to try to sublime p-(NH2)dptaaH2 onto a cold finger. The ligand 
sublimed at 210-220°C, collecting on the cold finger. Inspection o f  the sublimate, 
showed no crystals to have grown. Instead the sublimate had a rubbery form and 
also dissolved in acetone, something which it had not done before: it is thought that 
the compound had degraded during sublimation. Recrystallisation o f  tiiis compound 
from the acetone produced no crystals.
5.4 Single Crystal X-Ray Crystallography
X-ray crystallography84'86 is a technique used to determine the molecular structure o f  
crystals. Crystals are periodic in 3 dimensions. Consequently it is possible to define 
many 3 dimensional planes within a crystal. The spacing o f  such planes is o f  the 
same order as the wavelength o f  X-rays. Hence if a beam o f  X-rays is passed 
through a crystal, diffraction can occur. That is, the X-ray beam can be scattered in 
several different directions.
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The Bragg approach to determining crystal structures, regards the crystal as being 
built up o f  a series o f  planes, each plane acting as a semi-transparent mirror. The 
separation between the planes is given by a distance dhki, where h, k and 1 are the 
Miller indices.
C
Figure 5.5: The set of planes with Miller indices 111 
The angle the lattice planes make with the X-ray beam is labelled 0. For many
values o f  0, the reflected X-ray beams interfere destructively. It is only when the 
path length difference is an integral number o f  wavelengths, that the reflected waves 
are in phase with each other and interfere constructively. It follows that a reflection 
will only be observed when the glancing angle satisfies the Bragg law, nA,=2dsin0.
Figure 5.6: Bragg reflection from a set o f  crystal planes with spacing d 
The analysis o f  a crystal structure consists o f  three general stages:
1. Determination of a unit cell and data collection
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2. Determination o f  a trial structure
3. Refinement o f  diis trial structure
5.4.1 Determination of a unit cell and data collection
It is necessary to collect two types o f  experimental diffraction data in order to solve 
a crystal structure. These are:
1. The angles tiiat monochromatic X-ray beams are diffracted by the crystal. This
data is used to determine the size and shape o f  the unit cell.
2. The intensities o f  the diffracted beams. This data can be analysed to give the
positions o f  the atoms in the unit cell. It can also be used to determine otiier 
parameters such as thermal vibrational parameters o f  the atoms, fractional 
occupancies and electron distributions.
The actual amount o f diffraction data needed to be collected depends on the crystal 
lattice. For example, a monoclinic lattice has four quadrants all related to each otiier 
by symmetry. It is therefore only necessary to collect a quarter o f  die diffraction 
pattern. However, collecting more diffraction data tiian is necessary is likely to only 
improve accuracy, as average values are generally more accurate than single ones.
The unit cell parameters are calculated from the angles that the X-ray beams are 
diffracted from the various planes in the crystal (i.e. the values o f  20). Once the unit 
cell parameters have been found, it is then necessary to determine the crystal’s space 
group. This is done by looking for groups o f  systematically absent reflections. 
These absences result from the Bravais lattice and the translational symmetry
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elements of the structure. For example, if the reflections hOO are systematically 
absent when h is odd, then the crystal possesses a twofold screw axis along a. Using 
this data, and knowing die number of asymmetric units present in the unit cell 
(calculated from the crystal’s density), the space group can often be unequivocally 
determined. Even if this is not die case, it can usually be narrowed down to two or 
diree possibilities.
5.4.1.1 Data reduction
Before the raw intensity data output from die diffractometer can be used to solve 
the crystal structure, it needs to undergo some routine corrections. At die same 
time, it is also typical to convert die intensity values (Ihki) into structure factor
(kt
magnitudes (I FhkiI) using the relationship, \FkklI = I— —  . Here, L,is a correction
V Lp
factor accounting for die geometry of die collection mode, p is a correction factor 
accounting for die fact that the non-polarised X-ray beam may become partially 
polarised on reflection, and K is a scaling factor. It is this preliminary manipulation 
of the data into a corrected more generally usable form, which is referred to as data 
reduction.
Structure factors, Fhki, possess botii amplitude and phase. They are die resultant of 
all waves scattered by all of die atoms in die unit cell, in die direction of die hkl 
reflection. Structure factors are dependant on both die position of each atom in die 
unit cell and die atom’s scattering factor, and are crucial to die structure 
determination process.
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5.4.2 Determination of a trial structure
5.4.2.1 The phase problem
When we take the square root of the intensity we only obtain the modulus of die 
structure factor, the associated phase information is lost. The electron density at a 
point x, y, z in a unit cell of volume V  is given by,
p (x ,y ,z )  =  ^  E Z Z l F M/1 cos 2n{hx +  ky + l z -  am  )
V hk I
where OChki is the structure factor phase angle.
All of this information except OChki, is either known or can be obtained from 
experiment. The principal difficulty on the path from the raw diffraction data to the 
solved crystal structure, is therefore the lack of phase information which is needed in 
order to calculate the electron density distribution and thus to determine the atomic 
positions. This is the phase problem and it is only by solving it that a structure can 
be determined.
There are two main methods for solving the phase problem. These are the 
Patterson method and a technique known as direct methods.
5.4.2.2 Heavy atom (Patterson method)
The Patterson method relies on the presence of at least one, but not many, heavy 
atoms in the unit cell. Its basis is very simple. It overcomes the phase problem by 
simply ignoring it.
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The so-called Patterson function is:
P (u,v,w) = F hkl I2 cos2 ft(hu +  kv + Iw)
V  h k I
This is very similar to the electron density function, except tiiat phase independent 
| Fhki |2 values are used instead of | Fhki | values. Whereas peaks in die electron 
density map, p(xy,%), correspond to atoms, peaks in die Patterson map, P(u,v,w), 
correspond to the vectors between all pairs of atoms in die unit cell.
The size of die vectors are proportional to die product of die atomic numbers of die 
atoms concerned. Thus, in a structure containing platinum and carbon atoms for 
example, the height of die Pt-Pt vector is proportional to (78x78=) 6084, tiiat of a 
Pt-C vector is proportional to (78x6=) 468 and that of a C-C vector (6x6=) 36. 
Hence it is generally possible to locate die peaks in die Patterson map due to heavy 
atoms. Using tiiis knowledge, and a knowledge of die special positions in die space 
group, it is possible to calculate die positions of die heavy atoms in the unit cell.
The heavy atoms in a structure have considerably greater scattering power dian die 
lighter atoms. This invariably means tiiat die phase angle of a reflection will seldom 
be far from that contribution to the phase made by die heavy atoms alone. It is 
tiierefore possible to calculate a preliminary electron density map, phased on just die 
heavy atoms. This map dien usually shows the positions of die otiier lighter atoms 
in die unit cell. Subsequent electron density syndieses hopefully generate the rest of 
die molecule.
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5.4.2.3 Direct methods
The direct methods technique is usually used when there are no heavy atoms in the 
unit cell. It attempts to solve the phase problem by creating a set of trial phases for 
the structure factors, from which a first approximation to the electron density map 
can be calculated and a trial structure deduced.
The method derives relative phases of diffracted beams by consideration of 
relationships among the indices (h,k,l) and among die structure factor amplitudes of 
the stronger reflections. These relationships come from die conditions that die 
structure is composed of atoms, and diat the electron density must be positive or 
zero everywhere. Only certain values of die phases are consistent with these 
conditions.
5.4.3 Trial structure refinement
Once an approximate structure has been found, refinement of tiiis structure can 
begin. The positions of die atoms are usually refined using least-squares metiiods. 
These procedures allow die systematic variation of die atomic parameters until the 
best agreement between observed and calculated structure factors, F0 and Fc, is 
achieved. The residual index, R, is used to give a measure of this agreement. It is 
defined as:
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The R-factor gives an indication of die correctness and precision of a structure. In 
general, the lower die value of R, die better die structure determination. Very high 
quality determinations can produce R-factors of 2% or less. Anything above 10% 
should be viewed with some degree of suspicion.
The functions minimised in the least squares mediod carry a weighting factor for 
each observation, which should be a measure of the reliability of the observation. If 
properly chosen, a weighting scheme has the effect of adjusting the contribution of 
each observation to the least-squares normal equations in such a way as to produce 
the most reliable results.
5.4.4 Data reduction program
The raw diffraction data from the diffractometer, is normally recorded in a file of 
CAD4 format. This is simply a standard file format, which holds information from 
the entire data collection process. For most situations, such files contain a lot of 
redundant information. To make the data more amenable to further processing, it is 
therefore usual to run a data reduction program on the raw data file, which takes out 
all unnecessary information and also applies various correction factors to the data 
(see section 5.4.1.1).
Due to equipment failure, the data reduction program previously in use by the 
department, was rendered unusable. It was therefore suggested, that a simple data 
reduction program be written to rectify this problem. The program was written in
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FORTRAN 77. It’s source code is shown in Appendix B of tiiis document The 
specification for die program was as follows:
• To extract out only good redecrions (bad reflections were discarded).
• To use die scaling reflections to scale the blocks of data reflections.
• To perform basic calculations on die raw reflection data to obtain F 0bs and cjf 
values for each reflection.
• To write die extracted reflection data, h, k, 1, Fobs and Of, to a new file.
Output files from die program, dierefore contain only die Miller Indices (h, k and 1), 
die observed structure factor (F 0bs) and die standard deviation of die structure factor 
(Gf), for each reflection.
The program, altiiough somewhat limiting in versatility, functions correcdy and is 
adequate for most basic data reduction tasks witiiin die department.
5.5 Substituted Pyrroles
5.5.1 Foreword
Research into the properties of conducting polypyrrole films has received 
considerable attention in recent years87. Much of this effort has been directed 
towards the electropolymerisation of substituted pyrroles, as a route to die 
preparation of modified electrodes. One advantage of die use of polypyrrole over 
non-conducting polymers, is die high electrical conductivity of such materials which 
facilitates electron transfer to surface bound substrates.
Chapter 5 : Crystallograpliic Studies Page 115
The aim of the experimental work described below, was to synthesise polypyrrole 
films substituted with tetraaza[14] annulene type fragments. It was hoped to exploit 
the catalytic activity of the TAA molecules, by effectively immobilising them at a 
solid electrode surface as an eletrocatalytically active conducting polymer film.
5.5.2 Synthesis of TAA substituted polypyrrole
Pyrrole is highly reactive towards electrophilic substitution, the substitution talcing 
place primarily at die 2-position. However, for pyrroles to polymerise tiiis 2- 
position needs to be free from substituents. If an electrocatalytically active 
substituent is to be added to the pyrrole, it must therefore either be added at the 3- 
position or to the nitrogen.
It was decided to try to do the substitution at the 3-position. The nitrogen was 
protected from substitution with a phenylsulphonyl group. The proposed reaction 
scheme is shown in figure 5.7.
c o c h 3 .COOH
Br2 / NaOH
CICH-CH-CI N 1,4-Dioxane N'
PhSO.
PhSO.PhS02
SOCI2
0 O
COCI
F ig u re  5.7: P rop osed  reaction schem e for  the synthesis o f  T A A  substituted pyrrole
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Upon successful synthesis of the substituted pyrrole monomer, electropolymer­
isation could be performed to form die modified polypyrrole.
COTAA COTAA
COTAA
>
I
H
F i g u r e  5.8: Conversion of die monomer to the polymer 
The first step in die reaction scheme, was die highly regioselective synthesis of 1- 
(phenylsulphonyl)-3-acylpyrrole88. To do tiiis 1 - (phenylsulphonyl)pyrrole was used 
as a substrate in an AlCb catalysed Friedel-Crafts acylation reaction.
Method: To a suspension of anhydrous AICI3 (8.039g) in 100ml 1,2-dichloroetiiane, 
acetyl chloride (4.3ml) was added slowly. The resulting solution was stirred at 25°C 
for 10 minutes. A  solution of l-(phenylsulphonyl)pyrrole (2.031g) in 5ml 1,2- 
dichloroediane was dien added, and die mixture stirred at 25°C overnight. The 
reaction was quenched witii ice and water and die product extracted into 
dichloromethane. Concentration at reduced pressure gave crystals, which were 
purified by recrystallisation from petroleum etiier 80-100°C. A  yield of 68.7% 
(1.678g) was obtained.
The product was successfully identified as l-(phenylsulphonyl)-3-acylpyrrole, using 
elemental analysis and 1H NMR (using CDCI3 as solvent).
Analytical: Calculated for C12H 11N O 3S: C, 57.8% ; H, 4.4% ; N, 5.6%
Found: C, 57.6% ; H, 4.3% ; N, 5.5%
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The next stage of the reaction scheme was the conversion of the acyl group into a 
carboxylic acid by way of the haloform reaction89. It was then planned to convert 
this carboxylic acid moiety, into an acid chloride using thionyl chloride and to use a 
second Friedel-Crafts reaction to generate the substituted pyrrole. Subsequent 
removal of the protecting group on the nitrogen with base, and 
electropolymerisation of the resulting substituted pyrrole would hopefully have given 
die TAA substituted polypyrrole.
Unfortunately the second stage of die syntiiesis was unsuccessful. On addition of 
concentrated hydrochloric acid to die reaction mixture, die carboxylic acid did not 
precipitate from solution as expected. Several subsequent attempts were made to 
extract die product from die solution, but tiiese all failed to produce any carboxylic 
acid.
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5.5.3 Crystal structure of 1-(phenylsulphonyl)-3-acylpyrrole
It was decided to further characterise the first product in the synthesis, using single 
crystal X-ray diffraction. Colourless needle shaped crystals of l-(phenylsulphonyl)- 
3-acylpyrrole were grown by slow evaporation of dichloromethane from a 
concentrated solution. Several well shaped crystals suitable for X-ray analysis were 
extracted from this solution, and sent off to the EPSRC crystallography facility in 
Cardiff for data collection. The structure was solved using the Shelxs-8690 program 
and refined using the Crystals91 package. Visualisation was done using both 
ORTEP-III92 and Cameron93.
5.5.3.1 Data collection
The crystal chosen for study had dimensions 0.18x0.14x0.10mm. Cell parameters 
were determined on a Enraf-Nonius CAD4 diffractometer using monochromatic 
Mo (Ka) radiation. Intensity data was collected in the range 1° < 0 < 25° (-8 < h < 8, 
-15 < k < 18, -22 < 1 < 22). In all 9709 reflections were measured, which after die 
usual Lp correction and removal of systematic absences yielded 3544 having I > 
3 a ® .
5.5.3.2 Crystal data
Molecular formula=Ci2HnC)3NS, M,=249.286, crystal system=orthorhombic, space 
group=P2i2i2i, a=7.4628(7)A, b=16.1919(15)A, c=19.2743(25)A. V c=  2329.1(6)A3,
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Z=8, D c—1.422gcnr3, F(000)=1040, graphite-monochromated Mo-K« radiation 
(A,=0.71069A), absorption coefficient p(Mo-Ka)= 2.7cm-1.
5.5.3.3 Structure solution and refinement
An attempt was first made to locate the sulphur atoms in the unit cell using a 
Patterson synthesis. The Patterson map was complicated by the fact that two 
sulphur atoms were present in the asymmetric unit of the unit cell. In a P2i2i2i 
space group, there are four equivalent symmetry related positions. The map was 
therefore largely composed of, one set of vectors from one set of symmetry related 
sulphur atoms, another set of vectors from the second set of symmetry related 
sulphur atoms and also another set of vectors whose positions were derived from 
die interaction of tiiese two sets of sulphur atoms witii each odier.
The Patterson synthesis failed to produce a trial structure and so direct mediods was 
tried. This was successful and revealed die locations of all die non-hydrogen atoms 
in the asymmetric unit. Subsequent least-squares refinement followed by a 
difference map allowed most of the hydrogen atoms to be located. The positions of 
die remainder were determined by geometry.
Anisotropic fuU-matrix refinement on die non-hydrogen atoms converged at 
R=6.31%, Rw—6.69% and S=1.135. The weighting scheme used was diat of Tukey
and Prince, W = [iTe/g/tf] x 1 -  x
The largest peak in die difference Fourier map was ±0.3 electrons.
2
, with parameters 6.49, 1.75 and 5.42.
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The solved structure showed two molecules to be present in die asymmetric unit. 
Fractional coordinates for the non-hydrogen atoms in tiiese molecules are given in 
tables 5.6 and 5.7, witii estimated standard deviations (e.s.d.s) in parentiieses. The 
structure of the molecules is depicted in figure 5.10.
Atom X y Z
S1 0.1366(2) 0.6949(1) 0.64770(9)
01 0.0664(7) 0.7702(3) 0.6189(2)
02 0.0368(6) 0.6193(3) 0.6431(3)
C11 0.3500(9) 0.6778(4) 0.6152(3)
C12 0.415(1) 0.5970(4) 0.6127(3)
C13 0.581(1) 0.5806(4) 0.5824(4)
C14 0.679(1) 0.6466(4) 0.5561(3)
C15 0.618(1) 0.7254(4) 0.5601(4)
C16 0.453(1) 0.7423(3) 0.5902(4)
N1 0.1615(7) 0.7138(3) 0.7323(2)
C21 0.1890(9) 0.6555(4) 0.7838(4)
C22 0.1853(9) 0.6946(4) 0.8452(3)
C23 0.1522(9) 0.7807(3) 0.8333(3)
C24 0.1397(9) 0.7903(3) 0.7633(3)
C1 0.125(1) 0.8447(4) 0.8856(4)
C2 0.066(1) 0.9280(4) 0.8602(3)
03 0.1502(8) 0.8310(3) 0.9464(2)
Table 5.6: Fractional coordinates of molecule 1 in the asymmetric unit
Chapter 5 : Crystallographic Studies Page 121
Atom X y z
S2 0.7787(2) 0.53241(9) 0.85984(9)
04 0.8547(6) 0.4955(2) 0.7990(2)
05 0.8725(6) 0.5359(2) 0.9236(2)
C31 0.5643(9) 0.4912(3) 0.8746(3)
C32 0.497(1) 0.4951(4) 0.9404(4)
C33 0.328(1) 0.4639(4) 0.9535(4)
C34 0.230(1) 0.4300(4) 0.8984(5)
C35 0.300(1) 0.4267(4) 0.8331(4)
C36 0.469(1) 0.4572(4) 0.8209(4)
N2 0.7349(7) 0.6310(3) 0.8382(2)
C41 0.703(1) 0.6601(4) 0.7705(3)
C42 0.650(1) 0.7385(4) 0.7769(3)
C43 0.6478(8) 0.7607(4) 0.8486(3)
C44 0.6997(8) 0.6918(4) 0.8853(3)
C3 0.601(1) 0.8418(4) 0.8784(4)
C4 0.612(1) 0.85048 0.95621
06 0.5591(7) 0.8989(2) 0.8418(2)
Table 5.7: Fractional coordinates of molecule 2 in the asymmetric unit
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Figure 5.10: ORTEP diagram o f  the molecules in the asymmetric unit, with ellipsoids set at
50%  probability
5.5.3.4 Description of structure
The molecular structure of l-phenylsulphonyl-3-acylpyrrole is very similar to that of 
1-phenylsulphonyl-pyrrole (taken from the CSD, refcode DUPTAJ). All bond 
lengths and angles compare well, although the two crystal structures do differ in that 
1-phenylsulphonyl-pyrrole has only a single molecule in it’s asymmetric unit, a Z 
value of 4, and a P21/c space group. Selected bond lengths and angles for 1- 
phenylsulphonyl-3-acylpyrrole, with e.s.d.s in parentheses, are listed in tables 5.8 and 
5.9 respectively.
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Atoms Bond Length (A) Atoms Bond Length (A)
S1-01 1.439(4) S2-05 1.416(4)
S1-02 1.436(4) S2-04 1.433(4)
S1-N1 1.670(5) S2-N2 1.682(4)
S1-C11 1.734(7) S2-C31 1.757(7)
N1-C21 1.384(7) N2-C41 1.408(8)
N1-C24 1.386(7) N2-C44 1.364(6)
C21-C22 1.343(8) C41-C42 1.336(8)
C22-C23 1.434(7) C42-C43 1.428(8)
C23-C24 1.361(8) C43-C44 1.377(8)
C1-C23 1.459(8) C3-C43 1.474(9)
C1-03 1.207(7) C3-06 1.205(7)
C1-C2 1.500(9) C3-C4 1.499(9)
Table 5.8: Selected bond lengths in 1-phenylsulphonyl-3-acylpyrrole
Atoms Bond Angle (°) Atoms Bond Angle (°)
01-S1-02 120.7(3) 04-S2-05 122.1(3)
C11-S1-N1 106.2(3) C31-S2-N2 102.9(3)
01-S1-N1 105.2(2) 04-S2-N2 105.7(2)
02-S1-N1 105.9(3) 05-S2-N2 105.9(2)
01-S1-C11 109.3(3) 04-S2-C31 109.5(3)
02-S1-C11 108.5(3) 05-S2-C31 109.0(3)
C22-C23-C1 127.1(5) C42-C43-C3 127.2(6)
C24-C23-C1 126.4(6) C44-C43-C3 126.0(6)
C23-C1-03 121.1(6) C43-C3-06 121.1(6)
C23-C1-C2 117.0(6) C43-C3-C4 117.3(6)
C2-C1-03 121.8(6) C4-C3-06 121.5(6)
C21-N1-S1 126.3(4) C41-N2-S2 125.4(4)
C24-N1-S1 124.9(4) C44-N2-S2 123.9(4)
C21-N1-C24 108.6(5) C41-N2-C44 110.0(4)
Table 5.9: Selected bond angles in 1-phenylsulphony!-3-acylpyrrole
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The bond lengdis and angles of die two molecules in the asymmetric unit are very 
similar, although some do show a slight but significant variation. The most 
significant different is diat between the C11-S1-N1 and C31-S2-N2 angles, of 3.3°. 
These angles define die angle between die two rings in die molecules and so show 
an important structural feature.
Several of die bond lengths also differ by more than die combined e.s.d.s, mainly 
diose involving the sulphur or nitrogen atoms. For example N1-C24 and N2-C44 
bond lengdis differ by 0.022A, whilst die value of their combined e.s.d.s is just 
0.013A.
All angles centred around die sulphur atoms are close to die tetrahedral spacing of 
109.47°, with the exception of 01 -S 1-02  and 04-S 2-05 which have angles 
averaging 121.4°. The bond lengdis and angles witiiin die 5-membered pyrrole rings 
show no significant deviation from tiiose in the pyrrole molecule64.
5.6 Crystal Structure Prediction
Very littie is known about die mechanisms involved in crystallisation from die pure 
liquid, or from solution. Trying to simulate, rationalise, predict or control molecular 
self-organisation is therefore not an easy task.
Despite it now being commonly possible to accurately predict molecular structures 
from a set of atoms, die same can not be said of trying to predict crystal structures 
from a set of molecules94-96. This is largely due to die huge number of degrees of 
freedom involved in predicting crystal structures from a totally ab initio starting
Chapter 5 : Crystallographic Studies Page 125
point. Intermolecular forces in a crystal are far weaker than the interatomic forces in 
a molecule and therefore the potential energy surface is only slightly undulating, 
making the identification of a global minimum difficult.
Early work on the prediction of crystal structures was centred on exploiting 
crystallographic databases, with the hope of trying to correlate molecular parameters 
with intermolecular ones. However, it soon became clear that such an approach 
could not alone lead to complete crystal structure control and prediction97.
It has only been in die last five years or so, diat computational methods have been 
developed, which are capable of guessing crystal structures starting only from 
molecular information98'99. Such methods simulate the molecular packing process, 
generating a number of stable crystal structures that have a high probability of being 
found experimentally. It is necessary to predict several low energy crystal structures 
and not just one, because molecules tend to exhibit polymorphism. That is, they 
tend to crystallise in many modifications. The actual structure therefore depends, 
not only on molecular content, but also on the physical conditions and the manner 
in which the crystals were obtained. These things are currently beyond die scope of 
computer simulation.
Due to die difficulty experienced trying to obtain suitable TAA crystals for use in 
crystallographic studies, attempts were made to try to predict crystal structure 
computationally. Use was made of the facilities available to try to investigate die 
packing process. To establish the principles involved, all work was initially 
conducted on the molecule with CSD refcode LAPXUV. All computational studies
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were performed on a Silicon Graphics Indigo 4600 workstation running IRIX 5.3 
and Release 2.0 of MSI’s Cerius2 molecular modelling software.
5.6.1 Brute force methods
The guiding concept behind most current crystal structure prediction techniques, is 
that the predicted crystal structure must be the one with the most stabilising lattice 
energy. The brute force approach to structure prediction is simple. In order to find 
die lowest energy crystal structure, die whole of phase space is systematically 
searched. The main problem witii this is the overwhelming number of degrees of 
freedom involved in packing dexible molecules into an undefined unit cell. Even if 
all molecular internal degrees of freedom are ignored by fixing the molecular 
geometry, die computational time required to perform such a search is still 
enormous.
To confirm diat tiiis sort of approach works, a short tel program was written for 
Cerius2, to explore a small part of die phase space of a crystal of LAPXUV. The 
starting point was a single molecule. To dramatically reduce die amount of phase 
space searched, and hence die computing time needed, it was assumed tiiat die space 
group was P2i/c. The molecular geometry was also fixed to that of die minimised 
crystallograpliic molecular structure. This meant that all molecular internal degrees 
of freedom were removed from die problem. Inorganic macrocyclic molecules tend 
to be fairly rigid, and so diis is a reasonable action to take.
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The program was written to systematically adjust only the unit cell parameters a, b 
and c, to see whether, given appropriate computing power, this type of technique 
could predict accurate crystal structures. Mulliken partial charges calculated at the 3- 
21G level of tiieory were added to die molecule.
The orientation of die molecule in relation to die lattice vectors was fixed in die 
form given by the CSD. The lattice vectors were not adjusted and neitiier was die 
simulation cell minimised at the end of each cell creation. This type of calculation is 
dierefore of very limited value. However, it does illustrate that if die lattice vectors 
were also adjusted in die procedure, then die experimental crystal structure is at least 
likely to be one of die lowest energy forms. The program code is shown below.
u u n n u n M f f m n u u n u f fM M m m t t M U f f u u u u f f m m u u t t u n u if M U f fU M u m u u M t t u u  
U Cerius2: Version 2.0
U TCL routine to establish suitable a,b and c cell parameters
u n n u # m n n n n # n n n n n n u # # n n u m # n u n u u n u u n u # M n # # n n u u n u m u m # # u n M # # u
if Initialise the system 
_SYSTEM/MODAL 1 
_SYSTEM/REINIT_ALL
U Load Universal Force Field
F0RCE-FIELD/L0AD_F0RCE_FIELD "././Cerius2-Resources/F0RCE-FIELD/UNIVERSAL1.01" 
if Use the coulomb term in the force field equation 
FORCE-FIELD/COULOMB YES 
# Turn off automatic force field set-up 
# FORCE-FIELD/FF_AUTO_SET NO
if Start loop 
set beta 91.000
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for {set a 10.0> {$a != 15.0> {set a Cexpr $a+0.53> { 
for {set b 5.0> {$b != 10.0> {set b Cexpr $b+0.53> {
for {set c 25.0> {$c ! = 30.0> {set c Cexpr $c+0.53> {
FILES/LOAD "./LAPXUV.msi"
CRYSTAL/SYM_SWITCH "SPACE GROUP"
CRYSTAL/SPACE_GROUP 14
CRYSTAL/CELL_DIMENSIONS $a $b $c
CRYSTAL/CELL_ANGLES 90.000 $beta 90.000
CRYSTAL/BUILD
CRYSTAL/SUPERLATTICE
F0RCE-FIELD/CALCULATE_B0ND_0RDER
> Cell parameters a, b, c, alpha, beta, gamma
> $a $b $c 90.000 $beta 90.000 
F0RCE-FIELD/SETUP_EXPRESSI0N 
FORCE-FIELD/CHECK_EXPRESSI0N 
_SYSTEM/MODAL 1 
MODEL/DELETE
>
>
>
> Finished 
U End Loop
Uttt iMUMU#M#UUUffUUMUnffUU#tiMMUUffUUUU#ffUffUMUUU#U#UUUUmUffUUU
The output to this calculation showed unsurprisingly, that die cells with lowest 
energies all clustered around die same unit cell parameters. Namely a=11.5A, 
b^V.OA and c—27.0A. This compares very well with die actual unit cell values of 
a=11.402A, b=7.088A and c=27.069A.
Note that die more phase space tiiat is searched, die more low energy lattices are 
likely to be found. Some of tiiese lattices will vary in conformational energy only by
Chapter 5 : Crystallograpliic Studies Page 129
very small amounts. Hence it is important to use well refined force field parameters 
and accurate partial charges in the calculation. The UFF may not be refined enough 
for this task, but for the purpose of this calculation it was perfecdy adequate. ESP 
charges may also be wortii calculating in place of Mulliken charges.
5.6.2 Simulations to determine crystal structure
5.6.2.1 Monte Carlo simulations
The type of simulation in die literature that has had most success, is based on a 
Monte Carlo simulated annealing technique". The mediod uses periodic boundary 
conditions to represent die crystal, father tiian using a cluster approach. The 
packing procedure is performed for a particular space group witii a particular 
number of molecules in die asymmetric unit. It consists of tiiree main stages.
The first stage is a Monte Carlo simulation of die tiiermodynamic movement of die 
system. This uses a simulated annealing approach and so consists of two phases, 
heating and cooling. Heating is performed to increase the energy of die system 
sufficientiy to overcome energy barriers. Slow cooling is then performed until die 
system has frozen into a low energy arrangement. Frequentiy the system continues 
to stay as a gas in conventional algorithms i.e. at least one of die cell parameters a, b 
or c remains so large diat tiiere is no contact between die molecules in die 
corresponding direction. The crystal evaporation is dierefore suppressed in die 
mediod, by excluding the degrees of freedom diat determine die spatial extensions 
of the crystal (i.e. die unit cell length and some translations). The metropolis
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algorithm is used to determine whether generated trial structures are accepted or 
rejected. The simulation is done in a low dimensional space resulting from freezing 
all internal degrees of freedom of the molecules (like bond lengtiis and angles). No 
knowledge of unit cell parameters is required. This first stage generates a large 
number of reasonable, but crude crystal structures in the search space.
The second stage consists of grouping similar crystal structures. This is not a trivial 
matter, as die choice of lattice vectors is not unique. Early attempts at comparing 
like structures were based on transforming all hypodietical crystal structures into 
tiieir reduced form (Niggli-reduced cells were used). However, this approach was 
met witii limited success. Karfunkel et alm  hence transformed die problem of 
quantifying similarity between crystal structures, into die problem of comparing die 
associated calculated X-ray powder diagrams, which proved far more reliable. Only 
die lowest energy structure in each group is accepted for a subsequent full lattice 
optimisation.
The tiiird stage is die optimisation of die modest number of cluster representatives. 
The resulting low energy structures (after die elimination of duplicate structures) are 
considered to be die solutions to die extended global optimisation problem.
The following table shows some example packing results for die azo-bis 
(isobutironitrile) molecule using scaled MNDO electrostatic potential fitted 
charges". The table demonstrates tiiat diis metiiod can work very well. For diis 
particular structure and many otiiers excellent agreement is found. Note however 
tiiat accurate charges are necessary for die technique to work reliably. In diis case,
Chapter 5 : Crystallograpliic Studies Page 131
replacing Gasteiger charges witii scaled MOP AC MNDO electrostatic potential 
fitted charges, made die difference between excellent experimental agreement and 
very litde if any agreement.
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Expt. -91.63 5.42 6.20 7.32 78.5 84.6 74.8 232.3 -19.25 -5.20
1 -91.67 5.43 6.17 7.37 78.2 84.7 74.5 232.3 -19.17 -5.27
2 -91.63 5.66 5.83 7.16 92.1 97.7 91.1 233.9 -18.79 -5.50
3 -91.33 5.34 5.88 7.23 89.4 81.3 88.4 237.1 -18.33 -5.65
4 -90.12 5.67 5.77 8.17 75.1 76.8 72.0 242.5 -17.79 -4.92
5 -90.00 5.64 5.64 8.55 78.0 70.0 73.1 242.9 -17.68 -4.99
Table 5.8: Packing results for azo-bis(isobutironitriie) using scaled MNDO electrostatic
potential fitted charges
5.6.2.2 Molecular dynamics simulations
Suitable Monte Carlo simulation code was unavailable to us and so in order to try to 
predict crystal structure, the dynamics module in Cerius2 was utilised. Several 
molecular dynamics simulations were performed. The aim of tiiese was to see how 
molecules would aggregate togedier, when left to evolve under Newtonian dynamics. 
It was hoped diat when several molecules were placed in a simulation cell and MD 
performed, die molecules would aggregate togedier to form die basis of a seed 
crystal.
To test diis hypodiesis, a small number of LAPXUV molecules were placed, evenly 
spaced, in a simulation cell of dimensions 40x40x40 A. Initially eight molecules 
were placed in die simulation cell and five hundred pico seconds of dynamics were
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completed at time steps of 0.002ps (i.e. 250,000 steps). The temperature of the 
system was set to 300K and constant NVT conditions applied. With the constant 
NVT method, the number of atoms (N), the volume (V), and the thermodynamic 
temperature (T) are held constant.
The resulting system from this simulation showed no symmetrical order between die 
molecules and so several variations of the simulation were tried. These included 
varying the number of time steps in die simulation, varying the number of molecules 
in the simulation cell, performing anneal dynamics simulations, and performing 
constant NPT simulations rather than NVT (keeping the pressure in die simulation 
cell constant, rather tiian the cell’s volume). Annealing stages were performed from 
100K up to 800K and back down again. None of tiiese simulations produced any 
form of ordered system reminiscent of a crystal.
One possible explanation for some form of ordered molecular array not forming, is 
that the simulation time was too short. If aggregation occurs over seconds or longer 
periods of time, tiien it is not going to be observed in a simulation covering only 
pico or nano seconds of time.
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6.1 Introduction
To try to gain some insight into the catalytic mechanism involved when taaH2 based 
compounds reduce dioxygen, the electronic properties of die individual molecules in 
die study set were investigated. This was done using Hartree Fock based 
calculations. It was hoped to use die insight gained, to optimise die catalytic 
properties of die macrocycles.
The reduction of dioxygen requires the donation of electrons and so die main 
property investigated was tiiat of electron availability, bodi at die metal centre and 
around die macrocycle.
The following studies were conducted:
• The calculation of atomic point charges around the macrocycle (see section 4.5).
• The calculation of PIOMO and LUMO, energies and distributions.
• The calculation of electrostatic potentials.
The electronic structure was also investigated on die crystal scale as an indication of 
whetiier or not die crystals could be made to conduct. This was done using less 
computationally intensive Extended Hiickel based calculations.
AU Hartree Fock based calculations were performed using Gaussian 94, Revision 
D.4101, and visualisation was done using Molden version 3.4102. To improve die 
quality of die graphics, WRL files, were created using Molden, and tiiese files read 
into the COSMO 2.0 VRML viewer103. The Extended Hiickel based calculations 
were performed using the YAeHMOP Version 2.0 software104.
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All of these packages except COSMOS were run under die Silicon Graphics IRIX 
operating system. COSMOS was run under Microsoft Windows 95. The 
calculations were performed mainly on a Silicon Graphics Power Challenge witii 
four MIPS R10000 processors operating under IRIX64 version 6.2. Calculations 
were also completed on a Silicon Graphics Indigo 4600 workstation operating under 
IRIX 5.3. To check that tiiere were no differences between die results generated on 
tiiese two platforms, an identical calculation was run on botii machines (die results 
generated were identical).
6.2 Hartree Fock Calculations
The electronics of all the individual TAA molecules in die study set, were 
investigated using Hartree Fock based calculations at die 3-21G level of tiieory. 
Input to Gaussian was in die form of a Z-matrix. The matrix was built from a PDB 
format file, using die Gaussian Z-matrix generating program ‘newzmat’. All 
molecular structures input into Gaussian, were based on tiieir crystallographic forms 
as specified in die CSD. Single point energy calculations were performed in all cases.
For most molecules die self-consistent field converged after only a few cycles. The 
Gaussian keywords used for all calculations were as follows:
#P HF/3-21G GFINPUT IOP(6/7=3)
The #P tells Gaussian to generate additional output. The HF keyword requests a 
Hartree-Fock calculation. Unless explicidy specified, a restricted Hartree-Fock 
calculation is performed for singlets and an unrestricted Hartree-Fock calculation is
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performed for higher multiplicities. The 3-21G indicates die basis set to be used. 
The 3-21G basis set was used because it has been parameteiised for all elements in 
the periodic table from hydrogen to xenon. The GFINPUT IOP (6/7=3) 
keywords are required for die Molden visualisation program to be able to read in die 
Gaussian output file. They cause die current basis set to be included in die output 
file.
Single point energy calculations were initially performed on die uncharged 
molecules. All of these molecules apart from LAPYAC had a multiplicity of 1. Due 
to die unpaired valence electron of the low-spin cobalt atom in LAPYAC, tiiis 
molecule had a multiplicity of 2.
Subsequent calculations were performed on molecules possessing a single positive 
charge. The reason for doing this was that, ideally, the dioxygen reduction process 
requires the supply of four electrons. Therefore it was desired to see what would 
happen to the electronics of the molecule when a single electron was removed from 
the system, i.e. To see whether the supply of further electrons would still be viable 
(although note that the electrons are actually supplied by the electrode, the molecules 
simply act as intermediates in the reduction process).
6.3 HOMO’S and LUMO’s
The highest occupied molecular orbital (HOMO) and the lowest unoccupied 
molecular orbital (LUMO) are often of particular interest in ab initio studies. This is 
because these are the orbitals which are usually involved in chemical reactions. The
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HOMO is of most interest in electropliilic reactions and the LUMO in nucleophilic 
reactions. In a radical reaction, both orbitals are of interest.
The reduction of dioxygen requires the donation of electrons and hence the orbital 
of most interest is the HOMO. Koopmans’ theorem105 suggests that die LUMO 
energy is approximately related to die electron affinity, and diat the HOMO energy 
is related to die first ionisation potential. It was dierefore hoped to be possible to 
correlate die energy gap between tiiese frontier orbitals witii redox potentials, and 
hopefully dience to catalytic activity.
The HOMOs and LUMOs of each of the molecules in die study set were 
investigated using die Molden program. The energy gap between die HOMO and 
LUMO was also studied.
6.3.1 Uncharged molecules
6.3.1.1 Energy levels
The HOMO and LUMO energies of die uncharged molecules are shown in table 6.1 
and displayed graphically in figure 6.1. The results show a general linear trend in die 
HOMO-LUMO energy gaps. This trend is caused largely by die more or less linear 
variation of the LUMO energies, compared to the PIOMO energies which all remain 
of approximately die same value.
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REFCODE HOMO LUMO LU M O -
Eigenvalue
(Hartrees)
Occupation
(electrons)
Eigenvalue
(Hartrees)
Occupation
(electrons)
HOMO
(Hartrees)
JONJIF -0.21645 2.00 -0.14951 0.00 0.06694
HTMDEC -0.22975 2.00 -0.12928 0.00 0.10047
MAZCTN -0.25412 2.00 -0.11550 0.00 0.13862
HTMZFE -0.26469 2.00 -0.11752 0.00 0.14717
VIFPUV -0.21811 2.00 -0.06810 0.00 0.15001
VURFUJ -0.25282 2.00 -0.06430 0.00 0.18852
JOFBUB -0.27468 2.00 -0.05393 0.00 0.22075
JOFBOV -0.28392 2.00 -0.04197 0.00 0.24195
LAPXUV -0.23149 2.00 0.06422 0.00 0.29571
LAPYACa -0.24080 1.00 0.07048 0.00 0.31128
LAPYACp -0.23267 1.00 0.06411 0.00 0.29678
JONJEB -0.24252 2.00 0.05906 0.00 0.30158
VAMHAS -0.24481 2.00 0.05883 0.00 0.30364
TAZAPD -0.22551 2.00 0.07947 0.00 0.30498
GAGVAL -0.23411 2.00 0.07580 0.00 0.30991
DETZAD -0.27019 2.00 0.04854 0.00 0.31873
POJBIZ -0.22044 2.00 0.11098 0.00 0.33142
WIKNIN -0.22681 2.00 0.10506 0.00 0.33187
BOSVOU -0.23466 2.00 0.09795 0.00 0.33261
Table 6.1: HOMO and LUMO energies of uncharged molecules in the study set
Curiously, the variation in LUMO energies appears not to be correlated to any 
obvious structural feature(s). The features investigated were, the substituents on die 
ring periphery, die presence (and type) of a metal centre, and the deviation of die 
ligand from planarity. Some of die observations from diis investigation are 
discussed below.
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Figure 6.1: H O M O  and L U M O  energies o f uncharged molecules in the study set
The ligand HTMDEC and it’s iron complex HTMZFE both have very similar 
HOM O and LUMO energies. This may suggest that the metal centre has lithe to 
do with the HOMO and LUMO energy levels. However, the complexes BOSVOU 
and HTMZFE both possess the same ligand in a similar conformation. Therefore, 
if the metal centres did have little to do with determining the frontier energy levels, 
one would expect the HOM O energies and the LUMO energies to be very similar 
in these complexes. However, they are not. In fact they are almost at opposite ends 
of the scale, BOSVOU with a very large energy gap and HTMZFE with a very small 
energy gap.
There also seems to be no apparent direct correlation between substituents and 
frontier energy levels. Compare DETZAD, GAGVAL, JOFBOV, LAPXUV and 
VIFPUV for example. These are all uncomplexed ligands with just two substituents
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on the macrocycles, at the bridgehead positions. VIFPUV has the most electron- 
withdrawing substituents, followed by DETZAD, LAPXUV and then JOFBOV. 
This trend does not reflect itself at all in the energy levels.
6.3.1.2 Molecular orbital distributions
In most of the molecules studied, the HOMO distributes itself largely over the 
bridgehead carbon atoms and over the four nitrogen atoms in the macrocycle. It 
also extends to a slighdy lesser extent over the two benzenoid rings. This is shown 
for GAGVAL in figure 6.2 (left).
F i g u r e  6.2: G A G V A L  H O M O  (left) a n d  L U M O  (nght)
The LUMO is also distributed over several atoms. Namely the non-bridgehead 
carbon atoms in the 1,3-propanediiminato linkages and on only two of the nitrogen 
atoms in the macrocycle. This is shown in figure 6.2 (right).
The presence of a metal centre does litde to affect the distribution of the HOMOs 
and LUMOs. This is demonstrated for BOSVOU in figure 6.3. The metal atomic 
orbitals appear to contribute very litde to the frontier molecular orbitals. The largest 
effect the metal has is in the distribution of the LUMO, where all four of the
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nitrogen atoms contribute to the orbital rather than just two in the uncomplexed 
ligand.
Figure 6.3: B O SV O U  H O M O  (left) and L U M O  (right)
6.3.2 Molecules with a single positive charge
6.3.2.1 Energy levels
A selection of the molecules were chosen to repeat the calculations, but for when 
the molecules possessed a single positive charge. These results are summarised in 
table 6.2 and displayed graphically in figure 6.4. All of the molecules were assumed 
to be low spin, due to the stabilising effect of the TAA chelating ligand. Hence all 
had multiplicities of 2, except for LAPYAC which had a multiplicity of 1.
The effect on the HOMO and LUMO energies of removing an electron from each 
of the molecules, is unsurprisingly substantial. However, both the HOMO and 
LUMO energies, broadly speaking tend to change by similar amounts. The 
HOMO-LUMO energy gaps are therefore often similar to the gaps in the 
uncharged molecules. By and large, the order of the LUMO energies is also
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retained, although slighdy more so for the a  spin states than for the p spin states. 
Curiously, there is slighdy greater variation in the energies of the a spin states. The 
P spin states tend to be lower in energy however, and so the population of these 
energy levels would be expected to be slighdy greater than those with a  spin state.
ilj
-0.5 - ■
Figure 6.4: H O M O  and L U M O  energies for molecules with a single positive charge 
There also seems to be slighdy more variation in the PIOMO energies, than there is 
for the uncharged molecules. Ideally the HOMO energy would be fairly high, 
making the donation of an electron from this orbital to a dioxygen molecule 
energetically more favourable. The highest HOMO energy is observed in the 
BOSVOU molecule with p spin state. However, there again seems to be no 
obvious reason for the trend in these energies.
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REFCODE HOMO LUMO LU M O -
Eigenvalue
(Hartrees)
Occupation
(electrons)
Eigenvalue
(Hartrees)
Occupation
(electrons)
HOMO
(Hartrees)
HTMDEC p -0.43393 1.00 -0.24187 0.00 0.19206
JOFBUBp -0.47626 1.00 -0.18135 0.00 0.29491
VIFPUV p -0.38535 1.00 -0.18056 0.00 0.20479
JOFBOV p -0.49956 1.00 -0.17702 0.00 0.32254
HTMZFE p -0.42639 1.00 -0.16316 0.00 0.26323
BOSVOUp -0.32846 1.00 -0.16210 0.00 0.16636
MAZCTN p -0.41614 1.00 -0.15090 0.00 0.26524
DETZAD p -0.38350 1.00 -0.14454 0.00 0.23896
GAGVAL p -0.41280 1.00 -0.12301 0.00 0.28979
LAPXUVp -0.37576 1.00 -0.10910 0.00 0.26666
WIKNIN p -0.37872 1.00 -0.10661 0.00 0.27211
TAZAPDp -0.39752 1.00 -0.09440 0.00 0.30312
HTMDEC a -0.43435 1.00 -0.24175 0.00 0.19260
MAZCTN a -0.41629 1.00 -0.17850 0.00 0.23779
HTMZFE a -0.44136 1.00 -0.14916 0.00 0.29220
JOFBUBa -0.46470 1.00 -0.14197 0.00 0.32273
JOFBOV a -0.43307 1.00 -0.12871 0.00 0.30436
VIFPUV a -0.40875 1.00 -0.11170 0.00 0.29705
LAPYAC -0.37368 2.00 -0.07665 0.00 0.29703
DETZAD a -0.37765 1.00 -0.06074 0.00 0.31691
GAGVAL a -0.36855 1.00 -0.04540 0.00 0.32315
LAPXUV a -0.34164 1.00 -0.04249 0.00 0.29915
TAZAPD a -0.35482 1.00 -0.02446 0.00 0.33036
WIKNIN a -0.35105 1.00 -0.01766 0.00 0.33339
BOSVOU a -0.40633 1.00 -0.01721 0.00 0.38912
Table 6.2: HOMO and LUMO energies for molecules with a single positive charge
6.3.2.2 Orbital distributions
In terms of frontier orbital distributions, the effect of removing an electron from the 
molecules was far more pronounced in the uncomplexed ligands, than in the
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complexed ones. Figure 6.5 shows how the distribution of the frontier orbitals of 
GAGVAL totally changes upon acquiring a single positive charge. The HOMO is 
distributed mainly over one of the propane-1,3-diiminato bridges, whilst the LUMO 
is very similar but is distributed over the other bridge of the molecule. A similar 
distribution was observed in the other uncomplexed ligands.
Figure 6.5: Singly charged G A G V A L  molecule’s H O M O  (left) and L U M O  (right)
The ligands with a metal centre however, did not alter as much upon the molecule 
acquiring a positive charge (see figure 6.6). The orbital of most interest (the 
HOMO) remained very similar, although there was slightly less distribution over the 
two benzenoid rings. Although the LUMO did change slightly, it was not to a huge 
extent. The main difference being that, instead of the orbital locating itself on the 
bridgehead carbon atoms, it located on the carbons atoms to either side.
Distribution of both orbitals was still largely on the four nitrogens in the 
macrocycle. This may suggest the possibility of the complex being able to donate 
further electrons for the reduction of a dioxygen molecule.
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Figure 6.6: Singly charged B O SV O U  molecule’s H O M O  (left) and L U M O  (right)
6.4 Electrostatic Potentials
The electrostatic potential (ESP) at a point, is the force acting on a unit positive 
charge placed at that point. Nuclei give rise to a positive (i.e. repulsive) potential 
and electrons give rise to a negative (i.e. attractive) potential.
Multipole derived electrostatic potentials were calculated for all of the molecules in 
the study set. This was achieved using Molden, with the Gaussian 3-21G calculated 
results as input. These results showed relatively littie variation in the potential 
around the macrocycles, with the exception of that between the ligands and their 
complexes. Electrostatic potentials with 3D isopotential contours are shown in 
figures 6.7 and 6.8. The contours are drawn for the Molden space parameter equal 
to 0.15 for the uncharged molecules, and equal to 0.25 for the charged molecules.
F ig u re  6.7 : ESP o f  G A G V A L  - U ncharged (left), Positively charged (right)
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The ESP of GAGVAL shows the lone pair on the nitrogen atoms protruding into 
the macrocyclic cavity. There also seems to be a build up of negative potential at 
the bridgehead positions. When GAGVAL acquires a positive charge, this charge 
distributes itself over the entire molecule. There remains a negative potential 
protruding into the cavity from the two unsaturated nitrogen atoms in the 
macrocycle.
Figure 6.8: ESP o f B O SV O U  - Uncharged (left), Positively charged (right)
When a metal centre is present in the molecule, a positive potential locates on the 
metal and a negative potential on all four of the nitrogen atoms. This is illustrated 
for BOSVOU in figure 6.8. Removal of an electron, results in a similar situation to 
before, with the charge distributing itself over the entire molecule.
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6.5 Band Theory
6.5.1 Formation of bands
In free atoms, the atomic energy levels are widely spaced. When atoms combine to 
form molecules, the atomic energy levels combine to form bonding and antibonding 
molecular orbitals.
Eneigy
AB
Antibonding
B
Bonding
Figure 6.9: Simple molecular orbital diagram of a diatomic molecule 
As the number of atoms in the molecule increases, the molecular orbitals become 
closer together in energy, until in a solid they merge together to form a continuous 
range of levels known as an energy band. This principle is shown in figure 6.10.
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Figure 6.10: The building up o f molecular orbitals to form a band
6.5.2 Band structures
The easiest way to describe the crystal orbitals which make up tiiese energy bands, is 
to make use of translational symmetry. Suppose we have a one-dimensional lattice 
whose points are labelled by an index n — 0, 1, 2, 3, 4, etc.. If we now place a basis 
function (for example a hydrogen Is orbital), Xo, %b %2, etc., on each lattice point, 
tiien die appropriate symmetry adapted linear combinations are given in figure 6.11.
n= 0 1 2 3 4 ...—0--------- •------- •------- •-------- •—
X Y Y Y Yq  A ^ 2  A / g
Z ifcna e In
n
F ig u re  6.11: Symmetry adapted linear combinations o f  a chain o f  hydrogen Is orbitals
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Here i is die square root of —1 and a is die lattice spacing (die unit cell in one 
dimension), k can be regarded as a quantum number which labels die wave 
functions, \)/k. Two important values of k are 0 and 7t/a. Figure 6.12 shows the 
combinations generated by these two specific values.
k = 0  Vo =  Z  e°tn  = Z
n n
~  Xq + Xj +  %2 "h X3 +  • • •
k = 7t/a V * = Z  e K , n % n = £ ( . - ! ) "  % „
a n  n
“  Xq -  Xj +  %2 "* X3 +
Figure 6.12: Irreducible representations o f die wavefunction vj/k, for two different values o f  k 
For tiiis example (a chain of Is orbitals), the wave function corresponding to k—0 is 
die most bonding one and hence must fall at die bottom of die energy band. The 
wave function for k—%/a is the most anti-bonding one and so must fall at die top of 
die band. Odier values of k produce die odier levels in the band. The unique 
values of k are in die interval -71/ a < k < Tt/a. Values outside of this range, don’t 
produce new wave functions, but rather repeat old ones. Each value of k 
corresponds to a particular energy level. An E(k) versus k plot, for die example 
chain of Is orbitals is shown in figure 6.13.
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Figure 6.13: The relationship between k and orbital energy (band structure diagram)
6.5.3 Band width
One very important feature of a band is its dispersion, or bandwidth. This is the 
difference in energy between the highest and lowest levels in the band. It is 
dependant on the overlap between interacting orbitals. The greater this overlap, die 
greater die bandwiddi. This is illustrated in figure 6.14 for a chain of hydrogen 
atoms, widi spacings of 3A, 2A and lA.
“O  O C>-<7 O  o
Figure 6.14: The effect o f  interatomic spacing on bandwidth, for a chain o f  hydrogen atoms
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In order for a molecule to conduct, it is necessary for electrons in the valence band 
of the material to be easily promoted to a higher energy band. In other words the 
bands must overlap (or die band gap must be sufficiendy small for thermal energy to 
easily promote electrons from the lower valence band, up to die higher conduction 
band). For this to occur, die bandwiddi needs to be as broad as possible. Hence die 
closer die atoms, the broader die bands and so die more chance there is of the 
material conducting.
6.5.4 Relationship between k and orbital energy
Another interesting feature of bands is how die phases of die crystal orbitals vary 
widi k. This depends on die type and orientation of the overlapping orbitals. For a 
chain of s orbitals the most bonding crystal orbital (lowest energy) occurs when A=0, 
and die most anti-bonding crystal orbital (highest energy) occurs when Jk—n/a. The 
opposite is die case for a chain of sigma bonded p orbitals. The most anti-bonding 
orbital occurs when ^=0, and die most bonding orbital occurs when k—7i/a. This is 
illustrated in figure 6.15.
V o  = X 0 + X l + X 2 + X 3  +
V 2L = X o - X i + X 2 - X 3 + -
a
Figure 6.15: The relationship between k and orbital energy for a chain o f  cr-bonded p orbitals
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6.5.5 Fermi level
It is important to know how many electrons there are in the system under study. 
Fe(II) for example has a different chemistry to Fe(III). The Fermi level defines die 
energy of die highest occupied state at absolute zero. Therefore at OK, all of die 
states widi energies less tiian or equal to die Fermi energy are hilly occupied and all 
of die states witii energies greater dian die Fermi energy are vacant. A  prerequisite 
for good electronic conductivity, is to have die Fermi level cut at least one band. 
One must beware however of distortions tiiat open up gaps at die Fermi level, and 
also of very narrow bands cut by the Fermi level. These bands lead to localised 
states and not to good conductivity.
6.5.6 Density of states
As die molecular levels converge with an increasing number of atoms, at some 
energies diere will be a closer spacing of orbitals than at otiiers. The density of 
states N(E) gives a measure of die number of levels available for electrons at 
different energies per unit volume of die solid. This is illustrated in figure 6.16.
)
-7i/a 0
k
7t/a
Figure 6.16: Graph showing how band structures lead to density o f  states diagrams
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It is possible to partition the total density of states, into contributions to it by 
particular features of the system (atoms, fragments or orbitals). These contributions 
are known as projected density of states
6.6 Bis(isothiocyanato)-bis(thiourea)-chromium(ll)
6.6.1 Foreword
As part of the process of trying to develop a method for engineering a conductive 
crystal structure, the bis(isodiiocyanato)-bis(thiourea)-chromium(II) complex was 
investigated (figure 6.17).
S
Figure 6.17: Bis(isodiiocyanato)-bis(tliiourea)-chromium(TI)
This complex crystallises in a PI space group109, witii it’s molecules stacking in very 
orderly arrays (see figure 6.18). The crystals are dierefore suitable candidates for use 
as organic conductors.
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F i g u r e  6.18: Crystal structure o f bis(isothiocyanato)-bis(thiourea)-chromium(II)
In the past, basic experimental conductivity studies have been conducted on the 
crystals, but these have shown them to be insulating. The spacing between adjacent 
chromium atoms is a relatively uninteresting 3.9730A. Work was therefore done to 
try to find out how close these chromium atoms needed to be in order for the 
crystal to conduct.
By developing the methodology working with these smallish systems, it was hoped 
to be possible to apply the same or very similar methods to model the larger TAA  
systems.
6.6.2 Band structure calculations
Band structure calculations were performed on the extended systems that the 
bis(isothiocyanato)-bis(thiourea)-chromium(II) complex forms. By changing 
various attributes of the crystal it was hoped to find a derivative of the crystal which 
seemed likely to conduct. Initially this was done by simply compressing the unit 
cell, and seeing what effect this had on the band structure. The unit cell was
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compressed by systematically reducing the a cell parameter, so that the chromium 
atoms were forced closer togetiier. Only the unit cell parameters were varied in 
tiiese calculations, not die fractional coordinates of die atoms in die cell.
The band structures crossing die Fermi level and die position of die Fermi level on 
the density of states plot, were used to judge whether or not die crystal was likely to 
conduct. To calculate band structures the YAeHMOP package was used. Cell 
parameter a was decreased from 3.9730A (it’s actual value), down to 2.3730A in 
steps of 0.2A. The j3 cell parameter was also changed from 82.57° to 90°, to see 
what affect aligning the chromium atoms would have on die band structure. A  
selection of the resulting density of states plots from tiiese calculations are shown in 
figure 6.19. The shaded area on tiiese plots, is the contribution to the density of 
states from die chromium atoms.
Cell parameter a = 3.9730A
Density o f States
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Cell parameter a = 2.9730A Cell parameter a = 2.5730A
Cell parameter a = 2.9730A, p = 90°
Figure 6.19: D e n s ity  o f states diagrams for altered crystals o f bis(isotliiocyanato)-bis(diiourea)-
chromium(II)
The results of die band structure calculations show diat on reducing die a cell 
parameter from 3.9730A down to 2.3730A, tiiere is a general broadening of the 
bands, as would be expected. However, it should be noted diat tiiis does not seem 
to result in more bands cutting die Fermi level. Besides tiiis broadening of bands, a 
further change is diat die band centred around -1.5eV in die original 
crystallograpliic structure, gradually moves to a higher energy as die crystal is 
compressed. At die crystallographic separation of 3.9730A, tiiis band lies within a
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band gap. The effect of die band moving to a higher energy out of die band gap 
would therefore only detract, if anything, from die conductivity of die crystal.
The results also unexpectedly show die Fermi level to be lying in a band, rather tiian 
in a band gap. This suggests die crystals to be conducting, even tiiough this has 
previously been shown not to be die case. A possible reason for diis apparent 
disparity, is tiiat the metal d orbitals may be too diffuse. This would result in too 
large an overlap between orbitals on neighbouring metal centres, which would 
broaden the bands out, possibly causing tiiem to cut the Fermi level. Another 
possibility, is tiiat the calculation is giving the correct answer, but tiiat something 
magnetic is going on in the experimental system. It is entirely possible for magnetic 
ordering in a crystal, for example, to destroy conductivity110.
The effect of changing j3 from 82.57° to 90° has littie effect on die bands around die 
Fermi level. However, it does seem to noticeably affect the bands between 0 and 
lOeV on die density of states plot. Presumably diis is due to the increasing overlap 
of the chromium’s d orbitals, as diey become more aligned.
6.7 TAA Band Structure Calculations
Despite no hard and fast rules being established regarding the likelyhood of 
conductivity in the bis(isodiiocyanato)-bis(diiourea)-chromium(II) systems, it was 
decided to examine die band structures of some of the TAA compounds in the 
study set. A  few of these are shown in figure 6.20.
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Energy (eV)
Energy (eV)
Energy (eV)
Density o f  States Diagram for BOSVOU Density o f States Diagram for DETZAD
Fermi Energy = -11.49 eV Fermi Energy =  -11.52 eV
Density o f States Diagram for GAGVAL 
Fermi Energy = -11.38 eV
Density o f States Diagram for JOFBOV 
Fermi Energy =  -7.57 eV
Density o f States Diagram for LAPXUV 
Fermi Energy = -11.28 eV
Density o f States Diagram for LAPYAC 
Fermi Energy = -11.46 eV
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Density o f  States Diagram for JOFBUB Density o f States Diagram for MAZCTN
Fermi Energy = 0.95 eV Fermi Energy = -7.81 eV
Figure 6.20: Density o f states diagrams for a selection o f T A A  based molecular crystals 
For most of tiiese band structures, (BOSVOU, DETZAD, GAGVAL, LAPXUV 
and LAPYAC), the Fermi level lies at the top edge of a band. For JOFBOV and 
MAZCTN the Fermi level lies in the middle of a band, suggesting these crystal 
structures to be conducting. Looking at the crystals structures of tiiese compounds 
reveals that JOFBOV is potentially conducting. Despite not possessing a metal 
centre, the distance between stacked molecules is only 3 .2 6 A . There could therefore 
possibly be conduction through die overlapping 7C—systems of die molecules. 
MAZCTN however, is not stacked and the reason for die Fermi level lying in a band 
in this molecule is unknown.
JOFBUB forms a slightiy different band structure to die otiier molecules. The 
Fermi energy is comparatively very high at 0.95eV and falls at die bottom of die 
band.
The band structures of these molecules are not trivial. A  furtiier, more in deptii 
study tiierefore needs to be completed, to find die origin of die various bands in the 
locality of the Fermi level.
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7.1 Conclusions
The aims of this research have been twofold: botii to develop TAA based molecules 
as organic conductors and to develop tiieir use as oxygen reduction catalysts. The 
approach taken has been largely theoretically based. This has involved analysing botii 
structural and electronic features of the compounds, botii on the molecular and on 
die crystal scale. Much of what has been done can only go so far to optimising the 
desired properties of the molecules however, widiout taking experimental data into 
account to confirm or reject any suggested trends. The main conclusions from these 
investigations are described below.
7.1.1 TAA molecular structure
For the set of eighteen TAA based molecules studied, there are four different 
conformations tiiat die molecules adopt. The first of tiiese is a planar conformation, 
which is adopted by molecules witii eitiier no substituents on die ring periphery, or 
witii substituents only on die bridgehead carbon atoms. The second common 
conformation is based on a saddle-shaped geometry and is adopted by molecules 
witii substituents on any of the Cl, C3, C4 or C6 carbon atoms (see figure 3.9). This 
saddle-shaped conformation is caused by die steric interaction of the benzenoid 
rings witii the substituents at tiiese four positions on die macrocycle. The final two 
conformations are somewhat less common. The first is a planar but centrally 
distorted conformation, which is adopted by ligands complexed witii metal ions of 
similar size to Pd2+. This ion is slighdy too large to fit in die TAA macrocyclic 
cavity, and so the macrocycle twists itself slighdy so as to accommodate die size of
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the ion. The final conformation adopted by the molecules has a dome-shaped 
geometry. This conformation is adopted if the metal ion coordinated to the ligand is 
too large to fit in the macrocyclic cavity, and so sits coordinated to the ligand from 
above.
Molecular mechanics investigations using the Universal force field, have successfully 
modelled the TAA based molecules. Three new atom types have been created, for 
square planar Co2+, square planar Fe2+ and square planar Sn2+. To predict molecular 
geometry, it was found necessary to base the starting conformation of the molecule 
to predict, on each of the three common ligand conformations (planar, saddle­
shaped and twisted). Minimisation of each of these conformers revealed the global 
minimum as being die structure lowest in energy.
For molecules to stack in die crystalline state, die molecules generally need a planar 
conformation. Therefore to develop die molecules as organic conductors, work 
should be concentrated on varying substituents on the bridgehead carbon atoms, 
leaving die other positions empty. This may also be the case for electrocatalysts, as 
planar conformations would result in die best contact between the electrode and the 
catalyst.
7.1.2 TAA crystal structure
Extreme difficulty has been found trying to crystallise TAA based compounds. 
Attempts were made at ab initio crystal structure prediction, but tiiese were met witii 
limited success.
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7.1.3 TAA molecular electronics
Ab initio calculations performed on die set of molecules in the study set at the 3- 
21G level of theory, have revealed a linear trend in the LUMO energies of the 
molecules, although die HOMO energies seem to vary very littie. The reason for 
this variation in die LUMO energies appears not to be caused by any obvious 
structural feature, and remains unknown.
The Mulliken charges and electrostatic potentials suggest die largest amount of 
negative charge build up is located on the four nitrogen atoms around die 
macrocycle. The distribution of die HOMOs is also substantially situated on the 
four nitrogen atoms in die macrocycle. This may suggest tiiat in the reduction of 
dioxygen the electrons are supplied from die nitrogen atoms. The coordinated metal 
ion, while essential in die electrocatalytic process, may only be stabilising the 
donation of an electron whilst these electrons are replenished from the catiiode.
7.1.4 TAA crystal electronics
No hard and fast rules have been established, relating die likelihood of conductivity 
in the molecules witii band structure. Altiiough die band structure of a crystal 
provides a wealtii of information, tiiese band structures are not trivial and further 
work needs to be done, to find die origin of die various bands around die Fermi 
level before any attempts are made at trying to predict conductivity.
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7.2 Further Work
A number of areas of work have emerged which would benefit from further study.
Electrochemical studies need to be performed on the molecules in the study set, in 
order to determine quantitative measurements of their electrocatalytic activity for the 
reduction of dioxygen. The measured values could be used to set up a QSAR 
(Quantitative Structure-Activity Relationship), in order to try to correlate some of 
the structural and electronic data found for the molecules, to catalytic activity. Any 
correlations found could be used to adjust the molecules in such a way to optimise 
the desired catalytic properties.
Further attempts could be made at trying to predict crystal structure from an ab 
initio starting point. The replacement of Mulliken charges witii ESP calculated 
charges would be advisable, as would further refinement of the force field. Ratiier 
dian using a molecular dynamics approach, an attempt could be made to build multi­
molecule clusters using appropriate symmetry operators and tiien extending the 
most promising structures in three directions in space.
The majority of work in diis diesis has been centred around a set of eighteen 
molecules, all of which have had simple asymmetric units in their unit cells. It would 
be interesting to see what effect a counter ion had on botii die molecular and crystal 
structures. For example, the incorporation of a limited amount of iodine in the 
crystal structure could lead to partial formal oxidation states, increasing die 
likelihood of die crystal conducting. Counter-ions may dramatically modify die 
crystal structure however, making it difficult to predict anything about die crystals
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without first having a knowledge of this structure. It would therefore be desirable to 
find a reliable way of recrystallising the molecules. It may be the case that the 
presence of a counter ion makes the compound more soluble in polar solvents.
To determine how well the molecules conduct (if at all) conductivity measurements 
need to be made on the crystals. These measurements may be used to try to find 
correlations between conductivity and some aspect of the crystal structure using a 
QSAR. It should be possible for die information held in the band structures also to 
give tins information. Further work needs to be done on disassembling the band 
structures to see which bands come from where (for example where bands 
originating from overlapping stacked metal dz2 orbitals fall on die band structure 
diagram). The widtii of die bands around die Fermi level also need to be examined 
and attempts made to try to broaden tiiese bands, hence increasing the likelihood of 
conduction.
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A p p e n d i x  B
Fortran source code for the data reduction program.
CC R E D U C E  p r o g r a m  to f o r m a t  a n d  r e d u c e  d i f f r a c t o m e t e r  C A D 4  f i l e s .
CC
CC R e a d s  t h r o u g h  a s p e c i f i e d  C A D 4  f i l e ,  e x t r a c t s  th e r e q u i r e d  r e f l e c t i o n  
CC d a t a  f r o m  t h e  f i l e ,  f o r m a t s  it, a n d  w r i t e s  t h is  d a t a  to a n o t h e r  fi l e .
C
C
P R O G R A M  R e d u c e D a t a
C
C V a r i a b l e  d e c l a r a t i o n s
C H A R A C T E R * 6 4  O u t F i l e N a m e  
I N T E G E R * 4  V a l i d l ,  R e f 1 ,  h, k, I 
C H A R A C T E R * ! 6 R e f l e x D a t a  
R E A L * 4  W a s t e l
I N T E G E R * 4  T i m e R e c ,  B a c k g l ,  M e a s u r e ,  B a c k g 2  
I N T E G E R * 4  V a l i d 2 ,  R e f 2
R E A L * 4  T h e t a ,  W a s t e 3 ,  W a s t e 4 ,  W a s t e S ,  W a s t e 6
I N T E G E R * 4  W a s t e 7 ,  W a s t e 8
R E A L * 4  N e t l ,  Ip, F, F2, S i g m a F ,  S i g m a l
R E A L * 4  C s M o n ,  C s M o n S q
R E A L  S c a l e F a c t o r
I N T E G E R * 4  N u m R e f l e x
C
C
C E x t r a c t  all  v a l i d  r e f l e c t i o n s  f r o m  t h e o r i g i n a l  f i l e  a n d  p l a c e  t h e m
C in a s c r a t c h  f i l e ,  n a m e d  W O R K F I L E .T M P .
C A L L  M a k e W o r k F i  le
C
C O p e n  t h e  w o r k i n g  f i l e
O P E N  ( U N I T = 1 , F I L E = fW O R K F I L E .t m p ')
C
C Get the name of the output file
W R I T E  (*, '(A ) ')  1 E n t e r  n a m e  of o u t p u t  f i le : '
R E A D  (*, ' ( A ) 1) O u t F i l e N a m e  
C C r e a t e  t h e  o u t p u t  f i l e
O P E N  (UN IT = 2 , F I L E = O u t F i L e N a m e ,  A C C E S S = 1 S E Q U E N T I A L  1,
+ S T A T U S = ' N E W I)
C
C I n i t i a l i s e  t h e n u m b e r  of r e f l e c t i o n s  r e ad  in a b l o c k  of d a t a  to z e r o
N u m R e f l e x  = 0
C
C R e a d  in t h e  d a t a  fo r a s i n g l e  r e f l e c t i o n  f r o m  t h e w o r k i n g  f i l e
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10 R E A D  ( 1 , 1 0 0 0 )  V a l i d l ,  R e f 1 ,  h, k, L, R e f L e x D a t a ,  W a s t e l ,
+ T i m e R e c ,  B a c k g l ,  M e a s u r e ,  B a c k g 2  
R E A D  ( 1 , 1 0 1 0 )  V a l i d 2 ,  R e f 2 ,  T h e t a ,  W a s t e 3 ,  W a s t e 4 ,  W a s t e S ,
+ W a s t e 6 ,  W a s t e 7 ,  W a s t e 8
C
C I n c r e m e n t  t h e n u m b e r  of r e f l e c t i o n s  r e a d  so far in t h i s  d a t a  b l o c k
N u m R e f l e x  = N u m R e f l e x  + 1
C
C If t h i s  is a s c a l i n g  r e f l e c t i o n
IF (Ref l e x D a t a  (2:2) .EQ. ' I 1) T H E N
C R e w i n d  t h e  f i l e  o n e  r e c o r d
B A C K S P A C E  1 
B A C K S P A C E  1
C G e t  t h e  s c a l i n g  f a c t o r  f o r t h i s  b l o c k  of r e f l e c t i o n s
S c a l e F a c t o r  = G e t S c a  l e F a c t o r  ()
C D i s p l a y  t h e  s c a l e f a c t o r  on t h e s c r e e n
P R I N T  *, ' S c a l e  f a c t o r  e q u a l s : ' ,  S c a l e F a c t o r  
C R e s e t  t h e  n u m b e r  of r e f l e c t i o n s  r e a d  in t h e d a t a  b l o c k  to z e r o
N u m R e f l e x  = 0
C
C O t h e r w i s e  do th e c a l c u l a t i o n s
E L S E
C
C C o n v e r t  t h e t a  to r a d i a n s
T h e t a  = T h e t a  * ( 3 . 1 4 1 5 9 2 6 5 4  / 1 8 0 . 0 )
C
C Do t h e  c a l c u l a t i o n s  to f i n d  F a n d  S i g m a F
C
C F i r s t  c a l c u l a t e  t h e s c a l e d  n e t  i n t e n s i t y
N e t l  = M e a s u r e  - 2 * ( B a c k g 1 + B a c k g 2 )
IF ( T i m e R e c . L T . O )  T H E N
N e t l  = N e t l  * 1 7 . 1 8 2  * ( 1 6 . 4 8  / I A B S ( T i m e R e c ) )
E L S E
N e t l  = N e t l  * ( 1 6 . 4 8  / I A BS  ( T i m e R e c ) )
EN D IF
N e t l  = N e t l  + N e t l  * S c a l e F a c t o r  * N u m R e f l e x
C
C T h e n  c a l c u l a t e  t h e  Ip f a c t o r
C s M o n  = 1 - 0 - 0 . 0 4 4 4 4 7  * 0 . 7 1 0 6 9  * 0 . 7 1 0 6 9  
C s M o n S q  = C s M o n  * C s M o n
Ip = (0.5*(CsMonSq+COS( 2 * t h e t a ) * * 2 ) / ( 1 .0+CsMonSq) +
+ ( 1 . 0 - 0 . 5 )  * ( C s M o n + C 0 S ( 2 * t h e t a ) * * 2 )  / ( 1 . 0 + C s M o n ) )  /
+ S I N ( 2 * t h e t a )
C
C A n d  t h e  s u b s e q u e n t  F a n d  S i g m a F  v a l u e s
IF ( N e t I . L E . O )  T H E N  
F = 0 . 0  
S i g m a F  - 0 . 0
E L S E
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F2 ** N e t I / Lp 
F = S Q R T  (F2)
S i g m a l  = S Q R T  ( N et l)
S i g m a F  = 0 . 5  * S Q R T  < l p * ( N e t I  + S i g m a I )) - 
+ S I G N  (1, ( N e t l - S i g m a D )  *
+ S Q R T  (lp * IN T ( N e t l - S i g m a D )
EN D IF
C
C W r i t e  t h e s e  c a l c u l a t e d  v a l u e s  to the  n e w  f i l e
W R I T E  ( 2 , 1 0 2 0 )  h, k, I, F, S i g m a F
C
E N D  IF
C
C If n o t  t h e  e n d  of th e f i l e  r e a d  t h e n e x t  d a t a  e n t r y
IF ( .NOT.  (EOF (1))) G O T O  10
C
C C l o s e  b o t h  o p e n  f i l e s
C L O S E  (2)
C L O S E  (1)
C
C D e f i n e  t h e  d a t a  f o r m a t s
1 0 0 0  F O R M A T  (1 4, 16, 3 1 5 ,  A 7 , F 7 . 2 ,  14, 16, 17, 16)
1 0 1 0  F O R M A T  (14, 16, F 8 . 3 ,  3 F 9 . 3 ,  F 7 . 1 ,  17, 13)
1 0 2 0  F O R M A T  ( 3 1 4 ,  F 8 . 2 ,  F8 .2 )
C
C En d t h e  p r o g r a m
S T O P  
EN D
CC S u b r o u t i n e  to e x t r a c t  v a l i d  r e f l e c t i o n s  f r o m  th e i n p u t  f i l e  a n d  p l a c e  
CC t h e m  in a s c r a t c h  f i l e  n a m e d  1W O R K F I L E . t m p 1 .
S U B R O U T I N E  M a k e W o r k F i l e
C
C V a r i a b l e  d e c l a r a t i o n s
C H A R A C T E R * 6 4  I n F i l e N a m e  
C H A R A C T E R S  R e c o r d V a l i d  
C H A R A C T E R * 6 4  D a t a R e c o r d  
I N T E G E R S  Va I i d 1 , R e f 1 ,  h, k, I 
C H A R A C T E R S  6 R e f l e x D a t a  
R E A L S  W a s t e  1
I N T E G E R S  T i m e R e c ,  B a c k g l ,  M e a s u r e ,  B a c k g 2  
I N T E G E R S  Va L i d 2, R e f 2
R E A L S  T h e t a ,  W a s t e 3 ,  W a s t e 4 ,  W a s t e 5 ,  W a s t e 6  
I N T E G E R S  W a s t e 7 ,  W a s t e 8
C
C G e t  t h e n a m e  of t h e  i n p u t  f i l e
W R I T E  (*, '( A) ')  ' E n t e r  n a m e  of i n p u t  fi le:  1 
R E A D  (*, ' ( A ) 1) I n F i l e N a m e
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C O p e n  t h e i n p u t  f i l e
O P E N  ( U N I T = 1 ,  F I L E  = In Fi L e N a m e )
C
C C r e a t e  th e w o r k i n g  f i l e
O P E N  ( U N I T = 2 ,  F I L E = ,W O R K F I L E . t m p ' ,  A C C E S S = 1 S E Q U E N T I A L ',
+ S T A T U S = 1 N E W  ' >
C
C R e a d  a d a t a  li ne f r o m  t h e i n p u t  f i l e
50 R E A D  ( 1 , 1 0 2 0 )  R e c o r d V a l i d ,  D a t a R e c o r d
C
C If t h i s  r e c o r d  is to be p r o c e s s e d  (i .e.  is a v a l i d  r e f l e c t i o n ) ,
C a d d  it to t h e  w o r k  fi l e .
IF ( R e c o r d V a l i d . E Q . ' 1') T H E N
C
C R e w i n d  t h e  f i l e  to t h e s t a r t  of t h i s  v a l i d  r e c o r d
B A C K S P A C E  (1)
C
C R e a d  t h e 2 l i n e s  of r e f l e c t i o n  d a t a  f r o m  th e i n p u t  f i l e
R E A D  ( 1 , 1 0 0 0 )  V a l i d l ,  R e f l ,  h, k, I, R e f l e x D a t a ,  W a s t e l ,
+ T i m e R e c ,  B a c k g l ,  M e a s u r e ,  B a c k g 2
R E A D  ( 1 , 1 0 1 0 )  V a l i d 2 ,  R e f 2 ,  T h e t a ,  W a s t e 3 ,  W a s t e 4 ,  W a s t e 5 ,
+ W a s t e 6 ,  W a s t e 7 ,  W a s t e 8
C
C W r i t e  t h e s e  2 l i n e s  of r e f l e c t i o n  d a t a  to t h e  w o r k i n g  f i l e
W R I T E  ( 2 , 1 0 0 0 )  V a l i d l ,  R e f 1 ,  h, k, L, R e f l e x D a t a ,  W a s t e l ,
+ T i m e R e c ,  B a c k g l ,  M e a s u r e ,  B a c k g 2
W R I T E  ( 2 , 1 0 1 0 )  V a l i d 2 ,  R e f 2 ,  T h e t a ,  W a s t e 3 ,  W a s t e 4 ,  W a s t e 5 ,  
+ W a s t e 6 ,  W a s t e 7 ,  W a s t e 8
C
E N D  IF
C
C If n o t th e e n d of t h e f i l e  r e a d  t h e  n e x t  d a t a  e n t r y  in t h e f i l e
IF ( .NOT . ( E 0 F ( 1 ))) G O T O  50
C
C C l o s e  t h e  f i l e s
C L O S E  (1)
C L O S E  (2)
C
C D e f i n e  t h e  d a t a  f o r m a t s
1 0 0 0  F O R M A T  (14, 16, 3 1 5 ,  A 7 , F 7 . 2 ,  14, 16, 17, 16)
1 0 1 0  F O R M A T  (14, 16, F 8 . 3 ,  3 F 9 . 3 ,  F 7 . 1 ,  17, 13)
1 0 2 0  F O R M A T  (A4, A5 8)
C
R E T U R N
EN D
CC F u n c t i o n  to c a l c u l a t e  t h e  s c a l i n g  f a c t o r  n e e d e d  to s c a l e  t h e  c u r r e n t  
CC b l o c k  of r e f l e c t i o n  i n t e n s i t i e s  b a s e d  on a l i n e a r  i n t e r p o l a t i o n
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R E A L  F U N C T I O N  G e t S c a  I e F a c t o r  O
C
C L o c a l  v a r i a b l e  d e c l a r a t i o n s
I N T E G E R * 4  V a l i d l ,  R e f l ,  h, k, I 
C H A R A C T E R S 6 R e f l e x D a t a  
R E A L S  W a s t e l
I N T E G E R S  TinieRec, B a c k g l ,  M e a s u r e ,  B a c k g 2  
I N T E G E R S  V a l i d 2 ,  R e f 2
R E A L * 4  T h e t a ,  W a s t e 3 ,  W a s t e 4 ,  W a s t e S ,  W a s t e 6  
I N T E G E R * 4  W a s t e 7 ,  W a s t e 8
R E A L * 4  N e t l ,  I S t a r t S c a l e ,  I E n d S c a l e ,  T o t a l  
I N T E G E R  I, C o u n t e r
C
C G e t  th e f i r s t  N e t l  v a l u e  to be u s e d  fo r s c a l i n g  r e f l e c t i o n  i n t e n s i t i e
s
C
C I n i t i a l i s e  v a r i a b l e s  to z e r o
T o t a l  = 0 
I = 0
C
C R e a d  in t h e  d a t a  fo r a s i n g l e  r e f l e c t i o n  f r o m  t h e  w o r k i n g  f i l e
1 0 0  R E A D  ( 1 , 1 0 0 0 )  V a l i d l ,  R e f 1 ,  h, k, I, R e f l e x D a t a ,  W a s t e l ,
+ TinieRec, B a c k g l ,  M e a s u r e ,  B a c k g 2  
R E A D  ( 1 , 1 0 1 0 )  V a l i d 2 ,  R e f 2 ,  T h e t a ,  W a s t e 3 ,  W a s t e 4 ,  W a s t e S ,
+ W a s t e 6 ,  W a s t e 7 ,  W a s t e 8
C
C If t h i s  is a s c a l i n g  r e f l e c t i o n
IF ( R e f l e x D a t a ( 2 : 2 )  .EQ. 'I') T H E N
C
C C a l c u l a t e  the  n e t  i n t e n s i t y
N e t l  = M e a s u r e  - 2 * (B a c k g l + B a c k g 2 )
C U p d a t e  t h e  t o t a l  i n t e n s i t y
T o t a l  = T o t a l  + N e t l  
C I n c r e m e n t  t h e  n u m b e r  of I v a l u e s  t h a t  h a v e  b e e n  r e a d
1 = 1 + 1
C G e t  th e n e x t  r e f l e c t i o n  d a t a ,  or if the  e n d  of t h e f i l e  is
C e n c o u n t e r e d  e n d  t h e  s u b r o u t i n e
IF ( . N O T . C E 0 F C 1 ) ) )  T H E N  
G O T O  1 0 0
E L S E
G e t S c a L e F a c t o r  = 0 
R E T U R N  
E N D  IF
C
E N D IF
C
C F i n d  t h e a v e r a g e  i n t e n s i t y
I S t a r t S c a l e  = T o t a l  / I
C
C
C L o a d  r e c o r d s  u n t i l  t h e e n d  of t h i s  i n t e n s i t y  b l o c k  is f o u n d
C
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C I n i t i a l i s e  the  c o u n t e r  so t h a t  t h e f i l e  w i l l  be r e w o u n d  to th e
C p l a c e  in th e f i l e  d i r e c t l y  f o l l o w i n g  t h e  last s c a l i n g  r e f l e c t i o n
C o u n t e r  = 2
C
C R e a d  in t h e  d a t a  f o r a s i n g l e  r e f l e c t i o n  f r o m  t h e w o r k i n g  f i l e
1 1 0  R E A D  ( 1 , 1 0 0 0 )  V a l i d l ,  R e f 1 ,  h, k. I, R e f l e x D a t a ,  W a s t e l ,
+ T i m e R e c ,  B a c k g l ,  M e a s u r e ,  B a c k g 2  
R E A D  ( 1 , 1 0 1 0 )  V a l i d 2 ,  R e f 2 ,  T h e t a ,  W a s t e 3 ,  W a s t e 4 ,  W a s t e 5 ,
+ W a s t e 6 ,  W a s t e 7 ,  W a s t e 8
C
C R e a d  in r e c o r d s  u n t i l  t h e  n e x t  s c a l i n g  r e f l e c t i o n  is f o u n d
IF ( R e f l e x D a t a ( 2 : 2 )  .NE. 'I') T H E N  
C o u n t e r  = C o u n t e r  + 2 
G O T O  1 1 0
E L S E
B A C K S P A C E  1 
B A C K S P A C E  1 
E N D IF
C
C
C G e t  th e s e c o n d  N e t l  v a l u e  to u s e  fo r s c a l i n g  r e f l e c t i o n  i n t e n s i t i e s
C
C I n i t i a l i s e  v a r i a b l e s  to z e r o
T o t a l  = 0 
1 = 0
C
C R e a d  in t h e d a t a  f o r a s i n g l e  r e f l e c t i o n  f r o m  t h e w o r k i n g  f i l e
1 2 0  R E A D  ( 1 , 1 0 0 0 )  V a l i d l ,  R e f 1 ,  h, k. I, R e f l e x D a t a ,  W a s t e l ,
+ T i m e R e c ,  B a c k g l ,  M e a s u r e ,  B a c k g 2  
R E A D  ( 1 , 1 0 1 0 )  V a l i d 2 ,  R e f 2 ,  T h e t a ,  W a s t e 3 ,  W a s t e 4 ,  W a s t e S ,
+ W a s t e 6 ,  W a s t e 7 ,  W a s t e 8
C
C I n c r e m e n t  the  c o u n t e r
C o u n t e r  = C o u n t e r  + 2
C
C If t h i s  is an i n d e x  r e f l e c t i o n
IF (Ref l e x D a t a (2:2) .EQ. 11 1 ) T H E N
C
C C a l c u l a t e  t h e ne t i n t e n s i t y
N e t l  = M e a s u r e  - 2 * ( B a c k g l + B a c k g 2 )
C U p d a t e  t h e t o t a l  i n t e n s i t y
T o t a  I = T o t a I  + N e t l  
C I n c r e m e n t  t h e  n u m b e r  of I v a l u e s  t h a t  h a v e  b e e n  r e a d
1 = 1 + 1
C G e t  t h e  n e x t  r e f l e c t i o n  d a t a  if a v a i l a b l e
IF ( . N O T . ( E 0 F ( 1 ))) G O T O  1 2 0
C
EN D IF
C
C F i n d  t h e a v e r a g e  i n t e n s i t y
l E n d S c a l e  = T o t a l  / I
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c
c
C R e w i n d  th e f i l e  to its p r e v i o u s  p o s i t i o n
DO 1 3 0  1 = 1 ,  C o u n t e r  
B A C K S P A C E  1 
1 3 0  C O N T I N U E
C 
C
C R e t u r n  t h e c a l c u l a t e d  s c a l i n g  f a c t o r  to t h e c a l l i n g  r o u t i n e
G e t S c a  l e F a c t o r  = ( ( I S t a r t S c a  I e / I E n d S c a l e )  -1) / C o u n t e r
C
C
C D e f i n e  t h e  d a t a  f o r m a t s
1 0 0 0  F O R M A T  <14, 16, 3 1 5 ,  A 7 ,  F 7 . 2 ,  14, 16, 17, 16)
1 0 1 0  F O R M A T  <1 4, 16, F 8 . 3 ,  3 F 9 . 3 ,  F 7 . 1 ,  17, 13)
C
R E T U R N
EN D
