Abstract. We consider a certain finite group for which Kloosterman sums appear as character values. This leads us to consider a concrete family of commuting hermitian matrices which have Kloosterman sums as eigenvalues. These matrices satisfy a number of "magical" combinatorial properties and they encode various arithmetic properties of Kloosterman sums. These matrices can also be regarded as adjacency matrices for multigraphs which display Ramanujan-like behavior.
Introduction
For a fixed odd prime p, let ζ = exp(2πi/p) and define the classical where n denotes the inverse of n modulo p. From (1.1), it follows that K(a, b) is real and that its value depends only upon the residue classes of a and b modulo p. In light of the fact that K(a, b) = K(1, ab) whenever p a, we focus our attention mostly on Kloosterman sums of the form K (1, u) . Moreover, we adopt the shorthand K(u) := K(1, u) or even K u := K(1, u) when space is at a premium.
In the years since they appeared in Kloosterman's paper on quadratic forms [12] , these exponential sums and their generalizations have found many diverse applications. We do not attempt to give a historical account of the subject and instead direct the reader to [5, 7, 9, 11] .
In this note we construct a certain finite group for which Kloosterman sums appear as character values (Section 2). This eventually leads us to consider a concrete family of commuting hermitian matrices which have Kloosterman sums as eigenvalues (Section 3). These matrices satisfy a number of "magical" combinatorial properties (Section 4) and they encode various arithmetic properties of Kloosterman sums (Section 5). Moreover, these matrices can be regarded as the adjacency matrices for multigraphs which display Ramanujan-like behavior (Section 6).
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The group G and its representation theory
Let p > 3 be an odd prime and define the subgroup G = x y 0 1 ⊕ x −1 z 0 1 x ∈ (Z/pZ) × , y, z ∈ Z/pZ of GL 4 (Z/pZ). Here we identify direct sums of two 2 × 2 matrices with the corresponding 4 × 4 matrices. In the following, we denote matrix groups by bold capital letters (e.g., G) and their elements by capital letters (e.g., I denotes the 4 × 4 identity matrix in G). Elements of Z/pZ are represented by lower-case letters. Letting
1)
we find that G = NT and N ∩ T = {I}. Since |T| = p − 1 and |N| = p 2 , we have
The conjugacy classes of G are easily computable and are given in Table 2 .1.
Since the commutator subgroup [G, G] = N of G must belong to the kernel of any one-dimensional representation π : G → C, it follows that π(N T ) = π(N )π(T ) = π(T ) for all N ∈ N and T ∈ T. Thus the one-dimensional representations of G correspond to one-dimensional representations of T ∼ = (Z/pZ) × . Fix a primitive (p − 1)st root of unity ξ. If T denotes a generator of T, then for n = 1, 2, . . . , p − 1 the formula π(T ) = ξ n , π(N ) = 1, N ∈ N yields p − 1 distinct irreducible representation of G.
Let us now identify the remaining irreducible representations. As before, we let ζ = exp(2πi/p). Fixing a, b ∈ Z/pZ, at least one of which is nonzero, we claim that the map π : G → End(C[(Z/pZ) × ]) defined by
for h ∈ (Z/pZ) × is an irreducible representation of G. Verifying that π is a homomorphism is straightforward, so we only prove irreducibility.
Suppose that a = 0 and note that setting x = 1, y = 0, and z = 1 in (2.3) yields
The preceding is just another way of saying that
with respect to the standard basis {δ 1 , δ 2 , . . .
Since a = 0 it follows that ζ a is a primitive pth root of unity and hence the diagonal entries Type 1:
Type 2:
Type 3:
1 class
Type 4: of (2.4) are distinct. Thus the subspaces of C[(Z/pZ) × ] which are invariant under the matrix (2.4) are precisely those of the form span(K) for some
Thus span(K) is not invariant under π whence π is irreducible, as claimed. The proof in the case b = 0 is similar. The choices a = 1, b = 0 and a = 0, b = 1 lead us to two special characters, whose values on the various conjugacy classes can be found via a geometric series argument. We are interested primarily in π arising when a = 0 and b = 0. Let χ j denote the trace of π corresponding to j = a −1 b. Using the transformation rules for Kloosterman sums we find that χ j (C k ) = K(a, bk) = K(1, jk) = K jk for 1 ≤ j, k ≤ p − 1. Since the Kloosterman sums K(1), K(2), . . . , K(p − 1) are distinct [4, Prop. 1.3] , it follows that the characters χ 1 , χ 2 , . . . , χ p−1 are distinct. Now we can complete the character table for G (Table 2. 2). 
. . . 
denotes the s × s matrix with entries
and D i = diag(w i,1 , w i,2 , . . . , w i,s ), then W is invertible and
To be more specific, we have T i U = U D i for i = 1, 2, . . . , s where
is a unitary matrix.
Proof. For j = 1, 2, . . . , s define
and observe that
holds for 1 ≤ i, j, k ≤ s. Upon applying χ k to C j we also note that
since the class function χ k assumes the constant value 
Taking the trace of the preceding yields
Comparing (3.5) and (3.7) we find that
which gives us the formula (3.1). Applying π r to (4.1) and using (3.6) we obtain
which clearly implies that
Now simply observe that the preceding is the (j, r)th entry of the matrix equation (3.2). Next we note that W = |G|QU R where R = diag(d
s ). In particular, it follows that
whence
follows from the orthogonality of the irreducible characters χ 1 , χ 2 , . . . , χ s .
Main construction.
We now apply Lemma 3.1 to the group G constructed in Section 2. As we shall see in Section 5, the matrices produced encode many of the basic properties of Kloosterman sums.
Recall that the (j, k) entry (M i ) j,k of M i is defined to be the integer c i,j,k described in Lemma 3.1. Since G has four distinct types of conjugacy classes (see Table 2 .1), we partition each M i into 16 submatrices. As in Table 2 .2 we adopt the convention that f = p − 1. It turns out that for 1 ≤ i ≤ f each of the M i has basically the same structure as M 1 , so we only display M 1 explicitly:
We are interested primarily in studying the entries c i,j,k for 1 ≤ i, j, k ≤ f and we discuss them at length in Section 4.
In general, M i for 2 ≤ i ≤ f differs from M 1 only in the upper-left 3 × 3 blocks. For instance the upper-left corner of M 2 looks like
We therefore restrict our attention mostly to the case i = 1 since the computations for i = 2, 3, . . . , f are almost identical. Examining the character table (Table 2. 2) of G tells us that
and
Since Lemma 3.1 guarantees that the matrices T i := Q −1 M i Q are simultaneously unitarily similar to the corresponding D i 's, each of which has only real entries, it follows from the Spectral Theorem that each T i is hermitian. For instance,
Moreover, the unitary matrix U of Lemma 3.1 is given by
and it has the property that T i U = U D i . In particular, the kth column of U is an eigenvector of T i corresponding to the kth diagonal entry of D i . In light of the block upper-triangular structure of U and the block of zeros in the upper-right of T i , it follows that the equation T i U = U D i still holds if we truncate all matrices involved to their upper left (p + 2) × (p + 2) blocks. We do so in order to remove entries that are irrelevant for our purposes and contain no useful information about Kloosterman sums. Performing this truncation we now consider instead the (p + 2) × (p + 2) matrices
Unfortunately, the new U obtained by truncating the original U is no longer unitary. However, this can easily be remedied by normalizing the (p + 2)nd column, leading us to redefine U as follows:
In summary, the truncated matrices (3.11), (3.12), and (3.13) satisfy (3.12) . In this section we examine the structure of these matrices. Some of these properties will be used in Section 5 to study Kloosterman sums and in Section 6 to construct Ramanujan multigraphs.
4.1.
Computing the entries. We claim that the entries of the B i are given by
where
and (
if a is a quadratic residue modulo p.
In particular, it follows that c i,j,k ∈ {0, 1, 2} for all 1 ≤ i, j, k ≤ p − 1. In light of (4.1) and (4.2), we also have
for any permutation σ of {i, j, k} and 
which instantly reveals that x −1 + y −1 = 1 and ix + jy = k. Note that the first equation ensures that x, y = 1 so that y = x(x − 1) −1 . Substituting this into the second equation we obtain the quadratic
which has either 0, 1, or 2 solutions in Z/pZ. Since k = 0, it also follows that every solution x to (4.6) belongs to (Z/pZ) × and hence there is a bijective correspondence between solutions (X, Y ) ∈ C i × C j to (4.5) and solutions x ∈ Z/pZ to (4.6).
] for x reveals that (4.6) has the same number of solutions as
where the function β(i, j, k) is defined by (4.2). This establishes (4.1).
Before proceeding, we should remark that the appearance of the preceding quadratic is not surprising when one considers the well-known formula 
4.2.
Rows and columns. Fix 1 ≤ i, k ≤ p − 1 and note that as X runs over the p − 1 elements of C i , the variable Y = X −1 Z runs over f distinct elements of G. Therefore the sum of the kth column of M i must equal f . In light of (3.8), we obtain the following formula for the column sums of the B i :
By symmetry, the same formula holds for the row sums of B i . For 1 ≤ i, j ≤ p − 1 fixed we have
which we now consider as a quadratic in the variable k. By (4.1) it follows that c i,j,k = 1 if and only if k ∈ (Z/pZ) × is a root of the preceding quadratic. Since i and j are fixed, this holds for at most two values of k. Therefore each row (or column) of B i can contain at most two 1's. Let us be more specific.
• Since p − 2 is odd, it follows from (4. 2 of its entries must be 2's.
• Now suppose that j = i. We claim that if ij is a quadratic residue modulo p, then the jth row of B i contains exactly two 1's and zero 1's otherwise. The only way to obtain a 1 in the jth column of B i is for (4.9) to be congruent to 0 modulo p for some 1 ≤ k ≤ p − 1. Using the substitution k → i + j + k (mod p), we see that this occurs if and only if
for some k in {0, 1, 2, . . . , i + j − 1, i + j + 1, . . . , p − 1}. The forbidden value i + j poses no problem since if (i + j) 2 ≡ 4ij (mod p), then p|(i − j) whence j = i, contradicting our hypothesis that j = i. Thus (4.10) has a solution k = i + j if and only if ij is a quadratic residue modulo p.
Putting this all together, we obtain Table 4 .1, which describes the number of elements of each type in a given row/column of B i . Using this data and the fact that there are exactly p−3 2 nonzero quadratic residues of the form ij (j = i) and Table 4 .2). We can also use this information to compute the sum of the squares of the entries of B i (i.e., the quantity tr B *
#0's #1's #2's Total
2 − 9p + 10. ). For j = 1, 2, . . . , p − 1, this yields the sequence
Note that the sequence i 2 − 4ij = i(i − 4j) cannot assume the value i 2 since p 4j. On the other hand, i(i − 4j) assumes every other value in Z/pZ exactly once. Thus we conclude that 0 appears in the sequence (4.12) exactly once. Therefore exactly one of the diagonal entries of B i is equal to 1. Since B i is symmetric, it follows that there are an odd number of 1's among its entries, in agreement with the data in Table 4 .2.
The trace of B i is easily computed using the above. Since (4.12) assumes every value in (Z/pZ) × apart from 1, it follows that there are precisely p−3 2 nonzero quadratic residues on the list. Since we already know that a single 1 appears on the diagonal of B i it follows that
(4.13)
Next we observe that certain "broken diagonals" of B i also enjoy curious summation properties. Indeed, using (4.3) and (4.4) for j and k fixed we have
by (4.8) . Define an equivalence relation ∼ on pairs (j, k) with 1 ≤ j, k ≤ p − 1 by setting (j 1 , k 1 ) ∼ (j 2 , k 2 ) if and only if j 1 = lj 2 (mod p) and k 1 = lk 2 (mod p) for some 1 ≤ l ≤ f . This partitions the indices (j, k) into p − 1 equivalence classes of p − 1 elements each, the sum over each equivalence class being given by the preceding formula. Putting this all together we obtain two different "magic matrices" that are naturally associated to B i . First observe from (4.8), (4.13), and (4.14) that if we subtract 1 from c i,i,i we obtain a new matrix B i for which each row, column, diagonal, and "broken diagonal" sums to p − 3. For instance, if p = 7 and we subtract 1 from the (1, 1) entry of B 1 we obtain the 6 × 6 "magic" matrix Note: These matrices are best viewed in color (each broken diagonal is represented using a different color). We can also augment the (p − 1) × (p − 1) matrix B i with one additional row and column from the larger matrix T i to obtain a p × p matrix A i which also enjoys "magic square" properties (i.e., A i is the upper-left p × p principal submatrix of T i ). In particular, each row and column of A i sums to p − 2 while each diagonal and "broken diagonal" sums to p − 3. For p = 11, we obtain the 11 × 11 "magical" submatrix 
In particular, note that each row and column sums to 9 while each broken diagonal sums to 8.
4.4.
Qualitative behavior of eigenvalues. By the triangle inequality one obtains the trivial bound |K(a, b)| ≤ p − 1 for all a, b. However, a significant amount of cancellation can occur in the sum (1.1). The famous Weil bound asserts that
whenever p ab [23] . A complete proof, based on Stepanov's method [22] , can be found in the recent text [9, Thm. 11.11]. For a n × n real symmetric matrix X we let
denote the eigenvalues of X, repeated according to multiplicity. We are concerned here with the qualitative behavior of the eigenvalues of the (p + 2) × (p + 2) matrix T := T 1 (3.12) and its p × p upper-left principal submatrix A := A 1 . Table 4 .3. The smallest and the second largest eigenvalues of the (p + 2) × (p + 2) matrix T and its (p − 1)
By the Weil bound (4.15) and a standard result relating the eigenvalues of a hermitian matrix to those of a principal submatrix [6, Thm. 4.3.15] we have
In particular, it follows from (4.15) and the preceding chain of inequalities that
Using the Weil bound, we now write
The vertical Sato-Tate law [1, 11] states that as p → ∞ the sequence of angles θ p (u) becomes equidistributed with respect to the SatoTate measure µ = Table 4 .3, even for relatively small values of p. The preceding argument relies upon a deep result of Katz [11] . On the other hand, the matrix A is quite concrete and it enjoys many unusual combinatorial properties (Subsection 4.3). One might hope to estimate the eigenvalues of A directly to obtain an elementary proof of a Weil-type bound. The following result indicates that the error incurred using such an approach would not change the order of magnitude of the resulting estimate. 
Moreover, if each A ij is a nonnegative multiple of an all 1's matrix, then equality holds. Therefore
The theorem now follows from the triangle inequality for the operator norm.
Applications to Kloosterman sums
In the following, we employ the matrices T = T 1 (3.12), D = D 1 (3.11), and U (3.13) constructed in Subsection 3.2. As before, we let A = A 1 and B = B 1 denote the upper-left p × p and (p − 1) × (p − 1) principal submatrices of T .
Basic Kloosterman identities.
Using the character table of G (Table 2. 2) we can derive a number of identities involving Kloosterman sums. For instance, taking the inner product of the first column with the (p + 2)th column yields
In particular, this gives another proof of (4.13) since tr B = tr T = tr
If c = 0, then taking the inner product of the first and the cth of the columns of the character table leads to
Taking the inner product of the first column with itself we find that
where C G (·) denotes the centralizer of an element of G. This yields the well-known formula [15, eq. 3.7] :
Since the matrices D and T (given by (3.11) and (3.12), respectively) are unitarily similar, it follows that the sums of the squares of their entries must be equal (i.e., tr
by (5.3). The preceding also yields tr B 2 = 2p 2 − 9p + 10, which provides another proof of (4.11). In fact, since we already have an independent proof of (4.11), we could work backward from (5.4) to provide another proof of (5.3).
From (5.2) and (5.3) we obtain (for c = 0, 1)
Other such quadratic identities (e.g., [15, 
Applying [10, Thm. 30.4 ] (see also [8, Prob. 3.9] ) we obtain the formula
which for i = 1 and 1 ≤ j, k ≤ p − 1 yields an identity equivalent to [13, Prop. 6.2]:
(this can also be easily deduced by computing the (j, k) entry of T = U DU 
A different approach to (5.10) can be based upon the fact that the matrix
. Indeed, the first matrix is similar to the truncated matrix T (3.12), which is itself unitarily similar to D. Using the fact that one may add a multiple of one row (resp. column) to another inside a determinant, one easily obtains [13, Lem. 14]:
. . , K f are precisely the eigenvalues of the matrix
where the coefficients c i,j,k are defined by (4.1) and f = p − 1.
Before proceeding, we remark that modifications of our main construction apply to various generalizations of classical Kloosterman sums. For instance, one might consider the Galois field F p n in place of Z/pZ. Moreover, our general scheme also applies to hyper-Kloosterman sums (the appropriate analogue of our group G is discussed in [13, p. 16] ).
Ramanujan multigraphs
Certain principal submatrices of the T i can be used to construct multigraphs having desirable spectral properties. To be more specific, a multigraph is a graph that is permitted to have multiple edges and loops.
1
Associated to a multigraph G is its adjacency matrix A(G), the real symmetric matrix whose rows and columns are indexed by the vertices v 1 , v 2 , . . . , v n of G and whose (j, k) entry a j,k is the number of edges connecting v k to v j . In particular, if j = k then a j,j counts the number of loops attached to the vertex v j . We refer to the eigenvalues of A(G) as the eigenvalues of G.
The degree of a vertex is the number of edges terminating at that vertex. We say that a multigraph G is d-regular if each vertex has degree d. In this case d is an eigenvalue of G with corresponding eigenvector (1, Following [20] , we say that a Ramanujan multigraph is a d-regular multigraph G satisfying λ(G) ≤ 2 √ d − 1. For instance, the Petersen graph is an example of a 3-regular Ramanujan graph (see Figure 1 ). There is a vast literature dedicated to the study of simple (i.e., no loops or multiple edges) Ramanujan graphs. We refer the reader to the seminal papers [16, 18, 19] and the texts [3] and [17] for more information.
We are now in a position to construct a family of Ramanujan multigraphs:
Theorem 6.1. Let p ≥ 5 be an odd prime, 1 ≤ i ≤ p − 1, and let β(i, j, k) be given by (4.2).
(1) The multigraph G whose adjacency matrix is given by the matrix a j,k = 1 + β(i, j, k) p is a (p − 2)-regular Ramanujan multigraph on p vertices. corresponding to the multigraph depicted in Figure 2 . 
