Quite a few methods have been proposed to infer sibship and parentage among individuals from their multilocus marker genotypes. They are all based on Mendelian laws either qualitatively (exclusion methods) or quantitatively (likelihood methods), have different optimization criteria and use different algorithms in searching for the optimal solution. The full likelihood method assigns sibship and parentage relationships among all sampled individuals jointly. It is by far the most accurate method, but is computationally prohibitive for large datasets with many individuals and many loci. In this paper I propose a new likelihood based method that is computationally efficient enough to handle large datasets. The method uses the sum of the log likelihoods of pairwise relationships in a configuration as the score to measure its plausibility, where log likelihoods of pairwise relationships are calculated only once and stored for repeated use. By analysing several empirical and many simulated datasets, I show that the new method is more accurate than pairwise likelihood and exclusion based methods, but is slightly less accurate than the full likelihood method. However, it is computationally much more efficient than the latter, and for the cases of both sexes polygamous and markers with genotyping errors, it can be several orders faster. The new method can handle a large sample with thousands of individuals and the number of markers only limited by the computer memory.
Introduction
Over the past few decades, statistical methods have been proposed to infer close relationships such as parentage and sibship from molecular marker data (BLOUIN 2003; JONES and ARDREN 2003; JONES et al. 2010) . They are all based on Mendel's laws of inheritance (the laws of segregation and independent assortment) to infer the genealogical relationships among individuals from their multi-locus genotypes.
Some of them employ the laws only qualitatively, excluding a relationship among a set of individuals if their genotypes are incompatible given the relationship under the laws. In an exclusion-based parentage analysis, the parentage of an offspring is assigned to a candidate if it is the only one that is nonexcluded (JONES and ARDREN 2003) . In an exclusion-based sibship analysis, a set of individuals are excluded as full siblings if their genotypes cannot be generated from the same pair of parental genotypes at any locus (e.g. BERGER-WOLF et al. 2007) . Exclusion-based methods are appealing because they are simple in concept and implementation, quick in computation, and do not require allele frequency information. However, exclusion methods suffer from several weaknesses.
First, real datasets usually contain genotyping errors, null alleles and mutations (POMPANON et al. 2005) which may lead to false exclusions. Ironically, more data (with more loci and individuals) contain more information but also potentially more errors or mutations which could result in more false exclusions. Although in principle it is possible to accommodate genotyping errors in exclusion methods (by allowing for a threshold number of mismatches in parentage exclusion analysis, for example), the rule brought in (such as the threshold of mismatches) is arbitrary and rigid and has the danger of false parentage or sibship assignments. Second, the valuable marker information is not fully utilised. It is true that allele frequencies for a population are usually unknown and have to be estimated from the sample being analysed for relatedness. Such estimated allele frequencies are usually imprecise due to the small sample sizes, and biased due to the relatedness between individuals that is unaccounted for.
The problems are severe especially when the sample is small and contains a high proportion of related individuals. However, inaccurately estimated allele frequencies could still provide important information for relationship inference in likelihood-based methods. Furthermore, it is possible to obtain unbiased allele frequency estimates by accounting for relatedness in the same likelihood framework.
Third, the exclusion rules are necessary but insufficient for relationship inference. For example, m individuals with the same genotype AA and n individuals with the same genotype BB are always compatible with (non-excludable from) a full sibship, because the m + n genotypes can be generated by the same pair of parents with a genotype AB. However, applying Mendel's laws quantitatively, the likelihood that these m + n individuals are full siblings relative to the likelihood that they come from 2 full sib families (one with m individuals of genotype AA, and the other with n individuals of genotype BB) diminishes rapidly with an increasing value of either m or n. Therefore, exclusion-based sibship inference provides a lower bound of the number of sibships and an upper bound of sibship size, but not the optimal sibship assignments. Fourth, exclusion-based methods rely on highly polymorphic codominant markers, and its power diminishes quickly with a decreasing polymorphism of markers. In a full sibship analysis, exclusion is impossible for biallelic dominant or codominant markers, and for any two individuals no matter how many markers are used and how polymorphic the markers are. Fifth, exclusion methods are applicable to the simplest situation of parentage or full sibship inference, but are difficult to implement and have diminishing powers for the inference of more remote relationships such as half sibship and of multiple relationships.
More advanced methods employ Mendel's laws quantitatively to calculate the likelihoods of different candidate relationships among a set of individuals, and choose the relationship that has the maximum likelihood as the best inference. These likelihood-based methods largely overcome the above weaknesses of exclusion-based methods, but are more sophisticated and time consuming in computation. The simplest likelihood methods consider the relationship for a pair of individuals in isolation, ignoring all other individuals related or unrelated to the dyad. In parentage analysis, for example, the likelihood of each candidate as a parent of a single offspring is calculated and the candidate that has a significantly higher likelihood than the others is assigned parentage of the offspring (MARSHALL et al. 1998; HADFIELD et al. 2006) . The offspring may have siblings in the sample who share the same parent (or parents), but still it is analysed in isolation of its siblings. As a result, these pairwise likelihood methods may create relationships that are in conflict when all individuals are considered jointly, and may lead to a loss of power due to the insufficient use of marker data, as explained in WANG and SANTURE (2009) 
A more powerful, accurate and robust approach is to consider the relationships among all individuals in a sample (PAINTER 1997; SMITH et al. 2001; EMERY et al. 2001; HILL 2000, 2002; ALMUDEVAR 2003; WANG 2004; WANG and SANTURE 2009) . Because of the computational complexity, most methods are constrained to the simple case of inferring full sibship in a single cohort sample taken from a species with monogamy for both sexes (e.g. PAINTER 1997; SMITH et al. 2001; THOMAS and HILL 2000) . More recent work has extended the methods to allow the joint inference of multiple relationships (full and half sibship as well as parentage) in a 2-generation sample (e.g. EMERY et al. 2001; WANG and SANTURE 2009) . Although these recent methods are shown to be more powerful, flexible, and robust (WANG and SANTURE 2009) , they are computationally demanding and are constrained to the analysis of small datasets in practice. For a large dataset with many individuals and markers, these methods either do not converge (EMERY et al. 2001) or take too much time to complete 6 (WANG and SANTURE 2009) . This is unfortunate because nowadays large datasets can be obtained at a rapidly decreasing cost and effort. With the development of automated high-throughput methods, a sample of hundreds or even thousands of individuals can be genotyped for millions of single-nucleotide polymorphisms (SNPs) at ease. With the sophisticated model of multiple relationships under the polygamous mating systems of both sexes, it is unrealistic for the current methods to analyse such a big dataset.
In this paper, I develop a new likelihood based method to infer full and half sibship as well as parentage in a 2-generation sample of individuals from marker data. I show by analysing simulated and empirical datasets that the new method is slightly less accurate than our previous likelihood method (WANG and SANTURE 2009 ), but still outperforms many other methods. Importantly, it is computationally much more efficient and can handle large datasets with thousands of individuals genotyped for millions of loci. I will describe the method first, and then investigate its statistical behaviour and accuracy by analysing some empirical and simulated datasets. The accuracy and computational time of different methods are compared, and the results are discussed.
Methods
Genetic model: I consider the same model as described in WANG and SANTURE (2009) . In brief, the model assumes that individuals are sampled from a diploid or haplodiploid population, and are subdivided into 3 subsamples using information such as age, sex and weight. The offspring subsample (OFS) consists of N (>0) individuals belonging to a single cohort of the population. Therefore individuals in OFS may be paternal half sibs who share the same father only, maternal half sibs who share the same mother only, full sibs who share both parents, or non-sibs who share no parent. The candidate father subsample (CFS) consists of M (≥ 0) males who are potential fathers of the offspring in OFS. The candidate mother subsample (CMS) consists of F (≥ 0) females who are potential mothers of the offspring in OFS. All candidate male and female parents are assumed to be unrelated between them. While OFS is essential, CFS and CMS are optional. Sibship is inferred among individuals in OFS, and paternity and maternity of the offspring are inferred only when CFS and CMS are present respectively.
A relationship configuration of the N+M+F individuals consists of a partition of the N offspring into full-sib and half-sib families, and a parentage assignment/unassignment of the M males in CFS and of the F females in CMS to the inferred families. A configuration therefore specifies the relationships among all individuals in a sample, under the genetic model above. There are many combinatorial configurations, and the aim is to construct and evaluate alternative configurations and search for the 7 best one that most parsimoniously explains the genotype data. Therefore a relationship inference algorithm must provide a method for evaluating the fit of a configuration to the data, and a method for constructing and searching configurations. For the latter task, I will use the simulated annealing algorithm which is a likelihood-guided Monte Carlo method for the construction and search of configurations. This is necessary because it is impossible (but also unnecessary) to enumerate all possible configurations even for a small sample size (say, N=10 individuals). The algorithm constructs and searches through just a small fraction of all possible configurations that have relatively high likelihood values to find the best configuration with the maximum likelihood. In this paper, I will use the same simulated annealing algorithm for configuration construction and search, as described in WANG and SANTURE (2009) . I only introduce a new and computationally efficient method for configuration evaluation so that large datasets can be handled. R and the population allele frequencies, the logprobability of the multilocus genotypes of offspring i and j is
. Similarly, the log-probability of the multilocus genotypes of candidate male i (i =1, 2, …, M) and offspring j given their relationship m ij R (father-offspring or unrelated) and the population allele frequencies is
. The log-probability of the multilocus genotypes of candidate female i (i =1, 2, …, F) and offspring j given their relationship f ij R (mother-offspring or unrelated) and the population allele frequencies is
The likelihood score for a configuration C is then defined as
In (1) Note that the likelihood score as defined in (1) is similar to that of SMITH et al. (2001) . The main difference is that their likelihood score is the sum of the logarithms of likelihood ratios between all pairs of individuals, and thus applies to the simplest case of only two alternative relationships which are fullsibs and unrelated. The use of likelihood rather than likelihood ratio makes the method more general, applicable to the joint inference of multiple relationships. Another difference is that (1) accounts for genotyping errors, while the likelihood score in SMITH et al. Q between all pairs of offspring for the halfsib relationship, a similar matrix for the fullsib relationship, and a vector of N values which are the log-probability of the multilocus genotype of each offspring given allele frequencies. I also compute and store an M×N matrix of values of m ij Q between each candidate father i and offspring j for the parent-offspring relationship, and a vector of M values which are the log-probability of the multilocus genotype of each candidate father given allele frequencies. Similarly, a matrix and a vector are calculated and stored for candidate mothers. All these matrixes and vectors just need to be calculated once (if allele frequencies are not updated), and are used repeatedly in calculating (1) for different configurations.
In the simulated annealing algorithm, a new configuration is generated by modifying part of an old one. The modified part usually involves one or just a few individuals. This implies that, to obtain the likelihood score of a new configuration, we can use the score of the old configuration and just 9 update the pairwise likelihood values involving those individuals who are in the modified part of the configuration. This procedure also reduced computational burden substantially.
Simulated annealing algorithm:
The algorithm described in WANG and SANTURE (2009) is used for constructing proposal configurations and searching for the best configuration with the maximum likelihood. The main modification is in the procedure for updating allele frequencies. When a sample contains few families of highly variable sizes, allele frequencies calculated from the sample under the assumption that all individuals are unrelated will be imprecise and biased. The frequencies of alleles observed in large and small families will be over-and under-estimated, respectively. The biased allele frequencies will bias likelihood calculations, decreasing the likelihood of large families and increasing the likelihood of small families. Consequently, large families tend to be split into two or more small families in reconstruction. To infer relationships accurately, allele frequencies should be recalculated using the inferred parental genotypes and their probabilities periodically in the simulated annealing algorithm (WANG and SANTURE 2009) , and the updated allele frequencies are used in subsequent likelihood calculations. This iterative procedure has been proven to be effective, but is unfortunately unsuitable for the likelihood score (LS hereafter) method. This is because configurations are evaluated and accepted or rejected based on their pairwise likelihood scores in simulated annealing, while parental genotypes and their probabilities are based on the full likelihood of configurations in updating allele frequencies. The adoption of two different statistical frameworks leads to poor convergence of the simulated annealing algorithm (data not shown). I use the following procedure of multiple runs to update allele frequencies and improve relationship inference when a sample is suspected to contain both very large and very small families.
Multiple runs (say, 5) are conducted in tandem for a dataset, and each run updates relationship configurations only in simulated annealing. The frequencies of all alleles at a locus are assumed to be equal in the first run, and are estimated from the best configuration of the previous run using the full likelihood method in the following runs. The optimal relationship configuration and allele frequencies from the last run are returned as the best estimates. Therefore, updating allele frequencies requires multiple runs and thus increases computational time by several folds compared with a single run without allele frequency updating. In practice, updating allele frequencies should be opted for only when a sample is suspected to contain few families with highly variable sizes. In the analyses of empirical and simulated datasets shown below, allele frequencies are not updated to save computational time.
Evaluation of the method
To understand the performance and robustness of the new method, it is applied to simulated and empirical datasets in which genealogical relationships among sampled individuals are known. It is also compared with some previous methods for the accuracy of relationship inference and for computational efficiency.
Other methods for comparison: I will focus on comparing the new LS method with the commonly used pairwise likelihood methods and our full likelihood method for sibship and parentage inferences.
Several other methods developed specifically for full sibship reconstruction are also compared in analysing some empirical datasets.
Pairwise likelihood (PL hereafter) methods calculate the probability of the marker data of a pair of individuals (dyad) under each of a number of candidate relationships as the likelihood of the relationship, and the inferred relationship is the one with the maximum likelihood (e.g. MCPEEK and SUN 2000; EPSTEIN et al. 2000) . In this study, I assume the candidate relationships are full sibs, half sibs, and unrelated under polygamy, and are full sibs and unrelated under monogamy, for sibship inference among individuals in OFS. The procedure of MARSHALL et al. (1998) in determining the Δ statistic to resolve parentage with a certain level of confidence is adopted for parentage inference.
Parentage assignments are made and accepted at the confidence level of 95%. Both pairwise methods for sibship and parentage assignments are implemented in the software Colony2 (http://www.zoo.
cam.ac.uk/ioz/software.htm), which is used in analysing simulated and empirical datasets (below).
Our full likelihood (FL hereafter) method for the joint inference of sibship and parentage was described in WANG and SANTURE (2009), and was implemented in Colony2. There are a number of options (such as running length, number of runs, sibship prior, …) of using this method, and the defaults assumed in Colony2 are used in analysing the data in this study.
An exclusion-based full sibship analysis method was developed by BERGER-WOLF et al. (2007) .
The method employs a deterministic combinatorial optimization method to assign all sampled individuals into the smallest number of full sib families which conform qualitatively to Mendel's laws of inheritance at multiple marker loci. The method (called combinatorial algorithm, CA, hereafter) is implemented in a web-based program KINALYZER (http://kinalyzer.cs.uic.edu/) which is used in analysing the empirical datasets in this study.
Another exclusion-based full sibship analysis method was proposed by BUTLER et al. (2004) . It attempts to maximize Simpson's index of concentration while imposing a full sib genotype constraint from Mendel's laws. Similar to the combinatorial method briefed above, the method effectively searches for the partition that has the smallest number of full sib families. The original algorithm of BUTLER et al. (2004) was improved for computational efficiency by KONOVALOV et al. (2004) , and implemented in the software KinGroup (www.kingroup.org). This improved algorithm (MS2 hereafter) is used in analysing the empirical datasets in this study.
A likelihood-based full sibship assignment method, called descending ratio (DR hereafter), was proposed by KONOVALOV et al. (2004) . In this algorithm, an individual is placed in one of the existing full sib families (including an empty one) so that the sum of pairwise log-likelihood of all individuals in the families is maximized. Individuals are added to the families one by one, and the addition order is implemented via the descending ratio search algorithm that takes individuals from pairs with the clearest relationships (highest likelihood ratios). The DR method as implemented in KinGroup will be used in analysing the empirical datasets in this study.
Empirical datasets:
Different pedigree reconstruction algorithms are tested and compared on several empirical datasets with known family structures.
A salmon dataset: Taken from a genetic improvement program of the Atlantic salmon federation (HERBINGER et al. 1999) , it comprises 759 individuals in 12 full sib families whose sizes are 8, 10, 31, 51, 54, 59, 64, 69, 75, 91, 107 and 140 . Each individual is genotyped at 4 microsatellite loci, which have 8, 10, 11 and 14 observed alleles in the sample. The dataset is cleaned, containing no missing genotypes, and no apparent mutations and genotyping errors as checked against the known parental genotypes. This dataset or its subsets have been analysed several times by previous methods (e.g. SMITH et al. 2001; BUTLER et al. 2004; BERGER-WOLF et al. 2007) , and are ideal for exclusion based methods because they have large family sizes, contain no known genotyping errors, and have highly polymorphic codominant markers. In this study, the accuracy of different methods is compared on analysing this dataset.
The dataset was also used to test the convergence of the new LS method. For this purpose, four runs of the dataset were conducted with different starting configurations and random number seeds, assuming a small error rate (0.001) for each locus. The four initial configurations are, (1) all 759 individuals are in a single full-sib family, (2) each individual is in a distinctive full-sib family, (3) the first 380 individuals are in a single full-sib family and each of the remaining 379 individuals is in a distinctive full-sib family, and (4) the last 380 individuals are in a single full-sib family and each of the remaining 379 individuals is in a distinctive full-sib family. The changes in likelihood and number of full sib dyads of the configurations as functions of iterates in the simulated annealing algorithm are plotted and compared among the four runs.
An ant dataset:
It is from a study on the mating frequency of an ant species, Leptothorax acervorum (HAMMOND et al. 2001) . It consists of 377 ant workers (diploid) sampled from 10 known colonies (fullsib families), with each of six colonies contributing 45 workers and the remaining four colonies contributing 47, 44, 9 and 7 workers to the sample. The workers were genotyped at up to six microsatellite loci, which have a number of observed alleles varying between 3 to 22. This dataset has a substantial proportion of missing genotypes, and contains a few genotyping errors as identified in a previous analysis (WANG 2004) . Therefore a small error rate (0.01) for both allelic dropouts and false alleles at each locus was assumed in the analyses by the FL and LS methods implemented in Colony2.
The DR method could account for genotyping errors, while all the other methods are exclusion based and assume perfect data. Simulation 4 considers the accuracy of parentage as well as sibship assignments. Five sets of fullsib families, each having a true full-sib configuration of (1, 2, 3, 4, 5, 6, 7, 8) , were included in an OFS (180 individuals), while the 5×8=40 mothers as well as 160 unrelated candidate mothers are included in a CMS. Candidate fathers are assumed unavailable. Each sampled individual (180 in OFS and 200 in CMS) was genotyped at 5 or 10 microsatellite loci, each having 10 alleles. Maternity assignments were made by FL, LS and PL methods, assuming a prior probability that a true mother is included in CMS is 0.95.
In each simulation, the frequencies of alleles at each locus were drawn from a uniform Dirichlet distribution. The multilocus genotype of each parent was then generated using the allele frequencies, assuming no linkage among loci, Hardy-Weinberg and linkage equilibria. The multilocus genotype of each offspring is generated from those of its parents, following Mendelian segregation. To simulate mistypings in simulation 3, offspring phenotypes are obtained by changing their genotypes at a given error rate (0.01) following the allelic dropout and false allele models. For each parameter combination, 14 100 replicate datasets are simulated and analysed, except when the offspring sample size is larger than 160. For simulations with an OFS of 320, 640, 1280, 2560 and 5120 individuals, the replicates are 80, 60, 40, 20, and 10, respectively. For the cases of both sexes polygamous, FL was applied to datasets only when an OFS has 640 or fewer individuals.
Measurement of accuracy:
I measure accuracy by the statistic, P(a|b), the frequency of dyads assigned relationship a when their actual relationship is b (THOMAS and HILL 2000; WANG 2004 ). For sibship inference among the offspring, accuracy is measured by P(FS|FS), P(HS|HS), and P(UR|UR), where FS, HS, and UR are full sibs (FS), half sibs (HS), unrelated offspring (UR). I also measure the overall accuracy by the total number of incorrectly inferred dyads or the frequency of correctly inferred dyads. For parentage inference, accuracy is measured by the frequencies that parentage is correctly assigned, P(PO|PO), or correctly unassigned, P(XO|XO), when the actual parent is included in and excluded from the candidate pool, respectively. An advantage of using these separate measurements instead of a single one (such as the partition distance, GUSFIELD 2002) is that they are indicative of not only the accuracy, but also the causes of the inaccuracy (e.g. whether FS is inferred as HS) where the relationship reconstruction is imperfect.
RESULTS

Analysis results of empirical datasets
The salmon dataset: The results in Table 1 show that the FL method reconstructs the sibship structure of the 759 fish perfectly, with the relationship among all individuals being correctly identified. The LS method partitioned the 759 fish into 12 full-sib families. While the majority of these families are correctly reconstructed, a few are split or merged. In total, 1280 unrelated and 484 full-sib dyads were mis-specified by LS as full-sib and unrelated dyads respectively, resulting in P(FS|FS) = 98.47% and P(UR|UR) =99.50%. MS2 and DR methods overestimated the number of full-sib families by 1 and 2 respectively. Based on pairwise relationships, MS2 is slightly more accurate and DR is less accurate than LS for this dataset. The total number of pairwise relationships incorrectly identified by MS2, DR and LS is 1089, 3119, and 1764, respectively. The PL method does not attempt to reconstruct family structures but just estimates pairwise relationships. It performs very poorly compared with other methods. Table 1 does not list the results from the CA method. It assigned the 759 fish into 12 full-sib families. However, each of 7 fish appears in two families, resulting in a total number of 766 individuals (i.e. with 7 duplications) appearing in the configuration. This is obviously an unfeasible configuration, although the relationships among most individuals are correctly identified. Because of the presence of duplicated individuals, it is difficult to count the numbers of correctly identified full-sib and unrelated dyads, and to compare its performance with the other methods as done in Table 1. Multiple runs with different starting configurations and random number seeds converge reliably for this dataset for the LS method (Figure 1) . Although initially very different, the likelihood scores (and any statistics of the inferred configuration such as the number of full-sib dyads) of the four runs converge to the same value at iterates ~10 5 . The maximum log likelihood score of the best configuration, -7608110.1, is larger than the value for the true configuration which is -7608831.6. The reason that LS method does not render the true configuration as its best solution is not because the method fails to find the true configuration but because it is inferior to the best solution in terms of likelihood score. This is not surprising given that the dataset has only 4 microsatellites and, among the Close inspection of these mis-assignments show that most errors are false assignments in which the grandparents in stead of true parents are assigned parentage. The LS and FL methods do not make the same mistake as the PL method because they consider parentage assignments for an entire sibship rather than a single offspring. The probability that a grandparent has a higher likelihood as a parent of a sibship than a true parent decreases rapidly with an increasing sibship size. This is also true for candidates less or not related to the true parents. When siblings are present in OFS, it is generally more powerful to make joint sibship and parentage assignments as in the LS and FL methods than to make parentage assignments for a single offspring as in PL methods.
Results from multiple runs of the dataset with different starting configurations and random number seeds show that both FL and LS methods converge reliably to the same configuration. However, when only three of the five loci are used in the analyses, both methods no longer converge consistently (data not shown). Nonetheless, the different best configurations rendered by different runs of the LS (or FL) method have very similar likelihood scores, and have a very similar accuracy. Increasing the length of the runs reduces but does not solve the problem. The non convergence is probably caused by the existence of numerous configurations that have the same or very similar likelihood scores, which hinders the simulated algorithm to move to the configuration with the global maximal likelihood score.
Simulation results
The analyses of empirical datasets above and simulations show that LS method is not less accurate than the exclusion (e.g. MS2, CA) and pairwise likelihood (e.g. DR) based full sibship reconstruction methods even in situations that are most favourable to the latter (e.g. large sibship, few highly polymorphic codominant markers, no genotyping errors). Furthermore, LS method has a much wider application scope, and can be applied to dominant and codominant markers with 2 or more alleles, data with and without genotyping errors, the assignments of full and half sibship as well as parentage, diploid and haplodiploid species, dioecious and monoecious with and without inbreeding. Therefore, in the simulations below, I will concentrate on comparing the accuracy and computational efficiency of FL, LS and PL methods only.
Family structures:
The actual familial structure of the individuals in a sample has a large impact on the performances of LS and FL methods, but little impact on the performance of PL method (Table 4) .
Under otherwise the same conditions, large and simple families are generally easier to infer than small families or families with a complex genetic structure (e.g. many full-sib families nested in many interconnected half-sib families) by LS and FL methods. In contrast, the accuracy of PL method is little affected by the actual family size and structure. This is understandable because LS and FL methods consider the relationship among all individuals simultaneously, while PL considers the relationship of each pair of individuals in isolation. Table 4 shows that LS is much more accurate than PL but is less accurate than FL for all three full-sib family structures. The reduction in accuracy of LS relative to FL increases with an increasing size and complexity of the actual sibship structure in a sample. The table also shows that, with the same marker information, both FL and LS methods have noticeably lower accuracy for the smallest family structures FS160(1) and HS80(1,1).
It becomes more challenging to infer half siblings for all three methods, because half sibship is intermediate in relatedness between full sibship and unrelated. When marker information is insufficient, it is difficult to distinguish HS from FS and UR. LS performs much better than PL, but is now substantially less accurate than FL. Most of the errors made by LS are the confusions between relationships similar in relatedness, mistaking FS as HS and HS as UR, or vice versa mistaking HS as FS and UR as HS. However, there is no systematic bias towards any relationship, with each type of error occurring at roughly the same frequency. In terms of the absolute number of errors, however, most errors occur to the most frequent true relationship. If there are many more FS than HS dyads in a sample, for example, then most errors would be FS mis-specified as HS. With an increase in marker information, however, the accuracy of LS method quickly improves, similar to the full-sib case shown in Figure 2 .
Note that with half-sib structure HS80(1, 1), it seems as if PL outperforms LS and FL performs the worst, when evaluated by P(HS|HS) and P(UR|UR). However, we need to realize that different types of dyads (FS, HS, UR) occur in dramatically different frequencies. In terms of the total number of correctly inferred dyads, the order of the accuracy of the three methods is reversed. There are far more UR dyads (12640) than half-sib dyads (80) for this simulated sibship structure, and it is P(UR|UR) that determines the overall accuracy.
Marker information:
The results from simulation 2 (Figure 2) show that the accuracy of FL, LS and PL methods improves with an increasing number of microsatellite or SNP loci. While FL and LS always perform much better than PL, FL is substantially more accurate than LS only when marker information is scarce. When there are more than 10 microsatellites or 60 SNPs, the difference in performance between FL and LS is hardly detectable. Figure 2 also shows that roughly 60 SNPs are equivalent to 10 microsatellites (each having 10 alleles) in information content, and can be used to obtain almost perfect sibship reconstruction for this simulated sibship structure. This microsatellite and SNP equivalence depends on allele frequency distributions of both markers and on the applications. For estimating effective population size from linkage disequilibrium, for example, roughly 90 SNPs are equivalent to 10 microsatellites in information content (WAPLES and DO 2010) . For more complicated sibship structures or many small sibships, however, more markers are needed to obtain highly accurate sibship assignments.
Sample size and genotyping error: For both the full and half sibship cases, markers with and without genotyping errors, and across all of the sample sizes, the most, least, and intermediate accurate methods
are FL, PL, and LS, respectively. While the difference between FL and LS is small in general, PL yields much worse sibship assignments than FL and LS. Genotyping errors, at a rate of 0.01, have little effect on the accuracy of FL and LS, but do reduce the accuracy of PL. This is because genotyping errors can be identified and corrected for in relationship inference with an increasing power as more 18 relatives are considered jointly. While PL considers a pair of individuals in isolation, both FL and LS consider all individuals in a sample.
For computational time, PL is very fast and its running time is not shown in Figure 3 for comparison. The running time of both FL and LS increases log-linearly with the logarithm of offspring sample sizes. For the case of full sibship, FL runs only slightly slower than LS when e=0 (no genotyping errors), but takes roughly ten times of the computational time of LS when e=0.01. This is also true for the case in which one sex is monogamous and the other sex is polygamous (data not shown). At a higher mistyping rate, the difference in running time between FL and LS becomes even greater. For the case of half sibships in which both sexes are polygamous, the computational time of the FL method is several orders longer than LS, no matter for markers with or without genotyping errors.
Therefore, analyses of samples with more than 640 individuals when e=0 or 320 individuals when e=0.01 were not conducted by the FL method. For LS, it is interesting to notice that mistypings do not increase the computational time in the full sibship case, but does increase the computational time substantially in the half sibship case. This is because, although mistypings do not alter the cost of likelihood score calculation, they lead to many more competing configurations with a similar likelihood score and thus result in more searching time in the simulated annealing algorithm. For FL, mistypings always increase computational time enormously irrespective of the sibship structure.
Parentage assignments: The accuracy of maternity assignments increases with sibship size for the FL and LS methods, but stays the same for the PL method (Figure 4 ). This is because both FL and LS methods infer sibship and maternity jointly. When 2 or more offspring are inferred to share the same mother, they provide more information about their mother and thus allows for more accurate maternity assignment than when a single offspring is considered alone for its maternity inference as is the case for the PL method. While FL invariably outperforms the other two methods, LS becomes better than PL when the number of siblings is 2 or more, depending on the marker information. When siblings are suspected to be frequent in OFS, it is advisable to use FL or LS for parentage assignments.
Note that maternity assignments shown in Figure 4 were carried out in a situation favourable to the PL method, which is most powerful when parents are completely sampled. It is even more outperformed by the FL and LS methods when just a small fraction of the parents are sampled and included in the candidate lists (data not shown).
DISCUSSION
In this paper I proposed a new method, the likelihood score method (LS), to make sibship and parentage assignments from marker data, and investigated its accuracy and computational efficiency in comparison with other methods using both empirical and simulated data. The new method can be handle large datasets involving many loci and many individuals. Computation is becoming an increasingly important issue nowadays that more and more large datasets can be generated with relative ease thanks to the development in molecular biology.
The main disadvantage of LS is that it is less accurate than FL, especially when marker information is scarce and the family structure in a sample is weak or complicated. This is not unexpected as the likelihood score defined in (1) is an approximation based on the assumption that dyads are independent of each other. Compromising between accuracy and computational feasibility, I
suggest FL be used when at least one sex is monogamous or when the offspring sample size is small. In such a case, LS is not much faster but is noticeably less accurate than FL, except when the number of marker loci is large. When both sexes are polygamous and the offspring sample size is large, however, we may have to use LS method as the computational burden for the FL method is unrealistically too high. This is especially true when markers having mistypings are used in the analysis.
Analyses of empirical and simulated data indicate that LS method is well behaved and converges reliably when marker information is not too scarce. Even when the method does not converge, the suboptimal configurations rendered are usually very close to each other and to the optimal one in both the likelihood score and the inferred relationships. When marker information is insufficient, there could be many configurations with a similar or the same likelihood score which hinders the convergence of the 20 simulated annealing algorithm. In such a case, it is unrealistic and also probably unnecessary to pursue absolute convergence.
The LS method is fast because the log likelihoods of each possible candidate relationship for each pair of individuals are calculated only once and stored and reused repeatedly in calculating the score of a configuration. Genotyping errors at each locus can be accounted for with no extra computational cost.
The computational time of the likelihood score of a configuration is not affected by the number of loci, while the total running time decreases actually with an increase in the number of markers because of the reduction in the number of configurations with a similar or the same likelihood scores.
As shown in the simulated and empirical data, LS is quite successful in inferring various complicated family structures using a widely variable number and polymorphic levels of markers. It also works well for vastly different sample sizes and for different marker types (e.g. dominant markers, SNPs). Supporting the findings of SMITH et al. (2001) , however, the LS method is sensitive to allele frequency misspecifications. Allele frequencies, when estimated from a sample of individuals dominated by a few large families by assuming unrelatedness, are inaccurate, with frequencies of those alleles appearing in large (small) families overestimated (underestimated). When these estimates are used in sibship inference, large families tend to be split (data not shown). In such a case, the iterative approach proposed in this study improves greatly the accuracy of relationship analysis, because allele frequencies are improved iteratively by accounting for the reconstructed family structures. In practice, one may know nothing about the family size distribution before a sibship analysis. In such a situation, one can take a 2-step process. First, the data are analysed without updating allele frequencies. Second, if few families with highly variable sizes are reconstructed, then one needs to rerun the data with allele frequency updated; otherwise, the results of the first analysis are accepted.
The LS method, like any other methods used in relationship inference, makes many assumptions which may not be met in reality. For example, it assumes Hardy-Weinberg and linkage equilibrium and no linkage at marker loci, the absence of non-candidate relationships (e.g. cousins), and random mating. However, violations of these assumptions usually have small effects on the accuracy of FL, as checked by my previous study (WANG 2004) . This is also likely to be true for LS method, as it performed very well for the three empirical datasets which may not satisfy these assumptions. Examining these factors systematically by simulation for the LS method is out of the scope of this study.
The LS method developed herein reconstructs a one-or two-generation pedigree from marker data. It is notable that some progress has been made with the more general problem of reconstructing pedigrees of greater depth. To make computation feasible, current models are usually specialized or Note: The actual numbers of full-sib families, fullsib dyads and unrelated dyads are 12, 31588 and 256073, respectively. Column 2 gives the inferred number of fullsib families. Columns 3 and 4 list the numbers of unrelated and fullsib dyads that are inferred as fullsibs and unrelated, respectively.
Columns 5 and 6 list the frequencies that fullsib and unrelated dyads are inferred as such, respectively. Note: The actual numbers of full-sib families, fullsib dyads and unrelated dyads are 59, 1018, and 58653, respectively. Columns 1-4 and 7-8 are as explained in Table 1 . The column headed by #Dyads PO|P gives the number of offspring whose parents are included in the candidates but whose parentage is either incorrectly assigned or unassigned, and the column headed by # Dyads PO|X gives the number of offspring whose parents are not included in the candidates but whose parentage is incorrectly assigned. Columns P(PO|PO) and P(XO|XO) list the frequencies that parent-offspring dyads and unrelated candidate-offspring dyads are correctly inferred. Note: The columns #Errors list the total number of dyads whose relationships are incorrectly inferred among 12720 dyads in a sample of 160 individuals. Number of siblings per family
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P(PO|PO) P(PO|PO)
♦ FL  LS ▲ PL
