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Abstract
When tracking a human body, action recognition tasks can be 
performed to determine what kind of  movement the person is 
performing.  Although  a  lot of  implementations have emerged, 
state-of-the-art technology such as depth cameras and intelligent 
systems  can  be  used  to b uild  a  robust  system.  This  paper 
describes the process of building a system of this type, from the 
construction  of  the  dataset  to o btain  the  tracked  motion 
information in the front-end, to the pattern classification back-
end. The tracking process is performed using the Microsoft(R)
Kinect  hardware,  which  allows  a  reliable  way t o  store  the 
trajectories of subjects. Then, signal processing techniques are 
applied on these trajectories to build action patterns, which feed 
a Fuzzy-based  Neural  Network  adapted  to  this purpose.  Two 
different  tests  were  conducted  using  the  proposed  system. 
Recognition among 5 whole body actions executed by 9 humans 
achieves  91.1%  of  success  rate,  while  recognition  among  10 
actions is done with an accuracy of 81.1%.
Keywords: Body-tracking,  action  recognition,  Kinect  depth 
sensor, 3D skeleton, joint trajectories.
1. Introduction
Body tracking and action recognition are study fields that 
are nowadays being researched in depth, due to their high 
interest in many applications. Many methods have been 
proposed whose complexity c an significantly d epend  on 
the way the scene is acquired. Apart from the techniques 
that  use  markers  attached  to t he human body,  tracking 
operations are carried out mainly in two ways, from 2D 
information or 3D information [1, 2].
On the one hand, 2D body  tracking is presented as the 
classic solution; a region of interest is detected within a 
2D image and processed. Because of the use of silhouettes, 
this method suffers from occlusions [1, 2]. On the other 
hand,  advanced  body  tracking  and  pose  estimation  is 
currently being carried out by means of 3D cameras, such 
as  binocular  and  Time-of-Flight  (ToF)  cameras. Within 
the ToF field, different techniques are utilized; the most 
commonly used are the extraction of features from depth 
images  and  the  processing  of  a stick figure  model  (or 
skeleton) using depth information (Figure 1).
According  to  [3]  the  use  of  3D  information  results 
advantageous over t he  pure  image-based  methods.  The 
collected  data  is  more  robust  to  variability i ssues 
including vantage point, scale, and illumination changes. 
Additionally,  extracting  local  spatial  features  from 
skeleton  sequences  provides  remarkable advantages: the 
way  an  action  is  recognized  by  humans  can  be 
conveniently represented  this  way, since  the  effect  of 
personal features is reduced, isolating the action from the 
user who performed it.
Fig. 1 Fifteen-joints skeleton model
As stated by [4], one of the main issues existing in action 
recognition  is  related  to t he e xtremely l arge 
dimensionality o f  the  data involved  in  the  process (e.g. 
noises in 2D videos, number of joints of 3D skeletons…). 
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computational  complexity a nd  makes  more  difficult the 
extraction  of  key f eatures  of  the  action.  Current 
methodologies  use  four  stages  to s olve  this:  feature 
extraction,  feature  refinement  to i mprove  their 
discriminative capability (such as dimension reduction or 
feature selection), pattern construction and classification. 
Then,  by  studying  the  temporal  dynamics  of  the  body 
performing  the  movement,  we  can  decode  significant 
information  to d iscriminate  actions.  To  that  extent,  a 
system able to track parts of the human body for the whole 
duration of the action is needed.
However,  many  action  recognition  approaches  do  not 
utilize  3D  information  obtained  from  consumer  depth 
cameras to support their system. The existence of state-of-
the-art technology offering positions of the human body in 
all  three  dimensions  calls  for t he  emergence  of 
methodologies that use it to track this information for a 
variety of purposes such as action recognition. In addition 
to this, an algorithm that is accurate and computationally 
efficient is needed.
This  paper is focused on  the  work  field  of  action 
recognition using a 3D skeleton model. This skeleton is 
computed by tracking the joints of the human performing 
the  movement.  The  emergence  of  novel  consume-depth
cameras, such as Kinect, enables convenient and reliable 
extraction  of  human  skeletons  from  action  videos.  The 
motivation  for  this  paper  is  to d esign  an  accurate  and 
robust  action  recognition  system  using  a  scheme  that 
takes  into a ccount  the  trajectory  in 3D  of  the d ifferent 
parts of the body. As a result, our system is more reliable 
than those systems in which only thresholds are taken into 
account when determining if a body part has performed a 
movement.  The  movement  is  classified  into a  s et  of 
actions  by  means  of  a  neural  network  adapted  for this 
purpose. To that extent, we track the moving body using 
the  Kinect  hardware  and  OpenNI/NITE  software  to 
extract  3D  information  of  the  position  of  the d ifferent 
human joints along time. 
2. 3D skeleton-based approaches
2.1 Action recognition system
The  usage  of  depth  cameras  has  allowed  many n ew 
developments  in  the  field  of  action  recognition.  In [5], 
depth  images  are p rocessed  with  a  GPU  filtering 
algorithm, introducing a step further in Real Time motion 
capture. A pose estimation system based on the extraction 
of depth cues from images captured with a ToF camera is 
designed in [6]. They manage simultaneous full-body pose 
tracking  and  activity  recognition.  Another  tracking 
method is used in [7], where local shape descriptors allow 
classifying body parts within a depth image with a human 
shape.  The  results  of  this  point  detector  show  that  an 
articulated model can improve its efficiency. In [8], it is 
presented  the  construction  of  a  kinematic  model  of  a 
human for pose estimation. Key-points are detected from 
ToF depth images and mapped into body joints. The use 
of  constraints  and  joint  retargeting  makes  it  robust  to 
occlusions. In [9], human poses are tracked using depth 
image  sequences  with a body  model as a reference. To 
achieve greater accuracy, this method hypothesizes each 
result using a local optimization method based on dense 
correspondences and detecting key anatomical landmarks, 
in  parallel.  Other  approaches  to  skeleton  tracking  use 
multi-view  images  obtained from  various  cameras  [10, 
11].
In [12] challenge of recognizing actions is accounting for 
the  variability t hat  appears  when  arbitrary c ameras 
capture humans performing actions, taking into account 
that  the  human  body  has  244  degrees  of  freedom. 
According to the authors, variability associated with the 
execution of an action can be closely approximated by a 
linear combination of action bases in joint spatio-temporal 
space.  Then,  a  test  employing principal  angles between 
subspaces  is  presented  to  find  the  membership  of  an 
instance of an action.
Apart  from  ToF  cameras,  nowadays  there e xist  several 
low-cost  commodity  devices  that can capture the  user’s 
motion, such as the Nintendo Wiimote, Sony Move, or the 
Microsoft  Kinect  camera.  This  last  device  allows 
perceiving  the full-body  pose for multiple users without 
having any marker attached to the body. The mechanism 
used  in  this  camera  device  is  based  on d epth-sensing 
information  obtained  by  analyzing  infrared  structured 
light,  to p rocess  a  3D  image  of  the  environment.  It  is 
capable  of  capturing  depth  images  with  a  reasonable 
precision  and  resolution  (640x480  px  30fps)  at  a 
commercial cost.
Around  this  hardware,  a  community  of  developers  has 
emerged and there is a wide variety of tools available to 
work  with  Kinect.  A  commonly u sed  framework  for 
creating  Kinect  applications  is  OpenNI  [13].  OpenNI 
software  has  been  developed  to b e  compatible  with 
commodity d epth  sensors  and,  in  combination  with 
PrimeSense’s NITE middleware, is able to automate tasks 
for user identifying, feature detection, and basic gesture 
recognition.  These  applications  vary  from  gaming  and 
rehabilitation  interfaces,  such  as  FAAST  [14]  to 
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date  Kinect  tools  are  provided  in  the M icrosoft  Kinect 
SDK  [15],  released  more r ecently. A  previous  study t o 
determine the advantages of Kinect SDK and OpenNI was 
carried out in [16]. It was finally concluded that, despite it 
lacked some  minor  joints,  OpenNI  offers  an  open 
multiplatform solution with almost the same functionality 
for Kinect-based applications.
In  [3],  a  methodology f or  working  with  the  Microsoft 
Kinect depth sensor is provided. They explain an efficient 
way to make use of the information about the human body 
(i. e. relationship between skeleton joints). To build their 
system, they assume that the distance function based on 
the  kinetic  energy o f  the  motion  signals shows enough 
discriminative  power.  Nevertheless,  it  is  a  nontrivial 
problem to define geometric (semantic) relationships that 
are discriminative and robust for human motions.
Taking  Kinect  skeleton  data  as  inputs,  [4]  propose  an 
approach  to e xtract  the  discriminative  patterns  for 
efficient  human  action  recognition.  3D  Skeletons  are 
converted  into  histograms,  and  those  are  used  to 
summarize the 3D videos into a sequence of key-frames, 
which are labeled as different patterns. Then, each action 
sequence is approached as a document of action ”words”, 
and  the  text  classification  concept  is  used  to r ank  the 
different  heterogeneous  human  actions,  e.g.  "walking", 
"running",  "boxing".  However,  this  technique  does  not 
take into account most of the spatial structure of the data.
2.2 Datasets
In order to develop a recognition system, it is necessary to 
have  a  set  of  movements  to  learn  and classify.  In this 
section,  some  of  the  existing  datasets  that  use  depth 
information  are  briefly d escribed  and  a  self-made 
movement database constructed using a consumer depth 
camera is explained. As described in [17], datasets can be 
classified  according  to d ifferent  criteria  such a s  the 
complexity o f  the  actions,  type  of  problem  or  source. 
Heterogeneous  gestures  are  those  who  represent  natural 
realistic actions (e.g. jumping, walking, waving…).
According to [2], one of the datasets used to evaluate both 
2D and 3D pose estimation and tracking algorithms is the 
HumanEva database [18]. Their intention is to become a 
standard  dataset for human  pose evaluation. Videos are 
captured using a single setup for synchronized video and 
ground-truth 3D motion, using high-speed cameras and a 
marker-based  motion  acquisition  system.  HumanEva-I 
dataset consists of four subjects performing six predefined 
actions with a certain number of repetitions each. These 
actions  are:  walking,  jogging  (slow  running),  gesture 
(“hello”  and  “goodbye”), throw/catch  (different  styles), 
boxing,  combo  (sequence  of  walking,  jogging  and 
balancing).
Some datasets, recorded using ToF cameras include depth 
information.  The  ARTTS  3D-TOF  database  [19]  offers 
datasets of faces for detection, heads for orientation, and 
gestures for recognition. The gestures dataset is composed 
by nine different simple actions, such as push and resize, 
performed by  different users. Other example is the SZU 
Depth  Pedestrian  Dataset  [20],  which  contains  depth 
videos  of  people  standing  and  walking  for  pedestrian 
detection. In [6], a database to evaluate a pose estimation 
system was proposed, since a synchronized dataset of ToF 
captured  images  was  not  available  online.  This  dataset 
contains ten activities conducted by ten subjects; besides, 
each of the movements was  recorded 6 times: clapping, 
golfing,  hurrah  (arms  up),  jumping  jack,  knee,  bends, 
picking something up, punching, scratching head, playing 
the violin and waving.
Ganapathi  et  al.  built  a database  composed  of  28  real-
world sequences with annotated ground truth [5]. These 
streams of depth images vary from short sequences with 
single-limb motions to long sequences such as fast kicks, 
swings,  self-occlusions  and  full-body  rotations.  Actions 
can have different length, occlusions, speed, active body 
parts  and  rotation  about  the  vertical  axis.  Depth 
information is captured with a ToF camera, and ground-
truth  is  collected  using  3D  markers.  The  scope  of  this 
extensive dataset is to evaluate performance on tracking 
systems.
Apart from using ToF cameras, another way to obtain 3D 
information is by  capturing  the video  via a commercial 
Kinect sensor, which offers a better resolution. An RGBD 
dataset  captured  with  Kinect  is  provided  by  [21], 
containing  specific  daily  life actions such  as answering 
the phone or drinking water. However, to the best of our 
knowledge a Kinect dataset which contains heterogeneous 
motions such as running, jumping, etc., cannot be found. 
Moreover, several other approaches using 3D skeletons, 
such  as some of  the aforementioned, are also evaluated 
with this kind of movements.
With  this  in  mind  and taking  as  a  reference  a  set  of 
simple  actions, we  built  our o wn c orpus  to t est  the
proposed action recognition system and compare it with 
other  related  approaches.  In o rder  to perform  complete 
action recognition, the desired dataset should contain full-
body  natural  motions,  not  based  on  interfaces  or f or 
specific recognition tasks (dance moves…), performed by 
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actions represented by nine different users. As it is shown 
in Figure 2, the actions are: bending down, jumping jack, 
jumping, jumping in place, running, galloping sideways, 
hop-skip,  walking,  waving  one  hand  and  waving  both 
hands. This database will be further extended to include 
more users and action types. The scene is composed of a 
cluttered  background  inside  an  office,  although  this 
scenario does not need to be maintained.
Fig. 2 Example of different movements and users
3. System description
After  presenting  state-of-the-art  3D-based  recognition 
systems and datasets, this section describes our approach 
derived from this study. Figure 3 depicts the organization 
of the proposed system.
In our approach for action recognition, an OpenNI/NITE 
wrapper  is  utilized  to a ccess  the  kinematic  skeleton. 
OpenNI is an API that can be used to interact with the 
information provided by the Kinect technology. One of its 
main features includes body tracking of one or more users 
in front of  the camera, which involves detecting a body 
model and offering the coordinates of some of its joints. 
OpenNI,  in  conjunction  with  NITE  [22],  supports  the 
detection and tracking of a kinematic skeleton. As shown 
in Figure 1, in the case of Kinect this skeleton consists of 
fifteen  joints:  head,  neck,  left  shoulder,  left  elbow,  left 
hand, right shoulder, right elbow, right hand, torso, left 
hip, left knee, left foot, right hip, right knee and right foot.
As suggested in [3, 23], instead of using edges or regions 
within the images for recognition, a coordinate system of 
some parts of the human body is utilized. The coordinates 
represent the position of the points that match the main 
joints  of  the  human  model.  With  these  points,  a  stick 
figure  is  drawn  on  the o riginal  image,  overlaid  in  the 
silhouette of the person.
Fig. 3 An action video is acquired live using a Kinect camera or via the action 
dataset, and the human body is tracked from the beginning of the movement to 
the end. The obtained 3D skeleton is processed to build motion patterns which 
are introduced to the action classifier in order to determine which action is 
being performed.
3.1 Skeleton pre-processing
Once  body  information  is  obtained,  it  is  necessary t o 
break it down into motion data in order to represent an 
action. Aggarwal et al. [24] describe a series of steps to 
model  an  action  recognition  system.  To  represent  the 
trajectory of a joint, the coordinate system takes the center 
of the image as the origin and then positive and negative 
values are assigned to x and y coordinates. Coordinate z is 
represented with a positive value, taking the position of 
the camera as the origin. The value of these measures is 
offered in millimeters.
Once  the  movement  starts,  the  system  stores  the  body 
coordinates.  In  each f rame,  the s ystem  takes  from  the 
coordinate  matrix  extracted  from  OpenNI  the  x-y-z 
coordinates of each joint. This coordinate information is 
centered with respect to the p osition of the torso in the 
first  frame  of  the movement.  This step allows reducing 
variability  with  respect  to  the  initial  position  and 
redundancy of the coordinate values. 
3.2 Pattern Generation
Once  an  action  is  tracked,  the  segmented  sequence  is 
represented  into  a  motion  matrix  containing  the  x-y-z 
normalized  coordinates  of  the  whole  movement  along 
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
. These motions signals 
are rectified with respect to the position of the user’s torso 
in the first frame, since we consider that the action can be 
executed anywhere in the scene. Then, this tracking block 
is  processed  into a n  action  pattern  with the p urpose  to 
feed an intelligent system.
After studying several motion representation schemes [25], 
it was inferred that using the coordinate points directly in 
a  time  sequence  results  in  enormous  vectors  when 
modeling a motion pattern. In order to transform the raw 
trajectory information into a manageable representation, 
different compression techniques were analyzed [26]. The 
way  we  reduce dimensionality of  joint trajectories is by 
applying  the  Fourier  transform.  As  stated  in  [27],  this 
technique is used in many fields, and allows representing 
time-varying  signals  of  different  duration.  Also,  by 
keeping  only  the  lowest  components,  the d ata  can  be 
represented  without  losing  highly r elevant  information, 
smoothing  the  original  signal.  This  also  eliminates 
possible  existing  noise.  It is also  indicated in  [27] that 
selecting  the  first  five  components  of  the  Fourier 
transform, the main information is always preserved.
Unlike in the aforementioned paper, our system not only 
follows  the  trajectory o f  a single  point,  but  of  a whole 
skeleton  composed  by  fifteen  joints.  When building the 
motion  pattern,  the  FFT  trajectories  of  each  point, 
) ~ , ~ , ~ ( )) ( ( ~
j j j j j Z Y X t p FFT P  

, are assembled together 
to compose a single vector. In order to reduce even more 
the dimension of the final motion pattern, only the main 
joints  are  introduced  into t he  final  system.  It  was 
determined that the joints to select were head and limbs, 
discarding  neck,  shoulders,  hips  and  torso.  This  is 
because the range of  movements of  these joints is quite 
limited,  and  also  we  are  subtracting  the  initial  torso 
position to represent a relative motion.
Small  values  for  the  FFT  may a dd  non-relevant 
information  whereas  greater  values  may  eliminate 
important information within  those  first  components. A 
sub-vector of nine elements is constructed using the real 
and  imaginary p arts of  the  first five components of the 
FFT.  The  motion  pattern  is  then  represented  by 
assembling the Fourier sub-vectors of each coordinate of 
each point, that is 9 FFT elements (0…5) x 3 coordinates 
(x,y,z) x 9 joints (k) = 243, as depicted in Eq. (1).
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3.3 Action recognition
The core  of the system is in charge of carrying out the 
action recognition tasks. Henceforth, we will use the term 
class  to  represent  each  kind  of  movement.  Therefore, 
input patterns of the same class represent the same actions 
performed by  various users or v arious repetitions of the 
same user.
The  proposed  system  uses  a neural  network  capable  of 
learning  and recognizing action patterns P. This neural 
network  is  based  on t he  ART  (Adaptive  Resonance 
Theory) proposed by Grossberg et al. [28], thus includes 
interesting  characteristics  like  fuzzy  computation  and 
incremental learning.  Due to the nature of  Fuzzy logic, 
action  patterns  P need  to b e  normalized  altogether, 
adjusting their values to the range of [0, 1], before they 
can be  introduced to the neural network for learning or 
testing. Moreover, patterns are complement-coded to enter 
the  neural  network.  As  a  consequence,  the  action 
recognition  network  works  with  very  large  information 
patterns of 486 elements.
The neural network is comprised of an input layer L1, an 
output  layer  L2  and  a  labeling stage.  L1  and  L2  are 
connected  through  a  filter  of  adaptive  weights  wj. 
Similarly, L2 is linked to the labelling stage through Ljl
weights.  Before  neural  network  training  takes  place, 
weights wj are initialized to 1 and Ljl to zero.
The  action  patterns  P activate  L1  using  complement 
coding I = (P, 1-P). Each input I activates every node j in 
L2  with  an  intensity  Tj,  through  adaptive  weights  wj
(j=0,…, N). Activation is computed using Eq. (2), where 
|.|  is  the  L1  norm  of  the  vector,  ^  is  the  fuzzy  AND 
operator ((p ^ q)i = min(pi, qi)).
  j
j
j
w
w I
T



05 . 0
(2)
In contrast to the ARTMAP neural network [28], a fast 
winner tracking node mechanism is included, so that only 
those  committed  nodes  in  L2  that  are  linked  to 
supervision  label  l would  participate in the competition 
process. This way,  a  mismatch between  the supervision 
label and the label of the label of winning node is avoided. 
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the system and speeds-up the training process.
In layer L2 takes place a winner-take-all competition, and 
a winner node J so that TJ=max(Tj) is selected. Then, the 
resemblance  between  the  action  pattern,  II, and  the 
adaptive  winner  node,  wJ is  measured  using  a  match 
function in Eq. (3)
threshold
I
w I
I
J I 

(3)
In  case  this  criterion  is  not  satisfied,  a  new  node  is 
promoted in L2 and linked through the adaptive weights 
Ljl,  to t he s upervision  label  l.  In  case  the  criterion  is 
satisfied, the network enters in resonance and the input 
vector, II, is learnt according to Eq. (4).
)] ( [
2
1
J I J J w I w w    (4)
During  classification,  weights  do  not  change  and  the 
winning  node  in  layer  L2  will  determine  the  predicted 
label, corresponding to weight Ljl =1.
4. Evaluation
Two  tests were carried  out  against the prototype of  the 
action recognition system. For each, different movements 
from  the  dataset  were  used; the first one,  called Basic, 
involved  the  simplest  movements  (bending  down, 
jumping,  jumping  in  place,  walking  and  waving  one 
hand).  The  evaluation  was  carried  out  with  the  cross-
correlation  leave-one-out  technique.  This  involves  nine 
experiments, each one consisting in learning the actions 
of eight users and performing the test with the remaining 
subject.
Figure 4 shows the accuracy rates of the set of tests with 
the Basic dataset, resulting quite satisfactory. Movements 
corresponding  to  jumping  and  walking  are  slightly 
confused. The recognition system achieves a classification 
success  of  91.1%.  Table  1  shows  the  corresponding 
confusion  matrix,  which  shows  the  specific  mistakes 
made by the system.
Once the results of this test were obtained, the inclusion 
of new movements in the dataset was determined in order 
to carry out further experiments. The second set of tests 
was  carried  out  including  videos  for  jumping  jack, 
running,  galloping  sideways, hop-skip  and  waving  both 
hands. 
One  of  the  advantages  of  our  system  is  that it  can  be 
trained to learn new actions and the neural network does 
not  forget  previous  trained  examples.  For t his  test  for 
example,  it  was  only n ecessary t o  teach  the  system  to 
include the new movements that appear in the larger set. 
Figure 5 depicts the accuracy rates for this case.
Fig. 4 Accuracy rates of the Basics test
Table 1: Confusion matrix of the Basic test
Basic Bend Pjump Jump Walk Wave1
Bend 9
Pjump 7 2
Jump 9
Walk 2 7
Wave1 9
Fig. 5 Accuracy rates of the Complete test
Table  2  presents  the  confusion  matrix  for t he  more 
complex test. Although movements such as jumping jack 
and waving both  hands  are successfully introduced into 
the system, jumping forward and galloping sideways are 
misclassified  into  the  running  category.  Skipping  and 
walking  actions  show  also  low  accuracy  in  their 
recognition results. The average success rate in this case 
is  81.1%.  These  results  allow  drawing  some  important 
conclusions about the proposed system.
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Complete Bend Jack Pjump Jump Run Side Skip Walk Wave1 Wave2
Bend 9
Jack 9
Pjump 4 3 2
Jump 9
Run 8 1
Side 1 4 4
Skip 2 1 6
Walk 1 1 1 6
Wave1 9
Wave2 9
4.1 Discussion
The  system  is  robust  recognizing  actions  that  do  not 
involve very fast  transitions  and  those  that  involve 
different  body  parts.  However,  the  recognition  rate is 
decreased when i ncluding  more  actions  that  do  not 
follow these premises.
By understanding how the whole system works, it can be 
determined the reason of these results. When two joints 
follow  similar trajectories in the 3D coordinate system, 
the components in the action pattern are closer and the 
action can  be  misclassified. This  is  the  reason  of  the 
errors that occur among movements such as walk, run, 
skip  and  jump,  when t he  tracked  points  share  similar 
paths.  It  is  also  necessary t o  take  into  account  that 
truncating  the  trajectory  signal  into  the  Fourier 
dimension eliminates part of the information, smoothing 
the differences between similar signals.
When  compared  to  other  approaches  that  use  joint 
trajectories, the results are analogous. In [4] the accuracy 
ratio is similar, and their confusion matrices also show 
misclassification in jumping-waling actions. Authors in 
[12]  also  state  the  difficulty  of  distinguishing  walking 
and  running  tracked  actions  using  their  approach, 
lowering the hit rate.
An advantage of  our  system  against other tracking and 
recognition approaches is that the original motion signals 
are  recoverable,  since  the  preprocessing  of  the  motion 
patterns  can  always  be  inverted.  This  system  does  not 
need the actions to follow any specific rhythm either.
5. Conclusions
This  study  presented  a  body  tracking  and  action 
recognition  system  for h eterogeneous  actions  using 
consumer depth cameras, i.e. Kinect. To test the system, 
also an action dataset was created from scratch. Since our 
system is not only designed to recognize gestures but to 
track general actions, the actions that are contained in the 
dataset  represent  whole  body  movements.  The  results 
obtained  show  that  the p roposed  system  is  capable  of 
performing  action  recognition  for h eterogeneous 
movements with a high success rate. When the base set of 
five actions is used, a mean accuracy of 91.1% is achieved. 
By  adding  another  group  of  similar  but  more  complex 
actions, the mean hit rate is 81.1%. 
Our system is able to track a human body by means of a 
commodity depth camera, and software that provides a set 
of  trajectories.  Taking  these  trajectories  as  features  to 
represent  an  action  has  been  proved  to b e  robust  and 
reduce the variability that different actors and repetitions 
may i ntroduce  into t he m otion  signals.  Then,  the 
intelligent network used to classify the actions is capable 
of incremental learning, so new  actions can be included 
into the system once deployed. It is also remarkable that 
the processing applied to the motion signals is reversible, 
so the original movement can be recovered.
A possible future work would include the extension of the 
dataset,  with  more  varied  actions  and  poses  with 
trajectories in the third dimension. We will consider the 
possibility of opening the dataset for collaboration, so that 
new videos could be submitted using an online webpage. 
Also,  since  the  system  has  been d esigned  as  a  highly 
parallelizable algorithm, GPU parallel coding techniques 
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such as pattern processing and neural network recognition.
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