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H2-optimal Blending of Inputs and Outputs
for Modal Control
Manuel Pusch, Daniel Ossmann
Abstract—For many dynamical systems it is required to ac-
tively control individual modes, especially when these are lightly
damped or even unstable. In order to achieve a maximum control
performance, these systems are often augmented with a large
number of control inputs and measurement outputs. To overcome
the challenge of choosing adequate input and output signals for
modal control, we propose an H2-optimal isolation of modes
via blending of inputs and outputs. Enforcing an explicit mode
decoupling, the approach enables controlling individual modes
with simple single-input single-output controllers. A numerically
efficient algorithm is derived for the joint computation of the
interdependent input and output blending vectors. The effective-
ness of the proposed approach is demonstrated by increasing the
modal damping of an aeroelastic system.
Index Terms—mode decoupling, modal control, blending
I. INTRODUCTION
DYNAMIC systems which require active control oftenfeature various control inputs and measurement outputs.
This leaves the control engineer with the freedom to choose
optimal input and output combinations to meet the desired
closed loop specifications. The given freedom can be tackled
with multiple-input multiple-output (MIMO) controllers which
aim to minimize a predefined cost function. This, however,
unavoidably results in numerous design knobs to be defined,
which quickly becomes hardly tractable for the designer. By
adjusting these design knobs, for example by weights to the
penalize control effort in H2- or H∞-optimal control, the
designer implicitly selects an allocation of inputs and outputs
in different control channels. This obscuring of the controller
design gives rise to the idea to explicitly allocate inputs and
outputs before the actual controller design takes place. In this
article, a method is proposed which allows the isolation of
individual modes to be controlled via blending of input and
output signals. Each isolated mode can then be controlled
by a single-input single-output (SISO) controller. Thus, the
selection and tuning of design knobs from classical MIMO
controller design is replaced by the determination of appropri-
ate input and output blending vectors for mode isolation and
the design of respective SISO controllers. This splits modal
controller design in two separate but more intuitive and easier
tunable parts.
Commonly, H2- or H∞-optimal control design methods
yield controllers with an order equal to the order of the under-
lying synthesis model. In case only few out of a large number
of modes need to be controlled, this leads to controllers of
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an unnecessary high order. To overcome this problem, model
order reduction is typically carried out on the controller itself
or the underlying synthesis model. For a numerically stable
controller synthesis, the latter may even be indispensable.
Considering the proposed control approach, the model order
reduction step can be avoided and the order of the resulting
controller is determined by the individual SISO controllers,
which are typically of low order.
There is a rich literature on approaches for modal decou-
pling and modal control via blending of inputs and outputs.
Basically, these approaches exploit the input and output mode
shapes of the system to decouple the desired modes. To
achieve a full mode decoupling using static blending vec-
tors, sufficient inputs and outputs are required, see [1] for
necessary conditions and [2], [3] for respective applications.
In [4], SISO notch filters for suppressing individual modes
are designed based on the system’s mode shapes. In [5],
dynamic mode decoupling is worked out by using a linear
matrix inequality formulation. Another dynamic decoupling
approach is presented in [6], which aims for a minimum-
order modal controller design. Other dynamic approaches
for modal decoupling rely on state observers, as Kalman or
Luenberger observers, to enable so-called modal space control.
However, it has been acknowledged that the possibility of
spillover effects is rather high, see [7], [8] for detailed dis-
cussions. Apart from the direct blending for individual mode
isolation, SISO controller designs may also be enabled by
diagonalizing the whole underlying MIMO system such that
each input controls one output. Respective algorithms are well
summarized and documented in [9]. As the input and output
blending vectors are generally interdependent of each other,
an iterative procedure is proposed in [10], which has been
successfully applied to flexible aircraft in [10], [11]. In the
presented algorithm, denoted as ”modal isolation and damping
for adaptive aeroservoelastic suppression” (MIDAAS), the
input and output blending vectors are computed by different
methods and directly provide a static gain feedback controller.
Considering flexible aircraft, another approach is presented in
[12] where control inputs are blended such that dominating
modes can be controlled with a simplified control law.
Compared to the mentioned literature, the method proposed
herein allows for a joint design of static input and output
blending vectors. Further, it directly maximizes the control-
lability and observability of the mode to be controlled in
terms of the H2 norm. This allows for reducing the feedback
gains of the SISO controller and thereby minimizes actuator
action. The general idea of the proposed blending approach
for modal control is described in Section II. A numerically
efficient algorithm for computing the H2-optimal blending
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vectors is derived in Section IV based on the mathematical
background given in Section III. Eventually, a numerical
example is presented in Section V, where the proposed modal
control approach is successfully applied to a simplified flexible
aircraft model.
II. MODAL CONTROL
In this section, the concept of blending inputs and outputs
for modal control is introduced. The proposed approach aims
to control individual modes by means of simple SISO con-
trollers independent of the number of inputs or outputs of the
underlying dynamic system.
A. Modal Description of Linear Time-invariant Systems
A linear time-invariant (LTI) system with nu inputs, ny
outputs and nx states which is physically realizable can be
described by the transfer function matrix
G(s) = C (sI −A)−1B +D, (1)
where A ∈ Rnx×nx , B ∈ Rnx×nu , C ∈ Rny×nx , D ∈
Rny×nu and s denotes the Laplace variable. Assuming that A
is diagonalizable, a modal decomposition of G(s) is possible
such that
G(s) =
ni∑
i=1
Mi(s) +D,
where the individual modes i = 1, ..., ni are given as
Mi(s) =

Ri
s− pi if =(pi) = 0
Ri
s− pi +
Ri
s− pi
otherwise.
(2)
According to Equation (2), a mode i is either described by
a single real pole pi with an imaginary part =(pi) = 0 or
a conjugate complex pole pair pi and pi . Hence, the number
of modes ni does not necessarily equal the number of states
nx, i.e. ni ≤ nx. Each pole pi is associated with a residue
Ri = cib
T
i ∈ Cny×nu , where bi ∈ Cnu and ci ∈ Cny are the
pole input and output vectors, respectively. For a real pole,
the corresponding pole vectors and residue are real, and for a
conjugate complex pole pair the pole vectors and residues are
conjugate complex.
In general, a mode i is considered to be asymptotically
stable if <(pi) < 0 and unstable if <(pi) > 0. In case
<(pi) = 0, the mode is considered to be undamped, which
also includes a pole in the origin. Furthermore, the natural
frequency of a mode is given as ωn,i = |pi| and for ωn,i 6= 0,
the corresponding relative damping is ζi = −<(pi)/ωn,i. Note
that for a conjugate complex pole pair, the corresponding real
parts <(pi) = <(pi) and magnitudes |pi| = |pi | are equal. For
more information on modal decomposition and the properties
of individual modes see, for instance, [13].
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Fig. 1. Closed-loop interconnection of plant G(s) with controller K(s).
B. Modal Control using Blended Inputs and Outputs
The task of controlling a single mode Mj (s) ∈ {Mi(s)} of
a high order dynamic system can quickly become challenging
when the number of control inputs or measurement outputs
is increased. In order to reduce the complexity of the control
problem, it is proposed to weight and sum up the measurement
signals such that the resulting virtual measurement output vy,j
represents the response of the mode to be controlled. Similarly,
it is proposed to generate a virtual control input vu,j which is
distributed to available control inputs such that the target mode
can be individually controlled. In other words, the mode to
be controlled is isolated by blending inputs and outputs. The
corresponding input and output blending vectors ku,j ∈ Rnu
and ky,j ∈ Rny depend on the shape of the targeted mode
and can be seen as directional filters. This implies a high
robustness against frequency variations as the blending vectors
are independent of the mode’s natural frequency. Blending
the inputs and outputs as proposed, a simple SISO controller
cj(s) can be designed to control the isolated mode. Hence, the
MIMO control design problem becomes a SISO one with the
challenge to find adequate blending vectors.
In Figure 1, the resulting feedback interconnection is de-
picted, where the modes j = 1, .., nj are subject to be
controlled. Summarizing the input and output blending vectors
in Ku =
[
ku,1 · · · ku,nj
]
and Ky =
[
ky,1 · · · ky,nj
]
, the
overall controller is
K(s) = KuC(s)K
T
y ,
where the SISO controllers are collected on the diagonal of
C(s) = diag
(
c1 (s), · · · , cnj (s)
)
.
III. MATHEMATICAL BACKGROUND
The blending vector design problem considered in this paper
can be formulated as a constrained nonlinear optimization
problem. In order to allow for a numerically efficient solution
of this optimization problem, it is reformulated by means of
the mathematical formulas given in this section.
A. H2 Norm
In this paper, the H2 norm is used as an objective function
for designing the blending vectors to individually control the
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modes Mj (s). Blending the inputs and outputs of Mj (s), a
SISO system of first or second order is derived, for which the
H2 norm can be computed in a very efficient way as given
here.
Definition 1 ([13]). The H2 norm of an asymptotically stable
and strictly proper LTI system G(s) can be defined as
‖G(s)‖H2 =
√
1
2pi
∫ ∞
−∞
Tr [G(jω)HG(jω)]dω, (3)
where j denotes the imaginary unit defined by its property
j2 = −1.
In general, the H2 norm of a given LTI system is computed
by solving a Lyapunov equation, see [14] for more details.
For first or second order SISO systems, however, an alter-
native way for computing the H2 norm is derived, which is
fundamental for the proposed blending vector design.
Lemma 1 (H2 norm of first or second order SISO system).
Let the transfer function g(s) : C→ C be given and describe
a strictly proper and asymptotically stable LTI system with a
maximum order of two. Furthermore, let ωn and ζ denote the
natural frequency and relative damping of g(s). Then,
‖g(s)‖H2 = |g(jωn)|
√
ωnζ. (4)
Proof. The proof is shown for an LTI system with a single
conjugate complex pole pair. For a system with real-valued
poles, the proof may be derived the same way and is not
described here.
To begin with, a state space representation for
g(s) =
r
s− p +
r
s− p = C (sI −A)
−1
B +D
is chosen as
A =
[−p 0
0 −p
]
, B =
[
1
1
]
, C =
[
r r
]
, D = 0,
where r and r denote the conjugate complex (scalar) residues
associated to the conjugate complex pole pair p and p. By
analytically solving the Lyapunov equation
AWc +WcA
H +BBH = 0,
the controllability Gramian matrix can then be computed as
Wc = −
[
1
p+p
1
2p
1
2p
1
p+p
]
.
According to [14], the squared H2 norm can then be computed
as
‖g(s)‖2H2 = CWcCH
= −4pprr + (r
2p + r2p)(p+ p)
2pp(p+ p)
.
(5)
Similarly, an analytic computation of the squared right hand
side of Equation (4) results in
|g(jωn)|2 ωnζ = −1
2
(p+ p)
∣∣∣g (j√pp)∣∣∣2
= −4pprr + (r
2p + r2p)(p+ p)
2pp(p+ p)
,
which obviously equals the result of Equation (5).
Remark 1. The natural frequency ωn and relative damping ζ
for a system with a single real pole or a conjugate complex
pole pair are defined in Section III-C. For a system with two
real-valued poles p1 < 0 and p2 < 0, ωn =
√
p1p2 and
ζ = p1+p22ωn .
B. Euclidean Norm of a Complex Number
Computing the H2 norm according to Lemma 1 requires to
compute the absolute value of a complex number, also known
as its Euclidean norm. In this paper, a rather uncommon way
of computing the Euclidean norm is used and summarized
here.
Lemma 2 (Euclidean norm of a complex number). Let w ∈ C
be given and the corresponding real and imaginary part be
denoted as <(w) and =(w), respectively. Then,
|w| = max
φ∈R
(<(w) cosφ+ =(w) sinφ) . (6)
Proof. The extrema of
f(φ) = <(w) cosφ+ =(w) sinφ (7)
can be computed by finding the roots of its derivative
∂f(φ)/∂φ. Selecting only the roots φ∗ = argw which are
associated to maxima and inserting <(w) = |w| cosφ∗ and
=(w) = |w| sinφ∗ in Equation (7), it follows
f(φ∗) = |w| cos2 φ∗ + |w| sin2 φ∗ = |w|.
C. LTI System Decomposition
In this section, a decomposition for LTI systems is described
which allows for a reduction of the computational cost of the
presented blending vector design algorithm.
Lemma 3 (LTI system decomposition). Let the strictly proper
and physically realizable LTI system G(s) of order nx be
given and have nu inputs and ny outputs. Then, there exists
a decomposition
G(s) = QC G˜(s)Q
T
B , (8)
where G˜(s) describes a strictly proper LTI system of order
nx with nu˜ ≤ nx inputs and ny˜ ≤ nx outputs, and both
QC ∈ Rny×ny˜ and QB ∈ Rnu×nu˜ form an orthonormal basis,
respectively.
Proof. According to Equation (1), a strictly proper transfer
function matrix is given by
G(s) = C (sI −A)−1B,
where the feedthrough matrix D = 0. Carrying out a thin QR
decomposition on
BT = QBRB and
C = QCRC
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it can be written
G˜(s) = RC (sI −A)−1RTB ,
where RB ∈ Rnu˜×nu˜ , RC ∈ Rny˜×ny˜ , and both QB ∈
Rnu×nu˜ and QC ∈ Rny×ny˜ form an orthonormal basis,
respectively.
IV. H2-OPTIMAL BLENDING OF INPUTS AND OUTPUTS
In this section, the blending vector design problem is
derived and a numerically efficient solution is provided. The
goal addressed herein is to find blending vectors which yield
a maximum modal controllability and observability in terms
of the H2 norm. This requires a joint design of the input and
output blending vectors as controllability and observability can
not be regarded independent of each other. Furthermore, a
sufficient mode decoupling needs to be considered in order
to enable the proposed SISO controller design. Eventually,
the proposed method is extended to undamped and unstable
modes, for which the H2 norm becomes infinite by definition.
A. Maximization of Modal Controllability and Observability
The combined controllability and observability of an asymp-
totically stable mode M(s) ∈ {Mj(s)} is quantified in terms
of the H2 norm. Hence, the goal is to stay as close as possible
to the original controllability and observability of the targeted
mode when blending inputs and outputs with real-valued unit
vectors ku and ky , respectively. This gives rise to quantify
the loss of controllability and observability via the efficiency
factor
η =
∥∥kTyM(s)ku∥∥H2
‖M(s)‖H2
, (9)
where η ∈ [0 1] for M(s) being fully controllable and
observable. Based on that, a pair of input and output blending
vectors is considered as H2-optimal when the efficiency factor
η is maximized. The resulting optimization problem can hence
be formulated as
maximize
ku∈Rnu ,ky∈Rny
∥∥kTyM(s)ku∥∥H2
subject to ‖ku‖2 = 1
‖ky‖2 = 1.
(10)
In order to efficiently solve the nonlinear optimization problem
(10), Lemma 1 is applied to the objective function of (10)
giving ∥∥kTyM(s)ku∥∥H2 = |kTyM(jωn)ku |√ωnζ, (11)
where the term
√
ζωn is actually independent of the blending
vectors. Hence, the original problem of maximizing the H2
norm in (10) can be turned into a problem of maximizing the
magnitude of the complex scalar kTyM(jωn)ku . Computing
this magnitude according to Lemma 2 and factoring out the
real-valued blending vectors ky and ku , it can be written
|kTyM(jωn)ku | = max
φ
(
kTy F(φ)ku
)
, (12)
where F(φ) : R→ Rny×nu is defined as
F(φ) = <(M(jωn)) cosφ+ =(M(jωn)) sinφ. (13)
Recalling that the actual goal is to find a maximum of
Equation (12) gives
max
ku ,ky
∣∣kTyM(jωn)ku ∣∣ = max
ku ,ky
max
φ
(
kTy F(φ)ku
)
= max
φ
max
ku ,ky
(
kTy F(φ)ku
)
.
(14)
In Equation (14), the term
max
ku ,ky
(
kTy F(φ)ku
)
= ‖F(φ)‖2 = σmax (15)
can be directly computed for a given value of φ by applying
a singular value decomposition (SVD) on
F(φ) = UΣV T
=
[
ky,max •
] [σmax 0
0 •
] [
ku,max •
]T
,
(16)
where the placeholder • denotes a matrix of adequate size.
In Equation (16), both U ∈ Rny×ny and V ∈ Rnu×nu are
orthogonal matrices which are real-valued as F(φ) is also real-
valued. Furthermore, Σ ∈ Rny×nu is a rectangular diagonal
matrix with the singular values of F(φ) in descending order
on its diagonal. Selecting only the largest singular value
σmax ∈ R≥0, the corresponding input and output singular
vectors ku,max ∈ Rnu and ky,max ∈ Rny directly yield the
input and output blending vectors which solve Equation (15)
for a given value of φ.
Finally, inserting Equation (15) into Equation (14), an
equivalent formulation of the optimization problem (10) is
given as
max
ku ,ky
∥∥kTyM(s)ku∥∥H2 ⇔ maxφ ‖F(φ)‖2 , (17)
where the optimization variables ku ∈ Rnu and ky ∈ Rny
are constrained by ‖ku‖2 = 1 and ‖ky‖2 = 1 while φ ∈ R is
unconstrained. Solving maxφ ‖F(φ)‖2 yields an optimal phase
angle φ∗ for which the H2-optimal blending vectors can be
directly determined according to Equation (16). Hence, the
number of optimization variables is reduced from nu + ny to
a single one, or, in other words, the difficulty of finding a
solution of (10) becomes independent of the actual number of
inputs and outputs.
B. Mode Decoupling
So far, H2-optimal blending vectors are derived which
maximize the controllability and observability of the targeted
mode. For mode decoupling, however, it is additionally desired
that feeding back the blended outputs to the blended inputs
prevents an excitation of the residual modes as good as
possible. This can be achieved by enforcing the input and
output blending vectors to be orthogonal on the respective
residual modes, or more specifically on its pole input and
output vectors described in Section II-A. For a complex-valued
pole vector, this means that orthogonality is enforced on both
the real and imaginary part. Collecting the real and imaginary
parts of the respective pole input and output vectors as row
DR
AF
T
IEEE TRANSACTIONS ON CONTROL SYSTEMS TECHNOLOGY 5
vectors in the matrices Pu and Py , the original optimization
problem (10) can be augmented as
maximize
ku∈Rnu ,ky∈Rny
∥∥kTyM(s)ku∥∥H2
subject to ‖ku‖2 = 1
‖ky‖2 = 1
Puku = 0
Pyky = 0,
(18)
where the constraints Puku = 0 and Pyky = 0 enforce the
desired mode decoupling. For the blending vectors ku and ky ,
this means that they are restricted to the null space of Pu and
Py , respectively. If one of the null spaces is empty, meaning
that Pu or Py has full rank, the augmented optimization
problem (18) is infeasible. This also implies that for a finite
number of inputs and outputs, the number of residual modes
which can be made uncontrollable or unobservable is limited.
Note, however, that for mode decoupling it may be sufficient
to make the respective residual modes either uncontrollable or
unobservable but not both.
In order to solve the augmented optimization problem (18),
the original optimization variables ku and ky are substituted
by
ku = Nu kˆu (19)
ky = Ny kˆy , (20)
where Nu and Ny denote an orthonormal basis of the null
space of Pu and Py , respectively. With the vectors kˆu and
kˆy as new optimization variables, the equivalent optimization
problem (17) can be turned into
max
kˆu ,kˆy
∥∥∥kˆTyNTy M(s)Nu kˆu∥∥∥H2 ⇔ maxφ ∥∥NTy F(φ)Nu∥∥2 ,
(21)
since the real-valued matrices Nu and Ny act as unitary linear
transformations preserving the inner product. This means that
iff kˆu and kˆu are real-valued unit vectors, ku and ku are also
real-valued unit vectors. Solving the equivalent optimization
problem (21) for φ, solutions for kˆu and kˆy can be determined
by the SVD in Equation (16) which yield the H2-optimal
blending vectors when multiplied with Nu and Ny , respec-
tively.
It should be noted that the additional mode decoupling
constraints typically decrease the maximum achievable H2
norm. Hence, a trade-off between the decoupling of individual
modes and the attainable controllability and observability of
the mode to be controlled is usually required.
Furthermore, the described procedure for mode decoupling
can also be used to eliminate a non-zero feedthrough matrix
D 6= 0. For this purpose, the right or left singular vectors of
D need to be added to Pu or Py , respectively.
C. Computational Aspects
Considering the original optimization problem (10), its
solution according to Equation (17) requires to carry out an
SVD on F(φ) for each iteration of φ. The computational cost
of a single SVD largely depends on the size of F(φ), which is
given by the number of inputs and outputs of the underlying
system G(s). Hence, if G(s) has a large number of inputs and
outputs, the computational effort to solve (17) may be high and
lack of numerical accuracy. For this reason, it is suggested to
previously decompose M(s) according to Lemma 3. In case
also mode decoupling is enforced, the matrices Nu and Ny
given in Section IV-B are multiplied first and then the proposed
decomposition is carried out resulting in
NTy M(s)Nu = QC M˜ (s)Q
T
B . (22)
In Equation (22), M˜ (s) has nu˜ ≤ 2 inputs and ny˜ ≤ 2
outputs as a minimal realization of M(s) has a maximum order
of two. Knowing that both QB and QC form a real-valued
orthonormal basis,
∥∥NTy M(s)Nu∥∥2 = ∥∥∥M˜ (s)∥∥∥2 holds. This
allows reformulating Equation (21) as
max
kˆu ,kˆy
∥∥∥kˆTyNTy M(s)Nu kˆu∥∥∥H2 ⇔ maxφ
∥∥∥F˜ (φ)∥∥∥
2
, (23)
where F˜ (φ) : R→ Rny˜×nu˜ is defined as
F˜ (φ) = <(M˜ (jωn)) cosφ+ =(M˜ (jωn)) sinφ. (24)
As the matrix returned by F˜ (φ) has a maximum size of
2×2, the term
∥∥∥F˜ (φ)∥∥∥
2
and also its derivative ∂
∥∥∥F˜ (φ)∥∥∥
2
/∂φ
can be computed analytically as given, for instance, in [13].
For optimization, this means that computational effort and
numerical inaccuracy can be greatly reduced, especially when
the given number of inputs and outputs is high.
Note that if the real or imaginary part of M(jωn) is zero,
the H2-optimal blending vectors can be computed without the
need of solving optimization problem (21), which makes the
proposed decomposition unnecessary for this special case.
D. Summary of the Proposed Algorithm
Summing up the findings of Sections IV-A to IV-C, the op-
timization problem with included mode decoupling constraints
(18) can be efficiently solved by first finding an optimal phase
angle
φ∗ = arg max
φ∈R
∥∥∥F˜ (φ)∥∥∥
2
, (25)
where F˜ (φ) is defined in Equation (24). Due to the given
periodicity of F˜ (φ), the search for an optimal phase angle may
be restricted to an interval of size pi, for instance φ ∈ [0, pi[.
After determining the optimal phase angle φ∗, the cor-
responding H2-optimal input and output blending vectors
k∗u = NuQB k˜
∗
u and k
∗
y = NyQC k˜
∗
y can be derived by means
of an SVD of
F˜ (φ∗) = UΣV T =
[
k˜
∗
y •
] [σ∗max 0
0 •
] [
k˜
∗
u •
]T
, (26)
where σ∗max =
∥∥∥F˜ (φ∗)∥∥∥
2
=
∥∥NTy F(φ)Nu∥∥2 is the optimal
value of the objective function in Equation (25). Note that the
optimal phase angle and the resulting optimal blending vectors
are not necessarily unique. This can be shown at the example
of the real and imaginary part of M(jωn) having equal singular
values but orthogonal singular vectors.
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E. Undamped and Unstable Modes
Undamped Modes: According to Section II, a mode M(s)
with a real pole p or a conjugate complex pole pair p and p is
considered undamped if <(p) = 0. While the corresponding
H2 norm becomes infinite in this case, a finite limit for the
efficiency factor η defined in Equation (9) can be computed
as
lim
<(p)→0−
η = lim
<(p)→0−
∥∥kTyM(s)ku∥∥H2
‖M(s)‖H2
=
∥∥kTy Rku∥∥2
‖R‖2
,
where R denotes the residue associated to pole p. Based on
that, the matrix function F(φ) defined in Equation (13) can be
replaced by
Flim(φ) = <(Rp) cosφ+ =(Rp) sinφ.
Equally, the matrix function F˜ (φ) defined in Equation (24)
can be replaced by
F˜ lim(φ) = <(R˜p) cosφ+ =(R˜p) sinφ,
where R˜p denotes the residue of M˜ (s) from Equation (22).
The H2-optimal blending vectors can then be derived by
first computing φ∗ = arg maxφ
∥∥∥F˜ lim(φ)∥∥∥
2
and subsequently
computing the singular vectors of F˜ lim(φ∗), see Section IV-D
for more details.
Unstable Modes: Similarly to an undamped mode, the H2
norm of an unstable mode with <(p) > 0 is also infinite.
Taking Definition 1, which describes the H2 norm of an
asymptotically stable system, it can be seen that the H2
norm becomes a maximum iff the integral over the (squared)
magnitude of the frequency response becomes a maximum.
For an unstable mode, this integral can also be computed by
exploiting the fact that the magnitude is not affected when
mirroring the unstable pole(s) across the imaginary axis. As a
result, an asymptotically stable system is obtained for which
the H2 norm can be computed as given in Section III-A.
Based on that, it is proposed to design the blending vectors
of an unstable mode by first mirroring the underlying poles
across the imaginary axis and then applying the algorithm
described above. Note that in order to preserve the magnitude
of the frequency response when mirroring a pole, the zeros of
each individual transfer channel need to be preserved which
typically affects the corresponding residue(s).
V. NUMERICAL EXAMPLE
To demonstrate the effectiveness of the proposed control
approach, it is applied to a flexible aircraft with lightly damped
modes. For replicability reasons, a low-order approximation of
the high-order aeroelastic model is used in this paper. Thereby,
the numerical values of the model as well as the resulting
controller can be provided herein.
A. System Description
The example given in this paper is based on an aeroelastic
model of a large transport aircraft with distributed flaps and
measurements taken from [15]. The model used represents
only the three most dominating modes, where the correspond-
ing properties are summarized in Table I. The underlying state
space matrices are provided in the Appendix, with the system
featuring four control inputs and eight measurement outputs.
The four control inputs represent symmetric deflections com-
mands for three pairs of trailing edge flaps on the wing and one
pair of elevators. The measurement outputs are four vertical
acceleration and four rotational rate sensors placed on the
wings of the aircraft.
TABLE I
MODES Mi (s) IN THE FREQUENCY RANGE OF INTEREST.
i natural frequency ωn,i relative damping ζi
1 1.6 rad/s 0.42
2 10.9 rad/s 0.12
3 18.4 rad/s 0.03
B. Blending of Inputs and Outputs
In order to reduce structural loads of the aircraft, the control
objective herein is to increase the damping of mode 2 and 3.
To that end, the inputs and outputs of the underlying system
are blended aiming to isolate both modes. For comparison
reasons, the blending vector design is carried out with and
without explicit mode decoupling constraints.
In a first step, blending vectors are designed to maximize
controllability and observability of the two modes without
considering any mode decoupling constraints. The resulting
optimization problem is described in Equation (10) and solved
according to Equation (17). In Figure 2, the resulting efficiency
factor η(φ) = ‖F(φ)‖2/‖M(jωn)‖2 as a function of the
optimization variable φ is plotted for mode 2 ( ) and mode
3 ( ). It can be seen that the respective maxima can easily
be found using some gradient-based optimization algorithm.
Blending the inputs and outputs with the obtained blending
vectors results in a system with two virtual control inputs and
two virtual control outputs. In Figure 3, the magnitudes of the
corresponding transfer functions are plotted, where it has to
be acknowledged that the individual modes are still coupled.
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constraints.
Hence, in a second step, blending vectors are designed
taking into account also mode decoupling constraints. In order
to leave mode 1 unaffected, it needs to be either uncontrollable
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by the blended inputs or unobservable by the blended outputs.
For the latter, the maximum achievable efficiency factor η
is considerably larger because the number of measurement
outputs is much larger than the number of control inputs.
Thus, mode 1 is only made unobservable by enforcing the
output blending vectors ky,2 and ky,3 to be orthogonal on its
pole output vector c1. In other words, an explicit decoupling
from mode 1 is achieved with the constraints cT1 ky,2 = 0 and
cT1 ky,3 = 0. Additionally, an independent control of mode 2
and mode 3 is desired. This can be achieved by enforcing
the input and output blending vectors of one mode to be
orthogonal on the pole input and output vectors of the other
mode. The corresponding constraints for input blending are
bT3 ku,2 = 0 and b
T
2 ku,3 = 0, where b2 and b3 are the pole
input vectors of mode 2 and mode 3, respectively. Similarily,
the output blending vectors are constrained by cT3 ky,2 = 0 and
cT2 ky,3 = 0 with c2 and c3 denoting the respective pole output
vectors. Solving the augmented optimization problem (18) by
means of Equation (21), the H2-optimal blending vectors are
computed according to Equation (26) as
Ku =

−0.07 −0.56
−0.48 −0.03
−0.85 0.67
0.19 0.48
 and Ky =

0.44 0.38
0.07 −0.61
−0.43 −0.18
−0.55 0.42
0.49 0.4
0.2 −0.3
−0.17 −0.14
0.08 0.01

.
The successful decoupling of modes can be seen in Figure 3,
where the modes to be controlled are clearly emphasized in the
respective channels while no other modes are visible. It needs
to be mentioned, however, that the enforced mode decoupling
leads to a degradation of the maximum achievable efficiency
factor η as it is recognizable in Figure 2. This can also be seen
in Figure 3, where the resonance peaks of the target modes
are reduced when considering mode decoupling. Taken as a
whole, this trade-off is acceptable as sufficient controllability
and observability of the target modes is still given.
C. SISO Controller Design
In the ideal case the input and output blending fully decou-
ples a conjugate complex mode M(s) from its parent system
G(s), it holds
kTy G(s)ku = k
T
yM(s)ku =
αs+ β
s2 + 2ζωns+ ω2n
. (27)
In Equation (27), ωn and ζ denote the natural frequency and
relative damping of the decoupled mode. Furthermore, the
coefficients α ∈ R and β ∈ R result from blending inputs
and outputs with the vectors ku and ky , respectively. In order
to increase the damping of the decoupled mode (27), a SISO
feedback controller needs to be designed. In general, the
relative damping of a mode can be increased by a so-called
direct velocity feedback, see [16]. For the decoupled mode
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(27), this can be achieved by filtering the blended output signal
with
h(s) =

1 if β = 0
s if α = 0
β
αω2n
s+ 1 otherwise.
In case β = 0, modal velocity is already measured by the
blended output and hence, a proportional feedback directly
allows increasing relative damping. In case α = 0, the
blended output represents modal deflection, which needs to
be differentiated in order to obtain a velocity signal. In any
other case, the proposed high-pass filter adds a zero such that
a static feedback of the resulting signal directly affects the
relative damping of the underlying mode.
If the target mode can not be fully decoupled, which is
generally the case, additional filtering may be required. For
instance, an excitation of unmodeled system dynamics is
avoided by limiting the frequency range of the controller. In
the given example, a controller roll-off is enforced by means
of the low-pass filter
w(s) =
1
Ts+ 1
,
where T ∈ R+ denotes the corresponding time constant. As a
result, the SISO controller
c(s) = λh(s)w(s)
is obtained, where the static feedback gain λ ∈ R is subject to
tuning. This additional degree of freedom allows to adjust con-
trol performance such that common constraints like actuator
limitations or robustness criteria are met.
In the example given here, T = 0.01 s and λ = −1 are
chosen for both modes to be controlled. The resulting SISO
controllers are hence
c2(s) = −0.07s+ 1
0.01s+ 1
and c3(s) = −0.08s+ 1
0.01s+ 1
,
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which are nothing but two phase-lead compensators. Closing
the control loop in the presented example shifts the poles as
given in Figure 4. It can be seen that the relative damping is
increased by a factor of 2.6 and 4.7 for mode 2 and mode
3, respectively. On the contrary, mode 1 is not affected as an
invariant zero is placed at its pole location when considering an
explicit mode decoupling. Furthermore, the increased modal
damping is also visible in Figure 3, where the resonance
peaks are clearly reduced. This proves the applicability of the
proposed modal control approach.
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VI. CONCLUSION
In this paper, a novel modal control approach is presented
for systems with a large number of control inputs and measure-
ment outputs. The approach splits the challenge of designing
a suitable MIMO controller into the blending of inputs and
outputs and a subsequent SISO controller design. The goal
for designing the corresponding blending vectors is to isolate
the modes of interest and maximize their observability and
controllability in terms of theH2 norm. A numerically efficient
algorithm is derived which allows a joint computation of the
interdependent input and output blending vectors by solving
an unconstrained optimization problem in a single variable.
The successful application of the proposed control approach
to an aeroelastic system proves its effectiveness, where two
modes are actively damped with first-order SISO controllers.
APPENDIX
STATE SPACE MATRICES OF THE NUMERICAL EXAMPLE
The state space matrices of the LTI system used in Section V
are given in a real Jordan normal form as
A =

−0.67 −1.45 0 0 0 0
1.45 −0.67 0 0 0 0
0 0 −1.33 −10.82 0 0
0 0 10.82 −1.33 0 0
0 0 0 0 −0.6 −18.37
0 0 0 0 18.37 −0.6

B =

0.01 −0.01 −0.01 −0.18
−0.21 −0.2 −0.09 −2.63
0.91 1.56 1.67 −1.13
−1.06 −1.32 −1.08 0.17
0.44 0.04 −0.6 −2.46
−0.26 0.11 0.64 3.08

C =

0.04 0.73 0.03 0 −0.02 0
0 0.63 −0.43 0.07 −1.06 −0.09
−0.09 0.44 −1.36 0.06 −0.56 −0.12
−0.13 0.34 −1.79 −0.05 0.1 0.03
−0.21 0.03 0.03 0.01 −0.05 −0.13
−0.23 −0.04 −0.3 −0.03 −0.72 −0.21
−0.28 −0.19 −1.01 −0.5 −0.32 −0.15
−0.29 −0.29 −1.32 −1.09 0.07 0.64

D =

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

.
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