In this article, the new Ishikawa iteration method is presented to find the approximate solution of an ordinary differential equation with an initial condition. Additionally, some numerical examples with initial conditions are given to show the properties of the iteration method. Furthermore, the results of absolute errors are compared with Euler, Runge-Kutta and Picard iteration methods. Finally, the present method, namely the new modified Ishikawa iteration method, is seen to be very effective and efficient in solving different type of the problem. MSC: 65K15; 65L07; 65L06; 65L70
Introduction

 -L d x, F(x)
(see [] ).
Proof We first show uniqueness. Suppose there exist x, y ∈ X with T(x) = x and T(y) = y. Then
d(x, y) = d T(x), T(y) ≤ Ld(x, y), therefore d(x, y) = .
To show existence select, x ∈ X. We first show that {T n (x)} is a Cauchy sequence. Notice for n ∈ {, , . . .} that
Thus, for m > n where n ∈ {, , . . .},
That is, for m > n, n ∈ {, , . . .},
x, T(x) . (.)
This shows that {T n (x)} is a Cauchy sequence and since X is complete, there exists u ∈ X with lim n→∞ T n (x) = u. Moreover, the continuity of T yields 
F(t, y n (t)) dt.
In order to illustrate the performance of the new modified Ishikawa iteration method in solving linear and nonlinear differential equations and justify the accuracy and efficiency of the method presented in this paper, we consider the following examples. In all examples, we used four types of iteration methods and the comparison is shown in figures and tables respectively. 
Application of methods
|x -y| is found. Thus T has a unique fixed point, which is the unique solution of the integral equation
Firstly, we approach the approximate solution using by the Picard iteration method. Thus
are obtained. If we take the series expansion of the function (x + ) / for the seven terms, Now we calculate the approximate solution by the Euler method. At first we use the formula y n+ = y n + hF(x n , y n ) with F(x, y) = | y |, h = . and x  = , y  = . From the initial condition y() = , we have F(, ) = . We now proceed with the calculations as follows:
Finally, applying the Runge-Kutta method to the given initial value problem, we carry out the intermediate calculations in each step to give figures after the decimal point and round off the final results at each step to four such places. Here F(x, y) = |y|x  = , y  =  and we are to use h = .. Using these quantities, we calculated successively k  , k  , k  , k  and K  defined by
and Hence y  = . is calculated for x  = .. Finally we get k  , k  , k  , k  for n =  as follows:
Thus, y  = . is obtained for x  = ..
After the necessary calculation which is done above, the comparison is shown schematically in Figure  . On the other hand, we may give At first, we approach the approximate solution by the Picard iteration method as follows:
, http://www.fixedpointtheoryandapplications.com/content/2013/1/52 
Now applying the new modified Ishikawa iteration method to the equation for λ = ., γ = ., then Table 5 
y  = .x  are calculated. In the same way, for λ = ., γ = ., 
Finally, applying the Runge-Kutta method to the given initial value problem, we carry out the intermediate calculations in each step to give figures after decimal point and round off the final results each at step to four such places. F(x, y) = y + x  , x  = , y  =  and we are to use h = .. Using these quantities, we calculated successively k  , k  , k  , k  and K  defined by
and
Thus we find k  , k  , k  , k  for n =  as follows:
So, y  = . is obtained for x  = .. On the other hand, we calculated k  , k  , k  , k  for n =  as follows:
Hence y  = . is calculated for x  = .. Finally, we get k  , k  , k  , k  for n =  as follows:
Thus y  = . is obtained for x  = ..
After the necessary calculation which is done above, the comparison is shown schematically in Figure  .
On the other hand, we may give Table , Table , Table  and Table  by the new modified Ishikawa iteration method for different values of λ and γ . Now we may give Table  Finally, applying the Runge-Kutta method to the given initial value problem, we carry out the intermediate calculations in each step to give figures after the decimal point and round off the final results at each step to four such places. Here F(x, y) = x(y + ), x  = , y  =  and we are to use h = .. Using these quantities, we calculated successively k  , k  , k  , k  and K  defined by
Corollary . Absolute error of the modified Ishikawa iteration method is computed taking different values of
and 
Hence y  = . is calculated for x  = .. Finally we get k  , k  , k  , k  for n =  as follows: 
Thus y  = . is obtained for x  = ..
After the necessary calculation which is done above, the comparison is shown schematically in Figure  .
On the other hand, we may give Table , Table , Table  and Table  by the new modified Ishikawa iteration method for different values of λ and γ . Now we may give Table  The best approximation is obtained taking the different values of λ and γ and using the modified Ishikawa iteration method for x = ., x = . and x = . getting (λ = ., γ = http://www.fixedpointtheoryandapplications.com/content/2013/1/52 Table 13 The solutions 
Conclusion
A new technique, using the new modified Ishikawa iteration method, to numerically solve the different types of differential equations is presented. All the numerical results obtained using the new modified Ishikawa iteration method described earlier show a very good agreement with the exact solution. Comparing the new modified Ishikawa iteration method with several other methods that have been advanced for solving linear and nonlinear differential equations shows that the new technique is reliable, powerful and http://www.fixedpointtheoryandapplications.com/content/2013/1/52 Table 14 The solutions promising. We believe that the efficiency of the new modified Ishikawa iteration method gives it much wider applicability which should be explored further.
