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4 1 INTRODUCTION
1 Introduction
In recent years, great efforts have been made in solid state physics to extend the
understanding of spin-dependent phenomena [1]. Consequently, spintronics [2],
which is based on the electron’s spin degree of freedom, became a fast growing
research area and draw much interest, since it promises a change in information
technology [3]. Key tasks in spintronics are the detection, manipulation and
generation of spin polarized electrons in low dimensional semiconductors [4–6].
A versatile instrument to obtain these goals provides spin-orbit coupling, which
lifts the spin degeneracy of the energy bands in quantum wells (QWs) based
on III-V semiconductors [7]. The zero field spin splitting permits for example
the control of the spin polarization via a gate voltage [8, 9], can be utilized
for all-electric spin injection and determines the spin relaxation rate. The
removal of the spin degeneracy is a consequence of the spin-orbit interaction
and described by Rashba and Dresselhaus terms in the effective Hamiltonian
HSO = HR +HD, with:
HR = α(kyσx − kxσy),
HD = β(kxσx − kyσy) + γ(−σxkxk2y + σykyk2x),
where σx and σy are the Pauli spin matrices [1]. While the Rashba spin split-
ting [10] is linear in the electron wave vector k, the Dresselhaus spin-orbit
interaction (SOI) [11] consists of terms linear and cubic in k. However, the cu-
bic contributions are usually neglected, especially in materials with weak SOI
as GaAs QWs. The microscopic origin of Rashba and Dresselhaus spin-orbit
terms, is the structure and bulk inversion asymmetry (SIA and BIA), respec-
tively [4–6]. The strength of the linear BIA-induced spin splitting, β = γ 〈k2z〉
(where γ is a material parameter), stems from crystal fields and depends on
the QW width, temperature, and electron density. In contrast, SIA is caused
by the confining potential. A common technique to control the strength of the
SIA-induced splitting, α, consists in using a gate electric field. Recently, it
was shown that the built-in electric field in doped (110)-oriented GaAs QWs,
due to a suitable choice of the δ-doping layer position, allows to grow struc-
tures with controllable SIA [12]. The aim of this work is, to investigate the
5anisotropy of the band spin splitting, which is caused by the interference of
BIA and SIA. Furthermore, basic rules for the design of QW structures with
a defined SIA/BIA-ratio should be obtained. These goals can be achieved ap-
plying a newly developed method, based on the analysis of the anisotropy of
the magnetogyrotropic photogalvanic effect (MPGE). Additionally, photocur-
rents resulting from the circular photogalvanic effect (CPGE) as well as the
spin-galvanic effect (SGE) are employed for this purpose. A further aim is to
study the microscopic origin of the here used MPGE.
In the first part of this work, the MPGE is used to investigate SIA and BIA in
(001)-grown GaAs/AlGaAs QWs regarding their dependence on the position
of the δ-doping layer [7]. Hereby, the role of the segregation and its influ-
ence on SIA shall be clarified. Furthermore, the experiments are aimed to
estimate the growth parameters for QW structures with predetermined SIA.
Herewith, QWs with almost equal Rashba and Dresselhaus spin splittings get
achievable. In this case, if the k-cubic terms can be neglected, a special sit-
uation occurs: α = ±β [13]. Now, the spin relaxation is suppressed [14, 15].
Due to the co-linear alignment of the effective magnetic field, resulting from
Rashba and Dresselhaus spin splitting, any spin precesses around one fixed
axis, which results in spatially periodic modes [15] referred to as persistent
spin helix (PSH) [16]. The PSH is robust against all forms of spin-independent
scattering. This leads to an advantageous situation: On the one hand, the spin
relaxation is suppressed, while, on the other hand, the spin degree of freedom
can still be controlled by a gate voltage. Hereby, diverse theoretical proposals
for future spintronic applications arise [15,17,18], which use the tuneability of
α via a gate voltage, to reach α = β.
In the second part, the usually neglected k-cubic Dresselhaus terms and their
influence on the formation of a PSH are considered. Hence, BIA and SIA are
investigated in InGaAs/InAlAs QWs, which are characterized by a strong SOI
and the substantial contribution of k-cubic terms [13]. The questions, if a PSH
survives under these conditions and how robust it is in this general case, will be
considered by two independent, optical and transport, experiments as well as
numerical analyses. At this, the CPGE as well as the SGE allow to estimate
the α/β-ratio, due to the phenomenological equivalence of the second rank
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pseudo tensors describing spin splitting and photogalvanic effects. Further-
more, the investigation of quantum corrections to the magneto-conductance
reveals information on the role of the cubic terms.
As yet, Rashba and Dresselhaus terms were analyzed, using the phenomeno-
logical equivalence of the corresponding second rank pseudo tensors. At the
same time, the microscopic origin of the photocurrent is an important issue.
Therefor, two mechanisms - spin-related and spin-independent - are addressed
in the literature. Actually, an interplay of spin and orbital mechanisms is
expected for the magnetogyrotropic photogalvanic effect. The spin-related
mechanisms of the MPGE have already been widely discussed in the past (see
Section 2.2), however, also orbital mechanisms were proposed [19,20].
In the last part of this work, two roots of the MPGE, the linear and the circular
MPGE, are investigated in GaAs/AlGaAs QWs of different width, concerning
the interplay of spin and orbital mechanisms [21]. The realized experiments
are dedicated to a clear distinction between both mechanisms underlying the
MPGE formation. Herewith, the existence of orbital mechanisms in the linear
as well as the circular MPGE shall be evidenced. To discriminate between
both mechanisms, their qualitatively different behavior upon a variation of the
g∗ factor, which depends on the well width in GaAs/AlGaAs QWs, is utilized.
This thesis is organized as follows. Chapter 2 starts with the theoretical back-
ground, which is important to study Rashba and Dresselhaus spin-splittings,
utilizing different photocurrents. First, the impact of the SOI on the band
structure of 2D and 3D semiconductor systems, based on zinc-blende structure,
is introduced and the resulting spin-splitting covered. Subsequently, THz radi-
ation induced electric currents occurring in gyrotropic media, will be discussed
with their phenomenological descriptions and microscopic models. Addition-
ally, the most important spin-relaxation mechanisms are introduced. Finally,
the weak anti-localization, which is a further effect of BIA and SIA, and its con-
nection with the weak localization are presented. In Chap. 3, the experimental
methods including the functionality of the THz laser, optic components influ-
encing the polarization state of light as well as the whole experimental setup
are implemented. Furthermore, details and properties of the studied samples
are presented. Based on these fundamentals, the next chapters are aimed to
7the experimental results, obtained in this work. In Chap. 4, BIA and SIA are
investigated in GaAs/AlGaAs QWs upon a variation of the δ-doping position.
Afterwards, in materials with a strong SOI, the influence of k-cubic terms on
the Rashba/Dresselhaus spin-splitting is analyzed. Therefore, in Chap. 5 ex-
periments concerning BIA and SIA in InGaAs/InAlAs QWs of different widths
are addressed. Finally, another interesting question on the microscopic origin
of the magneto-gyrotropic photogalvanic effect (MPGE) is treated. Chap. 6
discusses the interplay of spin and orbital mechanisms in two roots of the
MPGE, namely the linear and the circular MPGE. Both mechanisms, under-
lying the current formation, are experimentally and theoretically investigated.
Last but not least, all findings, obtained in this work, will be summarized in
the conclusions.
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2 Physical background
This chapter introduces the theoretical background, whereon the present work
is based. It starts with the spin-orbit interaction (SOI), which is crucial for
this work, since all phenomena discussed here are associated with it. This
effect can be derived from the relativistic Dirac equation [22]. It describes the
coupling of the electron’s spin and orbital momentum degrees of freedom via
the magnetic field Bso that arises in the rest frame of an electron due to its
motion in an electric field. In gyrotropic quantum wells (QWs) based e.g. on
III-V semiconductors this coupling causes a spin-dependent force for moving
electrons. As a result terms, linear in the electron wave vector k and in the
spin Pauli matrix σ, emerge in the Hamiltonian and the spin degeneracy of the
energy bands is removed. First, the resulting band structure and following the
k-linear as well as k-cubic terms will be discussed in particular. The k-linear
terms in the Hamiltonian describe the spin splitting and can be divided into
Dresselhaus and Rashba terms, which are mainly investigated in this work and
thus, analyzed. Their microscopic origins are the bulk and structure inversion
asymmetry (BIA and SIA), respectively. As next important issue, spin photo-
currents are discussed, which in this work are mainly used as a tool to inves-
tigate BIA and SIA. Hereby, three effects occurring in gyrotropic media were
applied: First, the magneto-gyrotropic photogalvanic effect (MPGE), which
yields a spin polarized current due to the conversion of spin currents into an
electric current via an external magnetic field. Second, the spin-galvanic effect
(SGE), where the asymmetric relaxation of an in-plane nonequilibrium spin po-
larization results in an electric current. And third, the circular photogalvanic
effect (CPGE), here a photocurrent originates on account of the asymmet-
ric excitation of charge carriers in k-space via circularly polarized light. In
the following, these effects are explained with their phenomenological equa-
tions and microscopic models. Furthermore, this chapter covers the main spin
relaxation mechanisms for (001)-grown zinc-blende structure based QWs. It
discusses the D’yakonov-Perel’ mechanism, which describes the spin relaxation
as precessesion around effective magnetic fields. Additionally, the Elliott-Yafet
mechanism, where the electron loses its spin orientation during a collision with
an impurity, is considered. The Bir-Aronov-Pikus mechanism is just briefly
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mentioned, since it explains the spin-flip relaxation due to scattering on holes,
which is unimportant in n-type samples. Finally, weak antilocalization (WAL)
and weak localization (WL) will be discussed in a few words. Hereby, the focus
lies on their employment, in magneto-transport experiments, for the investiga-
tion of the Rashba/Dresselhaus ratio.
2.1 Spin-orbit interaction
2.1.1 Band structure in 3-dimensional semiconductors
Figure 1 illustrates the influence of the SOI on the dispersion relation of bulk
semiconductors. It shows the s-type (l = 0) conduction band (CB) states,
which are separated by a direct band gap Eg from the p-type (l = 1) valence
band (VB) states. Here l is the atomic orbital angular momentum and ml its
projection on an arbitrary axis. Each state can be occupied by two electrons
(spin-up and spin-down). The SOI leads to a removal of the 3-fold VB degen-
eracy (ml = 0,±1), now L and S are no longer conserved separately but only
Eg
hh
lh
so
Figure 1: Band structure of a bulk semiconductor close to the Γ-point
(k = 0) including SOI.
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the total angular momentum J = L + S. Hence, the VB state with l = 1
is split into two states with j = 3/2 and j = 1/2, while the CB state with
l = 0 is not affected. The 2-fold degenerated (Jz = ±3/2) heavy hole band
(hh, j = 3/2) and the 2-fold degenerated (Jz = ±1/2) light hole band (lh,
j = 3/2) are degenerated at the Γ-point, and both are separated in energy by
the so called SO gap ∆SO from the 2-fold degenerated (Jz = ±1/2) split-off
band (so, j = 1/2). The weaker curvature of the hh band indicates the larger
effective mass of the heavy holes compared to the light holes. ∆SO increases
with the atomic mass, in e.g. GaAs it is about 0.3 eV (Eg ≈ 1.46 eV).
The spin degeneracy, visible in Figure 1, can be described as:
E↑(k) = E↓(k). (1)
In Equation (1) spatial and time inversion symmetry are both fulfilled. The
spatial inversion symmetry can be expressed via the energy of spin states:
E↑(k) = E↑(−k), E↓(k) = E↓(−k), (2)
and the time inversion symmetry yields the Kramers doublets:
E↑(k) = E↓(−k). (3)
Commonly, the spin degeneracy can be removed by the application of an exter-
nal magnetic field. Hereby, the time inversion symmetry is broken and, thus,
the Kramers doublets exist no longer. Consequently, due to the Zeeman effect,
the spin subbands are separated in energy. The strength of the Zeeman split-
ting is characterized by the effective Lande´ factor g∗ that can strongly differ
from the free-electron g factor g0 = 2. This effective g factor is influenced by
the SOI, as well. L. Roth et al. [23] first showed via k · p method that the ef-
fective Lande´ factor g∗ of an electron is connected with ∆SO and Eg. Following
Ref. [24], this relation can be denoted as:
g∗
g0
= 1− ∆SO
3Eg + 2∆SO
(m0
m∗
− 1
)
, (4)
where m∗ is the effective mass and m0 the mass of a free electron.
Usually, in bulk materials the spin degeneracy is removed by a magnetic field.
To complete the picture, however, this degeneracy can also be removed in a
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different way. Zinc-blende structure based bulk semiconductors have no crystal
inversion center. Therefore, the spatial inversion symmetry is broken, which
leads to the removal of spin degeneracy. Now, k-cubic Dresselhaus terms are
allowed in the Hamiltonian. While these terms are usually neglected, they
lead to an additional, very small spin-splitting. In this case, the spin-up and
spin-down parabolas are slightly shifted against each other along the k axis.
Thereby, as important fact, the Kramers doublets remain.
2.1.2 Band structure in 2-dimensional semiconductors
In low dimensional structures, as for example quantum wells, a 2-dimensional
electron gas (2DEG) results, if the well width LQW is smaller than the Fermi
wave length λF of an electron in the corresponding material. As main effect, the
confinement of the electrons along the growth direction z, leads to quantization.
Hence, size-quantized subbands evolve in the conduction and valence band.
Further, in 2-dimensional structures, the SOI removes the degeneracy of hh
and lh band at the Γ-point [25]. At the same time, the spin degeneracy is
not affected and remains. This is illustrated in Figure 2(a) for an inversion-
symmetric structure.
Furthermore, the reduction of dimensionality causes a reduction of symmetry.
Thus, a system with space inversion asymmetry, called gyrotropic medium,
can arise. Gyrotropic media are materials with sufficient low symmetry, where
the coupling of an axial Am and a polar vector Pl via a second rank pseudo
tensor Mlm is allowed: Pl = MlmAm. In such a structure certain components
of axial (e.g. spin or magnetic field) and polar vectors (e.g. current or mo-
mentum) transform in the same way under all symmetry operations [26–28].
Typical for gyrotropic media is a spatial dispersion that depends linearly on
the light or electron wave vector k and yields optical activity (gyrotropy) or
Rashba/Dresselhaus band spin-splitting in semiconductor structures, respec-
tively [26, 28–31]. Required but not enough for gyrotropy is that the material
is non centro-symmetric. There exist 21 inversion-asymmetric crystal classes,
three of them are non-gyrotropic (Td, C3h and D3h). Seven of the 18 gyrotropic
crystal classes are non-enantiomorphic (Cs, C2v, C3v, S4, D2d, C4v and C6v),
12 2 PHYSICAL BACKGROUND
 lh1  (+1/2)
0 kx
hh1
(+3/2)
e1
(+1/2)
ε
e1
(-1/2)
hh1
(-3/2)
lh1  (-1/2)
(a) (b)
e2
e1
(+1/2)_
e3
(+3/2)_
hh1
(+1/2)_
lh1
0 kx
ε
Figure 2: Band structure of a 2DEG close to the Γ-point (k = 0)
including SOI, for (a) an inversion-symmetric semiconductor and (b)
a non centro-symmetric crystal. Both panels show the size quantized
subbands, the split-off subbands are not drawn for clarity.
the other eleven are enantiomorphic (chiral) classes, which means that they
have no reflection planes or rotation-reflection axes [26, 30, 31].
In gyrotropic media, as a consequence of the SOI, an additional spin-splitting
emerges [25, 32–34]. Figure 2(b) illustrates the dispersion relation for gyro-
tropic media and shows that the spin degeneracy is lifted. This spin-splitting
is described by spin dependent k-linear terms HSO in the Hamiltonian, which
shift spin-up and spin-down subbands by −∆k or +∆k with respect to k = 0.
These terms HSO cause, amongst other things, the in this work essential spin
photocurrents, determine the spin relaxation [3,35,36] and permit the control
of spin orientation by external fields [3, 8, 37–43]. The additional terms HSO
describing the spin splitting are given by:
H =
~k2
2m∗
+HSO =
~k2
2m∗
+
∑
lm
βlmσlkm. (5)
Here, the first term characterizes the parabolic approximation of the conduc-
tion band, β is a material-specific second rank pseudo tensor, σ are the Pauli
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spin matrices and l, m are coordinates. One can also write HSO in the following
form:
HSO =
~
2
σ · Ω(k), (6)
where Ω(k) is the effective Larmor frequency, which can be interpreted as k-
dependent effective magnetic field. For a certain k, it yields a spin splitting of
2~|Ω(k)| between states with its spin parallel or perpendicular to k.
The in Equation (5) arising σlkm can be separated into a symmetric and an
antisymmetric product, yielding:
HSO =
∑
lm
(βslm {σl, km}︸ ︷︷ ︸
Dresselhaus
+ βalm[σl, km]︸ ︷︷ ︸
Rashba
) = HBIASO +H
SIA
SO . (7)
Here βs and βa are the corresponding symmetric and antisymmetric pseudo
tensors. The symmetric term is called Dresselhaus term [11] and the other
Rashba term [37, 44], their microscopic origins are the bulk [36, 45] and struc-
ture inversion asymmetry [37] (BIA and SIA), respectively. The interface inver-
sion asymmetry (IIA) may cause additional k-linear terms [46, 47], which can
be neglected or assigned to BIA as both behave phenomenologically identical.
2.1.3 Origin of the k-linear and k-cubic terms
2.1.3.1 BIA and SIA: Since the Dresselhaus spin splitting is based on BIA
and the optionally additionally appearing Rashba splitting is SIA-induced,
these two types of inversion asymmetry will be considered here more closely.
BIA results from the lack of inversion center that already exists in the bulk crys-
tal of zinc-blende structure based materials. It can be influenced by e.g. the
variation of the QW width, temperature or the charge carrier density. SIA
represents an additional symmetry reduction introduced during the growth
process of 2D structures or by external parameters, as e.g. an electric field or
strain. This additional built-in asymmetry occurs for instance from nonequiv-
alent normal and inverted interfaces, asymmetric doping or a special shape of
the QW (see Fig. 3). SIA may also exist in QWs based on inversion-symmetric
materials like Si and Ge. An external electric field along the growth direction
tilts the band structure and therefore yields SIA. Thus, via the SIA term it
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(a) (b) (c)
E
Figure 3: Different built-in asymmetries yielding SIA: (a) step shaped
QW, (b) onesided, asymmetric doping and (c) tilted conduction band
due to an electric field.
is possible to control the spin polarization by an externally applied electric
field [37], which shows the importance of these spin-orbit coupling terms for
spintronics.
BIA-induced zero magnetic field spin splitting already occurs in 3D materials
without inversion center (Td symmetry), here k-linear terms are forbidden and
solely k-cubic terms appear in the conduction band Hamiltonian, which can
be obtained by an expansion in a power series of k:
HSO,3D = γc
[
σxkx
(
k2y − k2z
)
+ σyky
(
k2z − k2x
)
+ σzkz
(
k2x − k2y
)]
, (8)
where γc is a material-specific constant, x ‖ [100] and y ‖ [010] [6, 48].
2.1.3.2 BIA-induced k-linear terms [49]: Considering 2D structures based
on zinc-blende crystals with symmetric interfaces, having D2d symmetry, both
k-linear and -cubic terms in the Hamiltonian are allowed. The k-linear terms
for the lowest conduction subband e1 in (001)-grown QWs are regarded first.
They can be obtained from the cubic term Eq. (8) describing the removal of
spin degeneracy of the conduction-band states in a bulk semiconductor. To
derive them, the quantum confinement effect has to be taken into account.
Hereby, the transition from 3D to 2D is followed by the replacement of kz and
k2z by their average values 〈kz〉 = 0 and 〈k2z〉 6= 0 (〈k2z〉 ≈ pi2/L2QW), respectively,
yielding:
HBIA,linSO,2D = γc
〈
k2z
〉
(−σxkx + σyky) = β(−σxkx + σyky). (9)
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This term originates from BIA and is called Dresselhaus term, the coefficient
β is commonly used to give its relative strength. Comparing Equation (9) with
the before mentioned Eq. (6) containing the effective Larmor frequency Ωk we
obtain:
Ωlin
k,x = −
2γc
~
〈
k2z
〉
kx = −2γc
~
〈
k2z
〉
k cosϕ, (10)
Ωlin
k,y =
2γc
~
〈
k2z
〉
ky =
2γc
~
〈
k2z
〉
k sinϕ,
Ωlin
k,z = 0,
where k =
√
k2x + k
2
y is composed of the components kx = k cosϕ and ky =
k sinϕ and ϕ is defined as the angle between k and the axis [100]. The corre-
sponding spin splitting due to the k-linear Dresselhaus term is angular inde-
pendent and given by:
∆E lin = ~Ωlin
k
k = 2γc
〈
k2z
〉
k. (11)
Figure 4 shows the corresponding electron dispersion (a) and the contours
of constant energy (b) in the kx-ky plane [33]. Thereby (a) results from the
revolution of two parabolas, being symmetrically displaced with respect to
ε
ky
kx
(a) (b)
y 
x 
BIA
k  || [010]
k  || [100]
[110]
[110]
Figure 4: (a) Schematic conduction band structure of a 2DEG due
to BIA-induced k-linear terms. The energy ε is plotted as a function
of kx and ky. (b) Contours of constant energy with corresponding spin
orientation.
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k = 0, around the energy axis. And (b) illustrates the orientation of the
spins, which are always aligned along the cubic axes and perpendicularly to
the crystallographic axes, forming an antivortex.
2.1.3.3 BIA-induced k-cubic terms and their separation into first- and third-
order harmonics [49]: Now the remaining k-cubic terms are considered, they
are given by:
HBIA,cubSO,2D = γc(σxkxk
2
y − σykyk2x). (12)
Utilizing the trigonometric formulas sin2ϕ = (1− cos2ϕ)/2 and 2cosϕ cos2ϕ =
(cosϕ+ cos3ϕ), the k-cubic x-component of Ωk can be expressed as:
kxk
2
y = k
3 cosϕ sin2ϕ = k3 cosϕ
1− cos2ϕ
2
=
=
k3
2
cosϕ− k
3
4
2cosϕ cos2ϕ =
k3
4
cosϕ− k
3
4
cos3ϕ. (13)
Analogously the k-cubic y-component of Ωk can be derived applying cos
2ϕ =
(1 + cos2ϕ)/2 and 2sinϕ cos2ϕ = (sin3ϕ− sinϕ):
−k2xky = −k3 cos2ϕ sinϕ = −k3 sinϕ
1 + cos2ϕ
2
=
= −k
3
2
sinϕ− k
3
4
2sinϕ cos2ϕ = −k
3
4
sinϕ− k
3
4
sin3ϕ. (14)
Accordingly the complete k-cubic Dresselhaus contribution to Ωk arises as:
Ωcub
k,x = −Ωcub1 cosϕ− Ω3 cos3ϕ, (15)
Ωcub
k,y = Ω
cub
1 sinϕ− Ω3 sin3ϕ,
Ωcub
k,z = 0,
with:
Ωcub1 = −
γc
2~
k3 and Ω3 =
γc
2~
k3. (16)
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The corresponding spin splitting due to the bulk inversion asymmetry induced
k-cubic terms is given by:
∆Ecub = ~Ωcub
k
=
γck
3
2
√
(cosϕ− cos3ϕ)2 + (sinϕ+ sin3ϕ)2 =
=
γck
3
2
√
2− 2(cosϕ cos3ϕ− sinϕ sin3ϕ) =
=
γck
3
2
√
2− 2cos4ϕ = γck3 |sin2ϕ| . (17)
Equation (17) reveals the anisotropy in k-space of the k-cubic contributions
to the Hamiltonian HBIA. This anisotropy is described by the ϕ-dependence
of the k-cubic contributions to the Hamiltonian (see Eqs. (15)). These ϕ-
dependences are given by the linear combinations of the first- and third-order
harmonics, i.e., as combinations of cosϕ, sinϕ and cos3ϕ, sin3ϕ terms. Figure 5
depicts the angular behavior of the anisotropic spin splitting due to the k-cubic
Dresselhaus terms, this plot was obtained experimentally in an earlier work of
B. Jusserand [50].
Figure 5: Angular variation of the spin splitting due to the BIA-
induced electric field only (dashed line) and the total electric field of
BIA and SIA (solid line) after Ref. [50]. The dots give the experimental
values obtained by Raman-scattering experiments.
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In literature, it is commonly used to combine the first-order harmonics of the
k-linear and k-cubic Dresselhaus terms. This leads to a renormalization of the
k-linear Dresselhaus contribution. The resulting spin-dependent part of the
energy dispersion consists of both linear and cubic contributions and has the
form:
Ωk,x = −Ω1 cosϕ− Ω3 cos3ϕ, (18)
Ωk,y = Ω1 sinϕ− Ω3 sin3ϕ,
Ωk,z = 0,
with:
Ω1 =
2γc
~
k
(〈
k2z
〉− 1
4
k2
)
and Ω3 =
γc
2~
k3. (19)
According to these equations, the k-cubic spin splitting may be neglected for
low electron energies (k2 is actually k2F , where kF gives the Fermi-wavevector).
Whereas at higher wavevectors corresponding to high temperatures or large
electron concentrations, the k-cubic term should be considered as well.
The in this work carried out photocurrent measurements are sensitive to the
first-order harmonics (∝ sinϕ and cosϕ) in the Fourier expansion of the non-
equilibrium electron distribution function only, but not to third-order harmon-
ics. Hence, the photocurrent measurements reflect only the renormalized Dres-
selhaus constant given by Ω1 in the Equations (18). Other phenomena, such
as the spin relaxation, spin-flip Raman scattering or the weak anti-localization
are in contrast sensitive to both, first- and third-order harmonics of Ω. This
leads to a corresponding anisotropy in theses effects (compare e.g. Fig. 5 of
Ref. [50]).
2.1.3.4 SIA-induced k-linear terms [49]: The SIA-induced k-linear terms in
the Hamiltonian are called Rashba terms (sometimes Bychkov-Rashba terms),
they appear due to the additional symmetry restrictions in asymmetric 2D
structures. (001)-grown asymmetric QWs belong to the C2v symmetry class,
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here the SIA related Hamiltonian has the following form, where the coefficient
α indicates the relative strength of the Rashba spin splitting:
HSIASO = α(σxky − σykx). (20)
Equation (20) shows that the form of this term is independent of the choice
of the Cartesian coordinates in the QW plane. The distribution of the spin
orientation in the k-space can be visualized by the introduction of an effec-
tive magnetic field. The from HSIASO resulting spin splitting is illustrated in
Figure 6(d), it forms a vortex, where the spins are always oriented perpendic-
ularly to the corresponding wavevector k. This is a consequence of the vector
product in the Rashba spin-orbit interaction.
BIA
y k  || [010]
x k  || [100]
[110]
[110]
ε
ky
kx
(a) (b)
y k  || [010]
x k  || [100]
[110]
[110]
SIA BIA ≠ SIA
y k  || [010]
x k  || [100]
[110]
[110]
(c) (d) (e)
ε
ky
kx
Figure 6: Schematic 2D band structure for k-linear terms in a struc-
ture with C2v symmetry. The energy ε is plotted as a function of kx and
ky in (a) with only one type of inversion asymmetry (BIA or SIA) and
in (b) for both BIA- and SIA-induced k-linear terms. The bottom panel
shows the distribution of spin orientations for the 2D Fermi energy for
different strengths of BIA and SIA terms.
20 2 PHYSICAL BACKGROUND
Figure 6 gives an overview of different band structures resulting just from k-
linear terms. The upper panel shows the band structure with (a) only one
type of inversion asymmetry and with (b) both types at equal strength. In the
illustration positive coefficients α, β ≥ 0 are assumed. If the strengths of BIA
and SIA are the same, then the 2D band structure consists of two revolution
paraboloids with revolution axes symmetrically shifted in opposite directions
with respect to k = 0 (see Fig. 6(b)). Figure 6(e) shows the most common
case, where BIA and SIA exist but have different strengths.
2.2 THz radiation induced photocurrents
In this work spin photocurrents were mainly used as a workhorse to investi-
gate the inversion asymmetry in the different QW structures. Hereby, three
diverse in gyrotropic media occurring effects were applied: First, the magneto-
gyrotropic photogalvanic effect (MPGE), an effect that yields a spin polarized
current due to the conversion of the zero-bias spin separation [51] induced spin
current into an electric current via an external magnetic field. Second, the
spin-galvanic effect (SGE), where the asymmetric relaxation of a nonequilib-
rium spin polarization S, which lies in the QW plane owing to an external
magnetic field, results in an electric current. And third, the circular photo-
galvanic effect (CPGE), here a photocurrent originates without magnetic field
just on account of the asymmetric excitation of charge carriers in k-space via
circular polarized light having the propagation direction eˆ.
To analyze the k-linear spin splitting with the help of these photogalvanic
effects, an approach based on the equivalence of the different second rank
pseudo tensors β, γ, Q and µ was used:
HSO =
∑
lm
βlm σl km k-linear terms in the Hamiltonian (21)
jl =
∑
m
Qlm Sm SGE
jl =
∑
m
µlm Pcirc eˆmE
2 CPGE
Since, the irreducible components of the second rank pseudo tensors, mentioned
in the Eqs. (21), differ by a scalar factor only (and β is inverse to the others), it
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is possible to gain knowledge about the anisotropy in spin-splitting by mapping
the magnitude of the photocurrents [52, 53]. In Chapter 4 it will be shown
that the spin-splitting can also be investigated with the MPGE induced by
unpolarized radiation.
Thereby, these photocurrents are just linked to the first-order harmonics (∝
sin ϕ and cos ϕ). Thus, they are insensitive to the third harmonics in the Dres-
selhaus Hamiltonian (∝ sin 3ϕ and cos 3ϕ) and reflect only the renormalized
constant given by Ω1 in Eq. (19).
In the following, these three photogalvanic effects with their phenomenological
equations and microscopic models will be explained in detail [32].
2.2.1 Magneto-gyrotropic photogalvanic effect
The MPGE [12,26,32,49,51,54,55] arises under the excitation with polarized
and even unpolarized THz radiation. By an appropriate experimental setup,
the resulting current can be separated, to yield information about the strength
of Rashba and Dresselhaus SOI in different materials, which was demonstrated
during this work and already earlier [7, 12, 56, 57]. First the MPGE’s funda-
mental theory will be considered closer.
2.2.1.1 Phenomenological theory of the MPGE: The phenomenological the-
ory determines the complete experimental setup as e.g. the direction of the
current with respect to the magnetic field or the crystallographic axes. It also
describes the photocurrent’s dependence on the radiation’s polarization state.
In the phenomenology, the knowledge of microscopic details is not necessary.
The phenomenological equation describing the MPGE [58] under normal irra-
diation within a linear approximation in the magnetic field strength B is given
by:
jα =
∑
βγδ
φαβγδ Bβ I
(
eγe
∗
δ + eδe
∗
γ
)
2
+
∑
βγ
ξαβγ Bβ eˆγ I Pcirc. (22)
Here the fourth rank pseudo-tensor φ is symmetric in the last two indices,
e = E/ |E| gives the (complex) unit vector of the light polarization, E is the
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radiation’s electric field, eˆ the unit vector pointing in the light propagation
direction, I gives the radiation’s intensity and Pcirc the radiation’s helicity.
The first term on the right side of Eq. (22) describes the photocurrent due to
unpolarized and linearly polarized radiation, i.e. the linear MPGE. The second
term containing the third rank tensor ξ is the helicity dependent contribution
to the photocurrent, it occurs just for elliptically polarized light and in partic-
ular for circularly polarized light. Characteristic for the circular MPGE is its
sign inversion upon switching the radiation’s helicity.
In this work, mainly asymmetrically and few symmetrically doped (001)-grown
QWs belonging to C2v and D2d symmetry, respectively, were investigated. For
both, the phenomenological equations look similarly and differ only in the
relations between the parameters S±1 to S
±
4 , which stem from the non-vanishing
components of the tensors φ and ξ. For C2v symmetry and in the cubic
coordinate system x ‖ [100], y ‖ [010] Eq. (22) reduces to [58]:
jx = S
+
1 BxI + S
−
1 ByI −
(
S+2 Bx + S
−
2 By
) (
exe
∗
y + eye
∗
x
)
I
+
(
S+3 Bx − S−3 By
) (|ex|2 − |ey|2) I + (S+4 Bx − S−4 By) IPcirc, (23)
jy = −S−1 BxI − S+1 ByI +
(
S−2 Bx + S
+
2 By
) (
exe
∗
y + eye
∗
x
)
I
+
(−S−3 Bx + S+3 By) (|ex|2 − |ey|2) I + (−S−4 Bx + S+4 By) IPcirc. (24)
The first terms of the Eqs. (23) and (24) proportional to the coefficients S±1
are polarization independent and even occur under irradiation with unpolar-
ized light. The other terms show the typical polarization dependencies that
can be described by the Stokes parameters. The last fractions proportional
to the coefficients S±4 emerge only under illumination with circularly (or el-
liptically) polarized radiation. Due to these individual characteristics and the
orientation of the magnetic field, the parameters S±1 to S
±
4 can be separated
experimentally.
2.2.1.2 Microscopic model of the MPGE: The MPGE is described by a mi-
croscopic model that is based on a spin-dependent asymmetry in the electron
scattering. This asymmetry leads under Drude absorption to the zero-bias
spin separation [51, 54, 56]. In gyrotropic media, as the here investigated QW
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structures, the spin-orbit interaction leads to an additional term in the scat-
tering matrix element, being linear in both the wave vector k and the Pauli
spin matrices σ:
Vˆel−phon(k
′,k) = Θc
∑
j
εjj +Θcvξ
∑
j
[(k′ + k)× σ]j εj+1 j+2, (25)
ξ =
i~Vcv
3m∗0
∆so
Eg(Eg +∆so)
.
In Eq. (25) the scattering matrix element of the electron-phonon interaction
Vˆel−phon(k
′,k) is given. Here Θc and Θcv are the intraband and interband con-
stants and εjj′ gives the phonon-induced strain tensor, which depends on the
phonon wavevector q = k′ − k. The term ξ takes for zinc-blende based QWs
the in Eq. (25) given form, it contains the free electron effective mass m∗0,
the bandgap Eg, the spin-orbit-splitting of the bulk-semiconductors valence
band ∆so and the interband matrix element Vcv = 〈S|pˆz|Z〉 of the momentum
operator. The microscopic origin of the additional term in the scattering ma-
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Figure 7: Asymmetry in (a) the relaxation process of a homogeneous
heated electron gas and (b) the excitation via Drude absorption. The
tilted shadowed areas indicate schematically the non-equilibrium distri-
bution of states with positive and negative k.
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trix element is BIA and SIA, hence in the scattering both contributions are
reflected.
In contrast to non-gyrotropic media, where the absorption of radiation or the
relaxation of a heated electron gas leads to a symmetric distribution of elec-
trons in the k-space, in gyrotropic media the asymmetric scattering results
in different scattering rates for transitions appearing via positive or negative
phonon wavevectors q [51]. For example in the excitation of carriers due to
Drude-like absorption, the asymmetric scattering on phonons results in spin
currents of equal strength propagating in opposite directions for spin-up and
spin-down subbands (see Fig. 7(b)). These spin currents cancel each other and
do not yield any net electric current.
If an external in-plane magnetic field is applied, the Zeeman effect separates
spin-up and spin-down subbands in energy, which leads to an imbalance in
the two spin currents. As a result the pure spin current is converted into
a measurable spin polarized electric current, which depends on the magnetic
field strength and the g factor. This mechanism is illustrated for the relax-
ation process in Fig. 8. The hereby evoked photocurrent is independent from
the radiation’s polarization state. In the excitation process also asymmetric
scattering occurs (see Fig. 7(a)), which leads, similarly to the relaxation, to
0
Z

kx
E
i
+1/2
i
-1/2
e1
(+1/2)
e1
(-1/2)
By
i
+1/2
ħω
i
-1/2
Figure 8: Asymmetry in the relaxation process of a homogeneous
heated electron gas in the Zeeman splitted subbands. The tilted shad-
owed areas indicate schematically the non-equilibrium distribution of
states with positive and negative k.
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a photocurrent. However, a current, resulting from asymmetric excitation,
possesses a characteristic polarization dependence.
The above explained microscopic model is based on the electron’s spin. The
question, if there is also a possible spin independent contribution in the current
formation will be considered closer in the fist part of the experimental results.
2.2.2 Spin-galvanic effect
The SGE is a current that occurs due to an imbalance in the spin polarization
in low dimensional semiconductor structures [26,32,33,49,59]. Hereby, it is not
important how the nonequilibrium spin polarization was reached. In our case
the SGE emerges under normal incidence of circularly polarized THz radiation,
and can also be used to gain information about the Rashba/Dresselhaus spin
splitting. In the following the underlying phenomenological equations and the
microscopic model will be explained.
2.2.2.1 Phenomenological theory of the SGE: In gyrotropic media, where
k-linear terms in the Hamiltonian are allowed, a uniform nonequilibrium spin
polarization S in the QW plane results due to asymmetric spin-flip scattering
in an electric current j:
jl =
∑
m
Qlm Sm. (26)
Considering (001)-grown QWs belonging to the C2v symmetry class and the
cubic coordinate system x ‖ [100], y ‖ [010] Eq. (26) reduces to:
jSGE = b
(
β −α
α −β
)
S. (27)
The constant b depends on the microscopic details of the SGE. Eq. (27) also
shows that the current can be separated into BIA and SIA induced components.
2.2.2.2 Microscopic model of the SGE: Figure 9 illustrates the microscopic
model of the SGE. It depicts the electron energy spectrum along kx in a gyro-
tropic media. The unbalanced population in both spin subbands (see Fig. 9(a))
26 2 PHYSICAL BACKGROUND
ε
jx
0 kx
fkx
i kx
- kx
+ kxkx
+0kx
-
ε
kx
e1
|+1/2〉y
e1
|-1/2〉y
ε
0kx
- kx
+ kx
(a) (b) (c)
Figure 9: Microscopic model of the SGE. (a) Nonequilibrium spin
polarization in the y direction. (b) Relaxation from an initial state kix to
a final state kfx occurs via asymmetric scattering. Different probability,
given by the thickness of the bent arrows, results in an electric current.
(c) Equilibrium occupation after the relaxation.
is a consequence of the spin orientation in the y direction. The photocurrent
arises from k-dependent spin-flip relaxation processes (see Fig. 9(b)): Spins
from the higher filled, e.g. spin-up subband |+1/2〉y are scattered along kx to
the less filled spin-down subband |−1/2〉y. At this, four different transitions
exist, whose scattering probability, given by the strength of the bent arrows,
depends on ∆kx = k
f
x − kix [60]. The two scattering processes indicated with
blue arrows have the same probability, thus they preserve the symmetric car-
rier distribution in the subbands and do not contribute to a current flow. In
contrast, the transitions indicated with red arrows are inequivalent and gen-
erate an asymmetric carrier distribution around the subband minima in both
subbands. This asymmetric population yields a current flow jx along the x di-
rection, which decays with the spin relaxation time τs. In the case of a higher
filled spin-down subband, an inversion of the current flow direction would re-
sult. Additionally, it should be mentioned that the Elliott-Yafet mechanism
determines the SGE current (spin-flip scattering), even if other spin relaxation
mechanisms dominate. However, the SGE current decays with the spin re-
laxation time τs, which is determined by the D’yakonov-Perel’ mechanism in
GaAs QWs [61].
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2.2.2.3 Spin orientation in the SGE: In our experiments, we used a method
based on optical orientation in the presence of a magnetic field, to reach the
required spin polarization in the QW plane. This method generates a uniform
distribution within each spin subband and, moreover, excludes the circular
photogalvanic effect (see next paragraph) for C2v symmetry. The absorption
of circularly polarized radiation at normal incidence results in a steady-state
spin polarization S0z along the z-axis. Due to the in-plane magnetic field Bx,
S0z is subjected to the Larmor precession and rotated into the 2DEG-plane
(see Fig. 10). The resulting nonequilibrium spin polarization Sy is given by:
Sy = − ωL τs⊥
1 + (ωL τs)
2 S0z, (28)
where τs =
√
τs‖τs⊥ is the spin relaxation time, τs‖ and τs⊥ are its longitudinal
and transverse components and ωL is the Larmor frequency:
ωL =
gµBBx
~
. (29)
Here, g is the effective g factor in the QW plane and µB is the Bohr magneton.
The denominator of Eq. (28) gives the decay of Sy, if ωL exceeds the inverse
spin relaxation time, and is well known from the Hanle effect [62]. For low
magnetic field strengths ωLτs < 1 holds and the photocurrent depends linearly
on B. For stronger B-fields the current reaches a maximum and then drops,
due to the Hanle effect. At the peak position of the current ωLτs = 1, which
allows to estimate τs.
hω
Bx
Sy
S0z
2DEG
Larmor precession
Figure 10: Circularly polarized radiation yields a spin polarization S0z
along the growth direction. Subsequently, the magnetic field Bx rotates
S, due to the Larmor precession, into the QW plane.
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2.2.3 Circular photogalvanic effect
The third photogalvanic effect that is used to deduce the Rashba/Dresselhaus
ratio, is the CPGE [26, 32, 33, 49, 63]. It is caused by a transfer of the angular
momentum of a circularly polarized photon to an electron in a gyrotropic me-
dia, which results in an electric current. In C2v symmetry the CPGE requires
oblique incidence of radiation. This effect does not need a magnetic field, there-
fore, it is insensitive to e.g. the g factor. In the following, the phenomenological
equations and the microscopic model will be considered.
2.2.3.1 Phenomenological theory of the CPGE: Typically for the CPGE is
that the current reverses its direction upon switching the radiation’s helicity
from right- (σ+) to left-handed (σ−) circular polarization. This photocurrent
is given by:
jl =
∑
m
µlm i (E ×E∗)m =
∑
m
µlm eˆm PcircE
2. (30)
In Eq. (30) the current’s sign inversion is obvious, as Pcirc is +1 for σ
+ light
and -1 for σ− radiation.
For (001)-grown QWs belonging to the C2v symmetry class and using the
coordinate system x ‖ [100], y ‖ [010] Eq. (30) can be written as [52]:
jCPGE = c
(
β −α
α −β
)
eˆ PcircE
2. (31)
The CPGE constant c is determined by the optical selection rules and by the
momentum relaxation time. Eq. (31) also illustrates the current’s separation
into BIA and SIA induced components.
2.2.3.2 Microscopic model of the CPGE: A basic requirement for the oc-
currence of the CPGE is the spin splitting in gyrotropic materials [63]. In
(001)-grown QWs belonging to the C2v point group the CPGE current due to
inter-subband transitions in the presence of inhomogeneous broadening can be
estimated as [32]:
jx = −Λ˜ e
~
(
β(2)yx − β(1)yx
) [
τ (2)p η⊥(~ω) +
(
τ (1)p − τ (2)p
)
ε¯
d η⊥(~ω)
d ~ω
]
IPcirc
~ω
eˆy. (32)
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Here β
(1,2)
yx are different coefficients and τ
(1,2)
p different momentum relaxation
times for the subbands e1 and e2, η⊥ gives the absorbance for the polarization
perpendicular to the QW plane and ε¯ denotes the mean value of the electron
energy. The parameter Λ˜ determines the absorbance for the light polarized in
the interface plane, originates from k · p admixture of valence band states to
the electron wave function and is given by:
Λ˜ =
ε21∆so(2εg +∆so)
2εg(εg +∆so)(3εg + 2∆so)
. (33)
The current jy results from interchanging the indices x and y in Eq. (32).
Figure 11(a) illustrates the microscopic model for the CPGE in C2v symmetry
systems at oblique incidence for σ+ radiation. The resulting current is caused
by direct inter-subband transitions, which are spin-conserving due to selection
rules [49, 65]. The rates of these transitions, indicated by the strength of
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Figure 11: Microscopic model of the CPGE in C2v point symmetry,
describing its spectral sign inversion [64]. (a) Excitation at oblique
incidence with σ+ radiation of ~ω less than the energy of subband sep-
aration ε21 induces direct spin-conserving transitions (vertical arrows).
The different rates of these transitions are indicated by the thickness of
the arrows. A photocurrent results due to the asymmetrical distribution
of carriers in k-space. (b) Model for an increased photon energy: The
position of the transitions is shifted, yielding a sign change in current.
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the vertical arrows, differ for electrons, whose spin is oriented parallel (k <
0) or antiparallel (k > 0) to y. Therefore, an asymmetric distribution of
photoexcited electrons results, if the splittings of the subbands e1 and e2 are
not equal. This means, an electrical current follows from the spin-conserving
but spin-dependent transitions (see Eq. (32)). If the angle of incidence is
reversed, the transition rates (thickness of the arrows) are mirrored and thus,
the current changes its direction. Figure 11(b) shows that an increased photon
energy also leads to an inversion of the current direction. Since the CPGE is
caused by spin-dependent spin-conserving optical transitions, it is proportional
to the strength of subband spin splitting. Under absorption of σ− light the
microscopic model yields analogously an inversion of the current direction,
compared to the case of σ+ radiation.
2.3 Spin relaxation mechanisms
In spintronics long spin lifetimes are of particular interest, therefore many
efforts are ventured to suppress the spin relaxation in suitable materials, as
e.g. by eliminating the D’yakonov-Perel’ mechanism. Furthermore, spin re-
(a)
(b)
(c)
Figure 12: (a) Elliott-Yafet mechanism. (b) D’yakonov-Perel’ mecha-
nism. (c) Bir-Aronov-Pikus mechanism.
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laxation is essential in the time-resolved Kerr rotation experiments and the
analysis of their results. Hence, in the following a brief overview of spin relax-
ation is given, and the most important mechanisms for (001)-grown zinc-blende
structure based QWs are explained [6, 66].
Figure 12 illustrates the three main mechanisms contributing to the spin re-
laxation of conduction electrons after Ref. [67]: The Bir-Aronov-Pikus mech-
anism [68] describes the spin relaxation due to scattering by holes. Here the
spin-flip occurs as a result of the electron-hole exchange interaction. This
mechanism is important in p-doped samples and therefore not explained here
(in this work only n-type structures are investigated). Another possibility is
the D’yakonov-Perel’ mechanism [69], where the spin precesses about the ef-
fective magnetic field between two collisions. It will be mainly discussed in
this section, since in most of the investigated samples this is the dominating
relaxation mechanism. Furthermore, this mechanism can be easily suppressed
by appropriate strengths of BIA and SIA, as explained in the next Chapter.
Additionally, the Elliott-Yafet mechanism [70, 71] will be explained. In this
case, the electron loses its spin orientation during a collision with an impurity.
2.3.1 D’yakonov-Perel’ mechanism
Spin relaxation can be described as precession of a spin around a varying
magnetic field. In the D’yakonov-Perel’ mechanism the effective magnetic field,
e.g. due to the Rashba and Dresselhaus terms, leads to the spin relaxation.
The zero-field spin splitting in non-centrosymmetric semiconductors for k 6= 0,
leads to an effective magnetic field Beff(k), whose direction and amplitude
usually depend on k:
Ω(k) =
2
~
Beff(k). (34)
Here Ω is a vector about which the spin precesses with the rotation frequency
|Ω| = ω. After the momentum relaxation time τp, the electron is scattered and
its k alters. Therefore, also Ω(k) changes randomly and the spin now precesses
about another axis. Usually we consider the collision dominated limit ωτp ≪ 1,
in which the spin rotates very slowly compared to the momentum relaxation
time. Many of these small rotations around different Ω finally lead to the loss
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of the initial spin orientation. Therefore, the spin relaxation time τs decreases
for longer τp, as then the spin rotates by a larger angle during two successive
collisions, or larger rotation frequency ω:
1
τs
∝ 〈Ω2 τp〉 . (35)
Here the brackets refer to the average over the electron energy distribution. If
in Eq. (35) τp is replaced by a temperature dependent parameter τ
∗, then a
temperature dependent spin relaxation time is obtained:
1
τs
= ω2L τ
∗. (36)
With the effective Larmor frequency ωL at the Fermi energy at T = 0 K.
In very clean materials, where the momentum relaxation time τp is very long
and the electrons are rarely scattered, we can obtain the case ωτp ≫ 1. Now,
the precession frequency is high compared to τp and the spin performs a com-
plete or even more rotations. In this case, a spin component perpendicular
to Beff relaxes quickly, in contrast a parallel component remains for t < τp.
After a change of the magnetic field direction, the spin loses its orientation
completely. Hence, for this process the spin relaxation time is proportional to
the momentum relaxation time: τs ∝ τp.
The D’yakonov-Perel’ mechanism is mainly responsible for the spin relaxation
at high temperatures. Furthermore, it is strongly enhanced in 2D structures
compared to bulk materials, thus, this mechanism dominates the relaxation in
n-doped QWs [49,72].
2.3.2 Elliott-Yafet mechanism
Besides the dominating D’yakonov-Perel’ mechanism also another process, the
Elliott-Yafet mechanism, may contribute to the spin relaxation in n-type QWs.
In this mechanism, the spin loses its orientation due to electron spin-flip scat-
tering, caused by the k-dependent admixture of valence-band states to the
conduction band wave function. This admixture of VB states, with opposite
spin orientation, to the CB states results from the SOI. Owing to that, the
2.4 Weak localization and weak antilocalization 33
Bloch states are no more spin eigenstates. Thus, scattering of electrons by im-
purities or phonons also has a certain probability for spin-flip transitions. This
spin-flip scattering occurs via a virtual valence band state. In QW structures
the spin relaxation time based on the Elliott-Yafet mechanism is given by:
1
τs(Ee)
≈
(
∆SO
Eg +∆SO
)2(
Ee1Ee
E2g
)
1
τp(Ee)
, (37)
where Ee is the electron kinetic energy and the ratio Ee/Eg reflects the ad-
mixture of the valence and conduction band wavefunctions. Equation (37)
shows that the Elliott-Yafet mechanism depends on the quantum-confinement
energy Ee1 [49]. This effect increases with the strength of the SOI, hence the
Elliott-Yafet mechanism is important in narrow band gap semiconductors, as
e.g. InSb.
2.4 Weak localization and weak antilocalization
As previously discussed, the Rashba/Dresselhaus-ratio is accessible via pho-
tocurrent measurements. Beyond that, the relative strengths of these terms
become manifest in magneto-transport measurements, as well. Here, the tran-
sition from weak antilocalization (WAL) to weak localization (WL) and back
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Figure 13: (a) Time-reversed trajectories of two electron waves, scat-
tered at the same centers (defects or impurities). (b) Characteristic
dependence of the conductance on B for WL and WAL.
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to WAL can be observed under the variation of a gate voltage. Thereby, the
occurrence of the WL indicates equal strengths of Rashba and Dresselhaus
terms. In contrast to the photocurrents, the magneto-transport is sensitive to
both, first and third order harmonics of Ωk (see Eqs. (18)). In this section,
the theoretical basics, leading to the transition WAL-WL-WAL, will be briefly
considered [73–76].
At low temperatures weak localization (WL) occurs in metals and semicon-
ductors, hereby the conductance drops below the classical value given by the
Drude formula. This deviation can be explained by a quantum interference
correction resulting in an increased backscattering of the electrons. The WL
arises due to the positive interference of two time reversal symmetric electron
waves, propagating in opposite directions along a closed path (see Fig. 13(a)).
This positive interference causes the decreased conductance (increased resis-
tance) in the magneto-transport measurements. The WL can be suppressed by
an external magnetic field applied perpendicularly to the 2DEG that destroys
the time reversal symmetry. Hereby, the electrons experience aB-proportional
phase shift, while traversing the closed trajectory, and thus interfere no longer
constructively. Fig. 13(b) shows the typical WL behavior in the magnetic field
dependence of the conductance, exhibiting a minimum at B = 0.
The weak antilocalization (WAL) can be understood, if we also consider the
electron’s spin and the Rashba or Dresselhaus spin orbit interaction (SOI).
The WAL leads to an increase in the zero B-field conductivity and suppresses
the WL. Since Beff and thus, the spin relaxation usually depends on k, the
SOI leads to distinct spin precessions of both electrons, while they are moving
along different directions along the closed trajectory. This finally leads to dif-
ferent spin orientations of the electrons after the trajectory and thus, modifies
the interference. Now, also a destructive interference is possible, leading to
the increase in conductivity (decrease of resistance), which is characteristic for
the WAL (see Fig. 13(b)). A special case emerges, if the persistent spin helix
condition is fulfilled: When the k-linear Rashba and Dresselhaus terms are of
equal strength, Beff points for each k along the [11¯0] direction (see Sect. 4.2).
Now, both spins precess along the same axis (or the spin relaxation is sup-
pressed, depending on the orientation of the spin), which yields equal spin
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orientations of the electrons after passing the closed trajectory. This results in
positive interference and WL in the magneto-conductance.
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3 Experimental methods
In the previous chapter it was discussed how the relative strengths of Rashba
and Dresselhaus spin splittings can be deduced from the amplitudes of differ-
ent photocurrents. This chapter will be focused on the experimental setup and
methods that allow the observation and investigation of these THz laser radi-
ation induced photocurrents. Therefore, the system that generates the THz
laser pulses will be introduced as well as wave plates, which allow the variation
of the polarization state, and the complete experimental setup, containing the
electric devices for signal processing. Furthermore the investigated samples,
GaAs and InGaAs quantum well structures, are presented. Additionally to the
photocurrents, three more effects were investigated: Photoluminescence (PL),
time resolved Kerr rotation (TRKR) and magneto transport. They are briefly
addressed at the end of this chapter.
3.1 THz laser source
The investigated photocurrents originate in our samples mostly due to Drude
absorption of intense THz laser pulses. There are some devices generating
such laser radiation, e.g. the free electron laser [77]. For this work, we used
a more convenient one: A molecular gas laser that is optically pumped by a
transversely excited atmospheric pressure (TEA) CO2 laser [32, 78, 79]. This
type of lasers was established by Chang and Bridges in 1969 [80] for continuous
wave (cw) operation, de Temple introduced the pulsed mode in 1974 [81].
Subsequently the used ammonia gas laser, which is not so commonly known but
effectively generates intensive monochromatic THz radiation, will be explained
briefly.
The NH3 laser converts the mid-infrared (MIR) pump radiation of the CO2
laser into far-infrared (FIR) radiation of different wavelengths. Thereby the
MIR radiation excites vibrational modes (ν2) of the ammonia molecule and a
population inversion between upper and lower rotational levels (J) results in
both vibrational states. The following transitions between rotational modes of
NH3 yield laser radiation in the THz frequency range, see Fig. 14(a). Required
therefor is the permanent electric dipole moment of the ammonia molecule.
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Figure 14: (a) Excitation of NH3 vibrational modes ν2 via CO2 laser
radiation and following rotational transitions. K is the projection of the
angular momentum J on the molecule’s symmetry axis. (b) Principle
of Raman transitions.
The NH3 laser belongs to the group of Raman lasers, here, due to the high
pump intensities of the TEA CO2 laser, the THz laser radiation originates pre-
dominantly from stimulated Raman transitions [81]. This allows laser emission
even for a relative high frequency mismatch up to some GHz [82]. Figure 14(b)
demonstrates Raman scattering in a four-level system after pumping at a fre-
quency ωp. In this process, the frequency of the emitted photon ωSR differs
from the resonance frequency either by δω1 in the intermediate or by δω2 in the
initial state [83]. If ωSR is smaller than the resonance frequency, it is called
Stokes line, else anti-Stokes line. With this kind of laser the whole THz range
can be covered by strong discrete laser lines, depending on the pump wave-
length and the used active media (besides ammonia several other media are
possible, as e.g. D2O, CH3F or CH3OH ) [84].
Figure 15 illustrates schematically the experimental implementation of an am-
monia laser. Here, MIR pump radiation is coupled into the NH3 filled glass
resonator via a BaF2 lens through a NaCl window, which is placed outside
of the focus due to the there prevailing high intensities. Two gold coated
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BaF  lens     NaCl window      Cu mirrors (spherical)      TPX window2
MIR                                                           NH   gas              FIR3
Figure 15: Pulsed NH3 laser with optical components.
spherical copper mirrors, adjusted to the optical axis of the pump laser and
the ammonia resonator, assure the maximal absorption and conversion of the
MIR into THz radiation. The mirrors are semitransparent due to holes of
different diameters in their centers. The resonator is enclosed by a TPX (4-
Methylpenthen-1) window on the output side, which acts as filter and absorbs
leftovers of the MIR pump radiation but not the emitted THz radiation. All
optical components are also transparent in the visible spectral range and thus
allow the alignment of the setup and the samples by a red HeNe laser. The
generated monochromatic laser pulses exhibit a Gaussian beam profile, peak
powers Pp of several tens of kW depending on the wavelength and a pulse
duration tp of about 100 ns, repeating the temporal shape and repetition rate
of the CO2 pump laser (about 1 Hz).
3.2 Variation of the laser radiations’s polarization state
The above discussed NH3 laser emits linearly polarized THz radiation. For the
experiments in this work it is on the one hand important to vary the polariza-
tion state, and direction and on the other hand to irradiate the samples with
unpolarized light. The polarization state of light can be completely described
by the Stokes parameters, altered by retardation wave plates and destroyed by
a metal cone. For the THz frequency range λ/2- and λ/4-plates are manufac-
tured for each wavelength from birefringent x-cut crystalline quartz.
There are four Stokes parameters s0, s1, s2 and s3 [85–87]. They provide
information about the position of the electric field E in the xy plane of a
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fully polarized monochromatic wave propagating along −z (sample coordinate
system):
s0 = |Ex|2 + |Ey|2 = |E|2 = I , (38)
s1 = |Ex|2 − |Ey|2 , (39)
s2 = ExE
∗
y + EyE
∗
x , (40)
s3 = i(ExE
∗
y − EyE∗x) = −PcircI . (41)
Here, s0 characterizes the radiation’s intensity but gives no information about
the polarization state, this coefficient is the only remaining for unpolarized
light. The parameters s1 and s2 describe the linear polarization within the
axes x and y and within the system rotated by 45◦, respectively. The helicity,
or circular polarization, of light is given by s3. It reaches +1 for right-handed,
−1 for left-handed circularly polarized radiation and vanishes for linear polar-
ization. To describe elliptically polarized light, all four Stokes parameters are
necessary.
The polarization state of light and thus the Stokes coefficients can be altered
by passing the radiation through a wave plate. Thereby, due to birefringence,
the beam is splitted into two partial light beams, the ordinary (o) and the
extraordinary (eo) one, exhibiting orthogonal polarizations [88]. The ordinary
beam is polarized perpendicularly E⊥ to the optical axis c of the wave plate
and experiences the refractive index no. The extraordinary beam is in contrast
polarized parallel to c, E‖, and feels a different refractive index neo [32,89,90].
Out of these two unequal optical densities, diverging propagation velocities
and hence, an optical retardation ∆l results, which is correlated to a phase
shift ∆φ of these two beams:
∆l = d (neo − no) , (42)
∆φ =
2pid
λ
(neo − no) . (43)
Equation (43) allows to estimate the adequate thickness d of the wave plate
for a certain wavelength λ. In the following, two important cases are exam-
ined more closely: The λ/2-plate, which is used to rotate the E-field vector
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of linearly polarized light and the λ/4-plate that provides elliptically and in
particular circularly polarized radiation.
A λ/2-plate permits to control the parameters s1 and s2, therefor an appropri-
ate thickness d has to be selected to obtain a phase shift of ∆φ = (2m+1)180◦
in the order m for a certain wavelength λ0. In zero order, the following plate
thickness d results for a given difference between the refractive indices ∆n:
d =
λ0
2
1
∆n
. (44)
For higher orders of m wave plates are also possible, but then their thickness
increases, which leads to an enhanced absorption of the transmitted radiation.
Figure 16 illustrates the operating mode of a λ/2-plate. The electric field vector
of the transmitted light Et is rotated by the azimuth angle α with respect to
the initial polarization Ei of a normally incident beam. The resulting phase
shift of 180◦ can be regarded as sign change between E⊥ and E‖ that leads
e. g. to the reflection of E⊥ in the c axis. The angle α equals 2β and β indicates
the rotation angle of the wave plate. With β running from 0◦ to 90◦ one can
cover all possible angles of Et within the xy plane.
E
E
E
E
E
c axis
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t
Figure 16: (a) Sketch of a λ/2-plate with initial and final polarizations
of the radiation, (b) degree of linear polarization.
The λ/4-plate enables a variation of the helicity of light, which is character-
ized by the last Stokes parameter s3. By this means, linear polarization can
be transformed into circular. Therefor, a phase shift between ordinary and
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extraordinary beam of ∆φ = (2m+1)90◦ is necessary, which corresponds to a
plate thickness of:
d =
λ0
4
1
∆n
. (45)
Figure 17 illustrates the operating mode of a λ/4-plate. Here the angle ϕ lies
between the initial polarization and the c axis of the plate. For ϕ = 45◦ (or
225◦) right-handed circularly polarized radiation (σ+) results, for ϕ = 135◦
(or 315◦) left-handed circularly polarized light (σ−) is generated. In case Ei is
parallel or perpendicular to c only one component exists and the transmitted
light remains linearly polarized (Ei = Et). Any other rotation angle ϕ yields
elliptically polarized light.
E
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Figure 17: (a) Sketch of a λ/4-plate with initial and final polarizations
of the radiation, (b) degree of polarization.
Since retardation plates change the polarization state of light, the Stokes pa-
rameters can also be denoted in terms of the rotation angles α and β for λ/2-
and λ/4-plate, respectively. The equations (46)-(48) present s1, s2 and s3
normalized to the intensity s0.
s1
s0
=
|Ex|2 − |Ey|2
|E|2 = − cos 2α = −
1 + cos 4ϕ
2
, (46)
s2
s0
=
ExE
∗
y + EyE
∗
x
|E|2 = sin 2α =
sin 4ϕ
2
, (47)
s3
s0
=
i(ExE
∗
y − EyE∗x)
|E|2 = −Pcirc = − sin 2ϕ . (48)
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One part of the experiments in this work was carried out under illumination
with unpolarized FIR laser radiation [7]. To destroy the linear polarization of
the laser beam, a brass cone is utilized. While the beam traverses the cone,
multi reflections on its inner surface appear, which unpolarize the laser radia-
tion. Figure 18 depicts the longitudinal section through the used metal cone.
9 cm6.8 cm
φ = 1.9°
0.5 cm1 cm
FIR
lin. polarized
FIR
unpolarized
Figure 18: Draft of the used brass cone generating unpolarized light.
It consists of two parts, the first one is a tube of 6.8 cm length, the second
one is the 9 cm long real cone. Its aperture angle of about 4◦ results from
twice φ. The that way created unpolarized laser pulses are strongly diverg-
ing, thus adjacent optical components or the sample have to be placed very
closely behind the cone’s outlet port. The in Fig. 18 illustrated combination
of cone and tube has turned out to give the best results for radiation with a
wavelength of 280 µm. This was proved by a grating, acting as polarizer, and
a detector placed directly after the cone. Figure 19(a) shows the dependence
of the detected radiation intensity on the rotation angle γ of the grating about
(a) (b)
Figure 19: Characteristics of the unpolarized THz pulses at a wave-
length of λ = 280 µm. (a) Beam intensity as function of the rotation
angle γ of the grid, measured by a photon drag detector “PD5F”. (b)
Spatial beam shape, measured by a pyroelectric camera “Spiricon”.
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the optical axis. This signal is almost constant evidencing unpolarized radia-
tion. For linearly polarized light, such a measurement would exhibit a strong
dependence of the radiation intensity and even a vanishing signal for certain
values of γ. Figure 19(b) depicts the spatial beam profile of an unpolarized
pulse, measured directly behind the cone by a pyroelectric camera. It exhibits
an almost Gaussian shape with its spot size determined by the cone’s outlet
port.
3.3 Experimental setup and calibration
Following to the introduction of the THz laser source and the most important
optical components, in this paragraph the entire experimental setup, the elec-
tronic devices and its interplay will be explained. Figure 20 illustrates that all
individual components interact via the General Purpose Interface Bus (GPIB)
MIR
Polarizer
Attenuator 1
Attenuator 2Beam 
splitter
FIR gas laser
Parabolic
mirror
TEA
Figure 20: Experimental setup containing pulsed high power THz
laser, TEA CO2 pump laser, optical components and measuring elec-
tronics.
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or the parallel printer port and are regulated by a program developed with
the software LabView. For instance, the laser system, electro magnet and step
motor, which rotates the wave plates or grid polarizer, are actuated via the
measuring program on the PC. This program also allows a continuously read-
out of all parameters, as magnetic field strength, rotation angle, temperature,
voltage from the reference detector or signal from the sample and stores them
in a file. The THz radiation induced signals are detected via the voltage drop
over a 50 Ω load resistance, increased by very fast amplifiers and digitalized
by a 1 GHz digital storage oscilloscope. These high frequency electronics are
required to resolve the temporal shape of our 100 ns long laser pulses that
equates to a frequency of 10 MHz. For magnetic field dependent measure-
ments a water cooled magnet, which can reach field strengths up to B ≤ 0.6 T
without concentrators and B ≤ 1 T with concentrators, is used. For temper-
ature dependent experiments, the samples can be mounted into a direct flow
optical cryostat system that also fits into the magnet (B ≤ 0.6 T).
The investigations with unpolarized light need small changes in the setup,
here very small distances between the individual optical components are of
great importance to increase the signal to noise ratio. Moreover, no focusing
parabola mirror is necessary here. Figure 21 sketches the modifications in the
setup used for unpolarized radiation.
Beam 
splitter
Cone
Oszi
Oszi
Figure 21: Experimental setup, modified for unpolarized THz pulses.
To check the beam quality in the THz region, a Michelson interferometer can
be utilized to estimate the exact wavelength, mode structure and beam size
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can be tested by a pyroelectric camera (see Fig. 19). This camera visualizes
the intensity distribution via a square sized detector area of half an inch side
length. Its resolution amounts to 0.1 mm (128 rows times 128 columns of small
pyroelectric sensors) and photon energies in a wide range from the microwave
up to the ultraviolet (UV) region can be detected. Not only the beam quality,
but also the exact radiation power for each pulse incident on the sample is
of great importance for the data analysis. Therefore, for each photocurrent
measurement a calibration of the setup is necessary. This is done by replacing
the sample by a second “PD5F” detector and estimating the ratio of the inten-
sities at the reference detector and the second one. This ratio depends on the
wavelength, since the mylar beam splitter’s transmission and reflection spec-
tra also depend on it. Moreover, all optical components as retardation wave
plates, cones, grid polarizers, filters or attenuators have different absorption
and reflection characteristics, which influence the estimated ratio of intensities.
The signal of the reference detector therefore allows to calculate the intensity
on the sample for each individual pulse during the measurement.
3.4 Description and preparation of the studied samples
In this section the investigated samples are characterized more closely. All het-
erostructures are grown by molecular-beam epitaxy (MBE) on (001)-oriented
substrates and n-type modulation doped with silicon. All structures based
on GaAs were grown in Regensburg (D. Schuh), the InGaAs based in Sendai
(J. Nitta). Each sample is square shaped with edges of 5 mm length (besides
two structures, where the contacts are placed on a circle of 8 mm diameter)
oriented along the [11¯0] and [110] crystallographic axes. For photocurrent mea-
x'  || [110]
y' || [110]
_
z
Figure 22: Sample with eight Indium contacts.
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surements ohmic Indium contacts were alloyed on the sample corners and in
the middle of each sample side allowing to probe the photocurrent along dif-
ferent directions (see Fig. 22). The in this work analyzed quantum well (QW)
structures differ in their material composition, well width, doping position and
concentration. These samples can be divided into three groups. Within each
sample set, the structures are differing in only a few selected parameters to
determine their influence.
3.4.1 Set I: GaAs QWs differing in the doping position
Set I comprises Si-δ-doped GaAs/Al0.3Ga0.7As multiple QWs (fifteen in se-
ries) and was fabricated at typical temperatures in excess of 600◦C (asides
from sample 5LT). With sample set I the influence of the doping profile was
analyzed, thus structures essentially differing in the position of the δ-doping
layers were grown, thereby the QW width of all samples was kept constant at
15 nm and the distance between two adjacent doping layers always amounts to
185 nm. With sample 5LT the influence of the temperature during the growth
of δ-doping and subsequent layers was investigated. Figure 23 sketches the
conduction band edge of two different QWs together with the corresponding
δ-doping positions. In all structures apart from sample 4 and 5LT, the doping
layers are asymmetrically shifted off the barrier center either to the left or to
the right. The impurities’ Coulomb field yields an asymmetric potential profile
inside the QWs. In order to describe the degree of asymmetry we introduce
Figure 23: Set I: Conduction band profiles for two different samples
with (a) negative χ and (b) positive χ and corresponding doping posi-
tions.
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Sample Spacer l Spacer r χ = ns (RT) µ (RT) Tδ
(nm) (nm) l−rl+r 10
11( 1
cm2
) 103( cm
2
Vs ) (
◦C)
1 20 165 -0.78 1.2 7.2 615
2 45 140 -0.51 1.6 7.7 631
3 70 115 -0.24 1.4 8.0 631
4 92.5 92.5 0 1.4 7.7 631
5LT 92.5 92.5 0 1.0 7.9 490
6 106.5 78.5 0.15 1.4 8.1 626
7 111 74 0.20 1.4 8.1 632
8 125 60 0.35 1.4 7.7 629
9 140 45 0.51 1.4 7.9 630
10 165 20 0.78 1.5 8.0 625
Table 1: Set I: Sample parameters. Carrier densities ns (per QW-
layer) and mobilities µ are room temperature values.
the parameter χ = (l − r)/(l + r), where l and r are the spacer layer thick-
nesses between the well and the δ-layers. For χ < 0 the doping layers on the
substrate side are closer to the well, for χ > 0 the Si-doping on the surface side
is located closer. Thus, for increasing χ the well is shifted towards the surface,
within two adjacent doping layers. Temperatures Tδ during the growth of the
δ-doping and subsequent layers, which determine the segregation, mobilities µ
and carrier densities ns, measured at room temperature are given in Table 1.
Figure 24: Set II: Conduction band structure.
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3.4.2 Set II: GaAs QWs differing in the well width
Also the second set consists of Si-δ-doped GaAs/Al0.3Ga0.7As structures grown
at typical temperatures in excess of 600◦C. With this set of samples the influ-
ence of the well width LQW was investigated, thus structures with LQW varying
from 4 to 30 nm and equal doping profile were grown. Figure 24 sketches the
conduction band edge of the multiple QW structures together with the corre-
sponding δ-doping positions, and Table 2 gives the sample (Sa.) parameters.
Necessary data, obtained applying photoluminescence and time resolved Kerr
rotation measurements (see section 3.5 for details), are also listed. Fifteen
multiple QWs in a row were grown to increase the signals. The doping layers
are asymmetrically shifted by two different spacer (Sp.) layer thicknesses, l
and r, with respect to the QW. In addition, in all samples, except A, the sum
(l + r + LQW) was kept constant. The impurities’ Coulomb field yields an
asymmetric potential profile inside the QWs causing SIA. This asymmetry is
given by the parameter χ, which is in all samples, besides A, similar.
Sa. LQW Sp. l Sp. r χ = ns µ τp g
∗ ∆E ns (RT) µ (RT)
(nm) (nm) (nm) l−r
l+r
1011( 1
cm2
) 105( cm
2
Vs
) (ps) (meV) 1011( 1
cm2
) 103( cm
2
Vs
)
A 4 45 140 -0.51 1.17 0.509 1.9 0.13 - 1.4 4.8
B 6 74.5 119.5 -0.23 0.874 0.925 3.5 0.106 - 1.3 5.5
C 8.2 73.4 118.4 -0.23 1.11 1.23 4.7 -0.06 - 1.3 6.6
D 10 72.5 117.5 -0.24 1.09 4.95 18.8 -0.157 116 1.3 7.4
E 15 70 115 -0.24 1.26 3.47 13.2 -0.29 59 1.4 8.0
F 20 67.5 112.5 -0.25 1.19 0.642 2.4 -0.337 47 1.2 8.0
G 30 62.5 107.5 -0.26 1.17 12.6 47.9 -0.394 48 1.2 8.2
Table 2: Set II: Sample Parameters. Carrier density ns (per QW-
layer), mobility µ, momentum scattering time τp calculated from the
mobility, measured g∗ factor and energy difference ∆E between the
transitions (e2hh2)-(e1hh1) are given for T = 4.2 K. Also listed: Carrier
density ns(RT) (per QW-layer) and mobility µ(RT) measured at room
temperature.
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3.4.3 Set III: InGaAs QWs differing in the well width
The third set of samples contains Si-δ-doped In0.53Ga0.47As/In0.52Al0.48As sin-
gle QWs. This material is interesting due to its strong spin orbit interaction
(SOI). With these samples, a QW fulfilling the persistent spin helix condition
should be obtained. Therefore, structures that are doped in the same way
but have different well widths were grown. Since in an InGaAs 2DEG [91]
the Dresselhaus SOI is usually much smaller than the Rashba SOI, BIA has
to be enhanced and SIA reduced to achieve a persistent spin helix. Hence,
narrow QWs with LQW = 4 nm and LQW = 7 nm, which are symmetrically
doped, were designed. In both samples, left and right spacer thicknesses are
6 nm (χ = 0), the substrate sided δ-doping layer has a charge carrier density
of nd = 1.2 × 1018cm−3 the surface sided amounts to nd = 3.2 × 1018cm−3.
Figure 25(a) and (b) show the schematic cross section as well as the conduc-
tion band structure and wave function distribution for the 4 and 7 nm broad
InGaAs QWs. To probe the photocurrent along several different directions
(c)
Figure 25: Set III: (a) Schematic cross section of the studied struc-
tures. (b) Conduction band profile with the Fermi energy at EF = 0
and normalized electron probability density |ψ|2 for both QWs, calcu-
lated via a Poisson-Schro¨dinger solver by J. Nitta’s group. (c) Sample
with 16 contact pads equally separated and adjusted to a circle of 8 mm
diameter.
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Sample Number of LQW Spacer l Spacer r χ = ns µ
Contacts (nm) (nm) (nm) l−rl+r 10
12( 1
cm2
) 104( cm
2
Vs )
(i) 8 4 6 6 0 4.26 2.82
(ii) 16 4 6 6 0 4.26 2.82
(iii) 8 7 6 6 0 3.47 2.46
Table 3: Set III: Sample parameters. Carrier densities ns and mobili-
ties µ measured at 4.2 K.
and map its distribution in the QW plane, additionally another geometry was
designed. Figure 25(c) depicts this sample geometry, chosen for sample (ii), it
has eight pairs of ohmic gold contacts that are equally separated and adjusted
to a circle of 8 mm diameter. These contacts are again arranged in such a
way that the current can be measured exactly along the cubic axes x ‖ [100]
and y ‖ [010]. The only difference between sample (i) and (ii) is the geometry,
both were fabricated from the same waver. Table 3 gives the charge carrier
densities ns and mobilities µ.
3.4.4 Sample preparation
To determine the Rashba-Dresselhaus-ratio properly, square shaped samples
are required. They permit to measure photocurrents exactly along the cubic
axes ([100] and [010]) and avoid parasitic projections on the crystallographic
ones ([11¯0] and [110]). This can be achieved by scratching the waver parts
into squares with a PC controlled, step motor driven, scraper and breaking
them into peaces afterwards. This device allows to measure distances with
an accuracy of 5 µm. For optical measurements it is additionally important
to remove the Ga layer from the substrate’s backside. Therefor fuming hy-
drochloric acid (37 %) is used, while the frontside is protected by synthetic
resin (Hot Mounting Wax Clear) during this 15 minutes long procedure. The
rasin can subsequently be removed by hot acetone and isopropanol (for flush-
ing). Ohmic contacts are fabricated on the sample’s surface with pure indium
after slightly scratching the surface. The indium soldering point has to diffuse
into the 2DEG, thus an annealing oven with protective atmosphere (90 % ni-
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trogen and 10 % hydogen, 900 mbar) is utilized. The GaAs QWs are heated
up during 300 s to 460 ◦C, then the temperature remains at 460 ◦C for further
300 s. The InGaAs QWs, in contrast, are heated up during 60 s to 280 ◦C
and then the temperature remains at 280 ◦C for further 360 s. This procedure
avoids rectifying effects, this means the resistance of one contact pair remains
the same for both current directions. The resulting contact consists of a thin,
for electrons easy to tunnel, Schottky barrier within a highly doped surface
layer of the semiconductor [92]. These contacts are afterwards connected with
thin goldwires.
3.5 Time-resolved Kerr rotation and Photoluminescen-
ce measurements
In this work time-resolved Kerr rotation (TRKR) and photoluminescence (PL)
techniques were used to study Lande´ factors and spin dynamics [21] on sample
set II, therefor a pulsed Ti-sapphire laser system was applied. These mea-
surements were carried out by C. Schu¨ller’s group in Regensburg and are
addressed here only briefly. The Ti-sapphire laser generates pulses with a
spectral linewidth of about 3 to 4 meV and a duration of about 600 fs. Its
central wavelength is tuned to excite electron-hole pairs at the Fermi energy of
the 2DEG in the samples. With TRKR measurements spin relaxation and spin
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Figure 26: (a) Schematic of the time-resolved Kerr rotation. (b)
Photoluminescence (~ω′ < ~ω) caused by recombination of electron
hole pairs.
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dephasing times of the conduction band electrons can be estimated, and the
damped Larmor precession of the optically oriented electron spin polarization
allows the estimation of the g∗-factors. The laser pulse train is split into the
pump beam, which is circularly polarized (σ+) and the weaker, linearly polar-
ized (α) probe beam. The probe pulse is delayed with respect to the pump
beam via a mechanical delay line. Both beams are focused onto the sample
surface at near-normal incidence by an achromat, and the Kerr rotation angle
of the reflected probe beam is measured using an optical bridge detector (see
Fig. 26(a)). Hereby, the magneto-optic Kerr effect leads, in the presence of a
spin polarization normal to the sample plane, to a small tilting angle α′ of the
linear polarization in the reflected pulse. This angle α′ is proportional to the
spin polarization in the sample. The typical power density used in the experi-
ments was about 40 W/cm2 for the pump beam and 4 W/cm2 for the probe
beam. A lock-in scheme is used to increase the sensitivity of the experiment.
The samples were mounted in an optical cryostat and cooled by 3He gas to
nominal temperatures of 4.5 K. Magnetic fields of up to 10 T were applied in
the sample plane during the TRKR measurements.
To determine the electron confinement energies in the QWs, combined photolu-
minescence and photoluminescence excitation (PLE) measurements were per-
formed. For PL measurements, the Ti-sapphire laser operated in cw mode and
was tuned to higher energies to excite the samples nonresonantly. The excita-
tion density for PL measurements was about 4 W/cm2. Hereby, electron-hole
pairs were created within the QWs, which thermalize and recombine after-
wards, see Fig. 26(b). The PL emitted from the samples was collected using a
grating spectrometer and a charge-coupled device (CCD) sensor. All PL mea-
surements were performed without applied magnetic fields at nominal sample
temperatures of 4.5 K. For PLE measurements, a tunable cw Ti-sapphire laser
system was used. The PL intensity of the low-energy flank of the sample was
recorded using the spectrometer and the CCD sensor as a function of the laser
energy of the Ti-sapphire laser. The PL spectrum allows to detect the (e1-hh1)
transition in the QW, while the PLE spectrum reflects the (e2-hh2) transition
and the Fermi energy of the 2DEG in the QW.
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3.6 Magneto transport measurements
Additionally to the previously introduced methods also magneto transport
experiments were carried out on sample set III. These measurements were
performed by J. Nitta’s group in Sendai and will also be described shortly here.
Therefor 20 µm × 80 µm gate-fitted Hall bar structures with an Al2O3 gate
insulator and a chrome-gold top gate electrode were processed from samples
(i) and (ii) and investigated. Thus, an external magnetic field B was applied
perpendicularly to the QW plane and the magneto-conductance was measured
for different gate bias voltages at T = 1.4 K. Here, the gate voltage permits
to tune SIA and hence, allows the gate control of the PSH state. In the
experiment, with varying gate voltage, transitions from WAL to WL and back
to WAL can be observed, visualizing the enhancement of the spin relaxation
length around the WL region and consequently the realization of the PSH
condition.
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4 Influence of the δ-doping position on BIA
and SIA
The two different material properties BIA and SIA (bulk and structure in-
version asymmetry), emerging in zinc-blende based gyrotropic QW structures,
and their accurate tailoring are of great importance in the growing field of
spintronics. These asymmetries are the microscopic origins of the Dresselhaus
and Rashba terms in the Hamiltonian, HSO =
∑
βlmσlkm. This Hamiltonian,
in turn, originates from the spin-orbit interaction [4–6] and describes the spin-
splitting in III-V semiconductor-based QWs (for details see Section 2.1). The
resulting removal of spin degeneracy of the energy bands provides a versatile
tool to achieve the following major goals of spintronics: the generation, manip-
ulation and detection of spin polarized electrons in low dimensional semicon-
ductors, see e.g. Refs. [4–6]. Hereby, the spin-splitting depends on the relative
strengths of Dresselhaus and Rashba terms and permits the control of the spin
polarization by an electric field, determines the spin relaxation rate and can
be utilized for all-electric spin injection. The Dresselhaus term results from
BIA and, thus, can be controlled by the QW width, temperature, and electron
density. In contrast the Rashba term originates from SIA, which depends on
the inversion asymmetry of the confining potential. One well known method
to control SIA, uses the application of a gate voltage. It has been shown pre-
viously that photogalvanic effects are possible tools to analyze BIA and SIA
in gyrotropic QW structures [52, 53]. Recently, it was demonstrated that SIA
can be accurately tuned in (110)-grown GaAs QWs by a proper choice of the
δ-doping layer position [12].
In this work both SIA and BIA are investigated in modulation-doped (001)-
grown GaAs/AlGaAs quantum wells employing the linear MPGE [7]. Studying
sample set I, it is demonstrated that also in this structures, SIA can be pre-
cisely tailored by the δ-doping layer position. Furthermore, it turns out that
in (001)-oriented QWs, SIA is substantially affected by the segregation dur-
ing the growth process of the structure. This is in contrast to (110)-grown
QWs, where the segregation of doping atoms is suppressed [12]. The here per-
formed experiments explore the segregation’s role and reveal a substantial SIA
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in symmetrically-doped (001)-structures, due to impurity segregation during
the growth. With this results, it was possible to specify the growth conditions
and obtain structures with a predetermined SIA. Moreover, SIA was tuned via
the δ-doping position, which permits the preparation of samples with almost
equal degrees of structure and bulk inversion asymmetry and consequently with
almost equal Rashba and Dresselhaus spin-splittings. Such structures enable
the development of a non-ballistic spin-field effect transistor [15], as well as
the creation of a persistent spin helix [16], furthermore they exhibit a drastic
increase in spin relaxation time [35].
As already discussed in Section 2.2.1, the MPGE current is generated by the
absorption of THz radiation in QWs under the presence of a magnetic field.
More details, concerning the microscopic origin of the MPGE, can be found
in the Refs. [6, 32,51,54]. In this chapter, the interplay between SIA and BIA
is analyzed, using the previously mentioned approach, based on the symmetry
equivalence of the tensors describing spin-splitting and photogalvanic effects
(see Sect. 2.2). This approach can also be extended to the MPGE, which was
demonstrated for (110)-grown QWs in Ref. [12]. In the following, it is shown
that this method can be transfered to (001)-oriented structures, as well. After
Ref. [51] and Section 2.2.1 the linear MPGE is given by the phenomenological
equation:
jα =
∑
βµν
φαβµν Bβ (EµE
∗
ν + EνE
∗
µ)/2. (49)
Under the excitation of (001)-grown QWs with unpolarized radiation at normal
incidence Eq. (49) reduces to:
jl =
∑
m
γlmBm|E|2. (50)
Here, γ is a second rank pseudo tensor and |E|2 = I gives the radiation’s
intensity. Equation (50) can be rewritten as:
jMPGE = a
(
β −α
α −β
)
B |E|2 , (51)
where the constant a depends on the microscopic details of the MPGE. This
provides a straight forward method to obtain the relative strengths and signs
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of SIA and BIA. The MPGE due to unpolarized excitation as well as the spin-
splitting exhibit the same anisotropy in space, since both are described by
equivalent second rank pseudo tensors γ and β, whose irreducible components
differ only by a scalar factor. Equation (51) shows clearly that, similarly to
the band spin-splitting, also the MPGE current can be separated into contri-
butions, which originate solely from SIA or BIA. Applying the in-plane mag-
netic field along a cubic axis, e.g. the y-direction, the following longitudinal
(jy ‖ [010]) and transverse photocurrents (jx ‖ [100]) can be measured:
jx = γ
SIABy |E|2, jy = γBIABy |E|2. (52)
Here γSIA and γBIA are components of the tensor γ due to SIA and BIA, respec-
tively. In the ratio jx/jy all scalar factors, containing the microscopic details,
are canceled, thus, the ratio of SIA to BIA is directly accessible. Furthermore,
the analysis of each individual photocurrent, given in Eq. (52), reveals changes
in strength and sign of SIA and BIA upon the variation of external parameters.
In the following, the hereby obtained experimental results are introduced and
discussed.
4.1 Experimental results
This experiment was carried out on sample set I, containing (001)-oriented Si-δ-
doped n-type GaAs/Al0.3Ga0.7As structures grown by molecular-beam epitaxy.
All of these QW structures have the same width of 15 nm but differ essentially
in their doping profile, details are given in Table 1. The experiments were
performed at room temperature, hereby all samples were irradiated under nor-
mal incidence of unpolarized terahertz (THz) laser radiation at a wavelength
of 280µm. Using this photon energy, assures that only free carrier absorp-
tion results. The pulsed radiation (P ≈ 5 kW) is provided by an optically
pumped NH3 molecular laser [32]. Since unpolarized light is essential for the
measurements, the in Sect. 3.2 described brass cone, which depolarizes the
laser radiation via multiple reflections, was assembled directly in front of the
samples. Additionally, an external in-plane magnetic field B = ±1 T was ap-
plied along either x ‖ [100] or y ‖ [010]. The resulting MPGE currents Jx and
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Figure 27: (a) Ratio of the SIA- and BIA-induced contributions to
the MPGE, Jx/Jy, as a function of χ. The triangle shows the result for
sample 5LT, grown at Tδ = 490
◦C, the circles demonstrate the data for
all other samples grown at Tδ ≈ 630◦C. Insets: QW profile and doping
positions for l < r, l > r. (b) Dependence of J/Pns on the parameter
χ. The photocurrents are measured along and normal to B ‖ y. Full
and open symbols show Jx and Jy, respectively (triangles are the data
for sample 5LT). Inset: experimental geometry.
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Jy were measured either parallel or perpendicularly to B, as sketched in the
inset of Fig. 27(b), via the voltage drop across a 50 Ω load resistor [7].
Under THz irradiation a photocurrent signal was observed, which rises linearly
with increasing magnetic field strength and changes its sign upon the inversion
of the magnetic field direction from B+ > 0 to B− < 0. Furthermore, the
signal’s temporal behavior follows the shape of the exciting laser pulse, ensuring
the involvement of fast relaxation processes in the current formation. These
two features demonstrate the typical MPGE behavior. For convenience in the
discussion below, the data are evaluated calculating:
J =
J(B+)− J(B−)
2
, (53)
which yields solely the MPGE contribution and eliminates parasitic currents.
In Figure 27(a) the ratio of the photocurrents Jx and Jy is plotted as a function
of the parameter χ, hereby the magnetic field (B = ±1 T) was applied along
the y-direction. As earlier addressed, this quotient yields a direct access to the
relative strengths of SIA and BIA. Important results, illustrated in Fig. 27(a),
are the strong dependence of the SIA/BIA-ratio on the doping position and
its change in sign at χ ≈ 0.1.
Figure 27(b) depicts the dependence of each individual current Jx and Jy on
the parameter χ. Here, the data are normalized on the free carrier concentra-
tion ns to enable the comparison of BIA and SIA in different samples. This
is reasonable, since the MPGE current is proportional to ns but independent
of the electron mobility for the Boltzmann distribution of carriers at room
temperature [51]. It is clearly visible in Fig. 27(b) that the longitudinal cur-
rent Jy is almost independent of χ, while the transverse current Jx strongly
depends on this parameter. These results are in full agreement with Eqs. (52),
which indicate for this experimental geometry that the longitudinal current
originates solely from BIA, whereas the transverse current is just SIA-induced.
In additional experiments, the B-field was applied along the x-axis. As a re-
sult, the longitudinal photocurrent inverted its sign in all samples, while the
data on the transverse current remained the same. This observation also ac-
cords with Eq. (49), which yields for B ‖ x that the photocurrent is given by
jx = −γBIABx|E|2 and jy = γSIABx|E|2.
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The behavior of the longitudinal current, which for both experimental geome-
tries does not depend on χ, is typical for BIA-induced effects, since they are
evidently not influenced by the magnitude and sign of χ. By contrast, the
transverse current results from SIA and, thus, strongly relies on the impurity
potential. Through a variation of χ, the degree of asymmetry is controlled
and even the sign of the SIA-induced transverse photocurrent gets inverted at
χ ≈ 0.1. The obtained results [7] depict that the asymmetry is dominated
for χ < 0.1 by the potential of impurities placed on the QW’s substrate (left)
side. Figure 27(b) shows that (001)-oriented samples must be asymmetrically
doped, so that the δ-doping layer on the substrate side is placed at a larger
distance than that to the right side of the QW (l > r), to exhibit a vanishing
SIA. This result emerges due to the segregation of Si-impurities during the
molecular beam epitaxial growth. By contrast, SIA is absent in symmetrically
doped (110)-grown QWs [12]. This essential difference is a consequence of the
growth conditions. Actually, the typical growth temperatures of high-quality
(001)-oriented QWs lie above 600◦C, whereas (110)-structures are grown at
480◦C [93]. The high growth temperatures lead to a substantial dopant mi-
gration along z during the growth process (segregation), which affects mostly
the substrate side of a QW and yields SIA in symmetrically doped (001)-
oriented QWs. To suppress the segregation a symmetrically doped sample was
produced, where the temperature during the growth of the δ-doping and sub-
sequent layers was reduced to Tδ = 490
◦C (sample 5LT). In this case, for the
solely SIA-induced MPGE current perpendicular to B, an almost vanishing
signal was measured. By contrast, the MPGE due to BIA is not influenced.
This result convincingly demonstrates that due to the reduced growth tem-
perature the segregation is suppressed and the additional structure inversion
asymmetry is no longer introduced.
A further important observation is the following: Figure 27(a) shows for χ = 0
(sample 4) and χ ≈ 0.17 (samples 6 and 7) that |Jx/Jy| ≈ 1, which indicates
equal strengths of SIA and BIA. Here, the k-linear Rashba and Dresselhaus
terms are of equal strengths: |α| = |β|. If this condition is fulfilled, the spin
is a good quantum number and a special case of spin splitting results. Under
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BIA = SIA
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Figure 28: Distribution of spin orientations for the 2D Fermi energy,
indicating the spin helix condition (equal strength of BIA- and SIA-
induced k-linear terms), in a structure with C2v symmetry.
these circumstances, both effective magnetic fields caused by the Rashba and
Dresselhaus SOI get aligned along one common axis. This leads to some very
interesting features: A strong anisotropy in spin-splitting arises, where the
splitting in the k-space vanishes along the [11¯0] direction and gets maximal for
the [110] direction, or vice versa depending on the relative signs of α and β [33,
35]. Additionally all spins are oriented parallel to the k-direction with zero
spin-splitting. Thus, for a spin aligned in this direction, the D’yakonov-Perel
spin relaxation (see Section 2.3) is suppressed [14, 60], yielding very long spin
relaxation times. Therefore, such a material is a very promising candidate for
spintronic devices as for instance a spin transistor [94]. Furthermore, if the spin
has an arbitrary orientation, it precesses only around one specific crystal axis
for each possible electron momentum k and spatially periodic modes emerge.
This results in the formation of a persistent spin helix [16, 95, 96], which is
robust against all forms of spin-independent scattering. Hence, the persistent
spin helix condition is fulfilled, if the strengths of the k-linear Rashba and
Dresselhaus terms are equal. Figure 28 demonstrates the spin orientation
as it appears in the persistent spin helix state. Here the anisotropy in spin
splitting is obvious: in the [11¯0] direction it vanishes, while the [110] direction
is characterized by a maximum splitting. Moreover, all spins are oriented along
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the [11¯0] direction, this can be described with an effective magnetic field, which
for each wavevector k points along [11¯0].
The large spin-splitting anisotropy is also visible in the photocurrent measured
perpendicularly to a B-field applied along one of the axes 〈110〉. For this
current the phenomenological theory yields j⊥ = (γ
SIA ± γBIA)B|E|2, where
the two signs correspond to the two magnetic field orientations. Especially
for γSIA ≈ γBIA substantial differences in the transverse photocurrents, for B
applied along the [11¯0] or [110] direction, are expected. Indeed, results proving
this anisotropy were obtained for instance in sample 4, which is characterized
by very similar strengths of SIA and BIA. Here, the transverse signal changes
its magnitude by a factor of six under the rotation of an in-plane magnetic
field B by 90 degrees.
4.3 Summary
In this chapter, it was demonstrated that the MPGE due to unpolarized radia-
tion is an appropriate tool, to study SIA and BIA in (001)-oriented Si-δ-doped
GaAs/AlGaAs QWs at room temperature. Utilizing the MPGE, a set of sam-
ples was investigated, where the individual samples differ essentially in the
doping profile but have the same QW width. The doping profile was varied
by choosing different δ-doping positions, indicated by χ, for each sample. In
the experiment, the MPGE current, resulting from unpolarized radiation and
a B-field applied along a cubic axis ([001] or [010]), was analyzed. The signals,
measured along the in-plane magnetic field, reflect BIA, while a current, picked
up perpendicularly to B, is SIA-induced. Using this, the SIA/BIA-ratio could
be estimated, as well as its behavior on a variation of χ investigated. Hereby,
a strong, almost linear, dependence of this ratio on the shift of the doping
position was observed. This demonstrates that the impurity position plays an
important role for SIA. Furthermore, the behavior of both individual currents,
SIA- and BIA-induced, on χ was examined. At that, we obtained that BIA
is not influenced by the doping position, whereas SIA strongly depends on it.
Additionally, the zero point of the SIA-related current is shifted to χ ≈ 0.1,
which is caused by the segregation of dopant atoms. Thus, we verified that
the high growth temperatures of high-quality (001)-oriented GaAs QWs lead
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to segregation, adding an additional contribution to SIA. This is in contrast
to (110)-oriented structures, which are grown at much lower temperatures.
To further explore the role of the segregation, a symmetrically doped (001)-
oriented sample was prepared, where the temperature during the growth of
the δ-doping layer, Tδ, was substantially reduced (from above 600 to 490
◦C).
Here, the MPGE current based on SIA vanishes, while the BIA-related current
remained the same. This proves that the segregation is suppressed by the lower
temperature Tδ. Another important fact is, that the here presented method,
to study SIA and BIA via the MPGE, works even at room temperature, where
many other methods fail. With this work [7], we obtained QWs with a va-
nishing SIA (through suppression or compensation of the segregation) as well
as QW structures, exhibiting almost equal strengths of k-linear Rashba and
Dresselhaus spin-splittings, and consequently equal SIA and BIA. These QWs
should allow the formation of a persistent spin helix and exhibit extraordinar-
ily long spin relaxation times. In the next chapter, photogalvanic effects are
used to investigate bulk and structure inversion asymmetry in InGaAs QWs,
which are characterized by a strong SOI.
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5 Study of BIA and SIA in InGaAs quantum
wells
As explained previously in the introduction of Chapter 4, SIA and BIA are
key material properties regarding spintronic devices, since they lead to the
Rashba and Dresselhaus terms, respectively. The magnitude α of the k-linear
Rashba term can be easily controlled by an external gate voltage, applied along
the growth direction. The Dresselhaus term leads to a band spin splitting,
described by terms linear and cubic in the momentum k. Its strength β =
γ 〈k2z〉 (where γ is a material parameter) can hardly be changed, since the
Dresselhaus terms originate from crystal fields. These spin-orbit terms are,
as already discussed in Chapter 2.1.3, described by the Hamiltonian HSO =
HR +HD, with following Rashba and Dresselhaus terms [1, 13]:
HR = α(kyσx − kxσy), (54)
HD = β(kxσx − kyσy) + γ(−σxkxk2y + σykyk2x). (55)
The capability, to control the spin-splitting and, thus, spin states all electrically
in gated semiconductor heterostructures [8,9], is a basic requirement for future
spintronic devices. A major challenge regarding such elements, consists in the
suppression of the spin relaxation in materials possessing a strong, tunable
SOI. One possible approach, to solve this problem, lies in a proper choice of the
strengths of α and β. Hereby, a special situation results, if the k-cubic terms
can be neglected and BIA and SIA exhibit equal strengths: Then, α = ±β
holds and the spin relaxation is suppressed [14,15]. In this unique symmetry, a
collinear alignment of Dresselhaus and Rashba effective magnetic fields emerges
(see Section 4.2). Thus, all spins precess around one fixed axis, which yields
spatially periodic modes [15], called persistent spin helix (PSH) [16]. The PSH
is robust against all forms of spin-independent scattering. This leads to an
advantageous situation: On the one hand, the spin relaxation is suppressed,
while, on the other hand, the spin degree of freedom can still be controlled
by a gate voltage. Hereby, diverse theoretical proposals for future spintronic
applications arise [15,17,18], which use the tuneability of α via a gate voltage,
to reach α = β.
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The existence of a persistent spin helix was experimentally detected in ungated
GaAs/AlGaAs QWs, employing spin-grating spectroscopy [96]. In these GaAs
heterostructures, just a weak cubic SOI exists that barely affects the PSH
formation. Hence, the important question arises, if a PSH type state remains
in materials with a strong SOI, where k-cubic terms contribute stronger, as
e.g. InGaAs QWs. Furthermore, much less is known theoretically [75,95,97,98],
concerning the robustness of the PSH in this general case.
Therefore, in this chapter, SIA and BIA will be investigated in sample set III
containing InGaAs/InAlAs QW structures. The QW width of 4 nm was cho-
sen, since here α = β was predicted. Additionally, a sample with LQW = 7 nm
was investigated. To get independent information on the α/β-ratios, two com-
plementary measurements were performed on the same samples. First, the
two photogalvanic effects, CPGE and SGE, are used to estimate the α/β-
ratio [52, 53] in strain-free ungated samples. These photocurrents are insensi-
tive to k-cubic spin-orbit terms and therefore can be used to detect the PSH
state, where the strengths of the k-linear terms α and β are equal. Second,
complementary magneto-transport measurements are performed on gated sam-
ples. Here, quantum corrections to the magneto-conductance are considered
to detect a PSH type state [75, 99–101]: Generally, the presence of Rashba
and Dresselhaus terms leads to spin randomization and thereby, to weak an-
tilocalization (WAL). In the special case of a persistent spin helix, the spins
are not rotated along closed backscattered trajectories and therefore, weak
localization (WL) should result. Whereas WAL is reflected in an increased
conductance, WL results in a decrease of conductivity, due to interference. In
the experiment, the magneto-conductance was measured, while the Rashba
SOI strength was tuned by an electrical gate. Hereby, a crossover from weak
antilocalization to weak localization and back is monitored. The emergence of
the WL reflects a PSH type state, even in the presence of the k-cubic SOI.
In the discussion, the experiments are compared and information on the role
of the k-cubic terms is extracted. A corresponding theoretical and numerical
analysis illustrates that a PSH type state prevails in the 4 nm broad InGaAs
QW. However, no longer at α = β, even if β is renormalized by the k-cubic
terms. Finally, a summary follows.
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5.1 Photocurrent measurements
5.1.1 Experimental results
The opto-electronic experiments are carried out on sample set III, consisting of
ungated, strain-free (001)-grown In0.53Ga0.47As/In0.52Al0.48As QWs with well
widths of 4 and 7 nm. Hereby, the photocurrent is measured in all sam-
ples at room and liquid helium temperature under excitation with terahertz
(THz) laser radiation. As radiation source, an optically pumped NH3 molecu-
lar laser [32,102] was used. It was tuned to different wavelengths: 90, 148 and
280µm to cause indirect transitions within the lowest conduction subband.
The corresponding photon energies are 13.8, 8.4 and 4.4 meV, respectively,
much smaller than the energy gap and subband separation. The NH3 laser
provided single pulses exhibiting a pulse duration of about 100 ns and a peak
power P of about 6 to 12 kW. To obtain elliptically and in particular circularly
polarized radiation, a λ/4 plate is used. The angle ϕ denotes the rotation angle
of the wave plate, indicating the helicity of light (for details see Section 3.2).
The resulting photocurrents are measured in all samples, via the voltage drop
across a load resistor.
5.1.1.1 Circular photogalvanic effect: In the measurements concerning the
CPGE [63] (see Section 2.2.3) oblique incidence of radiation along the x axis is
required, as illustrated in the inset of Fig. 29. Here, sample (i) is illuminated
at an angle of incidence of φ0 = 30
◦ and the resulting currents are measured
parallel and perpendicularly to eˆx. In Figure 29 the helicity dependences of
these photocurrents Jx and Jy are illustrated, resulting from the rotation of a
λ/4 plate. It clearly demonstrates the fingerprint of the CPGE, which is the
current’s sign inversion upon switching the radiation’s helicity Pcirc from +1
to −1 at ϕ = 45◦ (σ+) and ϕ = 135◦ (σ−), respectively. Additionally, it was
verified that the current vanishes for normal incidence of radiation and reverses
its sign upon an inversion of the angle of incidence. These features prove that
the current results from the CPGE. The whole polarization dependence results
from the interplay between CPGE and linear photogalvanic effect (LPGE).
Using the Stokes parameters, it can be well fitted by J(ϕ) = APcirc+B cos
2 2ϕ+
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Figure 29: Helicity dependences of the longitudinal (Jx) and trans-
verse (Jy) photocurrents obtained for sample (i) at room temperature,
φ0 = 30
◦ and a photon energy of ~ω = 13.8 meV. The ellipses on top
illustrate the polarization states for various angles of the λ/4 plate, ϕ.
Inset: Experimental geometry for the CPGE.
C sin 4ϕ + D. Here the first term, which is proportional to the helicity and
contains the parameter A, originates from the CPGE. The other three terms,
including the coefficients B, C and D, are caused by the linear photogalvanic
effect (LPGE) and insensitive to the helicity. For the further data analysis, the
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pure CPGE was extracted from the helicity dependence of the total current,
herewith, any spurious currents are avoided as well. In the separation, the
CPGE’s sign inversion under the transition from σ+ to σ− polarized light was
used and the circular photocurrent results after:
JCPGE = [J(σ+)− J(σ−)]/2, (56)
where J(σ+) and J(σ−) are photocurrents measured at σ+- and σ−-polarized
excitation.
In Section 2.2 it was already demonstrated that the Rashba and Dresselhaus
spin-splittings can be estimated via photocurrent measurements. With the
above described setup, the splitting strengths α and β˜ can be obtained via
the CPGE currents JCPGEy and J
CPGE
x . Here, the Dresselhaus coefficient β˜
indicates that the photocurrent measurements are sensitive to the renormalized
Dresselhaus terms, i.e. to the first angular harmonics. After Eq. (31), for eˆ ‖ x,
the ratio α/β˜ is given by:
∣∣∣∣αβ˜
∣∣∣∣ =
∣∣∣∣∣J
CPGE
y
JCPGEx
∣∣∣∣∣ . (57)
With Eq. (57), from Fig. 29 results a α/β˜-ratio of 1.03 ± 0.08 for sample (i)
at room temperature. This experiment was also carried out at 5 K, yielding a
slightly increased value of α/β˜ = 1.16± 0.09.
To improve the accuracy, the CPGE was additionally analyzed using the larger
sample geometry with 8 contact pairs, which are equally arranged on a circle
of 8 mm diameter. It allows to probe the photocurrents along several different
directions in addition to x and y. Sample (ii) (LQW = 4 nm) was as well illu-
minated along the x direction under oblique incidence (φ0 = 25
◦). The helicity
dependences were measured one-by-one from opposite contact pairs and show
the same features as Fig. 29, discussed above. From these dependences, the
pure CPGE contributions were extracted, using Eq. (56). The resulting cur-
rents JCPGE(θ) are plotted in polar coordinates in Figure 30, where the angle
θ defines the current’s direction and lies between x ‖ [100] and J . The current
component, JR, perpendicular to eˆx is driven by the Rashba spin splitting,
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Figure 30: (a) Illustration of the larger sample with 16 contacts and
definition of the azimuthal angle θ. (b) Polar plot of the pure CPGE
current JCPGE(θ), which is extracted from helicity dependences mea-
sured in sample (ii). The solid line represents the fit after Eq. (58) with
an Rashba/Dresselhaus ratio of JR/JD = 0.94± 0.08.
whereas the parallel component, JD, is caused by the Dresselhaus SOI. The
data presented in Fig. 30(b) can be well fitted by:
JCPGE(θ) = JCPGED cosθ + J
CPGE
R sinθ, (58)
with JCPGER /J
CPGE
D = 0.94± 0.08. This ratio is related to the Rashba/Dressel-
haus-ratio, α/β˜ = JCPGER /J
CPGE
D . According to this fit, the measured current
for an arbitrary angle θ can be described as a linear combination of Rashba-
induced and Dresselhaus-induced components. The only exceptions are at
θ = 0◦ and θ = 90◦, here, the currents reflect the pure Dresselhaus and pure
Rashba term, respectively. Hence, the current emerging at θ = 45◦ reflects
α + β˜ (where both coefficients are assumed to have the same sign), while for
θ = 135◦, it is proportional to α−β˜. The circular fit, with the maximum current
amplitude at about 45◦ proves the equal strengths of Rashba and Dresselhaus
spin splittings in the 4 nm broad QW.
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5.1.1.2 Spin-galvanic effect: Additionally to the CPGE, also the SGE [59]
(see Section 2.2.2) was used to study the InGaAs/InAlAs heterostructures. In
these measurements, normal incidence of radiation and an external in-plane
magnetic field of up to B = ±1 T, applied along the x axis, are required,
as illustrated in the inset of Fig. 31. Using this setup, the SGE current was
measured on sample (i) under irradiation at a wavelength of 148 µm. The
resulting currents were measured along (Jx) and perpendicularly (Jy) to the
magnetic field. These currents Jx and Jy depend linearly on B, which is, for
the weak magnetic field strengths used here, a typical feature of the SGE.
Furthermore, the signals vanish at B = 0. To avoid any spurious magnetic
field independent contributions, the signals are again treated after Eq. (53).
In Figure 31 the helicity dependences of the photocurrents Jx and Jy, treated
after Eq. (53), are illustrated. The whole polarization dependence results from
the interplay between SGE and MPGE. After the phenomenological theory [58]
the photocurrents can be well fitted by:
J(ϕ) = JSGE sin2ϕ+ Jd sin4ϕ− Je cos22ϕ+ J f , (59)
This polarization dependence, described by the Stokes parameters, as well
as the linear coupling of all individual contributions to the magnetic field B
prove that the signals are due to the magnetic field induced photogalvanic
effects [58]. Here the first term, which is proportional to the helicity and
contains the parameter JSGE, originates from the SGE. The other three terms,
including the coefficients Jd, Je and J f , are caused by the linear MPGE and
therefore insensitive to the helicity.
Analogous to the previously discussed examination of the CPGE, the pure SGE
was extracted from the helicity dependence of the total current. Herewith,
any spurious currents are avoided as well. In the separation, the SGE’s sign
inversion under the transition from σ+ to σ− polarized light was used and the
circular photocurrent results after:
JSGE =
J(σ+)− J(σ−)
2
. (60)
In Section 2.2 it was already demonstrated that the Rashba and Dresselhaus
spin-splittings can be estimated via photocurrent measurements. With the
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, Sample (i)
Figure 31: Helicity dependences of the magnetic field induced pho-
tocurrents Jx and Jy obtained for sample (i) at room temperature,
Bx = ±1 T and a photon energy of ~ω = 8.4 meV. The ellipses on top
illustrate the polarization states for various angles ϕ of the λ/4 plate.
Inset: Experimental geometry for the SGE.
above described setup, the splitting strengths α and β˜ can also be obtained via
the SGE currents JSGEx and J
SGE
y . After Eq. (27), for B ‖ x and consequently
S ‖ y, the Rashba/Dresselhaus-ratio is given by:
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∣∣∣∣αβ˜
∣∣∣∣ =
∣∣∣∣JSGExJSGEy
∣∣∣∣ . (61)
With Eq. (61), from Fig. 31 results a α/β˜-ratio of 0.99 ± 0.08 for sample (i)
at room temperature. This experiment was also carried out at 5 K, yielding a
slightly increased value of α/β˜ = 1.08 ± 0.09. Note that the direction of the
average non-equilibrium spin S plays an important role for the estimation of
the α/β˜-ratio. In the experimental geometry used here, the Larmor precession
generally should create spins oriented perpendicularly to the magnetic field B.
Nevertheless, a possible anisotropy of the spin relaxation due to the D’yakonov-
Perel spin relaxation mechanism may affect the relative direction of B and
S [52]. However, the fact that JSGEx ≈ JSGEy indicates that the spin relaxation
anisotropy is negligible in this structure and that α/β˜ = JSGEx /J
SGE
y is justified.
In sample (iii) (LQW = 7 nm) the relative strengths of Rashba and Dressel-
haus splittings were estimated with the same method. From the helicity de-
pendences of the longitudinal and transverse photocurrents, measured at room
temperature, the ratio was estimated to: α/β˜ = JSGEx /J
SGE
y = 3.97± 0.20. At
5 K, a ratio of α/β˜ = JSGEx /J
SGE
y = 4.00± 0.20 results.
Analog to the earlier discussed CPGE, also the SGE was additionally ana-
lyzed using sample (ii) with 16 contacts, to improve the accuracy [13]. The
magnetic field was again oriented along the x axis (B ‖ x). The helicity de-
pendences were measured one-by-one from opposite contact pairs and show the
same features as Fig. 31, discussed above. From these dependences, the pure
SGE contributions were extracted, using Eq. (60). In Figure 32 the resulting
currents JSGE(θ) are plotted in polar coordinates. Here the angle θ defines the
current’s direction and lies between x ‖ [100] and J . The current component,
JD, perpendicular to the magnetic field is driven by the Dresselhaus spin split-
ting, whereas the parallel component, JR, is caused by the Rashba SOI. The
data presented in Fig. 32(b) can be well fitted by:
JSGE(θ) = JSGER cosθ + J
SGE
D sinθ, (62)
with JSGER /J
SGE
D = 0.98 ± 0.08. This ratio is related to the Rashba/Dressel-
haus-ratio, α/β˜ = JSGER /J
SGE
D . This polar plot, which is well described by the
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Figure 32: (a) Illustration of the larger sample with 16 contacts and
definition of the azimuthal angle θ. (b) Polar plot of the pure SGE
current JSGE(θ), which is extracted from helicity dependences measured
in sample (ii). The solid line represents the fit after Eq. (62) with an
Rashba/Dresselhaus ratio of JR/JD = 0.98± 0.08 [13].
circular fit with the maximum current amplitude at about 45◦, is a further
proof for the equal strengths of bulk and structure inversion asymmetry in the
4 nm broad QW.
5.1.2 Discussion
The obtained experimental results demonstrate that it is possible, to investi-
gate BIA and SIA in InGaAs/InAlAs QWs by means of different photogalvanic
effects. Since the photocurrents are just sensitive to the first angular harmonics
in the Fourier expansion of the nonequilibrium electron distribution function,
this method allows to investigate only the Rashba SOI and the renormalized
linear in k Dresselhaus SOI. The strength of the renormalized Dresselhaus
contribution is given by β˜. This coefficient emerges, when the Dresselhaus
Hamiltonian from Eq. (55) is separated into first, ΩD1 , and third order har-
monics, ΩD3 (compare Section 2.1.3 and Ref. [13, 103]):
HD = ~ (Ω
D
1 +Ω
D
3 )σ, (63)
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containing renormalized linear and cubic terms:
~ΩD1 = β˜ (kxxˆ− kyyˆ) ; β˜ = β −
γ
4
〈
k2
〉
, (64)
~ΩD3 = −
γ
4
k3 (xˆ cos3ϕ+ yˆ sin3ϕ) . (65)
Here, kx = k cosϕ, ky = k sinϕ and xˆ, yˆ are unit vectors.
In the experiments, the renormalized Rashba/Dresselhaus-ratio was estimated
for liquid helium as well as room temperature in three different samples. An
overview on the derived k-linear α/β˜-ratios for both QW widths is given in
Table 4. It shows that all photocurrent measurements are in a good agreement.
The results for the 4 nm broad QW (samples (i) and (ii)) reveal renormalized
k-linear Rashba and Dresselhaus spin-splittings of equal strengths (α/β˜ ≈ 1),
and consequently equal magnitudes of SIA and BIA. These findings validate the
provisory theoretical prediction concerning the 4 nm sample, where SIA and
BIA were stated to be similar. Under these circumstances, α = ±β holds and
both effective magnetic fields caused by the Rashba and Dresselhaus SOI get
aligned along one common axis. This leads to some very interesting features:
A strong anisotropy in spin-splitting arises, where the splitting in the k-space
vanishes along the [11¯0] direction and gets maximal for the [110] direction, or
Sample LQW (nm) Technique T (K) α/β˜
(ii) 296 0.94± 0.08
(i) 4 CPGE 296 1.03± 0.08
(i) 5 1.16± 0.09
(ii) 296 0.98± 0.08
(i) 4 SGE 296 0.99± 0.08
(i) 5 1.08± 0.09
(iii) 296 3.97± 0.20
(iii)
7 SGE
5 4.00± 0.20
Table 4: Obtained values for the Rashba/Dresselhaus ratio in the 4
and 7 nm broad InGaAs/InAlAs QWs. The measurements, utilizing
both CPGE and SGE, were carried out for low temperature as well as
for room temperature.
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vice versa depending on the relative signs of α and β. Additionally all spins are
oriented parallel to the k direction with zero spin-splitting. Thus, for a spin
aligned in this direction, the D’yakonov-Perel spin relaxation is suppressed,
yielding very long spin relaxation times. Furthermore, if a spin has another
orientation, it precesses only around one specific crystal axis for each possible
electron momentum k and spatially periodic modes emerge. This results in
the formation of a persistent spin helix, which is robust against all forms of
spin-independent scattering.
Usually the Dresselhaus SOI in an InGaAs QW is much smaller than the
Rashba SOI. Hence, to obtain structures that fulfill the PSH condition, the
growth process has to be influenced in a way that the bulk inversion asym-
metry is enhanced, while the structure inversion asymmetry is reduced. For
this purpose, the following dependence of the linear Dresselhaus SOI on the
QW width was used: β ∼ 〈k2z〉 ∼ 1/L2QW (see Sect. 2.1.3). Thus, the Dressel-
haus SOI was increased by fabricating narrow quantum wells and the built-in
Rashba SOI was reduced by symmetrical doping of the QW structure. The ex-
perimental finding, arising in the 7 nm broad QW (sample (iii)), that α/β˜ ≈ 4
agrees with the above consideration, since β decreases quadratically with in-
creasing LQW and α remains unchanged, due to the same doping profiles of
samples (i) and (iii). In the 7 nm broad QW the confinement gets weaker and
the PSH condition breaks up.
In order to compare the photocurrent measurements with other data, the car-
rier densities and mobilities of the ungated InGaAs/InAlAs samples were mea-
sured as well. Therefor, the hall resistance and Shubnikov-de-Haas oscillations
were investigated at 4.2 K using magnetic fields up to B = 7 T. The corre-
sponding values are given in Table 3.
Moreover, in Table 4 a very weak temperature dependence of the α/β˜-ratio
is obvious: at 5 K all values, estimated using the CPGE as well as the SGE,
are slightly larger than at 296 K. This very weak dependence of the SOI pa-
rameters in the investigated material is expected theoretically and can be ex-
plained: The combination of the small electron effective mass (around 0.04m0
for In0.5Ga0.5As) with a high electron density (ns = 4.26×1012 cm−2 for sample
(i)) yields a Fermi energy of about 200 meV. This means that the 2D electron
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gas is degenerated even at room temperature. The temperature-dependent cor-
rections of the Rashba and Dresselhaus constants lie in the order of the ratio
between thermal energy and Fermi energy. This ratio amounts to about 13 %
at room temperature, which is in good agreement with the results presented
in Table 4.
5.2 Magneto-transport measurements
5.2.1 Experimental results
In this section, the results obtained from the magneto-transport measurements,
which were carried out in J. Nitta’s group (Tohoku University, Sendai, Japan),
are presented [13]. These complementary experiments provide a different ap-
proach to investigate Rashba and Dresselhaus terms in InGaAs based QWs.
To ensure the comparability of these results with the ones obtained in the pho-
tocurrent experiments, pieces from the same wafers, of which samples (i), (ii)
and (iii) were made, are investigated. For the transport measurements 20µm
× 80µm sized Hall bar structures with an Al2O3 gate insulator and a Cr/Au
top gate were processed (see Fig. 33). In the experiments an external B-field
was applied perpendicularly to the QW plane and the sample was cooled to
a temperature of T = 1.4 K. Using this setup, the magneto-conductance was
Top gate
Bper
Figure 33: Top gate-fitted Hall bar structure (20µm × 80µm) and
orientation of the external magnetic field.
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measured at different gate voltages Vg, respectively carrier densities. Hereby, ns
was extracted from the sheet resistivity and the periodicity of the Shubnikov-
de Haas oscillations, yielding ns = 4.12×1012 cm−2 and ns = 3.48×1012 cm−2
for the 4 nm broad and 7 nm broad QW structure, respectively, at Vg = 0 V
and T = 1.7 K. By varying the gate voltage SIA can be tuned and thus, the
Rashba/Dresselhaus-ratio. In the experiment, this ratio is accessible via the
crossover from weak antilocalization to weak localization and back, which was
already explained in Sect. 2.4.
Figure 34 illustrates the results from the transport measurements for both
QW structures [13]. Here, the quantum correction to the magneto-transport
Magnetic field B  (mT)
0 5-5
2.15
2.48
3.12
3.34
3.57
0-1 1
3.23
3.35
3.71
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4.23
LL
Figure 34: Results of the magneto-transport measurements carried
out at T = 1.4 K on both InGaAs/InAlAs samples for (a) LQW = 4 nm
and (b) LQW = 7 nm. The conductance, given in units of e
2/h, is
displayed as a function of the external B-field. Different curves cor-
respond to different gate voltages, respectively, carrier densities. The
arrows indicate the conductance minima of the WAL curves.
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was investigated under the variation of the gate voltage from −15.0 V up to
+6.5 V, which corresponds to charge carrier densities between ns = 2.15 ×
1012 cm−2 and ns = 4.23 × 1012 cm−2. In both plots the arrows indicate
the conductance minima in the WAL curves. For the 4 nm broad QW, see
Figure 34(a), the magneto-conductance near the zero magnetic field changes
from WAL to WL characteristics and back again to WAL upon increasing ns.
Such a WAL-WL-WAL transition reflects suppressed spin relaxation for the
WL regime, emerging at ns = 3.71 × 1012 cm−2 (µ = 1.4 × 104 cm2/(Vs)).
This clearly indicates that - even in the presence of a strong k-cubic SOI - a
PSH condition is fulfilled in the WL region. By contrast, for the 7 nm broad
QW, see Figure 34(b), only the WAL characteristics is observed, which gets
enhanced with increasing ns. Thus, in the 7 nm sample the difference between
Rashba and Dresselhaus terms is too large, to achieve a PSH condition by gate
tuning.
5.2.2 Discussion
For a better understanding, all results obtained by the three described inde-
pendent methods (CPGE, SGE and magneto-transport experiments) will be
compared and discussed. Utilizing all these methods, the Rashba/Dresselhaus-
ratio was deduced by studying the anisotropies of both photocurrents as well
as of the weak anti-localization. While these approaches are based on diverse
phenomena, they all give the investigated ratio at almost Fermi level. This
is obvious for transport measurements, but also valid for photocurrent mea-
surements applying THz radiation with photon energies of several meV, which
are much smaller than the Fermi energy. The results obtained by these three
independent methods are in a good agreement. For the 7 nm broad QW all
methods reveal that the Rashba and Dresselhaus terms, and consequently SIA
and BIA, are not equal, which is attributed to the inverse quadratic influence
of LQW on β. Here β is smaller than α, due to the weaker confinement, and
the PSH condition is not fulfilled.
For the 4 nm broad QW, all different methods show that Rashba and Dressel-
haus terms, and consequently SIA and BIA, are of equal strengths. Although,
the photocurrent experiments reveal a ratio of α/β˜ ≈ 1, in the ungated sample
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for a wide range of temperatures, the magneto-transport measurements yield
a WL for an applied gate voltage of Vg = −7 V. This gate voltage corresponds
to a charge carrier density of ns = 3.71× 1012 cm−2 at 1.7 K. By contrast the
carrier density in the ungated sample amounts to ns = 4.26 × 1012 cm−2 at
4.2 K. This small difference in ns can be explained in the following way: The
photogalvanic effects are just sensitive to the first angular harmonics (∝ sinϕ
and cosϕ) in the Fourier expansion of the nonequilibrium electron distribution
function, thus, to renormalized k-linear terms Ω1. Herewith, the strengths
of the k-linear Rashba term, α, and the renormalized Dresselhaus constant,
β˜, are accessible. In contrast, the transport measurements reflect first and
third (∝ sin3ϕ and cos3ϕ) angular harmonics, thus also k-cubic terms. Hence,
the different ns, of the PSH type states, indicated by the photocurrent mea-
surements and the magneto-transport experiments, can be attributed to the
influence of the k-cubic Dresselhaus terms on the magneto-conductance. Even
τ
Figure 35: Correction to the conductivity in dependence on the mag-
netic field, according to Ref. [75]. The magneto-resistance is calculated
for different magnitudes of the Dresselhaus component’s third harmon-
ics, ΩD3τ (indicated by numbers near the curves). The inset gives the
position of the minimum depending on ΩD3τ .
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though these k-cubic terms are usually neglected, they may play an impor-
tant role in the spin-relaxation and hamper the PSH formation. Especially
the third harmonics may hasten the spin relaxation and, actually, prevent the
PSH formation. Strictly speaking, the realization of a PSH as well as the con-
siderable increase of the spin relaxation time and, consequently, a WAL-WL-
WAL transition, can only be obtained for negligible small k-cubic terms. This
circumstance was already addressed 2006 by Glazov and Golub in Ref. [75]:
Figure 35 shows the dependence of the magneto-resistance on B for differ-
ent magnitudes of the Dresselhaus component’s third harmonics ΩD3. Here,
for |α| = |β| and ΩD3 = 0 (solid curve) a WL emerges. In contrast, due to
”switching on” ΩD3 ∼ 1/τ the magnetic field dependence of the conductivity
is modified and now shows a WAL characteristic. Consequently, a small but
non-zero contribution of the third angular harmonics causes a minimal WAL
instead of a WL curve.
The influence of the k-cubic Dresselhaus terms on the magneto-conductance
behavior has recently been investigated in the group of K. Richter (University
of Regensburg), as well [13]. Their calculations validate the results of Glazov
and Golub and should also answer the remaining question: What is the gen-
eral condition for the appearance of a PSH state, respectively WL, which
replaces the one for the linear case (vanishing k-cubic SOI), α = β? To answer
this question, they studied the numerically computed crossover, from WAL to
WL and back, in the magneto-conductance of disordered conductors under a
variation of the quantities α, β and γ. In the used model, these parameters
were chosen to match with the experiment and assumed to be independent,
though, in a realistic system with fixed LQW, β and γ are connected. The im-
plemented tight-binding calculations are based on an efficient recursive Green
function algorithm [104] within the Landauer formalism. Hereby, a diffusive,
2D phase-coherent mesoscopic conductor with periodic boundary conditions
perpendicular to the transport direction was considered. Furthermore, the full
SOI Hamiltonian (Eqs. (54) and (55)) and an external perpendicular B-field
were employed.
Figure 36 illustrates the calculated conductance corrections δσ, depending on
the magnetic flux in one unit cell φ, for a fixed linear Dresselhaus parameter
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Figure 36: Conductance corrections δσ as a function of the magnetic
flux φ, after K. Richter’s group. The magneto-conductances are calcu-
lated for a fixed linear Dresselhaus parameter, β = 0.03, and various
Rashba parameters α. For (a) the k-cubic Dresselhaus term γ is zero,
in (b) a finite cubic Dresselhaus parameter of γ = 0.05 is assumed. The
different curves for α 6= 0 are shifted by arbitrary values for reasons of
clarity.
β and varying strengths of the Rashba SOI α. In the left panel (a), the cubic
Dresselhaus parameter γ was set to zero. As expected for the linear case, a
WAL-WL-WAL crossover emerges with a pronounced WL at α = β = 0.03,
where the PSH is reflected. The conductance curves in the right panel (b)
demonstrate the influence of a finite cubic Dresselhaus parameter (γ = 0.05):
The crossover prevails, although with less pronounced WL dip. Furthermore,
the WL-like curve is shifted away from α = β, even beyond α = β˜. Thus, the
numerical analysis indicates that the condition for the formation of a PSH,
deviates from the common assumption α = β˜ [13].
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For the experimental results, this means that Fig. 34(b) shows the complete
crossover, from WAL to WL-like and back to WAL, upon increasing α. Fur-
thermore, the WL-like curve does not reflect α = β˜. Considering this, the
small difference of the carrier densities between WL-like behavior and α = β˜
in the photocurrent measurements may be caused by a weak modification of
the magneto-transport results, owing to the influence of the k-cubic terms.
5.3 Summary
In this Chapter, BIA and SIA were analyzed in Si-doped, (001)-oriented, strain-
free grown InGaAs/InAlAs QWs at liquid helium and room temperature. This
material was chosen, since it exhibits a strong spin-orbit interaction and, conse-
quently, allows to investigate the influence of k-cubic terms on the formation of
a PSH [13]. Hereby, QW structures with two different well widths of LQW = 4
and 7 nm were investigated, using three independent methods based on the
study of the anisotropies of CPGE, SGE and WAL. First, the two photogal-
vanic effects CPGE and SGE were applied, to estimate the ratio of the Rashba
and renormalized k-linear Dresselhaus terms, α/β˜, in a wide range of tem-
peratures from 5 up to 296 K. At this, the CPGE and SGE revealed for the
ungated 4 nm broad QW a ratio of α/β˜ ≈ 1 and for the ungated 7 nm wide
well a ratio of α/β ≈ 4. These values depend just slightly on the temperature,
which agrees with the theory. Furthermore, the increased ratio of the 7 nm
broad well corresponds with the 1/L2QW-dependence of β. Thus, BIA and SIA
are equal in the 4 nm sample and long spin relaxation times are expected.
Second, complementary magneto-transport measurements were performed on
gated samples at liquid helium temperatures. Here, quantum corrections to
the magneto-conductance are investigated and the complete crossover, from
WAL to WL-like and back to WAL characteristics, upon gate tuning was de-
tected in the 4 nm broad QW. For the 7 nm sample just WAL curves were
observed. Hence, it was shown that the Rashba SOI can be fine tuned by an
external gate voltage. Moreover, the PSH-like state was confirmed in the 4 nm
sample, while for the 7 nm sample the gate voltage was to small to reach equal
Rashba and Dresselhaus terms. These results are in a good agreement with
the ones obtained in the CPGE and SGE experiments. In contrast to the pho-
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tocurrents, the magneto-transport experiments are sensitive to both first and
third order harmonics in the Fourier expansion of the nonequilibrium electron
distribution function. Thus, the small difference between the charge carrier
densities of WL-like behavior and α = β˜ in the photocurrent measurements
may be caused by a weak modification of the magneto-transport results, owing
to the influence of the k-cubic terms. Additionally, the influence of the third
order harmonics on the PSH formation in materials with a strong SOI was
considered theoretically. Moreover, via numerical simulations, the remaining
question about the general condition for the formation of a PSH state was
investigated. Hereby, calculations of Glazov and Golub [75] as well as evalua-
tions of Richter’s group confirm independently that the third harmonics affect
the WAL-WL-WAL transition in the magneto-conductance and alter the PSH
condition. Instead of a WL, a WL-like curve results in structures with a strong
k-cubic SOI. This WL type characteristic still reflects the PSH and reveals its
robustness. The PSH even arises in structures with a substantial k-cubic SOI
contribution. Furthermore, the condition for the PSH formation deviates from
the common assumption. It is shifted and the PSH emerges at α 6= ±β˜, where
β˜ gives the renormalized Dresselhaus constant [13].
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6 Spin and orbital mechanisms of the MPGE
In the previously presented and discussed experimental results, always the
photocurrents’ phenomenological equations and their similarity to the k-linear
spin-splitting were in the focus. In this chapter, also the microscopic origins of
the linear as well as the circular MPGE in GaAs/AlGaAs QWs are closer in-
vestigated. Especially the question, if a further orbital mechanism contributes
in the current formation, additionally to the well known spin-based one, will
be considered [21].
In diverse physical phenomena, spin and orbital mechanisms are present at
the same time and result in two competitive contributions in the observable
effects. Textbook examples, therefore, are the Pauli paramagnetism and the
Landau diamagnetism, which cause two comparable contributions to the mag-
netic susceptibility of an electron gas [105]. Another bright manifestation is
the fine structure of exciton lines in a magnetic field [106]. In all these phe-
nomena, the electron systems are influenced by an external magnetic field in
two different ways: via Zeeman splitting of spin sublevels and by cyclotron
twisting of electron trajectories. Also in the two different roots of the magne-
togyrotropic photogalvanic effect, the linear and the circular MPGE, spin and
orbital mechanisms are expected in the current formation. The spin-related
origins of both MPGEs have already been widely discussed and are based on
the spin-dependent relaxation of a non-equilibrium electron gas in gyrotropic
QW structures (for reviews see Refs. [4,5,26,32,49,54]). The microscopic mech-
anisms of the spin-based MPGEs are predicated on the SOI in 2DEGs with
SIA and BIA. In the case of the linear MPGE, the photocurrent occurs due to
electron gas heating via absorption of linearly or unpolarized radiation. The
spin-dependent energy relaxation of these heated electrons leads to two oppo-
sitely directed electron flows of equal strength in the spin-up and spin-down
subbands, resulting in a pure spin current [12, 26, 51, 54, 55, 107]. An in-plane
magnetic field induces Zeeman splitting between the spin up and spin down
subbands and thus, converts the spin flow into a measurable spin-polarized
electric current. The circular MPGE emerges under illumination with circu-
larly polarized radiation and yields a helicity proportional photocurrent. It is
generated by the spin-galvanic effect [59,108] (SGE), here the electric current
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results due to spin-flip relaxations of a spin-polarized non-equilibrium electron
gas [26, 33, 54]. The in-plane spin component, being necessary for the SGE
in (001)-grown QWs is provided by an in-plane magnetic field: It rotates the
optically induced spin polarization, due to the Larmor precession, into the
2DEG plane. Additionally to these intensively discussed spin-based origins of
the linear and circular MPGE, orbital mechanisms in the current formation
were predicted most recently [19, 20]. They are caused by a magnetic-field-
induced scattering asymmetry and may contribute substantially in the current
formation. This contribution may complicate the analysis of the spin currents,
which are meaningful for the investigation of spin generation and spin-related
transport in 2DES. These issues, in turn, are major and still growing fields in
solid-state research [3, 5, 109, 110]. Furthermore, the MPGE was employed to
investigate BIA and SIA [12, 52], which is in the focus of the current research
and studied by various optical and transport methods [53, 73,111–118].
In this Chapter, sample set II (GaAs/AlGaAs QWs of different width) is used
to investigate the underlying mechanisms in the formation of the MPGE cur-
rents. Thus, for the first time a method is developed, which shows the orbital
contribution in both, linear and circular, MPGE currents. This method is
based on the different behaviors of the spin and orbital mechanism on the varia-
tion of the g∗ factor: A current resulting from spin-related roots is proportional
to the Zeeman splitting and hence to g∗, by contrast a current based on orbital
mechanisms does not depend on g∗. Thereby, the dependence of strength and
sign of the Lande´ factor g∗ on the QW width LQW in GaAs/AlGaAs struc-
tures is used. Our experiments show that, for most QW widths, both MPGEs
are mainly driven by spin-related mechanisms, which results in a photocurrent
proportional to the g∗ factor. In structures with a vanishingly small g∗ factor,
however, linear and circular MPGE are also detected, proving the existence of
orbital mechanisms [21]. The obtained experimental results are supported by
theoretical calculations and a microscopic model for the orbital mechanism,
which were developed parallel to the experimental work. Time-resolved Kerr
rotation (TRKR) measurements were additionally applied to estimate the g∗
factors of all samples. First, the sample characterization by photoluminescence
(PL) and TRKR techniques is covered, subsequently, the analysis and discus-
sion of the experimental results obtained by measurements of the linear and
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circular MPGE will be explained and in the end of this section, a summary is
given.
6.1 Sample characterization by PL and TRKR tech-
niques
In this section, the experimental results concerning the sample characteriza-
tion, which were obtained in the group of Ch. Schu¨ller [21], will be introduced.
Hereby the electron confinement energies in the QWs were determined by com-
bined PL and PLE measurements; time-resolved Kerr rotation and photolu-
minescence techniques were used to study Lande´ factors and spin dynamics.
Figure 37(a) shows PL and PLE spectra measured on sample E (15 nm wide
Figure 37: (a) PL (dashed line) and PLE (solid line) spectra of sample
E (15 nm wide QW). The arrow indicates the transition energy of the
(e2−hh2) transition observed in the PLE spectrum. (b) PL peak energy
as a function of the QW width. The dotted line indicates the transition
energy for which the electron g∗ factor changes its sign [119]. (c) Energy
difference between (e1− hh1) and (e2− hh2) transitions as a function
of the QW width.
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QW). The PL spectrum shows a single peak corresponding to the (e1− hh1)
transition in the QW. In the PLE spectrum, the onset of absorption at the
Fermi energy of the two-dimensional electron system in the QW is clearly
visible slightly above this PL peak. The pronounced maximum in the PLE
spectrum, indicated by the arrow, corresponds to the (e2 − hh2) transition.
Due to the increasing confinement in the narrower QWs, the PL peak position
shifts to higher energies, as Fig. 37(b) demonstrates. The energy difference
between (e1−hh1) and (e2−hh2) transitions as a function of the QW width,
shown in Fig. 37(c), and listed in Table 2, is extracted from the PL and PLE
measurements. It also increases as the QW width is reduced. For QWs, which
are thinner than 10 nm, the (e2 − hh2) transition lies outside of the tuning
range of the Ti-Sapphire laser.
   Sample A
(L      = 4 nm)
Sample G  (L      = 30 nm)
     Sample C
(L      = 8.2 nm)
Figure 38: (a) TRKR traces measured on 3 different samples (LQW =
4, 8 and 30 nm) with an applied in-plane magnetic field of 4 Tesla. (b)
Electron g∗ factor as a function of the QW width extracted from the
TRKR data. The sign of the g∗ factor, which cannot be directly ex-
tracted from the TRKR traces, has been inferred from the PL transition
energies.
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It is well-established [120, 121] that in GaAs/AlGaAs QWs the electron g∗
factor depends on the QW width, and even changes its sign with increasing
LQW. Since in narrow QWs the electron wave function has a sizeable amplitude
within the AlGaAs barriers, this leads to an effective admixture of the (posi-
tive) g∗ factor in the barrier material to that (negative) of the electron confined
in the GaAs QW. Figure 38(a) depicts the TRKR measurements, where this
width dependence is clearly observed. The TRKR traces show the damped
Larmor precession of the optically oriented electron spin polarization around
the applied magnetic field. The precession frequencies are markedly different:
For the widest sample, the precession frequency is high, it decreases for nar-
rower QWs, then increases again for the most narrow sample. Figure 38(b)
gives the QW width dependence of the g∗ factors in sample set II. The sign
of the g∗ factor is infered from the PL transition energies. Hereby the zero
crossing of the g∗ factor is assumed, after Yugova et al. [119], for a fundamen-
tal transition energy (e1− hh1) of 1600 meV (indicated by the dotted line in
Fig. 37(b)). In sample C, the PL peak is observed at 1572 meV, in the thinner
sample B the PL peak is at 1616 meV. Hence, negative g∗ factor values are
assigned to the samples with nominal QW widths between 30 nm and 8.2 nm,
and positive g∗ factors to the two thinnest samples.
The TRKR measurements also allow the estimation of the spin dephasing
time (SDT), T ∗2 . Figure 39(a) shows TRKR traces measured on sample set II
without applied magnetic fields. No simple correlation between the QW width
and the SDT is apparent, as evidenced in Fig. 39(b) (note the logarithmic scale
for the SDT). The dominant spin dephasing mechanism at low temperatures
is for all samples the D’yakonov-Perel mechanism [69], thus the SDT is given
by (motional narrowing regime):
1
T ∗2
= Ω2τp, (66)
where τp is the momentum relaxation time, and Ω the precession frequency due
to the effective spin-orbit fields. With decreasing LQW, the Dresselhaus field
increases due to the momentum quantization along z. After Ref. [122], also
the Rashba field increases monotonously with diminishing LQW, in the thick-
ness range investigated here. According to Eq. (66), the two rising spin-orbit
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   Sample A
(L      = 4 nm)
   Sample B
(L      = 6 nm)
    Sample E
(L      = 15 nm)
Figure 39: (a) Zero-field TRKR traces measured on three different
samples with LQW = 4, 6 and 15 nm. (b) Zero-field SDT as a function
of the QW width (log. scale). (c) Ω2 as a function of the QW width.
fields lead to a more rapid dephasing in thinner QWs. The non monotonous
dependence of the SDT on the QW width can be explained by taking into
account the different momentum relaxation times in our samples. The values
for τp were calculated from the mobilities at 4.2 K and are listed in Table 2.
They allow together with Eq. (66) to calculate Ω2. Figure 39(c) illustrates the
results, demonstrating a near-monotonous increase of Ω2 with decreasing LQW,
as expected from the QW width dependence of the effective spin-orbit fields.
6.2 Linear MPGE
6.2.1 Experimental results
The experiments concerning the linear MPGE were carried out on sample
set II, which consists of GaAs/AlGaAs QWs with varying well width [21].
Hereby, the photocurrent is measured in all samples at room temperature
under excitation with linearly polarized terahertz (THz) laser radiation at
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normal incidence. As radiation source, an optically pumped NH3 molecular
laser [32,102] was used. It was tuned to a wavelength of 280µm (corresponding
photon energy: 4.4 meV) to cause only free carrier absorption. The NH3
laser provided single pulses exhibiting a pulse duration of about 100 ns and a
peak power P of about 6 kW. As illustrated in the inset of Figure 40, in the
experiments linearly polarized radiation, with the radiation field E ‖ x, and
an external in-plane magnetic field By of ±1 T were applied. The resulting
linear MPGE Jx was measured along the x-direction, normally to the external
in-plane magnetic field By. This experimental geometry (Jx ⊥ By, Jx ‖ Ex)
is chosen to probe a current solely caused by SIA [7, 52]. Thus, the influence
of the QW width on the degree of asymmetry is reduced, since, for any other
configuration we would also obtain a BIA-induced MPGE, which complicates
the data analysis, because BIA itself strongly depends on LQW [72].
Under THz irradiation a photocurrent signal Jx was observed, which increases
linearly with the magnetic field strength By and changes its sign upon the
inversion of B (from B+ > 0 to B− < 0). This signal shows the previously
described characteristics of the MPGE and was treated according Eq. (53), to
eliminate spurious background processes (see Sect. 4.1).
Figure 40 displays the corresponding photocurrent JLMPGE as a function of
LQW. Additionally, the effective Lande´ factor g
∗, which was estimated using
the TRKR experiments, is plotted for each sample (for details see Sec. 6.1).
The measured g∗ factors agree well with calculations obtained by Ivchenko et.
al. [121] given by the dashed line. It is clearly visible in Fig. 40 that the SIA-
induced photocurrent Jx, similarly to the g
∗ factor, changes its sign upon the
variation of LQW. Note, that for sample A (LQW = 4 nm), χ is twice as large
as for the other samples, therefore SIA and consequently the SIA-induced
current is enhanced compared to the samples with larger LQW. However, a
shift between the zero points is obvious: While the g∗ factor vanishes for
LQW ∼ 6.5 nm, the current’s inversion point lies at LQW ∼ 10 nm. In the
discussion [21], it will be shown that this difference in the zero points as well
as the linear MPGE’s sign inversion can be well described by the interplay of
spin and orbital mechanisms in the current formation.
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Figure 40: Dependence of the linear MPGE (circles) on LQW. Results
were obtained at room temperature, By = ±1 T and ~ω = 4.4 meV.
The corresponding g∗ factors (triangles, by TRKR) are also given for
all samples. Inset: Experimental geometry for the linear MPGE.
6.2.2 Discussion
For a qualitative explanation of the experimental results, obtained by the in-
vestigation of the linear MPGE, the basic physics of both possible mechanisms
are described. First the spin based microscopic model of the MPGE, which
was already explained in detail in section 2.2.1, is taken up again. Here, a
spin-polarized current results due to the asymmetric phonon assisted energy
relaxation of a non-equilibrium electron gas, heated by e.g. THz or microwave
radiation [51, 123]. Important at that is the external magnetic field, leading
to Zeeman splitted spin subbands sy = ±1/2, as Figure 41 sketches. The
asymmetric spin-dependent scattering probability stems from the spin-orbit
interaction in gyrotropic media [51] and can be estimated from the scattering
matrix element given in Eq. (25):
Wk′k = W0 {1 + ξ [σ × (k + k′)]z} , (67)
where W0 is the symmetric part of the scattering probability, determining the
mobility (we consider SIA only). Here k and k′ are the initial and scattered
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Figure 41: Spin based model for the linear MPGE. Different scattering
probabilities are indicated by the thicknesses of the arrows.
electron wave vectors and σ is the vector composed of the Pauli matrices. The
in-plane magnetic field induces an imbalance between the oppositely directed
electron fluxes of equal strength i±1/2 ∝ ξ, yielding a net electric current. Ob-
viously, this spin-polarized current, classified as linear MPGE, is proportional
to the Zeeman spin splitting induced by the magnetic field. Its QW width
dependence is described by the product g∗ ξ.
To estimate this SIA-induced parameter ξ, remote impurities are taken into
account. They create an electric field E along the growth direction, which
leads to the asymmetry of the QW. Hence, in this structure the eigenstates
are superpositions of the states of the rectangular QW. Consequently, the
envelope wave functions in the first and second size quantized subband φ1,2(z)
are denoted by:
φ1(z) = ϕ1(z) +
eEz21
E21
ϕ2(z), (68)
φ2(z) = ϕ2(z)− eEz21
E21
ϕ1(z).
Here, z is the growth direction, ϕ1,2(z) are the functions of size quantiza-
tion in the ground and the first excited subbands of the rectangular QW of
width LQW, E21 is the energy separation between these subbands, and z21 is
the coordinate matrix element calculated between these states. This leads to
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ξ(LQW) ∼ z21/E21, and a spin-based contribution to the linear MPGE current
that shows the following dependence:
jLspin(LQW) ∼ g∗(LQW)
z21
E21
. (69)
Here a weak dependence of the scattering probability on the QW width is
disregarded.
In the here investigated sample set II, where all samples have a similar structure
inversion asymmetry that is controlled by the asymmetric doping, the linear
MPGE should, after Eq. (69), vanish for a sample with zero g∗ factor and
change its sign upon the variation of the QW width. Thus, this spin-related
mechanism describes the current’s sign inversion very well. However, it can
not explain the difference in QW width of about 4 nm between the inversion
points of photocurrent and g∗ factor1. To explain this difference, an additional
spin-independent orbital contribution to the linear MPGE, which was recently
addressed by S. Tarasenko [19], is required.
A process resulting in the orbital contribution to the linear MPGE is illus-
trated in Fig. 42. Now, the in-plane motion of carriers is analyzed, which are
exposed to both, a high-frequency electric field (e.g. THz radiation) applied
along the x direction and an in-plane magnetic field pointing in the y direction.
Linearly polarized radiation forces the electrons, due to the oscillating electric
fieldE(t), into a see-saw motion with the velocity v(t). This is shown in Fig. 42
for different times t1 and t2. Disregarding the magnetic field, the asymmet-
rical doping leads to a localization of the electron’s wave function closer to
one interface. Thus, the momentum relaxation rate 1/τp is also controlled by
scattering on this interface. The orbital contribution to the linear MPGE is
based on the combined action of the applied electric and magnetic fields, as
explained subsequently. At a certain time t1, E(t) accelerates the electron, due
to the in-plane ac electric field, in the negative x direction. Simultaneously, the
magnetic field By acts on the electron moving with velocity vx(t1). Therefore,
1Note, that in the comparison of the MPGE data (obtained at room temperature) with
the g∗-factor behavior (measured at low temperatures) the weak temperature dependence
of the g∗-factor is not considered. This dependence [124, 125] may result in a small shift of
the g∗-factor’s zero crossing.
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Figure 42: Orbital model for the linear MPGE. Solid and dashed
lines show the electron wavefunction with and without radiation, re-
spectively.
the Lorentz force FL = e(v(t1) × B) results, which shifts the wave function
to the center of the quantum well and thus, decreases the scattering probabil-
ity (see Fig. 42). At t2 = t1 + T/2, half a period later, the direction of the
electron’s velocity inverts. Hence, the direction of the Lorentz force reverses
as well. Consequently at t2, the electron wave function is pushed closer to the
interface, leading to a larger scattering rate and slower momentum relaxation.
The resulting difference between the relaxation times for positive and negative
vx, causes a net electric current proportional to the magnetic field strength.
Apparently, a photocurrent resulting from this mechanism does not change its
direction upon the variation of the QW width. The microscopic origin, of the
orbital contribution in the linear MPGE current jLorb, lies in the influence of a
magnetic field on scattering. Due to an in-planeB-field, a k-dependent mixing
of the eigenstates φ1 and φ2 arises, and the envelope in the ground subband
becomes kαBβ-dependent [19]:
ψ1k(z) = φ1(z) + (k ×B)z e~
m
z21
E21
φ2(z). (70)
Thus, the following contribution in the scattering probability emerges:
Wk′k = W0 {1 + ζ [B × (k + k′)]z} , (71)
where the parameter ζ is caused by SIA. The dependence of jLorb on the quan-
tum well width is determined by ζ(LQW) and can be denoted as:
jLorb(LQW) ∼
(
z21
E21
)2
. (72)
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The quadratic dependence on the parameter z21/E21 results, because the elec-
tric field of the impurities as well as the magnetic field yield a mixing of the
ground and first excited levels (see Eqs. (68) and (70)). For Eq. (72), as for
Eq. (69), additional factors originating from the scattering asymmetry are as-
sumed to depend weakly on LQW as well. The Equations (69) and (72) reveal
that spin and orbital contributions do not depend equally on a variation of the
well width. The ratio of these two contributions, jLspin/j
L
orb, alters as g
∗E21/z21,
which is a strong function of LQW.
Both spin and orbital mechanisms are described by the same phenomenological
equations and contribute to the total current:
jL = jLspin + j
L
orb. (73)
Due to the phenomenological analogy, the decomposition of these two terms
is obstructed: Both contributions, the spin-related jLspin as well as the orbital
one jLorb depend equally on a variation of the radiation’s polarization state
or of the magnetic field direction relative to the crystallographic axes. The
above analysis shows, however, that the dependence of the photocurrent on
the QW width enables the distinction between these two basically different
mechanisms. The observed change of sign and especially the similarity in the
dependences, of total current and g∗ factor on LQW, prove that in most samples
the spin-related mechanism is dominant. The difference in sign of the MPGE
current and the g∗ factor in the sample with LQW = 8.2 nm, resulting from
the shift between the MPGE’s (to larger LQW) and the g
∗ factor’s inversion
point, is attributed to the orbital contribution in the current. This result,
furthermore, demonstrates that both, orbital and spin mechanisms, contribute
in the MPGE formation, however, mostly the spin mechanism dominates. For
LQW ≈ 6.5 nm the g∗ factor is equal to zero. Thus, in this case, the MPGE is
solely caused by the orbital mechanism.
Figure. 43 shows the dependence of jLorb on the quantum well width, calculated
after Eq. (72). It visualizes the increase of the current with rising LQW, due to
the proportionality of the mixing parameter z21/E21 and LQW, and that this
current always has the same sign. These properties are based on the follow-
ing facts: In narrow QWs the energy separation E21 becomes large and thus,
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Figure 43: LQW-dependence of spin-dependent and orbital contribu-
tion to the linear MPGE.
electric and magnetic fields can no longer mix size-quantized states efficiently.
In wider QWs the confinement gets weaker, resulting in an increasing photo-
current. This strong dependence holds for not too wide QWs, where only the
ground subband is occupied. If the QWs get very broad, the photocurrent first
reaches a maximum and then tends to zero, since in bulk GaAs photogalvanic
effects are absent.
In Figure 43 also the interplay of both contributions is illustrated. This curve
was obtained by normalizing both contributions so that the total current van-
ishes at a QW width, where the photocurrent’s sign inversion has been de-
tected. It is visible that the total photocurrent vanishes at a larger LQW than
the g∗ factor, which is due to the influence of the orbital contribution.
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6.3 Circular MPGE
6.3.1 Experimental results
Also the experiments concerning the circular MPGE were carried out at room
temperature on sample set II [21]. Hereby, the same laser source and experi-
mental setup were used as in the measurements of the linear MPGE, see the
insets of Figs. 44 and 45. The only differences are that now the in-plane mag-
netic field is applied along the x axis and that circularly polarized radiation
is required, which was generated using a λ/4 plate. The angle ϕ denotes the
rotation angle of the wave plate, indicating the helicity of light (for details see
Section 3.2). The resulting photocurrent was measured in all samples, via the
voltage drop across a load resistor, parallel to theB-field along the x-direction.
This current direction was chosen to obtain again a purely SIA-induced MPGE,
analog to the linear MPGE. The SIA-induced circular MPGE provides exper-
imental results that are very similar to the ones obtained in the investigation
of the linear MPGE: Also the circular MPGE changes its sign upon a variation
of the QW width. These results will be presented and analyzed in detail in
this section.
In Figure 44 the helicity dependence of the photocurrent Jx is illustrated, as it
results under rotation of the λ/4 plate. It clearly demonstrates the fingerprint
of the circular MPGE, which is the current’s sign inversion upon switching the
radiation’s helicity Pcirc from +1 to −1 at ϕ = 45◦ (σ+) and ϕ = 135◦ (σ−),
respectively. The whole polarization dependence results from the interplay
between circular and linear MPGE. After the phenomenological theory [58]
the photocurrent can be well fitted by Jx = APcirc +B(1 + cos 4ϕ) +C sin 4ϕ.
Here the first term, which is proportional to the helicity and contains parameter
A, originates from the circular MPGE. The second and third term, including
the coefficients B and C, are caused by the linear MPGE discussed above
and disappear for purely circularly polarized radiation. For the further data
analysis, the pure circular MPGE was extracted from the helicity dependence
of the total current, herewith, any spurious currents are avoided as well. In
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Figure 44: Helicity dependence of the MPGE obtained for sample A
at room temperature, |B| = 1 T and a photon energy of ~ω = 4.4 meV.
The ellipses on top illustrate the polarization states for various angles
of the λ/4 plate, ϕ. Inset: Spin-galvanic effect.
the separation, the circular MPGE’s sign inversion under the transition from
σ+ to σ− polarized light was used and the circular photocurrent results after:
JCMPGEx = [Jx(σ
+)− Jx(σ−)]/2. (74)
Here Jx(σ
+) and Jx(σ
−) are the photocurrents measured at σ+- and σ−-
polarized excitation. Since the circular MPGE changes its sign as well upon
reversing the polarity of the magnetic field, the current after Eq. (74) is further
treated, similarly to the linear MPGE, according to Eq. (53).
The QW width dependence of the that way obtained pure circular MPGE
current is displayed in Figure 45: This circular photocurrent also reverses its
sign at a certain QW width2. Analogues to the linear MPGE, the sign inversion
of the photocurrent in Fig. 45 emerges at another QW width as the one of the
2Note, that, as for the linear MPGE, the current in the 4 nm broad QW is enhanced due
to the larger parameter χ compared to the other samples.
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Figure 45: Dependence of the circular MPGE (squares) on LQW
obtained at room temperature, |B| = 1 T and a photon energy of
~ω = 4.4 meV and corresponding g∗ factors (triangles, by TRKR).
Inset: Experimental geometry for the circular MPGE.
Lande´ factor, namely at LQW ∼ 18 nm. Now, even two samples exist, which
exhibit a difference in sign between circular photocurrent and g∗ factor. In
the discussion [21] it is shown that, similarly to the earlier considered linear
MPGE, these facts indicate the interplay of spin and orbital mechanisms in
the circular MPGE.
6.3.2 Discussion
The microscopic model for the spin-related contribution to the circular MPGE
is rested on the spin-galvanic effect [59]. This effect describes the current ge-
neration via asymmetric spin relaxation of a non-equilibrium spin polarization
(for details see Section 2.2.2). The spin-galvanic current is connected with
the average non-equilibrium spin S by a second rank pseudotensor, whose
components are proportional to the parameters of the spin-orbit splitting:
jCMPGEspin,α =
∑
γ
QαγSγ . (75)
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In (001)-grown zinc-blende structure based QWs of C2v-symmetry, the spin-
galvanic effect (SGE) is only allowed, for a non-zero in-plane spin compo-
nent. Using the coordinate system x ‖ [100], y ‖ [010], Eq. (75) reduces to
jSIAx = QxySy and j
BIA
y = QyySy, with j
SIA
x and j
BIA
y being proportional to the
Rashba and the Dresselhaus constants, respectively [52]. The spin polariza-
tion, required for the SGE, can, besides optical excitation, also be achieved by
non-optical methods, as e.g. electrical spin injection.
The spin-related contribution in the circular MPGE jCMPGEspin is caused by the
asymmetry in the spin relaxation. This asymmetry is linear in the in-plane
wave vector k and originates from the Rashba spin-orbit splitting of the elec-
tronic ground subband:
E1↑ − E1↓ = ~Ω. (76)
Here, the k-linear SIA-induced spin-orbit splitting ~Ω is estimated via TRKR
measurements (see Sec. 6.1).
An optical method, delivering a non-equal population of an uniform distribu-
tion in both spin subbands, was suggested in Ref. [59] and is outlined in the
inset of Fig. 44. This method uses optical excitation with circularly polarized
light to reach a steady-state spin orientation S0z along the growth direction.
Subsequently, the optically oriented spins are rotated, due to the Larmor pre-
cession caused by the in-plane magnetic field, into the plane of the 2DEG. For
B ‖ x, a non-equilibrium spin polarization Sy results, which reads after time
averaging [59]:
Sy = − ωLτs⊥
1 + (ωLτs)2
S0z. (77)
Here τs =
√
τs‖τs⊥ and τs‖, τs⊥ are the longitudinal and transverse electron spin
relaxation times, the Larmor frequency is given by ωL = g
∗µBBx/~, µB is the
Bohr magneton, and S0z = τs‖S˙z is the steady state electron spin polarization
without magnetic field. After Eq. (75) the in-plane spin polarization Sy yields
a net electric current parallel to the magnetic field. At room temperature, for
the investigated QWs ωLτs ≪ 1 holds, thus, the photocurrent is proportional
to g∗By.
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The spin-based contribution in the circular MPGE, jCMPGEspin , depends in the
following way on the QW width:
jCMPGEspin (LQW) ∼ g∗(LQW) Ω(LQW) τ 2s (LQW). (78)
This contribution is after Equation (78) proportional to the g∗ factor and,
consequently, acts similarly on the variation of the QW width 3. In QW’s with
g∗ = 0, this spin-dependent contribution jCMPGEspin vanishes. The change in sign
of the g∗ factor in GaAs/AlGaAs QWs upon the variation of LQW explains
the circular MPGE’s sign inversion qualitatively. By contrast, the difference
in the zero points of g∗ factor and photocurrent (as well as the unequal signs
of current and g∗ factor in the samples C and E), can not be explained by
the spin mechanism. The clarification of this experimental finding requires the
contribution of an orbital mechanism to the circular MPGE.
A helicity driven MPGE current based on an orbital mechanism was recently
suggested in Ref. [20] and reads as:
jCMPGEorb,α = Pcirc|E0|2
∑
γ
RαγBγ . (79)
The second rank pseudotensor R exhibits the same space symmetry properties
as the pseudotensor Q, which describes the spin-galvanic effect. However, the
tensor R is invariant under time inversion. The microscopic origin of the
orbital contribution to the circular MPGE is similar to the one for the earlier
described linear MPGE. The current results from the influence of the Lorentz
force on the orbital motion of the 2D electrons in the radiation field. Due to the
illumination with circularly polarized radiation the electrons are forced into a
cyclic motion. At the same time, the in-plane magnetic field is present, which
leads in combination with SIA to an electron flow predominantly along the
direction of B. Switching the radiation’s polarization from σ+ to σ−, changes
the current direction. In Ref. [20], the microscopic theory of this effect is
3Note, that recently in Ref. [126] an additional possible origin of the spin-galvanic effect
was covered. Instead of the in Ref. [59] addressed SGE due to band spin splitting, it is based
on the spin-dependent scattering given by Eq. (67). However, this mechanism also creates a
contribution proportional to the Zeeman splitting but does not change the discussion about
the MPGE’s LQW-dependence qualitatively.
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considered. Here, B-dependent corrections to the scattering probability (see
Eq. (71)) provoke the orbital current contribution jCMPGEorb , just as in the linear
MPGE. The orbital contributions in the circular and linear MPGE are related
to each other, according to jCMPGEorb ∼ jLorb ωτp for ωτp ≪ 1 (see Ref. [19]).
Hereby and with Equation (72) the QW width dependence of jCMPGEorb can be
estimated to:
jCMPGEorb (LQW) ∼
(
z21
E21
)2
. (80)
After Eq. (80), the orbital contribution to the circular MPGE does not change
its sign under the variation of the QW width. Hence, the observed sign inver-
sion of the total circular MPGE and the difference in the zero crossings of g∗
factor and current, can be explained by the interplay of comparable spin and
orbital contributions.
In the total circular MPGE current jCMPGE = jCMPGEspin + j
CMPGE
orb spin and
orbital mechanisms contribute, which are both described by similar pheno-
menological equations. The observed sign inversion proves that the dominant
contribution stems, in correspondence with the linear MPGE, from the spin-
related mechanism, thus the spin-galvanic effect. While the SGE dominates
the current for most of the investigated samples, the existence of the orbital
circular MPGE is also clearly demonstrated. In particular, for QWs with
LQW ≈ 6.5 nm the spin-galvanic effect vanishes and the current is solely caused
by the orbital circular MPGE.
6.4 Summary
In this chapter the origins of both linear and circular SIA-induced MPGEs were
studied in n-type (001)-grown GaAs/AlGaAs QWs of different well width.
Currents proportional to BIA were neglected, because BIA itself depends
strongly on LQW. To investigate the interplay of the well known spin-related
mechanism and a possible orbital contribution, the dependence of sign and
strength of the Lande´ factor g∗ on LQW in GaAs/AlGaAs QWs was used [21].
Additionally, all samples were characterized by PL and TRKR measurements,
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hereby, among others the g∗ factor was estimated in each sample. To summa-
rize, the here performed experiments demonstrate that the LQW-dependences
of both total SIA-induced MPGE currents are very similar to the g∗ factor’s
dependence on LQW. This proves the preponderance of the spin-based mech-
anism in both, linear and circular MPGE. Hereby, it became evident that the
microscopic origin of the spin contribution in the circular MPGE is given by
the spin-galvanic effect. Moreover, the experimental results, in particular the
difference in zero points of current and g∗ factor, can only be explained by
the supplementary contribution of an orbital mechanism in the current forma-
tion. Thus, in both, linear as well as circular MPGE, the interplay of spin and
orbital mechanisms is detected. Furthermore, while for most QW widths the
main contribution to both MPGEs is spin-based, in samples with a vanish-
ing g∗ factor, however, both MPGEs are caused by orbital mechanisms solely.
The measurements were accompanied by theoretical calculations, estimating
the QW width dependence of both contributions in the MPGE, which are in
a good agreement. In this work, for the first time a method was developed,
which allows to separate and analyze the qualitatively different spin and orbital
mechanisms in both roots of the MPGE. This method is based on the variation
of the electron g∗ factor upon changing the QW width. Further possibilities to
vary the g∗ factor, would be the doping with magnetic impurities or the use of
narrow band materials, where g∗ and the spin-orbit interaction are enhanced.
In addition, both orbital MPGEs can be examined independently in materials
with negligible spin-orbit interaction, as e.g. Si-based metal-oxide-semiconduc-
tor low dimensional structures.
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7 Conclusions
To summarize, in this work the anisotropy of the band spin splitting, which
is caused by the interference of BIA and SIA, was investigated experimen-
tally in low dimensional III-V semiconductor heterostructures. Herewith, basic
rules for the design of QW structures with a defined SIA/BIA-ratio were ob-
tained. These goals were achieved applying a newly developed opto-electronic
method, based on the analysis of the MPGE’s anisotropy, as well as the well
established methods employing the CPGE and the SGE. Moreover, through
this work, QWs with equal strengths of Rashba and Dresselhaus spin splitting
were gained. Such materials are a crucial prerequisite for future spintronic de-
vices, since they allow among other things the formation of a spin helix. Fur-
thermore, the study of photogalvanic effects together with magneto-transport
experiments in QWs with strong SOI and numerical simulations permitted to
estimate the influence of k-cubic terms on the PSH formation. An other aim
of this work was to study the microscopic origins underlying the formation of
the MPGE current. Here, we demonstrated that both spin and orbital mech-
anisms contribute in the formation of the linear as well as the circular MPGE
in GaAs/AlGaAs QWs.
In the first part of this work, it was demonstrated that the MPGE due to
unpolarized radiation is a proper tool to analyze SIA and BIA. Herewith, both
inversion asymmetries were investigated in (001)-oriented GaAs/AlGaAs QWs
at room temperature [7]. In the experiment a modulation of the SIA/BIA-ratio
was observed upon a variation of the doping position. This proves the impor-
tance of the impurity position for SIA, while BIA is not affected. Furthermore,
the results illustrated the influence of the impurity segregation on SIA and ve-
rified that the high growth temperatures, of high-quality (001)-oriented GaAs
QWs, evoke the segregation. An advantage of this method to study SIA and
BIA is its feasibility even at room temperature, where many other methods
cannot be used. Through the investigation of samples with different δ-doping
positions, we obtained QWs with almost equal magnitudes of Rashba and
Dresselhaus constants. They should exhibit extraordinarily long spin relax-
ation times and allow the formation of a persistent spin helix. Thus, these
QWs are very promising candidates regarding future spintronic devices.
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The second part covered the study of BIA and SIA in (001)-grown InGaAs/In-
AlAs QWs, which allows to investigate the influence of a strong spin-orbit
interaction on the PSH formation [13]. The experiments evidenced the ex-
istence as well as the gate control of a PSH state even in the presence of
a strong, k-cubic SOI through an accurate engineering of Rashba and Dres-
selhaus SOIs. To analyze the corresponding spin splittings, three independent
methods based on the study of the anisotropies in CPGE, SGE and WAL, were
employed. All three methods revealed a Rashba/Dresselhaus-ratio of about 1
for a 4 nm broad QW, while in a 7 nm wide QW the strengths of these SOIs
differ. In magneto-transport measurements a clearcut WAL-WL-WAL transi-
tion was detected for the 4 nm broad QW upon tuning a gate electric field.
This proves the PSH state, while in the 7 nm sample the difference between
Rashba and Dresselhaus terms was too large to fulfill the PSH condition by
applying a gate voltage. Moreover, the independently obtained experimental
results agree well with quantum transport calculations, and both experiments
and theory reveal the robustness of the PSH, which can even be achieved in
materials with a substantial k-cubic SOI contribution. The crucial require-
ment therefor is that α and β are similar without gate voltage. This condition
can be achieved in very narrow and almost symmetric QWs due to a specially
designed doping profile. However, in contrast to systems with dominating k-
linear spin splitting, the PSH condition deviates from α = ±β, and even from
α = ±β˜.
The last part of this work, explored the microscopic origins of the linear as well
as circular MPGE in (001)-grown GaAs/AlGaAs QWs. To investigate the in-
terplay of spin and orbital mechanisms, the dependence of sign and strength of
the Lande´ factor g∗ on LQW in these structures was used [21]. The obtained ex-
perimental results clearly verify that both MPGEs result from spin and orbital
contributions. Furthermore, they show the preponderance of the spin-related
mechanism for most quantum well widths, which results in a photocurrent pro-
portional to the g∗ factor. However, for structures with a vanishing g∗ factor,
both MPGEs are solely caused by orbital mechanisms. Our findings demon-
strate that modifying the electron g∗ factor, by a variation of the QW width,
can be used for the separation of these qualitatively different mechanisms.
Another possibility to influence g∗, would be doping with magnetic impurities
105
or using narrow band materials, where g∗ and the spin-orbit interaction are
enhanced. Moreover, in materials with a vanishingly small SOI, as Si-based
metal-oxide-semiconductor low dimensional structures, the orbital MPGE can
be studied independently.
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