Abstract. We consider the following problem suggested by D. Saltman: Under what assumptions do one or more of the following are equivalent for a ring R: (A) R is Morita equivalent to a ring with involution, (B) R is Morita equivalent to a ring with an anti-automorphism, (C) R is Morita equivalent to its opposite ring. We show that (C)=⇒(B) provided R is semilocal or Q-finite as well as other results of similar flavor. In contrast to that, we demonstrate that (B) =⇒(A), even where R is a finite dimensional algebra over a field. Our methods give a new perspective on the Knus-Parimala-Srinivas proof of a theorem of D. Saltman, which state precisely when an Azumaya C-algebra A is Brauer equivalent to an Azumaya C-algebra B with an involution whose restriction to C is a prescribed Galois automorphism σ ∈ Aut(C). Our proofs use the recently introduced general bilinear forms to construct involutions and anti-automorphisms.
Overview
Unless specified otherwise, all rings are assumed to have a unity and ring homomorphisms are required to preserve it. Given a ring R, denote its set of invertible elements by R × and its center by Cent(R). The n × n matrices over R are denoted by M n (R). The category of right R-modules is denoted by Mod-R and the category of f.g. projective right R-modules is denoted by proj-R. For a subset X ⊆ R, we let Cent R (X) denote the centralizer of X in R. If a module M can be viewed as a module over several rings, we use M R (resp. R M ) to denote "M , considered as a right (resp. left) R-module". Endomorphisms of left (right) modules are applied on the right (left). Throughout, a semisimple ring means a semisimple artinian ring.
In this paper, we consider the following problem, suggested to us by David Saltman (to whom we are grateful): Let R be a ring. Under what assumptions do all or some of the following conditions are equivalent:
(A) R is Morita equivalent to a ring with involution, (B) R is Morita equivalent to a ring with an anti-automorphism, (C) R is Morita equivalent to R op .
(Actually, we consider a slight refinement that takes into account the type of the involution/anti-automorphism/Morita equivalence; see section 3.) Note that obviously (A)=⇒(B)=⇒(C), so one is interested in showing (B)=⇒(A) or (C)=⇒(B).
The motivation for the question comes from Azumaya algebras. Let C be a commutative ring and let A be an Azumaya C-algebra (we recall all the definitions in section 9). It was shown by Saltman in [14, Th. 3 .1] that:
(i) A is Brauer equivalent to an Azumaya algebra B with an involution of the first kind ⇐⇒ A is Brauer equivalent to A op . (ii) If C/C 0 is a Galois extension with Galois group G = {1, σ} (σ = 1), then A is Brauer equivalent to an Azumaya algebra B with an involution whose restriction to C is σ ⇐⇒ the corestriction algebra Cor C/C0 (A) = (A ⊗ A σ ) G is split (i.e. trivial in the Brauer group of C 0 ).
In case C is semilocal and connected, Saltman also showed that we can take B = A in (i) and (ii) In this paper, we use general bilinear forms, introduced in [6] , to give partial answer to Saltman's problem. More precisely, we show that the conditions (A) and (B) above can be phrased in terms of existence of certain bilinear forms, and use this observation to give some positive results, Saltman's Theorem in particular.
We show that (C)=⇒(B) when R is semilocal or when dim Q (R ⊗ Z Q) and | ker(R → R ⊗ Z Q)| are finite (i.e. when R is Q-finite). When R is semiperfect (e.g. artinian), these results can be sharpened even further: If R is Morita equivalent to R op , then S, the basic ring that is Morita equivalent to R, has an anti-automorphism. In addition, if R has an involution, then so does M 2 (S), and provided S is local with 2 ∈ S × or a division ring, S itself has an involution. In the special case R = M n (D) with D a division ring, this means that R = M n (D) has an involution if and only if S = D has an involution, a result obtained by Albert We continue by describing the proof of Saltman's Theorem by Knus, Parimala and Srinivas ( [9, §4] ) from the perspective of our methods. Namely, we recover this proof as an application of our characterization of (A) in terms of general bilinear forms. This results in a very clean proof of Saltman's Theorem, which suppress some of the computations of [9, §4] . In particular, the proof of (i) above becomes just a few lines. In addition, we note that the proof of [9] implies that the algebra B can be chosen such that rank(B) ≤ 4 rank(A) (in contrast to Saltman's original proof), a fact which could be beneficial for computational aspects. Finally, we give a general explanation for why one can take B = A when C is connected semilocal.
We finish the paper with counterexamples, amongst are examples demonstrating that (B) =⇒(A) even when R is a finite dimensional algebra over a field, and even when it has an anti-automorphism fixing the center. Several open questions are posed at the end. Section 2 recalls the basics of Morita theory. In section 3, we give a refinement of "Saltman's Problem". Section 4 recalls some facts about scalar extensions, and section 5 recalls general bilinear forms. In section 6, we give a criterion in terms of bilinear forms to when a ring is Morita equivalent to a ring with an involution (resp. anti-automorphism). This criterion is the core of this paper and it is exploited several times later. In sections 7 and 8, we show that (C)=⇒(B) under certain finiteness assumptions, as well as other results of the same flavor. Section 9 recalls some facts about Azumaya algebras, and in section 10 we show how our methods can reproduce the proof of Saltman's Theorem given in [9] . In section 11, we show that when the base ring is semilocal and connected, we can take B = A in (i) and (ii) above. Finally, section 12 presents counterexamples, including an example demonstrating (B) =⇒(A), and some open questions.
Morita Theory
In this section, we recall some facts about Morita Theory. See [11, §18] or [13, §4.1] for proofs and further details.
Let R be a ring. A right R-module M is called a generator if every right Rmodule is an epimorphic image of i∈I M for I sufficiently large, or equivalently, if R R be a summand of M n for some n ∈ N. The module M is a progenerator if M is a generator, finitely generated and projective. In this case, we also call M a (right) R-progenerator.
Let S be another ring. An (S, R)-progenerator is an (S, R)-bimodule P such that P R is a progenerator and S = End(P R ) (i.e. every endomorphism of P R is of the form p → sp for unique s ∈ S). In this case, S P is also a progenerator and R = End( S P ).
The rings R, S are said to be Morita equivalent, denoted R ∼ Mor S, if the categories Mod-R and Mod-S are equivalent. Morita's Theorems assert that:
(1) Every equivalence 1 F : Mod-S → Mod-R admits an (S, R)-progenerator P such that F M is naturally isomorphic to M ⊗ S P for all M ∈ Mod-S. (2) Conversely, for any (S, R)-progenerator P the functor (−) ⊗ S P : Mod-S → Mod-R is an equivalence of categories. (3) There is a one-to-one correspondence between equivalences of categories F : Mod-S → Mod-R (considered up to natural isomorphism) and isomorphism classes of (S, R)-progenerators. The correspondence maps the composition of two equivalences to the tensor product of the corresponding progenerators. Every (S, R)-progenerator P induces an isomorphism σ P : Cent(R) → Cent(S) given by σ P (r) = s where s is the unique element of Cent(S) satisfying sp = pr for all p ∈ P . As σ P depends only on the isomorphism class of P , it follows that any equivalence of categories F : Mod-S → Mod-R induces an isomorphism σ F : Cent(R) → Cent(S).
Let C be a commutative ring and assume R and S are C-algebras. We say that R and S are Morita equivalent as C-algebras or over C, denoted R ∼ Mor/C S, if there exists a an equivalence F : Mod-S → Mod-R such that σ F (c · 1 R ) = c · 1 S for all c ∈ C. Equivalently, this means that there exists an (S, R)-progenerator P such that cp = pc for all p ∈ P and c ∈ C.
If S is an arbitrary ring that is Morita equivalent to R and F : Mod-S → Mod-R is any equivalence, then we can make S into a C-algebra by letting C act on S via σ F . In this setting, we have S ∼ Mor/C R.
Types
To ease phrasing of results in the next sections, we now introduce types.
Let C be a commutative ring and let R and S be central R-algebras. (The algebra R is central if the map c → c · 1 R : C → Cent(R) is an isomorphism.) Every equivalence of categories F : Mod-S → Mod-R gives rise to an isomorphism 1 According to textbooks, an equivalence between two categories A and B consists of a quartet (F, G, δ, ε) such that F : A → B and G : B → A are functors and δ : id A → GF and ε : id B → F G are natural isomorphisms. We do not need this detailed description here and hence we only specify F . In this case, the implicit functor G is determined up to natural isomorphism. σ F : Cent(R) → Cent(S). As both Cent(R) and Cent(S) are isomorphic to C, we can realize σ F as an automorphism of C, which we call the type of F . (For example, when F is of type id C , R is Morita equivalent to S as C-algebras.) Likewise, the type of an (S, R)-progenerator P is the type of the equivalence induced by P . Namely, it is the unique automorphism σ of C satisfying σ(c)p = pc for all p ∈ P , c ∈ C.
Let α be an anti-automorphism of R. The type of α is defined to be its restriction to C = Cent(R). For example, an involution of R is of the first kind (i.e. it fixes Cent(R)) if and only if its type is id C .
We now make an essential sharpening of Saltman's problem. Let R be a ring, let C = Cent(R) and let σ ∈ Aut(C). We look for sufficient conditions ensuring that some or all of the following are equivalent:
(A) R is Morita equivalent over C to a (necessarily central) C-algebra with involution of type σ. (B) R is Morita equivalent over C to a (necessarily central) C-algebra with an anti-automorphism of type σ. (C) R is Morita equivalent to R op via equivalence of type σ (R op is considered as a C-algebra in the obvious way). Again, (A)=⇒(B)=⇒(C), 2 so we want to show that (B)=⇒(A) or (C)=⇒(B). Satlman's Theorem ([14, Th. 3.1]) for involutions of the first kind can now be phrased as (C)=⇒(A) when R/C is Azumaya and σ = id C .
Progenerators and Scalar Extension
In this section we recall several facts about the behavior of progenerators with respect to scalar extension. Throughout, C is a commutative ring and R is a Calgebra. If σ is an automorphism of C, then R σ denotes the C algebra obtained from R by letting C act via σ. Observe that for all M, N ∈ Mod-R, Hom R (M, N ) admits a (right) C-module structure given by ( 
Proposition 4.1. Let S be a C-algebra, let R S := R ⊗ C S, and set
and for all X, Y ∈ Mod-R, there is a natural homomorphism
Proof. It is easy to see that the map in the proposition is an isomorphism in case X = R R . Since the map is natural and additive in X (in the functorial sense), it is an isomorphism whenever X is a summand of R R ⊕ · · · ⊕ R R , i.e. when X is f.g. projective.
Proposition 4.2. Let S and D be C-algebras and let P be an (S, R)-progenerator of type σ ∈ Aut(Cent(R)).
2 To see that (B)=⇒(C), let S be a central C-algebra admitting an automorphism α of type σ, and assume there is an (S, R)-progenerator P of type id C (i.e. S ∼ Mor/C R). Let P ′ be the (R op , S)-bimodule obtained from P by setting r op · p · s = s α pr. Then P ′ is an (R op , S)-progenerator, hence P ′ ⊗ S P is an (R op , R)-progenerator, and the latter is easily seen to have type σ.
Proof. Since P has type σ, End(P R ) ∼ = S σ as C-algebras. By Proposition 4.1,
It is routine to verify that the action of S σ D on P D via endomorphisms is the action specified in the proposition. Since P R is a progenerator, so is (P D ) RD 
Proposition 4.3. Let K be an (S, R)-progenerator and let N and M be the prime radicals (resp. Jacobson radicals) of R and S, respectively. View P := P/P N as a right R := R/N -module. Then P N = M P , hence P = P/M P admits a left S-module structure. Furthermore, P is an (S, R)-progenerator.
Proof. By [11, Pr. 18 .44], there is an isomorphism between the lattice of R-ideals and the lattice of (S, R)-submodules of P given by I → P I. Similarly, the ideals of S correspond to (S, R)-submodules of P via J → JP , hence every ideal I R admits a unique ideal J S such that JP = P I. The ideal J can also be described as Hom R (P, P I). This description implies that S/J = Hom R (P, P )/ Hom(P, P I) ∼ = Hom R (P, P/P I) ∼ = End R/I (P/P I). Thus, P/P I is an (S/J, R/I)-progenerator. Choose I = N . Then by [11, Cr. 18 .45] (resp. [11, Cr. 18 .50]) J = M , so we are done.
General Bilinear Forms
General bilinear forms were introduced in [6] . In this section, we recall their basics and record several facts to be needed later. When not specified, proofs can be found at [6, §2] . Throughout, R is a (possibly non-commutative) ring. 
We let K i denote the R-module obtained by letting
. This makes the class of double R-modules into an abelian category (which is isomorphic to Mod-(R ⊗ Z R) and also to the category of (R op , R)-bimodules). 3 An anti-automorphism of a double R-module K is an additive bijective map
for all x, y ∈ M and r ∈ R. In this case, b is called a (general) bilinear form (over R). Let θ be an involution of K. The form b is called θ-symmetric if
See [6, §2] for various examples of general bilinear forms.
Fix a double R-module K and let i ∈ {0, 1}. The i-K-dual (or just i-dual) of an R-module M is defined by
is a left-exact contravariant functor from Mod-R to itself, which we denote by [i] .
Let b : M × M → K be a (general) bilinear form. The left adjoint and right adjoint of b are defined as follows: Assume b is regular. Then every w ∈ End R (M ) admits a unique element
The map w → w α , denoted α, turns out to be anti-automorphism of End R (M ) which is called the (right) corresponding anti-automorphism of b. (The left corresponding anti-automorphism of b is the inverse of α.) If b is θ-symmetric for some involution θ : K → K, then α is easily seen to be an involution.
We say that two bilinear spaces
It is easy to see that in this case, b and b ′ have the same corresponding anti-automorphism, provided they are regular. The theorem implies that every anti-automorphism α of End R (M ), with M an R-generator, is induced by some regular bilinear form on M , which is unique up to similarity. We will denote this form by b α and the double R-module in which it takes values by K α . In case α is an involution, then b α is symmetric with respect to some involution of K α , which we denote by θ α .
The objects K α , b α and θ α can be explicitly constructed as follows:
The form b α is given by b α (x, y) = y ⊗ x, and when α is an involution, θ α :
We will also need the following proposition.
for all x ∈ M and f ∈ M [1] . Then:
To finish, we recall that the orthogonal sum of two bilinear spaces (M, b, K) and
Double Progenerators
The observation which forms the basis to all results of this paper is the fact that whether a ring R is equivalent to a ring with an anti-automorphism (resp. involution) can be phrased in terms of existence of certain bilinear forms (resp. double R-modules). In this section, we state and prove this criterion (Proposition 6.3 and Theorem 6.5).
Throughout, R is a ring and C = Cent(R). Recall from section 4 that for all M, N ∈ Mod-R, Hom R (M, N ) admits a (right) C-module structure. In particular, End R (M ) is a C-algebra.
It turns out that Theorem 5.2 is useful for producing double progenerators.
Lemma 6.1. Let M be an R-progenerator and let α be an anti-automorphism of
as a C-algebra, the type of K α is the type of α.
α with a left R opmodule structure by putting r op m = mr. Then M α is an (R op , W )-bimodule and, moreover, it is easily seen to be an (R op , W )-progenerator (because M is a (W, R)-progenerator). By Morita theory (see section 2), this means that
That the type of K α is the type of α follows by straightforward computation.
Proof. (i) Since K is a double R-progenerator, every automorphism of K 1 is of the form k → k ⊙ 0 r for a unique r ∈ R. Hence, Φ R is an isomorphism by Proposition 5.3(iv). By the additivity of Φ (Proposition 5.3(ii)), Φ R n is also an isomorphism for all n. As every M ∈ proj-R admits an
(ii) It is easy to verify that Proof. If (M, b, K) is a right or left regular bilinear space as a above, then it is regular by Lemma 6.2(iii). Thus, b has a corresponding anti-automorphism α. Since M is an R-progenerator, End R (M ) ∼ Mor/C R (recall that we view End R (M ) as a C-algebra). In addition, for all x, y ∈ M and c ∈ C, we have b(x, y)
Conversely, let M be an R-progenerator and assume End R (M ) has an antiautomorphism of type σ. Then by Theorem 5.2, b α : M × M → K α is a regular bilinear form and K α is a double R-progenerator of type σ by Lemma 6.1.
Proof. By computation.
The proof of following theorem demonstrates an idea that will be used several times in the paper: One can construct involutions on rings that are Morita equivalent to R by constructing symmetric general bilinear forms. All possible involutions are obtained in this manner (but this fails if we limit ourselves to standard sesquilinear forms).
Theorem 6.5. The ring R is Morita equivalent over C to a C-algebra with an anti-automorphism of type σ ∈ Aut(C) ⇐⇒ there exists a double R-progenerator of type σ admitting an involution.
Proof. Assume M R is an R-progenerator such that End R (M ) has an involution of type σ. Then, as in the proof of Proposition 6.3, K α is a double R-progenerator of type σ. Since α is an involution, K α has an involution, namely θ α .
Conversely, assume K is a double R-progenerator of type σ with an involution θ. Let P be any right R-progenerator and let M = P ⊕ P [1] .
θ . The form b is clearly θ-symmetric. We claim that b is regular. By Lemma 6.2(iii) (or since b is θ-symmetric), it is enough to show only right regularity. Indeed, a straightforward computation shows that
As Φ P and u κ,P [1] are both bijective by Lemmas 6.2(i) and 6.4, respectively, so is Ad r b . Let α be the corresponding anti-endomorphism of b. Then α is an involution (since b is θ-symmetric), and, as in the proof of Proposition 6.3, α is of type σ.
Rings That Are Morita Equivalent to Their Opposites
Let R be a ring. In this section, we use the Proposition 6.3 to show that under certain finiteness assumptions, R ∼ Mor R op implies that R is Morita equivalent to a ring with an anti-automorphism (i.e. (C)=⇒(B)). Whether this holds in general is still open. Henceforth, we freely consider (R op , R)-progenerators as double Rprogenerators and vice versa. We let Jac(R) denote the Jacobson radical of R.
We begin with a series of lemmas whose purpose is to show that the functors [0] and [1] commute with certain scalar extensions.
Lemma 7.1. Let K be an (R op , R)-progenerator of type σ ∈ Aut(Cent(R)), let C ⊆ Cent(R) be a subring fixed by σ, and let D/C be a commutative ring extension. For every P ∈ proj-R, let 
follows from Proposition 4.1.
Lemma 7.2. Let K be an (R op , R)-progenerator and let N be the prime radical (resp. Jacobson radical) of R. For all P ∈ proj-R define P : Proof. By Proposition 4.3, KN = N op K and K is an (R op , R)-progenerator. Let P ∈ proj-R. We claim that P [1] N = Hom R (P, (KN ) 0 ) (we consider KN as a double R-module here). Indeed, by definition,
, so there is a natural inclusion P [1] N ⊆ Hom R (P, (KN ) 0 ). As this inclusion is additive in P , it is enough to verify the equality for P = R R , which is routine. Now, we get
as required.
Recall that a ring R is called Q-finite if both dim Q (R ⊗ Z Q) and the cardinality of ker(R → R ⊗ Z Q) are finite. The following lemma is based on [2, Pr. 18.2].
Lemma 7.3. Assume R is Q-finite and let N be the prime radical of R. Then N is nilpotent and R/N ∼ = T × Λ where T is a semisimple finite ring and Λ is subring of a semisimple Q-algebra E such that ΛQ = E.
Proof. Let T = ker(R → R ⊗ Z Q). Then T is a ideal of R. Consider T as a non-unital ring and let J = Jac(T ) (i.e. J is the intersection of the annihilators of simple right T -modules M with M T = M ). Arguing as in [2, Pr. 18 .2], we see that J is also an R-ideal. Since J and all its submodules are finite (as sets), J n = 0 for some n (because M J ⊆ N for any right T -module M and any maximal submodule N ≤ M ). In particular, J ⊆ N .
Replacing R with R/J, we may assume J = 0. Now, T is semisimple and of finite length, hence it has a unit e. As er, re ∈ T for all r ∈ R, we see that er = ere = re. Thus, e ∈ Cent(R) and R ∼ = T × (1 − e)R. As Λ := (1 − e)R is torsion-free, it is a subring of E := Λ ⊗ Z Q, which is a f.d. Q-algebra by assumption.
Let I = Jac(E) ∩ Λ. Then I is nilpotent, hence I × 0 ⊆ N . Replacing R by R/(I × 0), we may assume E semisimple. We are thus finished if we show that the prime radical of Λ, denoted N ′ , is 0 (because then N = N ′ × 0 = 0). Indeed, by [4, Th. 2.5], Λ is noetherian (here we need E to be semisimple). Thus, N ′ is nil, hence so is N ′ Q E. But E is semisimple, so we must have N ′ ⊆ N ′ Q = 0.
Theorem 7.4. Assume R is semilocal or Q-finite and let K be an (R op , R)-progenerator. Then for every P ∈ proj-R there is n ∈ N such that P ∼ = P [1] n := P [1] [1]... [1] (n times). When R is semilocal, n is independent of P .
Proof. Let N denote the Jacobson radical of R in case R is semilocal and the prime radical of R otherwise. In the latter case, N is nilpotent by Lemma 7.3, so N ⊆ Jac(R) in both cases. Using the notation of Lemma 7.2, observe that every P ∈ proj-R is the projective cover of P = P/P N . As projective covers are unique up to isomorphism, we have P ∼ = Q ⇐⇒ P ∼ = Q for all P, Q ∈ proj-R. Therefore, using Lemma 7.2, we may assume N = 0. Thus, R is semisimple or R = T × Λ with Λ ⊗ Z Q semisimple and T finite and semisimple.
Assume R is semisimple and let V 1 , . . . , V t be a complete set of simple R-modules up to isomorphism. By Lemma 6.2(ii), [1] permutes the class of isomorphism classes of f.g. projective R-modules, and since [1] is additive, it permutes the indecomposable projective modules, namely, V 1 , . . . , V t . Therefore, there is n ∈ N (say, n = t!) such that V [1] n i ∼ = V i for all i. As any P ∈ proj-R is a direct sum of simple modules, we get P [1] n ∼ = P . We also record that length(P [1] ) = length(P ). Now assume R = Λ × T as above, and set E := Λ ⊗ Z Q and S := T × E. Let σ ∈ Aut(Cent(R)) be the type of K and let e = (1 T , 0) ∈ R. Then e is the maximal torsion idempotent in R, hence σ(e) = e. Define C := Ze + Z(1 − e) and
Then by Lemma 7.1, K ′ is an (S op , S)-progenerator and (P S )
[1] ∼ = (P [1] ) S for all P ∈ proj-R (where P S := P ⊗ R S). For every P ∈ proj-R, define j(P ) = length(P S ). Since S is semisimple, the previous paragraphs imply that j(P [1] ) = j(P ). Therefore, we are done if we show that for all m ∈ N there are finitely many isomorphism classes of modules P with j(P ) = m. Indeed, thanks to [4, Th. 2.8], up to isomorphism, there are finitely many E-modules of any given Z-rank, and this is easily seen to imply that there are finitely many isomorphism classes of modules P ∈ proj-R with P S of a given length, as required. Proof. We only check the nontrivial direction. Assume R is Morita equivalent to R op with with Morita equivalence of type σ. Then there exists a double Rprogenerator K of type σ. By Theorem 7.4, there exists n ∈ N such that R [1] 
m . Then there is an isomorphism f : M → M [1] . This isomorphism gives rise to a right regular bilinear space (M, b, K), namely, b : M × M → K is given by b(x, y) = (f y)x. By Lemma 6.2(iii), b is regular, so we are done by Proposition 6.3.
The proof of Corollary 7.5 cannot be applied to arbitrary rings since there are double R-modules K for which M [1] ≇ M for all 0 = M ∈ proj-R; see Example 12.3.
Semiperfect Rings
Let R be a semilocal ring that is Morita equivalent to its oppositive. While Corollary 7.5 implies that R is Morita equivalent to a ring with an anti-automorphism, it does not provide any information about what this ring might be. However, when R is semiperfect, we can actually point out a specific ring which is Morita equivalent to R and has an anti-automorphism.
Recall that a ring R is semiperfect if R is semilocal and Jac(R) is idempotent lifting (e.g. if Jac(R) is nil). In this case, the map P → P/P Jac(R) : proj-R/ ∼ = → proj-(R/ Jac(R))/ ∼ = is bijective (e.g. see [13, §2.9] or [3, Th. 2.1]). Thus, up to isomorphism, R admits finitely many indecomposable projective right R-modules P 1 , . . . , P t and any P ∈ proj-R can be written as P ∼ = t i=1 P ni i with n 1 , . . . , n t uniquely determined. In particular,
for some (necessarily positive) m 1 , . . . , m t . The ring R is called basic if m 1 = · · · = m t = 1, namely, if R R is a sum of non-isomorphic indecomposable projective modules. It is well-known that every semiperfect ring R admits a basic ring that is Morita equivalent to it, and this ring is unique up to isomorphism (see [11, Prp. 18 .37] and the preceding discussion). Explicitly, the basic ring S that is Morita equivalent to R is End R (M ), where M = P 1 ⊕ · · · ⊕ P t . This description of S allows us to consider S as a Cent(R)-algebra. (For example, if R = M n (L) with L a local ring, then S = L.)
Assume now that there is an (R op , R)-progenerator K of type σ ∈ Aut(Cent(R)). Then the functor [1] must permute the isomorphism classes of P 1 , . . . , P t (because they are the only indecomposable nonzero modules in proj-R) and hence stabilize M . Therefore, as in the proof of Corollary 7.5, End R (M ), the basic ring which is Morita equivalent to R, has an anti-automorphism of type σ. We have thus obtained the following proposition.
Proposition 8.1. Let R be a semiperfect ring and let S be the basic ring that is Morita equivalent to R. Then R is Morita equivalent to R
op via equivalence of type σ ∈ Aut(Cent(R)) ⇐⇒ S has an anti-automorphism of type σ.
Proposition 8.1 has a slightly weaker version for involutions.

Proposition 8.2. Let R be a semiperfect ring and let S be the basic ring that is Morita equivalent to R. If R has an involution of type σ, then so does M 2 (S).
Proof. Let α be an involution of R of type σ and let K be the double R-module obtained from R by setting k ⊙ 0 r = r α k and k ⊙ 1 r = kr (k, r ∈ R). Then K is double R-progenerator of type σ admitting an involution, namely, α. For any P ∈ proj-R, let b P denote the bilinear form b constructed in the proof of Theorem 6.5. Then (b P , P ⊕ P [1] , K) is an α-symmetric right regular bilinear space. Let P 1 , . . . , P t be a complete list of indecomposable projective right R-modules up to isomorphism. Then b := b P1 ⊥ · · · ⊥ b Pt is a right regular α-symmetric bilinear form defined over M ⊕ M [1] , where M = P 1 ⊕ · · · ⊕ P t . Therefore, End R (M ⊕ M [1] ) has an involution of type σ, namely the corresponding anti-automorphism of b (b is left regular since it is α-symmetric). However, we have seen above that
It is still open whether that R has an involution implies that S has an involution. However, this can be shown in special cases.
Proposition 8.3. Let L be a local ring and let
R = M n (L). Assume 2 ∈ L × or L is a
division ring. Then R has an involution of type σ ⇐⇒ L has an involution of type σ.
Proof. That R has an involution when L has an involution is obvious. Conversely, let α be an involution of R and let K be as in the proof of Proposition 8.2. Let P be the unique indecomposable projective right R-module. Then necessarily P ∼ = P [1] . Fix an isomorphism f : P → P [1] and observe that the bilinear form b(x, y) : 
Azumaya Algebras
The next of this paper concerns Saltman's Theorem about Azumaya algebras with involution (see section 1). As preparation, we now briefly recall Azumaya algebras and several facts about them to be used later. We refer the reader to [15] and [5] for an extensive discussion and proofs. Throughout, C is a commutative ring and, unless specified otherwise, all tensor products are taken over C.
An Azumaya C-algebra is a C-algebra A such that A is a progenerator as a Cmodule and the standard map Ψ : A⊗A op → End C (A) given by Ψ(a⊗b op )(x) = axb is an isomorphism. When C is a field, being Azumaya simply means being simple and central, so Azumaya algebras are a generalization of central simple algebras.
Let A, B be Azumaya C-algebras. The following facts are well-known:
For every M ∈ Mod-C, we define rank(M ) = rank C (M ) to be the function Spec(C) → Z sending a prime ideal P to dim kP (M ⊗ k P ) where k P is the fraction field of C/P . We write rank(M ) = n to denote that rank(M )(P ) = n for all P ∈ Spec(C). For example, when C is a field, rank(M ) = dim C (M ). In addition, if ψ : C → C ′ is a commutative ring homomorphism and
. This allows us to extend scalars when computing ranks. The following theorem, which is essentially due to Bass, presents an alternative definition of the Brauer equivalence. We will also need the following proposition. 
in the other direction, so we are done.
Let G be a finite group of ring-automorphisms of C and let C 0 = C G be the ring of elements fixed by G. For every 2- 
σ∈G Cu σ where {u σ } σ∈G are formal variables. We make ∆(C/C 0 , G, f ) into a ring by linearly extending the following relations
This makes ∆(C/C 0 , G, f ) into a C 0 -algebra whose unity is u 1 . We say that C/C 0 is a Galois extension with Galois group G if ∆(C/C 0 , G, 1) is an Azumaya C 0 -algebra (1 denotes the trivial 2-cocycle). In this case:
(
Galois with Galois group {g ⊗ id D | g ∈ G}. See [15, §6] for proofs. Azumaya algebras of the form ∆(C/C 0 , G, f ) are called crossed products.
Proposition 9.4. Let C/C 0 be a Galois extension with Galois group G. Assume M is a C-module endowed with a G-action such that
Proof. See [15, Prps. 6.10 & 6.11].
Let C/C 0 be a Galois extension with Galois group G. For every Azumaya Calgebra A and σ ∈ G, define A σ to be the C-algebra obtained from A by viewing A as a C-algebra via σ : C → A. The algebra A σ is also Azumaya, but it may not be Brauer-equivalent to A. Observe that the algebra B := σ∈G A σ admits a G-action given by τ ( σ a σ ) = σ a τ −1 σ and that action satisfies σ(bc) = σ(b)σ(c) for all σ ∈ G, b ∈ B, c ∈ C. The corestriction of A (w.r.t. C/C 0 ) is defined to be We also note that the corestriction can be defined for separable extensions C/C 0 ; see [15, Ch. 8] for further details.
Saltman's Theorem
In this section, we show how to recover the Knus-Parimala-Srinivas proof of Saltman's Theorem ( [9, §4] ) as an application of Theorem 6.5. In order to keep the exposition as self-contained and fluent as possible, we will first give a proof of Saltman's Theorem using Theorem 6.5, and then explain how this proof relates to the proof in [9] .
Let C be a commutative ring and let R be a C-algebra. Recall that a Goldman element of R/C is an element g ∈ R ⊗ C R such that g 2 = 1 and g(r ⊗ s) = (r ⊗ s)g for all r, s ∈ R. . Likewise, by Theorems 6.5 and 9.2, A is Brauer equivalent to a C-algebra B with involution of the first kind if and only if there exist a double A-progenerator of type id C with involution. Therefore, it is enough to show that every double A-progenerator K of type id C has an involution. Indeed, consider K as an
and let g be a Goldman element of A. It is easy to check that k → kg is an involution of K.
. Recall that σ extends to an automorphism of D, also denoted σ, given by σ(a ⊗ a ′ ) = a ′ ⊗ a. By Theorems 6.5 and 9.2, it is enough to prove that Cor C/C0 (A) ∼ Br C 0 if and only if then there exists a double A-progenerator of type σ admitting an involution.
Assume K is a double A-progenerator of type σ with involution θ. Then K can be considered as an (A op , A σ )-progenerator of type id C , hence by Proposition 9.3,
Extend the left action of C on K to a left action of ∆ := ∆(C/C 0 , G, 1) on K by letting u σ act as θ. Then it is easy to see that End( ∆ K) ∼ = D G = E. Viewing ∆ op and E as subrings of End( C0 K), this means E is the centralizer of ∆ op in End( C0 K). As all these algebras are Azumaya over C 0 , we have
. We may thus view K as a double A-progenerator of type σ. Define θ : K → K by (c ⊗ q) θ = σ(c) ⊗ q for all c ∈ C, q ∈ Q. We claim that θ is an involution of K. Indeed, θ 2 = id K and for all c, c ′ ∈ C, e ∈ E, q ∈ Q, we have
) (e = σ(e) since e ∈ E = D G ). This implies that (kx) θ = k θ σ(x) for all k ∈ K, x ∈ D. Putting x = 1 ⊗ a and x = a ⊗ 1 yields that θ is an involution.
Remark 10.3. (i) The proof of Theorem 10.2 also shows that a C-algebra R with a Goldman element is Morita equivalent to its opposite over C if and only if it is Morita equivalent as a C-algebra to an algebra with an involution of the first kind. We could not find a non-Azumaya algebra admitting a Goldman element, though.
(ii) A slightly different short proof of the "only if" part of part (ii) of Saltman's Theorem that does not use double progenerators appears in [14, pp. 531] .
In order to explain the connection of the previous proof with the Knus-ParimalaSrinivas proof of Saltman's Theorem ( [9, §4] ), let us backtrack our proof to see what is the algebra B. According to Theorem 6.5, B = End A (P ⊕ P [1] ) with P an arbitrary A-progenerator, and the involution of B is induced by the bilinear form b P constructed in the proof of Theorem 6.5. The functor [1] is computed using a double A-progenerator K with involution which is obtained in the proof of Theorem 10.2.
Let us choose
). This algebra with involution is essentially the algebra with involution constructed in [9, §4] . The difference between the proofs is that in [9] , the involution on B is constructed directly, while here we have obtained the involution from a general bilinear form on the right A-module A ⊕ K 1 , and hence suppressed some of the computations of [9] .
Let also note that many proofs of special cases of Saltman's Theorem in the literature, [9] and [14] in particular, involve the construction of an involutary map θ taking some (A op , A)-bimodule or an equivalent object K into itself and satisfying (a op kb)
For example, consider the map α in [14, p. 532-3, 537] , the maps ψ and σ P in [9, p. 71-2] and the map u of [8, p. 196] . This hints that these proofs can be effectively phrased using general bilinear forms.
We finish this section by showing that the algebra B in Saltman's Theorem can be taken to have rank 4 rank(A) in part (i) and rank 4 min{rank(A), rank(A σ )} in part (ii).
Lemma 10.4. Let A be an Azumaya C-algebra and let M, N ∈ proj-A. Then
Proof. Let P ∈ Spec(C) and let F be an algebraic closure of k P , the fraction field of C/P . Set
Therefore, it is enough to verify the lemma in case C is an algebraically closed field, i.e. when C = F , in which case rank C (−) and dim F (−) coincide. In this case, we must have A ∼ = M n (F ) (as F -algebras) and In the case of Theorem 10.2(i), this means rank(B) = 4 rank(A), so we are done.
Regarding the case of Theorem 10.2(ii), it is enough to show that A is Brauer equivalent to an Azumaya algebra A ′ of rank min{rank(A), rank(A σ )} (for then we can replace A with A ′ and get the desired rank). To construct A ′ , recall that a finite collection of Galois extensions, Azumaya algebras and Brauer equivalences between them is always defined using finitely many elements. That is, there is a f.g. subring D 0 ⊆ C 0 , a Galois extension D/D 0 with Galois group {1, τ } and an Azumaya D-algebra E such that
We omit the very technical proof and refer the reader to [14, §1] or [15, Th. 2.3 & Prp. 6.4] for the standard techniques of how to show this. Replacing A, C, C 0 with E, D, D 0 , we may assume that C is a f.g. ring, and hence noetherian. Let {e 1 , . . . , e t } be the set of primitive idempotents in C. Then C = i e i C and Spec(e i C) is connected for all i. It is easy to see that every C-algebra R factors as a product i e i R and R/C is Azumaya if and only if e i R/e i C is Azumaya for all i. 11) . However, the Q-finite case seems to be unknown. When τ is a Galois automorphism of order 2 (i.e. C/C {τ } is Galois with Galois group {1, τ }), the condition
In this special case, it could be that the claim is true without any assumption on C.
The Semilocal Case
Let C be a commutative ring and let A be an Azumaya C-algebra such that A ∼ Br A op (resp. Cor C/C0 (A) ∼ Br C 0 with C/C 0 a Galois extension with Galois group {1, σ}). Then by Theorem 10.2, there exists an Azumaya C-algebra B such that B ∼ Br A and B has an involution of the first kind (resp. involution whose restriction to C is σ). In [14, Th. 4 .4], Saltman shows that if C is semilocal and connected, then we can take B = A. In this short section, we explain how to deduce the same result using our methods. To some extent, our proof is merely a reformulation of Saltman's proof in our terminology.
By the proof of Theorem 10.2, there exists a double A-progenerator K of type id C (resp. σ) with an involution θ. Assume that K 1 = A A and let u ∈ A × . Then every k ∈ K = A can be written as u ⊙ 1 a for unique a ∈ A. Using this, define α : A → A by letting a α be the unique element of A satisfying u ⊙ 0 a = u ⊙ 1 a α . Then α is easily seen to be an anti-automorphism of A of type id C (resp. σ). Moreover, if
and θ fixes a unit of A, then A has an involution. Now assume C is semilocal. Then A is also semilocal. We claim that for P, Q ∈ proj-A, rank(P ) = rank(Q) implies P ∼ = Q. Indeed, by tensoring with C/ Jac(C), we may assume C is a finite product of fields and A is a finite product of central simple algebras, in which case the claim is routine. Let τ ∈ Aut(C) be the type of K. If τ = id C or if C is connected, then rank(A τ ) = rank(A). Therefore, by Lemma 10.5, rank(A A ) = rank(K 1 ), hence
Then we are done if we show that θ fixes a unit of A. However, this follows from the discussion following Lm. 4.5 in [14] . (The map α in [14] plays the role of θ here and the map J : A → A in [14] is given by a J = 1 A ⊙ 0 a.)
Counterexamples and Open Questions
We conclude this paper with counterexamples and several questions.
The first two examples show that there are "nice" rings which are not Morita equivalent to rings with an involution (of any kind), but still admit an anti-automorphism. In the first example, that automorphism fixes the center, implying that Remark 10.3(i) does not generalize to arbitrary central algebras.
Example 12.1. Recall that a poset consists of a finite set I equipped with a transitive reflexive relation which we denote by ≤. For a field F and a poset I, the incidence algebra F (I) is defined to be the subalgebra of the I-indexed matrices over F spanned as an F -vector space by the matrix units {e ij | i, j ∈ I, i ≤ j}. If I is not the disjoint union of two non-comparable subsets, then Cent(F (I)) = F . In this case, we say I is connected.
Let R be a ring that is Morita equivalent to a poset algebra. Then it can be shown that R is a poset algebra as well. In particular, the basic ring that is Morita equivalent to R is also a poset algebra, which we denoted by F (I R ). The poset I R , which is unique up to isomorphism, can be extracted from R as follows: Let E denote the set of primitive idempotents in R. Then R × acts by conjugation on E. Define I R to be the set of equivalence classes in E, and for i, j ∈ I R , let i ≤ j ⇐⇒ eRf = 0 for some (and hence any) e ∈ i and f ∈ j. This description of I R implies that any anti-automorphism (resp. involution) of R induces an anti-automorphism (resp. involution) on I R .
The poset algebra F (I) is basic if and only if i ≤ j and j ≤ i implies i = j for all i, j ∈ I. We say that I is basic in this case. Since any anti-automorphism of I gives rise to an F -anti-automorphism of F (I), the previous discussion implies that if I is connected, basic, has no involution, but still admits an anti-automorphism, then the ring F (I) has an anti-automorphism of type id F while not being Morita equivalent to a ring with involution. Such a poset was given in [16] by Scharlau (for other purposes); I is the 12-element poset whose Hasse diagram is:
(Using Scharlau's words, it is "the simplest example I could find".) An antiautomorphism of I is given by rotating the diagram ninety degrees clockwise.
Example 12.2. Various f.d. division algebras admitting an anti-automorphism but no involution are constructed in [12] . By Proposition 8.3, none of these algebras is Morita equivalent to a ring with involution.
The next example shows that there exists a ring R with double R-progenerator K such that M [1] n ≇ M for all 0 = M ∈ proj-R and n ∈ N. In particular, Theorem 7.4 fails for arbitrary rings. ⊗n , then V n ⊗ R is mapped to 2 −n .
Let T denote the transpose involution on M 2 (F ). Then T = lim − → {T ⊗n } n∈N is an involution of R. Let K = R 2 ∈ proj-R. Then End R (K) ∼ = M 2 (R) ∼ = R and using T , we can identify End R (K) with R op , thus making P into an (R op , R)-progenerator. We claim that for M ∈ proj-R and n ∈ N, M [1] n ∼ = M implies M = 0. To see this, let ϕ 1 be the map obtained from [1] by identifying proj-R/ ∼ = with Z[ In our last example, we construct a ring R such that M 2 (R) has an involution but R does not (in contrast to Proposition 8.1). In fact, the ring R will also be Azumaya over its center. The example uses fractional ideals, so in order to distinguish between the n-th power of a fractional ideal I and the direct sum of n copies of that ideal, the latter will be denoted by I ⊕n .
Example 12.4. Let K be a number field such that Gal(K/Q) = {id K } and let D be the integral closure of Z in K. Assume that there is a fractional D-ideal I such that I has order 4 in the class group of K (i.e. I 4 is principal, but I 2 is not principal) and We finish with several questions that we could not answer. 
