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We consider the QCD string as an effective string, whose action describes long-range stringy
fluctuations. The leading infrared contribution to the ground state energy is given by the Alvarez–
Arvis formula, usually derived using the Nambu-Goto action. Here we rederive it by a saddle point
calculation using the Polyakov formulation of the free string, where the world sheet metric and
the target space coordinates are treated as independent variables. The next-order relevant in the
infrared term in the effective action is the extrinsic curvature term. We show that the spectrum does
not change order by order in the inverse string length, but may change at intermediate distances.
PACS numbers: 11.25.Pm, 12.38.Aw, 11.15.Pg, 11.25.Tq
I. INTRODUCTION
As is well understood by now, QCD string is made
out of fluxes of the gluon field. Effective stringy degrees
of freedom make sense at the distances larger than the
confinement scale – at shorter distances quark-gluon de-
grees of freedom are more appropriate owing to asymp-
totic freedom. The corresponding effective theory of long
strings can be constructed [1] order by order in the inverse
string length and can be consistently quantized in any
number of space-time dimensions. Various approaches
to such an effective string theory have recently attracted
considerable attention [2–24].
The analytical results concern mostly the simplest
bosonic string given by the Nambu–Goto area action or
the Polyakov action. However, such an action can be only
serve as an approximation to the full effective action for
the QCD string at very large distances. With decreasing
the distance terms less dominant in the infrared will be-
come essential and are needed in order to avoid in partic-
ular the tachyonic instability of the Nambu–Goto energy
spectrum.
The investigation of the effective string theory is
therefore twofold: firstly, to quantize the pure bosonic
Nambu–Goto long string and to compute its spectrum
and, secondly, to construct the next relevant operators
and to compute their contribution to the spectrum. We
shall deal in this Paper with both of these tasks.
In Sect. II we concentrate on the spectrum of the
Nambu–Goto effective string, using its formulation a´ la
Polyakov [25]. We fix the conformal gauge gab = e
φδab
and treat the target-space string coordinates and the
world sheet metric as independent. In a Wilson loop
setup they couple via the boundary conditions and we
will show how one can reproduce the Alvarez–Arvis
stringy spectrum [26, 27] by a saddle point calculation.
The essential feature of the Liouville action1
Sg = −d− 26
96π
∫
d2z
[
(∂aφ)
2 + µ2eφ
]
(1)
is the fact that it depends only on the metric, i.e. internal
geometry of the surface, and does not depend on exter-
nal geometry of its embedding into d-dimensional space.
This is a quite strong restriction on string properties,
which is dictated by the original bare string action [25].
However, for other strings, for example for the Green–
Schwartz superstring, where the fermions belong to the
spinor representation of the group SO(d) of the target
space, the effective action of strings depends essentially
on external geometry of the string world sheet [28–30]
due to quantum fluctuations of fermions. Namely, the ef-
fective action depends now on the second quadratic form
hab of the embedded surface. The simplest model with an
inclusion of external geometry – the extrinsic curvature
– was considered in [31, 32]. In general, one can expect
that similar dynamics of external geometry of embedded
surfaces may appear also in an effective theory of QCD
string.
In Sect. III we consider the bosonic string with ex-
trinsic curvature. We briefly review the standard results
[33–37] for the ground-state energy in the world sheet
parametrization and emphasize that deviations from the
spectrum of the Nambu–Goto string are explicitly seen,
when the coefficient in front of the extrinsic-curvature
term in the action becomes large. The string then be-
comes rigid. We reproduce the same results in the lan-
guage of the effective string, using the upper half-plane
1 Here d is the central charge of matter fields living on a string
world sheet. For bosonic string it is just the dimension of space-
time. For fermions it counts the number of Dirac particles 2[d/2],
each of which has the central charge 1.
2parametrization. This now happens because the confor-
mal anomaly changes. Finally, in Sect. IV we derive the
most general expression for the conformal anomaly, ac-
counting for its possible dependence on external geom-
etry, and discuss the effect of these additional terms on
the spectrum.
II. THE EFFECTIVE NAMBU–GOTO STRING
A. Effective string: Polyakov’s formulation
In the Polyakov string formulation the coordinates
Xµ(x, y) of string in the target space and the metric
gab(x, y) of the world sheet spanned by the string are
independent. The Polyakov path integral is thus [25]:
W (C) =
∫
Dgab
∫
DXµ e− 14piα′
∫
d2z
√
ggab∂aXµ·∂bXµ ,
(2)
where C denotes a planar curve in Rd (the Wilson loop
in the QCD terminology). It is important to recall that
the (regularized) functional integration measure DXµ de-
pends on the metric gab, as the cutoff does for reparame-
trization invariance. This fact can be viewed as the origin
of the conformal anomaly of the theory.
It is convenient to make a partial gauge fixing of
gab(x, y) to the conformal gauge gab = e
φδab, where the
scalar (Ricci) curvature R = −∆φ = −e−φ∂2φ. This can
be done globally when the topology of the world sheet is
that of a disk, which is the situation we consider here.
Thus the setup is the following: we have a region D in
the complex plane with the topology of the disk. It has
a boundary ∂D. The coordinates Xµ(z), µ = 1, . . . , d
represent a map from D to Rd. The Wilson loop C is a
R × T rectangle in Rd. We assume it is located in the
(1,2) plane of Rd. Xµ(z) maps the boundary ∂D onto C.
Let C be given by the parametrization xµ(s), s de-
noting the ach-length from a point xµ(s0), and assume
that z0 ∈ ∂D is mapped to xµ(s0). As is described in
[38, 39], the natural coupling between the length scale
of the Wilson loop C in Rd and the length scale set by
the intrinsic metric at the boundary takes place at the
boundary by insisting that X˙2µ(z) ∝ eφ(z), z ∈ ∂D. Here
X˙µ(z) denotes dXµ(z)/dz along the boundary. Denote
the length of ∂D calculated using the boundary metric
e(z) = eφ(z)/2 by Lφ and the length of the Wilson loop
in Rd (calculated using Xµ(z)) by L (L = 2(T + R)).
Then we have for a given φ(z) the boundary condition
for Xµ(z):
Xµ(z) = xµ(s(φ; z)), s(φ; z) =
L
Lφ
∫ z
z0
dz eφ(z)/2 (3)
for z ∈ ∂D. Without loss of generality we can choose
the constant of proportionality between X˙2µ(z) and e
φ(z)
to be one, i.e. Lφ = L. Let us introduce the notation
ψ(z) = φ(z) for z ∈ ∂D. ψ(z) is a field which lives on
the boundary ∂D and a change of ψ(z) corresponds to a
reparametrization of the boundary.
For a given choice of ψ(z) the equations of motion for
Xµ(z) with corresponding boundary equations become
∂2Xµ(z) = 0, z ∈ D,
Xµ(z) = xµ(s(ψ; z)), z ∈ ∂D. (4)
Denote the corresponding solution by Xψµ (z). Similarly,
the equations of motion for φ leads to the condition that
the induced metric
(gcl)ab ≡ ∂aXψ · ∂bXψ (5)
is conformal (or isothermal)
(gcl)ab =
1
2
δab
∑
c
(gcl)cc. (6)
If Eqs. (4) and (6) are satisfied, the surface Xµ is the
surface of minimal area corresponding to the curve C.
We can now decompose Xµ(z) as
Xµ(z) = X
ψ
µ (z) + δXµ(z), δXµ(z) = 0 z ∈ ∂D. (7)
The path integral over Xµ(z) in (2) can be performed
be shifting the integral to δXµ(z) and is given by the
conformal anomaly [25]. The end result2 is [38]:
W (C) =
∫
Dψ(z)e− 14piα′
∫
d2z ∂aX
ψ·∂aXψ
×
∫
Dφ(z) e d−2696pi
∫
d2z ∂aφ∂aφ , (8)
where the functional integral over the Liouville field
φ(z), z ∈ D, is performed with the boundary condi-
tion φ(z) = ψ(z), z ∈ ∂D. It is important to remember
that Dφ(z) is not the measure of a free field φ(z) since a
reparametrization-invariant cutoff is needed in the func-
tional integral, and this cutoff will then depend on φ
itself, since φ is part of the metric.
The Liouville action with the factor d appears as a
result of the integration over the δXµ and reflects that
the measure D(δXµ) is not invariant under conformal
transformations of the intrinsic metric gab(z) = e
φ(z)δab.
The factor –26 appears as a result of the partial gauge
fixing of Dgab to conformal gauge, leaving only the con-
formal mode φ(z) to be integrated over, the φ(z) appear-
ing in the path integral in (8) with boundary condition
φ(z) = ψ(z), z ∈ ∂D.
It is custom to represent the disk amplitude (8) as
W (C) = e−Seff (C), (9)
2 We have not written here the boundary terms found in [39, 40].
They will be presented below (see Eq. (B5)).
3introducing an effective action Seff(C). It is called effec-
tive since quantum fluctuations of Xµ are already taken
into account by the presence of the conformal anomaly.
As we shall see below, the upper half-plane parametriza-
tion is most convenient at this point.
The field φ (often called the Liouville field) is gener-
ically quantum, but for long strings and/or large |d| it
freezes near the value, minimizing an effective action. We
then have
〈gab〉φ = ρδab, (10)
where ρ coincides with the classical induced Weyl factor
ρcl only when α
′ → 0. The explicit formulas for ρ and
ρcl will be shortly presented.
The difference from the Polchinski–Strominger effec-
tive string theory [1], where gab equals the induced met-
ric at the outset, is that we now determine 〈gab〉φ by the
minimization.
B. UHP parametrization
Since our Wilson loop C has been chosen as a R × T
rectangle (which we can view as lying in the complex ω-
plane), an obvious solution to Eq. (4) is to choose D as
a ωR × ωT rectangle, and
Xψ1 =
R
ωR
ℜω, Xψ2 =
T
ωT
ℑω, (11)
while the rest of the Xµ’s equal 0. This is called the
world sheet parametrization. However, we are interested
in using instead the upper half-plane (UHP). The reason
is that we want to perform the boundary path integral
in (8) and this is best done using the upper half-plane
parametrization.
For the upper half-plane parametrization z = x + iy
with y ≥ 0 and the boundary is at the real axis (y = 0)
to be parametrized by s. The Schwarz–Christoffel map
of the upper half-plane onto a rectangle is
ω(z) =
√
s42s31
∫ z
s2
dx√
(s4 − x)(s3 − x)(x − s2)(x − s1)
= 2F
(√
s31(z − s2)
s32(z − s1) ,
√
s32s41
s42s31
)
, (12)
where s1 < s2 < s3 < s4 (sij = si − sj) are associated
with the four corners of the rectangle. In Eq. (12) F is
the incomplete elliptic integral of the first kind and the
normalization factor is introduced for latter convenience.
The new variable ω takes values inside a ωR×ωT rect-
angle, which now can be given the meaning of a world
sheet parametrization. From Eq. (12) we have
ωR = 2K
(√
1− r) , ωT = 2K (√r) , (13)
where K is the complete elliptic integral of the first kind
and
r =
s43s21
s42s31
(14)
is the projective-invariant ratio.
The classical string configuration is now given by
Eq. (11) with ω(z) given by Eq. (12) and ωT , ωR given
by Eq. (13). The classical induced metric (5) is diagonal
and becomes conformal if
ωT
ωR
≡ K (
√
r)
K
(√
1− r) = TR, (15)
which guarantees that the quadratic term equals the
Nambu–Goto one. The ratio of the K’s in Eq. (15) is
known as the Gro¨tzsch modulus which is monotonic in r.
For the solution (11) we have for the (diagonal) in-
duced metric√
gcl(x, y) =
RT
ωRωT
s42s31∏4
i=1
√
(x − si)2 + y2
, (16)
which becomes singular at the boundary for x = si. We
thus regularize by moving the boundary from the real
axis slightly into the complex plane, i.e. replacing y = 0
by y = ǫ(s) and denoting ǫi = ǫ(si). The boundary
metric
e(s) ≡ 4
√
g(s, ǫ(s)) (17)
has then gotten regularized:
e(sj) =
√
RT
ωRωT
s42s31∏
i6=j
√|sj − si|ǫj . (18)
On the other hand
ǫ(s) = ǫ/e(s) (19)
and
ǫi = ǫ/e(si), (20)
where ǫ is a physical cutoff of the dimension of length,
for general covariance, as was pointed out in [25]. We
then obtain
ǫ1 = ǫ
2ωRωT
RT
s41s21
s42
,
ǫ2 = ǫ
2ωRωT
RT
s32s21
s31
,
ǫ3 = ǫ
2ωRωT
RT
s43s32
s42
,
ǫ4 = ǫ
2ωRωT
RT
s43s41
s31
. (21)
While Eq. (19) is quite general, it was understood in
[38] that for a rectangle it means a regularization of the
geodesic curvature
kg(s) = − 1
2e(s)
∂y log
√
g
∣∣∣
y=ǫ/e(s)
(22)
at the corners. For thus smeared rectangle we have
kg(si) =
1
2ǫ
, (23)
regularizing divergences at the corners in a nice way.
4C. Boundary action
If a function is harmonic in a simple connected do-
main D, it is uniquely determined by its values on the
boundary ∂D by the general Poisson formula. This for-
mula comes simple and useful if we map D to the upper
half-plane such that we have a harmonic function f(x, y)
given by its value f(s, 0) at the boundary. We now ap-
ply this to a solution Xψµ (z) of (4) and thus rewrite the
first term on the right-hand side of Eq. (8) as a boundary
contribution
1
2
∫
d2z ∂aX
ψ · ∂aXψ
=
1
4π
∫ +∞
−∞
ds1ds2
[Xψ(s1, 0)−Xψ(s2, 0)]2
(s1 − s2)2 . (24)
The boundary curve C is generically described by the
function xµ(t) with a certain choice of the parameter t.
If we change the parametrization t → f(t) (f ′(t) ≥ 0),
the function xµ(f(t)) will describe the same boundary
curve C. As was emphasized in [25], for a general curve
we have
Xψµ (s, 0) = xµ(t(s)) (25)
where the presence of a reparametrizing function t(s)
(t′(s) ≥ 0) is required at the classical level to fulfill the
conformal gauge (or the Virasoro constraints) and t(s)
depends upon the curve C. Equation (3) is of this type
for the proper-length parametrization. t(s) is related to
the boundary value ψ(s) of the Liouville field as
t′(s) = eψ(s)/2−ψ(t(s))/2 (26)
(notice that ψ(s) = 0 for the proper-length parametriza-
tion). At the quantum level we have to path integrate
over t(s) [39], which is required for the consistency of the
Polyakov string formulation. It is basically the same as
the path-integration over ψ(z) in Eq. (8).
Substituting Eq. (25) into the right-hand side of
Eq. (24), we can rewrite the boundary action as Dou-
glas’ integral
SB =
1
4π
∫ +∞
−∞
ds1ds2
[x(t(s1))− x(t(s2))]2
(s1 − s2)2 , (27)
whose minimization with respect to t(s) determines the
minimal surface spanned by the curve C (or the classical
string configuration Xψµ (z)), i.e. the choice of ψ(s) which
ensures that also (6) is satisfied.
The classical boundary action for the rectangle can
be evaluated by substituting Eqs. (11) and (13) into
Eq. (24). We then find
1
2
∫
d2z ∂aX
ψ
µ · ∂aXψµ
=
1
2
[
T 2
K(
√
1− r)
K(
√
r)
+R2
K(
√
r)
K(
√
1− r)
]
(28)
and, since at the classical level r is linked to T/R by
Eq. (15), we recover the area RT . However, if we want to
perform the functional integrations over reparametriza-
tions of the boundary we cannot assume Eq. (15) and r
will become an integration parameter as will be discussed
below.
D. The one-loop calculation
We now have to perform the functional integration over
φ for a fixed ψ and then over ψ in (8). In performing the
integral over ψ we will expand to quadratic approxima-
tion around the parametrization which lead to (28) with r
as a free parameter. Since the integration of φ represents
the same order as that over ψ, it is consistent to keep the
boundary condition of φ also to be the one which leads to
(28), i.e. to be independent of the quadratic fluctuations
of ψ. The two calculations have already been performed,
the φ integration in [38] and the ψ integral in [41]. Here
we basically combine the two results and for consistency
add a few details. First we address the φ integral, next
the ψ integral.
1. Lu¨scher term in UHP coordinates
In the world sheet parametrization one naturally ex-
pands around φ = 0.3 Mapping the ω ∈ ωR × ωT to the
upper half-plane we then expand around
φcl = 2 log
∣∣∣∣∂ω(z)∂z
∣∣∣∣ , (29)
where the map ω(z) was explicitly given above. We thus
split the Liouville field into the classical and quantum
parts: φ = φcl + φq. Then we notice that φq vanishes
at the boundary since the boundary condition is already
satisfied by φcl. The path integral over φq decouples in
the expansion about the saddle point to the quadratic
approximation and shifts the dimension by 1 just as for
the closed string [43–45]. The φ part of the integration
in (8) can thus, to quadratic order, be written as∫
Dφ(z) ed−2696pi
∫
d2z ∂aφ∂aφ = e
d−25
96pi
∫
d2z ∂aφcl∂aφcl . (30)
This shift seems unavoidable when using the Polyakov
formulation.
The computation of the integral
1
24π
∫
d2z ∂a log
∣∣∣∣∂ω(z)∂z
∣∣∣∣ ∂a log
∣∣∣∣∂ω(z)∂z
∣∣∣∣ , (31)
3 The derivation of the Lu¨scher term for the Polyakov string in the
world sheet parametrization was given in Ref. [42].
5simplifies, if we set s1 = 0, s2 = r (0 < r < 1), s3 = 1
and s4 =∞ in the expression for ω(z). Then
ω(z) =
∫ z
r
ds√
(1 − s)(s− r)s (32)
and
√
gcl(x, y) =
RT
4K (
√
r)K
(√
1− r)
× 1√
((x− 1)2 + y2)((x − r)2 + y2)(x2 + y2) .
(33)
Here we have used Eq. (13) for ωR and ωT .
Modulo an inessential (logarithmic) divergence at large
y we find that (31) is given by
− 1
96
log
[
r2(1− r)2ǫ1ǫ2ǫ3
]
+ const.
= − 1
24
log [r(1 − r)] + const. , (34)
where we have substituted Eq. (21) for ǫi’s. Using the
asymptotes
K
(√
r
) r→1→ 1
2
log
16
1− r , K
(√
1− r) r→1→ π
2
, (35)
we reproduce the standard Lu¨scher term (per one degree
of freedom)
1
24
log
16
1− r =
πωT
24ωR
(36)
for ωT ≫ ωR.4
While the result (34) is derived for the particular reg-
ularization introduced in Subsect. II B, we believe it is
universal, as the Lu¨scher term is.
4 In deriving Eq. (34) we have not assumed that r is near 0 or 1, so
it can be arbitrary. In world sheet coordinates we are expanding
around φ = 0 and thus simply calculating the determinant of a
Laplacian. This determinant is a product over the eigen modes
of the Laplacian and can be expressed [46] through the Dedekind
η-function:
∞∏
m,n=1
(
pim2
ω2T
+
pin2
ω2R
)
=
1√
2ωR
η
(
i
ωT
ωR
)
.
We have numerically verified with Mathematica that indeed
1
2
(
K
(√
1− r
))1/2 η
(
i
K
(√
1− r)
K
(√
r
)
)
=
1
25/6pi1/2
[r(1 − r)]1/12
in the whole range 0 ≤ r ≤ 1. It may be interesting to know
whether this identity is known to the Math community.
2. The boundary reparametrization path integral
We finally have to perform the integral over quadratic
fluctuations of the boundary field ψ in (8) (the main rea-
son we introduced the UHP). As was shown in [41], ac-
counting for reparametrizations in a quadratic approx-
imation (justified by long strings) results for an out-
stretched rectangle in Eq. (36) with the extra factor of
24. The computation is sketched in Appendix A. Adding
the contribution to the effective action from the φ and
the ψ integrations in (8) leads to the Lu¨scher term(
1 +
d− 25
24
)
log
1
1− r =
d⊥
24
log
1
1− r (37)
with d⊥ = d− 1.5
A subtlety in performing the integral over the ψ field
is that we have to fix the projective PSL(2,R) symmetry
which is inherited by the Douglas’ integral (27). Techni-
cally, it is convenient to split the group of reparametriza-
tions of the rectangle onto reparametrizations at the
edges of the rectangle with fixed corners, that is to fix
t(si) = si for i = 1, 2, 3, 4. (38)
These reparametrizations simply relabel the points of the
same edge. Thanks to the projective symmetry, the re-
sult depends on only one parameter: the ratio r. Addi-
tionally, we have to reparametrize at four corners, that is
to integrate over four si’s, leaving their order at the real
axis. This gives the (infinite) volume of PSL(2,R) times
the integral over r, which in the semiclassical (or one-
loop) approximation is saturated by the classical value
determined by Eq. (15).
Adding (28) and (37) we finally obtain for (1− r)≪ 1
the following effective action
Seff =
1
4πα′
[
T 2
π
log 11−r
+R2
log 11−r
π
]
− d⊥
24
log
1
1− r .
(39)
We emphasize again that the formula does not rely on r
obeying Eq. (15) (but it assumes (1− r)≪ 1). For r not
satisfying Eq. (15) the induced metric tensor is diagonal
but not conformal (or isothermal).
Beyond the semiclassical approximation we have to in-
tegrate the exponential of (minus) (39) over r from 0 to
1. There are two important cases, where this integral
has a saddle point: T ≫ R and large d. Then we can
simply replace the integration by the minimization with
respect to r. Technically, this reminds the derivation of
5 For the Polyakov string formulation the number d⊥ of fluctuating
transverse (physical) degrees of freedom of the string, which the
Lu¨scher term is proportional to, is d−1 rather than d−2 because
the dimension is effectively shifted by 1, as is already mentioned,
since the Liouville field also fluctuates [43–45]. We have d⊥ = 2
6the Regge limit of the Veneziano amplitude. Such an
analogy is considered in detail in Ref. [13].
The limit of large |d| is generically the one, where a
mean-field approximation becomes exact. We can there-
fore look at r as if it was a parameter of the variational
mean-field ansatz. Its best description of an exact result
is reached at the minimum. For |d| → ∞ the minimum
gives the exact energy of the string ground state, while
for finite d we may generically expect an approximate
value larger than the exact one. However, it can be ar-
gued for the Polyakov formulation of the Nambu–Goto
string that we may expect to obtain the exact result for
T ≫ R even at finite d by the mean field.
E. Spectrum of pure Nambu–Goto
To compute the spectrum, we have to minimize, as
is shown in the previous Subsection, the effective ac-
tion (39) with respect to r. The saddle-point equation is
quadratic in log(1− r) and has the solution
log 11−r∗
π
=
T√
R2 −R20
, (40)
where R20 is the inverse tachyon mass squared
R20 =
π2d⊥
6
α′ for open string,
R20 =
2π2d⊥
3
α′ for closed string (41)
with the periodic boundary condition6 along the 1-
direction. This replaces the pure classical Eq. (15). At
the minimum we have
Seff =
T
2πα′
√
R2 −R20, (42)
reproducing the Alvarez–Arvis energy [26, 27] of the
ground state. Our derivation extends to UHP that of
[13] given for the world sheet coordinates.
For the average of the induced metric tensor we have
Eq. (10) with
ρ =
ρ¯√
((x− 1)2 + y2)((x− r)2 + y2)(x2 + y2) ,
ρ¯ =
R2 −R20/2
ω2R
, (43)
which is fulfilled owing to Eq. (40). It replaces the classi-
cal Eq. (33), which is recovered as α′ → 0. For the ratio
6 The Lu¨scher term is then four times larger than for an open
string.
of the area of a typical surface to the minimal area we
then find
〈A〉φ
RT
=
R2 −R20/2
R
√
R2 −R20
. (44)
It tends to 1 as R → ∞, but blows up near the tachy-
onic singularity at R = R0, when crumpling of surfaces
occurs. Then we can no longer trust in the mean-field
approximation.
III. STRING WITH EXTRINSIC CURVATURE
A simplest generalization of the Nambu–Goto string is
bosonic string with an extrinsic curvature, which is the
next-order operator after the Nambu–Goto action. It was
first introduced for QCD string in [31, 32]. The original
idea was that it provides rigidity of the string that makes
it smoother. The spectrum of such a rigid string is inves-
tigated in [33–35] (for a review see Ref. [36]). We briefly
review some of these results below.
The action of the bosonic (Polyakov) string with the
extrinsic curvature term reads
Sr.s. =
K
2
∫
d2z
√
ggab∂aX ·∂bX+ 1
2α
∫
d2z
√
g∆X ·∆X,
(45)
whereK = 1/2πα′ is the string tension, α is a dimension-
less constant (rigidity) and ∆ is the 2d Laplace–Beltrami
operator.
It is custom to consider gab as an induced metric and,
introducing ρ =
√
g and the Lagrange multipliers λab, to
rewrite the action (45) in the conformal gauge as
Sr.s. = K
∫
d2z ρ+
1
2α
∫
d2z
1
ρ
∂2X · ∂2X
+
1
2
∫
d2z λab (∂aX · ∂bX − ρδab) . (46)
A. World sheet parametrization
Likewise for the Nambu–Goto string, we consider the
world sheet parametrization and restrict ourselves with a
mean-field (variational) ansatz, when onlyX⊥ fluctuates.
It is exact at large d for K ∼ d and α ∼ 1/d. We write
(for ωT = T )
X1mf(ω) =
ω1
ωR
R, X2mf(ω) = ω2, X
⊥(ω) = δX⊥(ω),
ρmf(ω) = ρ, λ
11
mf(ω) = λ
11, λ22mf(ω) = λ
22,
λ12mf(ω) = λ
21
mf(ω) = 0 (47)
7and
1
T
Smf
=
1
2
(
λ11ωR + λ
22R
2
ωR
)
+ ρ
(
K − λ
11
2
− λ
22
2
)
ωR
+
d
2T
tr log
(
−λ
11
ρ
∂21 −
λ22
ρ
∂22 +
1
αρ2
(∂21 + ∂
2
2)
2
)
.
(48)
The determinant in the last line of Eq. (48) can be
evaluated using the formulas of Refs. [33–35]. Using a
momentum-space representation, integrating over dk2 (as
T →∞), regularizing via the zeta function and introduc-
ing
Ξ =
√
αρλ11 ωR
2π
(49)
instead of ρ, we get
1
T
Smf =
1
2
(
λ11ωR + λ
22R
2
ωR
)
+
(
2K(µ)
λ11
− 1− λ
22
λ11
)
2π2Ξ2
α(µ)ωR
+
2πd
ωR

−
1
6
+
Ξ
2
+
∑
n≥1


√√√√Ξ2
2
+ n2 + Ξ
√
Ξ2
4
+
(
1− λ
22
λ11
)
n2
+
√√√√Ξ2
2
+ n2 − Ξ
√
Ξ2
4
+
(
1− λ
22
λ11
)
n2 − 2n− Ξ
2
4n
(
1 +
λ22
λ11
)

 . (50)
In Eq. (50) we have introduced an ultraviolet cutoff
aUV by ∑
n≥1
1
n
= log
1
µaUV
. (51)
and performed the renormalization of the parameters K
and α of the bare action by introducing (renormalized)
α(µ) =
α
1− αd
4π
log
1
µaUV
, K(µ) = K
α(µ)
α
(52)
as is prescribed by asymptotic freedom of the model [31,
32]. Then UV divergences disappear in Eq. (50) and the
result is finite.
As R → ∞ the action (50) can be minimized itera-
tively, order by order in α′/R2, which is nothing but a
semiclassical expansion, starting from the classical ap-
proximation:
ωR = R, λ
11 = λ22 = K, ρ = 1. (53)
Because λ11 = λ22 order by order of the expansion in
α′/R2 or, correspondingly, in 1/Ξ2, the sum over n in
Eq. (50) is exponentially suppressed [35]. We thus repro-
duce the same solution as for the Nambu–Goto string to
any order in α′/R2.
However, the extrinsic curvature becomes important
at α′/R2 ∼ 1. The case of small α can be analyzed
analytically. Then the extrinsic curvature dominates over
the Nambu–Goto term and great simplifications occur in
Eq. (50). For small α we have Ξ also small and the
determinant in the last line in Eq. (48) equals
d
2T
tr log (. . .) −→ − πd
3ωR
+
d
2
√
αρλ11 (closed string)
(54)
as α→ 0. The first term on the right-hand side is twice
larger than usual Lu¨scher’s term, because the quartic op-
erator dominates over quadratic that doubles degrees of
freedom. The second term comes from zero modes.
For small α we can easily minimize the mean-field ac-
tion (48) to obtain [37]
E0 = λ
11ωR,
√
λ11 =
3
8
d
√
α
R
+
√
9
64
d2α
R2
+K − πd
3R2
,
ωR =
√
R2 − dR
2
√
α
λ11
(55)
and
ρ =
R2
ω2R
. (56)
These formulas are applicable for small α if
R2 ≪ α
′
α
(57)
when Ξ is small.
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With the extrinsic-curvature term included, the con-
tribution of quantum fluctuations to the effective action
is given by the determinant in Eq. (48) which is not com-
putable by the Seeley expansion like in the massive case
(see Appendix B for a review). It can be easily evalu-
ated, however, for either large or small α. For large α we
can neglect the quartic operator, reproducing the above
results for the conformal anomaly. For small α we can
instead neglect the quadratic operator, so the result is
simply twice larger than computed above. This factor of
2 is simply related with doubling of degrees of freedom
in the conformal anomaly, which produces twice larger
Lu¨scher’s term.
We thus obtain at large d
d
2T
tr log
(
−λ
11
ρ
∂21 −
λ22
ρ
∂22 +
1
αρ2
(∂21 + ∂
2
2)
2
)
=


− πd
6ωR
√
λ22
λ11
α→∞
− πd
3ωR
α→ 0
. (58)
The saddle-point minimization in the case α → ∞ is
like as in Ref. [26] and gives [cf. Eq. (43)]
λ11 = λ22 = K, ωR =
√
R2 − πd
3K
, ρ¯ =
1− πd
6KR2
1− πd
3KR2
,
(59)
reproducing Eq. (42).
The saddle-point minimization in the case α → 0 is
like as in Ref. [37] and gives
λ11 = K − πd
3R2
, λ22 = K +
πd
3R2
, ωR = R, ρ¯ = 1.
(60)
For the energy of the ground state we obtain
E0(R) = KR− πd
3R
(61)
to be compared with Eq. (42) for the iterative solution.
We see that the semiclassical one-loop result is exact as
α → 0. This saddle point is simply the α → 0 limit of
(55).
The domain (57), where Eqs. (60), (61) are applicable,
overlaps with the domain α′ ≪ R2, where the iterative
solution coincides with the Nambu–Goto one modulo ex-
ponential terms. However, the ground state energy (61)
is smaller than (42), so it is the solution (60) that is
realized for R2 ≪ α′/α. We emphasize once again that
Eq. (61) applies only in the domain (57). For large values
of R2 >∼ 1/Kα the iterative solution (42) applies.
From Eqs. (60) we deduce that
〈A〉φ
RT
= 1 (62)
as α→ 0 in contrast to Eq. (44). We see that the string
indeed becomes rigid and behaves as a stick as α → 0.
Because the ground-state energy (61) is lower than (42),
the string behaves as rigid for R2 ≪ 1/Kα and as the
usual Nambu–Goto string for R2 ≫ 1/Kα. The change
between the regimes (42) and (61) cannot be seen, there-
fore, within the 1/R-expansion.
The fact that the dependence (61) is not seen in the
rather precise lattice Monte-Carlo spectrum [8] (see [47]
for a review and references therein) probably means that
a large rigidity term is ruled out for QCD string.
IV. EXTERNAL GEOMETRY OF EFFECTIVE
STRING
Trajectories Xµ(z) of strings moving in d-dimensional
space are surfaces embedded in Euclidean Rd space.
Therefore, the differential geometry of the string
world sheet is totally defined by the induced metric
gab = ∂aXµ∂bX
µ and second quadratic forms hjab =
njµ∇a∂bXµ and Hija = niµ∂anj,µ, where j = 1, . . . , d− 2
counts coordinates transversal to the surface. For im-
mersed surfaces, which means that the induced metric gab
is not singular, the first and second fundamental forms
should fulfill the Peterson–Codazzi equations
Rdacb = hjabhjcd − hjachjbd,
ǫab∂aH
ij
b = ǫ
abHika H
kj
b + ǫ
abhi,ca h
j
bc,
ǫab∇ahibc = ǫabhjacHjib , (63)
where the summation over repeating indexes i, j, a, b, . . .
is implied. These equations take place because the tan-
gent vectors ∂aX
µ, a = 1, 2 are derivatives and together
with the normal vectors njµ they form a complete set of
basic vectors in the target space of embedding, namely
∂aX
ν∂aXν
′
+ nj,νnj,ν
′
= δνν
′
. In two dimension, due
to the symmetry properties of the 4-range curvature ten-
sor R over its indexes, all the information reduces to the
scalar Gaussian curvature R
Rdacb = R
2
(gabgdc − gadgbc). (64)
Therefore, we can reduce Gaussian curvature R to the
second fundamental h-forms. Moreover, due to the defi-
nitions of the fundamental forms gab, h
j
ab, H
ij
a and the
Peterson-Codazzi equations, all scalars of the surface co-
ordinates Xµ, as well as their higher covariant deriva-
tives, can be always reduced to scalar polynomials of the
second fundamental forms h and H .
We suggest that the dynamics of strings is defined by
a quadratic elliptic operator D, which may explicitly de-
pend on external geometry of surfaces and is reparame-
trization invariant.
As it follows from the work [25], any 2d gravity theory
will always have a quantum anomaly of conformal trans-
formations gab → ρgab, unless some cancellation between
bosons, fermions and ghosts will take place at certain
9critical dimensions. The anomaly expresses itself in the
fact that, though the trace of the stress-energy tensor is
zero at the classical level, its quantum average is nonzero
and is connected with the expansion of the heat-kernel
operator e−D/µ
2
, where µ2 is a regularization scale of
quantum fluctuations. Following the works [25, 40], we
expect that each central charge 1 will give the following
contribution to the trace of the stress-energy tensor
〈T aa 〉 = 〈e−D/µ
2〉 = 1
24π
√
gR(ξa) +
c0
16π
√
g(hj)2
+µ2
√
g + µ2
√
gF
[ 1
µ2
hiabK
[ 1
µ2
H2
]ij
hjcd
]
.
(65)
Here g = det[gab], R(ξa) and h
j = gabhjab (j = 1, . . . , d−
2) are the Gaussian and mean sectional curvatures, re-
spectively, and
K
[ 1
µ2
H2
]
= 1 +
k2
µ2
Hs1Hs2 + . . .+
k2m
µ2m
Hs1 · · ·Hs2m · · ·
(66)
is an even-order series of the matrices Hijs , while
F [ 1µ2 h
j
abh
j
cd] is a scalar reparametrization-invariant se-
ries of its tensor arguments 1µ2 h
j
abh
j
cd, which starts from
a square. Symbolically, we can write
F
[ 1
µ2
hjabh
j
cd
]
= P2
[ 1
µ2
hjabh
j
cd
]2
+ P3
[ 1
µ2
hjabh
j
cd
]3
+ . . .
(67)
The notations Pk, k = 2, 3, . . ., in this expression mean
scalar polynomials of k’th order of homogeneity, which
are obtained by all type of contractions of the indexes
in hj1a1b1h
j1
c1d1
⊗ · · · ⊗ hjkakbkh
jk
ckdk
by using the metric gab.
As we see below, the terms
∑d−2
j=1 h
j
abh
j
cd produce the
coefficients of d − 2, while an insertion of Hij does not
change it, but increases the order of 1/µ2. Therefore, we
should drop all Hij ’s to the leading order in (d− 2)/µ2
and take K
[
1
µ2H
2
]
= 1.
The expansion of 〈e−D/µ2〉, that enters Eq. (65), in
the powers of µ−2k is known as the Seeley expansion.
It is a standard way of calculations for quadratic ellip-
tic operators D as presented in Refs. [39, 40, 48]. The
first term in the expression (65) is usual and defined by
internal geometry of the string world sheet (i.e. the met-
ric), while the second term comes from external geomet-
ric characteristics of the surfaces. For example, for the
Green–Schwartz superstring with N=1 supersymmetry it
was obtained that c0 = 1 [28]. These terms are univer-
sal and their coefficients are dimensionless. Other terms
have dimensionfull coefficients and therefore break con-
formal invariance explicitly.
Equation (65) for the conformal anomaly allows us to
find out the most general form of the effective action
Leff . Namely, we should integrate the Word identity
δW = − δρ
2ρ
〈T aa 〉, (68)
where 〈T aa 〉 in (65) should be written in a conformal gauge
with the metric gab = ρδab. In order to do that, let us
first express hjabh
j
cd as a sum of the tensors
hjabh
j
cd =
1
2
hja{bh
j
c}d −
1
2
Radbc, (69)
symmetrized and antisymmetrized over the indexes b, c.
Here the curly brackets {} around the b, c indexes mean
a symmetrization over them. Substituting this represen-
tation into the expansion (67) and using (64), we obtain
F
[ 1
µ2
hjabh
j
cd
]
= P˜2
[ 1
µ2
hja{bh
j
c}d
]2
Q2
[√
gR
]
+ P˜3
[ 1
µ2
hja{bh
j
c}d
]3
Q3
[√
gR
]
+ · · · , (70)
where Qp[R] are the series in the Gaussian curvature R
Qp[
√
gR] = 1 + wp1
√
gR+ · · ·+ wps√gsRs + · · · . (71)
In the conformal gauge R = − 2ρ∂2a log[ρ], while
hja{bh
j
c}d = ρ
(
∂a~n
j~e{b
)(
∂d~n
j~ec}
)
. (72)
A conformal variation of this expressions gives δ(
√
gR) =
−2∂−2a δρρ and δhja{bhjc}d = δρρ hja{bhjc}d, which yields
δρ
ρ
[√
gR
]n
= − 1
2(n+ 1)
δ
[√
gR~∂−2
(√
gR
)n]
,
δρ
ρ
[
hja{bh
j
c}d
]n
=
1
n
δ
[
hja{bh
j
c}d
]n
. (73)
The relations presented above allow us to integrate the
Word identity (68) and to calculate the effective action
Leff = − c
96π
√
g
[
R∆−1R+ µ2]− c0c
16π
√
g
[
hj,aa
]2
∆−1R
−c√g F1
[ 1
µ2
hjabh
j
cd,
√
gR
]
−c√g √gR~∂−2F2
[ 1
µ2
hjabh
j
cd,
√
gR
]
, (74)
where c is the central charge of the system, while F1[·]
and F2[·] are defined by F [·] as
F1
[ 1
µ2
hjabh
j
cd
]
=
1
2
P˜2
[ 1
µ2
hjabh
j
cd
]2
Q2
[√
gR
]
+
1
3
P˜3
[ 1
µ2
hjabh
j
cd
]3
Q3
[√
gR
]
+ . . . ,
F2
[ 1
µ2
hjabh
j
cd
]
= P˜2
[ 1
µ2
hjabh
j
cd
]2
Q˜2
[√
gR
]
+P˜3
[ 1
µ2
hjabh
j
cd
]3
Q˜3
[√
gR
]
+ . . . (75)
Here
Q˜p[
√
gR] = 1− 1
2× 2wp1
√
gR
+ . . .− 1
2(s+ 1)
wps
√
g
s
Rs + . . . (76)
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The functions F1[·] and F2[·] are model dependent. The
coefficients of their expansion in hj,aa h
j,b
b and R depend
essentially on what theory we are considering: various
types of superstrings or gauge theories.
If we have in the effective action additional operators
of the type in Eq. (74), their correction to the spectrum
can be computed by evaluating their values for the clas-
sical solution (11), (13) with r substituted by r∗ given
by Eq. (40). This is rigorous at least for large d, because
the operator is expected to give a 1/d correction to the
spectrum. Since hjab = 0 and R = 0 for the classical so-
lution (11), these additional terms in the effective action
(74) do not change the spectrum. As we have seen in the
previous Section, the spectrum may change, however, if
the string length is not too large, because the first term
in the effective action (74) may change.
We have ignored above in this Section possible bound-
ary terms in the effective action, which may be required
by consistency, like the well-known Gibbons–Hawking
term in the gravitational action for an open manifold.
The boundary terms play indeed the important role for
the usual conformal anomaly (given by the first term on
the right-hand side of Eq. (74)), as is already discussed,
but apparently not for the other terms. We expect those
vanish because the second fundamental form hjab vanishes
for the classical solution (11). We thus believe that the
possible boundary terms will not effect the conclusion of
the previous Paragraph, while this issue deserves a more
thorough consideration.
V. CONCLUSIONS
We have considered QCD string as an effective string
formed by fluxes of the gluon field. Its effective action,
obtained by path integrating over short-range fluctua-
tions, describes long-range stringy fluctuations. We have
used the Polyakov formulation of an open string, where
the target-space coordinatesXµ and the world sheet met-
ric gab are treated as independent variables. We have
shown that the effective action has to be minimized with
respect to gab in two cases: the limit of long strings
and/or the large number d of space dimensions. This de-
termines the ground-state energy of the string as a func-
tion of its length. We have found that the spectrum of the
pure Nambu–Goto string is given by the Alvarez–Arvis
formula (42). We have then added the next-relevant af-
ter Nambu–Goto operator in the infrared – the extrin-
sic curvature – and have shown that the spectrum is not
changed order by order in the inverse string length, but is
changed at intermediate distances (see Eq. (61) valid for
very large rigidity). We have considered a most general
effective action in the form of the conformal anomaly,
that includes external geometry, and argued that the
spectrum behaves similarly.
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Appendix A: Reparametrization path integral:
rectangle
We briefly reproduce in this Appendix the computation
[41] of the reparametrization path integral for a rectangle,
using a different mapping of UHP onto rectangle.
Expanding about the minimizing function s∗(t):
s(t) = s∗(t) +
√
2πα′
RT
β(t), (A1)
we write for the action to the quadratic order in β [41, 49]:
S2[β] =
1
4πωRωT
∫
ds1ds2
|ω′(s1)||ω′(s2)|
(s1 − s2)2
× [β(t∗(s1))− β(t∗(s2))]2 . (A2)
The minimizing function t∗(s) is determined by the equa-
tion ∫ s
r
dx√
(1− x)(x − r)x = ωT
t
(1− t2) +
ωR
2
for r < s < 1 ,∫ s
1
dx√
(x− 1)(x− r)x = ωR
(t2 − 1)
4t
+
ωT
2
for s > 1 , (A3)
so that
t∗(1) =
√
ω2T + ω
2
R − ωT
ωR
ωT≫ωR→ ωR
2ωT
. (A4)
It is clear that the domain 0 < (s1 − 1), (s2 − 1) ≪ 1
is essential in the integral in Eq. (A2) for (1− r)≪ 1. It
produces a large contribution ∼ (1 − r)−2. To see this,
we expand
β(t∗(s2))− β(t∗(s1)) = β′(t∗(s1))t′∗(s1)(s2 − s1). (A5)
We thus obtain (disregarding log(1− r)’s)
S2[β]
=
1
4πωRωT
∫
ds1ds2
[β′(t∗(s1))t′∗(s1)]
2√
|s1 − 1||s1 − r||s2 − 1||s2 − r|
∝
∫
ds1ds2
[β′(t∗(s1))]2√
|s1 − 1||s1 − r|
1
(|s2 − 1||s2 − r|]3/2
∝ 1
(1− r)2
∫
dt [β′(t)]2 (A6)
11
because in this domain
t′∗(s) =
4t∗(1)2
ωR
√
(s− 1)(s− r) , (A7)
that determines the boundary metric. It has to be reg-
ularized by slightly moving the boundary into UHP, as
is already discussed in Subsect. II B. In passing from the
first to the second line of Eq. (A6), we have also set
t′∗(s1) = t
′
∗(s2) with the given accuracy.
Computing the path integral over β(t) by the standard
mode expansion, obeying
β(0) = β(r) = β(1) = 0 (A8)
to get rid of the projective symmetry, we obtain with the
aid of the zeta-function regularization
∫
Dβ(t) e−S2[β] =
∏
modes
[r(1 − r)]2 =
[
1√
r(1 − r)
]2
= e− log[r(1−r)], (A9)
where we have inserted r to reflect the symmetry r →
(1− r) of the rectangle. The power of 2 is because of the
two sets of the modes which contribute to the product:
one for the interval [0, r] and another for [1,∞], obeying
the boundary condition (A8).
This result for the reparametrization path integral
seems to be exact at large TR/α′, because we can then
restrict ourselves by the quadratic in β approximation.
It might seem that the result of this Appendix for the
reparametrization (= the boundary Liouville field) path
integral is less solid than the results for the path inte-
gral over the bulk Liouville field of Subsect. II D 1, but
this is not the case! We have simply shown here how
the standard results for the critical bosonic string can be
reproduced by the given method.
Appendix B: Review of the Seeley-expansion
method
The action, describing dynamics of the Liouville field
φ, emerges from the path integration over Xµ(x, y) (and
the ghosts) due to ultraviolet divergences regularized by
a cutoff. For smooth φ it is the conformal anomaly dis-
played in Eq. (8).
Generically, the contribution from Xµ(x, y) to the Li-
ouville action comes from the (regularized) determinant
of the 2d Laplacian:
e−SL =
[
det
(−e−φ∂2)]−d/2
Reg.
. (B1)
For the Pauli–Villars regularization we shall consider the
ratio of determinants of the form
e−SL =
[
det
(−e−φ∂2)
det (−e−φ∂2 +M2)
]−d/2
, (B2)
where M is a regulator mass.
The standard technique for computing such determi-
nants (reviewed in this Appendix) is applicable for
Λ2eφ ≫ 1, or M2eφ ≫ 1, (B3)
when it results in the conformal anomaly.
The standard results for the (regularized) determinants
of the 2d Laplacian are obtained by Seeley’s expansion
[39, 40]:
tr log (−∆)
∣∣∣
div
= − 1
4π
{
Λ2
∫
D
−√πΛ
∫
∂D
+
1
3
logΛ2
[∫
D
R
2
+
∫
∂D
k
]}
(B4)
for the divergent part and
tr log (−∆)
∣∣∣
fin
= − 1
24π
[∫
D
1
2
Rφ+
∫
∂D
kφ
]
− 1
4π
∫
∂D
k
(B5)
for the finite part. Here
k = −1
2
na∂aφ (B6)
is the geodesic curvature and na is the inward normal
unit vector.
Equation (B5) for the finite part can be derived as
follows. Let us apply the variational derivative δ/δφ(z)
to the (regularized) determinant
tr log
(−∆+M2) ∣∣∣
Reg
= −
∫ ∞
Λ−2
dτ
τ
tr eτ(∆−M
2) (B7)
and represent the result as ∂/∂τ plus an additional term.
We then obtain
δ
δφ(z)
tr log
(−∆+M2) ∣∣∣
Reg
= 〈z|e(∆−M2)/Λ2 |z〉
−M2
∫ ∞
Λ−2
dτ〈z|eτ(∆−M2)|z〉. (B8)
For M2 = 0 we can substitute the Seeley expansion of
the heat kernel in the first term on the right-hand side
[39, 40, 48]:
〈z|e∆/Λ2 |z〉 = Λ2a0 + Λa1 + a2 (B9)
with
a0 =
1
4π
, a1 = − 1
8
√
π
δ(1)(z − zB),
a2 =
1
12π
(
1
2
R+ k δ(1)(z − zB)
)
(B10)
and reproduce the conformal anomaly on the right-hand
side of Eq. (B5). For the second term we can use this
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expansion only for large M2, when small τ are essential
in the integral, to obtain
δ
δφ(z)
tr log
(−∆+M2) ∣∣∣
Reg
large M
= Λ2a0 + Λa1
−M2a0 −M2a0 log Λ
2
M2
− 1
2
Ma1. (B11)
The ratio in Eq. (B2) is analogously regularized as
tr log
−∆
(−∆+M2) = −
∫ ∞
1/Λ2
dτ
τ
tr eτ∆
(
1− e−τM2
)
,
(B12)
which is still logarithmically divergent at small τ be-
cause the Seeley expansion (B9) starts from the term
proportional to 1/τ . For large M this is explicitly seen
in Eq. (B11).
To get rid of this logarithmic divergence, we may con-
sider the ratio
R(2) ≡ det(−∆)det(−∆+ 2M
2)
det(−∆+M2)2 , (B13)
when
tr logR(2) = −
∫ ∞
0
dτ
τ
tr eτ∆
(
1− e−τM2
)2
(B14)
is convergent. As M →∞, we have
(
1− e−τM2
)2
→ Θ (τ −M−2) , (B15)
where Θ is the Heaviside step function, reproducing
Eq. (B7) with Λ =M .
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