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The term rank of a matrix A over a semiring S is the least number of
lines (rows or columns) needed to include all the nonzero entries in
A. In this paper, we study linear operators that preserve term ranks
of matrices over S. In particular, we show that a linear operator T on
matrix space over S preserves term rank if and only if T preserves
term ranks 1 and α(≥2) if and only if T preserves two consecutive
term ranks in a restricted condition.Other characterizations of term-
rank preservers are also given.
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1. Introduction
A semiring [2] is a set S equipped with two binary operations+ and · such that (S,+) is a commu-
tative monoid with identity element 0 and (S, ·) is a monoid with identity element 1. In addition, the
operations + and · are connected by distributivity and 0 annihilates S.
A semiring S is called antinegative if 0 is the only element to have an additive inverse. The following
are some examples of antinegative semirings which occur in combinatorics. Let B = {0, 1}. Then
(B,+, ·) is a semiring (the binary Boolean semiring) if arithmetic in B follows the usual rules except
that 1+ 1 = 1. If F is the real interval [0, 1], then (F,+, ·) = (F,max,min) is a semiring (the fuzzy
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semiring). If P is any subring with identity, of R, the reals (under real addition and multiplication),
and P+ denotes the nonnegative part of P, then P+ is a semiring. In particular Z+, the nonnegative
integers, is a semiring.
Hereafter, S will denote an arbitrary commutative and antinegative semiring. LetM(S) be the set
of allm × nmatrices with entries in a semiring S. Algebraic operations onM(S) are defined as if the
underlying scalars were in a field.
The term rank, t(A), of a matrix A is theminimal number α such that all the nonzero entries of A are
contained in β rows and α − β columns. Term rank plays a central role in the combinatorial matrix
theory and have many applications in network and graph theory (see [4]).
From now on we will assume that 2 ≤ m ≤ n unless specified otherwise. It follows that 1 ≤
t(A) ≤ m for all nonzero A ∈ M(S).
Let T : M(S) → M(S) be a linear operator. If f is a function defined onM(S), then T preserves the
function f if f (T(A)) = f (A) for all A ∈ M(S). There aremany papers on linear operators that preserve
matrix functions over S [1–3,5]. But there are few papers on term-rank preservers of matrices over
semirings. Beasley and Pullman [2] have characterized linear operators onM(S) that preserve term
rank, and the following are main results of their work: for a linear operator T : M(S) → M(S),
T preserves term rank if and only if T preserves term ranks 1 and 2; (1.1)
T preserves term rank if and only if T strongly preserves term rank 1 orm. (1.2)
In this paper, their work is continued. A sectional summary is as follows: Some definitions and
preliminaries are presented in Section 2. Let T : M(S) → M(S) be a linear operator. Section 3
generalizes (1.1) by showing that T preserves term rank if and only if T preserves term ranks 1 and
α, where 2 ≤ α ≤ m. In Section 4, we show that T preserves term rank if and only if T pre-
serves two consecutive term ranks in a restricted condition. In the final section, we give a gener-
alization of (1.2), that T preserves term rank if and only if T strongly preserves term rank α in a
restricted condition, where 1 ≤ α ≤ m. Other characterizations of term-rank preservers are also
given.
2. Preliminaries
The matrix In is the n × n identity matrix, Om,n is the m × n zero matrix, and Jm,n is the m × n
matrix all of whose entries are 1. We will suppress the subscripts on these matrices when the orders
are evident from the context and we write I, O and J, respectively. Let Ei,j be them × nmatrix whose
(i, j)th entry is 1 and whose other entries are all 0, and we call Ei,j a cell.
The following is obvious by the definition of term rank.
Lemma 2.1. For matrices A and B inM(S), we have t(A + B) ≤ t(A) + t(B).
If A and B are matrices inM(S), we say that B dominates A (written A  B or B  A) if bi,j = 0
implies ai,j = 0 for all i and j. This provides a reflexive and transitive relation onM(S). If B does not
dominate A, we will use the notation A  B.
The pattern, A, of a matrix A inM(S) is the matrix inM(B) whose (i, j)th entry is 0 if and only if
ai,j = 0. Notice that A  B if and only if A  B for all A and B inM(S). It follows that
t(A) = t(A)
for all A ∈ M(S). Thus, the term rank of A ∈ M(S) depends only on its pattern.
AmatrixM inM(S) is calledamonomial if it hasexactlymnonzeroentriesand there is apermutation
matrix Q such that
MQ = [Im | Om,n−m].
ForM and N inM(S), if N  M andM is a monomial, we call N a submonomial.
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Lemma 2.2 [4, Theorem 1.2.1]. For every nonzero A ∈ M(S), there is a submonomial M( A) such that
t(A) = t(M).
Anm × nmatrix L is called a full line matrix if
L =
n∑
l=1
Ei,l or L =
m∑
k=1
Ek,j
for some i ∈ {1, . . . ,m} or for some j ∈ {1, . . . , n}; Ri = ∑nl=1 Ei,l is the ith full row matrix and
Cj = ∑mk=1 Ek,j is the jth full column matrix.
Let A ∈ M(S) be amatrix of term rankα. Then there areβ full rowmatrices Ri1 , . . . , Riβ andα−β
full column matrices Cj1 , . . . , Cjα−β such that
A  (Ri1 + · · · + Riβ ) + (Cj1 + · · · + Cjα−β ),
where 0 ≤ β ≤ α. We say that
Cov(A) = {Ri1 , . . . , Riβ , Cj1 , . . . , Cjα−β }
is a covering of A. Furthermore if the only possible value of β is 0 or α, then we say that A does not
have a proper covering; otherwise A has a proper covering. For example, A =
⎡
⎣1 1 1
0 1 0
⎤
⎦ has a proper
covering {R1, C2}, while B =
⎡
⎣1 1 1
1 1 0
⎤
⎦ does not have a proper covering.
Lemma 2.3. Let A =
⎡
⎣A1 A2
A3 A4
⎤
⎦ ∈ M(S), where A1 is an α × α matrix and 1 ≤ α < m. Suppose that
t(A1) = α, A2 = O and
[
A3 A4
]
= O. If
[
A1 A2
]
does not have a proper covering, then t(A) ≥ α + 1.
Proof. Clearly t(A) ≥ α. Since A2 = O and
[
A1 A2
]
does not have a proper covering, a covering of[
A1 A2
]
must be of the form {R1, . . . , Rα}. Now, suppose that t(A) = α and Cov(A) is an arbitrary
covering ofA. Then Cov(A) cannot be composed ofα full rowmatrices orα full columnmatrices. Hence
Cov(A) must be a proper covering. But then Cov(A) is a proper covering of
[
A1 A2
]
, a contradiction.
Hence t(A) ≥ α + 1. 
Proposition 2.4. Let A ∈ M(S) be a matrix of term rank α, where 2 ≤ α ≤ m. If A has a proper covering,
for some β ∈ {1, . . . , α − 1}, by permuting rows and columns of A, we can assume that
A =
⎡
⎣ ∗ X1
X2 O
⎤
⎦ , [ Iβ | Oβ,n−α ]  X1 and
⎡
⎣ Iα−β
Om−α,α−β
⎤
⎦  X2, (2.1)
where X1 and X2 are matrices of sizes β × (n − α + β) and (m − β) × (α − β), respectively.
Proof. Let Cov(A) be a proper covering of A. Then there is β ∈ {1, . . . , α − 1} such that Cov(A)
is composed of β full row matrices and α − β full column matrices. Hence by permuting rows and
columns of A, we can assume that Cov(A) = {R1, . . . , Rβ, C1, . . . , Cα−β}. It follows that A is of the
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form A =
⎡
⎣ ∗ X1
X2 O
⎤
⎦, where X1 and X2 are matrices of sizes β × (n − α + β) and (m − β) × (α − β),
respectively satisfying the condition (2.1). 
In Proposition 2.4, we say that A has a pure proper covering if neither X1 nor X2 has a proper covering.
For example, A =
⎡
⎢⎢⎢⎣
0 1 1 1
0 0 1 1
1 0 0 0
⎤
⎥⎥⎥⎦ has a pure proper covering, while B =
⎡
⎢⎢⎢⎣
0 1 1 1
0 0 1 0
1 0 0 0
⎤
⎥⎥⎥⎦ does not have a pure
proper covering.
Remark 2.5. In Proposition 2.4, A can be partitioned as A =
⎡
⎢⎢⎢⎣
A1 A2 A3
A4 O O
A7 O O
⎤
⎥⎥⎥⎦, where A2 and A4 are square
matrices of orders β and α − β , respectively with Iβ  A2 and Iα−β  A4; the rest Ai are matrices
of suitable sizes. If A has a pure proper covering, then both
[
A2 A3
]
and
⎡
⎣A4
A7
⎤
⎦ do not have a proper
covering. 
Proposition 2.6. Let A ∈ M(S) be a matrix of term rank α, where 2 ≤ α ≤ m. Suppose that A has a pure
proper covering and is partitioned as in Remark 2.5. For every B ∈ M(S), if t(A+ B) = α and Cov(A+ B)
is an arbitrary covering of A + B, then Cov(A + B) ∈ {1, 2, 3, 4}, where
1 = {R1, . . . , Rα}, 2 = {Rβ+1, . . . , Rα, Cα−β+1, . . . , Cα},
3 = {C1, . . . , Cα} and 4 = {R1, . . . , Rβ, C1, . . . , Cα−β}.
Proof. For a matrix B inM(S), suppose that t(A + B) = α and Cov(A + B) is an arbitrary covering of
A + B. Then we can easily show that
Ri ∈ Cov(A + B) and Cj ∈ Cov(A + B) (2.2)
for all i, j ≥ α + 1 because Iβ  A2 and Iα−β  A4. It follows that Cov(A + B) ⊆ {R1, . . . , Rα, C1,
. . . , Cα}. Let
1 = {R1, . . . , Rβ} and 2 = {Rβ+1, . . . , Rα};
3 = {C1, . . . , Cα−β} and 4 = {Cα−β+1, . . . , Cα}.
Case 1. Cov(A + B) ∩ 1 = ∅ : By (2.2), we have A3 = O and hence 4 ⊆ Cov(A + B) because
Iβ  A2. Since
⎡
⎣A4
A7
⎤
⎦ does not have a proper covering, we have that either 2 ⊆ Cov(A + B) (in this
case, A1 = O and A7 = O) or 3 ⊆ Cov(A + B). Therefore we have Cov(A + B) = 4 ∪ 2 = 2 or
Cov(A + B) = 4 ∪ 3 = 3.
Case2.Cov(A+B)∩1 = ∅ : Say that Cov(A+B) containsγ members in1 with1 ≤ γ ≤ β . Suppose
that γ ≤ β − 1. Then Cov(A + B) contains at least β − γ members in 4 because Iβ  A2. Hence
Cov(A+ B) contains at most α −β members in2 ∪3. Since
⎡
⎣A4
A7
⎤
⎦ does not have a proper covering,
we have that either 2 ⊆ Cov(A + B) or 3 ⊆ Cov(A + B). It follows that Cov(A + B) contains
1854 K.-T. Kang et al. / Linear Algebra and its Applications 436 (2012) 1850–1862
just β − γ members in 4. But then
⎡
⎢⎢⎢⎣
O A2 A3
O O O
O O O
⎤
⎥⎥⎥⎦ is dominated by γ members in 1 and β − γ
members in 4, a contradiction to the fact that
[
A2 A3
]
does not have a proper covering. Hence we
have γ = β . Since
⎡
⎣A4
A7
⎤
⎦ does not have a proper covering, we obtain that Cov(A+B) = 1∪3 = 4
or Cov(A + B) = 1 ∪ 2 = 1 (in this case, A7 = O). 
3. Preservers of term ranks 1 and α(≥ 2)
For a linear operator T : M(S) → M(S), we say that T
(1) preserves term rank α if t(T(X)) = α whenever t(X) = α for all X;
(2) preserves term rank if it preserves term rank α for every α(≤ m).
In this section we provide characterizations of linear operators T : M(S) → M(S) that preserve
term ranks 1 and α, where 2 ≤ α ≤ m.
Example 3.1. Define the linear operator T : M(S) → M(S) by
T(X) =
(
m∑
i=1
n∑
j=1
xi,j
)⎡
⎣Iα O
O O
⎤
⎦
for all X . Then T preserves term rank α, while it does not preserve term rank. 
The number of nonzero entries of a matrix A inM(S) is denoted by (A).
Let T : M(S) → M(S) be a linear operator. Then we will show in the following Theorems 3.4 and
5.3 that T preserves term rank if and only if
(i) T preserves term ranks 1 and α, where 2 ≤ α ≤ m; or
(ii) (T(J)) = mn and T preserves term rank α, where 1 ≤ α ≤ m − 1.
For matrices A and B inM(S), the matrix A ◦ B denotes the Hadamard or Schur product. That is,
the (i, j)th entry of A ◦ B is ai,jbi,j . A nonzero s ∈ S is a zero divisor if s′s = 0 for some nonzero
s′ ∈ S.
If P and Q are permutation matrices and B is a matrix inM(S) none of whose entries is a zero
divisor or zero, then an operator T : M(S) → M(S) is called a (P,Q , B)-operator if T(X) = P(X ◦ B)Q
for all X , orm = n and T(X) = P(Xt ◦ B)Q for all X , where Xt denotes the transpose of X .
If T : M(S) → M(S) is a linear operator, let T : M(B) → M(B) be the linear operator defined
by T(Ei,j) = T(Ei,j) for all cells Ei,j . Let E = {Ei,j | i = 1, . . . ,m; j = 1, . . . , n}.
Lemma 3.2. Let T : M(S) → M(S) be a linear operator. If T preserves term rank 1 and T is bijective on
E , then T is a (P,Q , B)-operator.
Proof. Let = 1 ∪2, where1 = {R1, R2, . . . , Rm} and2 = {C1, C2 . . . , Cn}. Since T preserves
term rank 1 and T is bijective on E , it follows that T maps onto injectively. Suppose that T(Ri) = Rj
and T(Rk) = Cl for some i and k with i = k. Then T(Ri + Rk) = Rj + Cl , while (Ri + Rk) = 2n and
(Rj + Cl) = n+m− 1 ≤ 2n− 1. This contradicts the fact that T is bijective on E . Therefore we have
that either
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(1) T(1) = 1 and T(2) = 2, or
(2) T(1) = 2 and T(2) = 1.
If (1) holds, there are permutations σ and τ of {1, . . . ,m} and {1, . . . , n}, respectively such that
T(Ri) = Rσ(i) and T(Cj) = Cτ(j) for all i and j. Let P and Q be permutation matrices corresponding to
σ and τ , respectively. Then we have
T(Ei,j) = bi,jEσ(i),τ (j) = P(bi,jEi,j)Q
for all Ei,j ∈ E , where bi,j ∈ S is nonzero. By the action of T on E , we have T(X) = P(X ◦ B)Q
for all X . If bi,j is a zero divisor for some i and j, then xbi,j = 0 for some nonzero x ∈ S. Hence
T(xEi,j) = P(xbi,jEi,j)Q = O, a contradiction. Thus bi,j is not a zero divisor for all i and j. Therefore
T is a (P,Q , B)-operator. If (2) holds, then m = n and a parallel argument shows that there are
permutation matrices P and Q , and a matrix B (none of whose entries is a zero divisor or zero) such
that T(X) = P(Xt ◦ B)Q for all X . Therefore T is a (P,Q , B)-operator. 
Lemma 3.3. For a linear operator T : M(S) → M(S), if T preserves term ranks 1 and α, where
2 ≤ α ≤ m, then T is a (P,Q , B)-operator.
Proof. Since T preserves term rank 1, it suffices to prove that T is bijective on E (and hence T is
a (P,Q , B)-operator by Lemma 3.2). First we show that T(Ei,j) ∈ E for all Ei,j ∈ E , equivalently
(T(Ei,j)) = 1. Assume that (T(Ei,j)) ≥ 2 for some Ei,j . Since t(Ei,j) = 1 and T preserves term rank
1, we have t(T(Ei,j)) = 1. Hence T(Ei,j)  Rk for some full rowmatrix Rk, or T(Ei,j)  Cl for some full
column matrix Cl . Say that T(Ei,j)  Rk. Since T preserves term rank 1, it follows from (T(Ei,j)) ≥ 2,
T(Ei,j)  Rk and t(Ri) = t(Cj) = 1 that
T(Ri)  Rk and T(Cj)  Rk
so that T(Ri + Cj)  Rk . Hence t(Ri + Cj) = 2, while t(T(Ri + Cj)) = 1. Thus for the case of α = 2,
we get a contradiction. If α ≥ 3 (in this case, m ≥ α ≥ 3), take α − 2 distinct full row matrices
Ri1 , . . . , Riα−2 different from Ri and let A =
∑α−2
k=1 Rik . Then t(A) = α − 2 and t(Ri + Cj + A) = α.
Since T preserves term ranks 1 and α, it follows from Lemma 2.1 that
α = t(T(Ri + Cj + A)) ≤ t(T(Ri + Cj)) + t(T(A)) ≤ 1 + (α − 2) = α − 1,
which is impossible. ThuswehaveshownthatT(Ei,j) is a cell forallEi,j ∈ E . It follows that(T(Ei,j)) = 1
for all Ei,j .
Next, suppose that T(Ei,j) = T(Ek,l) for some distinct pairs (i, j) and (k, l). Then i = k or j = l.
If we assume j = l, then we can choose an sth row different from ith row so that t(Ei,j + Es,l) = 2
and t(Ek,l + Es,l) = 1. Furthermore we can take α − 2 cells E1, . . . , Eα−2 such that t(Ei,j + Es,l + E1 +
· · · + Eα−2) = α. Since T preserves term ranks 1 and α, it follows from T(Ei,j) = T(Ek,l) and Lemma
2.1 that
α = t(T(Ei,j + Es,l + E1 + · · · + Eα−2))
= t(T(Ei,j) + T(Es,l) + T(E1) + · · · + T(Eα−2))
= t(T(Ek,l) + T(Es,l) + T(E1) + · · · + T(Eα−2))
= t(T(Ek,l + Es,l) + T(E1) + · · · + T(Eα−2))
≤ α − 1.
This is impossible.
For the case of i = k, we can get the same contradiction.
Hence T(Ei,j) = T(Ek,l) for all distinct pairs (i, j) and (k, l), equivalently T is bijective on E . 
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Theorem 3.4. For a linear operator T onM(S), the following are equivalent:
(i) T is a (P,Q , B)-operator;
(ii) T preserves term rank;
(iii) T preserves term ranks 1 and α, where 2 ≤ α ≤ m.
Proof. That (i) implies (ii) and (ii) implies (iii) is obvious. It follows from Lemma 3.3 that (iii) implies
(i). 
4. Preservers of term ranks α and α + 1
In this section we provide characterizations of linear operators that preserve two consecutive term
ranks.
Lemma 4.1 [2, Lemma 4]. Let T : M(S) → M(S) be a linear operator. For a nonzero A ∈ M(S), suppose
that D  T(A), where D is a submonomial of term rank α(< m). If t(A) > α, there is a matrix B( A)
such that D  T(B) and (B) ≤ α.
Lemma 4.2. For a linear operator T : M(S) → M(S), if T preserves term ranks α and α + 1, where
m ≥ 3 and 2 ≤ α ≤ m − 1, then t(T(A)) ∈ {α − 1, α} for all A of term rank α − 1.
Proof. Let A ∈ M(S) be a matrix of term rank α − 1. If t(T(A)) ≥ α + 1, take a cell E such that
t(A+ E) = α. But then α = t(T(A+ E)) ≥ t(T(A)) ≥ α+ 1which is impossible. Hence t(T(A)) ≤ α.
Suppose that t(T(A)) ≤ α − 2. Since t(A) = α − 1, there is a submonomial M( A) such that
t(M) = α − 1 by Lemma 2.2. Furthermore t(T(M)) ≤ α − 2 because T(M)  T(A).
Choose another submonomial N of term rank 2 such that M + N is a submonomial of term rank
α + 1. By hypothesis, t(T(M + N)) = α + 1. Hence t(T(N)) ≥ (α + 1) − t(T(M)) ≥ 3 by Lemma
2.1. Since t(T(M + N)) = α + 1, there is a submonomial D( T(M + N)) such that t(D) = α + 1 by
Lemma2.2. Thenwe canwriteD = D1+D2 for some two submonomialsD1 andD2, whereD1  T(M)
and D2  T(N). Hence t(D1) ≤ t(T(M)) ≤ α − 2. By Lemma 4.1, there is a matrix B( M) such that
D1  T(B) and (B) ≤ α − 2. Hence by Lemma 2.1, t(B + N) ≤ t(B) + t(N) ≤ α. Furthermore
D = D1 + D2  T(B) + T(N) = T(B + N)
andhence t(T(B+N)) ≥ α+1. Since t(B+N) ≤ α,wecanchooseamatrixC such that t(B+N+C) = α.
But thenα = t(T(B+N+C)) ≥ t(T(B+N)) ≥ α+1,which is impossible. Therefore, t(T(A)) ≥ α−1.
Thus, t(T(A)) ∈ {α − 1, α} for all A of term rank α − 1. 
Let A ∈ M(S) be partitioned as A =
⎡
⎣A1 A2
A3 A4
⎤
⎦, where A1 is an α × β matrix; the other Ak are
matrices of suitable sizes. For an arbitrary cell Ei,j , we say that Ei,j is a cell in A1 if ai,j = 0 with
1 ≤ i ≤ α and 1 ≤ j ≤ β . Similarly we can define that Ei,j is a cell in Ak for all k ∈ {1, 2, 3, 4}.
Lemma 4.3. Let T : M(S) → M(S) be a linear operator that preserves term ranks α and α + 1, where
m ≥ 3 and 2 ≤ α ≤ m− 1. If X ∈ M(S) is a matrix of term rank α − 1 and T(X) does not have a proper
covering, then t(T(X)) = α − 1.
Proof. By Lemma 4.2, we have t(T(X)) ∈ {α − 1, α}. Suppose that t(T(X)) = α. We will get a
contradiction (and hence t(T(X)) = α − 1). Since t(X) = α − 1, there are α − 1 distinct full line
matrices L1, . . . , Lα−1 such that X  A, where A = L1 + · · · + Lα−1. Clearly t(A) = α − 1 and hence
t(T(A)) = α by Lemma 4.2 and t(T(X)) = α. Since T(X) does not have a proper covering, neither
does T(A).
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If the covering of T(A) was composed of α full row matrices, by permuting rows and columns of
T(A), we can assume that T(A) =
⎡
⎣A1 A2
O O
⎤
⎦, where A1 is an α × α matrix with Iα  A1. Now, for an
arbitrary cell Ei,j with i, j ≥ α+1, suppose that Ei,j  T(J). Then there is a cell E such that Ei,j  T(E).
Clearly E  A and so t(A+E) = α, while t(T(A+E)) ≥ t
⎛
⎝
⎡
⎣A1 O
O O
⎤
⎦+ Ei,j
⎞
⎠ = α+1, a contradiction.
Thus Ei,j  T(J) for all cells Ei,j with i, j ≥ α + 1. Hence T(J) is of the form T(J) =
⎡
⎣B1 B2
B3 O
⎤
⎦ with
A1  B1. Since T preserves term rank α + 1, we have B2 = O and B3 = O. Thus there are two cells F2
in B2, and F3 in B3. Equivalently there are cells Ep,q and Er,s such that
F2  T(Ep,q) and F3  T(Er,s).
Furthermore Er,s  A because T(A) cannot dominate a cell in B3.
If A2 = O, it follows from Lemma 2.3 and F3  T(Er,s) that t(T(A + Er,s)) = α + 1, while
t(A + Er,s) = α, a contradiction. Thus A2 = O and hence T(A) =
⎡
⎣A1 O
O O
⎤
⎦ and Ep,q  A. If p = r or
q = s, then t(A+ Ep,q + Er,s) = α, while t(T(A+ Ep,q + Er,s)) ≥ α+1 by Lemma 2.3, a contradiction.
Hence p = r and q = s.
If T(Ep,s) dominates a cell in B2, then t(T(A+Ep,s+Er,s)) = α+1 by Lemma 2.3, while t(A+Ep,s+
Er,s) = α, a contradiction.HenceT(Ep,s)cannotdominateacell inB2. SimilarlyT(Ep,s)cannotdominate
a cell inB3. That is, T(Ep,s)only dominates a cell inB1. A parallel argument shows that T(Er,q)only dom-
inates a cell in B1. It follows that t(T(A+Ep,s+Er,q)) = α, while t(A+Ep,s+Er,q) = α+1, a contradic-
tion. Similarly if the coveringwas composed ofα full columnmatrices, thenwe get a contradiction. 
Proposition 4.4. Let T : M(S) → M(S) be a linear operator that preserves term ranks α and α + 1,
where m ≥ 3 and 2 ≤ α ≤ m− 1. Suppose that A ∈ M(S) is a sum of α − 1 distinct full line matrices. If
Ep1,q1 , . . . , Epk,qk are cells that are not dominated by A, then Cov(A+ Rpi) = Cov(A+ Cqj) for all i and j.
Proof. By hypothesis, t(T(A + Rpi)) = t(T(A + Cqj)) = α for all i and j because t(A + Rpi) =
t(A + Cqj) = α. If Cov(A + Rpi) = Cov(A + Cqj) for some i and j, then t(T(A + Rpi + Cqj)) = α, while
t(A + Rpi + Cqj) = α + 1, a contradiction. Hence the result follows. 
Lemma 4.5. Let T : M(S) → M(S) be a linear operator that preserves term ranks α and α + 1, where
m ≥ 4 and 2 ≤ α ≤ m − 2. If X ∈ M(S) is a matrix of term rank α − 1 and T(X) has a pure proper
covering, then t(T(X)) = α − 1.
Proof. By Lemma 4.2, t(T(X)) ∈ {α − 1, α}. Suppose that t(T(X)) = α. We will get a contradiction
(and hence t(T(X)) = α − 1). Since t(X) = α − 1, there is a matrix A that is a sum of α − 1 distinct
full line matrices such that X  A. Clearly t(A) = α − 1 and hence t(T(A)) = α by Lemma 4.2 and
t(T(X)) = α. Since T(X) has a pure proper covering, we can easily show that T(A) does not have a
proper covering or has a pure proper covering. If T(A) does not proper covering, then t(T(A)) = α − 1
by Lemma 4.3, a contradiction.
Now assume that T(A) has a pure proper covering. It follows from Proposition 2.4 and Remark 2.5
that by permuting rows and columns of T(A), for some β ∈ {1, . . . , α − 1}, we can assume that
T(A) =
⎡
⎢⎢⎣
A1 A2 A3
A4 O O
A7 O O
⎤
⎥⎥⎦ ,
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where A2 and A4 are square matrices of orders β and α − β , respectively such that Iβ  A2 and
Iα−β  A4; both
[
A2 A3
]
and
⎡
⎣A4
A7
⎤
⎦ do not have a proper covering.
Suppose to the contrary that Ei,j  T(J) for some cell Ei,j with i, j ≥ α+1. Then there is a cell E such
that Ei,j  T(E). Clearly E  A and so t(A + E) = α, while t(T(A + E)) ≥ t
⎛
⎜⎜⎜⎝
⎡
⎢⎢⎢⎣
O A2 O
A4 O O
O O O
⎤
⎥⎥⎥⎦+ Ei,j
⎞
⎟⎟⎟⎠ =
α + 1, a contradiction.
Thus Ei,j  T(J) for all cells Ei,j with i, j ≥ α + 1. Hence T(J) has the following form
T(J) =
⎡
⎢⎢⎢⎣
B1 B2 B3
B4 B5 B6
B7 B8 O
⎤
⎥⎥⎥⎦ ,
where the sizes of partitions of T(A) and T(J) are equal. Let
1 = {R1, . . . , Rα}, 2 = {Rβ+1, . . . , Rα, Cα−β+1, . . . , Cα},
3 = {C1, . . . , Cα} and 4 = {R1, . . . , Rβ, C1, . . . , Cα−β}.
First we show that B6 = O or B7 = O. If not, there are two cells E6 in B6, and E7 in B7; that is, there
are cells Ep,q and Er,s such that E6  T(Ep,q) and E7  T(Er,s). Furthermore Ep,q  A because T(A)
cannot dominate any cell in B6. By Proposition 2.6, t(T(A + Ep,q + Er,s)) ≥ α + 1. Thus p = r, q = s
and Er,s  A. Since Ep,q  A, we have t(A+ Rp) = α and hence t(T(A+ Rp)) = α. By Proposition 2.6,
the possible coverings of T(A + Rp) and T(A + Cq) are 1 (in this case, A7 = O) and 2 (in this case,
A1 = O, A3 = O and A7 = O) only. By Proposition 4.4, we can assume that
Cov(T(A + Rp)) = 1 and Cov(T(A + Cq)) = 2. (4.1)
Similarly we can assume that
Cov(T(A + Rr)) = 3 and Cov(T(A + Cs)) = 4. (4.2)
Since t(A) = α− 1 ≤ m− 3, we can choose a full rowmatrix Rk that is not dominated by A+Rp +Rr .
Notice that Cov(T(A+Rk)) ∈ {1, 2, 3, 4}because t(T(A+Rk)) = α. But thenCov(T(A+Rk)) =
1 or3 by (4.1), (4.2) andProposition4.4. Say that Cov(T(A+Rk)) = 1. Then t(T(A+Rp+Rk)) = α,
while t(A + Rp + Rk) = α + 1, a contradiction. Hence we have established that B6 = O or B7 = O. A
parallel argument shows that B3 = O or B8 = O.
Case 1. B6 = O: If B3 = O, then t(T(Y)) ≤ α for all Y , a contradiction to the fact that T preserves
term rank α + 1. Thus B3 = O and hence B8 = O; that is, T(J) =
⎡
⎢⎢⎢⎣
B1 B2 B3
B4 B5 O
B7 O O
⎤
⎥⎥⎥⎦. Clearly B5 = O and
B7 = O because T preserves term rank α + 1. Thus there are three cells F3 in B3, F5 in B5, and F7 in
B7. Equivalently, there are cells Ep3,q3 , Ep5,q5 and Ep7,q7 such that F3  T(Ep3,q3), F5  T(Ep5,q5) and
F7  T(Ep7,q7). Furthermore Ep5,q5  A because T(A) cannot dominate any cell in B5. Now, assume
that A3 = O. Then t(T(A + Ep5,q5 + Ep7,q7)) ≥ α + 1 by Proposition 2.6. Hence Ep7,q7  A, p5 = p7
and q5 = q7. If T(Ep5,q7) dominates a cell in B5, then t(T(A+ Ep5,q7 + Ep7,q7)) ≥ α + 1 by Proposition
2.6, while t(A + Ep5,q7 + Ep7,q7) = α, a contradiction. Hence T(Ep5,q7) cannot dominate a cell in B5.
Similarly T(Ep7,q5) cannot dominate a cell in B5. Therefore 4 is a covering of T(A + Ep5,q7 + Ep7,q5),
and hence t(T(A + Ep5,q7 + Ep7,q5)) = α, while t(A + Ep5,q7 + Ep7,q5) = α + 1, a contradiction. Thus
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we have A3 = O. Similarly A7 = O. That is, T(A) =
⎡
⎢⎢⎢⎣
A1 A2 O
A4 O O
O O O
⎤
⎥⎥⎥⎦. Then Epi,qi  A for all i ∈ {3, 5, 7}. By
Proposition 2.6, the possible coverings of T(A+Rp3) and T(A+Cq3) are only1 and4. By Proposition
4.4, we may assume that
Cov(T(A + Rp3)) = 1 and Cov(T(A + Cq3)) = 4. (4.3)
Since the possible coverings of T(A + Rp7) and T(A + Cq7) are only 3 and 4, it follows from (4.3)
and Proposition 4.4 that
Cov(T(A + Rp7)) = 3 and Cov(T(A + Cq7)) = 4. (4.4)
If q3 = q7, then t(T(A + Cq3 + Cq7)) = α, while t(A + Cq3 + Cq7) = α + 1, a contradiction. Hence
q3 = q7. But then q5 = q3 by Proposition 2.6. Hence we have Cov(T(A + Cq5)) = 2 by (4.3), (4.4)
and Proposition 4.4.
Since t(A) = α − 1 ≤ m − 3, we can choose a full row matrix Rl that is not dominated by
A + Rp3 + Rp7 . But then Cov(T(A + Rl)) = 1 or3 by (4.3), Cov(T(A + Cq5)) = 2 and Proposition
4.4. Say that Cov(T(A + Rl)) = 1. Then t(T(A + Rp3 + Rl)) = α, while t(A + Rp3 + Rl) = α + 1, a
contradiction.
Case 2. B7 = O: In this case, we can easily show that
T(A) =
⎡
⎢⎢⎢⎣
A1 A2 O
A4 O O
O O O
⎤
⎥⎥⎥⎦ and T(J) =
⎡
⎢⎢⎢⎣
B1 B2 O
B4 B5 B6
O B8 O
⎤
⎥⎥⎥⎦ ,
where B6 = O and B8 = O. Thus there are two cells F6 in B6, and F8 in B8; that is, there are cells Ep6,q6
and Ep8,q8 such that F6  T(Ep6,q6) and F8  T(Ep8,q8). Furthermore by the structure of T(A), we have
Ep6,q6  A and Ep8,q8  A. By a method similar to Case 1, we can assume that
Cov(T(A + Rp6)) = 1 and Cov(T(A + Cq6)) = 2; (4.5)
Cov(T(A + Rp8)) = 3 and Cov(T(A + Cq8)) = 4. (4.6)
Since t(A) = α−1 ≤ m−3,we can choose a full rowmatrix Rt that is not dominated by A+Rp6 +Rp7 .
Thus Cov(T(A + Rt)) = 1 or 3 by (4.5), (4.6) and Proposition 4.4. Say that Cov(T(A + Rt)) = 1.
But then t(T(A + Rp6 + Rt)) = α, while t(A + Rp6 + Rt) = α + 1, a contradiction. 
For an operator T : M(S) → M(S), we say that T strongly preserves term rank α if t(T(A)) = α if
and only if t(A) = α for all A.
Lemma 4.6 [2, Corollary 1.1 and Theorem 2]. If T : M(S) → M(S) is a linear operator, then T preserves
term rank if and only if it strongly preserves term rank 1 or m.
Theorem 4.7. For a linear operator T : M(S) → M(S), T preserves term rank if and only if T preserves
term ranks m − 1 and m.
Proof. Suppose that T preserves term ranksm−1 andm. Nowwewill show that T strongly preserves
term rank m (and hence T preserves term rank by Lemma 4.6). If A ∈ M(S) and t(A) = m, then
t(T(A)) = m by hypothesis. Assume that t(T(A)) = m and t(A) ≤ m − 1 for some A. Then we can
choose a matrix B such that t(A+ B) = m− 1. But thenm− 1 = t(T(A+ B)) ≥ t(T(A)) = mwhich
is impossible. Hence t(T(A)) = m if and only if t(A) = m for all A. The converse is obvious. 
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Theorem 4.8. For a linear operator T : M(S) → M(S) with m ≥ 3, T preserves term rank if and only if
T preserves term ranks 2 and 3.
Proof. For the case of m = 3, the result is obvious by Theorem 4.7. Now, assume that m ≥ 4 and T
preserves term ranks 2 and 3. We will show that T preserves term rank 1. Let A ∈ M(S) be a matrix of
term rank 1. By Lemma 4.2, t(T(A)) = 1 or 2. Thus T(A) does not have a proper covering or has a pure
proper covering. Thus t(T(A)) = 1 by Lemmas 4.3 and 4.5. Hence T preserves term rank by Theorem
3.4. The converse is obvious. 
LetM∗(S) be the set of all matrices A inM(S) that do not have a proper covering or have a pure
proper covering. Notice that A ∈ M∗(S) for all A ∈ M(S) with t(A) ≤ 2. But if A ∈ M(S) and
t(A) ≥ 3, then A may or may not lie in M∗(S). For example, let A =
⎡
⎢⎢⎢⎣
0 1 1
0 1 1
1 0 0
⎤
⎥⎥⎥⎦ ⊕ Om−3,n−3 and
B =
⎡
⎢⎢⎢⎣
0 1 1
0 0 1
1 0 0
⎤
⎥⎥⎥⎦⊕ Om−3,n−3. Then t(A) = t(B) = 3 and A ∈ M∗(S), while B ∈ M∗(S).
Lemma 4.9. For a linear operator T : M(S) → M(S), if T preservesM∗(S) and term ranks α and α+1,
where m ≥ 3 and 2 ≤ α ≤ m − 1, then T preserves term rank α − 1.
Proof. If m = 3 or α = m − 1, then the result is obvious by Theorem 4.7. So we assume that m ≥ 4
andα ≤ m−2. Suppose thatA ∈ M(S) be amatrix of term rankα−1. Then there is amatrixX that is a
sum of α − 1 distinct full line matrices such that A  X . Clearly X ∈ M∗(S) and hence T(X) ∈ M∗(S)
by hypothesis; that is, T(X) does not have a proper covering or has a pure proper covering. Hence
t(T(X)) = α − 1 by Lemmas 4.3 and 4.5. Since t(T(A)) ≤ t(T(X)), it follows from Lemma 4.2 that
t(T(A)) = α − 1. Therefore T preserves term rank α − 1. 
Theorem 4.10. Let T : M(S) → M(S) be a linear operator. Then T preserves term rank if and only if T
preservesM∗(S) and term ranks α and α + 1, where 1 ≤ α ≤ m − 1.
Proof. Suppose that T preservesM∗(S) and term ranks α and α + 1, where 1 ≤ α ≤ m− 1. If α = 1
or m = 2, then T preserves term rank by Theorem 3.4. If α ≥ 2 and m ≥ 3, then T preserves term
ranks 1 and 2 by adopting Lemma 4.9 at α times. Therefore T preserves term rank by Theorem 3.4. The
converse is obvious. 
Corollary 4.11. For a linear operator T : M∗(S) → M∗(S), T preserves term rank if and only if T preserves
term ranks α and α + 1, where 1 ≤ α ≤ m − 1.
Proof. This is an immediate consequence of Theorem 4.10. 
5. Additional results for term-rank preservers
In this section,wegiveanothernecessaryandsufficient conditions fora linearoperatorT : M(S) →
M(S) to preserve term rank.
Proposition 5.1. Let T : M(S) → M(S) be a linear operator. If (T(J)) = mn and T preserves term rank
1, then T is a (P,Q , B)-operator.
Proof. Wewill show that T is bijective on E (and hence T is a (P,Q , B)-operator by Lemma 3.2). Since
(T(J)) = mn, it suffices to prove that T(Ei,j) is a cell for all Ei,j ∈ E , equivalently (T(Ei,j)) = 1.
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Clearly (T(Ei,j)) ≥ 1 because T preserves term rank 1. Suppose that (T(Ei,j)) ≥ 2 for some Ei,j . Since
t(T(Ei,j)) = 1, we have T(Ei,j)  Ra for some full row matrix Ra or T(Ei,j)  Cb for some full column
matrix Cb. Say that T(Ei,j)  Ra. Then Ea,p + Ea,q  T(Ei,j) for some distinct p and q. It follows that
T(Ri)  Ra and T(Cj)  Ra (5.1)
because t(Ri) = t(Cj) = 1. Let e ∈ {1, . . . ,m} \ {a}. Consider the cell Ee,p. Since (T(J)) = mn,
it follows from (5.1) that there is a cell Ek,l with k = i and l = j such that Ee,p  T(Ek,l). Also, by
(5.1) we have Ea,x  T(Ei,l) for some x, and hence Ea,x + Ee,p  T(Ei,l + Ek,l). Since T preserves
term rank 1 and a = e, we have x = p. Thus Ea,p  T(Ei,l). Similarly Ea,p  T(Ek,j). Therefore
Ea,p + Ee,p  T(Ek,j + Ek,l) and Ea,p + Ee,p  T(Ei,l + Ek,l). Since T preserves term rank 1, it follows
that
T(Rk)  Cp and T(Cl)  Cp. (5.2)
Next, consider the cell Ee,q. It follows from (T(J)) = mn and (5.1) that there is a cell Er,s with r = i
and s = j such that Ee,q  T(Er,s). Similarly we have T(Rr)  Cq and T(Cs)  Cq. From T(Cs)  Cq, we
obtain that T(Ek,s)  Cq. But this contradicts the condition T(Rk)  Cp in (5.2). Hence (T(Ei,j)) = 1
for all cells Ei,j . Therefore T(Ei,j) is a cell for all cells Ei,j . 
Let T : M(S) → M(S) be defined by
T(X) =
(
m∑
i=1
n∑
j=1
xi,j
)
J
for all X . Then (T(J)) = mn and T preserves term rankm, while T does not preserve term rank α for
every α ≤ m − 1.
Lemma 5.2. Let T : M(S) → M(S) be a linear operator. If (T(J)) = mn and T preserves term rank α,
where 1 ≤ α ≤ m − 1, then T preserves term rank 1.
Proof. We may assume that α ≥ 2 and m ≥ 3. Suppose that t(T(L)) ≥ 2 for some full line matrix L.
Then there are two cells F1 and F2 with t(F1 + F2) = 2 such that F1 + F2  T(L). Take α − 1 distinct
cells F3, . . . , Fα+1 different from F1 and F2 such that t(F1 + F2 + F3 + · · ·+ Fα+1) = α + 1. It follows
from (T(J)) = mn that there are cells E3, . . . , Eα+1 such that Fi  T(Ei) for all i ∈ {3, . . . , α + 1}.
Thus we have
F1 + · · · + Fα+1  T(L + E3 + · · · + Eα+1)
so that t(T(L+ E3 +· · ·+ Eα+1)) ≥ α+1. Since t(L+ E3 +· · ·+ Eα+1) ≤ α, we can choose amatrix
A such that t(L + E3 + · · · + Eα+1 + A) = α. But then t(T(L + E3 + · · · + Eα+1 + A)) ≥ α + 1, a
contradiction to the fact that T preserves term rank α. Thus t(T(L)) ≤ 1 for all full line matrices L. It
follows that t(T(X)) ≤ 1 for all X of term rank 1.
Now, assume that t(T(X)) = 0 for some X of term rank 1 so that T(X) = O. Clearly X  L1
for some full line matrix L1. Let L2, . . . , Lα be α − 1 distinct full row matrices or α − 1 distinct full
column matrices different from L1 according as L1 is a full row matrix or a full column matrix. If
Y = X + L2 + · · · + Lα , then t(Y) = α. Since T preserves term rank α, it follows from Lemma 2.1 that
α = t(T(Y)) ≤ t(T(X)) + t(T(L2)) + · · · + t(T(Lα)) ≤ α − 1,
which is impossible. Thus we have t(T(X)) ≥ 1 for all X of term rank 1. Consequently t(T(X)) = 1 for
all X of term rank 1. 
Theorem 5.3. Let T : M(S) → M(S) be a linear operator. Then T preserves term rank if and only if
(T(J)) = mn and T preserves term rank α, where 1 ≤ α ≤ m − 1.
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Proof. Suppose that (T(J)) = mn and T preserves term rank α, where 1 ≤ α ≤ m − 1. By Lemma
5.2 and Proposition 5.1, T is a (P,Q , B)-operator. Hence T preserves term rank by Theorem 3.4. The
converse is obvious. 
Lemma 5.4. For a linear operator T : M(S) → M(S), if T strongly preserves term rank α, where
2 ≤ α ≤ m, then T preserves term rank α − 1.
Proof. Let A ∈ M(S) be a matrix of term rank α − 1. By the same pattern of the proof in Lemma 4.2,
we have t(T(A)) ∈ {α − 1, α}. Hence by hypothesis, t(T(A)) = α − 1. 
Theorem 5.5. Let T : M(S) → M(S) be a linear operator. Then T preserves term rank if and only if T
preservesM∗(S) and strongly preserves term rank α, where 1 ≤ α ≤ m.
Proof. Suppose that T preservesM∗(S) and T strongly preserves term rank α, where 1 ≤ α ≤ m. If
α = 1 or m, then T preserves term rank by Lemma 4.6. If 2 ≤ α ≤ m − 1, it follows from Lemma
5.4 that T preserves term rank α − 1. Thus T preserves term rank by Theorem 4.10. The converse is
obvious. 
Corollary 5.6. For a linear operator T : M∗(S) → M∗(S), T preserves term rank if and only if T strongly
preserves term rank α, where 1 ≤ α ≤ m.
Proof. This is an immediate consequence of Theorem 5.5. 
Now we summarize our results by:
Theorem 5.7. For a linear operator T : M(S) → M(S), the following are equivalent:
(i) T is a (P,Q , B)-operator;
(ii) T preserves term rank;
(iii) T preserves term ranks 1 and α, where 2 ≤ α ≤ m;
(iv) T preserves term ranks 2 and 3;
(v) T preserves term ranks m − 1 and m;
(vi) (T(J)) = mn and T preserves term rank α, where 1 ≤ α ≤ m − 1;
(vii) T preservesM∗(S) and term ranks α and α + 1, where 1 ≤ α ≤ m − 1;
(viii) T preservesM∗(S) and strongly preserves term rank α, where 1 ≤ α ≤ m.
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