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Abstract
We consider a Neumann-Robin spectral problem in a perforated domain Ωε. By
homogenization techniques we find the suitable homogenized problem and we dis-
cuss the asymptotics of eigenpairs, as the size of the perforation tends to zero. Our
results involve an approach based on Viˇs´ık lemma and the Mosco convergence of
eigenspaces. We prove that eigenpairs of our problem converge to eigenpairs of the
homogenized problem with rate
√
ε.
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1 Introduction
In this paper we focus our attention on the homogenization of an elliptic spectral
problem in a perforated domain. We consider a second order divergence form elliptic
operator, defined on a periodically perforated domain Ωε ⊂ Rd, where the small
positive parameter ε represents the microstructure period. The structure of Ωε will
be described throughly in section 2; in order to fix the ideas, we can consider the
simplest case, defined as
Ωε = Ω \
⋃
i∈Iε
Biε,
where Ω is an open bounded set of Rd with Lipschitz boundary and Biε, for i ∈
Iε ⊂ Zd are the holes, obtained from a given sufficiently smooth and closed set
B ⊂ Q = (0, 1)d, by means of translations and homothety, as follows
Biε = ε(B + i), Iε =
{
i ∈ Zd : ε(B + i) ⊂ Ω
}
.
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Hence, by construction, the boundary of perforated domain will be
∂Ωε = ∂Ω ∪
(⋃
i∈Iε
∂Biε
)
= ∂Ω ∪ Σε.
In such a domain we consider elliptic PDEs and related spectral problems: in
our case
−div(aε(x)∇u(x)) = λεuε,
where aε(x) = a(x/ε) and a ∈ Md×d is a Q-periodic and symmetric matrix sat-
isfying a standard ellipticity condition, so that the problem is actually equivalent
to
−4uε(x) = λεuε. (1)
This type of problems has been treated since the 1970s: the reader can find many
examples in books as [A], [CD], [C-SJP], [SP]. In particular for our analysis,
the crucial work on spectral problems by Vanninathan [V] collects several results
about the asymptotics of eigenpairs with Dirichlet, Neumann and Steklov boundary
conditions. There, the author points out that the behavior of the eigenpairs (λε, uε)
of problems in a perforated domain Ωε, as ε→ 0, strongly depends on the boundary
conditions on ∂Ωε.
Starting from this paper, many authors have worked on similar problems, chang-
ing boundary conditions or hypotheses on the geometry of the perforated domain,
adding weight functions or analyzing localization effects. The boundary-value prob-
lem or spectral problem with Fourier boundary condition was treated by several
authors ([V82], [CD88], [CSJP92], [CD97], [BCP98], [CP99] ).
In our work we consider Fourier type boundary conditions with variable coeffi-
cients:
∇uε(x) · nε = −q(x)uε(x), x ∈ Σε, uε(x) = 0, x ∈ ∂Ω. (2)
whose behavior depends on the assumptions on the weight function q(x). The
problem was suggested by a work by Chiado` Piat, Pankratova, Piatniski [CP-P-P],
where the authors consider problem (1), (2) with q ∈ C2(Ω) strictly positive and
realizing its global minimum at a unique point x0 ∈ Ω. Moreover, they assume the
Hessian matrix in x0 to be positive definite. Here, on the contrary, we suppose that
q(x) =
{
0 x ∈ K,
1 x ∈ Ω \K,
where K b Ω is a compact set with non empty interior part A and Lipschitz
boundary; so that boundary conditions over the perforation Σε are of Neumann
type, when weight function q = 0, or Robin type, when q = 1.
A physical interpretation of the weight q in our work is as the insulating power of
the holes located inside K. Namely, the homogeneous Neumann boundary condition
at the boundary of the holes Σε means that they represent completely insulating
inclusions; the presence of the weight q, which is zero in K and positive outside it,
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allows these inclusions to conduct only in region Ω \K and to be insulating in K.
Homogenization can describe the behavior of such a material when the number of
these holes tends to infinity and their size tends to zero.
We consider the functional Fε : L
2(Ω)→ [0,+∞] defined as
Fε(u) =

∫
Ωε
|∇u|2 +
∫
Σε\K
|u|2 u ∈ H10 (Ωε; ∂Ω),
+∞ otherwise,
where
Hε = H
1
0 (Ωε; ∂Ω) =
{
u ∈ H1(Ωε) : u = 0 in ∂Ω
}
(3)
is a Hilbert space, equipped with the scalar product
(u, v)Hε =
∫
Ωε
∇u∇vdx.
It is convenient to represent the first eigenvalue through its variational charac-
terization
λ1ε = min
{
Fε(u) : u ∈ Hε,
∫
Ωε
u2dx = 1
}
.
More generally, we can describe any eigenvalue λjε in a variational way. by introduc-
ing a basis of eigenfunctions uiε of our problem (1), (2), and by taking the minimum
over the spaces
Hjε =
{
u ∈ Hε : (u, uiε)Hε = 0, i = 1, . . . , j − 1
}
.
in section 3 we first prove equiboundedness of the first eigenvalue λ1ε. Then we
compute the Γ-limit of Fε:
Γ- lim
ε→0
Fε(u) = F (u) =

∫
Ω
fhom(∇u)dx, u ∈ H10 (A)
+∞ otherwise.
Here fhom : Rd → [0,+∞] is defined by
fhom(ξ) = inf
{∫
Y
|ξ +∇u|2dx : u ∈ H1per(Rd)
}
.
and gives the homogenized spectral problem, with Dirichlet conditions,{
−div(ahom∇u) = |Y |λu u ∈ A
u = 0 u ∈ ∂A, (4)
where ahomξξ = fhom(ξ), A is the interior part of K and Y = Q\B is the perforated
periodicity cell.
This Γ-convergence result, together with the equicoerciveness of Fε and the
variational formulation of eigenvalues, implies the convergence
λjε −−−→
ε→0
λj ,
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with λj eigenvalues of the homogenized problem (4). In section 4 we also study
the asymptotics of the eigenfunctions ujε with respect to the homogenized ones
uj , proving the convergence of eigenspaces, in the sense of Mosco; moreover, we
investigate the rate of convergence of eigenfunctions in the L2-norm, and we show
that is of the order
√
ε. This last result is obtained following a classical procedure
similar to the one in [CP-N-P], that exploits Viˇs´ık lemma [O-Y-S].
2 Problem statement
We consider the sets Q = [0, 1)d and E ⊂ Rd, which is Q-periodic, open and
connected, with Lipschitz boundary Σ = ∂E. We define the complement of E,
B = Rd \ E, that represents the holes, assuming that Q ∩ E is connected and
Q∩B b Q, so that B consists of disjoint components. So we denote by Y = Q∩E
the periodicity perforated cell and Σ0 = Q∩∂B = Q∩Σ, the boundary of the hole.
Figure 1: A perforated cell.
For every i ∈ Zd and for fixed ε > 0, we denote Y iε = ε(i + Y ), Σiε = εΣ ∩ Y iε ,
and Biε = εB ∩ Y iε , that are respectively the periodicity cells, the boundary of the
holes, and the holes themselves. Given a bounded open set Ω ⊂ Rd, with Lipschitz
boundary ∂Ω, our perforated domain is
Ωε = Ω \
⋃
i∈Iε
Biε, Iε =
{
i ∈ Zd : Y iε ⊂ Ω
}
. (5)
By the hypothesis on the connectedness of Q∩E, we can assume that Ωε is still
connected; by definition of Iε we get that the holes don’t intersect ∂Ω; we have
∂Ωε = ∂Ω ∪ Σε, Σε =
⋃
i∈Iε
Σiε.
A more general case, avoiding these last assumptions, can be treated as in
[A-CP-DM-P]. In the perforated domain Ωε we consider the following spectral
problem
4
Figure 2: The perforated domain Ωε.

−div(aε(x)∇uε(x)) = λεuε(x), x ∈ Ωε,
aε(x)∇uε(x) · nε = −q(x)uε(x), x ∈ Σε,
uε(x) = 0, x ∈ ∂Ω.
(6)
Here aε(x) = a(x/ε), where a(y) is a d×d matrix; nε is the outward unit normal
at the boundary Σε, and · denotes the usual scalar product in Rd.
We will state the following hypothesis:
(H1) a(y) is a real symmetric matrix satisfying the uniform ellipticity condition
d∑
i,j=1
aij(y)ξiξj > α|ξ|2, ξ ∈ Rd,
for some α > 0.
(H2) The coefficients aij(y) are in L
∞(Rd) and Q-periodic.
(H3) The function q(x) is defined as
q(x) =
{
0, x ∈ K,
1, x ∈ Ω \K,
where K b Ω is a compact subset of Ω, with non empty interior A = K˙ and
Lipschitz boundary.
We can consider the weak formulation of problem (6), that is to find λε ∈ C
(eigenvalues) and uε 6= 0 (eigenfunctions) in the Hilbert space Hε defined in (3),
such that
∫
Ωε
aε(x)∇uε · ∇v dx+
∫
Σε
q(x)uεv dσ = λε
∫
Ωε
uεv dx, v ∈ H10 (Ω). (7)
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Let us start with a simpler case, where we consider the matrix ai,j(y) = δij , so
that we deal with the spectrum of the the Laplacian operator. We may easily gener-
alize the results to our problem (6), using the ellipticity condition and boundedness
of a(y). So we can consider eigenpairs (λjε, u
j
ε), with j ∈ N, of problem
−4uε(x) = λεuε(x), x ∈ Ωε,
∇uε(x) · nε = −q(x)uε(x), x ∈ Σε,
uε(x) = 0, x ∈ ∂Ω,
(8)
that is, in the weak formulation, find λε ∈ C and uε ∈ Hε, uε 6= 0, such that∫
Ωε
∇uε · ∇v dx+
∫
Σε
q(x)uεv dσ = λε
∫
Ωε
uεv dx, v ∈ Hε. (9)
Let us define a linear operator Kε, whose spectrum will be related to the eigen-
values of problem (8). So let consider the standard embedding operator
Jε : Hε → L2(Ωε),
which is compact, due to the regularity of ∂Ωε.
Now we take the operator
K˜ε : L
2(Ωε) → Hε (10)
f 7→ K˜εf,
where K˜εf is the unique solution of the following problem
−4uε(x) = f, x ∈ Ωε,
∇uε(x) · nε = −q(x)uε(x), x ∈ Σε,
uε(x) = 0, x ∈ ∂Ω,
(11)
that is, in weak formulation, a function uε ∈ Hε satisfying∫
Ωε
∇uε∇v +
∫
Σε\K
uεv =
∫
Ωε
fv, (12)
for any v ∈ Hε.
Note that, by Lax-Milgram theorem, at ε > 0 fixed, for any f ∈ L2(Ωε), there
exists a unique uε ∈ Hε solving problem (11) or, equivalently, (12), so that K˜ε is
well defined. We will consider the operator
Kε : Hε → Hε, Kε = K˜ε · Jε. (13)
Lemma 1. The operator Kε : Hε → Hε is positive, linear, compact and self-adjoint.
Proof. The proof of the linearity and continuity of K˜ε follows from Lax-Milgram,
the fact that K˜ε is self-adjoint and positive is classical, see for example [H]. Being
Jε the compact embedding operator, we simply get the thesis by composition.
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For spectral problem (9) we have the following classical result:
Theorem 2.1. For any ε > 0, the spectrum of problem (9) is real and consists of
a countable set of values
0 < λ1ε 6 λ2ε 6 · · · 6 λjε 6 · · ·+∞.
Every eigenvalue has a finite multiplicity. The corresponding eigenfunctions nor-
malized by ∫
Ωε
uiεu
j
ε dx = δij ,
form a orthonormal basis in L2(Ωε). Furthermore λ
1
ε is simple.
Proof. By lemma 1 and the general spectral theory, we have that the spectrum of
the operator Kε is made by a sequence of positive eigenvalues converging to zero:
+∞ > µ1ε > µ2ε > · · · > µjε > · · · > 0.
Now observe that, if µjε is an eigenvalue for Kε, i.e. there exists u
j
ε ∈ Hε such
that Kεu
j
ε = µ
j
εu
j
ε, then
−4ujε(x) =
1
µjε
ujε(x), x ∈ Ωε,
∇ujε(x) · nε = −q(x)ujε(x), x ∈ Σε,
uε(x)
j = 0, x ∈ ∂Ω,
(14)
so that λjε =
1
µjε
is an eigenvalue of problem (8), hence we have that
0 < λε1 6 λε2 6 · · · 6 λεj 6 · · ·+∞.
Now we have to prove that λ1ε is simple. First we show that if u
1
ε is an eigen-
function associated to λ1ε, then u
1
ε doesn’t change sign. To do this assume the
contrary. Then u+ε = max
{
u1ε, 0
}
and u−ε = min
{
u1ε, 0
}
are non-trivial functions.
Furthermore u+ε and u
−
ε are in Hε, so, by the variational characterization of the first
eigenvalue,
λ1ε 6
∫
Ωε
|∇u+ε |2 +
∫
Σε
q|u+ε |2∫
Ωε
|u+ε |2
, λ1ε 6
∫
Ωε
|∇u−ε |2 +
∫
Σε
q|u−ε |2∫
Ωε
|u−ε |2
. (15)
Summing up these inequalities one has
λ1ε
(∫
Ωε
|u+ε |2 +
∫
Ωε
|u−ε |2
)
6
∫
Ωε
|∇u+ε |2 + |∇u−ε |2 +
∫
Σε
q
(|u+ε |2 + |u−ε |2) ,
and, by the fact that u+ε u
−
ε = 0, we get
λ1ε
(∫
Ωε
|u1ε|2
)
6
∫
Ωε
|∇u1ε|2 +
∫
Σε
q|u1ε|2.
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But u1ε is an eigenfunction associated to λ
1
ε, hence this last inequality is actually an
equality, and so are equations (15). Then we have that u+ε is a non negative solution
of the equation −4uε = λεuε , with Neumann conditions on Σε and Dirichlet on
∂Ω, that is zero at ∂Ω and it vanishes in the interior of Ω too: this contradicts the
maximum principle, see [H], proposition IX.30.
Now assume that there exist two different and linearly independent eigenfunc-
tions u1ε and v
1
ε associated to λ
1
ε; then, taking c =
(∫
Ωε
v1ε
)−1 (∫
Ωε
u1ε
)
, we have
that u1ε − cv1ε is an eigenfunction too, with∫
Ωε
u1ε − cv1ε = 0;
therefore u1ε − cv1ε changes sign, and this contradicts our previous argument.
Under hypothesis (H1), (H2), (H3), we want to study the asymptotic behavior
of eigenpairs (λε, uε), as ε→ 0.
3 Estimates for the first eigenvalue and deter-
mination of the limit problem
In this section we will show an upperbound for the first eigenvalue, at ε > 0 fixed,
and we will consider the limit of λ1ε as ε→ 0.
Lemma 2. For the first eigenvalue of problem (9), as ε→ 0, we have the following
inequality
lim sup
ε→0
λ1ε 6 α1, (16)
where ν1 is the first eigenvalue of the Laplace operator defined over the set A = K˙,
with homogenous Dirichlet condition on ∂A:{
−4u(x) = λu(x), x ∈ A,
u(x) = 0 x ∈ ∂A, (17)
or, in the variational form,
α1 = inf
u∈H10 (A)
∫
A |∇u|2∫
A |u|2
. (18)
Proof. By Rayleigh equation we have
λ1ε = inf
u∈Hε
∫
Ωε
|∇u(x)|2dx+ ∫Σε q(x)|u(x)|2dσ∫
Ωε
|u(x)|2 . (19)
Let u be a normalized solution of the minimum problem (18) on the set A:
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∫
A |∇u|2∫
A |u|2
= α1,
∫
A
|u|2 = 1, u ∈ H10 (A).
We can extend u in H10 (Ω) by setting zero in Ω \A. Now define the function
uε =
u
‖u‖2
L2(Ωε)
, uε ∈ Hε.
Since, as ε → 0, one has χΩε ⇀∗ |Y |χΩ, in L∞- weak*, where |Y | is the d-
dimensional measure of the perforated cell Y , we have that
‖u‖2L2(Ωε) =
∫
Ωε
|u|2 =
∫
Ω
|u|2χΩε −−−→
ε→0
|Y |
∫
Ω
|u|2 = |Y |
∫
A
|u|2 = |Y |.
We can use uε as a test function in the functional (19), remembering that uε is
equal 0 out of the set A, while q = 0 inside K, getting
λ1ε 6
∫
Ωε
|∇uε(x)|2dx+
∫
Σε
q(x)|uε(x)|2dx∫
Ωε
|uε(x)|2 =
1
‖u‖2
L2(Ωε)
∫
Ωε
|∇u(x)|2dx
1
‖u‖2
L2(Ωε)
‖u‖2
L2(Ωε)
.
Since ∫
Ω |∇u(x)|2χΩεdx
‖u‖2
L2(Ωε)
−−−→
ε→0
|Y | ∫Ω |∇u(x)|2dx
|Y | = α
1,
then we get the thesis.
Now we want to find a limit for λ1ε as ε→ 0. The basic idea is to consider the first
eigenvalue of problem (9) as the minimum of a functional, depending on ε, that is
equicoercive, in order to exploit the Γ-convergence property of minimizing sequences
to describe the limit of this eigenvalue. Let us define Fε : L
2(Ω)→ [0,+∞], with
Fε(u) =

∫
Ωε
|∇u|2 +
∫
Σε\K
|u|2 u ∈ H10 (Ωε; ∂Ω),
+∞ otherwise.
(20)
We have that
λ1ε = inf
u∈Hε
∫
Ωε
|∇u(x)|2dx+ ∫Σε q(x)|u(x)|2dx∫
Ωε
|u(x)|2
= inf
u∈Hε,∫
Ωε
|u|2=1
∫
Ωε
|∇u(x)|2dx+
∫
Σε\K
|u(x)|2dx = inf
u∈L2(Ω),∫
Ωε
|u|2=1
Fε(u).
Now consider the set Xε = {u ∈ L2(Ω) : ‖u‖2L2(Ωε) = 1}, and the function
IXε(u) =
{
0 u ∈ Xε ∩ L2(Ω),
+∞ u ∈ L2(Ω) \Xε.
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Hence
λ1ε = inf
u∈L2(Ω),∫
Ωε
|u|2=1
Fε(u) = inf
u∈L2(Ω)
[Fε(u) + IXε(u)] .
Remark 1. Observe that a natural limit of the constraint Xε, as ε→ 0, is the set
X = {u ∈ L2(Ω) : ∫Ω |u|2 = 1/|Y |}. Infact, if Xε 3 uε → u in L2(Ω), then
1 =
∫
Ωε
|uε|2 =
∫
Ω
|uε|2χΩε −−−→
ε→0
|Y |
∫
Ω
|u|2
so that we get the condition
∫
Ω |u|2 = 1/|Y |.
Now we can prove the following preliminary result:
Lemma 3. If the functional Fε, defined in (20), Γ-converges in the strong L
2(Ω)
topology to a functional F , then we have
Γ- lim
ε→0
(Fε + IXε) = F + IX ,
in the same topology, with IX defined as IXε:
IX(u) =
{
0 u ∈ X,
+∞ u ∈ L2(Ω) \X.
Proof. Let us define the functionals Fε = Fε + IXε and F = F + IX .
i) We have to show that for every sequence uε converging to u, in the strong
topology of L2(Ω), one has
F(u) 6 lim inf
ε→0
Fε(uε). (21)
We can suppose, possibly passing to a subsequence, that exists the
limFε(uε) < +∞, i.e. uε ∈ Xε, so that Fε(uε) = Fε(uε). By hypothesis we
know that Fε Γ-converges to F , then F (u) 6 limFε(uε) < +∞.
We have ∫
Ω
|uε|2 =
∫
Ωε
|uε|2 +
∫
Ω\Ωε
|uε|2 = 1 +
∫
Ω
|uε|2χΩ\Ωε .
Now, by the weak* convergence χΩ\Ωε ⇀
∗ 1− |Y | and the strong L2(Ω) con-
vergence uε → u, one has∫
Ω
|u|2 ←−−−
ε→0
∫
Ω
|uε|2 −−−→
ε→0
1 + (1− |Y |)
∫
Ω
|u|2,
therefore
1
|Y | =
∫
Ω
|u|2 ⇒ u ∈ X,
so that
F(u) = F (u) 6 lim
ε→0
Fε(uε) = lim
ε→0
Fε(uε).
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ii) We will prove that, for every u ∈ Hε, with F(u) < +∞, i.e. u ∈ X, there
exists a sequence uε, converging to u in L
2(Ω), such that
F(u) > lim sup
ε→0
Fε(uε).
Being u ∈ X, that is ∫Ω |u|2 = 1/|Y |, one has Γ- limε→0 Fε = F , hence there
exists a sequence vε, converging in L
2(Ω) to u, such that
F (u) = lim
ε→0
Fε(vε).
Now define the sequence uε = vε/‖vε‖2L2(Ωε).We have
uε =
vε∫
Ω |vε|2χΩε
L2(Ω)−−−−→ u|Y | ∫Ω |u|2 = u.
Observe that, by construction, ‖uε‖2L2(Ωε) = 1, that is uε ∈ Xε, and, by Γ-
convergence, one has
lim
ε→0
Fε(uε) = lim
ε→0
1
‖vε‖2Fε(uε) =
1
|Y | ∫Ω |u|2F (u) = F(u).
Thanks to Lemma 3 we can consider the Γ-convergence of Fε only, ignoring the
oscillating constraint IXε . In order to do this, we will follow the procedure used in
[A-CP-DM-P]. In our case it will be simpler, because, by our hypothesis on the
perforated domain, the holes don’t intersect the boundary of Ω: ∂Ω ∩ Σε = ∅.
Remark 2. It is well known, see for example [A], [CD], [C-SJP], [SP], that, under
the present assumptions on Ωε, for every ε > 0, there exists a linear and continuous
extension operator Tε : H
1(Ωε)→ H1(Ω) such that, for any u ∈ H1(Ωε)
i) Tεuε = uε in Ωε,
ii) ‖Tεuε‖H1(Ω) 6 c‖uε‖H1(Ωε),
where the constant c > 0 depends on Y , but is independent of ε.
We will use the following lemma.
Lemma 4. Let ΩKε = (Ω \ K) \ {∪iBiε : Y iε ⊆ (Ω \ K)}, where K = A and A
is, by our hypothesis, a non empty open set A b Ω with Lipschitz boundary. Let
ΣKε = {∪∂Biε : Y iε ⊆ (Ω \K)}, so that ∂ΩKε = ∂Ω ∪ ∂K ∪ ΣKε .
Hence there exists two constants c = c(K), independent of ε, and ε0 > 0 such that
for any ε < ε0 and w ∈ H10 (Ωε; ∂Ω)∣∣∣∣∣C∗ε
∫
ΩKε
|w|2dx−
∫
ΣKε
|w|2dσ
∣∣∣∣∣ 6 c(K)
∫
ΩKε
|∇w|2, (22)
where C∗ = |∂Y ||Y | .
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Proof. We proceed as in proof of lemma (4.1) in [CP-P-P]. Let χ ∈ H1per(Y ) the
solution of 
−divyχ(y) = C∗ y ∈ Y
χ(y) · n = −1 y ∈ Σ0
χ ∈ H1per(Y ).
Then we consider its periodic extension over the whole Ωε and the rescaled
function εχ(x/ε): one has
−ε divxχ(x/ε) = C∗.
Multiplying by w2, for any w ∈ Hε, and integrating over ΩKε , we get
−ε
∫
ΩKε
divχ(x/ε)w2(x)dx = C∗
∫
ΩKε
w2(x);
integrating by part we have
ε
∫
ΩKε
χ(x/ε)∇(w2)dx− ε
∫
ΣKε
χ(x/ε) · nw2dσ
= C∗
∫
ΩKε
w2dx+ ε
∫
∂K
χ(x/ε) · nw2dσ.
Now, being χ ∈ L∞(Ωε), and χ(x/ε) · n = −1 in Σε, one has∣∣∣∣∣C∗ε
∫
ΩKε
w2dx−
∫
ΣKε
w2dσ
∣∣∣∣∣ 6 ‖χ‖L∞
(∫
ΩKε
|∇(w2)|dx+
∫
∂K
|w2|dσ
)
Finally note that, by Cauchy-Schwarz and Poincare´ inequalities,∫
ΩKε
|∇(w2)|dx 6 2
∫
ΩKε
|w∇w|dx 6 c′(K)
∫
ΩKε
|∇w|2,
and, by trace inequality, ∫
∂K
w2 6 c′′(K)
∫
ΩKε
|∇w|2.
Therefore ∣∣∣∣∣C∗ε
∫
ΩKε
w2dx−
∫
ΣKε
w2dσ
∣∣∣∣∣ 6 c(K)
∫
ΩKε
|∇w|2.
Before considering the Γ-limit of Fε(u), we can prove the following useful com-
pactness property:
Lemma 5. Let uε ∈ L2(Ωε) be a sequence such that Fε(uε) 6 c ∀ε > 0, then
a) up to subsequence, Tεuε → u ∈ H10 (Ω) strongly in L2(Ω) and weakly in H1(Ω);
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b) u = 0 in Ω \K;
c) If
∫
Ωε
|uε − u0|2 → 0, as ε → 0, with u0 ∈ L2(Ω), then u = u0 L2(Ω)-almost
everywhere and the convergence a) holds for the whole sequence Tεuε.
Proof. By the equiboundedness of the functional Fε(uε) 6 c, it follows that uε ∈ Hε
and
∫
Ωε
|∇uε|2 6 c. By the extension property of Ωε in remark 2, we have that
Tεuε ∈ H10 (Ω) and ∫
Ω
|∇Tεuε|2 6 c1
∫
Ωε
|∇uε|2 6 c2.
Hence, up to subsequence, there exists a function u ∈ H10 (Ω), such that a) holds.
To prove b) remember that also
∫
ΣKε
|uε|2 6 c, then, by (22) in Lemma 4, it
follows that, for any ε > 0, ∫
ΩKε
|uε|2 6 εc.
Now note that
εc >
∫
ΩKε
|uε|2 =
∫
Ω\K
|Tεuε|2χΩKε −−−→ε→0 |Y |
∫
Ω\K
|u|2,
so that, taking the limit as ε→ 0, we get∫
Ω\K
|u|2 = 0.
Finally, from hypothesis
∫
Ωε
|uε − u0|2 → 0 in c), it follows that
lim
ε→0
∫
Ω
|u− u0|2 = 0,
and c) is proved.
Remark 3. From lemma 5 and remark 1 we deduce that the sequence {Fε + IXε}ε
is equicoercive with respect to the strong topology of L2(Ω). Moreover, again by
lemma 5, we can deduce that if Fε Γ-converges to F in L
2(Ω), then F (u) = +∞
whenever u 6= 0 in Ω \K.
We will use the following technical lemma, whose proof is classical:
Lemma 6. Let A ⊆ Rd be an open bounded set, with Lipschitz boundary, and set
Aδ = {x ∈ A : dist(x, ∂A) > δ}, then there exists a constant c > 0 such that, for
every u ∈ H10 (A), we have∫
A\Aδ
|u|2dx 6 Cδ2
∫
A\Aδ
|∇u|2dx
Now we can finally state the Γ-convergence result.
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Theorem 3.1. Let Fε be defined by (20). Then, for any u ∈ L2(Ω), one has
Γ- lim
ε→0
Fε(u) = F (u) =

∫
Ω
fhom(∇u)dx, u ∈ H10 (A)
+∞ otherwise.
in the strong topology of L2(Ω), with fhom : Rd → [0,+∞] defined by
fhom(ξ) = inf
{∫
Y
|ξ +∇u|2dx : u ∈ H1per(Rd)
}
. (23)
Proof.
Γ- lim inf inequality.
Let uε be a sequence in L
2(Ωε) strongly converging to a function u. We have to
prove that F (u) 6 lim inf Fε(uε); so, without loss of generality, we can suppose that
lim inf Fε(uε) < +∞. By lemma 5, we have u ∈ H10 (Ω), with u = 0 in Ω \K, and
the weak convergence Tεuε ⇀ u in H
1(Ω). Therefore we conclude that F (u) < +∞.
Now, by proposition 3.6 in [A-CP-DM-P], we know that
F (u) 6 lim inf
ε→0
∫
Ωε
|∇uε|2dx.
Hence, we conclude that
lim inf
ε
Fε(uε) = lim inf
ε
∫
Ωε
|∇uε|2 +
∫
Σε\K
|uε|2
> lim inf
ε
∫
Ωε
|∇uε|2 > F (u) =
∫
Ω
fhom(∇u)dx.
Γ- lim sup inequality.
We have to show that for any u ∈ H10 (A) (if u ∈ L2(Ω) \H10 (A) the result is trivial)
there exists a sequence uε ∈ Hε, with uε → u in L2(Ω), such that
F (u) > lim sup
ε→0
Fε(uε).
Let consider a function u ∈ H10 (A) and the zero extension u˜ of u out of A,
defined as
u˜(x) =
{
u(x) x ∈ A
0 x ∈ Ω \A,
so that u˜ ∈ H10 (Ω). Using the result in proposition 3.6 in [A-CP-DM-P], we can
find a sequence uε ∈ H1(A ∩ Ωε) ∩ L2(A), with uε → u˜ in L2(Ω), such that
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lim sup
ε→0
∫
Ωε∩A
|∇uε|2dx 6
∫
A
fhom(∇u)dx =
∫
Ω
fhom(∇u˜)dx. (24)
To construct our recovery sequence we fix constant δ > 0 and a set Aδ =
{x ∈ A : dist(x, ∂A) > δ}. Then we consider a cut-off function ϕ ∈ C∞0 (A), with
0 6 ϕ 6 1, spt(ϕ) ⊆ A, ϕ = 1 in Aδ, |∇ϕ| ≤ c/δ, and we take a new sequence
defined as
vε(x) = ϕ(x)uε(x) =

uε(x) x ∈ Aδ
ϕ(x)uε(x) x ∈ A \Aδ
0 x ∈ Ω \A,
so that vε ∈ Hε. We will use the following algebraic inequality:
|a+ b|2 6 (1 + η)|a|2 +
(
1 +
1
η
)
|b|2, (25)
for all a, b, η ∈ R, with η > 0.
For our sequence vε, since spt(vε) ⊆ A = K˙, we have
Fε(vε) =
∫
(Ωε∩A)
|∇vε|2 +
∫
(Σε\K)∩A
|vε|2 =
=
∫
Ωε∩Aδ
|∇uε|2 +
∫
Ωε∩(A\Aδ)
|∇ϕuε + ϕ∇uε|2.
Consider the second term and use inequality (25) and the regularity of ϕ:∫
Ωε∩(A\Aδ)
|∇ϕuε + ϕ∇uε|2
6 (1 + η)
∫
Ωε∩(A\Aδ)
|ϕ∇uε|2 +
(
1 +
1
η
)∫
Ωε∩(A\Aδ)
|∇ϕuε|2
6 (1 + η)
∫
Ωε∩(A\Aδ)
|∇uε|2 +
(
1 +
1
η
)
2
δ2
∫
Ωε∩(A\Aδ)
(|uε − u˜|2 + |u˜|2) .
Note that, by (24),
∫
Ωε∩A |∇uε|2 6 c, so that
(1 + η)
∫
Ωε∩(A\Aδ)
|ϕ∇uε|2 6
∫
Ωε∩(A\Aδ)
|∇uε|2 + ηc.
Now, by the convergence uε → u˜, we have 1/δ2
∫
Ωε∩(A\Aδ) |uε − u˜|2 = o(1), as
ε→ 0, with δ fixed, and, by lemma 6, being u ∈ H10 (A), and u = u˜ in Ωε∩ (A \Aδ),
we get
1
δ2
∫
Ωε∩(A\Aδ)
|u|2 6 c′ 1
δ2
δ2
∫
Ωε∩(A\Aδ)
|∇u|2 6 c′
∫
A\Aδ
|∇u|2,
that tends to 0 as δ → 0. Hence we have, for any δ > 0, η > 0,
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lim sup
ε→0
Fε(vε) 6 lim sup
ε→0
[∫
Ωε∩Aδ
|∇uε|2 +
∫
Ωε∩(A\Aδ)
|∇uε|2 + ηc
+
(
1 +
1
η
)
c′
∫
A\Aδ
|∇u|2
]
6
[
lim sup
ε→0
∫
Ωε∩A
|∇uε|2
]
+ ηc+
(
1 +
1
η
)
c′
∫
A\Aδ
|∇u|2.
Taking the limit first as δ → 0 and then as η → 0, we have
lim sup
ε→0
Fε(vε) 6 lim sup
ε→0
∫
Ωε∩A
|∇uε|2,
so that, using (24), we finally get
lim sup
ε→0
Fε(vε) 6
∫
A
fhom(∇u)2 = F (u)
As a consequence of the gamma convergence result, we can consider the differ-
ential equation associated to the Euler equation defined by (23): this means that
our limit homogenized problem will be{
−div(ahom∇u(x)) = |Y |λu x ∈ A
u(x) = 0 x ∈ ∂A, (26)
where ahomξξ = fhom(ξ).
Corollary 3.1. Let λ1ε and λ
1 be the first eigenvalues of problem (8) and (26)
respectively. Then
lim
ε→0
λ1ε = λ
1 (27)
Proof. First of all note that one has
λ1 = min
u∈L2(Ω)
(F (u) + IX(u)).
In theorem 3.1 we proved that Fε
Γ(L2(Ω))−−−−−→ F . From lemma 3, it follows that
Fε + IXε
Γ(L2(Ω))−−−−−→ F + IX .
By remark 3 we know that (Fε+IXε)ε is equicoercive. Therefore we immediately
obtain (27).
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Remark 4. It will be useful in the sequel to underline the relationship between
equation (23) and the associated problem on the periodicity perforated cell Y : the
solution wξ of the minimum problem defined by f
hom(ξ) is in fact of type wξ = ξ ·χ,
where χ is the vector whose components solve the equation
4χi(x) = 0 x ∈ Y
∂χ
∂ν (x) + n
i = 0 x ∈ Σ0
χ ∈ H1per(Y )
(28)
where n = n1, . . . , nd is the external normal vector to Y over Σ
0.
4 Convergence for eigenvalues and
eigenfunctions of higher order.
In this section we will consider the limit of λjε and u
j
ε, for any j ∈ N, as ε goes
to 0, proving that for any λ, eigenvalue of the limit problem (26), there exists λjε,
eigenvalue of the problem on the perforated domain (8), such that
|λ− λjε| −−−→
ε→0
0,
therefore, in theorem 4.2, we will state an estimate for this convergence.
In this section we will assume that the perforation B is a C2 set. Before studying
the behavior of eigenvalues, as ε→ 0, we present the following statement
Lemma 7. For any j ∈ N, there exist two positive constants cj and c, independent
from ε, and a constant and ε0 > 0, such that
c 6 λjε 6 cj ∀ε < ε0 (29)
Proof.
Lower bound.
By theorem 2.1, it suffices to prove the inequality c 6 λjε, for λ1ε, being λ1ε 6
λ2ε 6 · · · 6 λjε. By corollary 3.1, we have that limε→0 λ1ε = λ1 > 0, then by the
theorem of permanence of sign, there exists ε0 such that, for any ε < ε0, we have
λ1ε > 0, i.e. there exists c > 0 such that λ
1
ε > c.
Upper bound.
Let us take ϕi ∈ C∞0 (A), for i = 1, . . . , j, a set of non-zero functions with disjoint
supports. We extend by zero out of A, obtaining ϕi ∈ C∞0 (Ω). Since these functions
are orthogonal in Hε, there is a non-trivial linear combination ψε = γ
1
εϕ1+· · ·+γjεϕj
such that
(ψε, u
1
ε)Hε = · · · = (ψε, uj−1ε )Hε = 0.
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Then ψε is a competitor for the minimum problem defined by λ
j
ε, so that
λjε 6
∫
Ωε
|∇ψε|2 +
∫
Σε\K |ψε|2∫
Ωε
|ψε|2
=
∑j
i=1(γ
i
ε)
2
(∫
Ωε
|∇ϕi|2 +
∫
Σε\K |ϕi|2
)
∑j
i=1(γ
i
ε)
2
∫
Ωε
ϕ2i
.
Now, being
c′j = sup
16i6j
∫
Ωε
|∇ϕi|2, c′′j = sup
16i6j
∫
Ωε
|ϕi|2,
one has
λjε 6
c′j
c′′j
= cj .
Before stating the first result, concerning the convergence of eigenvalues and
eigenspaces, we want to present, for the reader convenience, the definition of a
particular type of convergence, that we will use in theorem 4.1.
Definition 1. Let {Sj}j be a sequence of convex subsets of a reflexive Banach space
X. We say that {Sj}j Mosco-converges to the set S, writing
Sj
M−→ S,
if the following relation is satisfied:
w − lim sup
j→+∞
Sj = S = s− lim inf
j→+∞
Sj . (30)
By w− lim supj Sj we denote the set of x ∈ X for which there exists a sequence
xj ⇀ x weakly and such that xj ∈ Sj frequently, i.e. for infinitely many indices
j ∈ N. By s− lim infj Sj we mean the set of x ∈ X for which there exists a sequence
xj → x strongly and such that xj ∈ Sj definitively.
Remark 5. To show (30) it suffices to prove
w − lim sup
j→+∞
Sj ⊆ S ⊆ s− lim inf
j→+∞
Sj , (31)
in fact the following relation is always satisfied:
s− lim inf
j→+∞
Sj ⊆ w − lim sup
j→+∞
Sj .
We will use the Urysohn property for convex sets, that we recall here without
proof, see for example [M]:
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Property 4.1. Let {Sj}j, S be a sequence of convex subsets of a reflexive Banach
space X. Then Sj
M−→ S if and only if for every subsequence Sjk there exists a further
subsequence Sjkl that Mosco converges to S.
Before showing our first result on the convergence of eigenvalues and eigenspaces,
we state a classical property of Gamma convergence:
Lemma 8. Consider the functional Fε described in (20), and its Γ-limit F ; define
the new functional
Gε(v) = Fε(v)− 2λε
∫
Ωε
uεv, (32)
where λε → λ and uε → u strongly in L2(Ω) as ε→ 0. Then
Gε(v)
Γ−→ G(v) = F (v)− 2λ|Y |
∫
Ω
uv. (33)
Proof. First of all note that, by the weak-strong convergence, for any sequence {vε}ε
in L2(Ω), such that vε → v strongly in L2(Ω) as ε→ 0, one has
λε
∫
Ωε
vεu = λε
∫
Ω
vεuχΩε → λ|Y |
∫
Ω
vu,
so that
Fε(u) + λε
∫
Ωε
vεu −−−→
ε→0
F (u) + |Y |λ
∫
Ω
vu. (34)
Γ- lim inf inequality.
Let v be in the domain of G, i.e. in H10 (A), the domain of F , and consider its zero
extension out of A in H10 (Ω); Let vε → v strongly in L2(Ω), with Gε(vε) < C. This
means that vε is bounded in Hε and, by lemma 5 we have
Tεvε → v
weakly in H1(Ω), up to subsequence, and, by Rellich theorem, strongly in L2(Ω).
Since Fε
Γ−→ F , we have
lim inf
ε
Fε(vε) > F (v),
and, by equation (34),
lim inf
ε
Gε(vε) = lim inf
ε
Fε(vε)− 2λε
∫
Ωε
uεvε >
≥ F (v)− 2|Y |λ
∫
Ω
uv = G(v).
19
Γ- lim inf inequality.
The Gamma limsup inequality follows directly from the Γ-convergence of Fε to F
and from equation (34).
We can now state the following result, whose proof follows a classic procedure,
that can be find, for example, in [A]:
Theorem 4.1. Let (λjε, u
j
ε) and (λj , uj) be the eigenpairs of problems (8) and (26),
respectively. Then
1) λjε → λj as ε→ 0, for every j ∈ N;
2) if λj has multiplicity mj and λ
j = λj+1 = · · · = λj+mj−1, and we set
Sjε = span
[
Tεu
j
ε, . . . , Tεu
j+mj−1
ε
]
, Sj = span
[
uj , . . . , uj+mj−1
]
, (35)
then
Sjε
M−−−→
ε→0
Sj
in L2(Ω), for every j ∈ N.
Theorem 4.1 shows that any eigenvalue of the homogenized problem (26) is the
limit, as ε→ 0, of the corresponding eigenvalue of the problem (8), in the perforated
domain, and the same is for any eigenspace, in the sense of Mosco. Our last result
gives the rate of this convergence. In order to obtain it, we will use many technical
tools, that we formulate in the sequel.
Lemma 9. Let H be a Hilbert separable space and A : H → H a linear compact
self-adjoint operator. Suppose that there exist two real numbers µ, α and a vector
u ∈ H, with ‖u‖H = 1 and
‖Au− µu‖H < α.
Then there is an eigenvalue µj of the operator A, such that
i) |µj − µ| < α;
ii) for any d > α there exists a vector u˜ in the eigenspace associated to eigenvalues
µk ∈ [µj − d, µj + d], with ‖u˜‖H = 1, such that
‖u− u˜‖H < 2α
d
.
This lemma is often known in the literature as Viˇs´ık lemma; for the proof see
for example [O-Y-S].
We will use the following trace type inequality, whose proof follows from the
classical Poincare´-Wirtinger and trace inequalities, see [B, B11]:
Lemma 10. For any u ∈ Hε one has∫
Σε
|u|2 6 c
(
ε−1
∫
Ωε
|u|2 + ε
∫
Ωε
|∇u|2
)
. (36)
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Using this lemma 10 we can easily prove the following
Property 4.2. For any u, v ∈ Hε, define the norm
‖u‖2ε =
∫
Ωε
|∇u|2 +
∫
Σε\K
|u|2, (37)
coming from the scalar product
aε(u, v) =
∫
Ωε
∇u∇v +
∫
Σε\K
uv. (38)
Hence there exists a constant c ∈ R such that
‖u‖Hε 6 ‖u‖ε 6 cε
1
2 ‖u‖Hε . (39)
We finally state the last preliminary tool; see for example [C-P-S] for the proof,
Lemma 11. Let χ ∈ L∞per(Y ) be such that∫
Y
χ(y)dy = 0.
There exists a constant c > 0 such that, for any u, v ∈ H10 (Ω),∣∣∣∣∫
Ω
χ
(x
ε
)
uvdx
∣∣∣∣ 6 cε‖u‖H10 (Ω)‖v‖H10 (Ω). (40)
Now we can state the result on the rate of convergence of eigenvalues and cor-
respondent eigenfunctions (considered with their multiplicity).
Theorem 4.2. Let λj, j ∈ N, be an eigenvalue of problem (26) of multiplicity mj:
λj−1 < λj = λj+1 = · · · = λj+mj−1 < λj+mj .
Let (λjε, u
j
ε)j be the eigenpairs of problem (8) on the perforated domain. Then there
exist orthogonal matrices Mε ∈ Mmj×mj and constants εj, Cj such that, for any
ε < εj,
‖U j+l−1ε −
mj∑
k=1
M lkε u
j+k−1
ε ‖Hε 6 Cj
√
ε, l = 1, . . . ,mj , (41)
‖uj+l−1 −
mj∑
k=1
M lkε Tεu
j+k−1
ε ‖L2(Ω) 6 Cj
√
ε, l = 1, . . . ,mj , (42)
with
U jε (x) = u
j(x) + εχ
(x
ε
)
∇uj(x), (43)
here χ is a solution of the cell problem (28).
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Remark 6. Observe that the function
∑mj
k=1M
lk
ε u
j+k−1
ε in (42) belongs to the set
Sjε , defined in (35); this means, being uj+l−1 ∈ Sj , that Sjε converges to Sj in the
sense of Mosco, moreover, the rate of this convergence is
√
ε.
Proof. The proof, that follows from lemma 9, will be obtained through these three
steps:
Step 1. We prove the following fundamental estimate, that involves the operator Kε,
defined in (13)
‖KεU jε −
1
λj
U jε ‖Hε 6 cj
√
ε, (44)
in the simpler hypothesis of uj ∈ C∞0 (A).
Step 2. Applying lemma 9, we prove (41) and (42), and discuss the case of λj of
multiplicity mj .
Step 3. We generalized the proof for uj ∈ H10 (Ω).
Step 1.
Here we assume that ∂A ∈ C2,α, for α > 0, so that uj ∈ C2(A) and, by
hypothesis uj ∈ C∞0 (A), we get U jε ∈ H10 (A). We have, using definition (38),
‖KεU jε −
1
λj
U jε ‖ε = sup
ϕ∈Hε
‖ϕ‖ε=1
∣∣∣∣aε(KεU jε − 1λjU jε , ϕ
)∣∣∣∣
= sup
ϕ∈Hε
‖ϕ‖ε=1
∣∣∣∣aε (KεU jε , ϕ)− aε( 1λjU jε , ϕ
)∣∣∣∣ .
Now, being KεU
j
ε the solution of problem (11), with f = U
j
ε , we have
aε
(
KεU
j
ε , ϕ
)
=
∫
Ωε
U jεϕ, (45)
and
aε
(
1
λj
U jε , ϕ
)
=
1
λj
(∫
Ωε
∇U jε∇ϕ+
∫
Σε\K
U jεϕ
)
=
1
λj
∫
Ωε
∇U jε∇ϕ, (46)
because uj ∈ C∞0 (A).
Hence, for the first term (45), using Cauchy-Schwarz inequality, in the hypothesis
of ∇uj ∈ C∞0 (A), we have∫
Ωε
U jεϕ =
∫
Ωε
(
uj + εχε∇uj
)
ϕ =
∫
Ωε∩A
ujϕ+ ε
∫
Ωε
χε∇ujϕ
6
∫
Ωε∩A
ujϕ+ εC‖ϕ‖L2(Ωε)
= |Y |
∫
A
ujTεϕ+
∫
A
(χΩε − |Y |)ujTεϕ+ εC‖ϕ‖L2(Ωε),
22
and, using lemma 11, the continuity of Tε and equation (39), we get∫
Ωε
U jεϕ ≤ |Y |
∫
A
ujTεϕ+ Cε‖uj‖H10 (A)‖Tεϕ‖H10 (Ω) + εC‖ϕ‖L2(Ωε)
6 |Y |
∫
A
ujTεϕ+ c1ε
1/2‖ϕ‖ε.
On the other hand, for the second term (46), using same estimates of the first
one, we get
− 1
λj
∫
Ωε
∇U jε∇ϕ
= − 1
λj
∫
Ωε∩A
(
∇uj + ε∇χ
(x
ε
) 1
ε
∇uj
)
∇ϕ− 1
λj
∫
Ωε
εχεD
2uj∇ϕ
6 − 1
λj
∫
Ωε∩A
(∇uj +∇yχ (y)∇uj)∇ϕ+ C
λj
ε‖ϕ‖Hε
6 − 1
λj
∫
Ωε∩A
(∇uj +∇yχ (y)∇uj)∇ϕ+ c2
λj
ε1/2‖ϕ‖ε,
where y = x/ε. Note that
− 1
λj
∫
Ωε∩A
(∇uj +∇yχ (y)∇uj)∇ϕ
= − 1
λj
∫
A
ahom∇uj∇Tεϕ− 1
λj
∫
A
[
χΩε
(∇uj +∇yχε · ∇uj)− ahom∇uj]∇Tεϕ,
now, applying lemma 11 on the periodic function
h (x/ε) = χΩε
(
1 +∇yχε − ahom
)
, the continuity of the extension operator and equa-
tion (39), one has∣∣∣∣ 1λj
∫
Ωε∩A
[
χΩε
(∇uj +∇yχε · ∇uj)− ahom∇uj]∇Tεϕ∣∣∣∣
6 C
λj
ε‖uj‖H10 (A)‖Tεϕ‖H10 (Ω) 6
c3
λj
ε1/2‖ϕ‖ε,
so that
− 1
λj
∫
Ωε
∇U jε∇ϕ ≤ −
1
λj
∫
A
ahom∇uj∇Tεϕ+ c2
λj
ε1/2‖ϕ‖ε + c3
λj
ε1/2‖ϕ‖ε.
Therefore, putting together all these estimates, we get
‖KεU jε −
1
λj
U jε ‖ε 6 |Y |
∫
A
ujTεϕ− 1
λj
∫
A
ahom∇uj∇Tεϕ
+ ε1/2c1‖ϕ‖ε + ε1/2 c2
λj
‖ϕ‖ε + ε1/2 c3
λj
‖ϕ‖ε
Note that, being uj the solution of the homogenized problem (26), one has
|Y |
∫
A
ujTεϕ− 1
λj
∫
A
ahom∇uj∇Tεϕ = 0,
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and, using equation (39), we finally get
‖KεU jε −
1
λj
U jε ‖Hε 6 ‖KεU jε −
1
λj
U jε ‖ε 6 cj
√
ε
Step 2.
To apply lemma 9, we need to use a normalized function: ‖U jε ‖Hε = 1. In our
hypothesis we have uj , ∇uj ∈ C∞0 (A) and χε ∈ H10 (Ωε), so that
‖U jε − uj‖Hε 6 Cε (47)
and, being uj 6= 0, we must have ‖U jε ‖Hε > α > 0. So we can use the normalized
function, naming it again U jε :
U jε =
U jε
‖U jε ‖Hε
,
getting
‖KεU jε −
1
λj
U jε ‖Hε 6 cj
√
ε
1
‖U jε ‖Hε
6 c
j
α
√
ε.
Now we can apply lemma 9 to the linear continuous compact and self-adjoint
operator Kε, with µ = (λ
j)−1, α = cj/α
√
ε: then there exists (λjε)−1, eigenvalue of
Kε, such that ∣∣∣∣ 1
λjε
− 1
λj
∣∣∣∣ 6 cjα√ε,
moreover, for any d > 0, there exists a normalized function u˜ε in the eigenspace
associated to eigenvalues in the interval [λjε − d, λjε + d], such that
‖U jε − u˜ε‖Hε 6 2
cj
√
ε
αd
,
that is equation (41) in an implicit form. In order to understand better the conver-
gence of eigenfunctions in the case of multiple eigenvalues, suppose to have λj of
multiplicity mj , as in our hypothesis:
λj−1 < λj = λj+1 = · · · = λj+mj−1 < λj+mj ,
and set
dj = min
(
1
λj−1
− 1
λj
,
1
λj
− 1
λj+mj
)
Λj =
(
1
λj
− dj , 1
λj
+ dj
)
,
then 1/λiε ∈ Λj if and only if j 6 i 6 j +mj − 1. For any of these λi we construct
the function U j+iε (x) = uj+i(x) + εχ
(
x
ε
)∇uj+i(x) and, repeating step 1, we get
‖KεU j+iε −
1
λj+i
U j+iε ‖Hε 6
cj+i
αj+i
√
ε, j 6 i 6 j +mj − 1.
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Hence, by lemma 9, there exists an eigenfunction in the eigenspace associated
to eigenvalues in the interval Λj , i.e. there exist a matrix Mε ∈ Mmj×mj and an
eigenfunction uj+iε associated to λ
j+i
ε , with 1/λ
j+i
ε ∈ Λj , such that
‖U j+iε −
mj−1∑
l=0
M ilε u
j+l
ε ‖Hε 6 2
cj+i
αj+idj
√
ε = Cj+i
√
ε, j 6 i 6 j +mj − 1,
that is equation (41); in order to derive equation (42) we simply note that, for any
j ∈ N, being χ ∈ Hε and uj ∈ C∞0 (A),
‖U jε − uj‖Hε = ε‖χε∇uj‖Hε 6 Cε.
Step 3.
We want to generalized to the case uj ∈ H10 (A); this means that ∇uj could
not be zero in ∂A, making U jε not in H10 (A) and inequality (47) holds true just in
the L2(Ω) norm. Consider ψε a family of smooth functions in C
∞
0 (A) such that
0 6 ψε 6 1
ψε =
{
1 if x ∈ A, d(x, ∂A) > 2ε
0 x ∈ Ω \A, (48)
and ‖∇ψε‖∞ 6 2/ε. Then take, for any j ∈ N,
U˜ jε = u
j + εψεχε∇uj ,
so that U˜ jε ∈ H10 (A).
The following estimates hold true
‖U˜ jε − U jε ‖L2(Ω) 6 Cε3/2,
‖U˜ jε − U jε ‖H1(Ω) 6 Cε1/2.
Hence, repeating the proof of Step 1, using U˜ jε instead of U
j
ε , and these last
estimates, we get the thesis in the general case.
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