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An increasing amount of news is generated 
automatically by artificial intelligence (AI). While the 
technology has advantages for content production, e.g., 
regarding efficiency in aggregating information, it is 
also viewed critically due to little transparency in 
obtaining results and possible biases. As news media 
are dependent on trust and credibility, introducing AI to 
facilitate mass communication with consumers seems to 
be a risky endeavor. We expand research on consumer 
perception of AI-based news by comparing machine-
written and human-written texts to fake news and by 
examining the role of trust that consumers exhibit when 
evaluating news. Through an experiment with 263 
participants, we find that consumers judge AI-based 
texts similar to true journalistic content when it comes 
to credibility, but similar to fake news regarding 
readability. Furthermore, our results indicate that 
consumers with low trust in media are less averse to AI-
based texts than consumers with high trust in media.  
1. Introduction  
Artificial Intelligence (AI) is developing rapidly and 
gets applied in a many different areas [1]. The changes 
that AI will bring to our everyday life are already 
noticeable. This can also be seen in the media industry, 
which is increasingly shaped by digitalization and AI 
technologies. The latter are used for, e.g., automated text 
generation, translation of texts, and information 
research. They can greatly facilitate the editorial work 
and offer possibilities to create new digital services [2]. 
Furthermore, AI is a potential solution to support and 
simplify journalistic value creation processes at various 
points [3]. Especially in content production, AI helps in 
data aggregation and in identifying relevant 
information. This can significantly change how mass 
communication takes place and is perceived. 
One of the AI technologies driving this change is 
Natural Language Processing (NLP). NLP is capable of 
processing and interpreting human language [4]. A 
subfield of NLP, which specifically deals with the 
creation of text content, is called Natural Language 
Generation (NLG). The goal of NLG is to produce 
natural language text based on non-linguistic 
representation of information [5, 6]. In journalism, NLG 
often comes in the form of data-to-text generation. 
Recurring information or data on current developments 
are imported into existing text modules, for example in 
weather or soccer reports.  
Considering the fast developments of AI in the field 
of NLG technology, media companies will be able to 
generate much more complex articles for journalism 
automatically in the future. Thus, their conversations 
with consumers will become more dependent on NLG. 
Whether consumers are willing to take part in such 
conversations or start to reject such offers of media 
companies depends on consumers’ perspectives on 
automated communication of news [2]. Researchers 
have already started to investigate these consumer 
perspectives, with results indicating that computer-
generated texts tend to have the same or a slightly higher 
credibility, but the readability of AI-generated texts with 
the current state of technology is still lagging human-
written texts [e.g., 2, 7, 8].  
In our study, we build on this knowledge and 
advance it in two ways: First, we investigate consumers’ 
general trust in media as an important personality trait 
that helps to paint a more nuanced picture of when 
audiences find AI-generated media content credible. In 
journalism, trust is an important foundation for 
consumers to believe the news a media company offers 
and to keep participating in the (mass-)conversation 
with this media company. When it comes to AI, trust is 
even more crucial, because consumers–and often even 
the developers–of AI-based products cannot judge how 
an AI comes to its conclusions [9]. Second, we expand 
the previously often used dichotomy of human-written 
vs. AI-created texts (two categories sometimes also 
combined with each other [2]) with fake news as a third 
category highly relevant in the context of credibility and 
trust. Integrating fake news in our research, i.e. false or 
misleading news [10], allows us to place the credibility 
of AI-generated news on a spectrum ranging from 
objectively well-written journalistic content [11] to 





objectively false content [10] and to judge consumers’ 
perception of texts written by an AI in relation to these 
two major categories of news content that are shaping or 
threatening societies worldwide [12].  
In the following, to shed light on how consumers 
with varying levels of trust perceive AI in media, we 
first expand previous research by comparing 
consumers’ view on true journalistic content, fake news, 
and an AI-based text. We then examine the influence of 
media trust on the credibility, readability, and 
perception of journalistic expertise in texts that are 
either not labeled or labeled as written by an AI. These 
two experimental analyses help to answer the following 
research question:  
How does trust in media influence consumers’ 
perception of AI-generated media content? 
We collected data for our analyses with a 3x2 
between-subjects experiment and 263 participants. In 
each group, participants were shown one of three 
possible kinds of texts (original journalistic content, 
fake news, AI-generated text) that were additionally 
either labeled as AI-generated or not labeled at all.  
Our findings show that consumers find journalistic 
and AI-generated texts comparable and mostly superior 
to fake news when it comes to credibility and 
journalistic expertise, but fake news and AI-generated 
texts are equally worse than journalistic texts when it 
comes to readability. In addition, our results indicate 
that labeling texts as written by an AI decreases their 
perceived readability and possibly also their perceived 
credibility and journalistic expertise for consumers with 
a generally high trust in media, but we could find no 
such effects or tendencies for consumers with generally 
low trust in media.  
This implicates that companies working in markets 
sensitive to trust, such as journalism, cannot use AI-
generated products for conversations with all their 
customers and expect the same outcome, but a more 
targeted approach is needed. Whilst AI-based texts 
might be perceived not so well by trusting readers, 
readers with lower levels of trust might not worry at all. 
Thus, differentiating customers and application areas 
for AI is necessary for a successful introduction of AI in 
communication. For research, our results demonstrate 
that investigating the perception of AI-based news 
benefits from introducing fake news as third category 
besides machine-written and human-written content. In 
the context of trust and credibility, this allows for 
placing consumer perceptions of AI-based news on a 
scale and comparing it to the most and least desirable 
categories media companies want their content to fall 
into. In addition, we show that consumers’ general trust 
in media is an important variable to consider and at least 
control for when evaluating perceptions of AI-based 
news. 
2. Theoretical Foundations 
2.1 Natural Language Generation in News 
According to the most-cited definition of NLG, the 
term “natural language generation” relates to “the 
subfield of AI and computational linguistics that is 
concerned with the construction of computer systems 
that can produce understandable texts in English or 
other human languages from some underlying non-
linguistic representation of information” [6]. 
Existing applications of NLG can be divided into 
two types according to the form of input data. Text-to-
text generation applications use existing man-made text 
modules as input data and automatically produce new 
texts as output. A more common method for text 
generation within NLG is data-to-text generation. For 
data-to-text generation information based on non-
linguistic data is used to produce reports. The form of 
the input data can vary greatly, from simple figures on 
current developments to information from pictures [13]. 
In most cases, NLG applications are still based on a 
template-based approach, which transfers recurring 
information or data on current developments into 
existing text modules. Advanced systems already exist, 
but these still do not resemble human creative writing 
processes.  
Yet, AI, and especially the sub-area of automated 
content creation using NLG, offers new opportunities 
for media companies to create competitive advantages 
in a highly competitive and rapidly changing market 
environment by increasing efficiency and effectiveness 
of content production. In the conventional journalistic 
value-added process, relevant information is aggregated 
via various channels by the editor. Due to the increasing 
amount of data, it is becoming more and more difficult 
for editors to identify and combine relevant information 
in real time. This results in delays between the occurring 
event and the moment of reporting. Journalists spend an 
increasing amount of their working time to check and 
confirm primary sources instead of writing high-quality 
content [14] or proceeding with further-reaching 
investigations. In such circumstances, AI can take over 
the task of data aggregation and identify potentially 
interesting information as well as interrelations within 
it. This can increase the speed as well as the overall 
quality of journalistic work.  
The advantages of NLG can also be seen in text 
production. Currently, recurring news articles such as 
weather or sports news are mainly produced 
automatically, thus relieving journalists of routine tasks 
[15]. It is to be expected that advantages in NLG 
technology will soon allow for more complex content to 
be created. 
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2.2 AI-generated News, Credibility, and Trust 
In automated text generation, the perception of 
news quality by consumers plays an important role for 
establishing the relationship between humans and AI. 
However, the quality assessment of news articles is 
complex. For example, credibility as one of the most 
important dimensions of content quality in news [16] 
depends on many things besides the content, two of 
which are the trustworthiness of the specific 
communication source [17] and the medium in general 
through which content is consumed [18]. These insights 
are valid and relevant beyond the media industry. As 
communication is not only increasingly based on AI and 
NLG in news production, but other industries are more 
and more following suit, e.g., through chatbots and 
recommendation systems [e.g., 19], credibility of AI-
based text creation and distribution and trust in AI-based 
texts are highly relevant subjects for research in IS. 
To elucidate the current state of research in this 
regard and the methods commonly used, we briefly 
summarize three studies on AI-generated texts. One of 
the earliest studies is by Clerwall [16], who evaluated 
the perceived quality of news articles using the factors 
credibility and readability. The 46 participants in the 
study were presented with one of two articles on the 
topic of American football without reference to the news 
source. One of these articles was generated by an AI, the 
second by a journalist. After being asked about the news 
quality of the presented text, participants were required 
to give an estimate of whether the text was written by an 
AI or a human. Differences in the quality assessment of 
the AI-generated and journalistic article were small. 
To investigate whether the perception of quality 
changes when news consumers know the source of the 
article, or at least think they do, van der Kaa and 
Krahmer [8] investigated the perceived credibility, 
measured as trustworthiness and journalistic expertise, 
of computer-generated content. The 232 participants 
(including journalists and news consumers) in the study 
were shown one of two computer-generated articles 
about financial news or the results of a sports event. The 
articles were manipulated in their byline and were either 
correctly declared as AI-generated or erroneously 
declared as written by a journalist. Differences in the 
perceived quality by news consumers were rather small, 
but contents with AI declaration were rated slightly 
better. No differences could be found in the perceived 
quality for the interviewed journalists. Regarding the 
articles’ content, small differences in the perceived 
trustworthiness could be shown.  
Based on the two studies, Graefe et al. [7] addressed 
the question of whether news consumers are actually 
influenced by the declaration of the source and, thus, 
their expectation of the article’s perceived quality. In 
addition, they examined how computer-generated news 
articles and articles written by humans with correct 
declaration of the source differ in their perceived 
quality. Results of this study confirmed the results of 
previous studies. The credibility of AI-generated 
articles tended to be rated higher than that of human-
written texts. Readability was rated higher for human-
written texts than for computer-written texts while 
differences in the perception of credibility were small. 
As exemplified with these three studies, research 
indicates that computer-generated texts tend to have the 
same or a slightly higher credibility as human-written 
content, but the readability of AI-generated texts is still 
lagging human-written texts. Other researchers are 
supporting these findings or come to similar 
conclusions. For example, Wölker and Powell [2] 
identify perceptions of credibility of human-written and 
automatically created content as well as combinations 
thereof as equal and mention topic-specific factors as 
important to consider. Finally, a recent meta-analysis on 
the topic found that there is no difference in consumers’ 
perception of credibility when comparing automated 
and human-written news, but the latter performed 
slightly better in terms of perceived quality and much 
better regarding readability [20].  
Our study builds on these insights and expands 
them first by incorporating trust. In the context of media, 
trust means that consumers are willing to rely on 
information provided by a sender [21]. The concept of 
credibility is closely related, referring to the 
believability of a sender [22]. As described above, both 
concepts are highly relevant for companies or brands 
respectively in the field of journalism, as they need to 
appear credible and maintain consumers’ trust to ensure 
that their information will also be consumed in the 
future [23]. Through incorporating consumers’ general 
trust in media in our study, we can determine whether 
consumers with higher or lower levels of trust tend to 
believe AI-generated texts more. 
Second, our study expands the mentioned insights 
by introducing fake news as a third category important 
in the context of news credibility and consumer trust in 
news. The term fake news relates to information that 
appear journalistic but are objectively false or 
misleading [10] and, thus, rationally not believable. 
Introducing fake news as a third category allows us to 
assess to which extent consumers trust AI-generated 
content along the spectrum ranging from true 
journalistic news on the one side to objectively false 
fake news on the other side. 
2.3 Hypotheses 
To assess how much AI-generated texts affect the 
believability of a sender, we duplicate the research 
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design of Graefe et al. [7] and enhance it with fake news 
as the third category. Similar to Graefe et al. [7], we 
evaluate these three content categories regarding 
consumers’ perceived credibility, readability, and 
journalistic expertise. Credibility relates to how 
accurate, trustworthy, fair, and reliable content is taken. 
Readability refers to how entertaining, interesting, 
vivid, and well-written content is seen. Journalistic 
expertise encompasses how coherent, concise, 
comprehensive, and descriptive content is understood. 
Based on the results of Graefe et al. [7] and the 
objectively false nature of fake news, negatively 
violating the expectations news consumers have about 
the content [24], we expect regarding credibility:  
H1: Journalistic texts are more credible than fake 
news. 
H2: AI-generated texts are as credible as 
journalistic texts. 
H3: AI-generated texts are more credible than fake 
news. 
Regarding readability, previous research has shown 
that readability of human-written texts is substantially 
higher than that of machine-written texts [20]. We 
expect fake news to be between these two types, as fake 
news is also human-written, but its origin and 
development does not hold up to journalistic standards 
[25]. Thus, we suggest: 
H4: Journalistic texts are more readable than fake 
news. 
H5: AI-generated texts are less readable than 
journalistic texts. 
H6: AI-generated texts are less readable than fake 
news. 
When it comes to journalistic expertise, machine 
authorship is usually perceived negatively [26]. Yet, this 
effect is not as pronounced when consumers read only 
one article, as is the case in this study [27]. In addition, 
when they are factual and accurate, texts written by a 
software are perceived as such [28]. In comparison, 
consumers often recognize the false or misleading 
nature of fake news and sharing rather occurs due to 
motivated reasoning [29], which is of little importance 
in the setting of this study. This leads to the following 
hypotheses: 
H7: Journalistic texts have a higher level of 
perceived journalistic expertise than fake news. 
H8: AI-generated texts have a similar level of 
perceived journalistic expertise as journalistic texts. 
H9: AI-generated texts have a higher level of 
perceived journalistic expertise than fake news. 
In addition to this manipulation of the believability 
of a source, i.e. examining texts that can be trusted and 
that cannot be trusted, we also look at trust on the 
consumer side. Here, we are interested to see how AI-
generated text is perceived by consumers with higher 
general trust in media compared to consumers with 
lower general trust in media. We base our study design 
on previous research [7, 8] and label content as AI-
generated or do not label content at all, but additionally 
analyze consumer responses regarding credibility, 
readability, and journalistic expertise based on the level 
of media trust that participants exhibit.  
The reasons for consumers’ lacking trust in media 
are manifold, e.g., biases and heuristics [30]. For such 
participants, we assume that texts written by an AI seem 
more objective and less biased than those written by a 
journalist. Due to that, we assume that in all three ways 
of assessing content, i.e. perceived credibility, 
readability, and journalistic expertise, consumers’ with 
little trust in media will tend more towards trusting an 
AI-generated text than consumers with high trust in 
media. Our respective hypotheses are:  
H10: Consumers with low trust in media perceive 
the credibility of a text with an AI label higher than 
consumers with high trust in media. 
H11: Consumers with low trust in media perceive 
the readability of a text with an AI label higher than 
consumers with high trust in media. 
H12: Consumers with low trust in media perceive 
the journalistic expertise of a text with an AI label 
higher than consumers with high trust in media. 
3. Method 
To empirically test our hypotheses, we conducted 
an experiment in the form of an online survey. One of 
six different text variants was presented to each 
participant. They had to read the text and answer 
questions on their perception of the variables that are of 
interest for our study.  
Three text designs were chosen for this experiment 
that differ as described above: a journalistic text from a 
quality newspaper, a conspiracy text containing fake 
news, and a text generated by an AI. Due to the 
experiment being conducted during the lockdown 
caused by the corona pandemic, we took advantage of 
the strong interaction of consumers with information on 
COVID-19 and the resulting abundance of available 
texts and selected articles about this topic. To avoid 
topic-specific difference [2], the topic of all texts was 
the same. The journalistic article was chosen according 
to scientific criteria [11] from the online portal of the 
Süddeutsche Zeitung, a renowned news media company 
in Germany. This article dealt with the typical 
symptoms of an infection with the coronavirus [31]. The 
conspiracy text also dealt with symptoms of COVID-19 
and had been widely shared within Germany, 
particularly via the messaging service WhatsApp. It had 
been declared to be fake news by a consumer protection 
service [32]. The AI-generated text was an excerpt from 
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the daily corona newsletter of BR24, a channel of the 
German public broadcaster Bayerischer Rundfunk [33]. 
All texts were in German. 
Before conducting the study, the selected texts were 
edited to reflect a similar appearance to eliminate 
possible effects of design elements, thus enabling the 
results to be comparable. The texts were also shortened 
to a length of approx. 500 words. This length was 
chosen to have enough space to give participants 
substantial insights as is usual for journalistic texts but 
reading would not take too much time to risk losing 
participants’ attention. Information indicating the 
source of the text as well as illustrations and graphics 
were removed. Individual formatting of the text was also 
removed. This means that participants of the study were 
shown only pure texts with comparable length.  
After that, two versions were created for each of the 
three texts. One version contained a manipulation of the 
byline marked as "Author: This text has been 
automatically generated using an AI". In this case the 
participants were correctly or incorrectly told that the 
text was created by an AI. The second version of the 
texts did not contain any labels and information about 
the author of the text. 
To measure credibility, readability, and journalistic 
expertise, we used scales that have proven reliability in 
their application by Graefe et al. [7]. Our evaluation of 
media trust is based on a newly developed scale by 
Strömbäck et al. [34]. They have developed a 
framework that analyses media trust on different levels: 
general trust in news media, trust in the media type, trust 
in individual media brands, trust in journalists, and trust 
in media content. In the context of this work, the 
relationship between general media trust and the 
assessment of computer-generated news is analyzed. 
Thus, for the operationalization of general media trust, 
the proposed items for the analysis of general trust in 
news media by Strömbäck et al. [34] were used. The 
scale consists of five items, which were rated on a 6-
point Likert scale. For the analysis, a general score of 
general media trust was calculated as the mean item 
values. 
The actual experiment was conducted by a total of 
277 participants obtained via a mixture of convenience 
and snowball sampling. We distributed the 
questionnaire via SoSci Survey to students of our 
institution in Germany. At the start of the survey, 
participants were told that they were to answer a survey 
regarding news on COVID-19. We did not let them 
know the true aim of our study at this point in time.  
The first part of the study consisted of questions on 
sociodemographic and personality characteristics. In the 
second part, participants were assigned by the tool to 
one of the six experimental groups and read the 
respective text. In the third part, we asked questions 
regarding the scales mentioned before. Questions 
include, e.g., how accurate, well written, or coherent the 
text presented to the participants was [7]. 
After finishing the study, participants that read the 
fake news text were debriefed by stating the true source 
of the text and telling them that its content was made up. 
The true aim of our study was also disclosed to all 
participants. They were then requested to give the link 
to the questionnaire to other people they know, but who 
belonged to an older generation and without telling 
these other people the true aim of our study. This way, 
we ensured that our sample covered different age and 
gender groups and different news reading habits. The 
link to the questionnaire was valid for 21 days. After that 
period, we considered the content of our texts of 
diminishing relevance in a journalistic context for our 
audience and stopped data collection.  
 
Figure 1. Cross-sectional design 
 
Fourteen participants had to be excluded before 
data analysis in SPSS due to invalidity of their answers 
in the manipulation check regarding the content of the 
news text or due to obvious patterns in answering the 
questionnaire. This resulted in a sample size of n=263, 
distributed in the six experimental groups through 
automated randomization (see Figure 1) with roughly 
equal distribution according to age and gender. 167 of 
the participants were female and thus made up the 
majority of the participants (63.5%). 96 participants 
were male (36.5%) and none were diverse. Regarding 
age, 54 participants were between 18-23 years old 
(20.5%), 98 participants were 24-39 years old (37.3%), 
61 participants 40-55 years old (23,2%) and 50 
participants 55 years or older (19%). 
4. Results  
As a first step, the different text designs 
(journalistic text, fake news text, AI-generated text) 
were examined regarding differences in the assessment 
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of credibility, readability, and journalistic expertise. 
Because the readability score was normally distributed 
according to a Kolmogorov-Smirnov test, univariate 
analysis of variance (ANOVA) was performed for this 
factor. For credibility and journalistic expertise, we 
applied Kruskal-Wallis tests. The results can be seen in 
Figure 2, where we additionally distinguished between 
the answers of participants with high (n=200, 76%) and 
low levels (n=63, 24%) of trust in media. It becomes 
apparent that regarding credibility, there is no 
significant difference between journalistic texts and AI-
generated texts (p>0.05). However, both of these kinds 
of texts are significantly more credible than the fake 
news text (p<0.001). Thus, our first three hypotheses are 
supported. 
Table 1. Hypotheses tests 
 
Hypothesis Result 
H1: Journalistic texts are more credible 
than fake news. 
Supported 
 
H2: AI-generated texts are as credible 
as journalistic texts. Supported 
H3: AI-generated texts are more 
credible than fake news. 
Supported 
 
H4: Journalistic texts are more readable 
than fake news. Supported 
H5: AI-generated texts are less 
readable than journalistic texts. Supported 
H6: AI-generated texts are less 
readable than fake news. 
Not 
supported 
H7: Journalistic texts have a higher 
level of perceived journalistic expertise 
than fake news. 
Supported 
H8: AI-generated texts have a similar 
level of perceived journalistic expertise 
as journalistic texts. 
Not 
supported 
H9: AI-generated texts have a higher 
level of perceived journalistic expertise 
than fake news. 
Not 
supported 
H10: Consumers with low trust in 
media perceive the credibility of a text 
with an AI label higher than consumers 
with high trust in media. 
Not 
supported 
H11: Consumers with low trust in 
media perceive the readability of a text 
with an AI label higher than consumers 
with high trust in media. 
Supported 
H12: Consumers with low trust in 
media perceive the journalistic 
expertise of a text with an AI label 




Figure 2. Participant assessment of the three text categories 
* indicates that pairwise comparison is not significant 
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Regarding readability, our results show that there is 
a significant difference between journalistic texts and 
AI-generated texts as well as fake news (p<0.05), but no 
significant difference between the latter two (p>0.05). 
Thus, we found support for H4 and H5, but not for H6. 
AI-generated texts and fake news are perceived 
similarly bad when it comes to readability. 
For journalistic expertise, we found significant 
differences between journalistic texts and fake news 
(p<0.01), but no significant differences between 
journalistic texts and AI-generated texts or between fake 
news and AI-generated texts (p>0.05). The visualization 
of the means in Figure 2 indicates that there might be a 
hierarchy between the three texts with journalistic texts 
at the top, followed by AI-generated texts and with fake 
news being at the bottom, but with our sample size these 
effects did not appear significant. Thus, we found 
support for H7, but not for H8 and H9. Table 1 
summarizes the results of our hypotheses tests. 
In this first evaluation of the manipulation of 
content sources (journalistic text, fake news, AI-
generated text), no significant differences between 
participants with low and high trust in media could be 
found. The distribution of the mean values regarding 
credibility indicates that there might be a tendency for 
people with low trust in media to believe fake news 
more than people with high trust in media and to believe 
journalistic texts and AI-generated texts less, but our 
data analysis did not prove these effects to be 
significant. 
Four our second data analysis, we looked at the 
effect of labeling texts as AI-generated or not labeling 
the texts at all for people with low and high trust in 
media (see Figure 3). For readability, a t-test provided a 
significant result. Participants with high general media 
trust assessed a text with AI labeling worse (M = 3.38, 
SD = 1.13, n = 93) than a text without any labeling (M 
= 3.75, SD = 1.21, n = 107). Other effects for 
participants with high trust in media were on the edge of 
significance, e.g., p=0.052 for journalistic expertise. 
However, as the results were not clearly within the 
accepted thresholds, we could not establish statistically 
significant differences between labeling texts as AI-
generated or not for participants with high trust in 
media.  
When it comes to participants with low trust in 
media, the picture is much clearer. For them, there is no 
significant difference between labeling a text as AI-
generated or not. The texts are perceived similar in 
terms of credibility, readability, and journalistic 
expertise (p>0.05). Regarding our hypotheses, this 
means that participants with low trust in media are 
indifferent to AI-generated texts, while participants with 
high trust in media perceive non-AI texts as more 
readable. While this supports our H11, we could not 
identify a significant relationship for H10 and 12. 
5. Discussion and Implications  
With the two analyses described above, we provide 
rich insights into how consumers perceive AI-generated 
texts, especially depending on their level of trust in 
media and in comparison to fake news. Our first analysis 
relates to the believability of the content, our second 
analysis to consumer trust in AI.  
In the first analysis, our findings confirm previous 
research [4]. Journalistic texts and AI-generated texts 
are perceived similarly credible, but AI-generated texts 
are much less readable than journalistic texts. However, 
in contrast to previous research, we included fake news 
Figure 3. Effects of labeling texts as AI-generated for participants with low/high trust in media 
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as a third category in the analysis. This allowed us to 
evaluate how AI-generated content actually performs on 
the full scale of believable content, i.e. true journalistic 
content on the one side and objectively false fake news 
on the other side. As expected, AI-generated texts are 
more credible than fake news texts. However, the 
picture is not so clear when it comes to journalistic 
expertise, where we could find no significant 
differences to journalistic texts nor to fake news. The 
most surprising is our finding regarding readability, 
where AI-generated texts are not only significantly 
worse than journalistic texts, but on par with fake news. 
For media companies, this means that they have to pay 
attention especially on the aspects constituting 
readability, i.e. AI-generated texts need to be 
entertaining, interesting, vivid, and well-written. 
Improving these aspects is of paramount importance to 
lift media companies’ AI-generated texts to a higher 
level of perceived readability and distinguish them 
clearly from fake news. 
In the second analysis, we found that participants 
with high trust in media rated texts significantly worse 
in terms of readability when they were labeled as written 
by an AI–independent of whether that was true. Our data 
displayed similar tendencies for credibility and 
journalistic expertise, but these effects were not 
statistically significant, albeit borderline in the case of 
journalistic expertise. For participants with low trust in 
media, neither an effect nor a tendency towards human-
written texts could be found. As mentioned, trust is a 
sensitive topic especially for news companies and 
providing AI-generated texts could decrease trust in 
media due to AI being non-transparent [6]. Yet, in our 
experiment labeling texts as produced by AI does not 
diminish credibility, readability, and journalistic 
expertise for many consumers, especially those with low 
trust in media. This finding especially enhances the 
results of Waddell [26], who attributed differences in 
perception caused by human or machine authorship to 
anthropomorphism and negative expectancy violations 
[24]. Our results indicate that besides these two 
attributions, consumers’ general trust in media also 
influences perception of authorship. 
Regarding the inclusion of fake news as a third 
category besides human-written and AI-generated texts, 
our study underscores that this additional category leads 
to more nuanced insights. Research has already shown 
that in terms of credibility, human-written and 
automatically created content are usually perceived 
rather similar [2], but differences in quality and 
especially readability occur, favoring human-written 
texts [20]. Through our findings, we now also know that 
readability of AI-based texts is not only perceived worse 
than that of human-written texts, but as bad as that of 
fake news, which can hurt the believability of a 
messages’ sender. With fake news as a third category, 
we might also place consumers’ perception of 
journalistic expertise of AI-based texts between that of 
human-written texts and fake news, showing that the 
slight difference found in consumers’ perception of 
quality in previous research [20] is also an improvement 
over the perception of fake news, but the significance of 
our findings does not allow for drawing this conclusion. 
All in all, our two analyses emphasize that 
incorporating trust in research on consumer perception 
of AI-generated news is just as important as enhancing 
the previously used dichotomy of AI-generated and 
human-written texts with fake news as a third category. 
The insights of our study show that consumers’ general 
trust in media matters when consuming AI-generated 
content. Furthermore, they demonstrate that fake news 
is an appropriate end of a content credibility scale, 
ranging from objectively well-written journalistic 
content to objectively false texts. Both of these 
contributions of our paper broaden the foundation for 
theory development in the area of automated news, 
where software is taking over tasks central for the 
identity and self-image of journalists and media 
companies with yet uncertain outcomes [35]. 
Finally, both analyses presented in this paper 
exhibit findings that are on the verge of significance. 
While this could mean that the effects are indeed not 
significant, the distribution of means displayed in the 
figures shows a clear trend. Other causes for such non-
significant trends could be a too small sample size, bias 
due to participants with high levels of trust in media 
having a share of ¾ of our sample, or non-ideally chosen 
texts for the experiment. Especially the former must be 
considered, as we had to stop the experiment after 21 
days to not risk polluting data due to outdated 
information. In any case, our findings highlight a need 
for more discussions and further studies on the interplay 
of trust and AI in media and communication. 
6. Conclusion  
Our empirical research intended to answer how 
trust in media influences consumers’ perception of AI-
generated media content. For this purpose, we first 
varied the believability of the content by using three 
different text designs on COVID-19. We then analyzed 
how consumer trust in media affects the perception of 
texts that were manipulated in their byline and (in-
)correctly marked as AI-generated. The participants 
were randomly shown one of three selected texts in 
different formats either with or without manipulation of 
the byline, i.e. participants were divided in six groups in 
total. Our results highlight that AI-generated content is 
already comparable to journalistic content and superior 
to fake news in terms of credibility, but statistically little 
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different from fake news when it comes to readability. 
Furthermore, people with high and low trust in media 
perceive content labeled as AI-generated differently, 
independent from whether that content had really been 
written by an AI.  
These insights expand previous research [e.g., 2, 7, 
8, 20] by allowing AI-generated content to anchor on a 
scale ranging from true journalistic content to 
objectively false fake news. In addition, we show that 
consumer trust in media needs to be considered when 
texts labeled as AI-generated are offered [26], as the 
perception especially of readability depends on the 
general level of trust consumers have in media.   
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