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A RELATIONSHIP BETWEEN GELFAND-TSETLIN BASES AND CHARI-LOKTEV BASES
FOR IRREDUCIBLE FINITE DIMENSIONAL REPRESENTATIONS
OF SPECIAL LINEAR LIE ALGEBRAS
K. N. RAGHAVAN, B. RAVINDER, AND SANKARAN VISWANATH
ABSTRACT. We consider two bases for an arbitrary finite dimensional irreducible representation of a com-
plex special linear Lie algebra: the classical Gelfand-Tsetlin basis and the relatively new Chari-Loktev basis.
Both are parametrized by the set of (integral Gelfand-Tsetlin) patterns with a fixed bounding sequence de-
termined by the highest weight of the representation. We define the row-wise dominance partial order on
this set of patterns, and prove that the transition matrix between the two bases is triangular with respect to
this partial order. We write down explicit expressions for the diagonal elements of the transition matrix.
1. INTRODUCTION
Let g = slr+1 be the simple Lie algebra of complex matrices of size (r+1)× (r+1) and trace zero. There
are various bases known for (finite dimensional) irreducible representations of g. Here we consider
two of them. The first is the well known basis constructed by Gelfand-Tsetlin in [2]. We consider it as
reformulated by Molev in [3, Theorem 4.3]. The details are recalled in §4 below.
The second basis is of more recent vintage and is obtained as a by-product of the construction by
Chari-Loktev [1] of bases for local Weyl modules of the current algebra of g. We consider the construc-
tion of Chari-Loktev as reformulated by the present authors in [4, Theorem 4.3]. Dominant integral
weights of g form a natural parametrizing set for local Weyl modules of the current algebra (as they
do for irreducible representations of g). Local Weyl modules admit a natural grading by non-negative
integers, and the grade zero slice of a local Weyl module is precisely the corresponding irreducible rep-
resentation of g. The Chari-Loktev bases for local Weyl modules are graded. Thus, by choosing only
those elements that have grade zero from the Chari-Loktev basis for a local Weyl module, we obtain a
basis for the corresponding irreducible representation of g. The details are recalled in §5 below.
Both the Gelfand-Tsetlin and the Chari-Loktev bases (for an irreducible representation of g) are
parametrized by (integral Gelfand-Tsetlin) patterns with a fixed bounding sequence determined by
the highest weight of the representation. The requisite details about patterns are recalled in §3 below.
It is natural to wonder if there is a relationship between the two bases. The goal of the present note
is Theorem 4 in §6 below, which shows that the transition matrix between the two bases is triangular
with respect to the row-dominance partial order (defined in the beginning of §6) on their common
parametrizing set. Equation (6.2) gives an explicit formula for the diagonal entries of the transition
matrix. A simple example illustrating Theorem 4 is given in §7.
2. NOTATION AND TERMINOLOGY
The following notation and terminology remain fixed throughout this note. Let g = slr+1 be the simple
Lie algebra of complexmatrices of size (r+1)×(r+1) and trace zero. Let h be the Cartan subalgebra of g
consisting of its diagonal matrices, and b the Borel subalgebra of g consisting of its upper triangular
matrices. When we speak of roots, weights, dominant weights, etc. in the sequel, it is with respect to
this choice of the Cartan and Borel subalgebras.
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Throughout, λ denotes a fixed dominant integral weight, V (λ) the irreducible representation of g
with highest weight λ, and vλ a non-zero element in the λ-weight space of V (λ). Note that vλ is unique
up to scaling.
We denote by λ an arbitrarily fixed member of the equivalence class of (r + 1)-tuples associated to λ
as in §2.1 below. The results below are so formulated that the choice of λ does not matter.
2.1. Weights and associated tuples. Recall that a weight is any linear functional on h. For i, 1 ≤ i ≤
r+1, let ǫi denote the weight that maps an element of h to its diagonal entry in position (i, i). Evidently,
the ǫi, 1 ≤ i ≤ r+ 1, span the space of all weights, so any weight can be written as a1ǫ1 + · · ·+ ar+1ǫr+1
for some complex numbers a1, . . . , ar+1. Given an (r + 1)-tuple (a1, . . . , ar+1) of complex numbers, we
associate with it the weight a1ǫ1 + · · ·+ ar+1ǫr+1. Since the trace of any element of h is zero, two such
tuples differ from each other by a scalar multiple of the constant (r + 1)-tuple (1, · · · , 1) if and only if
the weights associated to them are the same.
A weight a1ǫ1 + · · · + ar+1ǫr+1 is integral if it can be represented by an (r + 1)-tuple of integers, or,
equivalently, if a1 − a2, a2 − a3, . . . , ar − ar+1 are all integers. It is dominant integral if a1 − a2, a2 − a3,
. . . , ar − ar+1 are all non-negative integers.
3. PATTERNS
Given two non-increasing sequences π: π1 ≥ . . . ≥ πn and µ: µ1 ≥ . . . ≥ µn−1 of real numbers, of lengths
n and n− 1 (for some integer n > 1), we say that they interlace if πi ≥ µi ≥ πi+1 for all i, 1 ≤ i < n.
A pattern P is a sequence π1, . . . , πr+1 of non-increasing sequences of real numbers, such that:
• πj has length j for all j, 1 ≤ j ≤ r + 1; and
• πj+1 and πj interlace for all j, 1 ≤ j < r + 1.
We write πj as πj1 ≥ . . . ≥ π
j
j , so that the interlacing condition above becomes:
πji ≥ π
j−1
i and π
j−1
i ≥ π
j
i+1 ∀ 1 ≤ i < j ≤ r + 1. (3.1)
Let P: π1, . . . , πr+1 be a pattern. Its last sequence πr+1 is called its bounding sequence. We say that
P is integral if
the non-negative real numbers πji − π
j−1
i and π
j−1
i − π
j
i+1 are all integers for 1 ≤ i < j ≤ r + 1. (3.2)
Observe that the weight associated to the bounding sequence πr+1 of an integral pattern is an integral
weight (in the sense of §2.1). In the sequel, we will be interested exclusively in integral patterns with
bounding sequence λ, where λ is fixed as in §2. We denote the set of these patterns by P(λ).
3.1. Depicting a pattern. A pattern is usually depicted as we illustrate now by means of an example.
Let r = 3 and λ = (8, 6, 3, 1). Then the sequence 4; 5 ≥ 4; 7 ≥ 5 ≥ 2; 8 ≥ 6 ≥ 3 ≥ 1 of sequences is a
pattern belonging to P(λ). It is depicted as follows:
4
5 4
7 5 2
8 6 3 1
Let P: λ1, . . . , λr+1 = λ be a pattern in P(λ). The sequence λk is sometimes referred to as the kth
row of P. This terminology is justified by the depiction of P. It is also convenient to refer to λki as the
entry in position i on row k of P (where λk is λk1 ≥ . . . ≥ λ
k
k).
The weight of P is µ1ǫ1 + · · · + µr+1ǫr+1, where µk = (
∑k
i=1 λ
k
i ) − (
∑k−1
i=1 λ
k−1
i ). In other words, µk
is the difference of the sums of the entries in the kth row and the (k − 1)st row of P. For example, the
weight of the pattern depicted above is 4ǫ1 + 5ǫ2 + 5ǫ3 + 4ǫ4.
As is easily seen, the weight of a pattern P in P(λ) is integral. As is also easily seen, there is a
unique pattern in P(λ) of weight λ. For example, in case r = 4 and λ = (8, 6, 3, 1), this unique pattern
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is depicted below:
8
8 6
8 6 3
8 6 3 1
4. THE GELFAND-TSETLIN (GT) BASIS FOR V (λ)
Theorem 1 below follows Molev’s reformulation [3, Theorem 4.3] of the original theorem of Gelfand-
Tsetlin [2].
Theorem 1. Let P(λ) denote the set of integral patterns with bounding sequence λ (see §3). There
exists a basis {ξP} of V (λ) indexed by patterns P in P(λ) such that
• if P is the unique pattern in P(λ) of weight λ, then ξP = vλ;
• for every k, 1 ≤ k < r + 1, we have:
(Ek,k − Ek+1,k+1) ξP =
(
(
k∑
i=1
λki −
k−1∑
i=1
λk−1i )− (
k+1∑
i=1
λk+1i −
k∑
i=1
λki )
)
ξP , (4.1)
Ek,k+1 ξP = −
k∑
i=1
(ℓki − ℓ
k+1
1 ) · · · (ℓ
k
i − ℓ
k+1
k+1)
(ℓki − ℓ
k
1) · · · ∧ · · · (ℓ
k
i − ℓ
k
k)
ξP+δk
i
, and (4.2)
Ek+1,k ξP =
k∑
i=1
(ℓki − ℓ
k−1
1 ) · · · (ℓ
k
i − ℓ
k−1
k−1)
(ℓki − ℓ
k
1) · · · ∧ · · · (ℓ
k
i − ℓ
k
k)
ξP−δki . (4.3)
where
• Ei,j denotes the (r + 1)× (r + 1) matrix with its only non-zero entry being 1 in position (i, j),
• with P equal to λ1, . . . , λr, λr+1, we define ℓki := λ
k
i − i+ 1,
• ∧ indicates that the vanishing factor (ℓki − ℓ
k
i ) in the denominator is skipped,
• P ± δki is obtained from P by replacing λ
k
i by λ
k
i ± 1, and
• ξP±δk
i
is understood to be 0 if P ± δki is not a pattern.
Remark 2. Since Ek,k − Ek+1,k+1, Ek,k+1, and Ek+1,k generate g as a Lie algebra as k ranges over
1 ≤ k < r + 1, the equations (4.1)–(4.3) determine completely the action of g on V (λ). Equation (4.1) is
equivalent to saying that ξP is a weight vector of weight equal to the weight of P. Thus we obtain as
an immediate consequence the following formula for the character of V (λ):
character of V (λ) =
∑
P∈P(λ)
exp (wt(P)). (4.4)
5. THE CHARI-LOKTEV (CL) BASIS FOR V (λ)
Let λ1, λ2, . . . , λr, λr+1 = λ be the rows of an integral pattern P with bounding sequence λ. As in
Theorem 1, put ℓji := λ
j
i − i+1. Let x
−
ij , for 1 ≤ i ≤ j ≤ r, denote the (r+1)× (r+1) complex matrix all
of whose entries are zero except the one in position (j + 1, i) which is 1. (Apologies for introducing yet
another symbol—and a perverse one at that—for the matrix that is denoted by Ej+1,i in Theorem 1,
but it is better to preserve the notation of [4, Theorem 4.3] which we will be invoking.)
For 1 ≤ j ≤ r, let
Θj
P
:=
j∏
i=1
(
x−ij
)(ℓj+1
i
−ℓ
j
i
)
where, for an operator T and a non-negative integer n, the symbol T (n) denotes the divided power
T n/n!. The order of factors in the above product is immaterial since the matrices x−ij as i varies (but j
is fixed) commute with each other.
Finally, let
ΘP := Θ
1
P ·Θ
2
P · · · · ·Θ
r−1
P
·ΘrP and vP := ΘPvλ. (5.1)
3
Note that the order of the factors does matter in the expression for ΘP. The following theorem is an
immediate consequence of the reformulation by the present authors [4, Theorem 4.3] of the original
theorem of Chari-Loktev [1, Theorem 2.1.3]. We shall call ΘP the Chari-Loktev (or CL) monomial cor-
responding to P and, in view of the theorem, vP the Chari-Loktev (or CL) basis element corresponding
to P.
Theorem 3. As P varies over the set P(λ) of integral patterns with bounding sequence λ, the vectors
vP form a basis of the irreducible representation V (λ) of g = slr+1 with highest weight λ.
6. TRIANGULAR RELATIONSHIP BETWEEN GT AND CL BASES OF V (λ)
We state and prove Theorem 4 which is the goal of the present note.
6.1. Statement of the result. On the set P(λ) of integral patterns with bounding sequence λ, we
impose a partial order which we call the row-wise dominance order and denote by ≥. For P: λ1, . . . ,
λr, λr+1 = λ and P ′: λ′1, . . . , λ′r, λ′r+1 = λ in P(λ), we let:
P ′ ≥ P if λ′j ≥ λj for all 1 ≤ j ≤ r + 1, where
λ′j ≥ λj if λ′j1 + · · ·+ λ
′j
i ≥ λ
j
1 + · · ·+ λ
j
i for all 1 ≤ i ≤ j.
Theorem 4. For any pattern P: λ1, . . . , λr, λr+1 = λ in P(λ), in the expression for the corresponding
Chari-Loktev basis element vP of V (λ) (see Theorem 3) as a linear combination of the Gelfand-Tsetlin
basis {ξP′}P′∈P(λ) (see Theorem 1), only those ξP′ with P
′ ≥ P appear. In other words, we can write:
vP =
∑
P′≥P
cP
′
P ξP′ (6.1)
where cP
′
P
are entries of the transition matrix between the two bases. The diagonal element cP
P
in the
transition matrix is given by:
cPP =
∏
1≤i<j≤r+1
j−1∏
p=i
(ℓj−1i − ℓ
j−1
p )!
(ℓji − ℓ
j−1
p )!
(6.2)
where, as in Theorem 1, ℓji := λ
j
i − i+ 1.
6.2. Proof of Theorem 4. Proceed by induction on the length of P, where length is defined by
lengthP :=
∑
1≤i<j≤r+1
(λji − λ
j−1
i ) =
∑
1≤i<j≤r+1
(ℓji − ℓ
j−1
i ). (6.3)
If the length is 0, then P is the unique one of weight λ, the only pattern P ′ such that P ′ ≥ P is P
itself, vP = ξP = vλ, and c
P
P
= 1, and we are done.
Let now the length of P be at least one. Let j0 := min{j ≥ 2 |λ
j
i 6= λ
j−1
i for some 1 ≤ i ≤ j} and
i0 := min{i |λ
j0
i 6= λ
j0−1
i }. Let P˜: λ˜
1
, . . . , λ˜
r
, λ˜
r+1
= λ˜ be obtained from P by replacing λji0 by λ
j
i0
+ 1
for i0 ≤ j < j0 (the other entries stay the same). See Figure 6.1.
It is easily seen that
P˜ is a pattern, P˜ ≥ P, and length P˜ = lengthP − 1.
It is also easily seen from the definitions in §5 that the Chari-Loktev monomials of P and P˜, and
consequently also the corresponding basis elements, are related thus:
ΘP =
1
ℓj0i0 − ℓ
j0−1
i0
x−i0,j0−1ΘP˜ and vP =
1
ℓj0i0 − ℓ
j0−1
i0
Ej0,i0vP˜ . (6.4)
By the induction hypothesis, we have:
v
P˜
=
∑
P′≥P˜
cP
′
P˜
ξP′ and c
P˜
P˜
=
∏
1≤i<j≤r+1
j−1∏
p=i
(ℓ˜j−1i − ℓ˜
j−1
p )!
(ℓ˜ji − ℓ˜
j−1
p )!
(6.5)
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FIGURE 6.1. The figure shows the first j0 rows of the pattern P. The Southwest–
Northeast double lines indicate equalities, while the lone single Southwest–Northeast
line between rows j0 and j0 − 1 indicates .
where ℓ˜ji := λ˜
j
i − i+ 1. It is convenient to rewrite the expression above for c
P˜
P˜
in terms of the numbers
ℓji = λ
j
i − i+ 1 for P. We claim that
cP˜
P˜
= (ℓj0i0 − ℓ
j0−1
i0
)(
j0−1∏
p=i0+1
(ℓj0−1i0 − ℓ
j0−1
p + 1))

 ∏
1≤i<j≤r+1
j−1∏
p=i
(ℓj−1i − ℓ
j−1
p )!
(ℓji − ℓ
j−1
p )!

 . (6.6)
To prove the claim, we first observe the following:
j−1∏
p=i
(ℓ˜j−1i − ℓ˜
j−1
p )!
(ℓ˜ji − ℓ˜
j−1
p )!
=
j−1∏
p=i
(ℓj−1i − ℓ
j−1
p )!
(ℓji − ℓ
j−1
p )!
for (j, i) 6= (j0, i0). (6.7)
Indeed, for j ≥ j0, we have λ
j = λ˜
j
, so (6.7) holds for j > j0; it also holds for i > i0 since ℓ
j
i = ℓ˜
j
i in that
case; finally, if either j < j0 or j = j0 and i < i0, then ℓ
j
i = ℓ
j−1
i and ℓ˜
j
i = ℓ˜
j−1
i , so the product on either
side of (6.7) equals 1.
Continuing with the proof of the claim (6.6), we calculate the left hand side of (6.7) in the case
(j, i) = (j0, i0):
j0−1∏
p=i0
(ℓ˜j0−1i0 − ℓ˜
j0−1
p )!
(ℓ˜j0i0 − ℓ˜
j0−1
p )!
=
1
(ℓ˜j0i0 − ℓ˜
j0−1
i0
)!
×
j0−1∏
p=i0+1
(ℓ˜j0−1i0 − ℓ˜
j0−1
p )!
(ℓ˜j0i0 − ℓ˜
j0−1
p )!
=
1
(ℓj0i0 − ℓ
j0−1
i0
− 1)!
×
j0−1∏
p=i0+1
(ℓj0−1i0 − ℓ
j0−1
p + 1)!
(ℓj0i0 − ℓ
j0−1
p )!
=
(ℓj0i0 − ℓ
j0−1
i0
)
(ℓj0i0 − ℓ
j0−1
i0
)!
×


j0−1∏
p=i0+1
(ℓj0−1i0 − ℓ
j0−1
p + 1)

×


j0−1∏
p=i0+1
(ℓj0−1i0 − ℓ
j0−1
p )!
(ℓj0i0 − ℓ
j0−1
p )!


5
= (ℓj0i0 − ℓ
j0−1
i0
)×


j0−1∏
p=i0+1
(ℓj0−1i0 − ℓ
j0−1
p + 1)

×


j0−1∏
p=i0
(ℓj0−1i0 − ℓ
j0−1
p )!
(ℓj0i0 − ℓ
j0−1
p )!


where, to justify the last equality, we observe that the (ℓj0i0 −ℓ
j0−1
i0
)! in the denominator of the first factor
is incorporated into the last factor by changing the lower range of p from i0 + 1 to i0. This calculation
along with (6.7) proves the claim (6.6).
We now prove (6.1) of the theorem. Substituting the expression for v
P˜
in (6.5) into the expression
for vP in (6.4), we get
vP =
1
ℓj0i0 − ℓ
j0−1
i0
∑
P′≥P˜
cP
′
P˜
Ej0,i0ξP′ . (6.8)
Observe that
Ej0,i0 = [Ej0,j0−1[Ej0−1,j0−2, · · · [Ei0+2,i0+1, Ei0+1,i0 ] · · · ]]. (6.9)
So the operator Ej0,i0 on V (λ) is a linear combination with coefficients ±1 of the operators
Eσ(j0),σ(j0)−1Eσ(j0−1),σ(j0−1)−1 · · ·Eσ(i0+1),σ(i0+1)−1 (6.10)
as σ varies over permutations of the set {i0 + 1, . . . , j0}, with 1 being the coefficient of the operator
Ej0,j0−1Ej0−1,j0−2 · · ·Ei0+2,i0+1Ei0+1,i0 .
Now, (6.1) follows from formula (4.3) for the action of Ek+1,k in Theorem 1 and item (2) of the following
lemma.
Lemma 5. Let P ′ be any pattern in P(λ) such that P ′ ≥ P˜. Let P ′′ be any pattern obtained from P ′
by decreasing by 1 exactly one entry in each of the rows i0, . . . , j0 − 1. Then
(1) P ′′ ∈ P(λ).
(2) P ′′ ≥ P.
(3) P ′′ = P only if P ′ = P˜.
(4) The coefficient of ξP in Ej0,i0ξP˜ equals that of ξP in Ej0,j0−1Ej0−1,j0−2 · · ·Ei0+1,i0ξP˜ , and conse-
quently:
coefficient of ξP in Ej0,i0ξP˜ =
j0−1∏
k=i0
coefficient of ξ
P˜(k+1) in Ek+1,k ξP˜(k) (6.11)
where, for k in the range i0 ≤ k ≤ j0, P˜(k) denotes the pattern whose initial rows up to but not
including the kth are those of P and the remaining ones are those of P˜ (so that P˜(i0) = P˜ and
P˜(j0) = P).
PROOF: Since j0 − 1 < r+ 1, it is clear that P
′′ shares its (r + 1)st row with P ′ and so (1) is clear. Let
the rows of P ′ be λ′1, . . . , λ′r, λ′r+1 = λ and those of P ′′ be λ′′1, . . . , λ′′r, λ′′r+1 = λ.
Towards the proof of (2), first observe that for j such that 1 ≤ j < i0 or j0 ≤ j ≤ r + 1, we have
λ′′j = λ′j ≥ λ˜
j
= λj .
It remains to show that for j such that i0 ≤ j < j0 and k such that 1 ≤ k ≤ j, it holds that
λ′′j1 + · · ·+ λ
′′j
k ≥ λ
j
1 + · · ·+ λ
j
k. (6.12)
For such j, let rj denote the position in row j in which P
′′ differs from P ′.
We consider three cases: k < rj , i0 ≤ k, and rj ≤ k < i0 (this last may not occur if i0 ≤ rj ). In the
first case we have
λ′′j1 + · · ·+ λ
′′j
k = λ
′j
1 + · · ·+ λ
′j
k ≥ λ˜
j
1 + · · ·+ λ˜
j
k ≥ λ
j
1 + · · ·+ λ
j
k
and in the second case
λ′′j1 + · · ·+ λ
′′j
k ≥ λ
′j
1 + · · ·+ λ
′j
k − 1 ≥ λ˜
j
1 + · · ·+ λ˜
j
k − 1 = λ
j
1 + · · ·+ λ
j
k.
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In the third case, using the fact that P ′′ is a pattern, we have:
λ′′j1 + · · ·+ λ
′′j
k ≥ λ
′′k
1 + · · ·+ λ
′′k
k = λ
′k
1 + · · ·+ λ
′k
k ≥ λ˜
k
1 + · · ·+ λ˜
k
k = λ
k
1 + · · ·+ λ
k
k = λ
j
1 + · · ·+ λ
j
k
which completes the proof of (2).
Let us now prove (3). Since P ′′ is given to be P, it follows that P ′ differs from P in exactly one
position on each of the rows i0, . . . , j0 − 1 and furthermore the difference in each case is only that the
entry of P ′ is precisely one more than the corresponding entry of P. Thus, as far as other rows are
concerned, that is, for j not in the range i0 ≤ j < j, we have λ
′j = λj = λ˜
j
.
Now let j be fixed such that i0 ≤ j < j. We need to show λ
′j = λ˜
j
, or, in more detail, λ′ji = λ˜
j
i for all
i, 1 ≤ i ≤ j. Suppose that we have proved this for i in the range 1 ≤ i < i0. Then, since
λ′j1 + · · ·+ λ
′j
i0−1
+ λ′ji0 ≥ λ˜
j
1 + · · ·+ λ˜
j
i0−1
+ λji0
(this equation holds because P ′ ≥ P˜), it would follow that λ′ji0 ≥ λ˜
j
i0
= λji0 + 1. But given how little
P ′ is allowed to differ from P, it would follow that equality holds here, that is, λ′ji0 = λ˜
j
i0
= λji0 + 1.
Moreover it would follow for the same reason that λ′ji = λ
j
i = λ˜
j
i for i in the range i > i0 as well, and
we would be done with the proof of (3).
Thus it only remains to prove that λ′ji = λ˜
j
i for i in the range 1 ≤ i < i0, which we proceed to do by
induction on i. The induction hypothesis is that λ′js = λ˜
j
s for 1 ≤ s < i (which is vacuously true in the
base case i = 1). Since
λ′j1 + · · ·+ λ
′j
i−1 + λ
′j
i ≥ λ˜
j
1 + · · ·+ λ˜
j
i−1 + λ
j
i
(this equation holds because P ′ ≥ P˜), it follows that λ′ji ≥ λ˜
j
i . Using this (as the fourth (in)equality in
the string of (in)equalities below), we have:
λj0i = λ
′′j0
i = λ
′j0
i ≥ λ
′j
i ≥ λ˜
j
i = λ
j
i = λ
j0
i so that λ
′j
i = λ˜
j
i (= λ
j
i = λ
j0
i )
where, the first equality is justified because P ′′ is given to be equal to P; the second because P ′′ and
P ′ have the same jth0 row (among others); the third because P
′ is a pattern; the fifth because P˜ differs
from P only in positions i0 in rows i0, . . . , j0 − 1; and, finally, the sixth by the choice of i0 and j0. This
finishes the proof of (3).
Turning to (4), given how Ej0,i0 is a linear combination of operators as in (6.10) and the formula (4.3)
for the action of Ek+1,k on a Gelfand-Tsetlin basis vector, it suffices to prove the following:
Suppose that Qi0 , . . . , Qj0 be a sequence of patterns (indexed by k in the range i0 ≤
k ≤ j0) and σ a permutation of the set {i0, . . . , j0 − 1} such that Qi0 = P˜, Qj0 = P,
and, for each k, i0 ≤ k < j0, the pattern Qk+1 is obtained from Qk by making only
one change, namely, decreasing the entry in position i0 in the row σ(k). Then σ is the
identity permutation.
By way of contradiction, suppose that σ is not the identity. Let k be least such that σ(k) 6= k. Then
σ(k) > k. Compare the entries in position i0 on rows σ(k) and k in the pattern Qk+1. The former is 1
less than the latter, which contradicts the assumption that Qk+1 is a pattern. This finishes the proof
of (4) and so also of the lemma. ✷
We now turn to the proof of (6.2) of Theorem 4. Combining item (3) of Lemma 5 with (6.8), we obtain
the following:
cPP =
cP˜
P˜
ℓj0i0 − ℓ
j0−1
i0
× the coefficient of ξP in Ej0,i0ξP˜ . (6.13)
Substituting for cP˜
P˜
its value from (6.6), we see that it suffices to prove the following:
Lemma 6. The coefficient of ξP in Ej0,i0ξP˜ equals
j0−1∏
p=i0+1
1
(ℓj0−1i0 − ℓ
j0−1
p + 1)
. (6.14)
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PROOF: Item (4) of Lemma 5 says that the required coefficient equals
j0−1∏
p=i0
coefficient of ξ
P˜(p+1) in Ep+1,p ξP˜(p).
From (4.3) in Theorem 1, we see that, for p in the range i0 ≤ p < j0, the coefficient of ξP˜(p+1) in
Ep+1,p ξP˜(p) is ∏p−1
q=1(αi0 + 1− αq)∏i0−1
q=1 (αi0 + 1− αq)×
∏p
q=i0+1
(αi0 + 1− αq)
=
1
(αi0 + 1− αp)
=
1
(ℓj0−1i0 − ℓ
j0−1
p + 1)
where we have denoted by αq the value ℓ
q
q = ℓ
q+1
q = . . . = ℓ
j0−1
q (for q in the range 1 ≤ q < j0). This
finishes the proof of Lemma 6 and so also that of Theorem 4. ✷
7. AN EXAMPLE ILLUSTRATING THEOREM 4
Let g = sl3 (that is, r = 2). Let λ = 4ǫ1 + 2ǫ2 and λ = 4 ≥ 2 ≥ 0. In P(λ) there are three patterns of
weight 0 and here they are listed in row-dominance order:
2
4 0
4 2 0
≥
2
3 1
4 2 0
≥
2
2 2
4 2 0
Let us denote them by P1, P2, and P3 respectively. Letting ξ1, ξ2, and ξ3 be the corresponding GT
basis elements of V (λ) and v1, v2, v3 the corresponding Chari-Loktev basis elements, we have:

v1
v2
v3

 =


1/4 0 0
−1/4 1/4 0
1/24 −1/8 1/24




ξ1
ξ2
ξ3


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