Abstract-In our previous work we designed and evaluated the feasibility of highly secure and dependable identity providers (IdPs) for the increasing requirements of future IT infrastructures. In this position paper we extend our previous work by analyzing and discussing the benefits of deploying highly secure and dependable identity providers-as-a-service (IdP-as-aService), without compromising the confidentiality of sensitive data and operations. In order to achieve this goal, we discuss some of the forefront challenges of deploying IdP-as-a-Service as a cloud-of-clouds model to ensure important properties such as the resistance against different types of threats and attacks, arbitrary faults, and make it more realistic to improve the system availability up to the three-nines mark. Notwithstanding, the main opportunities towards IdP-as-a-Service are also analyzed. We finish the paper proposing a sustainable business model based on our previous deployments and results, showing that it can be a win-win opportunity, i.e., both IdP-as-a-Service providers and customers can benefit from it.
I. INTRODUCTION
F UTURE IT infrastructures will further combine and foster the interoperability of several computing, storage and networking technologies, such as those driven by new concepts and architectures like software-defined networks (SDN), software-defined storage (SDS), software-defined computing (SDC) and software-defined management (SDM), orchestrated by the control elements of software-defined environments (SDE) [1] , [2] . In other words, on-demand provisioning will become the rule rather than the exception in all layers of current and future IT infrastructures. In particular, SDN was one of the key missing pieces to complete the SDE puzzle, enabling on-demand provisioning of network resources [1] , [3] .
In this new software-defined world (SDW), comprised by a myriad of advanced technologies and world-wide interoperability/integrations (e.g., cross-domain authentication, federations of authentication and authorization infrastructures, and so forth), enterprises (from small to large) can benefit from the on-demand service and IaaS provisioning offered by flexible and dynamic software-driven IT architectures and infrastructures. Different critical sectors, traditionally more resistant to changes, have been investing on cloud-based (outsourced) IT infrastructures and services, such as oil and gas industry and banks [4] , [5] .
Yet, some of the major challenges are related to the need of providing and ensuring higher degrees of security and dependability on different types of systems [6] , [7] , [8] , [9] . Strictly speaking, it is essential to have in mind that the dynamic provisioning of IT services for future environments will have to consider different crucial aspects, such as performance, high availability, confidentiality, privacy, fault tolerance, and automated security, also from a conceptual and design perspective and not only as optional bolted-on features appended to the systems in an ad-hoc mode when it is already too late, i.e., data leakage or intrusions have already happened [6] , [10] , [11] . In fact, security and dependability of essential services is becoming a first class concern for enterprises that depend on systems connected to the Internet. One of the reasons is that the number and criticality of security threats have been rising at the same time that attacks are getting more sophisticated and challenging to deal with. Advanced persistent threats, large scale distributed denial of service and data leakage are becoming more frequent and dangerous to the enterprise business, governments and nearly all sorts of institutions [12] , [13] , [14] , [15] , [16] .
Identity providers (e.g., OpenID providers) are not an exception. Recent research indicates that there is a significant gap on the provisioning of highly secure and dependable IdPs, representing one of the top concerns for future IT infrastructures [17] , [18] , [19] . Therefore, to best of our knowledge, we are proposing the first IdP-as-a-Service based on a cloud-of-clouds model for deploying highly secure and dependable IdPs. This can be achieved by combining different advanced techniques from distributed systems, dependability and security. Furthermore, we have already shown how it is possible to take advantage of multi-infrastructures (e.g., data centers) to increase the robustness of the system for tolerating different types of faults and attacks [18] , [19] , [20] .
An OpenID-as-a-service has been proposed before [21] . However, it fails at addressing several security and dependability issues of current identity providers, as we have further depicted in our previous work [18] , [19] , [20] . Moreover, it uses only a single cloud, based on OpenStack, to scale the OpenID service, which is susceptible to several threats and performance issues [7] , [8] , [22] .
Our main contribution is a cloud-of-clouds IdP model for achieving the technical and financial requirements of future IT infrastructures. In other words, the model has to be capable of taking advantage of the benefits provided by diverse infrastructures and still being cost effective, i.e., represent an interesting business opportunity for both providers and customers. Therefore, in this position paper we discuss the five essential challenges for deploying IdP-as-a-Service on a cloudof-clouds model. First, deployment and operation challenges, advantages and disadvantages on different scenarios, such as collocation, private cloud, public cloud, and telco cloud are discussed. Second, we analyze the main trade-offs of different deployment alternatives. Third, we introduce the challenges and potential solutions for ensuring the confidentiality and privacy of sensitive data in a cloud-of-clouds environment. Forth, we dissect the main challenges of small and medium enterprise on building highly secure and dependable systems for future IT infrastructures. Finally, we provide a step-by-step cost analysis, based on our previous deployments and a real IT infrastructure use case, of the IdP-as-a-Service model and the new opportunities for both providers and customers.
II. PROBLEM STATEMENT IdPs are arguably important services of current and future IT infrastructures. However, existing solutions have several vulnerabilities and weaknesses, being incapable of ensuring high levels of security and dependability required by the new and dynamic world of enterprises that day-after-day depend more heavily on IT systems. For instance, currently available and deployed identity providers can be threatened by different advanced persistent threats, large scale DDoS attacks, security breaches caused by software or infrastructure vulnerabilities, and so forth [12] , [13] , [15] , [16] , [17] .
RADIUS and OpenID are examples of services with different weakness regarding security and dependability [17] , [18] , [19] , [20] , as summarized in Table I . Current implementations and deployments are highly susceptible to: (i) common vulnerabilities in different parts of the IT stack; (ii) sensitive data leakage due to the fact that keys and certificates are commonly stored in the operating system's file system; and (iii) resource depletion attacks when deployed on the same physical server with current virtualization technologies (e.g., Xen hypervisor). Another issue worth mentioning is the fact that those services are commonly deployed in a single physical infrastructure (e.g., single physical machine or multiple servers in a single data center). This is still a wide spread practice in most enterprise environments, with some forefront exceptions such as cloud providers, which have several data centers in different locations. Notwithstanding, there is also a very high inherent complexity in deploying and managing current networks and services. This fact has been one of the main propeller of initiatives towards outsourcing of middleboxes [23] , routing control logic [24] , among other network functionality [25] , [26] .
In an interconnected and interdependent world, an energy outage in one IdP could impact many uses in distinct locations. This is the case of eduroam [27] , where an energy outage in one university can simply deny the access of thousands of users to resources geographically dispersed. Therefore, it is of paramount importance to design IdPs that can be easily deployed across multiple physical infrastructures, such as different data centers or clouds.
This scenario is becoming even more critical once identity providers are being deployed for ensuring the security (e.g., access control) of large-scale distributed virtual networks, controlling not only users but also virtual routers and virtual machines [28] . Therefore, their security and dependability is a crucial issue for ensuring different security, availability and safety properties of future IT infrastructures [6] , [29] .
To tackle with some of those issues regarding security and dependability of critical services, we have proposed and evaluated the feasibility of resilient and trustworthy IdP services [18] , [19] , [20] , [30] . While these system designs and implementations solve different of the afore mentioned issues of OpenID and RADIUS-like services, they pose also additional challenges for small and medium enterprise. Highly secure and dependable services are not simple and easy to develop, deploy and operate because they require different high skilled professionals (e.g., security specialists, distributed systems experts, system operation specialists, and highly skilled network operators) that are costly to afford and maintain, in particular for enterprise that do not have IT as their main business goal. Notwithstanding, both the IT infrastructure and human resources are much more expensive for small and medium enterprise when compared to larger companies [31] .
At a first glance, one could think of outsourcing identity providers to one cloud provider. But, there are also several limitations of cloud providers that can have a significant impact on the system security and reliability, such as privacy, confidentiality, product/cloud provider lock-in, possibility of data loss, application interfaces and interoperability, geographical location of data, higher levels of failure when compared to traditional in-house machines, and so forth [7] , [8] , [22] , [32] .
Therefore, in this position paper we argue for secure and dependable IdP-as-a-Service using a cloud-of-clouds model. For different applications, such as storage, database systems, and experimentation testbeds, it has already been shown that multi-cloud systems can help to free the consumer from technical and business failures that any single cloud provider might be experiencing, prevent vendor lock-in, increase security and dependability, and reduce overall service cost by choosing the most cost-effective cloud providers [33] , [34] , [35] , [36] .
III. TOWARDS SECURE AND DEPENDABLE IDP-AS-A-SERVICE

A. A Resilient and Secure IdP Architecture
Previously, we depicted a functional model, system design artifacts and essential techniques required for developing and deploying more secure and dependable identity providers for future IT infrastructures [18] , [19] , [20] . Furthermore, we analyzed some of the main trade offs of deploying robust and resilient services on a single physical machine or on multiple physical infrastructures. Whereas the performance can be boosted when deploying the system on a single physical infrastructure (e.g., data center), a deployment on multiple physical infrastructures (e.g., three different data centers) can significantly augment the system's resistance against physical and logical failures, first class DDoS attacks and resource depletion attacks, i.e., improve in orders of magnitude the system robustness and overall availability. Figure 1 illustrates our proposed architecture with replicated components for higher availability. The IdP service replicas are capable of tolerating arbitrary faults, i.e., any accidental or malicious faults such as those caused by different types of attacks. Compared with a tradicional identify provider architecture (e.g., OpenID), two new components, IdP gateways and secure elements, are employed to safeguard the authentication systems without compromising backward compatibility. Further details regarding the system elements, protocols and technologies can be found in our previous work [18] , [19] , [20] . Figure 2 illustrates a deployment of our prototype in a multi-cloud enviroment. In this case, there are five clouds, being three public clouds (IdP replicas: IdP-R1, IdP-R2, IdP-R3), one private cloud (gateway GW1) and one colocation (gateway GW2). Additionally, there are also two service providers (SP1/RP1 and SP2/RP2), each of them running on a different public clouds, and end users using the IdP service to access the resources provided by SP1 and SP2, respectively. This deployment example is only to give an idea of the possibilites realized through our proposed architecture. In fact, we have already experienced its deployment across multiple data centers geographically distributed.
B. Multi-environment Deployment Trade Offs
Our resilient IdP architecture is designed to be deployable on diverse environments. A deployment in a single data center can achieve a high throughput (e.g., 2,200 authentications/s), while a multi-data center deployment can impose a higher communication latency, reducing the number of authentications/s [19] , [20] . Yet, a multi-data center deployment can ensure higher levels of availability and provide protection mechanisms for resisting against different kinds of resource exhaustion attacks, large scale DDoS, and so forth [19] , [20] . Therefore, decide between one or another deployment depends on the specific requirements of the enterprise, i.e., the IdP customer. Figure 3 advances a step further our previous research and analysis [19] by extending the trade offs to multi-data center and multi-cloud environments. Here we only consider deployments targeting high availability and resistance against multiple types of threats and attacks. As we previously analyzed in details and numbers, the performance tends to degrade with the geographic distribution of machines due to (mainly) the increase in the network latency [20] . Different data centers of a single cloud provider can perform better than a multicloud setup if the provider has dedicated and efficient network links between the data centers. Otherwise, the performance of a multi-data center deployment will be similar to a multicloud environment. In this position paper, we assume only public networks in a multi-cloud configuration, which is still the most common case. Nevertheless, we are also aware that this scenario is likely going to change in a near future due to the advancements being fostered by SDN, which have already reached the backbone of telco companies such as NTT. The susceptibility to physical and logical failures reduces with the increasing diversity of physical infrastructures. While one single data center can suffer an energy or communication blackout, it is much less likely to affect multiple data centers or cloud providers at the same time. Additionally, multienvironment configurations also increase the system availability. Moreover, multi-infrastructure deployments can give a considerable push towards achieving the "three-nines" mark of system availability [37] .
Multi-infrastructure deployments also augment the system resistance against different types of attacks and vulnerabilities. Large scale DDoS attacks and common vulnerabilities (e.g., in security mechanisms, hypervisors, operating systems, physical network, physical servers, etc.) have less chance of affecting the system in a multi-cloud deployment. Each cloud provider has its own systems and protection mechanisms, making the task of any attacker much harder. In fact, some cloud providers have already shown how it is possible to protect cloud services against large scale DDoS by taking advantage of the huge amount of resources offered by different data centers and the right defense mechanisms, such as anycast methods [14] , [38] .
C. Where to deploy the system elements?
Should we use colocation, private cloud, public cloud, hybrid cloud or telco cloud? What are the most common advantages and disadvantages of each choice? There is no simple answer to these questions. Each environment is capable of providing different properties and benefits. Therefore, choose which one is the most adequate to deploy your IdPas-a-Service is highly dependent on the specific requirements of the enterprise. For instance, while it is hard to ensure data confidentiality and privacy against a malicious sysadmin of a public cloud provider, to build a private cloud or rent a space in a data center for your own physical machines (colocation) will enable higher levels of protection regarding the confidentiality and privacy of sensitive data. But, at the same time, private clouds and colocation can also increase CAPEX and OPEX [39] . Differently, public clouds are less risky and more elastic in terms of scaling and costs.
There are IT companies specialized in offering colocationas-a-service (CaaS), with data centers geographically dispersed, i.e., customers can rent spaces in different locations to increase their system availability. However, the main drawbacks of this approach is that you still need to manage your own infrastructure, as well as have a plan for scaling, which can be tricky and susceptible to the market reactions to the enterprise's products and services.
Cloud providers (e.g., Figure 4 ) are a much more flexible (and impose less risks) alternative to most enterprises. One can simple start with a single computing unit and dynamically scale up (on-demand) to thousands of nodes. Consequently, this reduces risks, CAPEX and OPEX. In the worst case, if the business fails, it is as simple as to scale down to zero resources. On the other hand, it would be harder get rid of the infrastructure if using colocation or building your own private cloud. Independently of the business success or not, you would still have the IT infrastructure. Eventually, if the business fails, sell it to a cloud provider at a relatively low price compared to the CAPEX and OPEX spent in the IT infrastructure. Typical cloud providers, such as Google, Amazon, and RackSpace, allow customers to choose between public and private clouds. As an example, Amazon have special contracts for companies willing to have their own private cloud, with higher security guarantees (e.g., confidentiality, privacy, and so forth). In spite of the fact that you are not the owner of the private cloud, you have contractual guarantees, i.e., the contract is the critical piece of the puzzle. Alternatively, it is also possible to build your own private cloud(s). Going a bit further, it can be interesting to consider a hybrid model, i.e., use your (potentially small) private cloud for critical and sensitive data and operations, while the less sensitive data and services of the business can be deployed on a public cloud. The main advantages of private clouds are with respect to security properties such as confidentiality and privacy, which are a bit harder to achieve or guarantee in public clouds.
Interestingly, another type of cloud model is rising, the telco cloud [40] . [41] .
Telco clouds have a clear advantage on the provisioning of network-as-a-service (NaaS), network-level security and QoS at the network level. This is particularly true between geographically dispersed data centers or cloud infrastructures. Most of the other cloud providers cannot afford to have their own network infrastructure between data centers spread across the globe. Therefore, they are tied to the contracts, services, prices and transport technologies of carrier network providers. Yet, inside a single data center, all cloud providers have the same capabilities of providing an infrastructure capable of offering NaaS and ensuring security and QoS properties.
D. Confidentiality and Privacy: more challenges ahead
Ensure the confidentiality and privacy of sensitive data and operations in public clouds is one of the major challenges for deploying IdP-as-a-Service. Therefore, multi-cloud deployments require new methods and techniques for ensuring the confidentiality of the most critical parts of the system.
In traditional deployments, server keys, session keys, authentication assertions, and so forth, can be easily compromised with access to the authentication servers. Therefore, we proposed in our previous work to split these services in two parts. The first is comprised by the traditional service/protocol itself, while the second is a special purpose component for isolating the essential operations and data required to authenticate and authorize clients. This isolation can be achieved through secure elements of different types, depending mainly on the specific requirements of the target environment [18] , [19] , [20] . The secure elements, proposed in our previous work, are specialized components that significantly enhance the security (in particular confidentiality) of the system without sacrificing system properties such as high availability and performance. To this purpose, we have designed a simple and common interface which can be easily implemented in different hardware or software platforms, such as grids of Some potential alternatives are tough available. However, each of them has certain requirements that can lead to low system performance, changes on the traditional protocol specifications or careful deployment and modification of some essential elements of our previously proposed architecture, such as the gateway. Let's briefly introduce and discuss a few possibilities and their implications, such as cryptographic cloud storage [42] , shared cloud-backed file systems [35] , encrypted database systems [43] , [44] , and secret sharing schemes [45] , [46] . Cryptographic cloud storage [42] and shared cloud-backed file systems [35] can be used to provide integrity and confidentiality properties between users and the backend authentication servers. Those services offer secure and reliable storage functionality by ensuring properties such as privacy and confidentiality through multi-cloud environments and cryptographic schemes. However, to use them as an anchor of trust in an IdP-as-a-Service infrastructure, we would face at least three problems. First, shared and cryptographic storage protect only the data, but not the operations (e.g., sensitive cryptographic operations). Second, while on the client side they are simple to use (because they are designed to be Dropbox-like solutions), it is more tricky to adapt those solutions on the authentication backend components. In particular, the authentication protocols (e.g., RADIUS, OpenID) would have to be adapted. Third, these solutions require special purpose component (e.g., data processor) on the client side. This component is responsible for encrypting data (and ensuring a fair data distribution) before sending it to the multi-cloud storage system.
Encrypted databases [43] , [44] can be considered as a second alternative. However, in order to effectively use an encrypted database on the backend authentication server for ensuring data and operations confidentiality and privacy, it would be necessary to change both clients and relying parties of OpenID-based architectures. Furthermore, the authentication protocol would have to be changed as well to accommodate the new authentication operations based on encrypted data.
Alternatively, secret sharing algorithms [45] , [46] can be used to ensure confidentiality of sensitive data. Differently from the other two approaches, secret sharing does not impose backward compatibility problems. It poses only two challenges. First, the gateway element has to be modified in order to "join the shares" of the sensitive data (e.g., message signatures) from the different IdP service replicas. As secret sharing guarantees that with only t (threshold) shares one is able to build a valid piece of data, this would restrict the activity of any malicious cloud provider or attacker in possession of less than t shares of the secret. The second issue is that the gateway becomes now a critical element of the architecture because is assembles valid messages based on t shares received from different authentication replicas. Additionally, the gateway may also be the "dealer" of the secret sharing algorithm, i.e., the element responsible for distributing the shares to each replica or secure element of the system. Therefore, the gateway has to be protected, i.e., cannot be deployed on public or telco clouds. It should be deployed on private clouds or in collocation mode to ensure that the client (e.g., enterprise company A) is the only one with access and control over the gateway elements. This characterizes a hybrid cloud scenario.
E. Main challenges for small and medium enterprises
Secure and resilient IdPs are capable of supporting different types of threats, such as advanced persistent threats, large scale DDoS, physical and logical disruption, and ensuring critical security properties (e.g., confidentiality) [18] , [19] , [20] . However, to develop and deploy such kind of systems is not a simple or easy task. It requires different specialized skills in security, distributed systems, networking, systems operation, and so forth. Yet, most of small and medium enterprises are not able (or willing) to afford the cost of highly specialized IT teams to support those kind of advanced systems. In general, only large IT companies such as Google, Amazon, Rackspace, Microsoft, among others, can afford to spend considerable sums of money on highly skilled teams. Moreover, as it has already been shown, the overall infrastructure (e.g., CPU, storage, etc.) and human resources costs reduces significantly with the size of the enterprise [31] . For instance, in large scale IT providers the server admin ratio is 800 to 1k, while in small enterprises this ratio is approximately eight times smaller. This means that small enterprises have a nearly 8x higher OPEX cost considering only human resources.
Furthermore, we also need to add other variables, which add extra complexity to the provisioning of highly secure and dependable services across multiple infrastructures. Examples include the variation in cost models from provider to provider, unclear contracts (i.e., do not specify all the details and tools available to the customer), significant performance variation and quality of service guarantees between different cloud providers, diversity of technical tools and resources for deploying systems across multiple infrastructures, different levels of failures between distinct providers, and so forth [31] , [47] , [48] . In other words, there are too many risks and costs in building and owning their own secure and dependable identity providers for small and medium enterprises.
On the other hand, large IT providers already have large and globally spread physical infrastructures and highly skilled IT teams in various areas, such as operating systems, distributed systems, security, database systems, and so forth. Therefore, for them it is not costly or risky to provide new kinds of systems-as-a-service. On the contrary, this can add more revenue opportunities to their portfolio of products and services.
IV. SECURE AND DEPENDABLE IDP-AS-A-SERVICE: A WIN-WIN OPPORTUNITY AHEAD
In this section we start by summarizing the first experimental results regarding to the performance of our prototype implementation, a multi-environment deployable secure and dependable identity provider. After that, we discuss the scaling capacity of the system based on data analysis of a real enterprise environment. Following, we analyze, discuss and propose secure and dependable IdP-as-a-Service as a viable and interesting win-win opportunity for cloud providers, new IT startups and customer, i.e., normal enterprises.
A. First experiments and results
Table II summarizes the first results of deploying our resilient and secure IdP prototype on three distinct computing environments, one single physical machine (UFAM-VMs), one single data center with multiple computing instances (Amazon-EC2, using m3.xlarge nodes [49] ), and multiple data centers (Amazon-ECs, data centers of N. Virginia, N. California and Oregon). A complete description of the environments and results regarding fault tolerance and attacks can be found in our previous work [30] , [20] . The best throughput is achieved by the Amazon-EC2, reaching over 2,200 OpenID 2.0 authentications/s. The main difference between UFAM-VMs and Amazon-EC2 is the computing power of the nodes, which are twice 2x more powerful in the Amazon-EC2 environment. In the UFAM-VMs we achieved a throughput of approximately 1k authentications/s. Lastly, the inter-data center deployment (Amazon-DCs), despite using the same computing nodes of the Amazon-EC2 environment, achieved the lowest performance. The main cause of this substantial drop in performance was the network latency between data centers, which was around 94x higher than the latency in the other two environments. Nevertheless, the performance (up to 114 authentications/s with 100 clients) is still enough to support the demand of enterprises with thousands of users, as shown by our statistics analysis of a real environment (see next section). Another interesting thing to mention is the fact that we have already identified several optimizations and improvements that can be done to significantly increase the system performance in all three setups [30] .
B. Discussing the capacity and scaling of the system
We used the authentication statistics of a real IT infrastructure to statistically estimate the capacity of our prototype, i.e., to estimate the number of users that it can support. The reference institution has two authentication systems, multiple OpenLDAP and Active Directory (AD) servers.
Both authentication services are used by almost all the services and protocolos of the institution, such as SMTP and HTTP servers, Windows system services and components, IEEE 802.1X in wireless infrastructures, and Web content management systems. The authentication of dozens of online systems, provided by the institution to approximately 11.5k users, is also integrated through OpenLDAP. Furthermore, all logons on Windows and Linux labs, as well as other PCs, are also controlled by these two systems.
By analyzing seven days of logs from the OpenLDAP and AD servers, we identified: (a) 143,907 authentications during the worst peak hour (OpenLDAP + AD authentications per hour), which means an average of nearly 40 authentications per second; (b) 118 authentications in the worst possible case (worst OpenLDAP peak second + worst AD peak second), which in practice did not happened because the hour/second was not the same for both systems; (c) less than 102 authentications/s throughout all the seconds of the analyzed period. Table III summarizes the capabilities of our prototype considering all three environments. Furthermore, we also estimate the number of users supported by increasing the number of instances (gateways and replicas) of the system. For instance, two gateways and eight replicas, four replicas working with each gateway, can potentially increase the system's performance by 2x (nearly linear performance). In this case, it is necessary to split the users among the instances (e.g., 50%) and/or apply load balancing techniques [50] on the gateways and database sharding techniques [51] on the replicas. A total of 10k users requires an average of around 40 authentications/s, considering an environment similar to the one described. Consequently, all three environments support this demand, requiring only 4.16% of the computing power of UFAM-VMs, 1.78% of Amazon-EC2, and 35.07% of AmazonDCs. The Amazon-EC2 environment is capable of supporting an IT infrastructure with more than 500k users. This takes into consideration only the current implementation of the prototype. Though, there are different optimizations that could be done on the system and computing environment, such as (a) use the most recent version of BFT-SMaRT [52] , which has several performance and durability optimization; (b) use optimized pools of thread on the gateway; (c) use multiple gateways, since the replicas are capable of processing more than 70k raw messages per second [52] ; (d) use more powerful computing nodes such as m3.2xlarge [49] , which nearly double the computing power of the nodes used in Amazon-EC2 environment; and (e) send requests in batches between the gateway and replicas. Therefore, we can arguably say that our system can be extended for supporting environments with more than 1M users and/or networked devices and systems that require more resilient and trustworthy authentication services.
C. Towards IdP-as-a-service: a win-win opportunity
Next, we provide cost estimations and discuss the possibilities of building reliable third party IdPs using a cloud-ofclouds model. Based on our previous evidence and experiments, we believe that there is a promising opportunity for the provisioning of secure and dependable IdP-as-a-Service. Our discussion and cost estimations corroborate in demonstrating the feasibility and benefits of IdPs-as-a-service.
With our Amazon-EC2 environment, we are capable of handling authentication requests of IT infrastructures with more than 500k users without any further optimizations on the system. As one Amazon EC2 m3.xlarge node costs 0.45 dollars an hour, and we used five of those nodes, we have a total cost of 54 dollars per day (at full operation/capacity). In one year we would have to spend $17,541.90, which is barely enough to buy the machines with the required computing power. If we look at an average salary of a security specialist [53] ($46,000/year), we can easily conclude that the cloud infrastructure costs is much less than the average salary of a single security specialist. Yet, we are not considering the infrastructure and maintenance costs (CAPEX, OPEX, TCO). Consequently, the outsourcing of critical services to specialized companies (e.g., Amazon) would be an interesting option to consider.
The infrastructure (virtual servers) at Amazon costs 17,541.90 per year. If we add to that 50% to provide the service (e.g., an OpenID provider), we come up with a total spending of 26,312.85 dollars, which is still cheaper than to have your own infrastructure and human resources. Yet, to Amazon, it could be an attractive business because the most complicated and costly part is the infrastructure, which is already provided. Therefore, as the company already has the required expertise (specialized infrastructure operation and security teams, and so forth), it is reasonable to add just another 50% to provide a IdP-as-a-Service. Consequently, both Amazon and customers would benefit from the technical and business model.
If we think about large scale demands (e.g., millions of users), things get even more interesting. For instance, with two instances of our Amazon-EC2 environment, we are capable of supporting an IT infrastructure with 1M users. In this case, the infrastructure provisioning would cost 35,083.80 dollars per year, which is not enough to pay one single security specialist. Table IV gives a roughly idea of the spending costs of using secure, dependable and optimized identity providers from third parties, which could be provided as a service by companies such as Amazon, Rack Space, Google, or by a startup building a cloud-of-clouds service. We calculated the costs following the estimations presented in Table III . The infrastructure costs represents the real market practice (values) of Amazon. As an estimative, we consider that a company such as Amazon, which already provides the elastic infrastructure, is providing as well the IdP service. Thus, we added a service cost of $0.055037 per user, which we think is a reasonable value based on some OPEX costs estimation, with a good margin of net revenues. In the end, as can be observed, we have an average cost (IaaS + service) of $0.090077 per user/year. This value can arguably be considered as inexpensive for the customer and profitably for the service provider. Therefore, we could easily increase the service costs to make the business (from the service provider perspective) even more attractive. However, it is worth emphasizing that the key issue is to optimize the resources of the IdP-as-a-Service, i.e., do not over allocate resources before the demand. An IdP-as-a-Service has to be highly elastic and dynamically allocate the resources based on the business growth and customer needs.
Based on our numbers, one single customer, considering the average number of authentications/s and a demand of around 500k users, would generate an income of $90,120.80 per year (89.11% of an Amazon-EC2 like setup + service cost) for the service provider. If we extrapolate the costs and assume that a single user costs half a dollar per year, which is still extremely cheap for the customer, we would reach an astonishing 250k dollars for one single customer with 500k users, making this business highly profitable. For instance, in practical terms, a company like Facebook, which has over one billion active users [54] , can reach a profit of 1.86 billion dollars only from user generated content [55] . This means that such companies would most probably be able to pay $0.090077 for having outsourced reliable and secure authentication and authorization infrastructures. Of course that a company like Facebook, due to the fact that it already owns a huge computing infrastructure and specialized human resources, could opt to have its own IdP service. However, other companies, whose main business is not IT, such as eBay, PayPal, among many others, could more likely opt for outsourced high quality authentication and authorization services. Notwithstanding, most of small and medium scale businesses would easily benefit from outsources IdP services. It is worth emphasizing that the service cost estimated in Table IV represents the revenue of a potential startup company specialized in building and provisioning of secure and dependable IdP-as-a-Service. In other words, a single enterprise customer (e.g., online social network system/business) with 10M users would generate an income of $902,169.00, which is reasonable enough to keep a team of specialized IT engineers.
V. FINAL REMARKS
In our previous work, we have dissected how it is possible to build more secure and dependable identity providers, which are one of the key components for ensuring the security of most IT infrastructures and systems. By developing different prototypes (e.g., resilient RADIUS, resilient OpenID) we have shown that it is possible to tolerate arbitrary faults (e.g., energy disruptions, connectivity failures, common software vulnerabilities, and so forth) and different types of attacks. However, small and medium enterprises cannot afford highly specialized IT teams to deploy and operate sophisticated systems, capable of ensuring critical properties such as confidentiality (despite eventual intrusions or malicious sysadmins), privacy and high availability (e.g., three-nines). To overcome the complexity and costs of deploying secure and dependable IdPs, we proposed IdP-as-a-Service as a viable and interesting win-win opportunity. IdP-as-a-Service can be built as a cloud-of-clouds model to achieve high levels of availability, scalability, elasticity, costeffectiveness and robustness against a large diversity of threats and accidental or intentional problems.
Based on our first analysis, taking into account data and statistics from real environments and deployments, we discussed how IdP-as-a-Service can represent a new opportunity for cloud providers (or startups) willing to invest in this market niche. Some of the main challenges to overcome are related to identify and deploy the most appropriate system components for achieving elastic environments, high performance, and high levels of security, in particular regarding confidentiality and privacy of sensitive data and operations. DIEGO KREUTZ, EDUARDO FEITOSA: IDENTITY PROVIDERS-AS-A-SERVICE 107
