On the other hand, the use of well proven structured grid flow solvers in combination with the overset grid approach 1, 2 has proven to be a viable alternative to the fully unstructured grid approach for simulating high Reynolds number flows around complex configurations.
Overset Grid Background:
In the overset grid approach, the complex aircraft configuration is first decomposed into a set of components, each with a relatively simple geometry. This is followed by the independent meshing of each such component using oftile timemarching scheme adapted for theflowsolvers usedwithineach component gridandis referred to as theintergridcommunication. Theintergridcommunication scheme seeks thenecessary interpolation datafrom thehexahedral computational cellofthedonor gridthatcontains theIGBPinquestion andsuchcellsarereferred to asthedonorcells.Therefore theoverset gridapproach requires theidentification of thefollowing entities in alltheqomponent grids:a) holepoints, b) IBGP's, c)donorcellsandd) tri-linearinterpolation coefficients. For thetestcases considered in this study, weusedDCF3D 3 software runningona workstation to accomplish this taskasa preprocessing step.It shouldbenotedthat this intergridcommunication process canhavea highly irregular structuredepending uponthe relativepositioning of the component grids. In the following sections, the parallel implementation strategy is summarized and the geometry of the two selected problems is described along with the boundary conditions. Component grid partitioning strategies based on 1) the aspect ratio of each grid, and 2) minimization of intergrid communication load imbalance associated with each processor, are explored. 
where Q_+I is the vector of discrete flow field variables belonging to the i-th component grid at the time level (t + At) and N is the total number of component grids involved.
It should be noted that Fi may not be a functionof all Qi,(i = 1,2,..., N). The exact functional dependence is determined by the relative overlapping positions of the component grids.
Implicit Approach:
There are a variety of iterative approaches available for the solution of the system of equations given by Eq. (1).
The implicit flow solvers used in this study use a non-iterative time marching scheme for its solution.
In this approach, the system of equations are linearized about the already known solutions Q_', (i = 1, 2,..., N). Then the resulting global system of linear algebraic equations are given by: with the case of processing the same grid on all of the available processors. In addition, the task granularity associated with the implementation would also be higher, resulting in reduced overheads and still higher parallel efficiencies. Also,giventhe smallernumber of processors assigned to individual grids,this approach requires algorithms possessing onlya moderate degree of exploitable parallelism. Thesecondary factorsinfluencing this choice are;1) memoryrequirements for eachgridvs. that available ona fixednumberof processors, 2) I/O performance to andfromsecondary storage devices relative to thesustained computational performance and3) availability ofsystem software toperformprocessor-to-processor communication between twoprocessors whoare members of twodifferent groups of processors. A careful consideration ofallthese factors resulted in ourdecision toimplement thevariant oftheoverset grid approach givenby Eqn. (3) .This non-iterative timeintegration scheme wasadopted dueto theconcurrency it affords across all theparticipating component grids.Thetotalnumber ofavailable processors is first partitioned into N groups, where N is the number of component grids involved. Then, each component grid is assigned to one of the distinct groups of processors. The number of processors assigned to each group as a fraction of the total processor count is directly related to the fraction of estimated computational load associated with the grid assigned to that group of processors.
Since it is not possible to assign a fraction of a processor to a group, this method of processor assignment is not likely to produce perfect static load balance in most cases. In In realistic configurations, there is a high probability for the existence of highly non-uniform distributions of IGBPs and donor cells with respect to the computational spaces of the component grids. Since the computational spaces of the grids are independently partitioned using a 3-D uni-partitioning scheme, it is almost impossible to ensure the eqi-distribution of the IGBPs or the donor cells involved among the processors in different clusters. 
Boundary
Conditions:
On the deita wing and pipe surfaces, a no-slip condition is used, and on the ground, a moving wall condition is used to match the experimental conditions. For both the solid surfaces, density and pressure values are extrapolated from one grid point above the surface. The in-flow and top boundary conditions are specified as free-stream, and the out-flow is extrapolated. At the jet exit the velocity and pressure ratio are set to the experimental conditions.
The High-Lift Configuration
The computational setup of this configuration consists of the FLAC wing with deflected leading and trailing edge flaps at a Mach no. of 0.18, and a Reynolds number of 2.5 million. To compute the air flow at various flap settings, it was decided to use gridding strategies that would minimize the need to regrid the whole geometry at different flap deflection angles. The selected component grid strategy is shown in Fig. 4a . Grids terminate at boundaries between fixed and moving parts, viz. flaps. Flaps have their own grids so that flap rotation about a hinge line on the lower surface of the wing can be accomplished by rotating the flap grid. As the flaps rotate, they slide down the upper surface of the wing. The flap tips and the internal wing tips that get exposed when the flaps deflect have to be discretized to account for viscous effects (Fig. 4b ). Due to airfoil sections with extremely sharp leading and trailing edges, these tips and the wing tip ( Fig. 4c) can not be discretized using standard wrap-around grids. However, they lend themselves easily to polar grids slapped on the tips, with the singularity located at the leading or the trailing edge itself (Fig. 4d ). Volume grids are then grown from these polar grids to cover the air gaps. The extremely thin and sharp wing tip is discretized using three grids; two polar grids for the leading and trailing edge areas and one cartesian grid for the region not covered by the polar grids (Fig. 4c ). The whole wing-flap system is thus resolved using 18 grids.
The data transfer between the grids is achieved, once again, using chimera intergrid communication scheme
whereby the 18 FLAC grids are embedded in a fine global grid which in turn is embedded in a coarse and bigger global grid. The 18 FLAC grids make holes in the fine global grid and receive solution information at their outer boundaries from this grid and from each other. The hole boundary in the fine global grid receives information from the 18 FLAC grids. The fine global grid makes a hole in the coarse global grid and receives information at its outer boundary from the coarse global grid, whereas the coarse global grid receives solution information at its hole boundary from the fine global grid.
On all the FLAC wing surfaces, a no-slip condition is used, and density and pressure values are extrapolated from one grid point above the surface. The in-flow and top boundary conditions are specified as free-stream, and the out-flow is extrapolated. Viscous wall condition is used on the yz plane at the root to simulate the wind-tunnel wall corresponding to the experimental set up.
Results
The V/STOL Configuration:
The four overset grids comprising the V/STOL configuration were loaded into four different processor clusters. format is modified to cater to the 860 architecture to yield a performance three times better than the standard format, however, is still deemed unsuitable for unsteady problems.
Various

Note to the Reviewers
The missing pieces in this work comprise essentially of obtaining the performance of the 20 grid problem on the Intel iPSC/860. This work is currently in progress. Time permitting, performance numbers will be presented for the Intel Delta at Caltech, and the IBM SP2 system to be installed at NAS in July 1994. 
