Let L be a subspace lattice on a Banach space X and let δ :
Introduction
Throughout this paper, let X be a Banach space over the real or complex field F and X * be the topological dual of X. When X is a Hilbert space, we change it to H. We denote by B(X) the set of all bounded linear operators on X. For A ∈ B(X), we denote by A * the adjoint of A.
A subspace of X means a norm closed linear manifold. For a subset L ⊆ X, denote by L ⊥ the annihilator of L, that is, L ⊥ = {f ∈ X * : f (x) = 0 for all x ∈ L}. By a subspace lattice on X, we mean a collection L of subspaces of X with (0) and X in L such that for every family {M r } of elements of L, both ∧M r and ∨M r belong to L, where ∧M r denotes the intersection of {M r } and ∨M r denotes the closed linear span of {M r }. We use AlgL to denote the algebra of operators in B(X) that leave members of L invariant.
Let x ∈ X and f ∈ X * be non-zero. The rank-one operator x ⊗ f is defined by y → f (y)x for y ∈ X. If L is a subspace lattice on X and E ∈ L, we define E − = ∨{F ∈ L : F E} , E + = ∧{F ∈ L : F E} and J L = {L ∈ L : L = (0) and L − = X} , P L = {L ∈ L : L − L}.
It is obvious that P L ⊆ J L . It is well known that a rank one operator x ⊗ f ∈ AlgL if and only if there exists a K ∈ J L such that x ∈ K and f ∈ K ⊥ − . A subspace lattice L is called a completely distributive lattice if L = ∨{E ∈ L : E − L} for every L ∈ L (see [14] ); L is called a J -subspace lattice if L ∧ L − = (0) for every L ∈ J L , X = ∨{L : L ∈ J L } and ∧{L − : L ∈ J L } = (0) (see [15] ). A totally ordered subspace lattice N is called a nest. Recall that N is a discrete nest if a nest N satisfies N − = N for every non-trivial subspace N in N .
We say that L is a P-subspace lattice on X if ∨{L : L ∈ P L } = X or ∧{L − : L ∈ P L } = (0). It is obvious that this class of subspace lattices contains J -subspace lattices, discrete nests and subspace lattices with X − = X or (0) + = (0). The following example is also a P-subspace lattice. Example 1.1. Let {e n : n ∈ N} be an orthonormal basis of H, P n = span{e i : i = 1, ..., n}, ξ = ∞ n=1 1 n e n and P ξ be the orthogonal projection from H onto the one-dimensional subspace of H generated by ξ. It follows from [20, Theorem 2.11] and [7, Lemma 3.2] that L = {0, I, P n , P ξ , P ξ ∨ P n : n = 1, 2, · · · } is a reflexive P-subspace lattice.
In a Hilbert space, we disregard the distinction between a closed subspace and the orthogonal projection onto it. A subspace lattice on a Hilbert space H is called a commutative subspace lattice (or CSL for short) if it consists of mutually commuting projections. In the paper, we assume that H is a complex separable Hilbert space. Let δ be a linear mapping from a unital algebra A into an A-bimodule M. Recall that δ is a derivation (respectively generalized derivation) if δ(AB) = δ(A)B + Aδ(B) (respectively δ(AB) = δ(A)B + Aδ(B) − Aδ(I)B) for all A, B in A. We say that δ is derivable at Z ∈ A if δ(AB) = δ(A)B + Aδ(B) for any A, B ∈ A with AB = Z; δ is Jordan derivable at Z ∈ A if δ(AB + BA) = δ(A)B + Aδ(B) + δ(B)A + Bδ(A) for any A, B ∈ A with AB + BA = Z. If δ(AB + BA) = δ(A)B + Aδ(B) + δ(B)A + Bδ(A) for any A, B ∈ A with AB = 0, we say that δ has WJD (weak Jordan derivation) property.
In recent years, there have been a number of papers on the study of conditions under which derivations and Jordan derivations of operator algebras can be completely determined by the action on some subsets of operator algebras (for example, see [1, 3, 8, 10, 21] ). For instance, Zhao and Zhu in [21] showed that every linear mapping δ from a triangular algebra T into itself satisfying WJD property is a derivation. In [8] , Jiao and Hou proved that every additive mapping δ derivable or Jordan derivable at zero point on some nest algebras has the form δ(A) = τ (A)+cA for some additive derivation τ and some scalar c ∈ F.
The purpose of this paper is to consider some mappings which behave like derivations on P-subspace lattice algebras and completely distributive commutative subspace lattice (CDCSL) algebras.
In Section 2, we show that every linear (respectively bounded linear) mapping δ on Psubspace lattice (respectively CDCSL) algebras Jordan derivable at zero point is a generalized derivation and δ(I) ∈ (AlgL) ′ .
In Section 3, for a P-subspace lattice algebra AlgL, we obtain that δ satisfies WJD property if and only if δ is a generalized derivation and δ(I)A ∈ (AlgL) ′ for every A ∈ AlgL.
In Section 4, we investigate derivable mappings at zero point and some linear mappings which behave like left (respectively right) multipliers, isomorphisms or local generalized derivations on P-subspace lattice algebras. One of the main results of the section is that if ∨{L ∈ L : L − L} = X and ∧{L − : L ∈ L, L − L} = (0), then δ is a local generalized derivation from AlgL into B(X) if and only if δ is a generalized derivation.
The following proposition will be used in our proofs.
. Let E and F be non-zero subspaces of X and X * , respectively. Let Φ : E × F → B(X) be a bilinear mapping such that Φ(x, f )ker(f ) ⊆ Fx for all x ∈ E and f ∈ F . Then there exist two linear mappings T : E → X and S : F → X * such that
Jordan derivable Mappings at zero point
The following lemma is included in the proof of [8, Theorem 3.1] . We leave the proof to readers.
Lemma 2.1. If δ is Jordan derivable at zero point from a unital algebra A into its unital bimodule, then for any idempotents P and Q in A, the following hold:
For a subspace lattice L and a subspace E ∈ P L , we denote by T E the ideal span{x ⊗ f :
If L is a subspace lattice on X and E is in P L , then for every x in E and every
Lemma 2.3. Let L be a subspace lattice on X, E be in P L and δ be a linear mapping from AlgL into B(X). If δ is Jordan derivable at zero point, then for every idempotent P in T E and every A in AlgL, the following hold:
Proof. (1) For every idempotent P ∈ T E and every A ∈ AlgL, since
by assumption we have
Since A − P ⊥ AP ⊥ = P A + P ⊥ AP ∈ T E , it follows from Lemmas 2.1 and 2.2 that
(2) The substitution AP + P A for A in (1) gives (2).
One of the main results of this section is the following theorem.
and δ be a linear mapping from AlgL into B(X). Then δ is Jordan derivable at zero point if and only if δ is a generalized derivation and δ(I) ∈ (AlgL)
′ , where (AlgL) ′ is the commutant of AlgL in B(X).
In particular, if δ(I) = 0, then δ is Jordan derivable at zero point if and only if δ is a derivation.
Proof. The sufficiency is obvious, so we only need to prove the necessity. Let E ∈ P L , z ∈ E and g ∈ E ⊥ − with g(z) = 1. We divide the proof into several claims.
For all x ∈ E, f ∈ E ⊥ − and T ∈ AlgL, by Lemmas 2.1 and 2.2, we have
It is easy to see that τ is Jordan derivable at zero point and τ (I) = 0.
If f (x) = 0 and f (z) = 0, then by Case 1, for every y ∈ ker(f ), we have
for some λ 1 , λ 2 and λ 3 ∈ F. By the above equations, it follows that
and the independence of z and x implies λ 1 = λ 2 = λ 3 . Hence
This means τ (x ⊗ f )ker(f ) ⊆ Fx. Case 3. Suppose that f (x) = 0 and f (z) = 0. Since z ⊗ (g + f ) and z ⊗ (g − f ) are idempotents in T E , it follows from Lemma 2.3 that
From the above three equations, we have
Hence by (2.1), Lemmas 2.2 and 2.3, it follows that
Let y be in ker(f ). Applying the above equations to y gives
Notice that (2.2) is valid for all z ∈ E satisfying g(z) = 1 and f (z) = 0. If g(x) = µ = 0, replacing z by
By Claim 2 and Proposition 1.2, there exist linear mappings T : E → X and S :
for all x ∈ E and f ∈ E ⊥ − . It follows from Lemmas 2.2 and 2.3 that for every A ∈ AlgL,
By (2.3) and (2.4), we have
Thus there exists a linear mapping λ : AlgL → F such that
for all A ∈ AlgL and x ∈ E. Hence by (2.5), for all A, B in AlgL and x in E,
In the following, we show λ(A) = 0 for every A ∈ AlgL. Putting A = B = z ⊗ g and x = z in (2.6) gives λ(z ⊗ g) = g(τ (z ⊗ g)z), and Lemma 2.1 (2) implies g(τ (z ⊗ g)z) = 0. Hence
Notice that (2.7) is valid for all z in E and g in E ⊥ − satisfying g(z) = 1. Now fix z ∈ E and
Similarly, we have λ(x ⊗ g) = 0 for every x ∈ E. Now for every A ∈ AlgL, by (2.6), we have
By Lemma 2.3 (1), we have
Combining (2.8), (2.9) and (2.10) gives λ(A) = 0 for every A ∈ AlgL. Then by (2.6), we obtain
for all A, B ∈ AlgL and x ∈ E. Since ∨{L : L ∈ P L } = X, it follows that τ is a derivation. By δ(A) = τ (A) + δ(I)A, it is easy to show that δ is a generalized derivation.
Applying the ideas in the proof of Theorem 2.4, we can obtain the following result. Proof. We only prove the necessity. Let x →x be the canonical mapping from X into X * * , then (x ⊗ f ) * = f ⊗x for all x ∈ X and f ∈ X * . The hypothesis
With a proof similar to the proof of Theorem 2.4, we have δ(I) ∈ (AlgL) ′ . Let τ (A) = δ(A) − δ(I)A for A ∈ AlgL. Then τ is Jordan derivable at zero point and τ (I) = 0. In the following, we show τ is a derivation. Let E ∈ P L . We choose z ∈ E and g ∈ E ⊥ − such that g(z) = 1. One can easily verify that for all x ∈ E and f ∈ E
Then Φ is a bilinear mapping from E ⊥ − ×Ê into B(X * ), whereÊ = {x : x ∈ E}. Hence there exist linear mappings
for all x ∈ E and f ∈ E ⊥ − . Hence for A ∈ AlgL and f ∈ E ⊥ − , we have that
It follows that τ (A)
Hence for all A, B ∈ AlgL and f ∈ E ⊥ − ,
With a proof similar to the proof of Theorem 2.4, we can prove that λ(A) = 0 for every A ∈ AlgL. Since ∨{L ⊥ − : L ∈ P L } = X * , it follows that τ is a derivation. Hence δ is a generalized derivation.
Next we investigate the bounded linear mappings which are Jordan derivable at zero point on CDCSL algebras. Recall that a CSL algebra AlgL is irreducible if and only if (AlgL) ′ = CI,
Lemma 2.6 ([5]). Let AlgL be a CDCSL algebra on H. Then there exists a countable set
{P n : n ∈ Λ} of mutually orthogonal projections in L ∩ L ⊥ such that ∨ n P n = I and each (AlgL)P n is an irreducible CDCSL algebra on P n H; moreover, AlgL can be written as a direct sum AlgL = n (AlgL)P n .
Lemma 2.7 ([16]). Let AlgL be a non-trivially irreducible CDCSL algebra on H. Then there exists a non-trivial projection P in L such that P (AlgL)P ⊥ is faithful, that is, for T, S ∈ AlgL,
T P (AlgL)P ⊥ = {0} implies T P = 0 and P (AlgL)P ⊥ S = {0} implies P ⊥ S = 0. 
Then τ is Jordan derivable at zero point and τ (I) = 0. Let AlgL = n (AlgL)P n be the irreducible decomposition of AlgL as in Lemma 2.6. Let
A be in AlgL and fix an index n. Since P n AP n P ⊥ n + P ⊥ n P n AP n = 0, we have
By the same way, we obtain τ (AP
it follows that τ (P n ) = 0. Now define a linear mapping τ n : (AlgL)P n → (AlgL)P n by
for every A ∈ AlgL. It is easy to show that τ n is bounded and Jordan derivable at zero point. Since (AlgL)P n is irreducible and τ n (P n ) = τ (P n )P n = 0, by Lemma 2.8, τ n is a derivation. Hence by τ (A)P n = τ (AP n )P n + τ (AP ⊥ n )P n = τ n (AP n ), we have τ is a derivation. Thus δ is a generalized derivation.
Mappings satisfying WJD property
Our first result in this section says that the set of all Jordan derivable mapping at zero point from a P-subspace lattice algebra into B(X) is bigger than the set of all mappings satisfying WJD property. The following lemma is included in the proof of [4, Lemma 2.6].
Lemma 3.1. If δ is a linear mapping satisfying WJD property from a unital algebra A into its unital bimodule, then for every idempotent P ∈ A and every A ∈ A, the following hold: (1) δ(I)P = P δ(I) and δ(P ) = δ(P )P + P δ(P ) − δ(I)P ; (2) δ(P A + AP ) = δ(P )A + P δ(A) + δ(A)P + Aδ(P ) − δ(I)P A − P Aδ(I); (3) δ(P A + AP ) = δ(P )A + P δ(A) + δ(A)P + Aδ(P ) − δ(I)AP − AP δ(I); (4) 2δ(P AP ) = 2δ(P )AP + 2P δ(A)P + 2P Aδ(P ) − P Aδ(I) − 2δ(I)AP − AP δ(I). Proof. Since the sufficiency is evident, we will just show the necessity. Suppose δ satisfies WJD property. We claim that δ(I)A ∈ (AlgL) ′ for every A ∈ AlgL. By Lemma 3.1 (1) and the proof of Claim 1 in Theorem 2.4, we have δ(I) ∈ (AlgL) ′ . Hence by Lemma 3.1 (2) and (3), we have that δ(I)AP = P Aδ(I) for every idempotent P ∈ AlgL and every A ∈ AlgL. Hence for all x ∈ E, f ∈ E ⊥ − and T ∈ AlgL, we have
It is easy to show that τ satisfies WJD property and τ (I) = 0. Similar to the proof of Theorem 2.4, we may show τ is a derivation and then δ is a generalized derivation.
Similarly, we have the following theorem. Proof. By Theorem 3.2, we only need to show that if δ satisfies WJD property, then δ(I) = 0. Let n ≥ 2. By [7, Lemma 3.2], we have (P n ) − P n . Hence there exist z n ∈ P n and g n ∈ (P n ) ⊥ − such that g n (z n ) = 1. Also, there exists y n ∈ P n such that y n and z n are linearly independent. Since δ satisfies WJD property, we have δ(I)A ∈ A ′ for every A ∈ A, which implies that there exists some scalar λ n such that δ(I)x = λ n x for every x ∈ P n and δ(I)(
That is λ n g n (y n )z n = λ n y n . The independence of y n and z n gives λ n = 0 and δ(I)x = 0 for every x ∈ P n . Since ∨{P n ∈ L : n = 2, 3, · · · } = H, it follows that δ(I) = 0. The proof is complete. δ(I) = λI and δ(I)A = µ A I for every A ∈ AlgL (where λ, µ A ∈ C). We claim that λ = 0. Suppose that λ = 0, then every operator in AlgL is a scalar multiple of the identity I. That is, for every A ∈ AlgL, the range of A is H or 0. However, Since AlgL contains a rank one operator, it is impossible. Hence δ(I) = 0.
By Corollary 3.5, we can easily show the following result. Remark. It follows from Theorems 2.4, 2.5, 3.2 and 3.3 that every linear mapping satisfying WJD property from a P-subspace lattice algebra into B(X) is Jordan derivable at zero point.
But the converse is not true. For example, let T 2 (C) be the algebra of all 2 × 2 upper triangular matrices over the complex field C. Define a linear mapping δ :
. It is easy to show that δ is a generalized derivation and δ(I) = I ∈ (T 2 (C)) ′ , that is, δ is Jordan derivable at zero point. However, it follows from Corollary 3.6 that δ does not satisfy WJD property.
Derivable mappings at zero point and local generalized derivations
Let A be a unital algebra, M be an A-bimodule and T be an ideal of A. We say that T is a left (respectively right ) separating set of M if for every m in M, mT = {0} implies m = 0 (respectively T m = {0} implies m = 0). T is called a separating set of M if T is a left separating set and a right separating set of M. The following result is obvious. Proof. We will show that if L satisfies ∨{L : L ∈ P L } = X and δ is derivable at zero point, then δ is a generalized derivation and Recall that a linear mapping δ from A into M is a left (respectively right ) multiplier if δ(AB) = δ(A)B (respectively δ(AB) = Aδ(B)) for all A, B ∈ A; δ is a local generalized derivation if for every A ∈ A there is a generalized derivation δ A : A → M (depending on A) such that δ(A) = δ A (A). In the following we give some applications of Lemmas 2.2 and 4.1. The proofs of the results are similar to the proof of Theorem 4.2, and we leave them to readers. 
