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MULTI-COLOR FORCING IN GRAPHS
CHASSIDY BOZEMAN, PAMELA E. HARRIS, NEEL JAIN, BEN YOUNG, AND TERESA YU
Abstract. Let G = (V,E) be a finite connected graph along with a coloring of the vertices
of G using the colors in a given set X . In this paper, we introduce multi-color forcing, a
generalization of zero-forcing on graphs, and give conditions in which the multi-color forcing
process terminates regardless of the number of colors used. We give an upper bound on the
number of steps required to terminate a forcing procedure in terms of the number of vertices
in the graph on which the procedure is being applied. We then focus on multi-color forcing
with three colors and analyze the end states of certain families of graphs, including complete
graphs, complete bipartite graphs, and paths, based on various initial colorings. We end
with a few directions for future research.
1. Introduction
Let G = (V,E) be a connected graph with all vertices colored blue or white. If v is a blue
vertex of G, then v forces a white vertex u to blue if and only if u is the only white vertex
in the neighborhood of v. This procedure is called the color change rule [1]. Then the zero
forcing process is the procedure of applying the color change rule until no more changes are
possible. If S is an initial set of vertices that is colored blue such that the entire graph can
be colored blue by applying the color change rule, then S is a zero forcing set. A main goal
in the study of zero forcing on graphs is to determine the the minimum size of a zero forcing
set, known as the zero forcing number of a graph.
The zero forcing procedure was introduced in linear algebra as a tool for studying the
maximum nullity over a family of matrices [1], and independently in physics, computer
science, and network science [2, 4, 6]. Since its introduction it has motivated the research
of many mathematicians [3, 7, 9]. Kalinowski, Kamcˇev, and Sukakov considered bipartite,
random, and pseudorandom graphs and established bounds for the zero forcing number of
these graphs [10]. Chilakamarri, Dean, Kang, and Yi defined the iteration index of a graph to
be the number of implementations of the color change rule, such that all vertices of a graph
are blue. In their work, Chilakamarri et. al. determined that the minimum of iteration
indices of all minimum zero forcing sets of G was a graph invariant, which they called the
iteration index of G [5]. Hogben, Huynh, Kingsley, Meyer, Walker, and Young characterized
graphs with extreme minimum propagation times (iteration index) and showed that the
diameter is an upper bound for the propagation time for a tree, but that in general the
diameter of a graph can be arbitrarily larger than its minimum propagation time [8].
Our research is motivated by the following open problem posed by Daniela Ferrero and
listed on the American Institute of Mathematics website for the recent conference on zero
forcing and its applications [11].
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Problem 1.58. What is the generalization to zero forcing with multiple colors? Maybe
the colors are linearly ordered, i.e., red can force purple, purple can force blue, etc.
Maybe the graph has an underlying coloring and filled vertices force according to the
zero forcing rule if they are on their preferred color and don’t otherwise. This was an
application of an ecosystem where colors represent animals (or bacteria etc.) and the
underlying coloring corresponds to an animals suitable habitat.”
In this paper, we extend the graph theoretical idea of forcing on a graph with two colors
to forcing on a graph with multiple colors. In Section 2, we introduce the terminology used
throughout the paper. Termination of multi-forcing processes is discussed in Section 3, and
we give a technique for constructing the end state of a graph G from the end state of a
smaller graph G′. In Section 4, we focus specifically on multi-color forcing with three colors.
Lastly, in Section 5 we end with a few directions for future research.
2. Multi-color forcing terminology
Throughout this paper, G is a finite simple graph, and if n ∈ N := {1, 2, 3, . . .}, we let
[n] = {1, 2, . . . , n}. For a set of “colors” X ⊆ [n], we say an X−colored graph is a graph
whose vertices are colored using colors from X , and a forcing network is a pair (X,R) where
R is an ordered set of color change rules corresponding to the colors in X .
The simplest way to visually understand a forcing network is by a directed graph. For
example, let X = {1, 2, 3} and R = {1 → 2, 2 → 3, 3 → 1}. We can represent this network
visually by the directed graph in Figure 1. Although it is not evident from the visual
representation of a forcing network, we apply color change rules in the order in which they
appear in R.
1 2 3
Figure 1. Cyclic forcing color network with three colors.
In our generalization of zero forcing, we do not allow different color change rules to occur
simultaneously, and we do allow vertices to force their neighbors, subject to the rules in R,
even if they have multiple neighbors of a given color. It should be noted that the condition
that a blue vertex can force a neighboring white vertex if and only if it has exactly one
neighboring white vertex is necessary in order to make the connection of zero forcing to
linear algebra as in [1]. Although relaxing this condition in multi-color forcing loses the
linear algebra connection, it gives rise to interesting graph theoretical problems in its own
right.
A forcing step, denoted FS, occurs in a graph G when a color change rule from R is applied
to G. A propagating forcing step, denoted PFS, occurs when a given color change rule is
applied until no more forces are possible using this rule. This means that a forced vertex can
then force other vertices under the given rules, all within a fixed propagating forcing step.
This is called forcing with propagation and is illustrated in the following.
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Example 1. Consider the forcing network (X,R) where X = {1, 2, 3} and R = {1 →
2, 2→ 3, 3→ 1}, as in Figure 1. We apply this network to the X−colored graph G shown in
Figure 2. The forcing process terminates after 4 forcing steps, but after only 2 propagating
forcing steps.
1
3
3
21
2
G
1
3
3
21
1
G after FS 1
1
3
3
11
1
G after FS2 (PFS1)
3
3
3
31
1
G after FS3
3
3
3
33
3
G after FS 4 (PFS2)
Figure 2. Example of applying at network to an X−colored graph.
For an X−colored graph G and i ≥ 0, we use ℓi(G) to denote the state of the coloring on
G after the ith propagating forcing step, while ǫ(ℓ0(G)) denotes the end state of G arising
from the initial coloring ℓ0(G) . We use ǫ(ℓ0(G)) = ~c to denote that the end state of G has
all vertices colored c.
3. Termination of the multi-color forcing procedure
A natural question to ask is whether or not a given forcing network terminates. In this
section, we show that a forcing network applied to a graph on n vertices terminates in at
most n − 1 steps when forcing with propagation occurs. We also give a condition that will
guarantee a forcing network will still terminate even when forcing with propagation is not
required. In general, a forcing network might not terminate if forcing with propagation is
not required. The following example demonstrates this.
Example 2. Consider the forcing network (X,R) where X = {1, 2, 3} and R = {1→ 2, 2→
3, 3 → 1}, as in Example 1. When applying this network to G without propagation, after
three steps the graph coloring is equivalent to its original state, which demonstrates that the
process will not terminate. We illustrate this in Figure 3.
1
3
3
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G
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3
3
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1
G after FS 1
1
3
2
21
1
G after FS2
3
3
2
21
1
G after FS3
Figure 3. Graph G with non-propagation forcing steps that does not terminate.
However, when applying the rules 1→ 2, 2→ 3, and 3→ 1 in this order and with propa-
gation, the process terminates with all vertices colored 3, as demonstrated in Example 1.
It should be noted that when a forcing network terminates, it need not terminate with
all vertices colored the same color as in the previous example. To see this, consider the
3
network (X,R), where X = {1, 2, 3} and R = {1 → 2, 2 → 3} and let G be the path on 4
vertices with the initial coloring as in Figure 4. Then after one forcing step, the network will
terminate with the coloring 1113.
1 2 1 3
G
1 1 1 3
G after FS1
Figure 4. Graph G and its termination after one forcing step under R =
{1→ 2, 2→ 3}.
It is known that classical zero forcing on a graph with n vertices terminates after at most
n− 1 color changes [8]. We now show that all forcing networks terminate whenever forcing
with propagation is required.
Theorem 1. Given a forcing network (X,R) and X−colored graph, G, with n nodes, the
network applied to G terminates in at most n− 1 propagating forcing steps.
Proof. Let H1, . . . , Hk be a partition of G into maximal connected subgraphs whose vertices
are all colored with the same color. Note that there exists at most n such subgraphs, so
k ≤ n. Let u and v be vertices such that u forces v in some propagating forcing step ℓ. If
u ∈ Hi and v ∈ Hj , then after step ℓ completes, V (Hi) and V (Hj) will be the same color.
This show that the number of maximal connected subgraphs of G whose vertices are all
colored with the same color decreases after each propagating forcing step occurs. Therefore,
there can be at most n− 1 propagating forcing steps. 
The authors of [8] show that for a tree, T , the zero forcing process will terminate in at most
diam(T ) forcing steps, where diam(G) denotes the diameter of a graph G (the maximum
distance between any two vertices in G). In Example 3, we give a tree T and a forcing
network that terminates in more than diam(T ) propagating forcing steps. However, we
prove in Theorem 2, that for any forcing network and any tree T , each propagating forcing
step completes in at most diam(T ) forcing steps.
Example 3. Let (X,R) be the network withX = {1, 2, 3, 4} and R = {1→ 2, 1→ 3, 1→ 4}
and let G be the X−colored graph shown in Figure 5. Then diam(G) = 2 and (X,R)
terminates in 3 propagating forcing steps.
1 2 3
4
G
1 1 3
4
G after FS1
1 1 1
4
G after FS2
1 1 1
1
G after FS3
Figure 5. An X−colored graph, G, that terminates in more than diam(G)
propagating forcing steps.
Theorem 2. Let (X,R) be a forcing network and let T be an X−colored tree. Then each
propagating forcing step completes in at most diam(T ) forcing steps.
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Proof. Consider a single propagating forcing step, and suppose that it completes in exactly
k forcing steps. Let vm be a vertex that is forced in step m of this propagating forcing step,
and let vm−1 be a vertex that forces vm in step m. Since vm−1 does not force vm in a prior
step, it must be the case that vm−1 is forced in step m − 1. In this way, we obtain vertices
v0, . . . , vm such that for 0 ≤ i ≤ m − 1, vi forces vi+1 in step i + 1. Then (v0, . . . , vm) is a
path in T , and since T is a tree, this shows that the diameter of T is at least m. 
In general, when G is not a tree, a single propagating forcing step may take more than
diam(G) forces to complete, as shown next in Example 4.
Example 4. Let X = {1, 2, 3}, R = {1 → 2}, and G be the graph show in Figure 6. Then
the diameter of G is 2, and the first (and only) propagating forcing step completes in 4
forcing steps.
3
1 2 2 2 2
Figure 6. An X−colored graph, G, with a propagating step that takes more
than diam(G) forcing steps to complete.
3.1. Termination without propagation. Example 2 demonstrates that a forcing network
need not terminate when forcing with propagation is not required. We now give a class of
forcing networks that terminate even when the propagation condition is not required.
Theorem 3. Let (X,R) be a forcing network that is acyclic. Then when applied to an
X−colored graph, (X,R) terminates.
Proof. Assume that the forcing process does not terminate. Since there are only finitely
many ways to color the vertices of G with colors from X , then there exist i, j ≥ 0 with
i + 1 < j, such that the coloring of G after forcing step j is exactly the coloring of G after
forcing step i. Choose any v ∈ V (G) such that v changes colors in forcing step i + 1, and
let ck(v) denote the color of v after forcing step k, for i ≤ k ≤ j − 1. Then it follows that
ck+1(v) → ck(v) ∈ R, and since ci(v) = cj(v), (X,R) contains a cycle. This provides a
contradiction since all networks that have topological orderings are acyclic. 
Theorem 3 proves that all acyclic forcing networks terminate even without propagation.
However, it is still possible for a forcing network that contains a cycle to terminate without
propagation. We illustrate this in the next example.
Example 5. Consider the cyclic forcing network X = {1, 2, 3}, R = {1→ 2, 2→ 3, 3→ 1}
applied to the graph in Figure 7. After 3 forcing steps the forcing network terminates.
3.2. Color-contracted graph technique. One advantage of forcing with propagation is
that we may reduce a graph G to a smaller graph G′ and construct the end state of G from
the end state of G′. This idea is embedded in the proof of Theorem 1, and we formalize it
now.
Let (X,R) be a forcing network and let G be an X−colored graph. Partition G into
maximal connected subgraphs H1, . . . , Hk such for each i, the vertices in V (Hi) all share
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3 2
1
G
3 1
1
G after FS1
3 1
1
G after FS2
3 3
3
G after FS3
Figure 7. Graph along with forcing steps for Example 5.
the same color. Note that this partition is unique. Let G′ be the graph constructed from
G by identifying each Hi as single vertex vi, and vi and vj are adjacent in G
′ if and only
if there exist vertices u ∈ V (Hi), v ∈ V (Hj) such that u and v are adjacent in G. Then
we define G′ to be the color-contracted graph of G. Equivalently, G′ is constructed from G
by contracting the edges of G whose endpoints have the same color. An example of this is
shown in Figure 8.
1 2
1 2 2 2
3 3 1
3
G
1 2
3 1
G′
Figure 8. An X−colored graph G and its color-contracted graph G′.
Theorem 4. Let (X,R) be a forcing network, let G be an X−colored graph, and let G′ be
the color-contracted graph of G as defined above. If forcing with propagation is required, then
ǫ(ℓ0(G)) can be constructed from ǫ(ℓ0(G
′)) by coloring each vertex in Hi with the color of vi
in ǫ(ℓ0(G
′)).
Proof. First note that by definition, for all i, the set V (Hi) is colored with one color. Also
for any j ≥ 0, note that if one vertex in V (Hi) is forced to a different color by another vertex
at the j-th forcing step, then all vertices in V (Hi) will be forced to become that color since
propagation is required.
We now show that after each propagating forcing step, for each i, vi and all vertices in
V (Hi) will be the same color. The claim holds true for the initial colorings of G and G
′ (i.e.
after step 0). For step m ≥ 1, suppose that after step m − 1, vi and all vertices in V (Hi)
are the same color for each i. Let vr, vs ∈ V (G
′) be such that vr forces vs in step m, and
let cr and cs denote the colors of vr and vs after step m − 1. Since vr and vs are adjacent
in G′, by construction of G′, it follows that there exist an edge from V (Hr) to V (Hs) in
G. Furthermore, since V (Hr) is colored cr and V (Hs) is colored cs after step m− 1, then a
vertex from V (Hr) will force a vertex in V (Hs) to become color cr during step m, and by
propagation, it follows that each vertex in V (Hs) will become color cr in step m. Thus, after
step m, for each i, we have that vi in G
′ and all vertices V (Hi) in G will be the same color.
Now letting m be the final step finishes the proof. 
We demonstrate Theorem 4 with an example.
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Example 6. Consider again the forcing network with X = {1, 2, 3} and R = {1 → 2, 2 →
3, 3→ 1}.
1
3
3
21
2
G
1 3
2
G′
3 3
3
ǫ(ℓ0(G
′))
3
3
3
33
3
ǫ(ℓ0(G))
Figure 9. A demonstration of Theorem 4.
In Section 4.1, we show that the color-contracted graph is an useful tool for analyzing
end states.
4. The 3-cyclic forcing network
One may view classical zero forcing as the forcing network (X,R) where X = {1, 2} and
R = {1 → 2}. One natural extension of zero forcing is to consider forcing networks (X,R)
with multiple colors such that for any two colors i, j in X , there is a relation between them
(meaning either i→ j ∈ R or j → i ∈ R). As a first step, we consider such forcing networks
with only 3 colors.
For X = {1, 2, 3}, there are only two forcing networks up to isomorphism: R1 = {1 →
2, 2→ 3, 1→ 3}, and R2 = {1→ 2, 2→ 3, 3→ 1}. It is not hard to see that for the network
(X,R1), if G is an X−colored graph such that at least one the vertices is colored 1, then
forcing will terminate with all vertices colored 1 (since neither vertices colored 2 nor vertices
colored 3 can force vertices colored 1). Otherwise, forcing will terminate with all vertices
colored 2 (if there is at least one vertex colored 2), or all vertices colored 3 (if there are no
vertices colored 1 and no vertices colored 2 initially).
On the other hand, the behavior of the network (X,R2) is much more interesting and far
less predictable, so we formally define this network and study it in this section.
Definition 1. The 3-cyclic forcing network is the network (X,R) where X = {1, 2, 3} and
R = {1→ 2, 2→ 3, 3→ 1}.
Lemma 1. Let (X,R) be the 3-cyclic forcing network and let G be an X−colored graph.
Then ǫ(ℓ0(G)) =~i for some i ∈ {1, 2, 3} when forcing with propagation occurs.
Proof. If two adjacent vertices are colored with different colors, then a force can be applied.
By Theorem 1, the forcing network terminates, so it must be the case that ǫ(ℓ0(G)) =~i for
some i ∈ {1, 2, 3}. 
When only two of the three colors are used in the initial coloring, the end state can be
characterized completely. This is summarized and stated without proof in Lemma 2 as it
can be easily verified.
Lemma 2. Let (X,R) be the 3-cyclic forcing network and let be G be an X−colored graph.
Then for any propagating forcing step i,
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(1) If ℓi(G) consists only of colors 1 and 2, then ǫ(ℓ0(G)) = ~1.
(2) If ℓi(G) consists only of colors 2 and 3, then ǫ(ℓ0(G)) = ~2.
(3) If ℓi(G) consists only of colors 1 and 3, then ǫ(ℓ0(G)) = ~3.
We note that the analysis of end states of the 3-cyclic forcing network for graphs whose
initial coloring consists of each of the three colors is highly sensitive to small changes in
the initial coloring, and are therefore more complicated. We demonstrate this sensitivity in
Example 7.
Example 7. Letting ℓ0(P7) = 2312321, the forcing procedure is as follows:
2312321
PFS1
−−−→ 2311311
PFS2
−−−→ 2211311
PFS3
−−−→ 2233333
PFS4
−−−→ 2222222.
However, by letting ℓ0(P7) = 2312322, the forcing procedure becomes:
2312322
PFS1
−−−→ 2311322
PFS2
−−−→ 2211222
PFS3
−−−→ 1111111.
Although the initial colorings only differ by one color, the end states are different.
We now partially characterize end states based on initial colorings when each of the three
colors are used at least once. It follows from Theorem 4 and Lemma 1 that if G′ is the color-
contracted graph of G, then ǫ(ℓ0(G)) = ǫ(ℓ0(G
′)), so in the following lemma, we assume that
G is color-contracted.
Lemma 3. Let (X,R) be the 3-cyclic network and let G be an X−colored graph that is
color-contracted such that each color appears at least once.
(1) If each vertex colored 3 has a neighboring vertex v colored 2 such that all neighbors
of v are colored 3, then ǫ(ℓ0(G)) = ~1.
(2) If each vertex colored 2 has a neighboring vertex v colored 1, then ǫ(ℓ0(G)) = ~3.
(3) If each vertex colored 1 has a neighboring vertex v colored 3 such that all neighbors
of v are colored 1 and case (2) does not hold, then ǫ(ℓ0(G)) = ~2.
Proof. For the first statement, we show that after at most two propagating steps, there will
be no vertices colored 3, and the claim follows from Lemma 2. Let u be a vertex that is
colored 3 and pick v from the neighborhood of u such that v is colored 2 and all neighbors of
v are colored 3. Since v has no neighbors colored 1 or 2, then the color of v will not change
to 1 during the first propagating step. During the second propagating step (or the first if
no vertices colored 1 are able to force initially), v will force u to become 2, so no vertices
colored 3 will remain, and the statement follows from Lemma 2
For the second statement, note that there will be no vertices colored 2 after the first
propagating step. The claims then follow from Lemma 2.
For the third statement, consider the step in which vertices colored 3 force for the first
time. We show that any vertex that is colored 1 will be colored 3 during this propagating
step: Any vertex colored 1 that was originally colored 1 is adjacent to a vertex colored 3,
so it will be colored 3 in this step. For any vertex w that was forced to become 1 during
propagating step one, there must exist a path (w, v1, ..., vk, u) where each vertex on the path
is colored 1 and vertex u was originally colored 1. Thus, during this propagating step, u will
be colored 3, and by propagation, vertices vk, ..., v1, w will be colored 3. This shows that
there will be no vertices colored 1 after this propagating step. By hypothesis, there is at
least one vertex originally colored 2 that is still colored 2. It follows from Lemma 2 that
ǫ(ℓ0(G)) = ~2. 
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We continue the study of the 3-cyclic network in the next section by specializing to certain
families of graphs.
4.1. Results of the 3-cyclic network on special families of graphs. In this section, we
provide results on ends states for complete graphs, complete bipartite graphs, and for some
path graphs. Much work remains to be done on classifying all path graphs, as we only study
those whose color-contracted graph has length at most 5. We demonstrate that even when
a small number of vertices is considered, the analysis of the path can be very complicated.
Lemma 4. Let (X,R) be the 3-cyclic network and let the complete graph Kn be colored such
that each color appears at least once in ℓ0(Kn). Then ǫ(ℓ0(Kn)) = ~3.
Proof. The proof follows directly from the third statement of Lemma 3. 
Lemma 5. Let (X,R) be the 3-cyclic network and let Km,n be the complete bipartite graph
with vertex set V (Km,n) = A∪B, where A and B are such that no edge has both endpoints in
the same subset. If Km,n is colored such that each color appears at least once in ℓ0(Km,n) and
either each vertex in A is colored 3 or each vertex in B is colored 3, then ǫ(ℓ0(Km,n)) = ~1.
Otherwise, ǫ(ℓ0(Km,n)) = ~3.
Proof. Let ℓi(A) and ℓi(B) denote the colors appearing in the vertices of A and B after the
i-th propagating step of the 3-color cyclic change rule. Then, the following cases exhaust all
of the possibilities for initial colorings of the vertices in A and B (up to symmetry):
(1) If ℓ0(A) = {1} and ℓ0(B) = {2, 3} or {1, 2, 3}, then ℓ1(A) = {1} and ℓ1(B) = {1, 3}.
Applying Lemma 3 shows ǫ(ℓ0(Km,n)) = ~3.
(2) If ℓ0(A) = {2} and ℓ0(B) = {1, 3} or {1, 2, 3}, then ℓ1(A) = {1} and ℓ1(B) = {1, 3}.
Applying Lemma 3 shows ǫ(ℓ0(Km,n)) = ~3.
(3) If ℓ0(A) = {3} and ℓ0(B) = {1, 2} or {1, 2, 3}, , then ℓ1(A) = {2} and ℓ1(B) = {1, 2}.
Applying Lemma 3 shows ǫ(ℓ0(Km,n)) = ~1.
(4) If ℓ0(A) = {1, 2} and ℓ0(B) = {1, 3}, {2, 3}, or {1, 2, 3} then ℓ1(A) = {1} and
ℓ1(B) = {1, 3}. Applying Lemma 3 shows ǫ(ℓ0(Km,n)) = ~3.
(5) If ℓ0(A) = {1, 3} and ℓ0(B) = {2, 3} or {1, 2, 3} then ℓ1(A) = {1, 3} = ℓ1(B).
Applying Lemma 3 shows ǫ(ℓ0(Km,n)) = ~3.
(6) If ℓ0(A) = {1, 2, 3} and ℓ0(B) = {1, 2, 3} or {2, 3}, then ℓ1(A) = {1, 3} = ℓ1(B).
Applying Lemma 3 shows ǫ(ℓ0(Km,n)) = ~3. 
We now focus our attention on classifying the end states of some initial colorings of the
path Pn that contain all three numbers.
Theorem 5. Let Pn be an X−colored graph, and let P
′
n be the color-contracted graph of Pn.
Then ǫ(ℓ0(Pn)) = ǫ(ℓ0(P
′
n)).
Proof. By Lemma 1, ǫ(ℓ0(P
′
n)) = i for some ~i ∈ {1, 2, 3}, and when constructing ǫ(ℓ0(Pn))
from ǫ(ℓ0(P
′
n)) using the technique of Theorem 4, we obtain that ǫ(ℓ0(Pn)) =~i. 
Theorem 6. Let (X,R) be the 3-cyclic network, and suppose Pn = (a1a2 · · · an) is an
X−colored path such that each color appears at least once. Let P ′n = (b1b2 · · · bk) be the
color-contracted graph of Pn and suppose that k ≤ 5.
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(1) Suppose the sequence 323 appears in ℓ0(P
′
n). If no other 3 appears, then ǫ(ℓ0(P
′
n)) = ~1;
otherwise the coloring ǫ(ℓ0(P
′
n)) = ~2.
(2) Suppose the sequence 131 appears in ℓ0(P
′
n). If no other 1 appears, then ǫ(ℓ0(P
′
n)) = ~2;
otherwise the coloring ǫ(ℓ0(P
′
n)) = ~3.
(3) If each vertex colored 2 is adjacent to a vertex colored 1 in ℓ0(P
′
n), then ǫ(ℓ0(P
′
n)) = ~3.
(4) Suppose ℓ0(P
′
n) begins with 231 or ends 132. If no additional 3 appears, then
ǫ(ℓ0(P
′
n)) = ~1. Otherwise, ǫ(ℓ0(P
′
n)) = ~2, or P
′
n has the coloring 23132, in which
case ǫ(ℓ0(P
′
n)) = ~1.
(5) If neither (1)-(4) holds true, then ǫ(ℓ0(P
′
n)) = ~1, or ℓ0(P
′
n) = 23213 or 31232, in which
case, ǫ(ℓ0(P
′
n)) = ~2.
Proof. We proceed via a case-by case analysis.
(1) If the sequence 323 appears and there is no additional 3, then by (1) of Lemma 3,
ǫ(ℓ0(P
′
n)) = ~1. Otherwise P
′
n must have the coloring 32313 or 31323, and in each case
ǫ(ℓ0(P
′
n)) = ~2.
(2) If the sequence 131 appears and there is no additional 1, then by (2) of Lemma 3,
ǫ(ℓ0(P
′
n)) = ~2. Otherwise P
′
n must have the coloring 13121 or 12131, and in each case
ǫ(ℓ0(P
′
n)) = ~3.
(3) If each vertex colored 2 is adjacent to a vertex colored 1, by (3) of Lemma 3,
ǫ(ℓ0(P
′
n)) = ~3.
(4) Suppose the coloring begins with 231 or ends 132. If no additional 3 appears, then
after two propagating time steps, each vertex will be colored 1 or 2, so ǫ(ℓ0(P
′
n)) = ~1.
If there does exist an additional vertex colored 3 and the coloring is not 23132,
then the coloring is either 2313, 23131, 32123, 23123, or the reverse of one of these
colorings, and it can be quickly verified that ǫ(ℓ0(P
′
n)) = ~2.
(5) Suppose now that neither (1), (3), nor (4) holds true. Since (3) fails, then there must
exist a vertex colored 2 that is adjacent to no vertex colored 1, and since (1) fails,
then this vertex must be an end point. It follows that the coloring either starts in 23
or ends in 32. Since (4) fails, then the coloring either starts with 232 or ends with
232 (which shows that (2) fails). Since 1 must appear in the coloring and (1) fails,
then the coloring either starts with 2321 or ends with 1232. If the coloring is 23212
or 21232, it is easy to verify that ǫ(P ′n)) = ~1. Otherwise, the coloring is 2321, 23213,
or the reverse of one of these, and in either case, we see that ǫ(ℓ0(P
′
n) = ~1. 
If the color-contracted graph has more than five vertices, then there are a large number of
cases, similar to the ones enumerated in Theorem 6, that need to be considered. Until one
can find more general sufficient conditions for obtaining a particular end state, it remains
difficult to find a statement analogous to Theorem 6 in the case of larger color-contracted
graphs.
5. Future work
In classical zero forcing, it is often of interest to determine how many forcing steps are
required to terminate the process, given an initial coloring; this is called propagation time.
It is known that a graph on n vertices has propagation time at most n − 1, with the path
Pn being the only graph to achieve the upper bound [1]. We show in Theorem 1 that when
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a forcing network is applied to a graph on n vertices, the process will terminate in at most
n− 1 propagating time steps. This gives rise to the following question:
Question 1. Given a network (X,R), is it possible to classify the X−colored graphs on n
vertices for which the network terminates in exactly n− 1 propagating time step?
One could also study the effect elementary graph operations have on the propagation time.
Question 2. How do different graph operations, such as addition or deletion of a vertex or
of an edge, merging and splitting of vertices, and edge contraction, affect the end state and
total number of forcing steps in the multi-color forcing procedure?
Lastly, it would also be of interest to characterize graphs for which a multi-color forcing
procedure without propagation actually terminates. We state this precisely below.
Question 3. Given a forcing network (X,R) whose steps do not allow propagation, can one
give sufficient and necessary conditions on an X−colored graph, G, such that the multi-color
forcing procedure will terminate?
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