Introduction
The recent mortgage subprime crisis and the partly resulting global financial crisis shed light on the weaknesses and required enhancements of prevailing risk management practices (e.g. Basel 2 limitations and frailties). Among the most important enforcements, liquidity concerns, counterparty credit risk, the correlation between various risks (e.g. contagion risk) and model stress testing as well as related scenario analysis have been highlighted by the Basel Committee on Banking Supervision under the Basel 3 framework (Basel Committee on Banking Supervision, 2010). With regard to liquidity, various liquidity measures coupled sometimes with a stressed scenario analysis are proposed at both the level of financial assets and the bank level in in-and off-balance sheet prospects (BlundellWignall and Atkinson, 2010; Lumsdaine, 2011; Van Den End, 2011) . On the correlation viewpoint, the risk of correlation between risks (e.g. impacts of liquidity risk on market risk and vice versa) refers to the linkages between asset classes, and linkages between banks/financial institutions among others (Embrechts et al., 2002 (Embrechts et al., , 2003 Hull and White, 2006; Lumsdaine, 2011) . On the stress testing and scenario viewpoints, the mitigation of potential model risk and measurement errors is targeted in risk assessment and risk forecast prospects (Basel Committee on Banking Supervision, 2010; Ferrari et al., 2011) .
Current research suggest that the credit market, as represented by credit default swaps or corporate bond spreads, is highly sensitive to the stock market trend and/or the corresponding market volatility as represented by equity volatility (Dupuis et al., 2009; Gatfaoui, 2010; Scheicher, 2009; Vaz de Melo Mendes and Kolev, 2008) . Under the Basel 3 setting, we focus concurrently on the correlation risk between credit default swap (CDS) spreads and referenced market risk components (Norden and Weber, 2009 ). Specifically, CDS spreads represent a credit risk proxy whereas market risk is envisioned with respect to two dimensions, namely a market price risk and a market volatility risk (Gatfaoui, 2010) . The market price risk illustrates the impact of the global market trend (i.e. common general link within the stock market) whereas the market volatility risk represents the magnitude of global market moves (i.e. volatility feedback, liquidity concerns). In this lens, we study the asymmetric linkages between CDS spreads and both market price and market volatility risks, and we analyze the interaction between such linkages through a three-dimensional www.intechopen.com copula methodology. In particular, we assess the impact of the stock market trend on the credit market trend while describing also how the magnitude of stock market moves impacts the magnitude of credit market moves. Hence, we address simultaneously two dependent questions, which illustrate the general market behavior. First, does the stock market trend drive the directional moves of the credit market? Second, does the magnitude of stock market moves influence the magnitude of credit market moves?
The previous multivariate setting targets a sound assessment of credit risk in the light of the stock market's influence with respect to the curse of dimensionality puzzle. The curse of dimensionality refers to the trade-off between the number of parameters, the problem's dimension and the sample size in order to ensure a sound model estimation process (i.e. convenient and acceptable risk representation). Indeed, the sample size constrains the number of model parameters with respect to the dimensionality of the problem under consideration (Bellman, 1961; Liebscher, 2005; Weiss, 2011) . Specifically, the accuracy of the estimation procedure relies on an exponential link between the problem dimensionality and the corresponding required number of data. Moreover, the observed multivariate dependence structures exhibit a negative link between CDS spreads and market price risk (i.e. trend impact) on one side, and a positive link between CDS spreads and market volatility risk (i.e. magnitude effect) on the other side. Taking into account simultaneously the dependence of CDS spreads relative to both market price and market volatility channels, allows for a better assessment of the correlation risk between the credit market and the stock market. Indeed, finer risk scenarios can be raised with respect to the market trend (i.e. bad or good market signal) and its corresponding volatility impact (i.e. strength of the signal).
In this lens, this chapter is organized as follows. Section 2 introduces the data as well as related statistical properties and stylized features. In particular, the directional impact of the stock market trend on CDS spread changes is quantified while the influence of the stock market volatility on the magnitude of CDS spread moves is also measured. Then, section 3 introduces a three-dimensional copula study, which measures the impact of the stock market trend and volatility on CDS spreads. As an extension, a scenario analysis is provided in section 4 to study the sensitivity of CDS spreads relative to the two stock market channels. Specifically, we assess the corresponding tail dependence, namely the extent to which extreme variations in both stock market trend and volatility impact extreme variations in CDS spreads. Finally, section 5 draws some concluding remarks and proposes some future research insights.
Data and stylized features
We introduce the stock market and credit market data under consideration as well as their corresponding statistical patterns.
Data
We consider two categories of data; -1) U.S. stock market indexes and 2) credit default swap data, which focus on both North America and emerging markets. Our daily data consists of closing quotes extracted from Reuters, and ranging at most from September 28 th 2007 to March 24 th 2010, namely 618 observations per data series. With regard to the first category of data, we consider the logarithmic returns of the Standard & Poor's 500 stock market index in basis points and the level of the CBOE implied volatility index. Specifically, those two indexes are considered to be a proxy of the two complementary dimensions of market risk, namely the market price risk and the market volatility risk (see Gatfaoui, 2010) . With regard to the second category of data, the credit default swap data come from credit derivatives indexes, which are delivered by Markit Corporation. In particular, we consider the spreads of Markit credit default swap indexes, or equivalently, the spreads of credit derivatives indexes that we name Markit CDX spreads. Those CDX indexes are split into two groups among which one set of spreads focuses on reference entities domiciled in North America while the other one relates to reference entities domiciled in emerging markets (see Table 1 ). In particular, the CDXEM index focuses only on sovereign entities whereas the CDXED relates to both corporate and sovereign entities. Moreover, the crossover index accounts for potential rating divergences between Standard & Poor's and Moody's rating agencies with respect to the lowest investment grade and highest speculative grade ratings (i.e. divergences relative to the frontier between investment and speculative grade borrowers). Furthermore, the CDX spreads under consideration are expressed in basis point and consist of the mid-market quotes on individual issuers. 
Stylized features
We analyze the daily changes in CDX spreads, SP500 returns and VIX level. Incidentally, changes in CDX spreads reflect changes in credit markets and credit conditions. In particular, the direction of CDX spread moves (i.e. the sign of daily changes) illustrates the credit market status whereas the magnitude of CDX spread moves refers to the strength and health of the credit market. Indeed, increasing CDX spreads indicate a hazardous credit market so that lending becomes riskier (Fisher, 1959) . Moreover, the larger the spread increase is, the riskier borrowing becomes and the higher the corresponding credit risk level is. In such a case, tougher credit conditions, which may illustrate a lack of funding liquidity or a deterioration in the corporate bond market liquidity among others (Brunnermeier, 2009; Das and Hanouna, 2009; Longstaff et al., 2005) , yield a weakened credit market because borrowing becomes more expensive in order to compensate for the increased risk of not refunding lenders (i.e. higher credit risk premium). Along with the referenced linkages between the credit and stock markets, we investigate the relationships between CDX spread changes and the variations in stock market conditions. Specifically, we focus on the link prevailing between CDX spreads changes on one side, and changes in both SP500 returns as well as VIX level. For this prospect, we first focus on the statistical properties of our time series (see Table 2 ). Changes in CDX spreads as well as market indexes exhibit mitigated skewness values and a positive excess kurtosis, underlining then their asymmetric and fat-tailed behavior over time. In particular, apart from CDXBB, CDXIV and CDXXO spreads, CDX spread changes exhibit a positive skewness, which underlines generally above average spread variations from one day to another. Moreover, we performed five different normality tests in order to cope with the asymmetric nature and the tail behavior of the considered financial times series.
All the statistics reject the Gaussian assumption at a five percent test level. Thus, CDX spread changes and variations in stock market indexes do not exhibit a Gaussian behavior. However, a complementary unit root test emphasizes the stationary behavior of the observed daily changes in both credit and market data as underlined by the Dickey-Fuller (DF) as well as the Z  and Z  Phillips-Perron statistics for a unit lag (Dickey and Fuller, 1979; Fuller, 1996 , Hamilton, 1994 MacKinnon, 1994; Newey and West, 1987; Phillips and Perron, 1988 www.intechopen.com Then, we control for an existing link based on the nonparametric Kendall and Spearman correlation coefficients (see Table 3 ). Indeed, the non-Gaussian behavior of our time series advocates the use of an appropriate correlation measure, which accounts for asymmetry and potential fat tails. Table 3 . Kendall and Spearman correlations between CDX spread changes and changes in both SP500 and VIX
Spread
The obtained correlation estimates emphasize the significance of the correlation between the CDS market and the U.S. stock market. Indeed, all the correlation coefficients are significant at a five percent two-tailed Student t-test level. As expected, the link between CDS spreads and market price is negative whereas the link between CDS spreads and market volatility is positive. Moreover, the correlation between market prices and corresponding market volatility is negative. Such a pattern illustrates the well-known volatility feedback effect, which was formerly introduced by Black (1976) . In particular, CDX spreads tend to increase when both stock market returns decrease and the corresponding stock market volatility augments. Conversely, CDX spreads tend to decrease when both SP500 returns increase and VIX level diminishes. Hence, a downward stock market trend and upward stock market volatility coincide both with upward CDS spreads. As a result, the statistical properties of stock-and credit market data support the investigation of a joint link between CDX spreads on one side, and both SP500 returns and VIX index on the other side (i.e. stock market price and volatility indexes). Such linkages are of high significance specifically when CDX spread moves are large (i.e. extreme variations and tail behaviors).
Importantly, the linkages prevailing between CDS spreads and the stock market volatility originate their full meaning from existing findings. In particular, market liquidity is strongly related to the corresponding market volatility (Brunnermeier and Pedersen, 2009) so that volatility encompasses liquidity features. Moreover, the interaction, or equivalently, the correlation between market risk and credit risk is well acknowledged nowadays (Brigo et al., 2011; Hartmann, 2010; Liu et al., 2006; Predescu et al., 2009) . Specifically, CDS spreads constitute a proxy of credit risk but also encompass a liquidity www.intechopen.com premium, which evolves both on a cross-sectional basis and over time (Predescu et al., 2009) . Hence, studying the linkages between CDX spreads and stock market volatility makes fully sense in terms of the impact or transmission of liquidity shocks from the stock market to the credit market. Basically, such linkages illustrate how aggregate CDS spreads react to modifications in funding means among others. The previous linkages are therefore emphasized by the significant correlation coefficients between CDX spread changes and VIX index variations.
Focusing on the dependencies between CDX spreads and market indexes, we then investigate graphically the existence of such links. For this prospect, we plot the CDX spread changes against changes in SP500 index on one side, and changes in VIX implied volatility index on the other side (see Fig. 1 and Fig. 2 ). The two-dimensional plots exhibit clearly linkages between CDX spreads and both market price and market volatility. However, such bivariate linkages are asymmetric (Gatfaoui, 2010) . Moreover, we notice clearly differences between the dependence structures of CDX spread changes with respect to SP500 changes, and the dependence structures of CDX spread changes with respect to VIX changes. Furthermore, Fig As a complementary investigation, Fig. 3 aggregates the previous two-dimensional linkages while considering the three-dimensional dynamics of CDX spread, SP500 return and VIX level daily changes. Seemingly, the three-dimensional relationships reveal to be elliptical. Again, Fig. 3 exhibits flatter relationships with respect to CDXED spread variations. Fig. 3 . Dependence structures of CDXHY and CDXED spreads with respect to both SP500 and VIX indexes As a result, there exist negative linkages between CDX spread changes and SP500 return changes, and positive linkages between CDX spread changes and VIX changes. Such twodimensional linkages reveal to be asymmetric and the two types of dependence structures of CDX spread changes relative to SP500 return changes and VIX changes respectively exhibit noticeable differences. However, according to Fig. 3 , the three-dimensional joint behavior is rather elliptical, and exhibits some symmetric pattern from a tail prospect.
Such empirical findings are important for two main reasons. First, they confirm the wellknown negative link between price and volatility, which was formerly referenced in the equity market (Black, 1976) . Second, they underline competing effects with respect to the impact of equity prices, on the one hand, and equity volatility, on the other hand, on CDX spreads. With regard to the first reason, the negative link reflects an intuitive and straightforward situation. Indeed, equity volatility tends to increase during market disturbances and bear market times while prices are decreasing or low. Conversely, equity volatility tends to decrease during calm market periods and bull market trends while prices are generally increasing. One explanation for such an asymmetric volatility relies on the investors' behaviors. Basically, investors want all to get rid of their bad stocks when prices are decreasing, which generates a higher market activity and therefore a higher volatility of stock prices. Since many investors want to sell the same stocks at the same times, such common behaviors generate large price declines so that prices fluctuate importantly over time. That's also why volatility is often related to liquidity (Brunnermeier and Pedersen, 2009) , namely the propensity of a stock (or an asset) to be transformed into cash. With regard to the second reason, the credit market is closely linked with the equity market (Brigo et al., 2011; Fisher, 1959; Hartmann, 2010; Liu et al., 2006; Predescu et al., 2009) . Therefore, two distinct linkages between the credit market and the equity market need to be considered. The first linkage is the negative impact of equity prices on CDX spreads whereas the second linkage is the positive impact of equity volatility on CDX spreads. As a result, the evolution of CDX spreads over time results from a tradeoff between the two previous market channels. In particular, an increase in CDX spreads is associated to both a decreasing market trend and an increasing market volatility. Hence, the first price channel gives information about the directional impact of the stock market on CDX spreads whereas the second market volatility channel indicates the magnitude of such an impact on CDX spread changes.
The decomposition of the two stock market channels helps identify more precisely the market risk and therefore its link with credit risk. Specifically, we target to assess the risk that CDX spreads cross upward a specific high threshold given that the stock market price and volatility channels also cross some corresponding downward and upward thresholds respectively. Recall that growing CDX spreads indicate a riskier lending activity and therefore a risk of not being refunded for lenders. The higher CDX spreads become or the more they grow, the riskier the credit risk is. In general, risk assessment and risk management techniques focus on the probability of occurrence of bad scenarios and the impact of such scenarios (e.g. credit losses and their consequences). In our case, a bad scenario is so that CDX spreads increase while the stock market trend is downward and the stock market volatility increases. The strength of each scenario depends on the chosen thresholds for credit and equity market data. Thus, the market price and volatility channels have a huge significance for risk management practitioners because a more accurate link between credit risk and market risk can be drawn.
As an example, we consider the changes in CDX spreads and corresponding changes in VIX and SP500 returns. We rank by ascending order those CDX spread changes and we also take the value, which indicates the beginning of the 10% largest CDX spread increases among the sample (i.e. the 10% biggest positive changes). Such a threshold value highlights the beginning of the 10% highest CDX spread sample, which is also called an upper tail. The upper tail stresses critical high values for the CDX spreads under consideration, and therefore describes high credit risk scenarios (e.g. extreme CDX spread values). Then, we count the number of cases when the sign of CDX spread changes coincides with the sign of the changes in both SP500 returns and VIX level (i.e. same directional moves). Such a counting process is achieved for the whole sample of CDX spreads and the corresponding 10% upper tail. The coincidence study between the changes across the whole sample illustrates the average correlation risk between credit risk and market risk factors whereas the coincidence study across the upper tail sample underlines some extreme correlation risk. We report in Table 4 the percentage of sign coincidence between CDX spread changes and changes in both SP500 returns and VIX level. Setting the 50% threshold as a discriminant value, CDX spreads evolve in the opposite direction of SP500 returns and in the same direction as VIX level across the whole sample and on an average basis. With respect to the upper tail sample of CDX spreads, high CDX spread changes generally evolve in the same way as the whole sample, and such behavior is even enforced. Indeed, the percentage of similar directional moves between high CDX spreads and SP500 returns diminishes whereas the percentage of matching directional moves between high CDX spreads and VIX level increases. Thus, we start considering some critical spread variations in relation with the corresponding changes in the two referenced stock market channels, namely SP500 returns and VIX level.
Therefore, managers can easily focus on three specific questions. First, can a critical threshold in stock market prices be linked to a critical threshold in CDX spreads? Second, can a critical threshold in stock market volatility be linked to a critical threshold in CDX spreads? Finally, can critical thresholds in both stock market price and stock market volatility be linked to a critical threshold in CDX spreads? Such management issues can be difficult to answer unless we understand the linkages between the credit and stock markets. Moreover, a better understanding also yields the use of more appropriate techniques for risk assessment prospects. Indeed, Fig. 1 and Fig. 2 
A multivariate copula application
The previous stylized facts advocate the use of an appropriate statistical tool to handle simultaneously the dependence structure between the CDS market and the two components of market risk, namely market price and market volatility risks. For this purpose, we introduce the three-dimension copulas under consideration, the corresponding data fitting process and the selection criterion of the best copula model.
Copulas
Copulas are a useful tool to model multivariate dependence structures (Cherubini et al., 2004; Durrleman et al., 2000; Embrechts et al., 2003; Genest et al., 1995; Joe, 1997; McNeil et al., 2005; Nelsen, 1999; Patton, 2009; Sklar, 1959 Sklar, , 1973 . They present the advantage of not necessarily having to determine the distribution function of each of the variable under consideration. Hence, it is possible to specify the global dependence structure without knowing the margins (i.e. univariate distribution functions) of each variable under consideration. As a consequence, the corresponding model risk is minimized. As an example, Fig. 4 plots the empirical copula function, which describes the bivariate dependence structure of CDXHY spread changes with respect to SP500 changes on one side, and VIX changes on the other side (Deheuvels, 1979 (Deheuvels, , 1980 . The observed empirical behavior can easily be linked to the theoretical behavior of some well-known copula representations (Cherubini et al., 2004; Joe, 1997; Nelsen, 1999) .
Along with the previous framework, we focus on the three-dimensional representations of the dependence structures of CDX spread changes and the changes in the two market risk channels. Specifically, Sklar's theorem (1959) introduces a three-dimensional copula function as follows: We label CDX, SP500 and VIX the daily changes in CDX spreads, SP500 returns and VIX level respectively. In particular, daily changes are computed as follows for any time i within the sample period under consideration:
Under such a setting, we face the well-known curse of dimensionality, which represents the trade-off between the dimension of our setting (i.e. a three-dimension setting), the number of parameters for each considered copula representation, and finally the number of available data points. Given that statistics often advocate parsimonious models, we'll focus on a specific set of Archimedean and Elliptical copulas (see Table 5 ). In particular, the Frank and Gaussian copulas exhibit no tail dependence, namely no link between the variables' extreme values. However, the Student T copula exhibits a symmetric left-and right-tail dependence. Differently, the remaining copulas exhibit asymmetric tail dependences. In particular, the Clayton copula exhibits lower tail dependence whereas the Gumbel copula exhibits upper tail dependence. Hence, we are able to capture various tail behaviors within financial markets. Table 5 . Three-dimension copulas and characteristics Each of the three dimensions of our multivariate copula framework relates respectively to CDX spread changes (i.e. first dimension, or equivalently first variable), SP500 return changes (i.e. second dimension), and finally VIX changes (i.e. third dimension) from one day to another. This way, the relationship between CDX spreads and the two market dimensions are simultaneously accounted for. As an example, Fig. 4 exhibits the corresponding U 1 values for CDXHY spread changes on the vertical axis whereas it displays the corresponding U 2 and U 3 values of SP500 return and VIX level changes on the horizontal axis respectively. 
where  and  -1 are a three-dimension matrix and its inverse respectively, || is the determinant of the correlation matrix,  is the vector of the inverse standard univariate Gaussian cumulative distribution function applied to each element u 1 , u 2 , u 3 , and finally  t is the transposed vector of . We also introduce a three-dimension vector 1 of unit numbers.
The Archimedean and elliptical copulas under consideration satisfy specific assumptions as 
where  and  -1 are a three-dimension matrix and its inverse respectively, || is the determinant of the correlation matrix,  is the Gamma function,  is the vector ( 1 ,  2 ,  3 ) of the inverse univariate Student 3 cumulative distribution function applied to each element u 1 , u 2 , u 3 , and finally  t is the transposed vector of . Charpentier et al. (2006) advocate a minimum number of two hundreds observations when the copula dimension is below or equal to three. According to those authors the length of our time series, or equivalently, the chosen sample size reduces thus the curse of dimensionality problem.
Estimation and selection
According to (Weiss 2011) , the maximum likelihood method yields less biased and more stable parameter estimates for parametric copulas. Hence, we first estimate the copula parameters while running a Maximum Likelihood Estimation methodology (MLE). Specifically, we apply a semi-parametric MLE process, which is also known as canonical MLE. The semi-parametric MLE procedure relies on two stages so that the copula is specified while the univariate margins of the considered variables are not specified. The first stage computes the nonparametric cumulative distribution function (i.e. univariate margin) of each variable whereas the second stage maximizes the log-likelihood of the copula under consideration as a function of the corresponding copula parameters (Choros et al., 2010; Genest et al., 1995; Yan, 2006) . However, we correct for possible parameters' uncertainty while applying a parametric bootstrapping technique in order to conform to the related MLE asymptotics (i.e. bootstrap MLE; Chen and Fan, 2006; Chernick, 1999; Davison and Hinkley, 2006; Efron, 1979; Simon, 1997; Varian, 2005) . 4 The parametric bootstrap, which is also a resampling method, allows for assigning an accuracy measure to parameter estimates. Indeed, parameter uncertainty usually yields the under-or overestimation of model parameters when samples are not large enough.
Correcting for uncertainty and sticking to MLE assumptions allow therefore for getting more accurate estimates and thus sounder risk assessment. Then, our selection process of the most appropriate copula representation relies on the information criterion principle (i.e. selection tool). In particular, we consider the Akaike, Schwarz and Hannan-Quinn information criteria. Those information criteria encompass two components, which are the forecast error committed by the model and number of estimated unconstrained parameters (Akaike, 1974; Lütkepohl, 2006; Hannan and Quinn, 1979; Schwarz, 1978) . The model selection rule requires minimizing the information criterion. By doing so, the selection process targets an accurate and parsimonious model, which reduces the potential errors and estimation problems.
The negative Kendall correlation between CDX spreads and SP500 return changes is incompatible with the Clayton copula representation. Moreover, the obtained parameter estimates for Frank copula are also incompatible with the corresponding theoretical specification. As a result, we display only the chosen information criteria for the remaining copulas, which consist of the Gumbel, Gaussian and Clayton copulas (see Tables 6, 7 and 8) . Amongst the range of representations under consideration, the best copula or the optimal three-dimension copula estimation is that one which minimizes at least one (when not all) of the information criteria previously mentioned, namely Akaike, Schwarz and Hannan-Quinn information criteria. According to Tables 6 to 8, the optimal copula representation consists of the Student T copula for all CDX spreads under consideration, which implies a symmetric tail dependence of CDX spreads with respect to market risk channels. Table 9 . Parameter estimates of the three-dimension Student T copula
Apart from CDXED spreads, results conform to empirical facts so that:
 the correlation between the changes in CDX spreads and SP500 returns is negative,  the correlation between the changes in CDX spreads and VIX levels is positive,  the correlation between the changes in SP500 returns and VIX levels is negative.
The positive correlation between the changes in CDXED spreads and SP500 returns may result from the curse of dimensionality concern as well other data-and market-specific features of the emerging market diversified CDX index. However, we have only around 100 data points less as compared to the other CDX spread time series. Moreover, emerging corporate and sovereign credit markets require a specific attention and study (e.g. pricing issues, default events and correlations, quotation disruptions), 5 which is beyond the scope of the current research. Finally, the obtained correlation matrix elements are slightly different from the previous Kendall correlation estimates. Indeed, the average differences between the copula-based correlation and the Kendall counterparts are 0.0267 and 0.0237 with respect to SP500 returns and VIX level (i.e. average correlation differences between CDX spreads and referenced stock market benchmarks). In the same way, the average absolute differences between those two types of correlation estimates are 0.0648 and 0.0665 with respect to SP500 returns and VIX level.
Finally, the obtained results seem to conform to the theoretical behavior of the Student copula representation. As a rough guide, Fig. 5 plots the theoretical copula representation based on the simulation of pseudo-random numbers while using the estimated CDXHY copula parameters. 6 Strikingly, the similarity between the theoretical and empirical copula representations is obvious and noticeable. 
Scenario analysis
We set up a stress testing methodology while considering two specific types of scenarios, namely a good scenario and a bad scenario.
Scenarios and conditional probabilities
We consider two extreme scenarios among which an extremely bad situation and a very good situation for the credit market. The bad situation refers to a deterioration of the credit market through the widening of CDS spreads while the good situation refers to an improvement of the credit market through a tightening of credit spreads.
The stress testing analysis is driven by the relationships between CDX spreads on one side, and both SP500 returns and VIX level on the other side. Remember that CDX spreads widen when either SP500 returns decrease (i.e. negative correlation) or VIX level increases (i.e. positive correlation). Conversely, CDX spreads diminish when either SP500 returns augment or VIX level declines. As a result a three-dimensional bad scenario is such that CDX spreads expand when both SP500 returns drop and VIX level rises. Conversely, a good scenario is such that CDX spreads tighten when both SP500 returns enhance and VIX level falls. Therefore, we perform a stress testing study (i.e., scenario analysis) based on the Student T optimal copula C * , and compute the probability of occurrence of the bad situations (i.e. scenario 1) and the good situations (i.e. scenario 2). In particular, we assess the probability that CDX spreads increase (decrease) due to both a decrease (an increase) in SP500 returns and an increase (a decrease) in VIX level. Hence, we propose a three-dimensional taildependence analysis. With regard to the first scenario (scenario 1), the probability of occurrence of bad states is computed as follows:
where  is the critical risk level under consideration (e.g., 5%, 10%), and u  is the related quantile level. Recall also that we state
www.intechopen.com Y=ΔSP500 and Z=ΔVIX. Specifically, the probability of facing scenario 1 is a quantilequantile dependence measure. Indeed, it measures to which extent the occurrence of both an extreme SP500 return decrease and an extreme increase in VIX level impacts the occurrence of an extreme CDX spread increase. Therefore, the higher the probability level , the more correlated the 'bad' extremes are, or equivalently, the stronger the tail dependence is (Coles et al., 1999) . Moreover, a decreasing u  value corresponds to an increasing value of (1-u  ), which highlights a worsening of the credit market through larger CDX spread increases. In practice, a very bad scenario is represented by a wide and positive CDX spread variation coupled with both a huge decrease in SP500 return (i.e., return variation with high magnitude and negative value) and a large positive variation in VIX level. Symmetrically, the probability of occurrence of good states as represented by scenario 2 is computed as follows:
Therefore, the higher the probability level , the more correlated the 'good' extremes are. On a practical viewpoint, a very good scenario is represented by a wide and negative CDX spread variation coupled with both a huge increase in SP500 return (i.e., return variation with high magnitude and positive value) and a large negative variation in VIX level (e.g., lower volatility regime). Indeed, the credit risk level is as low as u  is small.
Estimation
Whatever the scenario under consideration, we fix a value for the critical risk level α and then solve for u  in the conditional probabilities displayed in the previous section. For this purpose, we estimate the corresponding quantile u  while solving numerically for a nonlinear optimization problem. We request a tolerance level of 10 -5 for the gradient of the estimated coefficients. Basically, we consider successively two distinct stress levels, namely a 10 and 5 percent critical risk levels. Each obtained quantile u  corresponds to a specific joint variation of CDX spreads, SP500 returns and VIX level.
Stating  = 5% and 10%, we consider the worst case (scenario 1), and the very good situation (scenario 2). We report the corresponding values for the dependence structure between CDX spreads and both SP500 and VIX in Tables 10 and 11 . As a result, we are able to characterize critical thresholds for the variations in CDX spreads, SP500 returns and VIX level, which correspond to the relevant stress scenario. Notice that a positive value indicates an increase in the market data under consideration whereas a negative value illustrates a decrease from one day to another. For example, there is a 5 percent probability level that CDXEM spreads increase by 12.9600 basis points given that SP500 returns decrease by 306.0669 basis points and VIX index grows by 2.6000 between February 1 st 2008 and March 24 th 2010. Symmetrically, there is a 5 percent probability level that CXEM spreads drop by 24.4100 basis points given that SP500 returns increase by 402.1336 basis points and VIX index declines by 2.9300 over the sample time.
Moreover, noticeable differences between the 5 and 10 percent risk thresholds can be listed.
With respect to scenario 1, CDX spreads and VIX level exhibit a larger increase under the 5 percent threshold whereas SP500 returns display a bigger decrease as compared to the 10 percent threshold. With respect to scenario 2, CDX spreads and VIX level exhibit a greater decline under the 5 percent threshold whereas SP500 returns display a higher increase as compared to the 10 percent threshold. Hence, results confirm the strength of the 5 percent probability setting as compared to the 10 percent probability threshold (i.e., tougher credit risk situation under the 5 percent probability level). Table 11 . CDX spread and market risk changes under a =10% risk level
Scenario 1 Scenario 2 Index
As a rough guide, we also plot the corresponding empirical CDX spread and market risk changes as a function of quantile u  for CDXHY and CDXED indexes. Fig. 6 reports the scenarios 1 and 2 for CDXHY whereas Fig. 7 displays only scenario 1 for CDXED. In Fig. 6 under scenario 1, the top left corner corresponds to the highest CDX spread increase (i.e., lowest possible value of u  ), which matches both the biggest decrease in SP500 return and the largest increase in VIX level. Conversely, the bottom right corner of scenario 1 panel represents the largest CDX spread decrease (i.e., highest possible value of u  ), which matches both the biggest increase in SP500 return and the largest decrease in VIX level. Naturally, scenario 2 exhibits a symmetric behavior since it represents the mirror evolution of scenario 1. Strikingly, Fig. 7 displays some tail discontinuity with respect to the upper left corner as opposed to the bottom right corner. Such an outlier may generate estimation problems. Hence, such a pattern requires further investigation, which is left for future research. 
Concluding remarks and future work
In this paper, we focused on the dependence structures between CDX spread changes on the one hand, and changes in both SP500 returns and VIX index, on the other hand. We empirically exhibited the asymmetric nature of each bivariate dependence structure, namely the dependence structures between CDX spreads and SP500 returns and between the CDX spreads and VIX index. We also emphasized the differences between those two types of bivariate dependence structures, which we handled simultaneously within a threedimension copula analysis. Balancing the curse of dimensionality with a parsimonious modeling framework, we selected three Archimedean copulas and two classic elliptical copulas in order to test for various tail dependencies.
The estimation process and the selective information criterion statistics exhibited the Student T dependence structure as an optimal three-dimension copula representation. Therefore, we have to cope with symmetric tail dependencies between CDX spreads and the two stock market risk channels above-mentioned. Additionally, we are able to realize a more accurate and global credit risk scenario analysis in the light of both the stock market trend and stock market volatility levels. As an example, we quantified a 10 and 5 percent tail dependence levels in order to illustrate a stress testing analysis under two types of stock market stress. Such a scenario analysis helps identify thresholds for the variations in both stock market price and volatility, which impact variations in CDX spreads. In other words, we are able to characterize the impact of the stock market risk channels on the evolution of CDS spreads. Consequently, the three-dimension copula framework is a useful tool for risk monitoring/management and risk reporting prospects under Basel 3. In particular, the scenario analysis is of high significance for portfolio insurance when credit lines are involved in the investment portfolio under consideration. Indeed, such a framework is useful for value-at-risk or even stressed value-at-risk implementations as well as related scenario analysis (Embrechts and Höing, 2006) . Further research should therefore focus on the dynamic implementation of the three-dimensional copula framework in a forecasting perspective.
