reports are also required to judge whether fired rays reach targets. At the same time, collision detection is widely applied in virtual reality (VR; Cai, Chui, et al., 2003; Li, Chui, et al., 2001) , robotics, computer-integrated manufacturing, computer-aided design and computer-aided manufacturing (CAD/CAM), computer graphics, and animation (Jiménez, Thomas, et al., 2001; Lin & Gottschalk, 1998) .
Collision detection is principally a geometric interaction and intersection problem. When two or more objects interact with each other, collision may occur. For colliding objects, there are usually shared geometric intersections. The interaction here is generally referring to touch or overlapping of two or more interacting objects forming shared geometry. But, geometrically separated objects can have interactions too. For instance, target objects and gamer objects interact via fired rays in 3D shooting games.
Existing collision detection algorithms are all built on one or more techniques including bounding volume hierarchies, geometry reasoning, space partitions, parse methods, and optimization techniques (Lin & Gottschalk, 1998) . Bounding volume hierarchies and space partitions are initially proposed in 3D graphics and visualization (Arvo & Kirk, 1989; Samet, 1989) . Mathematical techniques of formulations and geometry reasoning are generally used in these methods (Gao & Wang, 1992; Kapur, Saxena, et al., 1994; Shpitalni & Lipson, 1997) . Some of these algorithms are commercially available with products such as RAPID, I-COLLIDE, QuickCD, SOLID, and SWIFT++ (Bergen, 1999; Cohen, Lin, et al., 1995; Ehmann & Lin, 2001; Gottschalk, Lin, et al., 1996; Klosowski, Held, et al., 1998) . A more detailed survey can be found in Jiménez's work (Jiménez et al., 2001) .
Collision detection can be classified according to the static or dynamic nature of the processing objects. In a static environment, collision detection focuses on checking whether two or more static objects intersect. It is mainly applied in CAD to test the static interference among different components for assembly and tolerance verification. In a dynamic environment, however, scenes can change over time. Here, the emphasis is on the environment or scene model, which are typically huge and complex. If hierarchically structured, collision detection can potentially speed up. But most collision detection algorithms in games focus on checking whether an avatar or a gamer (visible or not) is in collision with static environmental objects during a gaming session such as a walk through. Collision detection for multiple moving objects is a hot research topic today (Cohen et al., 1995; Gottschalk et al., 1996; Lin & Gottschalk, 1998; Jiménez et al., 2001) .
In terms of procedures, collision detection can be divided into two phases: broad and narrow. In a broad phase, scenes in games are spatially (in world space) partitioned using one or more techniques such as binary spatial partition (BSP), bounding spheres (Klosowski et al., 1998) , axis-aligned bounding boxes (AABBs), and oriented bounding boxes (OBBs) (Gottschalk et al., 1996) . In a narrow phase, the detailed collision is checked by geometric calculation with the intersecting triangles. This intersection calculation is heavily dependent on the model representation and the complexity of scenes. Thus, huge computational loads are inevitably involved, in particular in the case of collision detection within complex scenes. Some games use
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only single-phase collision detection, through direct geometric intersection, but this is only feasible in simple scenes. In the two-phase algorithm, it activates detailed intersection calculation in the narrow phase only when initial collision is confirmed in the broad phase. Although collision detection is, traditionally, a software solution, graphics hardware is increasingly used in recent collision detection (Baciu, Wong, et al., 1999; Hoff, Zaferakis, et al., 2001; Kim, Lin, et al., 2002; Lombardo, Cani, et al., 1999) . Basically, hardware-assisted collision detection methods take advantage of the graphic computing and processing power of graphics hardware. The implementation of such methods is also quite simple compared with geometry-based algorithms. This makes it possible to achieve real-time collision detection for very complicated scenes. Typically, projections of 3D objects onto 2D image planes are required. Analysis in a dimension-reduced space with depth maps maintained in an image buffer (such as the z-buffer) is then performed.
After the pioneering research on graphics-hardware-assisted collision detection algorithms (Rossignac, Megahed, et al., 1992; Shinya & Forgue, 1991) , a more efficient algorithm was proposed using a stencil buffer to check the changing state at each frame (Myszkowski, Okunev, et al., 1995) . The approach could deal with the interference problem between complex solid objects.
An image-based collision detection approach for normal PCs with normal graphics cards, based on z-buffer and stencil buffer, was developed (Baciu & Wong, 1997; Baciu et al., 1999) . A technique with image-space depth and color buffers for collision detection in cloth animation for computer-generated characters was also introduced (Vassilev, Spanlang, et al., 2001) . Graphics hardware was also used for the computation of penetration depth between pairs of 3D polyhedral models (Kim et al., 2002) . They made use of the depth buffer to aid in the computation of Minkowski sums in order to find the minimum translation vector needed to separate two interfering bodies.
However, all the above approaches require depth buffer or stencil buffer readbacks, which are often expensive in terms of operations on common graphics cards due to their asymmetric accelerated graphics port (AGP) buses. Govindaraju, Redon, et al. (2003) used visibility queries to compute a potentially colliding set (PCS). They pruned the number of objects in the PCS using visibility computation in the broad phase, followed by exact collision detection between the primitives in the narrow phase.
Modern graphics processors (GPU) have better computation performance than CPUs when handling graphics jobs. Because of the highly parallel nature of graphics hardware, this disparity in performance is expected to widen further in the near future. Indeed, the already fast graphics hardware is being transformed into a supercomputing coprocessor. Accordingly, the use of graphics hardware for general purpose graphics tasks (Kilgrad, 2002 ) is increasingly becoming a trend for many intensive computations.
In this article, we present a new hardware-accelerated approach to detecting collision in 3D VR games. The rest of the article is organized as follows. Section 2 discusses
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the scene graph for initial collision detection. Section 3 describes our graphicshardware-based solution using a multiple viewing volume method for collision detection. Using a multiple viewing volume method, the original collision checking is converted to detect interferences between a model of convex geometry and a model of arbitrary geometry. Thus, checking becomes basically a task of rendering and querying. Section 4 presents the results with the implemented method as well as a discussion on applications in 3D VR gaming. Section 5 concludes this research.
Scene graph for initial collision detection
In most 3D game scenes, there are one or more characters or objects moving in a static environment. Collision between objects or between objects and the environment can occur anywhere and anytime. Detection of collision is therefore a fundamental task in 3D computer games. A rapid collision detection solution is necessary for realistic gaming, especially in a complicated environment. Efficient and effective collision detection should identify those cases of noncollision or trivial collision quickly to avoid expensive intersection calculations. This can be considered as an initial and rough collision checking, focusing on quick rejection of the no collision cases. Only in nontrivial collision cases, detailed calculation will proceed to obtain the accurate intersection results. Good data organization for the representation of environment models and moving objects/characters is required for both initial checking and detailed computing. A scene graph is such a hierarchical structure for speeding up operations including search and identification of the collision areas.
Recent advancements in graphics hardware have significantly changed both the speed and quality of many graphics processes. Thanks to the rapid development in semiconductor technology, improvement in the performance of graphics hardware has greatly outstripped that of CPUs. It gives new opportunities to develop better solutions for collision detection (Baciu et al., 1999; Hoff et al., 2001; Kim et al., 2002; Lombardo et al., 1999) .
Our approach follows the two-phase approach in the overall framework. It first applies the scene graph in the broad phase of collision detection. As an integrated data structure, the scene graph includes mesh surfaces, material properties, transformations, switch nodes, bounding volumes, and so on. With the scene in a hierarchical structure, the bounding volumes for nodes in the scene graph can be used for various purposes such as helping visibility processing and detecting collision between objects in the scene. It has been widely accepted that using scene management techniques can greatly improve the collision detection performance, taking advantage of graphics hardware. This is especially true for visual flythrough applications. Scene graph management techniques have been accepted and implemented in several popular graphics libraries including Silicon Graphics's Cosmo3D/ Optimizer and Performer, Open Scene Graph (OSG), and OpenSG.
To detect collision between two objects in a scene, a local hierarchical traversal method is designed to determine the intersection of the two objects represented by two sub-trees in the scene graph. If the bounding spheres of the sub-tree's root nodes are disjointed, the two objects do not intersect. Otherwise, the two objects may have an intersection. It is therefore required to do a further test on the child nodes of the bounding spheres. Whenever overlaps are detected, the tests continue to traverse down to the next level of the current sub-trees of the two objects until the nodes become leaf nodes containing only geometry. During the test procedure, the broad phase collision detection may cease any time if no intersection is found. This procedure can be considered as an initial collision detection, which helps to reject many noncollision or trivial collision cases.
Viewing volumes for detailed collision detection
In the narrow phase, the collision detection algorithm will calculate detailed intersection between geometrical meshes of the objects. Here, we propose a new hardware-accelerated algorithm, which makes use of viewing volumes to detect the intersection between one convex mesh and another arbitrary polyhedral object. Typical graphics-hardware-assisted collision detection approaches often involve rendering objects in a multipass fashion and then analyzing at run-time the image buffers like depth buffer, stencil buffer, or color buffer. As a consequence, the performances of these approaches are restricted by the rendering capabilities. This limitation is due to the image buffer read-back rates that are often relatively low on common graphics cards because of the asymmetric AGP buses. Our new algorithm deals with collision detection through rendering and querying using multiple viewing volumes with the aid of graphics-hardware-accelerated occlusion queries. Figure 1 illustrates the overall FIGURE 1: Overall Framework of the Algorithm framework of the algorithm and optimization techniques incorporated to achieve the expected efficiency.
Let A and B be the two objects involved in collision detection, with A being convex and B being arbitrarily shaped in 2D space (see Figure 2) . In general, at least part of B can be seen from inside A if A and B intersect, and vice versa. Based on this fact, our approach makes use of multiple viewing volumes and renders both the two objects A and B for checking whether some part of B can be seen from inside A.
As illustrated in Figure 2 , a bounding box of A is first built, and an internal point of A (typically the center of the box) is chosen as the camera position; then, six viewing volumes can be constructed with this camera position and each of the six faces of the bounding box as the far clipping planes. By rendering both A and B with depth comparison within the six viewing volumes and querying the rendering results, it is easy to determine whether A and B intersect. For instance, A is rendered first and its depth information is written to the depth buffer in one viewing volume. Then, B is rendered with the GL_LEQUAL depth test. A and B intersect if B occludes A in the viewing volume. Otherwise, other tests in the other viewing volumes should be continued. If there is no occlusion in all viewing volumes, then A and B do not intersect. Note that the union of the six viewing volumes covers the object A, which is very important to ensure the correctness of the collision detection results.
Usually, the queries of the rendering results involve the read-back of the frame buffers by the CPU, which is a bottleneck of the common graphics hardware. It is fortunate that HP proposed the image-space occlusion query supported by graphics hardware, which checks whether a model is visible or not due to the occlusions of other models. This technique is later improved further by NVIDIA. Correspondingly, there are currently two well-known occlusion queries based on the OpenGL extensions (i.e., the HP OpenGL extension GL_HP_occlusion_test and the NVIDIA OpenGL extension GL_NV_occlusion_query). The GL_HP_occlusion_test returns a boolean value after checking if any incoming fragments pass the depth test, whereas the GL_NV_occlusion_query returns the number of incoming fragments that pass the depth test. Both query mechanisms can be adopted.
As mentioned earlier, six viewing volumes are used in our approach. The definition of the viewing volumes begins with the construction of the bounding box of the object A. Note that the size of the bounding box will affect the size of the viewing volumes and hence the efficiency of the collision detection process. As such, the OBB is chosen in this work.
Once the bounding box of A is built, we can set up the six viewing volumes as follows. Each viewing volume corresponds to a face of the bounding box. An internal point of A (usually the center of the bounding box) is chosen and set as the common camera position of the six viewing volumes. The perspective projection is used, and the far clipping plane corresponds to the face of the bounding box. Figure 3 illustrates one of six viewing volumes. The camera is put at the center of the bounding box. The right plane is defined as the far clipping plane and the lookup direction is defined as the direction vertical to the far clipping plane. So, the dark region is set as a viewing volume.
The six viewports corresponding respectively to the six viewing volumes can be arranged in one window. The window could be created in a pixel buffer without having to display the result (Wynn, 2001) .
Both A and B should be rendered to check whether some part of B can be observed from inside A. Nonetheless, as the two objects play different roles in our approach (e.g., A should be convex and is used to define the viewing volumes, whereas B can be an arbitrarily shaped object), we may need different ways to render the two objects.
The rendering of A is rather straightforward. Because the relative position and orientation of A to the viewing volumes are fixed, A could be rendered only once with the depth values stored in the depth buffer.
The rendering of B with each viewing volume setting can also be fulfilled in a rather brute force way by sending all the faces of B directly into the graphics pipeline. However, this strategy would result in poor efficiency. To facilitate a real-time collision detection process, the following three optimization techniques are adopted.
GL_SELECT technique.
Before rendering object B with a certain viewing volume setting, those faces of B that appear in the particular viewing volume are chosen on the fly by making use of the GL_SELECT rendering mode, and then only those faces appearing in the viewing volume are sent into the graphics pipeline for rendering. This significantly reduces the number of faces of object B needed for rendering.
Bounding volume hierarchy (BVH) technique.
The BVH can be used to further accelerate the collision detection process. Assuming a BVH of object B (e.g., the OBB tree) being constructed, the root bounding volume of the hierarchy is rendered in all the viewing volumes. Through occlusion queries, whether A interferes with the root bounding volume of B can be determined. If no interference is found, A will certainly not interfere with B. Otherwise, we can recursively check whether the two children bounding volumes of the root bounding volume interfere with A till the leaf nodes of the BVH are reached. 3. Object convex decomposition technique.
Until now, our discussion has been constrained by convex objects. For arbitrary objects, convex decomposition is required. But this is out of the scope of this article. (Chazell, Dobkin, et al., 1997) The results of collision detection can be obtained by an image-space occlusion query. The NVIDIA OpenGL extension, GL_NV_occlusion_query, provides a function to obtain the number of pixels passing the depth test. In our approach, GL_LEQUAL is adopted as the depth comparison logic. If the number of pixels passing the depth test is greater than zero in the pixel buffer, then the two objects intersect. Otherwise, there is no intersection. Figure 4 shows the pseudo-code of the algorithm.
Results and applications in 3D virtual reality games
The algorithm has been implemented on a single processor PC (2.6 GHz Pentium 4 and 512 MB of RAM). For the purpose of real-time object rendering and occlusion
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query, an NVIDIA Geforce FX 5900 graphics card with 128 MB of RAM has been used.
Four scenes were tested (see Figure 5 ). Scene 1 (Figure 5a ) has 25,644 triangles and Scene 2 (Figure 5b ) has two models with 16,888 triangles. Scene 3 (Figure 5c ) also has two models with 34,010 triangles. The experimental results are shown in Table 1 . Through experiments, it can be seen that the optimization techniques are very effective and the performance of our optimized algorithm is superior to that of RECODE (Baciu et al., 1999) in our tests. Because RECODE cannot deal with nonconvex objects, no results are shown for Scenes 2 and 3. In Scene 3 (with more triangles), our approach has better performance over RAPID (Gottschalk et al., 1996) . Different 
are then animated using either key-frame or skeleton techniques. A Flock of Birds (FOB) 16-sensor motion tracking system is used to capture body movement in real time for some of the animation. Figure 6 shows the environment and characters or avatars modeled in the 3D VR game. In addition, dynamic sound modeling is also developed to simulate the physical sound changes corresponding to a specific location and gaming speed.
Four types of stereographic visualization are developed in our immersive VR games. For active stereo view, a high frequency display (CRT or projection screen), shutter glasses, and an emitter are required to perceive depth information from a pair of stereoscopic images. Although active stereo is able to create very high quality stereo visualization, the cost for purchasing shutter glasses or active projectors is usually quite high.
Passive stereography based on a polarizing principle, on the other hand, can be a cost-effective alternative solution. We use commodity projectors to generate polarized stereo views.
To further reduce cost, an anaglyph solution is implemented in this work using the red-blue color filtering technique that is able to produce stereographic views for any color displays including CRT, LCD, plasma, and so on.
A cross-eye stereo view solution is also developed to produce side-by-side and goggle-free stereographic visualization. It is not difficult to apply the stereographic visualization for a head-mounted display. Of course, users can choose the normal view when gaming. Figure 7 shows the active stereo visualization in the 3D VR game.
Game pads, steering wheels, game gloves, and so on are popular gaming devices commercially available on the market. One of the major issues, however, is that those devices are usually designed for 2D interaction. To enable 3D interaction in the immersive VR environment, our software interface is developed for simple plug-and-play. (Baciu et al., 1999) ; RAPID: the classic object-based collision detection algorithm. (Gottschalk et al., 1996) ; OBB = oriented bounding boxes.
Most of the game devices now have their USB version, and some of them even support wireless interfaces using infrared.
Conclusion
Collision detection is very important in 3D games simulating the physical world. A fast and efficient physics engine must have a real-time collision detection component. Many approaches have been integrated into commercial game engines. With the rapid development of graphics hardware, collision detection approaches using graphics hardware capabilities have shown great potential. This article presents a novel approach, making use of graphics hardware to accelerate collision detection in a narrow phase while applying a scene graph into a broad phase. Specifically, collision between one convex object and one arbitrarily shaped object is tested with the aid of graphics hardware. Six viewing volumes for object rendering and graphicshardware-assisted occlusion queries are used. Three optimization techniques are incorporated to improve the efficiency of detection. Different from other hardwareassisted collision detection algorithms whose performance is often limited by the relatively low rate of frame-buffer read-back and the timing cost of multipass rendering, our approach makes use of the hardware-assisted occlusion queries to get rapid collision results. One of the selling points of this implementation is that it uses only one pass rendering of the involved objects. In addition, this approach also can be added into any game engine. The technique developed has been used in our 3D VR games.
