In automated image processing the intensity inhomogeneity of MR images causes significant errors. In this work we analyze three algorithms with the purpose of intensity inhomogeneity correction. The well-known N3 algorithm is compared to two more recent approaches: a modified level set method, which is able to deal with intensity inhomogeneity and it is, as well, compared to an adaptation of the fuzzy c-means clustering with intensity inhomogeneity compensation techniques. We evaluate the outcomes of these three algorithms with quantitative performance measures. The measurements are done on the bias fields and on the segmented images. We consider normal brain images obtained from the Montreal Simulated Brain Database.
Introduction
The voxel intensity of an MR image is a weighted measure of the hydrogen atom concentration. The main characteristic of MR images is the relation between a given tissues to the same intensity value, regardless of their spatial location. The intensity inhomogeneity of MR images appears as an illumination alteration across the same tissue. This artifact is the result of the applied strong magnetic field to the analyzed biological body, and increases with the strength of the magnetic field. The 3T or even the 7T MRI scanners are used in medical practice day-to-day more. Human vision easily compensates the illumination variation, but in automated image processing it can cause significant errors. Based on different theoretical approaches several procedures are applied for the diminution of this effect.
The main feature of MR images is the relation of the same intensity values to the same tissue, regardless of their spatial location. Unfortunately, the image processing is greatly affected by the changes of intensity. The literature defines the inhomogeneity of MR image intensity by the variation of the voxel intensities for the same tissue. This inhomogeneity affects the whole image. The homogeneous image is an ideal theoretical image, where the same intensity corresponds to the same tissue. The difference between the original image and the homogeneous image is called the bias image. This image is approximately constant, with slightly varying intensity over the image and very low frequencies (Fig. 4) . Inhomogeneity correction procedures, that consider the bias of the source, are divided in prospective and retrospective methods [18] . Prospective methods eliminate the nonlinearities caused by hardware equipment. Retrospective methods reduce the perturbation caused by the biological sources. These methods are based only on image intensities and prior knowledge. The inhomogeneity corrections are done by image filtering in frequency domain; surface matching is based on histogram or segmentation. Intensity inhomogeneity is modeled according to the correction methods used. The model assumes that intensity inhomogeneity is additive or multiplicative. The additive form comes from the superposition of the magnetic field, while the multiplicative form originates from the sensitivity of the reception coils. Assume the following notations: u(x) -the inhomogeneity-free image; b(x) -the bias image; n(x) -the noise image; v(x) -the captured real image. Accordingly, the most frequently used models are: 1. The multiplicative model with additive Gaussian noise independent from image information [12] 
The logarithmic model with additive Gaussian noise [6] (
In this work we analyze three algorithms having the purpose of intensity inhomogeneity correction. The well-known N3 algorithm [14] is compared to two more recent approaches: a modified level set method, which is able to deal with intensity inhomogeneity [10] and it is also compared to an adaptation of the fuzzy c-means clustering with intensity inhomogeneity compensation techniques [15] .The outcomes of the three algorithms are evaluated in this article with quantitative performance measures related to the bias fields and the segmented images. The measurements are done on a normal brain images taken from the Montreal Simulated Brain Database [3] , which is considered as a gold standard. Our proposed methodology based on quantitative performance measures can be applied in the evaluation of further inhomogeneity compensation algorithms.
Correction methods

A. N3 filtrering
N3 (Non-parametric, Non-uniform intensity Normalization) correction technique is the most widely used in neurological imaging [14] . During last 15 years, withstood the test of time, it has been compared with several correction techniques and performed well [1, 4, 5] . This approach finds the smooth, slowly varying multiplicative bias field that maximizes the frequency content of the image. N3 proceeds by estimating a Gaussian distribution of the true image intensities. By deconvolving the intensity distribution of original image it obtains an estimation of the intensity distribution of the bias field. This field is then smoothed by fitting a cubic B-spline intensity field to the estimate, using a selected basis point distance. This smoothed estimate is then removed from the original image. This iteration cycle is repeated until the smoothed field intensities become lower than a given threshold. This N3 algorithm has been improved recently by N. J. Tustison [17] . They proposed a recently developed fast and robust B-spline approximation routine for the estimation of the smoothed field. The source code, testing, and technical documentation of their contribution, is called "N4ITK," and is publicly available through the Insight Toolkit of the National Institutes of Health [7] . The N4 algorithm performs well in practical applications, but its run time is quite long and it does not produce image segmentation.
B. Adapted Level Set Method
The level set method is a simple and versatile method for computing and analyzing the motion of a surface Γ, under a velocity field F. It uses a variational optimization technique, which computes the gradient flow evolution of contours in order to find local minima.
In image segmentation, we imbed a two dimensional curve C in a three dimensional surface Γ and bound a multiply connected region Ω. The curve C is captured later as the zero level set of a smooth function  (x,y, t), i.e., Γ(t) = {(x,y)|  (x,y,t) = 0},  is positive inside Ω, negative outside Ω and is zero on Γ(t). The method automatically solves the splitting and merging of curves, they do not have to be treated separately. The segmentation of the image :
I  is achieved by a contour C, which separates the image domain into n disjoint regions Ωi, and a piecewise smooth function ui that approximates the image. Formally the segmentation can be done by minimizing the Mumford-Shah functional [11]  
The first term is the data term, which forces u to be close to the image I, the second term is the smoothing term, which forces u to be smooth within each of the regions separated by the contour C, the third term is introduced to regularize the contour C (where |C| -length of C).
The minimization of functional (2) can be solved mathematically by using variational technique applied to the level set functions. The challenge is the definition of this functional which can integrate assumptions about true image and bias field. This assumption made by author in [10] is: -the bias field is slowly varying, can be well approximated by a constant in a neighborhood of each point -the true image approximately takes distinct constant values in disjoint regions and this regions form a partition of the image -clustering criterion. The first assumption invests the framework to deal with inhomogeneous images and the second permits the definition of the functional (2) with an energy function. Segmentation and bias field estimation are jointly performed by minimizing the proposed energy functional.
C. Efficient Fuzzy C-Means Clustering
During the last decade the fuzzy c-means (FCM) -algorithm was excessively used in MR images segmentation. In order to find the best segmentation there were developed a lot of variants of FCM algorithm. One of the best inhomogeneity estimation and compensation approach was applied by Syial and Yu [13] . In this approach they used the additive model of the inhomogeneity and modified accordingly the objective function. The zero gradient conditions derived from the objective function do not fulfill the slow variation of the estimated bias field. The smoothening of the bias field may repair this source of misclassifications. The above algorithm was expanded with a smoothing filtering of the bias field. The bias field smoothing and the image segmentation were solved by an iterative algorithm explained in detail by L. Szilágyi in his book [16] . Taking into account that one MR image contains more than 10 6 voxels, the computation time of the FCM with inhomogeneity compensation increases considerably in the iterative algorithm. One has to compute the membership functions and bias field estimation in each image voxel point during each step of the iterative process. An efficient algorithm is needed. The idea to eliminate a lot of redundant computation by using intensity histograms is presented in [15] . This algorithm can be used efficiently in bias field correction and for MR image segmentation, which are done simultaneously.
Measurement background
Inhomogeneity correction methods can be tested according to different criteria in order to evaluate their effectiveness, advantages, disadvantages and applicability. We can make quantitative and quality measurements. Quality evaluation is based on the human eye, therefore is based on various comparisons. The quantitative evaluation is quantified, but remains relative because there are no comparison criteria in the form of the images adopted. This evaluation is based on specific measurements and formulas. The most frequently used measurements are the following:
The squared error (RMS Root Mean Square) measures the difference between the true bias images intensities btrue(x) and the estimated bias images intensities best(x) [8] : 
Image inhomogeneity can also be characterized by the standard deviation σ and the mean μ of pixel intensities. Assuming a constant intensity in a certain tissue, the mean value does not change, but in the corrected image, both the standard deviation and the coefficient of variation decrease.
A scaling independent measure is the coefficient of variation CV, the ratio between the standard deviation and the mean for the same tissue:
where I are pixel intensities of one given tissue. The disadvantage of CV is the sensitivity regarding the changes in the average value. It alters with the average value, at a given standard deviation.
A more significant parameter is the coefficient of joint variation CJV, which eliminates this disadvantage, by evaluating the inhomogeneity between two classes:
where I1 and I2 are pixel intensities of two different tissues. The above mentioned two coefficients are indirect measures, because they suppose a segmented image. Also, the two coefficients CV and CJV are greatly affected by tissue segmentation and image noise. The indirect measures can be evaluated considering three different hypothesis on segmentation [5] : 1.
Ideal segmentation: means perfect labeling of tissues by taking partial volume voxels into account. 2. Conservative segmentation: is an ideal segmentation followed by exclusion of partial volume voxels. 3. Corrupted segmentation: contains errors that may arise during expertguided or automatic segmentation. The inhomogeneity correction can be evaluated by measuring the segmentation result. Currently, two coefficients, used for segmentation evaluation, can be applied: -Jaccard similarity
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where S1 the number of voxels belonging to a given class and S2 the number of voxels belonging to the ideal segmentation (gold standard). These evaluations remain relative as long as we do not have a completely uniform, perfect image. The segmentation could solve the issue of inhomogeneity, but correct segmentation is not possible to obtain as long as it is altered by inhomogeneity. One possible solution could be obtained by applying digital atlases, which offer the gold standard segmentation.
Data and experiments
The simulated data is obtained from the Simulated Brain Database of McGill University of Montreal [3] . The anatomical model used to generate simulated brain MRI data consists of a set of 3D "fuzzy" tissue membership volumes, one for each tissue class. The voxel values in these volumes reflect the proportion of tissue presented in that voxel, having the range of [0, 1] . In addition to the fuzzy tissue membership volumes, a discrete anatomical model is provided which consists of a class label (integer) at each voxel, representing the tissue which contributes the most to that voxel. In order to compare the result with the original image, both inhomogeneous images -the one with noise and the original image (without bias field and noise) -are used. In our measurements we used anatomical normal brain T1-weighted images, with three different noise levels 0%, 3% and 7% and three intensity inhomogeneity levels 0%, 20% and 40%. The performance measurements have been made only for 2D slices obtained from the 3D simulated brain volumes. We used the 9 above mentioned volumes and from each volume we obtained 4 axial slices, also summarizing that each measurement was made on 36 images with different noise and inhomogeneity levels. In each image we considered only the most three significant tissues white matter (WM), gray matter (GM) and the cerebrospinal fluid (CSF). According to this assumption we manually created one brain mask from labeled brain atlas. In the following evaluations, the brain mask was applied to all 36 images in order to eliminate ambiguities. The gold standards, our reference segmented images, have been created from the same atlas and the same slices. Also we have got 4 different segmented slices with the three above mentioned tissues. The sources of the used programs are: -N4 is part of ITK package and was compiled and linked in C++ [7] -The source of modified efficient FCM based clustering algorithm was provided by the author L. Szilágyi in C++. -The variational level set method (LSM) is public available on web in Matlab [9] .
The inputs for all three programs are the 36, 8 bit gray level images; and the outputs are, as well, provided in the same format. The measurements have been done considering the resulted 108 bias field images and the provided 72 segmentation. The result of N4 filtering is not the segmentation, this algorithm is only used in direct and indirect bias field measurements. L2 norm characterizes the direct measurements of bias field correction (Fig.1.) . The better performance of FCM comes from the smoothed filtering of the bias field which simultaneously eliminates the noise. The coefficients of variation and of joint variation are indirect measurements of bias field correction. These parameters need segmentation or some region of interest where to evaluate them, we applied the conservative segmentation method (Fig.2.) . This coefficients shows the same results, where the FCM method can achieve better than the N4 filtering and LSM. For the evaluation of bias field correction Jaccard and Ditze coefficients have been computed, between the resulting segmented images and the corresponding labeled images provided by the atlas [3] (Fig.3.) . These coefficients compare only segmented images provided by FCM and LSM. The FCM approach is better than the LSM because of the sensitivity of it to noise. In this work we used a lot of images, some of them a represented in figure 4 . In the first column are noise and inhomogeneity less images, in the second column are images with 40% of inhomogeneity level and the third column are images with 7% noise level and 40% inhomogeneity level. Rows in figure 4 are images in the following sequence: original, bias field and corrected images provided by N4 filtering; bias field, corrected and segmented images provided by FCM algorithm; bias field, corrected and segmented images provided by LSM framework. 
Conclusion
In this work a comparative evaluation of three inhomogeneity correction algorithm is presented. The measurements are made only on brain slides, which reduce the generality of application of the analyzed methods. In future work we plan to extend the evaluation for the whole volume of the brain. Therefore, it is necessary and worth to extend the FCM algorithm to be applied in 3D. The performance of FCM seems to be the same as the popular N4 algorithm, but it can reduce the computation time drastically.
