Abstract. When a monomial ideal has linear quotients with respect to an admissible order of increasing support-degree, we provide two proofs of different flavors to show that it is componentwise support-linear. We also introduce the variable decomposable monomial ideals. In squarefree case, these ideals correspond to the vertex decomposable simplicial complexes. We study the relationships of the variable decomposable ideals with weakly polymatroidal ideals, weakly stable ideals and ideals with linear quotients. We also investigate the componentwise properties of all these ideals.
Introduction
Throughout this paper, S = K[x 1 , . . . , x n ] is the polynomial ring in n variables over the field K. Let I be a monomial ideal in S with minimal monomial generating set G(I). We say that I has linear quotients, if there exists an order σ = u 1 , . . . , u m of G(I) such that each colon ideal u 1 , . . . , u i−1 : u i is generated by a subset of the variables for i = 2, 3, . . . , m. Any order of these generators for which we have linear quotients will be called an admissible order.
The concept of ideals with linear quotients was introduced by Herzog and Takayama [HT02] . Basic properties of this class of ideals were studied by Soleyman Jahan and Zheng [SJZ10] . In particular, they showed that monomial ideals with linear quotients are componentwise linear.
A related concept is called componentwise support-linearity. Through the Alexander duality introduced by Miller in [Mil00] , Sabzrou [Sab09] showed that modules with componentwise support-linearity corresponds to sequentially Cohen-Macaulay modules.
Soleyman Jahan and Zheng [SJZ10] noticed that through Alexander duality, squarefree monomial ideals with linear quotients corresponds to (nonpure) shellable simplicial complexes. The Stanley-Reisner ideal of a shellable simplicial complex is always sequentially Cohen-Macaulay, cf. [Sta96, page 97] . This observation leads us to ask: when will a monomial ideal with linear quotients have componentwise support-linearity?
A very important property for monomial ideals with linear quotients was observed and applied extensively in Soleyman Jahan and Zheng's paper: these ideals always have a degree-increasing admissible order. Therefore, in Theorem 3.8 we provide a natural answer for the above question: monomial ideals with linear quotients with respect to a support-degree increasing admissible order must have componentwise support-linearity.
We provide two proofs for this result. The first approach depends on Popscu's treatment for the shellable multicomplexes in [Pop06] . This approach is easier and more direct. It provides a nice application of Miller's Alexander duality theory.
The second approach follows the strategy of [SJZ10] . Therefore, we are able to manipulate the minute structures of these ideals. In particular, we can provide a slightly different proof for [SJZ10, Corollary 2.12], which says that the facet skeletons of shellable complexes are again shellable.
The remaining part of this paper is devoted to special classes of ideals with linear quotients. Let ∆ be a simplicial complex. Following [HRW99] , the Alexander dual complex ∆ ∨ will be called the Eagon complex of the Stanley-Reisner ideal I ∆ . Soleyman Jahan and Zheng [SJZ10] observed that the Eagon complexes of squarefree monomial ideals with linear quotients are (nonpure) shellable. Meanwhile, the Eagon complexes of squarefree weakly stable ideals [HRW99] and squarefree weakly polymatroidal ideals [Moh11] are all vertex decomposable, and vertex decomposable complexes are shellable [BW97] .
On the other hand, on the ideal-theoretic side, even for monomial ideals which are not necessarily squarefree, we know that both weakly stable ideals and weakly polymatroidal ideals have linear quotients. Observing the correspondence and the similar implications, we have a natural question: what is the missing part that corresponds to the vertex decomposable complexes?
As the answer, we introduce the concept of variable decomposable monomial ideals. We will show that this class fills perfectly the gap. Meanwhile, we will study the related componentwise properties of all these three types of ideals: weakly stable ideals, weakly polymatroidal ideals and our variable decomposable ideals.
2. Preliminaries N = { 0, 1, 2, . . . }. For each vector a = (a(1), . . . , a(n)) ∈ N n , we write x a for the monomial
in the polynomial ring S = K[x 1 , . . . , x n ]. We will also write m a for the ideal
: a(i) ≥ 1 . The ideals 0 and 1 will be treated as trivial monomial ideals. Following the convention, we also write [n] for the set { 1, 2, . . . , n }.
If a ∈ Z n is a vector, the support of a is the set supp(a) := { i ∈ [n] : a(i) = 0 }. Meanwhile, if M is a Z n -graded module and m ∈ M a , the support of m is supp(m) := supp(a) and its support-degree is supp. deg(m) := | supp(a)|.
2.1. Wedge product structure for polynomial rings. If i 1 , i 2 , . . . , i k is a sequence of different integers, the pair (r, s) is an inversion with respect to this sequence precisely when r < s and i r > i s .
We impose the wedge product ∧ on the monomial set Mon(S) of S as follows. Suppose m 1 = x a and m 2 = x b are two monomials such that supp(m 1 ) = { i 1 < · · · < i k } and supp(m 2 ) =
ǫ m 1 · m 2 , where m 1 · m 2 is the usual product in S and ǫ is the number of inversions in the sequence i 1 , . . . , i k+l . Now extend this binary operation K-linearly to elements in S.
The polynomial ring S equipped with this wedge product is an associative algebra. We will write it as (S, ∧). It is generated, as a K-algebra, by elements of the form x k i with k ≥ 1. In particular, it is not finitely generated. Obviously, (S, ∧) contains the standard exterior algebra 1 (S 1 ) as a subalgebra. Suppose that I and J are two monomial S-ideals, where the multiplicative structure is with respect to the usual product in S. Let I ∧ J be the K-vector space spanned by { f ∧ g : f ∈ Mon(I) and g ∈ Mon(J) } .
Lemma 2.1. I ∧ J is the S-ideal generated by f ∧ g with f ∈ G(I) and g ∈ G(J).
Proof. Suppose f ∈ Mon(I) and g ∈ Mon(J). Then f = f 1 f 2 with some f 1 ∈ G(I) and g = g 1 g 2 with some g 1 ∈ G(I).
Conversely, suppose f ∈ G(I) and g ∈ G(J) with supp(f ) ∩ supp(g) = ∅. Take arbitrary h ∈ S, we can write h = h 1 h 2 with supp(h 2 ) ⊂ supp(g) and supp
). Notice that h 1 f ∈ I and h 2 g ∈ J.
Though not directly related to the current paper, it is worth mentioning that there is a special K-linear operation ∂ defined on (S, ∧). For each f ∈ S, we will have
Notice that the exterior algebra 1 (S 1 ) with ∂ is closely related the classical Koszul complexes, which turned out to be very useful for commutative algebra. From (S, ∧) we can similarly construct an infinite complex that generalizes the classical construction.
2.2. Simplicial complexes and facet ideals. Let ∆ be a simplicial complex whose vertex set is contained in [n] . According to [BW96, Definition 2.8], for 0 ≤ r ≤ s ≤ dim(∆), the skeleton ∆ (r,s) is the subcomplex ∆ (r,s) = { A ∈ ∆ : dim(A) ≤ s and A ⊂ F for some facet F with dim(F ) ≥ r } .
When r = 0, we get the classic s-skeletons. When r = s, we get the pure s-skeletons.
In addition, Soleyman Jahan and Zheng introduced the facet skeletons of ∆ as follows. To start with, the 1-facet skeleton of ∆ is the simplicial complex
Now, recursively, the i-facet skeleton is defined to be the 1-facet skeleton of
By [HHZ04, Lemma 1.2], the Stanley-Reisner ideal I ∆ ∨ of the Alexander dual complex ∆ ∨ coincides with the above facet ideal:
(1)
From this observation, we know that ∆ is the Eagon complex of the ideal I(∆ c ). Within this framework, we can easily deduce the following facts.
Observation 2.2.
(a) F ∈ ∆ if and only if the squarefree monomial x
Ideals with linear quotients
In this section, we investigate the monomial ideals with linear quotients with respect to the componentwise support-linearity.
Definition 3.1. Let M be a finitely generated N n -graded S-module.
(a) For each integer d ∈ { 0, 1, . . . , n }, we denote by M d the submodule of M generated by all homogeneous elements m ∈ M such that supp.
Let G(M ) be a minimal homogeneous generating set for M . Like the Castelnuovo-Mumford regularity, we have supp. reg(M ) ≥ max {| supp(m)| : m ∈ G(M )} . We also notice that if I is a monomial ideal with I = I d , then I ∧ m is precisely I d+1 .
If M ≥k is the submodule of M generated by all M j with j ≥ k, the Castelnuovo-Mumford regularity of M is reg(M ) = min { k : M ≥k is k-regular } . We will analogously denote j≥k M j by M ≥k .
Proposition 3.2. Let M be a finitely generated
We assert that supp. reg(M ≥s ) = k for each s = l, l + 1, . . . , k. In particular, we will have supp. reg(M ≥k ) = k. Hence, M k is k-support-linear.
We prove the assertion by inducting on the integer s. The case l = s is trivial. Next, we may assume that l < s ≤ k. By induction hypothesis, supp. deg(M ≥s−1 ) = k. Notice that every nonzero homogeneous element of M ≥s−1 /M ≥s has support-degree s − 1. Thus, supp. reg(M ≥s−1 /M ≥s ) = s − 1 by [Sab09, Lemma 2.10(2)]. Now, the assertion for s follows from the short exact sequence
Definition 3.3.
(a) We say that the monomial ideal I has linear quotients, if there exists an order σ = u 1 , . . . , u m of G(I) such that each colon ideal u 1 , . . . , u i−1 : u i is generated by a subset of the variables for i = 2, 3, . . . , m. Any order of these generators for which we have linear quotients will be called an admissible order. If Obviously, σ = u 1 , . . . , u m is an admissible order of I if and only for each pair i < j, we can find k < j and d ∈ [n] such that u k : u j = x d ⊃ u i : u j . We will use repeatedly the fact that u i : u j = ui gcd(ui,uj ) . We will treat principal monomial ideals as trivial ideals with linear quotients. Notice that monomial ideals with linear quotients always have degree-increasing admissible orders, by [SJZ10, Lemma 2.1].
It is well known (cf. [CH03, Lemma 4.1]) that if I has linear quotients, then
We have a support degree version for this result. 
We show by induction that supp. reg(I k ) ≤ d. This claim is clear when k = 1. Thus we may suppose that k ≥ 2. Suppose that u k = x b . We have the following short exact sequence of N n -graded modules Definition 3.6. We say that the monomial ideal I has Popescu quotients, if there exists an order σ = u 1 , . . . , u m of G(I) and index s with 1 ≤ s ≤ m, such that (a) supp(u 1 ) = supp(u j ) for all 1 ≤ j ≤ s; (b) for each i = s + 1, s + 2, . . . , m, the colon ideal u 1 , . . . , u i−1 : u i is irreducible; (c) whenever supp(u i ) ⊂ supp(u j ), then supp(u i ) = supp(u j ) or i < j. Any order of these generators for which we have Popescu quotients will be called an admissible Popescu order. If the sequence only satisfies the condition (b) with s = 1, we say that I has weak Popescu quotients and the order is a weak admissible Popescu order.
Obviously, monomial ideals which have linear quotients with respect to support-degree increasing admissible orders, also have Popescu quotients. And the squarefree monomial ideals that have weak Popescu quotients are exactly those squarefree monomial ideals that have linear quotients.
When a, g ∈ N n with a ≤ g, let g \ a be the vector whose i th coordinate is
When I is a monomial ideal whose minimal monomial generators all divide x g , the Alexander dual ideal of I with respect to g is
In [MS05] , Miller defined an Alexander duality functor A g for g-determined modules. In our case, I is g-determined and A g (I) is precisely the quotient ring S/I [g] . Notice that S/I
[g] is also g-determined and the Alexander duality functor satisfies A g (A g (I)) = I.
For each generator u i = x ai ∈ G(I), let a * i ∈ N n ∞ be the vector whose k th coordinate is
. . , a * s ) be the multicomplexes generated by a * 1 , . . . , a * s in the sense of [HP06, Definition 9.2]. We write I(Γ I ) for the ideal of nonfaces in Γ I . By [HP06, Proposition 9.12], we have
Thus, S/I(Γ I ) = A g (I). In Corollary 3.13, we will provide another proof for the previous result. Proof. We may suppose that I has linear quotients with respect to a support-degree increasing admissible order σ = u 1 , . . . , u m . Let
We equip T with a linear order:
The ideal I ∧ m is generated by φ( T ) where
We remove redundant elements in T following this rule: if φ(i, j) and φ(r, s) are two elements with i < r and φ(i, j)|φ(r, s), we remove (r, s). Now, we end up with a subset T ′ ⊂ T . We equip these two subsets of T with the inherited linear order. Obviously, I ∧ m = φ( T ′ ) . We will show that I ∧ m has linear quotients with respect to the monomials in T ′ in the given order which is clearly support-degree increasing. The case when m = 1 is clear. Thus, we may assume m > 1 and by induction assume that u 1 , . . . , u m−1 ∧ m has linear quotients with respect to the linearly-ordered subset (i, j) ∈ T ′ : 1 ≤ i ≤ m − 1 . This subset forms an initial piece of
We show that J : u m x j is generated by some monomials of degree 1.
We claim that x t = x j . Otherwise, since u q : u m = x t , we have u q w = x j u m for some monomial w ∈ S. As j / ∈ supp(w), we have j ∈ supp(u q ) and u q = x j u for some monomial u.
This implies that (m, j) / ∈ T ′ , which is absurd. Hence x t = x j . We claim that j / ∈ supp(u q ). Otherwise, since u q : u m = x t , we have u q f = u m x t for some monomial f ∈ S with t / ∈ supp(f ). The assumption that j ∈ supp(u q ) implies x j |u m x t . As j = t, we have x j |u m , contradicting our choice of x j . Hence j / ∈ supp(u q ). Now j ∈ supp(u q ) and (q, j) ∈ T . Correspondingly there is some (r, s) ∈ T ′ preceding (m, j) such that u r x s |u q x j . We claim that
As u r x s : u m x j is principal and u r x s : u m x j ⊃ u q x j : u m x j = x t , if u r x s : u m x j = x t , we must have u r x s : u m x j = S. But this is equivalent to saying that u r x s |u m x j and (m, j) / ∈ T ′ , which cannot happen. Thus u r x s : u m x j = x t .
Since
Since we have established that J : u m x j is generated by monomials of degree 1, the induction process shows that I ∧ m has linear quotients with respect to the given support-degree increasing admissible order. Proof. Soleyman Jahan and Zheng [SJZ10] observed that a simplicial complex is shellable if and only it is the Eagon complex of some squarefree ideal with linear quotients. They also showed that any monomial ideal with linear quotients has a degree-increasing admissible order. Now, assume that the shellable simplicial complex ∆ is the Eagon complex of the monomial ideal I. Since I is squarefree, this degree-increasing admissible order is automatically supportdegree increasing. Thus, by Proposition 3.9, I ∧ m has linear quotients. Notice that ∆
[1] is the Eagon complex of I ∧ m. Thus, ∆
[1] is also shellable. Proof. It suffices to consider the special case when I has linear quotients with respect to a supportdegree increasing admissible order u 1 , . . . , u s , v 1 , . . . , v t , where supp. deg(u i ) = a for all i and supp. deg(v j ) ≥ a + 1 for all j. Now we show that I ≥a+1 = u 1 , . . . , u s ∧ m + v 1 , . . . , v t has linear quotients with respect to some support-degree increasing admissible order. Let w 1 , . . . , w l be the support-degree increasing admissible order for u 1 , . . . , u s ∧ m, as constructed for Proposition 3.9. Then I ≥a+1 is minimally generated by w 1 , . . . , w l , v 1 , . . . , v t . We only need to show that w 1 , . . . , w l , v 1 , . . . , v p−1 : v p is generated by some monomials of degree 1 for 1 ≤ p ≤ t.
We have two cases. First, we consider v j : v p with j < p.
we can find some c ∈ supp(v p ) \ supp(u). As d ∈ supp(u), we have d = c. Now, by the choice of w 1 , . . . , w l , we have some w k that divides ux c . We claim that w k :
The argument for this claim is analogous to that for (2) in the proof for Proposition 3.9. There is no need to repeat here.
Next, we consider w j : v p . This w j equals u i x j for suitable i and j. As u 1 , . . . , u s , v 1 , . . . , v t is an admissible order, there is some u ∈ { u 1 , . . . , u s , v 1 , . . . , v p−1 } and some
we are done. Hence, we may assume that u ∈ { u 1 , . . . , u s }. Again, we are able to find some c ∈ supp(v p ) \ supp(u) with d = c and some w k that divides ux c . Analogously, we will have Proof. The monomials u 1 , . . . , u s in G(I) can be ordered such that i < j if supp. deg(u i
It suffices to show that the colon ideal u 1 , . . . , u p−1 : u p is generated by variables. We may assume that p > 1 and supp. deg(u 1 ) < supp. deg(u p ) = d. Let l < p be the largest index such that supp. deg(u l ) < d. Then we have an admissible order w 1 , . . . , w t , u l+1 , . . . , u p where
Therefore, supp. deg(mu j ) = supp. deg(u p ) and mu j : u p = u j : u p . This m is a product of distinct variables. Hence mu j ∈ { w 1 , . . . , w t , u l+1 , . . . , u p−1 }. Now, we can find suitable w ∈ { w 1 , . . . , w t , u l+1 , . . . , u p−1 } and d ∈ [n] such that w :
There is nothing to show when w ∈ { u l+1 , . . . , u p−1 }. Thus, we may assume that w ∈ { w 1 , . . . , w t }. In this case, w = m ′ u i for some i ≤ l and some monomial m ′ . As u i : u p = S is a principal monomial ideal containing m ′ u i : u p = x d , we must have u i : u p = x d ⊃ x j : u p . This completes the proof. We will study these questions with respect to the weakly I-stable ideals, weakly polymatroidal ideals and vertex decomposable complexes. They are all related to the ideals with linear quotients and shellable complexes that we investigated in the previous section.
4.1. I-stable ideals. Fix an irreducible monomial ideal I. For each monomial ideal u ∈ S, let max(u) = max(Supp(u)) with max(1) = −∞. When u = 1, we also set u ′ = u/x max(u) . (a) J is said to be I-stable if the following condition holds for each monomial u ∈ J \ I: (IS): for each j < max(u), there exists i ∈ supp(u) with i > j and ux j /x i ∈ J + I. (b) J is said to be weakly I-stable if the following condition holds for each monomial u ∈ J \ I: (WIS): for each j < max(u ′ ), there exists i ∈ supp(u) with i > j and ux j /x i ∈ J + I. (c) J is said to be strongly I-stable if the following condition holds for each monomial u ∈ J \I: (SIS): ux j /x i ∈ J + I for every i ∈ supp(u) and j < i.
Definitions above are generalizations of those in [EK90] , [AHH97] and [Big93] . Although these definitions work for general monomial ideal I, the mostly interesting cases happen when I is irreducible, cf. [Sha02] . Notice that weakly stable property was previously introduced for squarefree monomial ideals only. This corresponds to the weakly I-stable case when I = x 2 1 , . . . , x 2 n . Similarly, a squarefree monomial ideal will be called squarefree stable (resp. squarefree strongly stable) if it is I-stable (resp. strongly I-stable) for this choice of I. The implications strongly I-stable =⇒ I-stable =⇒ weakly I-stable are obvious.
For every monomial ideal J, we call std I (J) := u : u ∈ G(J) \ I the standard form of J with respect to I. Obviously it is the unique minimal monomial ideal K such that K + I = J + I.
Lemma 4.3 ([Sha02, Lemma 2.7]). Let J = std I (J) be a monomial ideal. Then J is I-stable (reps. weakly I stable, strongly I-stable) if and only if each u ∈ G(J) satisfies the condition (IS) (reps. (WIS), (SIS)) in Definition 4.2.
We will use the following term order ≺ on Mon(S) throughout this subsection:
and there exists some s ∈ [n] such that a(k) = b(k) for all s + 1 ≤ k ≤ n, but a(s) < b(s). This order is closely related to the I-stable ideals.
Lemma 4.4. Suppose that J = std I (J) is a monomial ideal and G(J) = { u 1 , . . . , u s } with u 1 ≺ u 2 ≺ · · · ≺ u s . If J is I-stable (resp. weakly I stable, strongly I-stable), then for each k ∈ [s], the ideal J k = u 1 , u 2 , . . . , u k is also I-stable (resp. weakly I stable, strongly I-stable).
For the weakly I-stable case, it is [Sha02, Lemma 7.1]. Its proof also works for the I-stable and strongly I-stable cases.
Proposition 4.5. Suppose that J is a monomial ideal. If J is I-stable (resp. weakly I stable, strongly I-stable), then std I (mJ) is also I-stable (reps. weakly I stable, strongly I-stable).
Proof. We will only consider the I-stable case. The other two cases are similar.
Suppose that u 1 ≺ u 2 ≺ · · · ≺ u s are the monomials in G(J). Now, for each u ∈ mJ \ I, let k be the smallest index such that u ∈ J k = u 1 , u 2 , . . . , u k . Thus, u ∈ mJ k \ I and deg(u) > deg(u k ). By Lemma 4.4, J k is again weakly I-stable. Thus, for each j < max(u), there exists i ∈ supp(u) with i > j and ux j /x i ∈ J k + I. If ux j /x i ∈ I, we are done. If
Corollary 4.6. If J is squarefree stable (resp. squarefree weakly stable, squarefree strongly stable), then J ∧ m is also squarefree stable (resp. squarefree weakly stable, squarefree strongly stable). 4.2. Weakly polymatroidal ideals. Let u = x a and v = x b be two distinct monomials in S. When u ≻ lex v lexicographically, there exists an index t such that a(i) = b(i) for 1 ≤ i < t and a(t) > b(t). This is a term order for Mon(S). We will treat principal monomial ideals as trivial weakly polymatroidal ideals. Notice that the original definition of weakly polymatroidal property can be traced back to [KH06] and requires the minimal monomial generators of I to be in one degree.
Evidently, the weakly polymatroidal property is closely related to the lexicographic order ≻ lex of the monomials. Notice that x t (v/x j ) ≻ lex v in the above definition, although we don't necessarily have u lex x t (v/x j ).
Mohammadi and Moradi [MM10, Theorem 1.6] proved that if I is weakly polymatroidal, then Im is again weakly polymatroidal. If additionally I is generated by monomials in one degree, then I is componentwise weakly polymatroidal, by [MM10, Corollary 1.7] . Unlike the linear quotients case, the degree requirement cannot be removed, as shown by [MM10, Example 1.8].
Theorem 4.13. If ideal I is a weakly polymatroidal ideal generated by monomials in one supportdegree, then I ∧ m is again weakly polymatroidal.
Proof. Take two different elements w 1 ≻ lex w 2 in G(I ∧ m). Let u ∈ G(I) be the greatest with respect to lexicographical order such that w 1 = x i u for some i ∈ [n] \ supp(u). This implies that if
Similarly, we choose v ∈ I for w 2 so that w 2 = x j v has this property.
Suppose w 1 = x i u = x a , w 2 = x j v = x b and t ∈ [n] such that a(k) = b(k) for k = 1, 2, . . . , t − 1 and a(t) > b(t). We need to find suitable l > t such that x t (w 2 /x l ) ∈ I ∧ m. Notice that since i / ∈ supp(u), a(i) = 1. Similarly, b(j) = 1. We have the following several cases.
(a) When j ≤ t < i, deg
As u, v ∈ G(I) and I is weakly polymatroidal, we can find l > j such that
If w ∈ G(I), as supp. deg(w) = supp. deg(v) and j / ∈ supp(v), we have l / ∈ supp(w). But since l > j, this contradicts the choice of x j and v.
If w / ∈ G(I), we can write w = w ′ w ′′ with w ′ ∈ G(I) and deg(w ′′ ) ≥ 1. As supp. deg(w 2 ) = supp. deg(v) + 1 > supp. deg(w ′ ), we can find suitable k ∈ supp(x l w ′′ ) \ supp(w ′ ). Now x k w ′ divides w 2 and x k w ′ = w 2 . This contradicts the choice of w 2 ∈ G(I ∧ m). (b) When t < i and j > t, deg x k (u) = deg x k (v) for 1 ≤ k < t and deg xt (u) > deg xt (v) . There is some l > t such that w = x t (v/x l ) ∈ I. We can write w = w ′ w ′′ with w ′ ∈ G(I). As j = t and j / ∈ supp(v), we have j / ∈ supp(w ′ ). Now
There is some l > t such that w = x t (v/x l ) ∈ I. As argued in part (b), we have
There exists some l > j such that w = x j (v/x l ) ∈ I. As in part (a), we get a contradiction. (e) When t > i and j > i, we have deg
And this completes the proof.
Example 4.14. In general, we cannot remove the support-degree assumption in Theorem 4.13. For instance, let I = x 1 x 2 , x 
]). If ideal I is a weakly polymatroidal ideal generated by monomials in one support-degree, then I is support-componentwise weakly polymatroidal.
Example 4.16. Not all weakly polymatroidal ideals are (support-)componentwise weakly polymatroidal. For instance, the ideal I = x 1 x 3 , x 2 x 3 , x 1 x 4 x 5 , x 2 x 4 x 5 in [MM10, Example 1.8] is weakly polymatroidal, but it is neither componentwise weakly polymatroidal nor support-componentwise weakly polymatroidal.
Let I be a monomial ideal. Following [SJZ10] , we denote by I * the monomial ideal generated by the squarefree monomials in I and call it the squarefree part of I. Soleyman Jahan and Zheng [SJZ10, Proposition 2.10] showed that if I has linear quotients, then I * has linear quotients. We have a similar result for weakly polymatroidal ideals. (a) For two nonempty subsets F, G of [n], we say F ≻ lex G if i∈F x i ≻ lex i∈G x i . (b) Let ∆ be simplicial complex with facets F (∆) = { F 1 , . . . , F s }. ∆ is called weakly copolymatroidal if for each pair of facets F and G with F ≻ lex G and i the smallest integer in G \ F , there exists some integer j > i such that j / ∈ G and (G \ { i }) ∪ { j } ∈ ∆. If after an reorder of numbers in [n], ∆ becomes weakly co-polymatroidal, we will say that ∆ is essential weakly co-polymatroidal.
It is observed in [Moh11, Theorem 2.5] that ∆ is weakly co-polymatroidal if and only if it is the Eagon complex of some weakly polymatroidal squarefree monomial ideal. Applying Proposition 4.18, we get the following result. For pure simplicial complexes, its facets skeletons coincide with those ∆ (r,s) . Thus, the above Corollary is equivalent to saying that all the skeletons ∆ (r,s) of pure weakly co-polymatroidal complexes are again weakly co-polymatroidal. The purity requirement here is crucial, as can be seen from Example 4.16.
Suppose that I is weakly polymatroidal and Proof. Suppose that u ≻ lex v. By definition, there exists some
Suppose that ux i ≻ lex v for all i ∈ [n]. In particular, ux n ≻ lex v. Thus, there exists some
But this contradicts our assumption. weakly I-stable Figure 2 . Relations among classes of monomial ideals Therefore, we are interested in the missing class of monomial ideals in Figure 2 , which corresponds to the vertex decomposable complexes in Figure 1 . We name it as variable decomposable ideals.
To start with, we look at its squarefree subclass as follows. When ∆ is vertex decomposable, we say I ∆ ∨ is variable decomposable. Considering Observation 2.2, we know the class of variable decomposable squarefree monomial ideals can be defined recursively as follows.
(a) Ideals generated by variables are variable decomposable. 
We can generalize this approach to monomial ideals which are not necessarily squarefree. 
. . , r are variable decomposable (resp. strongly variable decomposable), and for each i = 1, 2, . . . , r, 
For each k = 1, . . . , r, we have In the remaining part of this paper, we show that the class of variable decomposable ideals fills the gap in Figure 2 . We have observed that Eagon complexes of variable decomposable squarefree monomial ideals are precisely those vertex decomposable complexes.
The following result generalizes the fact that vertex decomposable simplicial complexes are shellable. We first look at I ′ : u 0,j . As I ′ ⊂ x n and u 0,j / ∈ x n , we have I ′ : u 0,j ⊂ x n . On the other hand, as u 0,j ∈ I 0 ⊂ I 1 m, u 0,j = u 1,k u ′ for some k ≤ t 1 and some monomial u ′ ∈ S. Now,
′′ : u 0,j is generated by variables by the assumption for I 0 . Thus, (I ′ + I ′′ ) : u 0,j is generated by variables.
The following result generalizes the fact in [Moh11, Theorem 2.5] that weakly co-polymatroidal complexes are vertex decomposable. Proof. Let I be a weakly polymatroidal ideal in S = K[x 1 , . . . , x n ]. We will show that x 1 is a shedding variable for I to be variable decomposable. Let x v = x 1 in Definition 4.29 and write I = r k=0 x k 1 I k . We may assume that r > 0 and I 0 is nonzero. Take arbitrary monomials u ′ ∈ G(I k ) with 0 ≤ k ≤ r − 1 and u ′′ ∈ G(I r ). As x I k+1 . Now, u ′ /x j ∈ I k+1 and therefore u ′ ∈ mI k+1 . By the arbitrariness of u ′ , we obtain that
From this relation and the assumption that I 0 = 0, we also know that all I k = 0 for k = 0, 1, . . . , r.
We claim that each I k is weakly polymatroidal. Take two u ′ and u ′′ in G(I k ). Suppose that u ′ ≺ lex u ′′ , and t is the smallest index such that deg xt (u ′ 1 I i for some i ≤ k. Then x t u ′ /x j ∈ I i ⊂ m k−i I k ⊂ I k . Therefore, I k is weakly polymatroidal. Now, by induction, I k is variable decomposable.
In the following, we discuss weakly I-stable ideals. Here, I is a monomial ideal generated by monomials of the form x ai i . For convenience, we set a i = +∞ if x d i / ∈ I for all d ∈ N. The following result generalizes the fact in [HRW99, Theorem 16] that every weakly co-stable complexes are vertex decomposable. Notice that in their proof, it is implicitly assumed that when F is a facet of link ∆ * (1) and F = [n] \ { 1 }, the cardinality of the set [n] \ F is at least 2. When this assumption is not satisfied, the complex { 3 } , { 1, 2 } , which corresponds to the squarefree weakly stable ideal J = x 1 x 2 , x 3 , provides a counterexample to [HRW99, Theorem 16] .
We rephrase the above assumption as follows.
Definition 4.34. Let J be a monomial ideal in S = K[x 1 , . . . , x n ]. For each nonempty subset F ⊂ [n] and vector a ∈ N n with supp(a) ⊂ F , let t = max(F ) and J F,a = u/x a : u ∈ G(J) and deg xj (u) = a(j) for all j ≤ t .
We say J is sequentially pure if for each F and a above, whenever x j ∈ G(J F,a ) for some j (which is necessarily greater than t), then
(1) J F,a is linear, and (2) either J F,a+et = 1 or J F,a+ket = 0 for all integer k ≥ 1.
Here e t in the t th standard basis vector.
Obviously, ideals generated by monomials in one degree are sequentially pure. Proof. We will show that x 1 is a shedding variable for J to be variable decomposable. We also write S ′ = K[x 2 , x 3 , . . . , x n ]. Let x v = x 1 in Definition 4.29 and write J = r k=0 x k 1 J k correspondingly. We may assume that r > 0 and J 0 is nonzero. Obviously r < a 1 .
Take arbitrary monomial u ∈ G(J k ) with 0 ≤ k ≤ r − 1. As x k 1 u ∈ G(I) with k < r, this u = 1. If deg(u) = 1, then k = r − 1, J r−1 is linear and J r = 1 . There is not much to show in this case. Therefore, we may assume that deg(u) > 1. Now, for each j < max(u ′ ) = max((x u/x i ∈ I, this simply implies that k + 1 = a 1 . But as k < r < a 1 , this is impossible. Thus, x k+1 1 u/x i ∈ J. By an argument similar to the proof for Proposition 4.33, we can again deduce that u/x i ∈ J k+1 . Therefore,
From this relation and the assumption that J 0 = 0, we also know that all J k = 0 for k = 0, 1, . . . , r.
When j > 1, a similar argument implies that x j u/x i ∈ I + J k . This implies that J k ∩ S ′ is weakly (I ∩ S ′ )-stable. We also observe that J k is sequentially pure. Therefore, by induction, J k is variable decomposable.
