Abstract-In this paper, we propose a novel blind steganalytic scheme able to detect JPEG stego images embedded with several known steganographic programs. By estimating the original image of the given image, thirteen types of statistics are collected in the DCT domain and the decompressed spatial domain. Then we calculate the histogram characteristic function (HCF) and the center of mass (COM) for each statistic, and obtain a 77-dimensional feature vector for each image. Support vector machine (SVM) is utilized to construct the blind classifiers. Experimental results demonstrate that the proposed scheme provides better performance in terms of detection accuracy and false positive compare with several known blind approaches. In addition, we construct a multi-classifier capable of recognizing the steganography used for embedding in a stego image. At last, a universal steganalyzer is built, and the experimental results show that it is possible to recognize a new or yet not to be developed embedding algorithm by the steganalyzer.
I. INTRODUCTION
Steganography, which is sometimes referred to as information hiding, is used to conceal secret messages into the cover medium such as digital images imperceptibly. Opposite to the steganography, steganalysis focuses on discovering the presence of the hidden data, recognizing what the embedding algorithm is, and estimating the ratio of hidden data eventually. In general, steganalytic techniques can be divided into two categories -targeted approaches and blind steganalysis. The former can also be called as specific steganalysis, which is designed to attack a known specific embedding algorithm [1] [2] [3] . While the latter, blind steganalysis, is designed independent of specific hiding schemes. It is likely that for a specific steganography the targeted approaches would provide more accurate and reliable results than blind steganalysis, while in practice, blind steganalysis is very important. The biggest advantage of blind steganalysis is that there is no need to develop a new specific targeted approach each time a new steganography appears. In comparison with the targeted approaches, blind steganalysis has much better extensibility.
For blind steganalysis, machine learning techniques are often used to train a classifier capable of classifying cover and stego feature sets in the feature space. It has been proved that natural images can be characterized using some numerical features, and the distributions of the features for cover images are likely different from those for their corresponding stego images. Therefore, by using methods of artificial intelligence or pattern recognition, a classifier can be built to discriminate between images with and without hidden data in the feature space.
The idea using the trained classifier to detect steganographies was first proposed by Avcibas et al. [4] . The authors used image quality metrics as the features and tested their scheme on several watermarking algorithms. Later in their work [5] , they proposed a different set of features base on binary similarity measures between the lowest bit planes to classify the cover and stego images.
Lyu et al. [6] proposed a universal steganalyzer based on first-and high-order wavelet statistics for gray scale images. The first four statistical moments of wavelet coefficients and their local linear prediction errors of several high frequency subbands were used to form a 72-dimensional (72-D) feature vector for steganalysis. In their late work [7] , the authors extended the features to contend with color images. Statistics were collected by construct a four-level, three-orientation QMF pyramid for each color channel, and then a 216-D feature vector (72 per color channel) of coefficient and error statistics was then computed for each image.
Harmsen et al. [8] proposed a novel method to detect additive noise steganography in the spatial domain by using the center of mass (COM) of the histogram characteristic function (HCF). It exploited the COM changes of HCF between cover and stego images. However, only a small number of features were extracted and the performance was not satisfying. Later, in [9] , they considered the histograms between pairs of channels in RGB images and reduced the computational requirements. But the detection rate is still not high since the rather limited number of features could not achieve good classification accuracy.
Fridrich [10] proposed an effective blind steganalytic technique to detect JPEG images. It collected a 23-D feature vector directly from the DCT coefficients and achieved a good performance in terms of detection accuracy on some popular steganographies, such as F5 [15] and Outguess [18] . Later in the work [11] [12] [13] , the authors used the 23 DCT features to construct several blind steganalyzers capable of recognizing the steganography used for embedding in a stego image.
Another blind steganalytic scheme was proposed in [14] to detect color JPEG images specifically. The authors extended the 23 DCT features [10] and presented some novel statistics between the color channels of the given JPEG image. As a result, Ping et al.'s method provides better detection accuracy on color JPEG images in comparison with Fridrich's scheme.
In our work, we combine the concepts of image calibration [10] [11] [12] [13] and COM of HCF [8] [9] with the feature-based classification to construct a new blind steganalyzer capable of detecting the JPEG steganographies effectively. All statistics are extracted in both the DCT domain and the decompressed spatial domain, and then the COMs of HCFs are calculated for each statistic. At last, we obtain 77 features in total for an image. In addition, we utilize the support vector machine (SVM) to construct classifiers in our experiments. To evaluate the proposed scheme, we detect stego images embedded with six popular steganographies -F5, Jsteg [16] , Jphide [17] , Outguess, Steghide [19] and MB1 [20] . And in comparison with several previous known blind approaches, our scheme provides better performance in terms of detection accuracy and false positive.
The rest of this paper is organized as follows. In the next section, we describe the details that how the features are extracted and calculated. Section 3 gives some preparation details of SVMs used in our work and describes the image database used for experiments. In Section 4, we illustrate the experimental details to evaluate our proposed scheme. At last, the paper is concluded in Section 5.
II. FEATURES
Fridrich has proposed the concept of image calibration to obtain statistics of the DCT coefficients accurately. He chose 23 features directly from the DCT domain, and demonstrated these features to be positive to the detection rate for some popular steganographies. However, the feature set collected only from the DCT domain is not enough. As shown in following experiments, the detection accuracy is not satisfying to the stego images embedded with some steganographies such as Jphide and Steghide. In this section, we extract several statistics from the decompressed spatial domain. And furthermore, we extend to collect some more statistics from the DCT domain in order to improve the classification accuracy. Finally, there are thirteen types of statistics extracted in total. To denote the histograms and co-occurrence matrixes later in this section, we firstly introduce a function ( , ) x y ϕ as below.
1, if x y A. Image Calibration
Image calibration is used to accurate the obtained statistics. We can get the calibrated JPEG image from the given one by cropping and recompressing as following.
1. Decompress the given JPEG image J1 into the spatial domain to get B1.
2. Crop B1 by 4 pixels in each of horizontal and vertical direction to obtain B2.
3. Recompress B2 with the same quantization table as J1 and generate the calibrated JPEG image J2.
One can think that the cropped stego image is perceptually similar to the cover image. 
B. DCT Domain Statistics
and .
Histograms of AC coefficients in specific locations
Some steganographic schemes may preserve the global . So we add individual histograms for low-frequency AC coefficients to our set of functional. Equation (3) describes the histograms at the special location .
where ij ∈ .
Histograms of AC coefficients with specific values
For a fixed coefficient value d, we calculate the distribution of all AC coefficients in the 63 locations separately among all DCT blocks. In fact, H i is an 8×8 matrix. 
Histogram of AC coefficient differences between adjacent DCT blocks
Many steganographies may preserve the statistics between adjacent DCT coefficients, but the dependency of the DCT coefficients in the same location between adjacent DCT blocks may hardly be preserved. So we can describe this dependency as (5) . All DC coefficients are still not considered. 
Co-occurrence matrix is a very important second order statistic to describe the alteration of luminance for an image. It can not only inspect the distributional characteristics of luminance, but also reflect the positional distribution of pixels with the same or similar luminance. Therefore, we utilize co-occurrence matrix to calculate more features in both DCT domain and spatial domain.
Co-occurrence Matrix of coefficients in adjacent DCT block
Co-occurrence matrix of DCT coefficients in the same location between adjacent blocks is calculated as following. To preserve more information and obtain better results of classification, we use the central elements in the range of [ 2 and yield another 25 scalar features.
Co-occurrence Matrix of coefficients in the same location between J1 and J2
J2 is the calibrated image of the processed image J1. In order to find more differences between J1 and J2, we can also introduce co-occurrence matrix. Equation (7) calculates the distributional characteristic in the same location between J1 and J2.
denotes the DCT coefficients of J1, and denotes that of J2. And we can find that has a dimension of .
Co-occurrence Matrix of coefficients in the specific locations between J1 and J2
Similar to (3), we can calculate the individual cooccurrence matrixes of AC coefficients in the special locations between J1 and J2. It is calculated using (8) . (8) where d .
C. Spatial Domain Statistics
Although steganographies for JPEG images usually embed messages into the DCT domain, the embedding operation would also cause some alterations to the decompressed spatial domain. Hence, we would collect some significant features from the spatial domain in this section.
Histogram of Global Intensity Bitmap B1(B2) is the image decompressed by J1(J2). And let b i
denote the pixel luminance at location . Histogram of all pixel values in the whole image is the simplest statistic in spatial domain, and can be calculated below. (9) where 0 2 ≤ . ≤
Histogram of Adjacent pixel Differences
The distribution of adjacent pixel differences can also reveal some information when embedding happens. And many steganographic schemes do not preserve its distributional characteristics, so we can utilize the histogram of pixel differences as a feature. 
Obviously we can find that e is in range [-255,255] .
Histogram of adjacent pixel differences along the DCT block boundaries
Embedding operations on modifying the DCT coefficients would make the boundaries of DCT blocks in the decompressed spatial domain more discontinuous. So, distributional characteristic of pixel differences at the side locations in the DCT blocks would help to capture the discontinuous property. We calculate it by (11) as following.
where is the pixel value in the decompressed spatial domain corresponding to . , r c Co-occurrence Matrix of adjacent pixel differences Similar to the feature extraction in DCT domain, we introduce co-occurrence matrix in the spatial domain. Adjacent pixel differences would enlarge the discontinuous property in stego images, so we can calculate the co-occurrence matrix of adjacent pixel differences to depict this characteristic. ( 1, 2)
( 1, ( , ) ( , 1)) ( 2, ( ,
( 1, ( , ) ( 1, )) ( 2, ( 1, ) ( The matrixes are also utilized to describe the characteristics between processed image and its calibrated image. The former statistic can be calculated using (13) while the latter one can be calculated by (14) . ( 1, 2) 
As mentioned above, thirteen types of statistics in total are collected in both DCT domain and spatial domain.
D. Calculating Features
The histogram characteristic function (HCF) is a representation of the image histogram in the frequency domain [8] [9] . And the center of mass (COM) can be introduced as a measure of the energy distribution in an HCF. For each histogram, we can take its 1-dimensional Discrete Fourier Transform as its HCF. Then the COM can be calculated using (15) . For each co-occurrence matrix, the 2-dimensional Discrete Fourier Transform can be considered as the HCF, and the COM in each dimension can be calculated by (16) . DFT is central symmetric, so for a DFT sequence with length N, we only need to compute COM in range [1,N/2]. Finally, a 77-dimensional feature vector can be collected for a JPEG image. 
III. CLASSIFIER AND IMAGE DATABASE

A. SVM Classifier
In our work, we use LibSVM [21] to construct the classifiers. LibSVM is a publicly available library for SVM, and it provides some automatic model selection tools for classification. For convenience, we use the provided tools, such as svm-scale, svm-train and svmpredict, to construct classifiers in the following experiments.
B. Multi-class SVM
In our work, we construct a multi-class classifier by combining several binary classifiers using the "oneagainst-one" approach, which is first introduced by [22] and first used on SVM by [23] . It is also referred to as "Max-Wins" in some literature [11] [12] [13] . This method constructs − binary classifiers for every pair of classes, where n is the number of classes we wish to classify.
C. Image Database
We create a database containing about 4,500 natural color images which are downloaded from Greenspun [24] , and these images span decades of digital and traditional photography and consist of a broad range of indoor and outdoor scenes. For each image, we crop it to a central 640×480 pixel area and compress it with a quality factor of 75 to generate the cover image.
Then we embed hidden messages using six popular steganographies: F5, Jsteg, Jphide, Outguess, Steghide and MB1. For MB1, we embed into each cover image with a random binary stream of different lengths -10%, 20%, 40%, 60%, 80% of the maximal capacity for a given image. For the other five algorithms, as introduced in [6] , the embedded messages consist of a n n × pixel ( {16,32, 64}) n ∈ central portion of a random image chosen from the same image database.
IV. EXPERIMENTAL RESULTS AND DISCUSSIONS
In this section, experimental results are presented to evaluate the performance of our method. Firstly, by comparison, our scheme presents good detection accuracy on stego images which are embedded with six popular steganographic algorithms. And then, we show the ability of our scheme in constructing a multi-classifier capable of recognizing the steganography used in a stego image. At last, our scheme presents good ability to construct a universal steganalyzer to detect an "unknown" steganography. The universal steganalyzer is trained on four steganographic algorithms and used to detect stego images embedded with another two steganographies. To make the experimental results more reasonable, every experiment is repeated 50 times and the average testing accuracy is taken.
A. Binary Classifiers
In the first experiment, we construct a set of binary SVM classifiers to distinguish cover images from stego images embedded with a specific steganographic algorithm (F5, Jsteg, Jphide, Outguess, Steghide with 16×16,32×32,64×64 messages embedded, and MB1 with 10%, 20%, 40%, 60%, 80% messages). We also construct such classifiers with another three blind steganalytic schemes [6, 10, 14 ] to obtain some performance comparison.
For each steganography, all cover images and the corresponding stego images in the training subset are used to train a binary classifier, which we used to test the images in the testing subset and obtain the detection results. All results are shown in Table I . The true positive rate (TP) and the false positive rate (FP) are used to measure the performance of steganalysis. TP is the percentage of stego images correctly classified as stego by the classifier in a number of true stego images, and FP is the percentage of cover images recognized as stego by the classifier in a number of true cover images. In general, a classifier which provides higher TP and lower FP is thought to provide better performance. During descriptions below, we sometimes call TP as detection accuracy.
In Table I , we can easily find that the proposed scheme provides the highest true positive rate and the lowest false positive rate for F5, Jsteg, Outguess, Steghide and MB1. For Jphide, although the proposed scheme performs best only when the length of hidden message is large (64×64), it still provides the second best TP and FP that are very close to the best ones for small hidden messages with length 16×16 and 32×32. As a result, we can conclude that our scheme provides the best overall performance in terms of TP and FP among all blind approaches for these six popular steganographies.
We can also use this method as a benchmark to measure the safety of a steganography. As Table I shows, our scheme provides very good performance (TP is above 99.5%, and FP is below 0.5%) for F5, Jsteg and Outguess, even with small hidden messages. Besides, reliable detection (TP is above 99%, and FP is below 1%) is also provided for Steghide and MB1 when hidden messages are a little large (larger than 16×16 for Steghide and 20% for MB1). While for Jphide, the lowest TP and highest FP are provided when compared with those TP and FP for other steganographies. Hence, we can consider Jphide to be the safest steganography and the "hardest" one to detect among all. 
B. Multi-Classifier
In this experiment, we build a multi-classifier able to not only detect the presence of hidden data, but also recognize the steganographic algorithm used in the stego image. As the method briefly described in Section III, we choose the "one-against-one" approach to construct this multi-classifier. There exist 7 classes (Cover, F5, Jsteg, Outguess, Steghide, Jphide and MB1) we wish to classify, so we should construct C binary classifiers in total. For each classifier, there are about 1000 images each class used for training. It is worth notice that all cover and stego images used for training are selected from the training subset mentioned in Section 3.3, and all testing images are from the testing subset never been used to train the classifiers. For all classes except Cover, an equal number of stego images with different hidden message length are randomly chosen from the training set. Take F5 as an example, we randomly select 333 stego images with hidden messages of 16×16, 32×32 and 64×64 length, respectively, to construct the training set. The detection results are shown in Table II .
In Table II , we can find that about 95.58% of cover images are classified accurately by the multi-classifier. In other words, the FP is 4.42%. In practice, FP plays a very important role in the ability of a classifier. Only when the FP is low, the detection accuracy can be deemed to be significative. If the FP is high, such as above 50%, the detection accuracy will make no sense even thought it is 100%. Since the FP is only 4.42%, we can think the TP of our multi-classifier to be believable.
As shown in Table II , the multi-classifier provides a good detection accuracy (over 97%) to identify F5 and Outguess among all steganographies even when the stego images are embedded with a small size of hidden messages (16×16). Jsteg seems to be the second easiest steganography to detect since it can be reliably recognized (detection accuracy over 96%) when the size of hidden messages is larger than 16×16. For Steghide and Jphide, acceptable detection accuracy (about 95%) is provided when the hidden data is large (64×64). Among all, MB1 looks like the hardest steganography to identify. It can be hardly recognized when small messages (below 20% of the maximum capacity) are embedded, and the detection accuracy is still below 80% even with larger hidden data. Training sets of binary classifiers for the multi-classifier 
C. Universal Steganalyzer
The goal of a universal steganalyzer is to classify images into two classes -cover and stego imagesindependent of the steganographies used for embedding. In this experiment, we construct a SVM multi-classifier as the universal steganalyzer capable of detecting different steganographies no matter whether they were used for training or not. In this way, we evaluate the universality of the collected features.
The methods to construct the multi-classifier are the same as that described in Section III, while the difference is that only four steganographies (Jsteg, Outguess, Jphide and MB1) are selected for training the multi-classifier, and the others (F5 and Steghide) are used for testing. The reasons for such selection are simple: Steghide has a similar embedding mechanism as MB1; while F5, as shown in Table II , can be classified accurately the best. This suggests that it has the most different embedding mechanism with others. As a result, we select F5 and Steghide as the steganographies never used for training in order to inspect some relationships between the classification accuracy and the embedding mechanism.
There are C 2 5 10 = binary classifiers constructed in this experiment. In the steganalyzer, the images classified as Jsteg, Outguess, Jphide and MB1 are all thought to be the stego images. The rightmost column in Table III consists of the detection rate as stego images for each category. We can find that the false positive rate is only 4.72%, hence the detection accuracy of this classifier is deemed to be significative.
At first, we take account of the steganographies used for training. As shown in Table III , very good detection accuracy (over 98.5%) is provided for Jsteg and Outguess even with a small size of hidden data embedded (16×16). For MB1, if the embedded messages are larger than or equal to 40% of the maximum embedding capacity of a image, the detection accuracy is also very good (over 98.5%). Just as the conclusion in Section 4.1, Jphide seems to be the hardest steganographic algorithm to detect. Only with larger messages (64×64) embedded, stego images embedded with Jphide can be reliably detected (over 96%).
F5 and Steghide are not used for training. If the embedded data is small (16×16), the detection accuracy is not very satisfying (F5 is 83.17% and Steghide is 69.49). But when it becomes a little larger (larger than or equal to 32×32), the detection accuracy seems to be reliable (94% -100%). Besides, compare to the results in Table II , we can find that the detection rates here decrease a little.
Such as F5, the misclassified rates by 7-classes classifier in Section 4.2 is only 0.00%, 0.02% and 0.03% corresponding to embedded data of 16×16, 32×32 and 64×64 length, respectively; while the misclassified rates by the 5-classes classifier here increase to 16.83%, 5.61% and 1.89%, respectively. It is not hard to understand. After all, F5 is not used for training in the 5-classes classifier; hence the classification accuracy is not as good as that of the 7-classes classifier. 
CONCLUSION
This paper proposes a new steganalytic method, which is based on statistics collected in both the DCT domain and the decompressed spatial domain for JPEG images. The statistics reflect tiny differences between a cover image and its corresponding stego image. We utilize histogram characteristic function (HCF) and center of mass (COM) to measure the selected statistics and calculate the features. Then three different experiments are made to evaluate the performance of our scheme.
At first, a set of binary classifiers are built to detect stego images embedded with six popular steganographies (F5, Jsteg, Jphide, Outguess, Steghide and MB1). In comparison with three known blind steganalytic schemes [6, 10, 14] , our scheme provides the best overall performance in terms of detection accuracy and false positive rate.
Secondly, we construct 21 binary classifiers that distinguish between all pairs of 7 image classes (Cover, F5, Jsteg, Jphide, Outguess, Steghide and MB1). By using the "one-against-one" approach, we combine these binary classifiers to build a multi-classifier, which is able to not only detect the stego images but also assign them to the steganographies which have been used for training. Experimental results show that the multi-classifier is more reliable to classify stego images with a larger length of hidden data, especially for F5 and Outguess, which are deemed to be the easiest steganographic algorithms to recognize.
At last, we construct a universal steganalyzer capable of classifying images into cover and stego classes independent of the steganographies. In addition, it is possible to recognize a new or yet not to be developed embedding algorithm never been used for training by this steganalyzer.
In practice, the false positive rate of the classifier is more important than detection accuracy. So in our future work, we plan to design a mechanism able to adjust the false positive rate manually. Another drawback is that the classifiers used in this paper can not be trained automatically. We want to extend the classifier in order that when it has recognized a new embedding algorithm, it can treat the algorithm as a new class of stego images and be trained automatically. However, it is not easy work to do, and need more efforts in future.
