Abstract: Terminating the trellis was considered essential to lower the bit error probability in a turbo coded system [1] . When a sliding window algorithm is used, this issue becomes even more important. This letter shows that one can completely ignore the trellis termination by using an interleaver that takes into account the particular window size of the sliding window algorithm.
Introduction:
It is well known that the decoding of convolutional codes relies on the memory of the code. A Viterbi decoder, at any moment, estimates the path metrics for all possible states and chooses accordingly the most likely path in the trellis. This means that if one goes back far enough on that path, say 5 times the memory of the code, the decoded data is the most likely transmitted data. However, the closer one gets to the last decoded bit, the more unreliable the decoded data is. The same thing happens to a maximum a posteriori (MAP) decoder. In the forward direction, the state metrics are highly reliable because the decoder starts from a known state, usually all zero state. In the backward direction, the story is more complicated because the starting state is not known.
A histogram that plots the bit error rate (BER) function of the bit position in a frame would show an almost constant BER for the majority bits in a frame, except for the first and the last few bits in the frame. The first few bits are decoded given a well known starting state for the decoder, therefore the outcome is a lower BER. The opposite happens with the last bits in the frame which usually have two to five times higher the average BER. The size of the frame is not important in this case. To avoid the increase in BER in a convolutional coded system some dummy bits are usually added at the end of the frame to allow for a more reliable decoding.
In a turbo coded system, with two encoders, there are different techniques to address trellis termination: add two tails to terminate both encoders in a known state [2] , add only one tail and impose constraints on the interleaver such both encoders still terminate in the same state [3] , or frame-oriented convolutional turbo codes that do not need any tail [4] .
However, a histogram for a turbo coded system will depend not only on the trellis termination but also on the frame size and interleaver design.
Sliding Window (SW) Algorithm: A sliding window algorithm was introduced in [5] and later on in [6] . Since no tail can be appended for each window due to significant reduction in bandwidth efficiency, the idea was that a buffer space should be allowed where the unreliable decoded data is simply ignored in the current window and left to be decoded again with a higher reliability in the following window. A block diagram is shown in Figure 1 . This would eliminate the increased BER for the bits at the end of each sliding window but would increase the decoder complexity/delay by going twice through each buffer.
An even better solution that reduces significantly the buffer size, therefore the complexity and the delay, is to add an extra constraint to the interleaver as it is shown in Figure 2 . The interleaving process should ensure that the bits from each buffer region, after interleaving, will not be placed in another buffer region from another window. This technique increases the reliability of the decoder outputs.
Results: Simulations were run for a serial concatenated code and 16QAM using a data frame size of 8192 bits and an interleaver designed as per constraints in Figure 2 . A sliding window of 400 bits was used with buffer sizes of 8, 4 and 0 bits. The simulation results together with a reference curve for continuous decoding are shown in Figure 3 after 4, 5 and 6 iterations.
It can be concluded that the degradation for a buffer of 8 bits is negligible, for a buffer of 4 bits is around 0.01 dB and for no buffer at all the implementation loss is 0.05 dB. 
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