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Abstract. We study the existence and orbital stability/instability of periodic
standing wave solutions for the Klein-Gordon-Schro¨dinger system with Yukawa
and cubic interactions. We prove the existence of periodic waves depending
on the Jacobian elliptic functions. For one hand, the approach used to obtain
the stability results is the classical Grillakis, Shatah and Strauss theory in the
periodic context. On the other hand, to show the instability results we employ
a general criterium introduced by Grillakis, which get orbital instability from
linear instability.
1. Introduction.
In this paper we shall investigate the orbital stability of periodic standing wave
solutions associated to the Klein-Gordon-Schro¨dinger system (KG-NLS henceforth),
(1)

iut +
1
2
∆u = −uv ∂f
∂|u|2 (|u|
2, v)
vtt −∆v +m2v = f(|u|2, v) + v ∂f
∂v
(|u|2, v),
when f(s, t) = s and f(s, t) = st, here s, t ∈ R.
If f(s, t) = s equations in (1) are the so-called Klein-Gordon-Schro¨dinger system
with Yukawa interaction and it describes a system of conserved scalar nucleons
interacting with neutral scalar meson. Here u : Rd × R → C represents a complex
scalar nucleon field and v : Rd×R→ R a real scalar meson field. The real constant
m2 determines the mass of a meson. The full system (1) was motivated by Hayashi’s
paper [22].
We restrict ourselves to the case d = 1. The periodic standing waves we are
interested in are of the form
(2) u(x, t) = eictψc(x), v(x, t) = φc(x),
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where c ∈ R and ψc, φc : R → R are smooth periodic functions with a fixed period
L > 0.
Studies related to the stability of stationary waves and well-posedness results for
equations (1), have been having a considerable development in recent years. For
instance, when d = 3, Ohta in [28], obtained a result of stability for stationary
states for equations (1) (f(s, t) = s) by using the variational approach introduced
by Cazenave and Lions in [12]. Later, Kikuchi and Ohta in [25], established a result
of orbital instability related to the same equation when the wave-speed c > 0 is
sufficiently small. On the other hand, Baillon and Chadam in [9] deduced existence
of global solutions by using the Lp−Lq estimates for the elementary solutions of the
Schro¨dinger equation. Fukuda and Tsutsumi in [15], discussed the initial boundary
value problem of KG-NLS (1) and obtained the global existence of strong solutions
in the three-dimensional case, and later the results were improved in [21]. Others
contributors can be mentioned as [8], [13], [14], [22], [30], [36].
In the one-dimensional case, Tang and Ding in [34] (see also [35]) studied a result
of modulational instability related to the general Klein-Gordon-Schro¨dinger given
by
(3)

iut + αuxx + ρuv + γ1|u|2u = 0
vtt − c20vxx +m2v + γ2v3 − β|u|2 = 0,
where u, v and m2 are given as above, γi, i = 1, 2 are cubic nonlinear auto-
interactions, β and ρ are quadratic coupling constants and, α and c0 are constants.
Further, it was found that there are a number of possibilities for the modulational
instability regions due to the generalized dispersion relation, which relates the fre-
quency and wave-number of the modulating perturbations. When γ1 = γ2 = 0,
α = 12 and β = ρ = c
2
0 = 1, equation (3) becomes (1) with f(s, t) = s.
In general, the studies about the stability/instability to Klein-Gordon (KG hence-
forth) and nonlinear Schro¨dinger (NLS henceforth) equations have attracted a large
set of researchers. It is known that both KG and NLS equations, specially with cubic
interactions, have wide applications in many physical fields such as nonlinear optics,
nonlinear plasmas, condensed matter and so on. Besides, a similar system given by
equations in (3) may describe the dynamics of coupled electrostatic upper-hybrid
and ion-cyclotron waves in a uniform magnetoplasma (see [34] and [37]).
In a stability/instability approach if one considers the general KG equation
(4) utt −∆u+ f(|u|2)u = 0, t ∈ R, x ∈ Rd,
Grillakis [19] (see also [17], [20]) determined sufficient conditions for the orbital
instability of the standing waves eictϕ(x) in the space of radial functions, where
ϕ(x) = ϕ(|x|) has a finite number of nodes (with some restrictions on the nonlin-
earity). Others contributions in this qualitative approach can be mentioned, for
example, [31], [32] and [33]. In the periodic context, a recent work due to Natali
and Pastor in [27] determined stable/unstable families of periodic standing wave
solutions for equation (4) when f(v) = 1− v and f(v) = v (with d = 1) making use
of the abstract theory established in [17] and [18].
Next, when the NLS
(5) iut +∆u + |u|p−1u = 0, t ∈ R, x ∈ Rd,
is considered, a large amount of papers concerning the stability/instability of stand-
ing waves can be found in the current literature. In particular, Cazenave and Lions
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in [12], determined the existence of stable ones, of the form u(x, t) = eiωtϕ(x), for
equation (5) with d ≥ 1 and 1 < p < 1 + 4/d. In [17] and [18] is possible to find a
set of sufficient conditions that determines stability/instability of standing waves for
that equation. In this case, the theory of stablity/instability related to the periodic
case (for d = 1) have been a terrific development, for instance [1], [5], [6], [7], [16]
and [29] .
The methods used in the present paper in order to show our stability/instability
results will be the ones developed by Grillakis et al. [17], [18] and Grillakis [19], [20].
The main reason for this is because system (1), when f(s, t) = s or f(s, t) = st, can
be seen as an abstract Hamiltonian system
(6)
dU(t)
dt
= JE ′(U(t)),
where U = (u1, v1, u2, v2) = (Reu, v, Imu, vt), E represents the energy functional
and J is the skew-symmetric matrix defined by
(7) J =

0 0 1/2 0
0 0 0 1
−1/2 0 0 0
0 −1 0 0

.
Firstly, we consider the case f(s, t) = s. In order to get explicit solutions we
suppose ψc =
√
2φc in (2). Thus, substituting (2) into (1) (with ψc =
√
2φc), it
follows that φc must satisfy the ordinary differential equation
(8) − φ′′c + 2cφc − 2φ2c = 0,
where 2c = m2. Multiplying equation (8) by φ′ and integrating once, we obtain
(9) [ϕ′ω ]
2 =
1
3
[−ϕ3ω + 3ωϕω + 6Bϕω ],
where ϕω = 4φc, Bϕω is a nonzero integration constant and ω := ω(c) = 2c. A
positive solution obtained from (9) depending on the cnoidal Jacobi elliptic function
(see Byrd and Friedman [11]) is given by
(10) ϕω(x) = β2 + (β3 − β2)cn2
(√
β3 − β1
12
x; k
)
,
where βi, i = 1, 2, 3 and the modulus k depend smoothly on ω (and therefore on c).
As it is well-known, the main ingredient on the theory developed in [17]–[20] is the
spectral properties of the linear operator arising in the linearized equation around
the traveling wave. Here, by making use of the Floquet theory we can determine
that matrix operators
(11) LR,cn =

− d
2
dx2
+ 2c− 2φ −2√2φ
−2√2φ − d
2
dx2
+ 2c

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and
(12) LI,cn =
 − d
2
dx2
+ 2c− 2φ 0
0 1

have the spectral properties required in [18] and [20]. This allow us to prove our
stability/instability results concerning the cnoidal solution in (10).
Secondly, we consider the case f(s, t) = st. In this case, if we substitute (2) into
(1) with ψc = φc, we obtain the differential equation (after integrating once)
(13) [φ′c]
2 = −φ4c + 2cφ2c + 2Bφc .
Thus, a dnoidal wave solution can be found:
(14) φc(ξ) = ηdn (ηξ; k) ,
where η > 0 depends smoothly of the wave-speed c > 0.
The linear operators arising in this case are:
(15) LR,dn =

− d
2
dx2
+ 2c− 2φ2 −4φ2
−4φ2 − d
2
dx2
+ 2c− 2φ2

and
(16) LI,dn =
 − d
2
dx2
+ 2c− 2φ2 0
0 1
 ,
which also possess the spectral properties needed in [18] and [20] that guarantees
our stability/instability results.
We point out that our orbital stability results will be with respect to periodic
perturbations having the same fundamental period as the corresponding traveling
wave, whereas the instability results will be with respect to periodic perturbations
having twice the fundamental period as the corresponding traveling wave.
The question about global well-posedness in the energy space H1per([0, L]) ×
H1per([0, L]) × L2per([0, L]), associated to system (1) can be established by a direct
application of Kato’s classical theory (see [30]). Many other results of local and
global well-posedness for these two equations can be found in the current literature,
as for example [8], [10], [13], [36].
In order to show the current findings, the paper is organized as follows. In Section
2 we present an explicit family of periodic solutions related to equation (1) when
f(s, t) = s and study their orbital stability/instability. In Section 3 we consider
the case f(s, t) = st and establish the existence and stability/instability of another
family of periodic solutions.
Notation. For s ∈ R, the Sobolev space Hsper([0, L]) is the set of all periodic
distributions such that
||f ||2Hs[0,L] := ||f ||2s ≡ L
+∞∑
k=−∞
(1 + |k|2)s|f̂(k)|2 <∞,
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where f̂ is the Fourier transform of f . The symbols sn(·; k), dn(·; k) and cn(·; k)
will denote the Jacobian elliptic functions of snoidal, dnoidal and cnoidal type, re-
spectively. Quantities Re(z) and Im(z) denote, respectively, the real and imaginary
parts of the complex number z.
Note that system (1) can be written in three distinct form: besides (1), we can
write it as a first-order system (in t) and, finally, separate the real and imaginary
parts of u. We use any one of these forms without further comments.
2. Orbital stability of cnoidal wave solutions for system (1)
This section is concerned with the existence and orbital stability/instability of
periodic solutions to the KG-NLS system
(17)

iut +
1
2
uxx = −vu
vtt − vxx +m2v = |u|2
of the form
(18) (u(x, t), v(x, t)) = (eict
√
2φc(x), φc(x))
where φc : R→ R is a smooth positive periodic function with a fixed period L > 0,
t ∈ R and c > 0. In fact, for 2c = m2, equation (17) becomes
(19) − φ′′c + 2cφc − 2φ2c = 0.
2.1. Existence of standing waves. Here our goal consists in showing that equa-
tion (19) has a smooth branch, c ∈ I 7→ φc, of positive periodic solutions with a
fixed period L > 0 for some parameter interval I. First we define
(20) ϕc := 4φc.
Letting 2c = ω, we obtain from (19) and (20) that
(21) − ϕ′′ω + ωϕω −
1
2
ϕ2ω = 0.
The next step is to deduce a L−periodic solution ϕ = ϕω for (21). Indeed,
multiplying equation (21) by ϕ′ and integrating once, we get
(22)
[ϕ′]2 =
1
3
[−ϕ3 + 3ωϕ2 + 6Bϕ]
=
1
3
(ϕ− β1)(ϕ− β2)(β3 − ϕ),
where Bϕ is a nonzero integration constant and β1, β2, β3 are the zeros of the poly-
nomial F (t) = −t3 + 3ωt2 + 6Bϕ. We can suppose, without loss of generality, that
β3 > β2 > β1 and β3 > 0. Therefore, we should have the relations
(23)

β1 + β2 + β3 = 3ω,
β2β1 + β3β1 + β3β2 = 0,
β1β2β3 = 6Bϕ,
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A periodic solution for the differential equation (21) is obtained from the standard
direct integration method (Byrd and Friedman [11], see also [2]–[5]), namely,
(24) ϕω(x) = β2 + (β3 − β2)cn2
(√
β3 − β1
12
x; k
)
, k2 =
β3 − β2
β3 − β1 .
Moreover, we conclude from identities (23) and (24) that the roots β1, β2, β3 must
satisfy β1 < 0 < β2 < β3 < 3ω and function in (24) has fundamental period given
by
(25) Tϕ =
4
√
3√
β3 − β1
K(kϕ),
where k = kϕ is the so-called elliptic modulus andK represents the complete elliptic
integral of the first kind defined by
K(k) =
∫ 1
0
dt√
(1− t2)(1 − k2t2) .
From relations in (23) we obtain, after some calculations, that
(26) β22 + (β3 − 3ω)β2 + (β23 − 3ωβ3) = 0,
whose value of β2 is given by
(27) β2 =
1
2
(
3ω − β3 +
√
9ω2 + 6ωβ3 − 3β23
)
.
Therefore, from (23) and (27), we deduce
(28) β3 − β1 = 1
2
(
3β3 − 3ω +
√
9ω2 + 6ωβ3 − 3β23
)
and
(29) β3 − β2 = 1
2
(
3β3 − 3ω −
√
9ω2 + 6ωβ3 − 3β23
)
.
Identities (28) and (29) able us to conclude that the modulus k must satisfy
(30) k2 =
3β3 − 3ω −
√
9ω2 + 6ωβ3 − 3β23
3β3 − 3ω +
√
9ω2 + 6ωβ3 − 3β23
.
Moreover, thanks to (29) we obtain the inequality 0 < β2 < 2ω < β3 < 3ω.
Let ω > 0 be fixed, from (30), asymptotic properties of K and the fact that
β3 ∈ (2ω, 3ω)→ Tϕ(β3) is a strictly increasing function (see Theorem 2.1 below) it
follows that Tϕ > 2pi/
√
ω. This means that for any L > 0 fixed, choosing ω > 0
such that ω > 4pi2/L2 there is a unique β3 = β3(ω) ∈ (2ω, 3ω) such that the
corresponding cnoidal wave give by (24) has fundamental period Tϕ = L.
Remark 1. The solitary wave solution for equation (21) can be determined from
the asymptotic properties of Jacobi elliptic function cn given in (24). In fact, for
ω > 0 fixed, if β1, β2 → 0 (then β3 → 3ω), we get, k → 1−. On the other hand,
since cn(·, 1−) ≈ sech(·), we obtain the single-humped function
ϕω(x) = 3ω sech
2
(√
ω
2
x
)
,
which is the solitary wave solution for equation (21).
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Next, we shall construct a smooth curve, ω 7→ ϕω, of cnoidal wave solutions for
equation (21).
Theorem 2.1. Let L > 0 be arbitrary but fixed. Consider ω0 > 4pi
2/L2 and the
unique β3,0 = β3(ω0) ∈ (2ω0, 3ω0) such that Tϕω0 = L, then
(1) there exists an interval I(ω0) around ω0, an interval B(β3,0) around β3,0
and a unique smooth function Γ : I(ω0) → B(β3,0) such that Γ(ω0) = β3,0
and
4
√
6√
3β3 − 3ω +
√
9ω2 + 6ωβ3 − 3β23
K(k) = L,
here ω ∈ I(ω0), β3 = Γ(ω) ∈ B(β3,0) and k2 = k2(ω) ∈ (0, 1) is given by
(30).
(2) The cnoidal wave solution in (24), ϕω(·;β1, β2, β3), determined by βi =
βi(ω), i = 1, 2, 3, has fundamental period L and satisfies (21). Moreover,
the mapping
ω ∈ I(ω0) 7→ ϕω ∈ Hnper([0, L]), n = 0, 1, . . .
is a smooth function.
(3) I(ω0) can be chosen as
(
4pi2/L2,+∞).
Proof. The proof is an application of the Implicit Function Theorem and it follows
closely the arguments in Angulo and Linares [5, Theorem 3.1] (see also [3] and [4]).
Thus, we omit it here. 
Remark 2. From the Implicit Function Theorem, Theorem 2.1 and (25) we can
conclude that function Γ : I(ω0) → B(β3,0) given in Theorem 2.1 is a strictly
increasing function. Moreover, dk/dω > 0 (this fact can also be found in [1] or [7]).
Remark 3. From Theorem 2.1 and identity (26) we are in a position to conclude
that ω = (16K2
√
1− k2 + k4)/L2, β3 = 16K2
[√
1− k2 + k4 + 1 + k2
]
/L2, β3 −
β1 = 48K
2/L2 and β3 − β2 = 48k2K2/L2.
As a consequence of Theorem 2.1, we immediately have:
Corollary 1. Let c ∈ (2pi2/L2,+∞) and ω(c) = 2c. Then the cnoidal wave φc =
ϕω(c)/4, where ϕω(c) is give in Theorem 2.1, has fundamental period L and satisfies
(19). Moreover, the mapping
c ∈
(
2pi2
L2
,+∞
)
7→ φc ∈ Hnper([0, L]), n = 0, 1, . . .
is a smooth function. In addition, dk/dc > 0.
2.2. Spectral analysis. We start establishing the basic framework for the stability
study introduced in [18] and [20]. As we have already mentioned, we can write
system (17) as a Hamiltonian system
(31)
dU(t)
dt
= JE ′(U(t)),
where U = (u1, v1, u2, v2) = (Re(u), v, Im(u), vt), J is the matrix defined in (7) and
E is the energy functional
(32) E(U) = 1
2
∫ L
0
[
u21,x + u
2
2,x + v
2
2 + v
2
1,x +m
2v21 − 2v1(u21 + u22)
]
dx.
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We remind the reader that system (17) also preserves the L2-norm of u, that is,
the quantity
(33) F(U) =
∫ L
0
(u21 + u
2
2)dx
is a conserved quantity of system (17).
In what follow in this section we will denote Φ = (
√
2φ, φ, 0, 0), where φ = φc is
the cnoidal wave given in Corollary 1.
It is well-known that to apply the abstract Grillakis et al. theory we need to
study the spectral properties of operator
(34) Lcn := E ′′(Φ) + cF ′′(Φ) =
 LR,cn 0
0 LI,cn
 ,
where
(35) LR,cn =

− d
2
dx2
+ 2c− 2φ −2√2φ
−2√2φ − d
2
dx2
+ 2c

and
(36) LI,cn =
 − d
2
dx2
+ 2c− 2φ 0
0 1
 .
We begin by studying the spectra of operators LR,cn and LI,cn. More precisely,
we have:
Theorem 2.2. Let φ = φc be the cnoidal wave solution given by Corollary 1. Then
(i) operator LR,cn in (35) defined in L2per([0, L]) × L2per([0, L]) whose domain
is H2per([0, L]) × H2per([0, L]) has exactly one negative eigenvalue which is
simple; zero is a simple eigenvalue whose eigenfunction is (2φ′/3,
√
2φ′/3).
Moreover, the remainder of the spectrum is constituted by a discrete set of
eigenvalues.
(ii) Operator LI,cn in (36) defined in L2per([0, L])×L2per([0, L]) whose domain is
H2per([0, L])× L2per([0, L]) has only non-negative eigenvalues being zero the
first one which is simple with eigenfunction (φ, 0). Moreover, the remainder
of the spectrum is constituted by a discrete set of eigenvalues.
We point out that from Weyl’s essential spectrum theorem, all operators we
study here have only point spectrum.
Before proving Theorem 2.2, we note that operator LR,cn can be diagonalized
under a similarity transformation. In fact, we consider
AR =
 1 1/√2
−1/√2 1
 .
PERIODIC WAVES FOR THE KG-NLS SYSTEM 9
Then operator LDR := ARLR,cnA−1R , is a diagonal operator given by
(37) LDR =
 L1,cn 0
0 L3,cn
 ,
with
(38) L1,cn = − d
2
dx2
+ 2c− 4φ
and
(39) L3,cn = − d
2
dx2
+ 2c+ 2φ.
The next lemma give us the spectral properties of operators L1,cn and L2,cn,
where L1,cn is defined in (38) and
(40) L2,cn = − d
2
dx2
+ 2c− 2φ.
Lemma 2.3. Let φ = φc be the cnoidal wave given by Corollary 1. Then the
following spectral properties hold:
(i) operator L1,cn in (38) defined in L2per([0, L]) with domain H2per([0, L]) has
exactly one negative eigenvalue which is simple; zero is an eigenvalue which
is simple with eigenfunction φ′. Moreover, the remainder of the spectrum
is constituted by a discrete set of eigenvalues.
(ii) Operator L2,cn in (40) defined in L2per([0, L]) with domain H2per([0, L]) has
no negative eigenvalues; zero is an eigenvalue, simple with eigenfunction φ.
Moreover, the remainder of the spectrum is constituted by a discrete set of
eigenvalues.
Proof. (i) The main point is that the periodic eigenvalue problem associated to
operator L1,cn,
(41)

L1,cnf = λf
f(0) = f(L), f ′(0) = f ′(L),
is equivalent (under the transformation Ψ(x) = f(θx), θ2 = 12/(β3 − β1)) to the
periodic eigenvalue problem
(42)

d2
dx2
Ψ+ [δ − 12k2sn2(x; k)]Ψ = 0
Ψ(0) = Ψ(2K(k)), Ψ′(0) = Ψ′(2K(k)),
associated to the Lame´ equation with
(43) δ =
12
β3 − β1 (λ+ β3 − 2c) =
12
β3 − β1 (λ+ β3 − ω).
The proof of this item follows from Floquet Theory and the basic ideas can be found
in [5, Theorem 4.1] (see also [2]). However, for the sake of clearness we will list the
basic facts. Indeed, since L1,cnφ′ = 0 and φ′ has two zeros in [0, L), then zero is the
second or the third eigenvalue of L1,cn. Next, since δ1 = 4 + 4k2 is an eigenvalue
to (42) with eigenfunction Ψ1(x) = cn(x)sn(x)dn(x), we have that λ1 = 0 is a
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eigenvalue to (41) whose eigenfunction is φ′. On the other hand, from Ince [23] we
have that the Lame´ polynomials,
(44)
Ψ0(x) = dn(x)[1 − (1 + 2k2 −
√
1− k2 + 4k4)sn2(x)],
Ψ2(x) = dn(x)[1 − (1 + 2k2 +
√
1− k2 + 4k4)sn2(x)],
are the eigenfunctions related to other two eigenvalue δ0, δ2 given by,
(45) δ0 = 2 + 5k
2 − 2
√
1− k2 + 4k2, δ2 = 2 + 5k2 + 2
√
1− k2 + 4k2.
Since Ψ0 has no zeros in [0, 2K] it follows that δ0 will be the first eigenvalue to
(42). Since δ0 < δ1 for all k ∈ (0, 1), we obtain from (43) that λ0 < 0. Therefore
λ0 is the first eigenvalue to L1,cn which is simple. Moreover, since δ1 < δ2 for every
k ∈ (0, 1), we obtain from (43) that λ2 > 0. This fact implies that λ2 is the third
eigenvalue to L1,cn and therefore λ1 = 0 results to be simple.
(ii) It follows immediately from the Floquet theory since L2,cnφ = 0 and φ has
no zeros in the interval [0, L]. 
Proof of Theorem 2.2. (i) Since φ is strictly positive, it follows that operator L3,cn
is strictly positive and σ(L3,cn) ≥ 2c, where σ(L3,cn) denotes the spectrum of
L3,cn. Next, let −→f = (g, h)t 6= −→0 be such that LDR−→f = −→0 , then L1,cng = 0 and
L3,cnh = 0. Thus, from Lemma 2.3 we have h ≡ 0 and g = αφ′, for some nonzero
real constant α. Hence, the kernel of LDR is generated by (φ′, 0)t. This implies
that the kernel of LR,cn is 1-dimensional and generated by (2φ′/3,
√
2φ/3).
Next we consider λ < 0 and
−→
f = (g, h)t 6= −→0 such that LDR−→f = λ−→f , then h ≡ 0
and L1,cng = λg. Therefore, from Lemma 2.3 we must have λ = λ0 and g = βχ0,
where λ0 is the unique negative eigenvalue of L1,cn and χ0 is the corresponding
eigenfunction. This implies part (i) of the lemma.
(ii) It follows immediately from Lemma 2.3 since operator L2,cn has no negative
eigenvalues and zero is a simple eigenvalue. 
Theorem 2.2 give us the spectral properties needed to prove our stability results
when we consider periodic perturbations having the same fundamental period as
the corresponding wave itself. However, we are also interested in perturbations
having twice the fundamental period as the corresponding wave. In this regard, the
following lemma is useful.
Lemma 2.4. Let φ = φc be the cnoidal wave solution given by Corollary 1. Then,
the linear operator L1,cn in (38) defined in L2per([0, 2L]) with domain H2per([0, 2L])
has its first four eigenvalues simple, being the eigenvalue zero the fourth one with
eigenfunction φ′. Moreover, if χ1 and χ2 denote the eigenfunctions associated to
the second and third eigenvalues then χi ⊥ φ, i = 1, 2.
Proof. The proof follows the same steps as in Lemma 2.3 and a more detailed proof
can be found in [5, Theorem 4.2]. It is easy to see that
δ˜0 = 5 + 2k
2 − 2
√
4− k2 + k4, δ˜1 = 5 + 5k2 − 2
√
4− 7k2 + 4k4
are the first two eigenvalues for the semi-periodic eigenvalue problem associated
with the Lame´ equation in (42). The eigenfunctions are given, respectively, by
Ψ˜0(x) = cn(x)[1− (2 + k2 −
√
4− k2 + k4)sn2(x)]
Ψ˜1(x) = sn(x)[3 − (2 + 2k2 −
√
4− 7k2 + 4k4)sn2(x)]
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Hence, if ρ0 and ρ1 are the first two eigenvalues for the semi-periodic eigenvalue
problem associated with operator L1,cn, we obtain from (43) (with δ and λ replaced,
respectively, with δ˜ and ρ) that (see e.g. [26, Theorem 2.1])
λ0 < ρ0 < ρ1 < λ1 = 0,
where λ0 and λ1 are given in Lemma 2.3. The orthogonality condition follows from
the explicit forms of χ1 and χ2. This completes the proof of the lemma. 
2.3. Orbital stability. First of all, let us make clear our notion of orbital stability.
Since system (17) has phase and translation symmetries, that is, if (u(x, t), v(x, t))
is a solution of (17), so are
(46) (u(x+ x0, t), v(x + x0, t))
and
(47) (eisu(x, t), v(x, t)) =: Ps(u, v)(x, t),
for any x0, s ∈ R, our definition of orbital stability in this subsection is as follows:
Definition 2.5. A standing wave solutions for (17), (eictψc(x), φc(x)), is said to be
orbitally stable in X = H1per([0, L])×H1per([0, L])×L2per([0, L]) if for any ε > 0 there
exists δ > 0 such that if (u0, v0, v1) ∈ X satisfies ||(u0, v0, v1) − (ψc, φc, 0)||X < δ,
then the solution −→u (t) = (u, v, vt) of (17) with −→u (0) = (u0, v0, v1) exists globally
and satisfies
sup
t≥0
inf
s,y∈R
||−→u (t)− (eisTyψc(·), Tyφc(·), 0)||X < ε.
Otherwise, (eictψc(x), φc(x)) is said to be orbitally unstable in X .
Here, Tyg(x) = g(x+ y). Our stability result reads as follows:
Theorem 2.6. Let φc be the corresponding cnoidal wave obtained in Corollary 1.
Then the periodic wave solution (
√
2eictφc, φc) is orbitally stable in X by the periodic
flow of system (17).
Proof. We apply the abstract Stability Theorem in [18]. From Theorem 2.2 we see
that operator Lcn has the spectral properties required in Grillakis et al. [18] to apply
the abstract theorem. Indeed, Theorem 2.2 implies that operator Lcn has only one
negative eigenvalue which is simple and its kernel is 2-dimensional. Moreover, the
remainder of the its spectrum consists on a discrete and positive set of eigenvalues.
Also, it is easy to see that our smooth curve of periodic solutions given in Corol-
lary 1 is a family of critical points for the functional H = E + cF , that is,
(48) H′(
√
2φc, φc, 0, 0) = 0.
Finally, we need to study the convexity of the real function
(49) d(c) = E(
√
2φc, φc, 0, 0) + cF(
√
2φc, φc, 0, 0).
From (48) we obtain that d′(c) = F(√2φc, φc, 0, 0). Hence, from Theorem 2.1,
(50)
d′′(c) =
d
dc
(∫ L
0
φ2c(x)dx
)
=
1
8
d
dω
(∫ L
0
ϕ2ω(x)dx
)
.
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In order to finish the proof, we just need to show that d′′(c) > 0. To show this,
we integrate equation (21) over [0, L] to conclude that∫ L
0
ϕ2ω(x)dx = 2ω
∫ L
0
ϕω(x)dx.
However, to verify that d′′(c) > 0 it is sufficient to prove that Υ(ω) =
∫ L
0
ϕω(x)dx
is a strictly increasing function. In fact, from Byrd and Friedman’s book [11] we
deduce from the fact β3 − β2 = 48k2K2/L2, that
(51) Υ(ω) =
16
L
ω
(
K(k)2[
√
1− k2 + k4 + 1− 2k2] + 3K(k)[E(k)− k′2K(k)]
)
.
Since
(52)
f(k) = K(k)2[
√
1− k2 + k4 + 1− 2k2] + 3K(k)[E(k)− k′2K(k)]
= K(k)2[
√
1− k2 + k4 + k2 − 2] + 3K(k)E(k),
function f : (0, 1)→ R defined in (52) is a strictly increasing function with respect
to the modulus. Moreover, from Remark 3 we have dk/dω > 0. Thus, we conclude
that Υ(ω) is a strictly increasing function and therefore d′′(c) > 0. 
Remark 4. By using the same framework as presented in this section (with the nec-
essary modifications), one shows the stability of the solitary standing wave solution
(
√
2eictφc(x), φc(x)), x ∈ R, c > 0, for equation (1) with f(s, t) = s, where
φc(x) = 6c sech
2
(√
c
2
x
)
,
is the solitary wave given in Remark 1.
2.4. Orbital instability. Let φ = φc be given in Corollary 1. This section is
devoted to prove that the corresponding standing wave is unstable in the space
H1per([0, 2L])×H1per([0, 2L])×L2per([0, 2L]), that is, the standing waves are unstable
with respect to periodic perturbations having twice the fundamental period as the
corresponding wave. The ideas to obtain such result is to get orbital instability
from the linear instability of the zero solution for the linearization of (17) around
the orbit generated modulus phase, {Pct(
√
2φ, φ, 0, 0); t ∈ R}, where Ps is the
transformation defined in (47). Note that Ps (acting on real-valued functions) can
be described as
(53) Ps

u1
v1
u2
v2
 =

cos s 0 − sin s 0
0 1 0 0
sin s 0 cos s 0
0 0 0 1


u1
v1
u2
v2
 .
The clever reader has already noted that our notion of stability here is slightly
different from that one in Subsection 2.3. In fact, our definition is only modulo
phase.
Definition 2.7. Let Y = H1per([0, 2L]) × H1per([0, 2L]) × L2per([0, 2L]). The orbit
generated modulus phase, {Psc(ψc, φc, 0); s ∈ R}, is said to be orbitally stable in Y ,
if for every ε > 0 there exists a δ > 0 such that if z0 ∈ Y and ‖z0−(ψc, φc, 0)‖Y < δ,
then the solution z(t) of (17) with z(0) = z0 exists for all t and
sup
t≥0
inf
s∈R
‖z(t)− Ps(ψc, φc, 0)‖Y < ε.
PERIODIC WAVES FOR THE KG-NLS SYSTEM 13
Otherwise, the orbit is said to be orbitally unstable in Y .
First of all we note that linearizing system (17) around the orbit
Ω = {Pcs(
√
2φ, φ, 0, 0), s ∈ R},
we get the equation
(54)
dV
dt
= JLcnV +O(‖V ‖2),
where V (t) = P(−ct)U(t)− (
√
2φ, φ, 0, 0), J and Lcn are the operators defined in (7)
and (34), respectively.
In order to prove that (54) has the zero solution as an unstable solution we know
that it is sufficient to prove that JLcn has finitely many eigenvalues with strictly
positive real part. Moreover, this implies that orbit Ω is orbitally unstable (see [18],
[19]). Actually, we prove:
Theorem 2.8. Let φ = φc be the cnoidal wave given by Corollary 1. Then the
orbit
Ω = {Pcs(
√
2φ, φ, 0, 0), s ∈ R}
is orbitally unstable in the space Y = H1per([0, 2L])×H1per([0, 2L])× L2per([0, 2L]).
Proof. From Lemma 5.6 and Theorem 5.8 in [18], we know that JLcn has finitely
many eigenvalues with strictly positive real part. Hence we only have to prove that
JLcn has at least one eigenvalue with strictly positive real part. To prove this, we
use the approach introduced by Grillakis [20]. We start by defining
Z = [Ker(LR,cn) ∪Ker(LI,cn)]⊥,
L̂R,cn = restriction of LR,cn on Z ∩H2per([0, 2L]),
L̂−1I,cn = restriction of L−1I,cn on Z ∩H2per([0, 2L]).
With this definitions, Theorem 2.6 in [20] states that JLcn has exactly
(55) max{n(L̂R,cn), n(L̂−1I,cn)} − d(C(L̂R,cn) ∩C(L̂−1I,cn))
± pairs of real eigenvalues, where C(L) = {z ∈ Z; 〈Lz, z〉L2
per
< 0} denotes the
negative cone of operator L and d(C(L)) denotes the dimension of a maximal linear
subspace that is contained in C(L).
Hence we just need to prove that the number in (55) is strictly positive. We
first observe that since zero is the first eigenvalue of LI,cn (see Theorem 2.2) it
follows that such operator is a positive operator on Z and so C(L̂−1I,cn) = ∅ and
n(L̂−1I,cn) = 0. Thus, the number in (55) reduces to n(L̂R,cn).
Let us prove that n(L̂R,cn) = 2. Indeed, from the definition of LR,cn and Lemma
2.4 we see that n(L̂R,cn) ≤ n(LR,cn) ≤ 3. Now let λ0, λ1 and λ2 be the three nega-
tive eigenvalues of operator L1,cn given by Lemma 2.4 with respective eigenfunctions
χ0, χ1 and χ2. Thus,
−→χ 0 = (2χ0/3,
√
2χ0/3),
−→χ 1 = (2χ1/3,
√
2χ1/3) and
−→χ 2 = (2χ2/3,
√
2χ2/3)
are eigenfunctions of LR,cn associated to eigenvalues λ0, λ1 and λ2, respectively.
Since Ker(LI,cn) is generated by −→Φ = (φ, 0) (see Theorem 2.2), we obtain from
Lemma 2.4 that
〈−→χ j ,−→Φ 〉L2
per
×L2
per
=
2
3
〈χj , φ〉L2
per
= 0, j = 1, 2.
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Moreover, 〈−→χ 0,−→Φ 〉L2
per
×L2
per
= 2/3〈χ0, φ〉L2
per
> 0 since χ0 and φ are strictly posi-
tive functions. This completes the proof of the Theorem. 
3. Orbital stability of dnoidal wave solutions for system (1).
The purpose of this section is to establish the stability/instability of dnoidal wave
solutions for system (1) when f(s, t) = st, namely,
(56)

iut +
1
2
uxx = −v2u
vtt − vxx +m2v = 2|u|2v.
Here we look for solutions of the form
u(x, t) = eictφc(x), v(x, t) = φc(x)
where φc is a smooth L−periodic real-valued function and c > 0 is the wave-speed.
Substituting this form in (56) we see, after integration, that φc must satisfy
(57) [φ′c]
2 = −φ4c + 2cφ2c + 2Bφc ,
for some real constant Bφc . A smooth positive periodic solution for (57) is given by
(see e.g., [1] or [11])
(58) φc(x) = η dn(ηx; k), k ∈ (0, 1),
where
(59) η =
2K
L
and c =
2K2
L2
(2− k2).
Remark 5. The solitary standing wave solution related to equation (57) with
Bφc ≡ 0 can be obtained from equation (58), namely,
(60) φc(x) =
√
c sech(
√
cx), x ∈ R.
If we consider the same steps as that ones for proving Corollary 1, for each
L > 0 we can construct a smooth branch (depending on c) of dnoidal waves having
fundamental period L. The next proposition summarizes these results.
Proposition 1. Let L > 0 fixed and c ∈ (pi2/L2,+∞). Then the dnoidal wave φc
given by (58) has fundamental period L and satisfies (57). Moreover, the mapping
c ∈ (pi2/L2,+∞)→ φc ∈ Hnper([0, L])
is a smooth function and the modulus k = k(c) satisfies dk/dc > 0.
Remark 6. The fact that dk/dc > 0 follows immediately from (59) and the Inverse
Function Theorem.
3.1. Spectral analysis. Let φ = φc be the dnoidal wave given by Proposition 1.
As in Subsection 2.2, we first note that system (56) can be write as an infinite-
dimensional Hamiltonian system, namely,
dU
dt
= JE ′1(U(t)),
where U = (u1, v1, u2, v2) = (Re(u), v, Im(u), vt), J is the skew-symmetric matrix
defined in (7) and E1 is the energy functional
(61) E1(U) = 1
2
∫ L
0
[
u21,x + u
2
2,x + v
2
2 + v
2
1,x +m
2v21 − 2v21(u21 + u22)
]
dx.
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We observe that functional F given in (33) is also a conserved quantity of system
(56). Hence, the linearized operator is this case is given by
(62) Ldn := E ′′1 (φ, φ, 0, 0) + cF ′′(φ, φ, 0, 0) =
 LR,dn 0
0 LI,dn
 ,
where
(63) LR,dn =

− d
2
dx2
+ 2c− 2φ2 −4φ2
−4φ2 − d
2
dx2
+ 2c− 2φ2

and
(64) LI,dn =
 − d
2
dx2
+ 2c− 2φ2 0
0 1
 .
As in Section 2, we see that operator LR,dn also can be diagonalized by a simi-
larity transformation. Indeed, let
BR =
 1 1
−1 1
 .
Then the operator BRLR,dnB−1R =: LDR is a diagonal operator given by
(65) LDR =
 L1,dn 0
0 L3,dn
 ,
where
(66) L1,dn = − d
2
dx2
+ 2c− 6φ2
and
(67) L3,dn = − d
2
dx2
+ 2c+ 2φ2
Now we can prove:
Theorem 3.1. Let φ = φc be the dnoidal wave solution given by Proposition 1.
Then,
(i) operator LR,dn in (63) defined in L2per([0, L]) × L2per([0, L]) whose domain
is H2per([0, L]) × H2per([0, L]) has exactly one negative eigenvalue which is
simple; zero is a simple eigenvalue. Moreover, the remainder of the spectrum
is constituted by a discrete set of eigenvalues.
(ii) Operator LI,dn in (64) defined in L2per([0, L]) × L2per([0, L]) whose domain
is H2per([0, L]) × L2per([0, L]) has only non-negative eigenvalues being zero
the first one which is simple. Moreover, the remainder of the spectrum is
constituted by a discrete set of eigenvalues.
16 FA´BIO NATALI AND ADEMIR PASTOR
Proof. The procedure here follows from the same arguments in Theorem 2.2 and
therefore we will give only the main steps.
To prove (i), we observe that operator L1,dn in (66), defined in L2per([0, L]) with
domain H2per([0, L]) has exactly one negative eigenvalue and zero is a simple eigen-
value with eigenfunction φ′. Moreover, operator L3,dn in (67) (defined in L2per([0, L])
with domain H2per([0, L])) is such that σ(L3,dn) ≥ 2c. Hence from (65) and argu-
ments similar as the ones in Theorem 2.2 we prove part (i).
To prove part (ii), we just note that zero is the first eigenvalue of operator
L2,dn = − d2dx2 + 2c− 2φ2 with eigenfunction φ. So the proof is completed. 
Remark 7. To show the spectral properties of operator L1,dn used in the proof of
Theorem 3.1 one needs to see that the periodic eigenvalue problem associated to
L1,dn, posed on the interval [0, L], is equivalent to the periodic eigenvalue problem
associated to the Lame´ operator
(68) LLame = − d
2
dx2
+ 6k2sn2(x; k),
posed on the interval [0, 2K] (see [1], [7]).
Next lemma is in the same spirit of Lemma 2.4.
Lemma 3.2. Let φ = φc be the cnoidal wave solution given by Proposition 1. Then,
linear operator L1,dn in (66) defined in L2per([0, 2L]) with domain H2per([0, 2L]) has
its first four eigenvalues simple, being the eigenvalue zero the fourth one with eigen-
function φ′. Moreover, if ξ1 and ξ2 denote the eigenfunctions associated to the
second and third eigenvalues then ξi ⊥ φ, i = 1, 2.
Proof. The proof follows combining the periodic and semi-periodic eigenvalues prob-
lems associated to operator L1,dn with the equivalent problem associated to the
Lame´ operator in (68) (see e.g., [7]). 
3.2. Stability results. The procedure here follows the same steps as in Subsection
2.3. Our stability theorem reads as follows:
Theorem 3.3. Let φc be the dnoidal wave solution given by Proposition 1. Then
the periodic wave solution (eictφc, φc) is orbitally stable in X by the periodic flow of
system (56) in the sense of Definition 2.5.
Proof. We apply the abstract Stability Theorem in [18] again. It follows from The-
orem 3.1 that operator Ldn has a unique negative eigenvalue, its kernel is two-
dimensional and the remainder of the spectrum is bounded away from zero. More-
over, by our construction
(69) E ′1(φc, φc, 0, 0) + cF ′(φc, φc, 0, 0) = 0.
Hence, it remains only to show that d′′(c) > 0 where
d(c) = E(φc, φc, 0, 0) + cF(φc, φc, 0, 0).
From (69) we have d′(c) = F(φc, φc, 0, 0). Therefore,
(70)
d′′(c) =
d
dc
(∫ L
0
φ2c(x)dx
)
=
4
L
d
dc
(
K(k)
∫ K
0
dn2(x)dx
)
=
4
L
d
dk
(K(k)E(k))
dk
dc
.
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Since k ∈ (0, 1) 7→ K(k)E(k) is a strictly increasing function and dk/dc > 0 (see
Proposition 1) we see from (70) that d′′(c) > 0. This completes the proof of the
theorem. 
Remark 8. As mentioned in Remark 4, by similar arguments presented in this
section, one can obtain the stability of the solitary standing wave solution of the
form (eictφc(x), φc(x)), x ∈ R, c > 0, for equation (1) with f(s, t) = st, where φc is
given by (60).
3.3. Instability results. The idea here is to prove a similar result as the one in
Subsection 2.4, in which we prove an orbital instability result taking the advantage
that the linearized system has the zero solution as an unstable solution.
We first observe that linearizing system (56) around the orbit,
Γ = {Pct(φc, φc, 0, 0); t ∈ R},
where Ps is defined in (47), we face the equation
(71)
dW
dt
= JLdnW +O(‖W‖2),
where W (t) = P(−ct)U(t) − (φc, φc, 0, 0), J and Ldn are defined in (7) and (62),
respectively.
Thus we can prove:
Theorem 3.4. Let φc be the dnoidal wave given by Proposition 1. Then the orbit
Γ = {Pcs(φc, φc, 0, 0), s ∈ R}
is orbitally unstable in Y in the sense of Definition 2.7.
Proof. The proof follows the same analytic-functional approach introduced in Theo-
rem 2.8 (with obvious modifications), taking into account Theorem 3.1 and Lemma
3.2 instead of Theorem 2.2 and Lemma 2.4. So, we will omit the details. 
Acknowledgement: The authors would like to thank J. Angulo for the inter-
est and comments with regard to this work and the anonymous referee for giving
constructive suggestions which allow to improve the present manuscript.
References
[1] J. Angulo, Non-linear stability of periodic travelling-wave equation for the Schro¨dinger and
modified Korteweg-de Vries equation, J. Diff. Equations, 235 (2007), 1-30.
[2] J. Angulo, J.L. Bona and M. Scialom, Stability of cnoidal waves, Adv. Diff. Equations, 11
(2006), 1321-1374.
[3] J. Angulo, Stability of cnoidal waves to Hirota-Satsuma systems, Mat. Contemp., 27 (2004),
189-223.
[4] J. Angulo and F. Natali, Positivity properties of the Fourier transform and stability of periodic
travelling waves solutions, SIAM J. Math. Anal., 40 (2008), 1123–1151.
[5] J. Angulo and F. Linares, Periodic pulses of coupled nonlinear Schro¨dinger equations in
optics, Indiana Univ. Math. J., 56 (2007), 847-877.
[6] J. Angulo and F. Natali, Stability and instability of periodic travelling waves solutions for
the critical Korteweg-de Vries and non-linear Schro¨dinger equations, Physica D, 238 (2009),
603-621.
[7] J. Angulo and A. Pastor, Stability of periodic optical solitons for a nonlinear Schro¨dinger
system, to appear in Proc. Roy. Soc. Edinburgh Sect. A, (2009).
[8] A. Bachelot, Proble`me de Cauchy pour des syste`mes hyperboliques semi-line´aires, Ann. Inst.
H. Poincar Anal. Non Line`aire, 1 (1984), 453-478.
18 FA´BIO NATALI AND ADEMIR PASTOR
[9] J.B. Baillon and J.M. Chadam, The Cauchy problem for the coupled Schro¨dinger-Klein-
Gordon equations, Contemporary Developments in Continuum Mechanics and Partial Dif-
ferential Equations (Proc. Internat. Sympos., Inst. Mat., Univ. Fed. Rio de Janeiro, Rio de
Janeiro), (1978), 37-44.
[10] J. Bourgain,”Global Solutions of Nonlinear Schro¨dinger Equations”, Amer. Math. Soc. Colloq.
Publ., 46 (1999).
[11] P.F. Byrd and M.D. Friedman, ”Handbook of Elliptic Integrals for Engineers and Scientists”,
2nd ed., Springer, NY, (1971).
[12] T. Cazenave and P.L. Lions, Orbital stability of standing waves for some Schro¨dinger equa-
tions, Comm. Math. Phys., 85 (1982), 549-561.
[13] J. Colliander, J. Holmer and N. Tzirakis, Low regularity global well-posedness for the Zakharov
and Klein–Gordon–Schro¨dinger systems, Trans. Amer. Math. Soc., 360 (2008), 4619-4638.
[14] H.J. Efinger, On the stability of solitary-wave solutions of Yukawa-coupled Klein–Gordon–
Schro¨dinger equations, Lett. Nuovo Cimento, 35 (1982), 186-188.
[15] I. Fukuda and M. Tsutsumi, On coupled Klein–Gordon–Schro¨dinger equations II, J. Math.
Anal. Appl., 66 (1978), 358-378.
[16] T. Gallay and M. Ha˘ra˘gus¸, Stability of small periodic waves for nonlinear Schro¨dinger equa-
tion, J. Differential Equations, 234 (2007), 544-581.
[17] M. Grillakis, J. Shatah and W. Strauss, Stability theory of solitary waves in the presence of
symmetry I, J. Funct. Anal., 74 (1987), 160-197.
[18] M. Grillakis, J. Shatah and W. Strauss, Stability theory of solitary waves in the presence of
symmetry II, J. Funct. Anal., 74 (1990), 308-348.
[19] M. Grillakis, Linearized instability for nonlinear Schro¨dinger and Klein–Gordon equations,
Comm. Pure Appl. Math., 61 (1988), 747-774.
[20] M. Grillakis, Analysis of the linearization around a critical point of an infinite-dimensional
Hamiltonian system, Comm. Pure Appl. Math., 43 (1990), 299-333.
[21] N. Hayashi and W. von Wahl, On the global strong solution of coupled Klein-Gordon-
Schro¨dinger equations, J. Math. Soc. Japan, 39 (1987), 489-497.
[22] N. Hayashi, Global strong solutions of coupled Klein-Gordon-Schro¨dinger equations, Funkcial.
Ekvac., 29 (1986), 299-307.
[23] E.L. Ince, The periodic Lame´ function, Proc. Roy. Soc. Edinburgh, 60 (1940), 47-63.
[24] R.J.Jr. Iorio and V.M.V Iorio, ”Fourier Analysis and Partial Differential Equations”, 70
Cambridge Stud. Advan. Math., (2001).
[25] H. Kikuchi and M. Ohta, Instability of standing waves for the Klein-Gordon-Schro¨dinger
system, Hokkaido Math. J., Special Issue, Nonlinear Wave Equations, 37 (2008), 735-748.
[26] W. Magnus and S. Winkler, ”Hill’s Equation”, Tracts in Pure and Appl. Math., 20, Wesley.
New York, (1976).
[27] F. Natali and A. Pastor, Stability and instability of periodic standing wave solutions for some
Klein-Gordon equations, J. Math. Anal. Appl., 347 (2008), 428-441.
[28] M. Ohta, Stability of stationary states for the coupled Klein-Gordon-Schr o¨dinger equations,
Nonlinear Anal., 27 (1996), 455-461.
[29] A. Pastor, Nonlinear and spectral stability of periodic travelling wave solutions for a nonlinear
Schro¨dinger system, to appear in Differential Integral Equations.
[30] S. Rabsztyn, On the Cauchy problem for the coupled Schro¨dinger–Klein–Gordon equations
in one space dimensional, J. Math. Phys., 25 1984, 1262-1265.
[31] J. Shatah, Unstable ground state of nonlinear Klein–Gordon equations, Trans. Amer. Math.
Soc., 290 (1985), 701-710.
[32] J. Shatah, Stable standing waves of non-linear Klein–Gordon equations, Comm. Math. Phys.,
91 (1983), 313-327.
[33] J. Shatah and W. Strauss, Instability of nonlinear bound states, Comm. Math. Phys., 100
(1985), 173-190.
[34] X-Y. Tang and W. Ding, The general Klein-Gordon-Schro¨dinger system: modulational in-
stability and exact solutions, Phys. Scr., 77 (2008), 1-8.
[35] X-Y. Tang and P.K. Shukla, Modulational instability and exact solutions of the nonlinear
Schro¨dinger equation coupled with the nonlinear Klein-Gordon equation, J. Phys. A: Math.
Theor., 40 (2007), 37293740.
[36] N. Tzirakis, The cauchy problem for the Klein-Gordon-Schro¨dinger system in low dimensions
below the energy space, Comm. Partial Differential Equations, 30 (2005), 605-641.
PERIODIC WAVES FOR THE KG-NLS SYSTEM 19
[37] M.Y. Yu and P.K. Shukla, On the formation of upper-hybrid solitons, Plasma Phys. 19 (1977),
889-893.
E-mail address: fmanatali@uem.br
E-mail address: apastor@impa.br
