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Introduction
The notion of a conformal algebra encodes an axiomatic description
of the operator product expansion of chiral fields in conformal field
theory. On the other hand, it is an adequate tool for the study of
infinite-dimensional Lie algebras satisfying the locality property [K2]–
[K4], [DK]. Likewise, conformal modules over a conformal algebra A
correspond to conformal modules over the associated Lie algebra LieA
[CK]. The main examples of Lie algebras LieA are the Lie algebras
“based” on the punctured complex plane C×, namely the Lie algebra
VectC× of vector fields on C× (= Virasoro algebra) and the Lie alge-
bra of maps of C× to a finite-dimensional Lie algebra (= loop algebra).
Their irreducible conformal modules are the spaces of densities on C×
and loop modules, respectively, [CK]. Since complete reducibility does
not hold in this case (cf. [F], [CKW]), one may expect that their coho-
mology theory is very interesting.
In the present paper we develop a cohomology theory of confor-
mal algebras with coefficients in an arbitrary module. We introduce
the basic and the reduced complexes, the latter being a quotient of
the former. The basic complex turns out to be isomorphic to the
Lie algebra complex for the so-called annihilation subalgebra (LieA)−
of LieA. For the main examples the annihilation subalgebra turns
out to be its complex-plane counterpart (i.e., C× is replaced by C).
The cohomology of these Lie algebras has been extensively studied in
[GF1, GF2, FF, Fe1, F, Fe2]. This allows us to compute the coho-
mology of the conformal algebra A, which in its turn captures main
features of the cohomology of the Lie algebra LieA. As a byproduct
of our considerations, we compute the cohomology of a current Lie al-
gebra on C with values in an irreducible highest-weight module (see
Theorem 8.2), which has been known only when the module is trivial
[Fe1].
The first cohomology theory in the context of operator product ex-
pansion was the cohomology theory of vertex algebras and conformal
field theories introduced in [KV]. The cohomology theory of the present
paper relates to the cohomology theory of [KV] as much as Chevalley–
Eilenberg cohomology of Lie algebras relates to Hochschild (or more
exactly, Harrison) cohomology of commutative associative algebras.
The two theories possess standard properties of cohomology theories.
For example, the cohomology of [KV] describes deformations of vertex
algebras, and the cohomology of this paper describes same of confor-
mal algebras. However, the cohomology of [KV] is hard to compute,
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whereas this paper offers the computation of cohomology in most of
the important examples.
The paper is organized as follows. In Section 1 we recall the defini-
tion of a conformal algebra and of a (conformal) module over it and
describe their relation to formal distribution Lie algebras and confor-
mal modules.
In Section 2 we construct the basic complex C˜•(A,M) and its quo-
tient, the reduced complex C•(A,M), for a moduleM over a conformal
algebra A. These complexes define the basic and reduced cohomology
of a conformal algebra A.
In Section 3 we show that this cohomology parameterizes A-module
extensions, abelian conformal-algebra extensions, first-order deforma-
tions, etc. (Theorem 3.1).
In Section 4 we construct the dual, homology complexes. In Section 5
we define the exterior multiplication, contraction and module structure
for the basic complex.
In Section 6 we prove that the basic complex is isomorphic to the
Lie algebra complex of the annihilation algebra (Theorem 6.1). Along
with Proposition 1.1 this implies, in particular, that basic cohomology
can be defined via a derived functor. Apparently this is not the case
for the reduced complex.
In Section 7 we compute the cohomology with trivial coefficients
of the Virasoro conformal algebra Vir both for the basic and reduced
complexes (Theorem 7.1). As one could expect, the calculation and
the result are closely related to Gelfand–Fuchs’s calculation of the co-
homology of VectC× [GF1]. We also compute both cohomologies of
Vir with coefficients in the modules of densities (Theorem 7.2). This
result is closely related to the work of Feigin and Fuchs [FF, F].
In Section 8 we compute the cohomology of the current conformal
algebras both with trivial coefficients (Theorem 8.1) and with coeffi-
cients in current modules (Theorem 8.2). This allows us, in particular,
to classify abelian extensions of current algebras (Remark 8.1). Of
course, abelian extensions of Vir can be classified by making use of
Theorem 7.2. This problem has been solved earlier by M. Wakimoto
and one of the authors of the present paper by a lengthy but direct cal-
culation; however, in the case of current algebras the direct calculation
is all but impossible.
In Section 9 we briefly discuss the analogues of Hochschild and cyclic
cohomology for associative conformal algebras and of Leibniz cohomol-
ogy.
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In Section 10 we indicate how to generalize our cohomology theory
to the case of conformal algebras in several indeterminates and discuss
its relation to cohomology of Cartan’s filtered Lie algebras.
In Section 11 we introduce anticommuting higher differentials which
may be useful for computing the cohomology of the basic complex with
non-trivial coefficients.
In Section 12 we briefly discuss the relation of our cohomology theory
to Lie algebras in a general pseudo-tensor category introduced in [BD].
In the last Section 13 we list several open questions.
Unless otherwise specified, all vector spaces, linear maps and tensor
products are considered over the field C of complex numbers. We will
use the divided-powers notation λ(m) = λm/m!, m ∈ Z+, where Z+ is
the set of non-negative integers.
Acknowledgment. The second author is grateful to Jean-Louis Loday
for inspiring discussions on Leibniz algebras, whose conformal version,
see Section 9.3, seems to be an essential notion in the case of nonlocal
fields.
1. Preliminaries on conformal algebras and modules
Definition 1.1. A (Lie) conformal algebra is a C[∂]-module A en-
dowed with a λ-bracket [aλb] which defines a linear map A⊗A→ A[λ],
where A[λ] = C[λ]⊗ A, subject to the following axioms:
Conformal sesquilinearity: [∂aλb] = −λ[aλb], [aλ∂b] = (∂ +
λ)[aλb];
Skew-symmetry: [aλb] = −[b−λ−∂a];
Jacobi identity: [aλ[bµc]] = [[aλb]λ+µc] + [bµ[aλc]].
Conformal algebras appear naturally in the context of formal distri-
bution Lie algebras as follows. Let g be a vector space. A g-valued
formal distribution is a series of the form a(z) =
∑
n∈Z anz
−n−1, where
an ∈ g and z is an indeterminate. We denote the space of such distri-
butions by g[[z, z−1]] and the operator ∂z on this space by ∂.
Let g be a Lie algebra. Two g-valued formal distributions are called
local if
(z − w)N [a(z), b(w)] = 0 for N ≫ 0 .
This is equivalent to saying that one has an expansion of the form [K2]:
[a(z), b(w)] =
N−1∑
j=0
(
a(w)(j)b(w)
)
∂(j)w δ(z − w),(1.1)
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where
a(w)(j)b(w) = Resz(z − w)
j[a(z), b(w)](1.2)
and
δ(z − w) =
∑
n∈Z
z−n−1wn.
Let F be a family of pairwise local g-valued formal distributions such
that the coefficients of all distributions from F span g. Then the pair
(g,F) is called a formal distribution Lie algebra.
Let F denote the minimal subspace of g[[z, z−1]] containing F which
is closed under all j-th products (1.2) and ∂-invariant. One knows that
F still consists of pairwise local distributions [K2]. Letting
[aλb] =
∑
n∈Z+
λ(n)a(n)b,
one endows F with the structure of a conformal algebra, which is de-
noted by Conf(g,F) [DK, K2].
Conversely, given a conformal algebra A, one associates to it the
maximal formal distribution Lie algebra (LieA,A) as follows.
Let LieA = A[t, t−1]/(∂+ ∂t)A[t, t
−1] and let an denote the image of
atn in LieA. Then the formula (a, b ∈ A,m, n ∈ Z):
[am, bn] =
∑
j∈Z+
(
m
j
)
(a(j)b)m+n−j(1.3)
gives a well defined bracket making LieA a Lie algebra. It forms a for-
mal distribution Lie algebra with the family of pairwise local distribu-
tions F =
{
a(z) =
∑
n∈Z anz
−n−1
}
a∈A
. We have: Conf(LieA,F) ≃ A
via the map a 7→ a(z) [K2].
The Lie algebra LieA carries a derivation T induced by −∂t:
T (an) = −nan−1 .(1.4)
It is clear from (1.3) that the C-span of the an with n ∈ Z+, a ∈ A,
is a T -invariant subalgebra of the Lie algebra LieA. This subalgebra
is denoted by (LieA)− and is called the annihilation Lie algebra of A.
The semidirect sum (LieA)− = CT + (LieA)− is called the extended
annihilation Lie algebra.
If one drops the skew-symmetry in the definition of a Lie algebra
g, but keeps the Leibniz version of the Jacobi identity [a, [b, c]] =
[[a, b], c] + [b, [a, c]], then g is called a (left) Leibniz algebra, see [L1].
If one also drops the condition of locality on F , then (g,F) is called a
formal distribution Leibniz algebra. In this case Conf(g,F) is a Leibniz
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conformal algebra, i.e., the skew-symmetry axiom in the definition of
a Lie conformal algebra is dropped.
Definition 1.2. A module M over a Lie conformal algebra A is a C[∂]-
module endowed with the λ-action aλv which defines a map A⊗M →
M [[λ]] such that
aλ(bµv)− bµ(aλv) = [aλb]λ+µv,(1.5)
(∂a)λv = −λaλv, aλ(∂v) = (∂ + λ)aλv.(1.6)
If aλv ∈ M [λ] for all a ∈ A, v ∈ M , then the A-module M is called
conformal. If M is finitely generated over C[∂], M is simply called
finite.
Definition 1.3 ([DK]). A conformal linear map from an A-moduleM
to an A-module N is a C-linear map f : M → N [λ], denoted fλ : M →
N , such that fλ∂ = (∂ + λ)fλ. The space of such maps is denoted
Chom(M,N). It has canonical structures of a C[∂]- and an A-module:
(∂f)λ = −λfλ,
(aµf)λm = aµ(fλ−µm)− fλ−µ(aµm),
where a ∈ A, m ∈ M , and f ∈ Chom(M,N). When the two modules
M and N are conformal and finite, the module Chom(M,N) will also
be conformal.
For a finite moduleM , let CendM = Chom(M,M) denote the space
of conformal linear endomorphisms of M . Besides the A-module struc-
ture, CendM carries the natural structure
(fλg)µm = fλ(gµ−λm), f, g ∈ CendM,m ∈ M,
of an associative conformal algebra in the sense of the following defini-
tion, see [K4].
Definition 1.4. An associative conformal algebra is a C[∂]-module
A endowed with a λ-multiplication aλb which defines a linear map
A⊗A→ A[λ] subject to the following axioms:
Conformal sesquilinearity: (∂a)λb = −λaλb, aλ∂b = (∂ + λ)aλb;
Associativity: aλ(bµc) = (aλb)λ+µc.
The λ-bracket [aλb] = aλb − b−λ−∂a makes an associative conformal
algebra, in particular, CendM , a Lie conformal algebra. CendM with
this structure is denoted gcM and called the general Lie conformal
algebra of a module M [DK, K4].
Given an associative conformal algebra A, a left (or right) module
M over it may be defined naturally, for example, like in Definition 1.2.
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A bimodule may be defined by adding the axiom aλ(mµb) = (aλm)λ+µb
to the list of those for a left and right module. A (bi)module is called
conformal, provided the action(s) satisfy the usual polynomiality con-
ditions. The structure of a conformal bimodule on M is equivalent to
an extension of the associative conformal algebra structure to the space
A⊕ ǫM , where ǫ2 = 0.
We will be working with Lie conformal algebras and modules over
them throughout the paper, except when we discuss Hochschild coho-
mology in Section 9.1. We will therefore usually shorten the term “Lie
conformal algebra” to “conformal algebra”.
Conformal modules over conformal algebras appear naturally in the
context of conformal modules over formal distribution Lie algebras as
follows. Let (g,F) be a formal distribution Lie algebra and let V be a
g-module. Suppose that E is a family of V -valued formal distributions
which spans V and such that any a(z) ∈ F and v(z) ∈ E form a local
pair, i.e.,
(z − w)Na(z)v(w) = 0 for N ≫ 0 .
Then (V, E) is called a conformal (g,F)-module. As before, we have:
a(z)v(w) =
N−1∑
j=0
(
a(w)(j)v(w)
)
∂(j)w δ(z − w),(1.7)
where
a(w)(j)v(w) = Resz(z − w)
ja(z)v(w) .(1.8)
Let E denote the minimal subspace of V [[z, z−1]] containing E which is
closed under all j-th actions (1.8) and is ∂-invariant. One knows that
all pairs a(z) ∈ F and v(z) ∈ E are still local [K2, K4]. Letting
aλv =
∑
n∈Z+
λ(n)a(n)v,
one endows E with the structure of a conformal F-module [K2, K4].
Conversely, given a conformal A-module M , one associates to it the
maximal conformal (LieA,A)-module (V (M),M) in a way similar to
the one the Lie algebra LieA has been constructed. We let V (M) =
M [t, t−1]/(∂ + ∂t)M [t, t
−1], with the well-defined LieA-action
amvn =
∑
j∈Z+
(
m
j
)
(a(j)v)m+n−j ,(1.9)
where, as before, vn stands for the image of vt
n in V (M) [K2]. As
before, we denote by V (M)− the C-span of the vn, where v ∈ M ,
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n ∈ Z+. It is clear from (1.9) that V (M)− is a (LieA)
−- and a (LieA)−-
submodule of V (M).
The following obvious observation plays a key role in representation
theory of conformal algebras [CK].
Proposition 1.1. A module M over a conformal algebra A carries
the natural structure of a module over the extended annihilation Lie
algebra (LieA)−. This correspondence establishes an equivalence of the
category of A-modules and that of (LieA)−-modules. The A-module M
is conformal, iff as a (LieA)−-module it satisfies the condition
anv = 0 for a ∈ A, v ∈ V, n≫ 0 .(1.10)
Remark 1.1. As a (LieA)−-module, a conformal A-module M is iso-
morphic to the module V (M)/V (M)−.
Remark 1.2. [K2]. One can show that the map A 7→ (LieA,A) (respec-
tively, M 7→ (V (M),M)) establishes a bijection between isomorphism
classes of conformal algebras (respectively, of conformal modules over
conformal algebras) and equivalence classes of formal distribution Lie
algebras (g,F) (respectively, of conformal modules over (LieA,A)). By
definition, all formal distribution Lie algebras ((LieA)/I,F), where I
is an ideal of LieA having trivial intersection with A, and F = A are
equivalent (and similarly for modules).
Example 1.1. Let g be a Lie algebra and let g˜ = g[t, t−1] be the asso-
ciated loop (= current) algebra (with the obvious bracket: [atm, btn] =
[a, b]tm+n, a, b ∈ g, m,n ∈ Z). For a ∈ g let a(z) =
∑
m∈Z(at
m)z−m−1 ∈
g˜[[z, z−1]]. Then
[a(z), b(w)] = [a, b](w)δ(z − w) ,
hence the family F = {a(z)|a ∈ g} consists of pairwise local formal
distributions and (g˜,F) is a formal distribution Lie algebra. Note that
F = C[∂]F ≃ C[∂]⊗ g
is a conformal algebra with the λ-bracket
[aλb] = [a, b] , a, b ∈ g .
This conformal algebra is called the current conformal algebra as-
sociated to g and is denoted by Cur g. Note that Lie (Cur g,F) ≃ g˜,
hence g˜ is the maximal formal distribution algebra. The corresponding
annihilation algebra is g˜− = g[t] and the extended annihilation algebra
is C∂t + g[t].
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Given a g-module U , one may associate the conformal g˜-module
U˜ = U [t, t−1] with the obvious action of g˜, and the conformal Cur g-
module MU = C[∂]⊗ U defined by
aλu = au , a ∈ g , u ∈ U .
We have: V (MU) ≃ U˜ as g˜-modules.
It is known that, provided that g is finite-dimensional semisimple,
the Cur g-modules MU , where U is a finite-dimensional irreducible g-
module, exhaust all finite irreducible non-trivial Cur g-modules [CK].
Example 1.2. Let VectC× denote the Lie algebra of all regular vector
fields on C×. The vector fields tn∂t (n ∈ Z) form a basis of VectC
×
and the formal distribution L(z) = −
∑
n∈Z(t
n∂t)z
−n−1 is local (with
respect to itself), since
[L(z), L(w)] = ∂wL(w)δ(z − w) + 2L(w)δ
′
w(z − w) .
Hence (VectC×, {L}) is a formal distribution Lie algebra. The associ-
ated conformal algebra
Vir = C[∂]L , [LλL] = (∂ + 2λ)L
is called the Virasoro conformal algebra.
Note that Lie (Vir , {L}) ≃ VectC×, hence VectC× is the maximal
formal distribution algebra. The corresponding annihilation algebra
(VectC×)− = VectC, the Lie algebra of regular vector fields on C,
and (VectC×)− is isomorphic to the direct sum of (VectC×)− and the
1-dimensional Lie algebra.
It is known that all free non-trivial Vir-modules of rank 1 over C[∂]
are the following ones (∆, α ∈ C):
M∆,α = C[∂]v , Lλv = (∂ + α +∆λ)v .
We have: V (M∆,α) ≃ C[t, t
−1]e−αt(dt)1−∆ as VectC-modules. The
module M∆,α is irreducible, iff ∆ 6= 0. The module M0,α contains a
unique non-trivial submodule (∂ + α)M0,α isomorphic to M1,α. It is
known that the modules M∆,α with ∆ 6= 0 exhaust all finite irreducible
non-trivial Vir-modules [CK].
It is known [DK] that the conformal algebras Cur g, where g is a
finite-dimensional simple Lie algebra, and Vir exhaust all finite simple
conformal algebras. For that reason we shall discuss mainly these two
examples in what follows.
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2. Basic definitions
Definition 2.1. An n-cochain (n ∈ Z+) of a conformal algebra A with
coefficients in a module M over it is a C-linear map
γ : A⊗n → M [λ1, . . . , λn]
a1 ⊗ · · · ⊗ an 7→ γλ1,...,λn(a1, . . . , an),
where M [λ1, . . . , λn] denotes the space of polynomials with coefficients
in M , satisfying the following conditions:
Conformal antilinearity: γλ1,...,λn(a1, . . . , ∂ai, . . . , an)
= −λiγλ1,...,λn(a1, . . . , ai, . . . , an) for all i;
Skew-symmetry: γ is skew-symmetric with respect to simultane-
ous permutations of ai’s and λi’s.
We let A⊗0 = C, as usually, so that a 0-cochain γ is an element of M .
Sometimes, when the module M is not conformal, one may consider
formal power series instead of polynomials in this definition.
We define a differential d of a cochain γ as follows:
(dγ)λ1,...,λn+1(a1, . . . , an+1)
=
n+1∑
i=1
(−1)i+1aiλiγλ1,...,λ̂i,...,λn+1(a1, . . . , âi, . . . , an+1)
+
n+1∑
i,j=1
i<j
(−1)i+jγλi+λj ,λ1,...,λ̂i,...,λ̂j ,...,λn+1([aiλiaj ], a1, . . . , âi, . . . , âj ,
. . . , an+1),
where γ is extended linearly over the polynomials in λi. In particular,
if γ ∈M is a 0-cochain, then (dγ)λ(a) = aλγ.
Remark 2.1. Conformal antilinearity implies the following relation for
an n-cochain γ:
γλ+µ,λ1,...([aλb], a1, . . . ) = γλ+µ,λ1,...([a−∂−µb], a1, . . . ).
Lemma 2.1. 1. The operator d preserves the space of cochains;
2. d2 = 0.
Proof. 1. The only non-trivial point in checking the skew-symmetry of
dγ amounts to the equation
γλ+µ,λ1,...,λn−1([aλb], a1, . . . , an−1) = −γλ+µ,λ1,...,λn−1([bµa], a1, . . . , an−1),
which follows from Remark 2.1 and the skew-symmetry of [aλb].
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2. To check that d2 = 0, we will compute d2γ for an n-cochain γ.
(d2γ)λ1,...,λn+2(a1, . . . , an+2)
=
n+2∑
i=1
(−1)i+1aiλi(dγ)λ1,...,λ̂i,...,λn+2(a1, . . . , âi, . . . , an+2)
+
n+2∑
i,j=1
i<j
(−1)i+j(dγ)λi+λj ,λ1,...,λ̂i,j ,...,λn+2([aiλiaj ], a1, . . . , âi,j, . . . , an+2)
=
n+2∑
i,j=1
i6=j
(−1)i+j sign{j, i}aiλi
(
ajλjγλ1,...,λ̂i,j ,...,λn+2(a1, . . . , âi,j, . . . , an+2)
)
+
n+2∑
i,j,k=1
j<k,i6=j,k
(−1)i+j+k+1 sign{j, k, i}aiλiγλj+λk,λ1,...,λ̂i,j,k,...,λn+2([ajλjak],
a1, . . . , âi,j,k, . . . , an+2)
+
n+2∑
i,j,k=1
i<j,k 6=i,j
(−1)i+j+k sign{k, i, j}akλkγλi+λj ,λ1,...,λ̂i,j,k,...,λn+2([aiλiaj],
a1, . . . , âi,j,k, . . . , an+2)
+
n+2∑
i,j=1
i<j
(−1)i+j [aiλiaj ]λi+λjγλ1,...,λ̂i,j ,...,λn+2(a1, . . . , âi,j, . . . , an+2)
+
n+2∑
distinct i,j,k,l=1
i<j,k<l
(−1)i+j+k+l sign{i, j, k, l}
× γλk+λl,λi+λj ,λ1,...,λ̂i,j,k,l,...,λn+2([akλkal], [aiλiaj ], a1, . . . , âi,j,k,l, . . . , an+2)
+
n+2∑
i,j,k=1
i<j,k 6=i,j
(−1)i+j+k+1 sign{i, j, k}
× γλi+λj+λk ,λ1,...,λ̂i,j,k,...,λn+2([[aiλiaj ]λi+λjak], a1, . . . , âi,j,k, . . . , an+2),
where sign{i1, . . . , ip} is the sign of the permutation putting the indices
in the increasing order and âi,j,... means that ai, aj , . . . are omitted. No-
tice that each term in the summation over i, j, k, l is skew with respect
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to the permutation
(
i j k l
k l i j
)
. Therefore, the terms of that sum-
mation will cancel pairwise. The first and the forth summations cancel
each other, because M is a conformal algebra module:
−aiλi(ajλjm) + ajλj(aiλim) + [aiλiaj ]λi+λjm = 0.
The second summation becomes equal to the third one after the sub-
stitution (ikj), except that they differ by a sign. Thus, they cancel
each other, as well. Finally, the sixth summation can be rewritten as
a summation over i < j < k of the sum of three permutations of the
initial summand. Precisely, in the first entry of γ, we will have
[[aiλiaj ]λi+λjak]− [[aiλiak]λi+λkaj ] + [[ajλjak]λj+λkai].(2.1)
Using Remark 2.1, we can transform the sum (2.1) inside γ into
[[aiλiaj ]λi+λjak]− [[aiλiak]−∂−λjaj ] + [[ajλjak]−∂−λiai],
which vanishes by the Jacobi identity and skew-symmetry in A. Thus,
we see that all of the terms in d2γ cancel.
Thus the cochains of a conformal algebra A with coefficients in a
module M form a complex, which will be denoted
C˜• = C˜•(A,M) =
⊕
n∈Z+
C˜n(A,M).
This complex is called the basic complex for the A-module M . This
is not yet the complex defining the right cohomology of a conformal
algebra: we need to consider a certain quotient complex.
Define the structure of a (left) C[∂]-module on C˜•(A,M) by letting
(∂ · γ)λ1,...,λn(a1, . . . , an) =
(
∂M +
n∑
i=1
λi
)
γλ1,...,λn(a1, . . . , an),(2.2)
where ∂M denotes the action of ∂ on M .
Lemma 2.2. d∂ = ∂d, and therefore the graded subspace ∂C˜• ⊂ C˜•
forms a subcomplex.
Proof. The first summation in the differential transforms the factor
∂M +
∑n
i=1 λi into ∂M +
∑n+1
i=1 λi, because of the conformal sesquilin-
earity of the λ-bracket. The second summation does the same for more
obvious reasons.
Define the quotient complex
C•(A,M) = C˜•(A,M)/∂C˜•(A,M) =
⊕
n∈Z+
Cn(A,M),
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called the reduced complex.
Definition 2.2. The basic cohomology H˜
•
(A,M) of a conformal alge-
bra A with coefficients in a module M is the cohomology of the basic
complex C˜•. The (reduced) cohomology H•(A,M) is the cohomology
of the reduced complex C• = C•(A,M) = C˜•/∂C˜•.
Remark 2.2. The basic cohomology H˜
•
(A,M) is naturally a C[∂]-mod-
ule, whereas the reduced cohomology H•(A,M) is a complex vector
space.
Remark 2.3. The exact sequence 0 → ∂C˜• → C˜• → C• → 0 gives the
long exact sequence of cohomology:
0→ H0(∂C˜•)→ H˜
0
(A,M)→ H0(A,M)→(2.3)
→ H1(∂C˜•)→ H˜
1
(A,M)→ H1(A,M)→
→ H2(∂C˜•)→ H˜
2
(A,M)→ H2(A,M)→ · · ·
Proposition 2.1. In degrees ≥ 1, the complexes C˜• and ∂C˜• are iso-
morphic under the map
C˜• → ∂C˜•, γ 7→ ∂ · γ.(2.4)
Therefore, Hq(∂C˜•) ≃ H˜
q
(A,M) for q ≥ 1, and the natural sequence
0 → Ker ∂[0] → H˜
0
(A,M) → H0(∂C˜•) → 0, where Ker ∂[0] is the
subcomplex Ker ∂ of C˜•, in fact concentrated in degree zero, is exact.
When the module M is C[∂]-free, the above isomorphisms take place in
all degrees ≥ 0.
Proof. Indeed, the modules C˜n(A,M), n ≥ 1, are free over C[∂], be-
cause they are free over C[λ1]. Lemma 2.2 shows that the map (2.4) is
a morphism of complexes. WhenM is C[∂]-free, this argument extends
over to n = 0.
Remark 2.4. This proposition does not imply that in the long exact
sequence (2.3), the maps Hq(∂C˜•)→ H˜
q
(A,M) induced by the embed-
ding ∂C˜• ⊂ C˜• are isomorphisms.
3. Extensions and deformations
Our cohomology theory describes extensions and deformations, just
as any cohomology theory.
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Theorem 3.1. 1. H˜
0
(A,M) =MA = {m ∈M | aλm = 0 ∀a ∈ A}.
2. The isomorphism classes of extensions
0→ M → E → C→ 0
of the trivial A-module C (∂ and A act by zero) by a conformal
A-module M correspond bijectively to H0(A,M).
3. The isomorphism classes of C[∂]-split extensions
0→M → E → N → 0
of conformal modules over a conformal algebra A correspond bijec-
tively to H1(A,Chom(N,M)), where M and N are assumed to be
finite and Chom(N,M) is the A-module of conformal linear maps
from N to M . If, in particular, N = C is the trivial module, then
there exist no non-trivial C[∂]-split extensions.
4. Let C be a conformal A-module, considered as a conformal algebra
with respect to the zero λ-bracket. Then the equivalence classes of
C[∂]-split “abelian” extensions
0→ C → A˜→ A→ 0
of the conformal algebra A correspond bijectively to H2(A,C).
5. The equivalence classes of first-order deformations of a conformal
algebra A (leaving the C[∂]-action intact) correspond bijectively to
H2(A,A).
Proof. 1. The computation of H˜
0
(A,M) follows directly from the defi-
nition: for m ∈M = C˜0(A,M) and a ∈ A, (dm)λ(a) = aλm.
2. Given an extension
0→ M → E → C→ 0
of modules over a conformal algebra A, pick a splitting of this short
exact sequence over C, i.e., assume that as a complex vector space,
E ≃ M ⊕ C = {(m,n) | m ∈ M,n ∈ C}. Define f ∈ M by writing
down the action of ∂ on the pair (m, 1) ∈ E:
∂(m, 1) = (∂m + f, 0).(3.1)
We claim that f ∈M = C˜0(A,M) defines a zero-cocycle in the reduced
complex C•(A,M) and thereby a class in H0(A,M).
To see that, define a one-cochain γ ∈ C˜1(A,M) using the action of
A on E:
aλ(m, 1) = (aλm+ γλ(a), 0)(3.2)
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for a ∈ A. The conformal antilinearity of γ: γλ(∂a) = −λγλ(a), fol-
lows from the fact that (∂a)λ(m, 1) = −λ(aλ(m, 1)). The property
aλ(∂(m, 1)) = (λ+ ∂)(aλ(m, 1)) of the action of A on E expands as
(df)λ = (∂γ)λ,(3.3)
which means that df = 0 in the reduced complex.
If we choose another splitting (m,n)′ of the extension E, it will differ
by an element g ∈M :
(m, 1)′ = (m+ g, 1),
so that the new zero-cocycle becomes f ′ = f + ∂g, therefore defining
the same cochain in the reduced complex.
If we have two isomorphic extensions and choose a compatible split-
ting over C, we will get exactly the same zero-cocycles f corresponding
to them. This proves that isomorphism classes of extensions give rise
to elements of H0(A,M).
Conversely, given a cocycle in C0(A,M), we can choose a represen-
tative f ∈M of it to alter the natural C[∂]-module structure onM⊕C
by adding f to the action of ∂ onM⊕C as in (3.1). This will obviously
extend to an action of the free commutative algebra C[∂]. We can also
alter the natural A-module structure by adding γ to the action of a ∈ A
as in (3.2), where γ is a solution of Equation (3.3), which means that
f is a cocycle in the reduced complex. This action will be conformally
linear in (m,n), because of (3.3), and antilinear in A, because of the
conformal antilinearity of γ. This action will define an A-module struc-
ture on M ⊕ C, because dγ = 0, which follows from (3.3) and the fact
that C[∂] acts freely on basic two-cochains.
By construction the natural mappingsM →M⊕C and M⊕C→ C
will be morphisms of C[∂]- and A-modules.
This construction of a new conformal module structure on M ⊕ C
involved a number of choices. The choice of a different representative
f ′ = f + ∂g defines an isomorphism of the two C[∂]-module struc-
tures on M ⊕ C, which automatically becomes an isomorphism of the
corresponding A-module structures, because the corresponding γ’s are
unique. The one-cochain γ is uniquely determined by f , because C[∂]
acts freely on the space C˜1(A,M) of basic one-cochains.
3. We will adjust the proof of Part 2 to the new situation. Given a
C[∂]-split extension
0→M → E → N → 0
of modules over a conformal algebra A, pick a splitting of the short
exact sequence over C[∂], i.e., assume that as a C[∂]-module, E ≃
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M ⊕ N = {(m,n) | m ∈ M,n ∈ N}. We are going to construct a
reduced one-cochain with coefficients in Chom(N,M) out of this data.
Note that such cochains are linear maps γ = γλ(a)µ from A⊗N to M
depending on two variables λ and µ, considered modulo λ − µ. Note
that γλ(a)µ mod (λ− µ) is fully determined by the restriction γλ(a)λ
to the diagonal λ = µ. Define a one-cochain γ ∈ C1(A,Chom(N,M))
using the action of A on E:
aλ(m,n) = (aλm+ γλ(a)λn, aλn)(3.4)
for a ∈ A. The conformal antilinearity of γ: γλ(∂a)λ = −λγλ(a)λ,
follows from the fact that (∂a)λ(m,n) = −λ(aλ(m,n)). The property
aλ(∂(m,n)) = (λ+ ∂)(aλ(m,n)) of the action of A on E expands as
(∂γ)λ = 0,(3.5)
which means that γλ(a)λ is a conformal linear map N → M . Finally,
the module property (1.5) for elements in E implies that dγ = 0.
If we choose another C[∂]-splitting (m,n)′ of the extension E, it will
differ by an element β ∈ HomC[∂](N,M):
(m,n)′ = (m+ β(n), n).
HomC[∂](N,M) may be identified with the degree-zero part of
Chom(N,M), so that the new one-cocycle becomes γ′ = γ+dβ, there-
fore defining the same cohomology class.
If we have two isomorphic extensions and choose a compatible split-
ting over C[∂], we will have exactly the same one-cocycles γ corre-
sponding to them. This proves that isomorphism classes of extensions
give rise to elements of H1(A,Chom(N,M)).
Conversely, given a cohomology class in H1(A,Chom(N,M)), we can
choose a representative γ ∈ C1(A,Chom(N,M)) of it to alter the nat-
ural A-module structure on M ⊕N by adding γ to the action of A on
M ⊕ N as in (3.4). This action will be conformally linear in (m,n),
because of (3.5), and antilinear in A, because of the conformal antilin-
earity of γ. This action will define an A-module structure onM⊕N , be-
cause dγ = 0 after the restriction to µ = λ1+λ2 in C˜
2(A,Chom(N,M)).
By construction the natural mappingsM →M⊕N andM⊕N → N
will be morphisms of C[∂]- and A-modules.
This construction of a new conformal module structure on M ⊕ N
is independent on the choice of a different representative γ′ = γ + dβ,
because it defines an isomorphic structure of an A-module on M ⊕N .
Finally, if N = C, then Chom(C,M) = 0, and therefore, there are
no split extensions.
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4. Given a C[∂]-split extension of a conformal algebra A by a module
C, choose a splitting A˜ = C ⊕A thereof. Then the bracket in A˜
[(0, a)λ(0, b)] = (cλ(a, b), aλb) for a, b ∈ A
defines a sesquilinear map c : A ⊗ A → C[λ], which we may combine
with the natural mapping
C[λ]→ C[λ1, λ2]/(∂ + λ1 + λ2),
p(λ) 7→ p(λ1),
to get the composite mapping, denoted cλ1,λ2. It defines a two-cochain,
because it is obviously skew and (cλ(∂a, b),−λaλb) = [(0, ∂a)λ(0, b)] =
[∂(0, a)λ(0, b)] = −λ[(0, a)λ(0, b)] = (−λcλ(a, b),−λaλb), which implies
cλ1,λ2(∂a, b) = −λ1cλ1,λ2(a, b), and similarly, cλ1,λ2(a, ∂b) = −λ2cλ1,λ2(a,
b) mod (∂ + λ1 + λ2). In fact, this two-cochain c is a cocycle:
dc = aλ1cλ2,λ3(b, c)− bλ2cλ1,λ3(a, c) + cλ3cλ1,λ2(a, b)
− cλ1+λ2,λ3(aλ1b, c) + cλ1+λ3,λ2(aλ1c, b)− cλ2+λ3,λ1(bλ2c, a) = 0.
This is just because the corresponding three-term relation, the Jacobi
relation, is satisfied in A˜.
The construction of c assumed the choice of a splitting A˜ = C ⊕ A.
A different splitting would differ by a mapping f : A → C, which can
be thought of as f : A → C[λ]/(∂ + λ), which would contribute by df
to c.
Thus, any extension determines a cohomology class in H2(A,C). The
above arguments can be traced back to show that a class in the coho-
mology group defines an extension.
5. Let D = C[ǫ]/(ǫ2) be the algebra of dual numbers. Then a
first-order deformation of a conformal algebra A is the structure of
a conformal algebra over D on A ⊗ D, so that the map A ⊗ D → A,
a⊗p(ǫ) 7→ p(0) ·a, is a morphism of conformal algebras and the action
of ∂ on A ⊗ D is induced from that on the first factor. This means
classes of first-order deformations are in bijection with classes of C[∂]-
split abelian extensions of A with the A-module A in the sense of Part
2 of this theorem. Therefore, they are classified by H2(A,A).
4. Homology
Dualizing the cohomology theory we have defined above, the space
C˜n(A,M) of n-chains of a conformal algebra A with coefficients in a
conformal module M over it is defined as the quotient of
A⊗n ⊗ Hom(C[λ1, . . . , λn],M),
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where Hom(C[λ1, . . . , λn],M) is the space of C-linear maps from the
space of polynomials to the module M , by the following relations:
1. a1 ⊗ · · · ⊗ ∂ai ⊗ · · · ⊗ an ⊗ φ = −a1 ⊗ · · · ⊗ ai ⊗ · · · ⊗ an ⊗ Tiφ,
where (Tiφ)(f) = φ(λif);
2. a1 ⊗ · · · ⊗ ai ⊗ · · · ⊗ aj ⊗ · · · ⊗ an ⊗ φ = −a1 ⊗ · · · ⊗ aj ⊗ · · · ⊗
ai ⊗ · · · ⊗ an ⊗ τ
∗
ijφ, where (τ
∗
ijφ)(f(λ1, . . . , λi, . . . , λj, . . . , λn)) =
φ(f(λ1, . . . , λj, . . . , λi, . . . , λn)).
One can also define a differential which takes n-chains to (n−1)-chains
as follows:
δ(a1 ⊗ · · · ⊗ an ⊗ φ)
=
n∑
i=1
(−1)i+1pi(a1 ⊗ · · · ⊗ âi ⊗ · · · ⊗ an ⊗ aiλiφ)
+
n∑
i,j=1
i<j
(−1)i+jpij([aiλiaj ]⊗ a1 ⊗ · · · ⊗ âi ⊗ · · · ⊗ âj ⊗ · · · ⊗ an ⊗ φ),
where pi is the natural pairing map C[λi]⊗ Hom(C[λ1, . . . , λn],M) →
Hom(C[λ1, . . . , λ̂i, . . . , λn],M) and pij is the pairing C[λi]⊗Hom(C[λ1,
. . . , λn],M) → Hom(C[λi + λj , λ1, . . . , λ̂i, . . . , λ̂j, . . . , λn],M). Similar
computations to those in the cochain case show that the operator δ is
well-defined and δ2 = 0.
One can define basic homology H˜•(A,M) as the homology of the
chain complex and reduced homology as the homology of the subcom-
plex C•(A,M) of ∂-invariant chains, where ∂ acts as
∂(a1 ⊗ · · · ⊗ an ⊗ φ) = a1 ⊗ · · · ⊗ an ⊗ (∂φ−
n∑
i=1
Tiφ),
where (∂φ)(f) = ∂(φ(f)), f ∈ C[λ1, . . . λn]. There are obviously natu-
ral pairings H˜q(A,M
∗)⊗ H˜
q
(A,M)→ C and Hq(A,M
∗)⊗Hq(A,M)→
C for q ≥ 0, where M∗ = HomC(M,C) is the linear dual space with a
natural structure of an A-module:
(∂f)(m) = −f(∂m),
(aλf)(m) = −f(aλm)
for f ∈ M∗, m ∈ M , and a ∈ A. One expects these pairings to be
perfect, when, for instance, either of the (co)homology spaces is finite-
dimensional.
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5. Exterior multiplication, contraction, and module
structure
For any u ∈ C˜m(A,C), where C is the one-dimensional space with
the zero action of A, let ǫ(u) be the operator of exterior multiplication
on C˜•(A,M):
(ǫ(u)γ)λ1,...,λm+n(a1, . . . , am+n)
=
∑
π∈Sm+n
sign π
m! n!
uλpi(1),...,λpi(m)(aπ(1), . . . , aπ(m))
× γλpi(m+1),...,λpi(m+n)(aπ(m+1), . . . , aπ(m+n)).
Define also a wedge product u ∧ γ = ǫ(u)γ on C˜•(A,C). It is clear
that ǫ(u ∧ v) = ǫ(u)ǫ(v) for any u, v ∈ V , therefore, we have a graded
commutative associative algebra structure on C˜•(A,C), along with a
C˜•(A,C)-module structure on C˜•(A,M).
Similarly, for any chain v = a1 ⊗ · · · ⊗ an ⊗ φ ∈ C˜n(A,C), let ι(v)
be the following contraction operator C˜m(A,M) → C˜m−n(A,M), for
m ≥ n:
(ι(v)γ)λn+1,...,λm(an+1, . . . , am) = p
(
φ⊗ γλ1,...,λm(a1, . . . , am)
)
,
where p is the natural pairing C[λ1, . . . , λn]
∗⊗C[λ1, . . . , λm]→ C[λn+1,
. . . , λm]. Note that for any u ∈ C˜
1(A,C) and v ∈ C˜1(A,C),
ǫ(u)ι(v) + ι(v)ǫ(u) = ι(v)u.
Furthermore for any a ∈ A, define the following structure of a module
over the conformal algebra A on C˜•(A,M):
(θλ(a)γ)λ1,...,λn(a1, . . . , an)
= aλγλ1,...,λn(a1, . . . , an)−
n∑
i=1
γλ1,...,λ+λi,...,λn(a1, . . . , [aλai], . . . , an).
Define ιλ(a) in a similar fashion:
(ιλ(a)γ)λ1,...,λn−1(a1, . . . , an−1) = γλ,λ1,...,λn−1(a, a1, . . . , an−1).
Note that every a ∈ A defines naturally a one-chain a⊗γλ0 ∈ C˜1(A,C)
depending on a parameter λ0, where γλ0(f(λ)) = f(λ0). Then we have
ιλ(a) = ι(a⊗ γλ). The fundamental identity
dιλ + ιλd = θλ
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of classical Lie theory is also valid in the context of conformal algebras.
It also implies dθλ = θλd. As in the Lie algebra case, the induced action
of A on H˜
•
(A,M) is trivial, cf. Remark 6.2.
6. Cohomology of conformal algebras and their
annihilation Lie algebras
6.1. Cohomology of the basic complex. Let A be a conformal
algebra and M a conformal module over it. Then M is a module
over the annihilation Lie algebra g− = (LieA)−, see Section 1. Let
C•(g−,M) be the Chevalley–Eilenberg complex defining the cohomol-
ogy of g− with coefficients in M . Recall that, by definition (see,
e.g., [F]), Cn(g−,M) is the space of skew-symmetric linear functionals
γ : (g−)
⊗n →M which are continuous, i.e.,
γ(a1m1 ⊗ · · · ⊗ anmn) = 0
for all but a finite number of m1, . . . , mn ∈ Z+, where a1, . . . , an ∈ A,
and aimi ∈ g− = (LieA)− = A[t]/(∂ + ∂t)A[t] is the image of the
element ait
mi .
C•(g−,M) has the following structure of a C[∂]-module:
(6.1) (∂γ)(a1 ⊗ · · · ⊗ an)
= ∂
(
γ(a1 ⊗ · · · ⊗ an)
)
−
n∑
i=1
γ(a1 ⊗ · · · ⊗ ∂ai ⊗ · · · ⊗ an),
γ ∈ Cn(g−,M).
Theorem 6.1. There is a canonical isomorphism of com-
plexes C˜•(A,M) and C•(g−,M), compatible with the action
of C[∂]. Consequently, the complex C•(A,M) is isomorphic to
C•(g−,M)/∂C
•(g−,M).
Proof. For a cochain α ∈ C˜n(A,M), we write
αλ1,...,λn(a1, . . . , an) =
∑
m1,...,mn∈Z+
λ
(m1)
1 · · ·λ
(mn)
n α(m1,...,mn)(a1, . . . , an).
In terms of the linear maps
α(m1,...,mn) : A
⊗n →M,
a1 ⊗ · · · ⊗ an 7→ α(m1,...,mn)(a1, . . . , an),
the definition of C˜•(A,M) translates as follows.
COHOMOLOGY OF CONFORMAL ALGEBRAS 21
1. For any a1, . . . , an ∈ A, α(m1,...,mn)(a1, . . . , an) is non-zero for only
a finite number of (m1, . . . , mn).
2. α(m1,...,mi,...,mn)(a1, . . . , ∂ai, . . . , an)
= −miα(m1,...,mi−1,...,mn)(a1, . . . , ai, . . . , an).
3. α is skew-symmetric with respect to simultaneous permutations
of ai’s and mi’s.
The differential is given by:
(dγ)(m1,...,mn+1)(a1, . . . , an+1)
=
n+1∑
i=1
(−1)i+1ai(mi)γ(m1,...,m̂i,...,mn+1)(a1, . . . , âi, . . . , an+1)
+
n+1∑
i,j=1
i<j
mi∑
k=0
(−1)i+j
(
mi
k
)
γ(mi+mj−k,m1,...,m̂i,...,m̂j ,...,mn+1)(ai(k)aj , a1,
. . . , âi, . . . , âj, . . . , an+1).
Define linear maps φn : C˜n(A,M)→ Cn(g−,M) by the formula
(φnα)(a1m1 ⊗ · · · ⊗ anmn) = α(m1,...,mn)(a1, . . . , an).
They are well-defined due to above condition 2. Clearly, φn are bijective
and, using (1.3), it is easy to see that φn+1 ◦ d = d ◦ φn. Moreover,
φn ◦ ∂ = ∂ ◦ φn, where ∂ acts on C˜•(A,M) via (2.2) and on C•(g−,M)
via (6.1).
Corollary 6.1. H˜
•
(A,M) ≃ H•(g−,M).
Remark 6.1. Similar results hold for homology. To a chain a1 ⊗ · · · ⊗
an ⊗ φ ∈ C˜n(A,M) (ai ∈ A, φ ∈ Hom(C[λ1, . . . , λn],M)) we associate
the chain
〈φ, a1λ1 ⊗ · · · ⊗ anλn〉 ∈ Cn(g−,M).
In other words, a1⊗ · · · ⊗ an⊗
(
∂
(m1)
λ1
· · ·∂
(mn)
λn
|λ1=···=λn=0
)
corresponds
to a1m1 ⊗ · · · ⊗ anmn .
Remark 6.2. One can easily see that the exterior multiplication, con-
traction, module structure, etc., of Section 5 are equivalent to the cor-
responding notions for the annihilation Lie algebra g−. For example, if
θ(am) denotes the action of am ∈ g− on C
•(g−,M) ≃ C˜
•(A,M), then
θλ(a) =
∑
m∈Z+
λ(m)θ(am).
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In particular, the action of A on H˜
•
(A,M) is trivial.
6.2. Cohomology of the reduced complex. Now we assume that
M is a free C[∂]-module: M = C[∂] ⊗C U for some vector space U .
Then the g−-module V− = V (M)− is just U [t] with
am(ut
n) =
m∑
j=0
(
m
j
)
(a(j)u) t
m+n−j, ∂(utn) = −nutn−1,
for u ∈ U , a ∈ A, see Section 1. In terms of the usual generating series
aλ =
∑
m≥0 λ
(m)am, this can be rewritten as
aλ(ut
n) = (aλu) t
netλ.
Theorem 6.2. If A is a conformal algebra and M a conformal mod-
ule which is free as a C[∂]-module, then the complex C•(A,M) is
isomorphic to the subcomplex C•(g−, V−)
∂ of ∂-invariant cochains in
C•(g−, V−).
Proof. Let β ∈ Cn(g−, V−). As in the proof of Theorem 6.1, consider
the generating series
(6.2) βλ1,...,λn;t(a1, . . . , an)
=
∑
m1,...,mn∈Z+
λ
(m1)
1 · · ·λ
(mn)
n β(a1m1 ⊗ · · · ⊗ anmn).
By Equation (6.1), ∂ acts on βλ1,...,λn;t as −∂t +
∑
λi. Hence β is
∂-invariant, iff
βλ1,...,λn;t(a1, . . . , an) = γλ1,...,λn(a1, . . . , an) e
t
∑
λi(6.3)
where γλ1,...,λn = βλ1,...,λn;t|t=0 takes values in U . Identifying U with
1⊗U ⊂M , we can consider γ as an element of C˜n(A,M). It is easy to
check that β 7→ γ := γ mod (∂+
∑
λi) is a chain map from C
•(g−, V−)
to C•(A,M).
Conversely, for γ ∈ Cn(A,M) choose a representative γ ∈ C˜n(A,M)
such that γ = γ mod (∂+
∑
λi). Define β ∈ C
n(g−, V−)
∂ by (6.2, 6.3)
with ∂ substituted by −∂t in γλ1,...,λn(a1, . . . , an) ∈ M = U [∂]. Then
clearly, β is independent of the choice of γ.
The correspondence β ↔ γ establishes an isomorphism between
C•(g−, V−)
∂ and C•(A,M).
Remark 6.3. Identifying C•(A,M) with C•(g−,M)/∂C
•(g−,M), we
can rewrite (6.3) as
β(a1m1 ⊗ · · · ⊗ anmn)
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=
∑
k1,...,kn∈Z+
(
m1
k1
)
· · ·
(
mn
kn
)
γ(a1k1 ⊗ · · · ⊗ ankn) t
∑
mi−
∑
ki ,
(ai ∈ A,mi ∈ Z+).
6.3. Cohomology of conformal algebras and formal distribu-
tion Lie algebras. Let g be the maximal formal distribution Lie al-
gebra corresponding to a conformal algebra A (see Section 1). Suppose
γ ∈ Cn(A,M). The following formula defines an n-cochain γ˜ on the
Lie algebra g:
γ˜(a1f1(t), . . . , anfn(t))
= Resλ1,...,λn γ∂1,...,∂n(a1, . . . , an)δ(λ1−λ2) . . . δ(λ1−λn)f1(λ1) . . . fn(λn),
where ai ∈ A, fi ∈ C[t], ∂i = ∂/∂λi, and when substituting ∂ into
a polynomial, one has to use the divided powers ∂(k) = ∂k/k!. This
formula is equivalent to the one from Remark 6.3, where mi’s are now
allowed to take negative values. This correspondence defines a mor-
phism of complexes and, therefore, cohomology.
7. Cohomology of the Virasoro conformal algebra
The conformal algebra with one free generator L as a C[∂]-module
and λ-bracket
[LλL] = (∂ + 2λ)L
is called the Virasoro conformal algebra Vir, cf. Example 1.2.
7.1. Cohomology of Vir with trivial coefficients. Here we will
compute the cohomology of Vir with trivial coefficients C, where both
∂ and L act by zero.
Theorem 7.1. For the Virasoro conformal algebra Vir,
dim H˜
q
(Vir,C) =
{
1 if q = 0 or 3,
0 otherwise,
and
dimHq(Vir,C) =
{
1 if q = 0, 2, or 3,
0 otherwise.
Proof. Let us first identify the cohomology complex. An n-cochain γ
in this case is determined by its value on L⊗n:
P (λ1, . . . , λn) = γλ1,...,λn(L, . . . , L).
24 B. BAKALOV, V. G. KAC, AND A. A. VORONOV
Obviously, P (λ1, . . . , λn) is a skew-symmetric polynomial with values
in C. The differential is then determined by the following formula:
(dP )(λ1, . . . , λn+1)
=
n+1∑
i,j=1
i<j
(−1)i+j(λi − λj)P (λi + λj, λ1, . . . , λ̂i, . . . , λ̂j, . . . , λn+1).
This describes the complex C˜•. The complex C• producing the coho-
mology of Vir is nothing but the quotient of C˜• by the ideal spanned
by
∑n
i=1 λi in each degree n. In other words, C
n is the space of regular
(polynomial) functions on the hyperplane
∑n
i=1 λi = 0 in C
n which
are skew in the variables λ1, . . . , λn. This complex appeared as an
intermediate step in Gelfand–Fuchs’s 1968 computation [GF1] of the
cohomology of the Virasoro Lie algebra, and the cohomology of C• was
computed therein.
Consider the following homotopy operator C˜q → C˜q−1
k(P ) = (−1)q
∂P
∂λq
∣∣∣∣
λq=0
.
A straightforward computation shows that (dk+ kd)P = (degP − q)P
for P ∈ C˜q, where deg P is the total degree of P in λ1, . . . , λq. Thus,
only those homogeneous cochains whose degree as a polynomial is equal
to their degree as a cochain contribute to the cohomology of C˜•. These
polynomials must be skew and therefore divisible by Λq =
∏
i<j(λi−λj),
whose polynomial degree is q(q− 1)/2. The quadratic inequality q(q−
1)/2 ≤ q has q = 0, 1, 2, and 3 as the only integral solutions. For
q = 0, the whole C˜0 = C contributes to H0(C˜•). For q = 1, the only
polynomial of degree 1 is λ1, up to a constant factor. dλ1 = λ
2
2 − λ
2
1,
which is the only skew polynomial of degree 2 in two variables. This
shows that H˜
1
= H˜
2
= 0. Finally, for q = 3, the only skew polynomial
of degree 3 in 3 variables is Λ3, up to a constant. It is easy to see
that this polynomial represents a non-trivial class in the cohomology.
Indeed, it is closed, because a skew-symmetric function in four variables
has a degree at least 6, which is greater than deg(dΛ3) = 4. And Λ3 is
not a coboundary, because it can be the coboundary of a two-cochain
of degree 2, which must be a constant factor of λ22 − λ
2
1 = dλ1, whose
coboundary is zero.
The computation of the cohomology of the quotient complex C• is
based on the short exact sequence
0→ ∂C˜• → C˜• → C• → 0.(7.1)
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By definition, ∂C˜0 = 0. To find the cohomology of ∂C˜•, define a
homotopy k1 : ∂C˜
q → ∂C˜q−1 as k1(∂P ) = ∂k(P ), where ∂ =
∑
i λi and
P ∈ C˜q. Then (dk1 + k1d)∂P = (degP − q)∂P . As in the previous
paragraph, this implies that deg P = q = 0, 1, 2, or 3. Up to constant
factors, the only polynomials in ∂C˜• with this property are P1 = λ
2
1 for
q = 1, P2 = (λ1+λ2)(λ
2
1−λ
2
2) for q = 2, and P3 = (λ1+λ2+λ3)Λ3 for
q = 3. One computes: dP1 = −P2 and dP3 = 0. Therefore H
q(∂C˜•) =
0 for all q but q = 3, where it is one-dimensional with the generator
P3.
Thus, the long exact sequence of cohomology associated with (7.1)
looks as follows:
0 −−−→ 0 −−−→ C −−−→ H0(Vir,C) −−−→
−−−→ 0 −−−→ 0 −−−→ H1(Vir,C) −−−→
−−−→ 0 −−−→ 0 −−−→ H2(Vir,C) −−−→
−−−→ CP3 −−−→ CΛ3 −−−→ H
3(Vir,C) −−−→
−−−→ 0 −−−→ 0 −−−→ H4(Vir,C) −−−→
−−−→ 0 −−−→ . . .
We see that H0(Vir,C) = C and Hq(Vir,C) = 0 for q = 1, 4, 5, 6, . . .
and H3(Vir,C) = CΛ3 and H
2(Vir,C) = C(λ31 − λ
3
2), because d(λ
3
1 −
λ32) = P3.
Remark 7.1. In fact, this computation shows that the cohomology of
the Virasoro conformal algebra is the primitive part of the cohomology
ring of the Virasoro Lie algebra, in addition to C in degree 0. The
reduction of the basic cohomology to the computation of Gelfand and
Fuchs [GF1] might be made using Corollary 6.1, but we preferred to
use a direct argument in the proof.
Remark 7.2. Instead of the trivial Vir-module C, consider the module
Ca, which is the one-dimensional vector space C on which all elements
of Vir act by zero, and ∂v = av for v ∈ Ca, a 6= 0 being a given com-
plex constant. Then Proposition 2.1 shows that Hq(∂C˜•) ≃ H˜
q
(Vir,Ca)
for q ≥ 0, and the long exact sequence (2.3) combined with the com-
putation of H˜
•
(Vir,Ca), which is obviously isomorphic to H˜
•
(Vir,C),
provided by Theorem 7.1, shows that Hq(Vir,Ca) = 0 for all q.
7.2. Cohomology of Vir with coefficients in M∆,α. Recall (Exam-
ple 1.2) that M∆,α (∆, α ∈ C) is the following Vir-module
M∆,α = C[∂]v , Lλv = (∂ + α +∆λ)v .
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As in the previous subsection, we identify the space of n-cochains
Cn(Vir,M∆,α) with the space of all C-valued skew-symmetric poly-
nomials in n variables: for any γ ∈ Cn(Vir,M∆,α), there is a unique
polynomial P (λ1, . . . , λn) such that
γλ1,...,λn(L, . . . , L) = P (λ1, . . . , λn)v mod (∂ + λ1 + · · ·+ λn).
Then the differential is given by the formula
(dP )(λ1, . . . , λn+1) =
=
n+1∑
i=1
(−1)i+1
(
α−
n+1∑
j=1
λj +∆λi
)
P (λ1, . . . , λ̂i, . . . , λn+1)
+
n+1∑
i,j=1
i<j
(−1)i+j(λi − λj)P (λi + λj, λ1, . . . , λ̂i, . . . , λ̂j, . . . , λn+1).
Now we interpret this in terms of the Lie algebra VectC of regular vector
fields on C, which is the annihilation algebra of Vir, see Section 1. To
γ ∈ Cn(Vir,M∆,α) we associate a linear map β :
∧n VectC→ C by the
formula∑
m1,...,mn∈Z+
λ
(m1)
1 · · ·λ
(mn)
n β(L(m1) ∧ · · · ∧ L(mn)) = P (λ1, . . . , λn),
where L(m) = −t
m∂t.
Then the differential is
(dβ)(L(m1) ∧ · · · ∧ L(mn+1))
=
n+1∑
i=1
(−1)i+1
(
αδmi,0 + (∆− 1)δmi,1
)
β
(
L(m1) ∧ · · · ∧ L̂(mi) ∧ · · ·
· · · ∧ L(mn+1)
)
+
n+1∑
i,j=1
i<j
(−1)i+j(1− δmi,0)(1− δmj ,0) β
(
[L(mi), L(mj)], L(m1) ∧ · · ·
· · · ∧ L̂(mi) ∧ · · · ∧ L̂(mj) ∧ . . . ∧ L(mn+1)
)
.
Let Vect0C be the subalgebra of VectC of vector fields that vanish
at the origin. It is spanned by the elements L(m) = −t
m∂t, m ≥ 1.
Let U∆ be a 1-dimensional Vect0C-module on which L(m) acts as 0 for
m ≥ 2 and L(1) acts as a multiplication by ∆.
Theorem 7.2. 1. H•(Vir,M∆,α) = 0 if α 6= 0.
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2. Hq(Vir,M∆,0) ≃ H
q(Vect0C, U∆−1)⊕H
q−1(Vect0C, U∆−1) for any
q (Hq = 0 for q < 0 by definition).
3. dimHq(Vir,M∆,0) = dimH
q(VectC,C[t, t−1](dt)1−∆). Explicitly:
dimHq(Vir,M1−(3r2±r)/2, 0) =

2 for q = r + 1,
1 for q = r, r + 2,
0 otherwise,
and Hq(Vir,M∆,0) = 0 if ∆ 6= 1− (3r
2 ± r)/2 for any r ∈ Z+.
Proof. We have seen that the complex C•(Vir,M∆,α) is isomorphic to
(
∧• VectC)∗ endowed with the above non-standard differential. Let
π : (
∧q VectC)∗ → (∧q Vect0C)∗ be the restriction map. It is easy to
see that in fact π is a chain map from Cq(Vir,M∆,α) to C
q(Vect0C,
U∆−1), where we identify U∆−1 = C as a vector space. Define another
map ι :
(∧q−1 VectC)∗ → (∧q Vect0C)∗ by the formula
(ιβ)(L(m1) ∧ · · · ∧ L(mq))
=
q∑
i=1
(−1)i+1δmi,0 β
(
L(m1) ∧ · · · ∧ L̂(mi) ∧ · · · ∧ L(mq)
)
.
Then ι is a chain map from Cq−1(Vect0C, U∆−1) to C
q(Vir,M∆,α).
We have a short exact sequence of complexes
0→ Cq−1(Vect0C, U∆−1)
ι
→ Cq(Vir,M∆,α)
π
→ Cq(Vect0C, U∆−1)→ 0.
A splitting φ : Cq(Vect0C, U∆−1) → (
∧q Vect0C)∗ is given by the for-
mula
(φβ)(L(m1) ∧ · · · ∧ L(mq)) =
{
β(L(m1) ∧ · · · ∧ L(mq)) if all mi ≥ 1,
0 otherwise.
One checks that if dβ = 0 then dφβ = αιβ.
Hence, the cohomology long exact sequence associated to the above
short exact sequence of complexes looks as follows:
α id
−−→ Hq−1(Vect0C, U∆−1)
ι
−→Hq(Vir,M∆,α)
π
−→Hq(Vect0C, U∆−1)
α id
−−→ Hq(Vect0C, U∆−1)
ι
−→· · ·
This proves Parts 1 and 2.
Part 3 follows from Part 2 and the results of Feigin and Fuchs, see
[F, §2.3]. (Note that our U∆ is exactly their E−∆.)
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8. Cohomology of current conformal algebras
8.1. Cohomology with trivial coefficients. Here we will compute
the cohomology of a current conformal algebra Cur g with trivial coef-
ficients for a finite-dimensional semisimple Lie algebra g. Recall from
Example 1.1 that the current conformal algebra Cur g is C[∂]⊗ g with
the λ-bracket
[aλb] = [a, b] for a, b ∈ g.
The basic complex in this case becomes bigraded, the second grading
given by the total degree in λi, which we will call the λ-degree, of
the restriction of the cochain to the subspace g of generators of Cur g.
The differential respects the λ-degree, and therefore the complex splits
into the direct sum of its graded subcomplexes. Let C˜•0 ⊂ C˜
• be the
subcomplex of zero λ-degree. This subcomplex is obviously isomorphic
to the Chevalley–Eilenberg complex C•(g,C) of the Lie algebra g.
Theorem 8.1. 1. The embedding C•(g,C) ⊂ C˜• is a quasi-isomor-
phism, i.e., it induces an isomorphism on cohomology. Therefore,
H˜
•
(Cur g,C) ≃ H•(g,C) ≃
(∧•
g∗
)g
.
2. For q ≥ 0
Hq(Cur g,C) ≃ Hq(g,C)⊕ Hq+1(g,C).
Proof. 1. According to Theorem 6.1, the complexes C˜•(Cur g,C) and
C•(g[t],C) are isomorphic, because g[t] is the annihilation subalgebra
of Cur g, see Example 1.1. Moreover, the part of λ-degree zero maps
isomorphically to the Chevalley–Eilenberg complex C•(g,C), which is
the subcomplex of C•(g[t],C) of cochains vanishing on tg[t]. Thus,
H˜
•
(Cur g,C) ≃ H•(g[t],C), which is isomorphic to H•(g,C) via the
subcomplex of cochains vanishing on tg[t] by a result of Feigin [Fe1,
Fe2]; see a different proof of Feigin’s result in Section 8.2, which covers
the case of non-trivial coefficients as well. The computation of H•(g,C)
via the invariants of the dual exterior algebra is standard, see e.g., [Fe2].
2. Consider the long exact sequence (2.3). The mapping Hq(∂C˜•)→
Hq(C˜) for q ≥ 1 is zero, because the cohomology of Hq(C˜) is concen-
trated in λ-degree zero (see the first statement of the Theorem) and
the cohomology of Hq(∂C˜•) is concentrated in λ-degree one (see Propo-
sition 2.1). The same is true even for q = 0, because ∂C˜0 = 0 and the
degree-zero differential d : C˜0 → C˜1 is zero. Thus (2.3) splits into the
short exact sequences
0→ Hq(g,C)→ Hq(Cur g,C)→ Hq+1(g,C)→ 0
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for each q ≥ 0.
Remark 8.1. The same argument as in Remark 7.2 shows that
H•(Cur g,Ca) = 0, where Ca is the one-dimensional Cur g-module on
which Cur g acts trivially and ∂ acts by a multiplication by a 6= 0.
8.2. Cohomology with coefficients in a current module. Let g
be a finite-dimensional simple Lie algebra, and U a g-module. Recall
(Example 1.1) that the current module MU over Cur g is defined as
MU = C[∂]⊗ U with
aλu = au for a ∈ g, u ∈ U.
Proposition 8.1. H•(Cur g,MU) ≃ H
•(g[t], U) where the Lie algebra
g[t] acts on the g-module U by evaluation at t = 0.
This can be deduced from Theorem 6.2 but we will give a more direct
argument.
Proof. Since MU is free over C[∂], any cochain α ∈ C
n(Cur g,MU) has
a unique representative mod (∂ + λ1 + · · · + λn) independent of ∂.
Explicitly, there is a unique β : g⊗n → C[λ1, . . . , λm]⊗ U such that
αλ1,...,λn(a1, . . . , an)
= βλ1,...,λn(a1 ⊗ · · · ⊗ an) mod (∂ + λ1 + · · ·+ λn)
for a1, . . . , an ∈ g. Now writing
βλ1,...,λn(a1 ⊗ · · · ⊗ an)
=
∑
m1,...,mn∈Z+
λ
(m1)
1 · · ·λ
(mn)
n β(t
m1a1 ∧ · · · ∧ t
mnan)
we can interpret β as a cochain
∧n
g[t] → U , as in the proof of Theo-
rem 6.1.
To compute H•(g[t], U), we apply the Hochschild–Serre spectral se-
quence (see, e.g., [F, §1.5.1]) for the ideal tg[t] of g[t]. The E2 term
is
Ep,q2 ≃ H
p
(
g,Hq(tg[t], U)
)
≃ Hp(g)⊗Hq(tg[t], U)g(8.1)
≃ Hp(g)⊗
(
Hq(tg[t])⊗ U
)g
.
We used that U is a trivial tg[t]-module and that Hp(g, U) ≃ Hp(g)⊗Ug
for any module U over a simple Lie algebra g.
Of course, Hp(g) is well-known (cf. Theorem 8.1), so we only need
Hq(tg[t]). The latter can be deduced from a famous result of Kostant
[Ko] (generalized to the affine Kac–Moody case).
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First, we need some notation from [K1]. Fix a triangular decompo-
sition g = n−⊕h⊕n+. Let W , ∆, ∆+, ∆l, ρ, θ, h
∨ be respectively the
Weyl group, the set of roots, the set of positive roots, the set of long
roots, the half sum of positive roots, the highest root, and the dual
Coxeter number of g. Let ĝ = g[t, t−1] + CK + Cd be the affine Kac–
Moody algebra associated to g. The corresponding objects for ĝ will
be hatted. For example, ĝ = n̂− ⊕ ĥ⊕ n̂+, where n̂± = t
±1g[t±1] + n±,
ĥ = h + CK + Cd. Denote by δ and Λ0 the elements of ĥ
∗ that corre-
spond to K and d via the isomorphism ĥ∗ ≃ ĥ given by the invariant
bilinear form (·|·) of ĝ, normalized by (θ|θ) = 2. Recall that the simple
roots of ĝ are α̂0 = δ − θ, α̂i = αi (1 ≤ i ≤ l := rank g), where αi are
the simple roots of g. The element ρ̂ ∈ ĥ∗ is defined by the property
〈ρ̂, α̂i〉 = 1 (0 ≤ i ≤ l), i.e., ρ̂ = ρ + h
∨Λ0. We denote by bar the
projection from ĥ∗ onto h∗. Also recall that Ŵ = W ⋉ T , where T is
the group of translations tγ (γ ∈ Z∆l) such that tγ(λ) = λ + 〈λ,K〉γ
for λ ∈ h∗, (w ∈ W acts on tγ by wtγw
−1 = tw(γ)). For ŵ ∈ Ŵ we
denote its length by ℓ(ŵ). Finally, if Λ ∈ h∗ is a dominant weight, we
denote by V (Λ) the irreducible g-module with highest weight Λ.
Now we can state
Lemma 8.1. 1. As a g-module
Hq(tg[t]) ≃
⊕
ŵ∈Ŵ 1, ℓ(ŵ)=q
V
(
ŵ(ρ̂)− ρ̂
)
where Ŵ 1 := {ŵ ∈ Ŵ | ŵ−1∆+ ⊂ ∆̂+}.
2. Equivalently,
Hq(tg[t]) ≃
⊕
(w,γ)∈WT 1, ℓ(tγw)=q
V (w(ρ)− ρ+ h∨γ)
whereWT 1 := {(w, γ) ∈ W⋉Z∆l | (γ|α) ≥ 0 ∀α ∈ ∆+, (γ|α) > 0
∀α ∈ ∆+ ∩ w∆−}.
Proof. Part 1 is a special case of Theorem 5.14 of Kostant [Ko] (gen-
eralized to the affine Kac–Moody case). His Lie algebra g will be
the affine Kac–Moody algebra ĝ. We take the parabolic subalgebra
u = g[t] + CK + Cd of ĝ, then n = tg[t], g1 = g + CK + Cd.
Part 2 is standard, using that Ŵ = W ⋉ T (see [K1]).
Lemma 8.2. For any ŵ ∈ Ŵ , we have:
1. ρ̂− ŵ(ρ̂) =
∑
β∈∆̂+∩ŵ∆̂−
β.
2. ℓ(ŵ) =
∣∣∆̂+ ∩ ŵ∆̂−∣∣.
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3. ρ̂− ŵ(ρ̂) ∈ Zδ, iff ŵ = 1.
Proof. Parts 1 and 2 are exercises from [K1, Chap. 3] and left to the
reader.
Suppose ρ̂− ŵ(ρ̂) = nδ, n ∈ Z. Then by Part 1, nδ ∈ Z+∆̂+. Since
ŵ−1(δ) = δ, applying ŵ−1 to Part 1, we get nδ ∈ Z+∆̂−. Hence n = 0.
But then Parts 1 and 2 imply ℓ(ŵ) = 0, i.e., ŵ = 1.
It follows from Part 3 of the lemma that for any Λ ∈ h∗ there is
at most one ŵ ∈ Ŵ such that Λ = ŵ(ρ̂)− ρ̂. Define ℓ(Λ) to be the
length of this ŵ if it exists, and +∞ otherwise. Then we can restate
Lemma 8.1 as follows:
Hq(tg[t]) ≃
⊕
Λ∈h∗, ℓ(Λ)=q
V (Λ),(8.2)
where V (Λ) is a finite-dimensional representation of highest weight Λ.
Theorem 8.2. Let g be a finite-dimensional simple Lie algebra with a
fixed Cartan subalgebra h. Let U be an irreducible g-module. Then
Hn(Cur g,MU) ≃ H
n(g[t], U) ≃ Hn−ℓ
∗(U)(g).
Here ℓ∗(U) = +∞ whenever U is infinite-dimensional, ℓ∗(U) = ℓ(Λ∗)
whenever U = V (Λ) is a finite-dimensional irreducible module with a
highest weight Λ, Λ∗ is the highest weight of the contragredient module
V (Λ)∗, ℓ(Λ) is as above, and we agree that Hn = 0 for n < 0 (including
n = −∞).
Proof. The first isomorphism in the theorem is from Proposition 8.1.
To compute H•(g[t], V (Λ)), we apply the Hochschild–Serre spectral se-
quence for the Lie algebra g[t], its module U , and its ideal tg[t].
If U = V (Λ), then U∗ ≃ V (Λ∗) and Equations (8.1, 8.2) imply that
the E2 term is
Ep,q2 =
{
Hp(g) for q = ℓ(Λ∗) < +∞,
0 otherwise.
Hence the spectral sequence degenerates at E2 and H
n(g[t], V (Λ)) ≃
Hn−ℓ(Λ
∗)(g).
If U is infinite-dimensional, then again by (8.1, 8.2), we have Ep,q2 =
0.
Corollary 8.1. [Fe1, Fe2]. H•(g[t]) ≃ H•(g) where the isomorphism
is induced from evaluation at t = 0.
Corollary 8.2. For any semisimple g-module U :
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1. H1(Cur g,MU ) ≃ Homg(g, U). Explicitly, the isomorphism is giv-
en by:
αλ(a) = λϕ(a) mod (∂ + λ)
for a ∈ g, ϕ ∈ Homg(g, U).
2. H2(Cur g,MU ) ≃ Homg(
∧2
g/g, U), provided that g 6≃ sl2. Explic-
itly, the isomorphism is given by:
αλ1,λ2(a1, a2) = λ1λ2 ϕ(a1, a2) mod (∂ + λ1 + λ2)
for a1, a2 ∈ g, ϕ ∈ Homg(
∧2
g/g, U).
Proof. It is easy to check that the above formulas indeed give cocycles.
In fact, 2. gives a cocycle for any ϕ ∈ Homg(
∧2
g, U); however, any
ϕ ∈ Homg(
∧2
g, g) gives a coboundary. Next, we use Lemma 8.1 and
the fact that Hn(Cur g,MU) ≃ Homg(H
n(tg[t]), U) for n = 1, 2.
1. The only element of Ŵ 1 of length 1 is the simple reflection rα̂0
with respect to the root α̂0. Then rα̂0(ρ̂) − ρ̂ = −α̂0 = θ − δ. Hence
H1(tg[t]) ≃ V (θ) ≃ g as a g-module.
2. All elements of Ŵ 1 of length 2 are of the form rα̂0rα̂i , where i is
such that 〈α̂i, α̂
∨
0 〉 6= 0. Then rα̂0rα̂i(ρ̂)− ρ̂ = −α̂0 − α̂i + 〈α̂i, α̂
∨
0 〉α̂0.
When g = sl2 we get H
2(tg[t]) ≃ V (2α1), see the next example.
When g = sll+1, l ≥ 2, there are two possibilities for i: either i = 1 or
i = l; then H2(tg[t]) ≃ V (2θ − α1)⊕ V (2θ − αl). For g 6= sll+1 there is
a unique possibility for i and H2(tg[t]) ≃ V (2θ − αi).
In all cases, except for sl2, one can check that H
2(tg[t]) ≃
∧2
g/g.
Example 8.1. Let V (m) be the unique irreducible sl2-module of di-
mension m+1. Then dimHn(Cur sl2,MV (m)) = 1 for m = 2n, 2(n−3),
and = 0 otherwise.
Let {e, f, h} be the standard basis of sl2. Then the module V (2n)
is isomorphic to Sn sl2/(h
2 − 4ef). Note that S• sl2/(h
2 − 4ef) is the
coordinate ring of the nilpotent cone of sl2. This description of V (2n)
allows us to give an explicit formula for the cocycles that represent
Hn(Cur sl2,MU) for any sl2-module U . Namely, H
n(Cur sl2,MU) ≃
Homsl2(S
n sl2/(h
2 − 4ef), U) ⊕ Homsl2(S
n−3 sl2/(h
2 − 4ef), U). The
cocycle α ∈ Cn(Cur sl2,MU ) that corresponds to (ϕn, ϕn−3) is
αλ1,...,λn(a1, . . . , an)
= Π(λ1, . . . , λn)ϕn(a1, . . . , an)
+
∑
1≤i<j<k≤n
c3(ai, aj, ak) Π(λ1, . . . , λ̂i, . . . , λ̂j, . . . , λ̂k, . . . , λn)
× ϕn−3(a1, . . . , âi, . . . , âj , . . . , âk, . . . , an),
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where Π(λ1, . . . , λn) = λ1 · · ·λn
∏
1≤r<s≤n(λr − λs) and c3(a1, a2, a3) =
(a1 ∧ a2 ∧ a3)/(e ∧ f ∧ h) is the generator of H
3(sl2) ≃ C.
Remark 8.2. Corollary 8.2 in light of Theorem 3.1 implies the following
explicit description of the two-cocycles cλ(a, b) corresponding to abelian
extensions
0→MU → A˜→ A→ 0
of a current conformal algebra A = Cur g by a current module MU .
(See the proof of Theorem 3.1, Part 4 for the notation.)
When g 6= sl2, abelian extensions are parameterized by elements
ϕ ∈ Homg(
∧2
g/g, U) and the corresponding cocycle is cλ(a, b) =
λ(∂ + λ)ϕ(a, b).
When g = sl2, abelian extensions are parameterized by elements
ϕ ∈ Homsl2(S
2 sl2/(h
2 − 4ef), U) = Homsl2(V (4), U) and cλ(a, b) =
λ(∂ + λ)(∂ + 2λ)ϕ(a, b).
9. Hochschild, cyclic, and Leibniz cohomology
9.1. Hochschild cohomology. We can similarly define the notion of
Hochschild cohomology by considering the following analogues of the
basic and reduced complexes for an associative conformal algebra A
and a conformal bimodule M over it, see Definition 1.4.
Definition 9.1. A Hochschild n-cochain (n ∈ Z+) of an associative
conformal algebra A with coefficients in a conformal bimodule M over
it is a C-linear operator
γ : A⊗n → M [λ1, . . . , λn]
a1 ⊗ · · · ⊗ an 7→ γλ1,...,λn(a1, . . . , an),
satisfying the following condition:
Conformal antilinearity: γλ1,...,λn(a1, . . . , ∂ai, . . . , an)
= −λiγλ1,...,λn(a1, . . . , ai, . . . , an) for all i.
The differential d of a cochain γ is defined as follows:
(dγ)λ1,...,λn+1(a1, . . . , an+1)
= a1λ1γλ2,...,λn+1(a2, . . . , an+1)
+
n∑
i=1
(−1)iγλ1,...,λi−1,λi+λi+1,λi+2,...,λn+1(a1, . . . , ai−1, aiλiai+1,
ai+2, . . . , an+1)
+ (−1)n+1γλ1,...,λn(a1, . . . , an)−∂−λn+1an+1.
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One can verify that the operator d preserves the space of cochains
and d2 = 0. The cochains of an associative conformal algebra A with
coefficients in a bimodule M form a complex C˜• = C˜•(A,M), called
the basic Hochschild complex. As in the Lie conformal algebra case,
C˜•(A,M) carries the structure of a (left) C[∂]-module:
(∂ · γ)λ1,...,λn(a1, . . . , an) =
(
∂M +
n∑
i=1
λi
)
γλ1,...,λn(a1, . . . , an).(9.1)
A straightforward computation shows that d commutes with ∂. The
quotient complex
C•(A,M) = C˜•(A,M)/∂C˜•(A,M)
is called the reduced Hochschild complex, and its cohomology is called
the reduced Hochschild cohomology H•(A,M), as opposed to the basic
Hochschild cohomology H˜
•
(A,M), which is the cohomology of the basic
Hochschild complex C˜•. Low-degree Hochschild cohomology groups
can be interpreted along the lines of Section 3, e.g., H˜
0
(A,M) = {m ∈
M | aλm = m−∂−λa ∀a ∈ A}.
Remark 9.1. One has obvious analogues of Theorems 6.1, 6.2, and
Proposition 8.1 for Hochschild cohomology.
For a current conformal algebra CurA, where A is a C-algebra, the
reduced Hochschild cohomology H•(CurA,CurA) ≃ H•(A[t], A[t]), by
the analogue of Proposition 8.1. By the Hochschild–Kostant–Rosenberg
Theorem [HKR], when A is the algebra of regular functions on an affine
nonsingular scheme SpecA over C, the latter cohomology is isomorphic
to the space of polyvector fields
∧
A TA ⊗C
∧
C[t]C[t]∂t on the product
SpecA × A1, where TA = Der(A,A) is the left module of vector fields
on SpecA.
Remark 9.2. For a commutative associative conformal algebra [K4],
one can define the analogue of the Harrison cohomology by placing the
symmetry condition on Hochschild cochains. This cohomology is the
closest analogue of the one introduced in [KV] in the context of vertex
algebras.
9.2. Cyclic cohomology. In this section we define an analogue of
cyclic cohomology, see [C, L1, Ts], for an associative conformal algebra
A. Define its basic cyclic cohomology H˜C
•
(A) as the cohomology of the
complex C˜C
•
, where C˜C
n
, n ∈ Z+, is the space of C-linear operators
γ : A⊗(n+1) → C[λ0, . . . , λn]
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a0 ⊗ · · · ⊗ an 7→ γλ0,...,λn(a0, . . . , an),
satisfying the following conditions:
Conformal antilinearity: γλ0,...,λn(a0, . . . , ∂ai, . . . , an)
= −λiγλ0,...,λn(a0, . . . , ai, . . . , an);
Cyclic invariance: γλ1,...,λn,λ0(a1, . . . , an, a0)
= (−1)nγλ0,...,λn(a0, . . . , an).
The differential d of a cochain γ is defined as follows:
(dγ)λ0,...,λn+1(a0, . . . , an+1)
=
n∑
i=0
(−1)iγλ0,...,λi−1,λi+λi+1,λi+2,...,λn+1(a0, . . . , ai−1, aiλiai+1,
ai+2, . . . , an+1)
+ (−1)n+1γλn+1+λ0,...,λn(an+1λn+1a0, . . . , an).
The reduced cyclic cohomology HC•(A) may be defined as the coho-
mology of the quotient complex by the action of ∂, as in the Hochschild
case.
9.3. Leibniz cohomology. Nonlocal collections of formal distribu-
tions lead to the notion of a Leibniz conformal algebra, see Section 1:
Definition 9.2. A Leibniz conformal algebra is a C[∂]-module A en-
dowed with a λ-bracket [aλb] which defines a conformally sesquilinear
map A⊗A→ A[[λ]] satisfying the Jacobi identity as in Definition 1.1.
The difference from Definition 1.1 of a Lie conformal algebra is that
the skew-symmetry axiom is omitted and formal power series in λ are
allowed. For a Leibniz conformal algebra A, the definition of a (left)
module M over it is the same as that for Lie conformal algebras, see
Definition 1.2. The space Cn(A,M) of n-cochains of a Leibniz algebra
A with values in a module M is the space of C-linear operators
γ : A⊗n → M [[λ1, . . . , λn]]
a1 ⊗ · · · ⊗ an 7→ γλ1,...,λn(a1, . . . , an),
which are conformally antilinear:
γλ1,...,λn(a1, . . . , ∂ai, . . . , an) = −λiγλ1,...,λn(a1, . . . , ai, . . . , an).
The differential d of a cochain γ is defined as follows:
(dγ)λ1,...,λn+1(a1, . . . , an+1)
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=
n+1∑
i=1
(−1)i+1aiλiγλ1,...,λ̂i,...,λn+1(a1, . . . , âi, . . . , an+1)
+
∑
1≤i<j≤n+1
(−1)iγλ1,...,λ̂i,...,λj−1,λi+λj ,λj+1,...,λn+1(a1, . . . , âi,
. . . , aj−1, [aiλiaj ], aj+1, . . . , an+1),
where γ is extended linearly over the polynomials in λi. One can verify
that the operator d preserves the space of cochains and d2 = 0. The
n-cochains, n ∈ Z+, of a Leibniz conformal algebra A with coefficients
in a moduleM form a complex C˜• = C˜•(A,M), called the basic Leibniz
complex.
Equation (9.1) defines the structure of a left C[∂]-module on
C˜•(A,M), which commutes with d. The quotient complex
C•(A,M) = C˜•(A,M)/∂C˜•(A,M)
is called the reduced Leibniz complex. Its cohomology is called the
reduced Leibniz cohomology H•(A,M), as opposed to the basic Leibniz
cohomology H˜
•
(A,M), which is the cohomology of the basic Leibniz
complex C˜•. These are conformal analogues of cohomology of Leibniz
algebras, see [Cu, L1, L2].
10. Generalization to conformal algebras in higher
dimensions
The theory of conformal algebras, their representations and coho-
mology has a straightforward generalization to the case when λ is a
vector.
Let us fix a natural number r. We replace a single indeterminate λ
by the vector λ = (λ1, . . . , λr) and ∂ by ∂ = (∂1, . . . , ∂r), and use the
multi-index notation like λ(m) = λ
(m1)
1 · · ·λ
(mr)
r form ∈ Zr, δ(z−w) =∏
i δ(zi − wi), etc. Then everything from Sections 1–6 and 9 holds.
Examples of conformal algebras in r indeterminates are provided
by r-dimensional current algebras, cf. Examples 1.1 and 11.2. Other
important examples are the Cartan algebras of vector fields. The struc-
ture theory of higher dimensional conformal algebras, including a clas-
sification of the simple ones, is currently being developed [BDK].
Example 10.1. The Lie algebra Wr = DerC[x1, x
−1
1 , . . . , xr, x
−1
r ] is
spanned by the coefficients of the formal distributions
Li(z) = −δ(z − x)∂xi
(
= −
∑
m∈Zr
xm11 · · ·x
mr
r ∂xiz
−m1−1
1 · · · z
−mr−1
r
)
.
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They are pairwise local, since
[Li(z), Lj(w)] = ∂wi
(
Lj(w)δ(z −w)
)
− ∂zj
(
Li(w)δ(z −w)
)
= ∂wiL
j(w)δ(z −w) + Lj(w)∂wiδ(z −w) + L
i(w)∂wjδ(z −w).
The corresponding conformal algebra is A =
⊕r
i=1C[∂]L
i with λ-
brackets
[LiλL
j ] = ∂iL
j + λiL
j + λjL
i.(10.1)
Its annihilation algebra is Wr− = DerC[x1, . . . , xr]. For r = 1 A is the
Virasoro conformal algebra Vir, see Example 1.2.
By Corollary 6.1, the cohomology of Wr− with trivial coefficients is
the same as the cohomology of the complex C˜•(A,C). The latter can
be described as follows. Let V be the vector space
⊕r
i=1CL
i. Every
cochain α ∈ C˜n(A,C) is uniquely determined by its values on V ⊗n:
α : V ⊗n → C[λ1, . . . ,λn], L
k1 ⊗ . . .⊗ Lkn 7→ αk1,...,knλ1,...,λn.
The differential is given by the formula
(dα)
k1,...,kn+1
λ1,...,λn+1
=
n+1∑
i,j=1
i<j
(−1)i+jλi,kjα
ki,k1,...,k̂i,...,k̂j,...,kn+1
λi+λj ,λ1,...,λ̂i,...,λ̂j ,...,λn+1
−
n+1∑
i,j=1
i<j
(−1)i+jλj,kiα
kj ,k1,...,k̂i,...,k̂j ,...,kn+1
λi+λj ,λ1,...,λ̂i,...,λ̂j ,...,λn+1
,
where λi,k is the kth coordinate of the vector λi.
The cohomology of the Lie algebra Wr− with trivial coefficients was
computed by Gelfand and Fuchs [GF2] (see also [F, §2.2.2]).
Example 10.2. The subalgebra of divergence 0 derivations is a formal
distribution subalgebra of Wr. The corresponding conformal algebra is
the following subalgebra of the algebra in Example 10.1: {
∑
i Pi(∂)L
i |∑
i Pi(∂)∂i = 0}.
Example 10.3. The subalgebra Hr, r = 2s, of Hamiltonian deriva-
tions is a formal distribution subalgebra of Wr. The corresponding
conformal algebra is of rank one: A = C[∂]L with λ-bracket
[LλL] =
s∑
i=1
(λs+i∂iL− λi∂s+iL).
Its annihilation algebra Hr− is the Lie algebra of Hamiltonian deriva-
tions of C[x1, . . . , xr].
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The nth term of the complex C˜•(A,C), whose cohomology is
H•(Hr−), can be identified with the space of skew-symmetric poly-
nomials in λ1, . . . ,λn. The differential is given by the formula
(dP )(λ1, . . . ,λn+1)
=
n+1∑
i,j=1
i<j
(−1)i+j(λi|λj)P (λi + λj ,λ1, . . . , λ̂i, . . . , λ̂j , . . . ,λn+1)
where (λ|µ) =
∑s
k=1(λkµs+k − λs+kµk).
For r = 2 this complex has been known for quite a long time, but
the computation of its cohomology is still an open problem (see [F,
§2.2.7]).
Example 10.4. The subalgebra Kr, r = 2s+1, of contact derivations
is also a formal distribution subalgebra of Wr, but the corresponding
conformal algebra is of infinite rank. It is better viewed as a Lie∗
algebra of rank 1, see Section 12.
11. Higher differentials
For the computation of the cohomology with non-trivial coefficients
of the Lie algebras of vector fields, it is useful to know the cohomology
of their subalgebras of vector fields which have a zero of certain order at
the origin (see [F]). The argument of Theorem 6.1 can be generalized
to give a complex which produces this cohomology.
Let A be a conformal algebra in r indeterminates which is a free
C[∂]-module: A =
⊕
i∈I C[∂]L
i. For fixed N ∈ Zr+, we define gN ≡
(LieA)N to be the subspace of the annihilation algebra g− = (LieA)−,
spanned by Lim, i ∈ I,m ≥N (meaning that mi ≥ Ni for each i). We
are interested in the case when gN is a Lie subalgebra of g−. Note that
this is always true when the entries of N are large enough. Indeed, we
can write
[LiλL
j ] =
∑
k∈I
Ckij(λ,∂)L
k(11.1)
for some uniquely determined polynomials Ckij. Then
[Liλ, L
j
µ] =
∑
k∈I
Ckij(λ,−λ− µ)L
k
λ+µ.(11.2)
It follows that for large N the commutator [∂Nλ L
i
λ, ∂
N
µ L
j
µ] can be ex-
pressed in terms of ∂Nλ+µL
k
λ+µ. Since ∂
N
λ L
i
λ =
∑
m≥N L
i
mλ
(m−N), this
shows that gN is a Lie subalgebra of g−.
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Let M be a module over the conformal algebra A. Then M is a
g−-module and hence also a gN-module. Let V be the vector space⊕
i∈I CL
i. As in Section 6, the nth term of the complex C•(gN ,M)
can be identified with the space of linear maps
α : V ⊗n → C[λ1, . . . ,λn]⊗C M,
Lk1 ⊗ · · · ⊗ Lkn 7→ αk1,...,knλ1,...,λn ,
(11.3)
which are skew-symmetric with respect to simultaneous permutations
of ki’s and λi’s. Using (11.2), one can easily write its differential dN .
Example 11.1. Let A be the conformal algebra associated to the Lie
algebra Wr of vector fields (Example 10.1). Then for N ∈ Z
r
+, Wr,N
is the Lie algebra of vector fields
∑
Pi(x)∂xi such that all Pi(x) are
divisible by xN . Equation (10.1) implies
[∂Nλ L
i
λ, ∂
N
µ L
j
µ] = ∂
N
λ λj∂
N
λ+µL
i
λ+µ− ∂
N
µ µi∂
N
λ+µL
j
λ+µ.
The differential dN of the complex (11.3) is given by the formula
(dNα)
k1,...,kn+1
λ1,...,λn+1
=
n+1∑
i=1
(−1)i+1 ∂NλiL
ki
λiα
k1,...,k̂i,...,kn+1
λ1,...,λ̂i,...,λn+1
+
n+1∑
i,j=1
i<j
(−1)i+j ∂Nλiλi,kjα
ki,k1,...,k̂i,...,k̂j,...,kn+1
λi+λj ,λ1,...,λ̂i,...,λ̂j ,...,λn+1
−
n+1∑
i,j=1
i<j
(−1)i+j ∂Nλjλj,kiα
kj ,k1,...,k̂i,...,k̂j,...,kn+1
λi+λj ,λ1,...,λ̂i,...,λ̂j ,...,λn+1
.
Example 11.2. Let g be a Lie algebra. Then the current algebra
g˜ = g ⊗C C[x1, x
−1
1 , . . . , xr, x
−1
r ] is spanned by the coefficients of the
pairwise local formal distributions a(z) := a⊗ δ(x − z), a ∈ g. They
satisfy [a(z), b(w)] = [a, b](w)δ(z −w). The corresponding conformal
algebra is A = C[∂]⊗C g with λ-brackets determined by
[aλb] = [a, b] for a, b ∈ g.
The annihilation algebra of A is g˜− = g ⊗C C[x] and for N ∈ Z
r
+
g˜N = g⊗C C[x]x
N . Now Cn(g˜N ,M) consists of all
α : g⊗n → M [λ1, . . . ,λn],
a1 ⊗ · · · ⊗ an 7→ αλ1,...,λn(a1, . . . , an),
skew-symmetric with respect to simultaneous permutations of ai’s and
λi’s. The differential dN is given by
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(dNα)λ1,...,λn+1(a1, . . . , an+1)
=
n+1∑
i=1
(−1)i+1 ∂Nλiaiλiαλ1,...,λ̂i,...,λn+1(a1, . . . , âi, . . . , an+1)
+
n+1∑
i,j=1
i<j
(−1)i+j ∂Nλiαλi+λj ,λ1,...,λ̂i,...,λ̂j ,...,λn+1([ai, aj], a1, . . . , âi,
. . . , âj, . . . , an+1).
Remark 11.1. It is easy to see that in the above examples the differen-
tials satisfy dNdN′ + dN′dN = 0.
12. Relation to Lie∗ algebras
The theory of conformal algebras is in many ways analogous to the
theory of Lie algebras. The reason is that in fact conformal algebras
can be considered as Lie algebras in certain pseudo-tensor categories,
instead of the category of vector spaces. A pseudo-tensor category [BD]
is a category equipped with “polylinear maps” and a way to compose
them. This is enough to define the notions of Lie algebra, representa-
tions, cohomology, etc.
As an example, consider first the category Vec of vector spaces (over
C). For a finite non-empty set I and a collection of vector spaces
{Li}i∈I , M , we can define polylinear maps from {Li}i∈I to M :
PI({Li}i∈I ,M) := Hom(⊗i∈ILi,M).
This is a vector space with an action of the symmetric group SI on it.
For any surjection of finite sets J
π
։ I and a collection {Kj}j∈J , we
have the obvious compositions of polylinear maps
PI({Li}i∈I ,M)⊗
⊗
i∈I
PJi({Kj}j∈Ji, Li)→ PJ({Kj}j∈J ,M),(12.1)
φ× {ψi}i∈I 7→ φ ◦ (⊗i∈Iψi) ≡ φ({ψi}i∈I),(12.2)
where Ji := π
−1(i) for i ∈ I.
The compositions have the following properties:
Associativity: If H ։ J , {Fh}h∈H is a family of objects
and χj ∈ PHj ({Fh}h∈Hj , Kj), then φ
({
ψi({χj}j∈Ji)
}
i∈I
)
=(
φ({ψi}i∈I)
)
({χj}j∈J) ∈ PH({Fh}h∈H ,M).
Unit: For any objectM there is an element idM ∈ P1({M},M) such
that for any φ ∈ PI({Li}i∈I ,M) one has idM(φ) = φ({idLi}i∈I) =
φ.
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Equivariance: The compositions (12.1) are equivariant with re-
spect to the natural action of the symmetric group.
Definition 12.1. [BD]. A pseudo-tensor category is a class of objects
M together with vector spaces PI({Li}i∈I ,M) on which the symmetric
group SI acts, and composition maps (12.1), satisfying the above three
properties.
Remark 12.1. For a pseudo-tensor categoryM and objects L,M ∈M,
let Hom(L,M) = P1({L},M). This gives a structure of an ordinary
(additive) category on M and all PI are functors (M
◦)I ×M→ Vec.
(Here M◦ denotes the dual category of M.)
Remark 12.2. The notion of pseudo-tensor category is a straightfor-
ward generalization of the notion of operad. By definition, an operad
is a pseudo-tensor category with only one object.
It is instructive to think of a polylinear map φ ∈ Pn({Li}
n
i=1,M) as
an operation with n inputs and 1 output, represented by the figure
L1
M
Ln
φ
Definition 12.2. A Lie algebra in a pseudo-tensor category M is an
object A and µ ∈ P2({A,A}, A) with the following properties.
Skew-symmetry: µ = −σ12 µ, where σ12 = (12) ∈ S2.
Jacobi identity: µ(µ(·, ·), ·) = µ(·, µ(·, ·)) − σ12 µ(·, µ(·, ·)), where
now σ12 = (12) is viewed as an element of S3.
Pictorially, the skew-symmetry and the Jacobi identity for a Lie al-
gebra (A, µ) look as follows:
A
µ
A
A
= −
A
µ
A
A
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A
µ
AA
A
µ
A
=
A
µ
A
A
µ
A
A
+
µ
A
A
µ
A
A A
Definition 12.3. A representation of a Lie algebra (A, µ) is an object
M together with ρ ∈ P2({A,M},M) satisfying
ρ(µ(·, ·), ·) = ρ(·, ρ(·, ·))− σ12 ρ(·, ρ(·, ·)).
Definition 12.4. An n-cochain of a Lie algebra (A, µ) with coefficients
in a module (M, ρ) over it is a polylinear operation α ∈ Pn({A, . . . ,
A},M) which is skew-symmetric, i.e., satisfying
A A AA
M
α
1 i +1 ni
= −
A A AA
M
α
1 i +1 ni
for all i = 1, . . . , n.
The differential of a cochain is defined as follows:
A A
M
1 n+1
αd
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=
∑
1≤i≤n+1
(−1)i+1
A A
1 n+1
α
-1i i i+1
M
ρ
A
M
+
∑
1≤i<j≤n+1
(−1)i+j
1 +1ii-1i -1 jj +1n+1j
A A
µ
A
α
M
The same computation as in the ordinary Lie algebra case shows
that d2 = 0. The cohomology of the resulting complex is called the
(reduced) cohomology of A with coefficients in M and is denoted by
H•(A,M).
Remark 12.3. One can also define the notions of associative algebra or
commutative algebra in a pseudo-tensor category, their representations
and analogues of the Hochschild, cyclic, or Harrison cohomology.
Example 12.1. A Lie algebra in the category of vector spaces Vec is
just an ordinary Lie algebra. The same is true for representations and
cohomology.
Example 12.2. Let D be a cocommutative bialgebra with comultipli-
cation ∆ and counit ε. Then the categoryMl(D) of leftD-modules is a
symmetric tensor category. Hence, Ml(D) is a pseudo-tensor category
with polylinear maps
PI({Li}i∈I ,M) := HomD(⊗i∈ILi,M).(12.3)
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A Lie algebra in the category Ml(D) is an ordinary Lie algebra which
is also a left D-module and such that its bracket is a homomorphism
of D-modules.
Example 12.3. Let D be as in Example 12.2. We introduce a pseudo-
tensor category M∗(D) with the same objects as Ml(D) but with
another pseudo-tensor structure [BD]
PI({Li}i∈I ,M) := HomD⊗I (⊠i∈ILi, D
⊗I ⊗D M).(12.4)
Here ⊠i∈I is the tensor product functor M
l(D)I → Ml(D⊗I). For
J
π
։ I the composition of polylinear maps is defined as follows:
φ
(
{ψi}i∈I
)
:= ∆(π)
(
φ
)
◦
(
⊠i∈Iψi
)
.(12.5)
Here ∆(π) is the functor Ml(D⊗I) → Ml(D⊗J), M 7→ D⊗J ⊗D⊗I M
where D⊗I acts onD⊗J via the iterated comultiplication determined by
π. The symmetric group SI acts on PI({Li}i∈I ,M) by simultaneously
permuting the factors in ⊠i∈ILi and D
⊗I .
Definition 12.5. A Lie∗ algebra is a Lie algebra in the pseudo-tensor
category M∗(D) defined above.
The following examples of Lie∗ algebras are important:
1. When D = C we recover Example 12.1.
2. For D = C[∂] (with ∆(∂) = ∂⊗1+1⊗∂, ε(∂) = 0) we get exactly
the notions of conformal algebras, conformal modules over them and
the reduced cohomology theory introduced in this paper.
3. For D = C[∂1, . . . , ∂r] we get conformal algebras in r indetermi-
nates, see Section 10.
4. When D = C[Γ] is the group algebra of a group Γ, one obtains
the Γ-conformal algebras studied in [GK].
5. Let Γ be a subgroup of C∗ and let D = C[∂] ⋊ C[Γ] =⊕
m∈Z+,α∈Γ
C ∂mTα with multiplication TαTβ = Tαβ , T1 = 1, Tα∂T
−1
α =
α∂ and comultiplication ∆(∂) = ∂⊗1+1⊗∂, ∆(Tα) = Tα⊗Tα. Then
we get the Γ-conformal algebras studied in [BDK] (cf. [K4]).
6. Let now D = C[∂] × F (Γ), where F (Γ) is the function algebra
of a commutative group Γ. In other words, D =
⊕
m∈Z+,α∈Γ
C ∂mπα
with multiplication παπβ = δα,βπα, ∂πα = πα∂ and comultiplication
∆(∂) = ∂ ⊗ 1 + 1 ⊗ ∂, ∆(πα) =
∑
γ∈Γ παγ−1 ⊗ πγ . Then one gets the
notion of Γ-twisted conformal algebra [BDK] (cf. [K4]).
7. Let D = U(h) be the universal enveloping algebra of the Heisen-
berg Lie algebra h with generators ai, bi, c and the only non-zero com-
mutation relations [ai, bi] = c (1 ≤ i ≤ s). Let A = DL be a free left
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D-module of rank one. Define µ ∈ P2({A,A}, A) by the formula
µ(L⊠ L) =
( s∑
i=1
(ai ⊗ bi − bi ⊗ ai) + c⊗ 1− 1⊗ c
)
⊗D L.
Then (A, µ) is a Lie algebra in the category M∗(D) with annihilation
algebra Kr−, r = 2s+ 1, cf. Example 10.2.
13. Open problems
There are a number of interesting problems which we left beyond the
scope of this paper.
1. Compute the cohomology of Cur g with coefficients in
Chom(M,N), whereM and N are current modules. The same for
the Virasoro conformal algebra, where M and N are modules of
densities. Only H1 is known (see [CKW]), and the result is highly
nontrivial.
2. Compute the cohomology of the general conformal algebra gcN
and its infinite-rank subalgebras, see [K4], with trivial coefficients.
Is it true that H•(gcN ,C[∂]
N ) is trivial?
3. Study the relationship between H•(A,M) and H•(LieA, V (M)).
A mapping between the two is given in Section 6.3. Our compu-
tations show that in the case of a current or the Virasoro confor-
mal algebra A, the image of H•(A,C) contains all generators of
H•(LieA,C).
4. Compute the cohomology of conformal algebras in several inde-
terminates.
5. Compute the Hochschild and cyclic conformal cohomology of
Cend(M). These problems are apparently related to 2.
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