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State-of-the-art nanophotonic devices based on semiconductor technology use total internal
reﬂection or the photonic bandgap eﬀect to reduce the waveguide core dimensions down
to hundreds of nanometers, ensuring strong optical conﬁnement within the scale of the
wavelength. Within the framework of this thesis, we investigate the light propagation in
such devices by direct experimental reconstruction of their dispersion relation ω(k), where
ω is the optical frequency and k the wave vector of the supported modes. Knowledge of
the dispersion relation provides us with comprehensive information about the guided ﬁeld,
including the number of supported modes, their phase and group velocity as well as the
higher order dispersion.
As a principal characterization tool, an original experimental technique referred as
Fourier-space imaging is used. It is based on far-ﬁeld analysis of optical signal radiated
out of the plane of the structure, which makes it possible to retrieve accurately, non-
invasively and in one step the complex dispersion of both the leaky and the truly guided
optical modes. The latter is feasible provided that the device is equipped with vanishingly
weak grating probes that scatter a small part of the guided light into the light cone.
The Fourier-space imaging technique was applied to study the optical properties of
a large number of nanophotonic devices, ranging from simple nanowire waveguides to
complex photonic crystal structures. In the ﬁrst part of the work, silicon-on-insulator
slot waveguides, coupled ridge waveguides and nanowire waveguide arrays are addressed.
Besides the phase and group index dispersion, we investigate the phenomenon of mode
splitting in coupled systems, being able to probe the coupling lengths with an accuracy of
±50 nm. In the case of waveguide arrays, beam steering using both thermo-optic eﬀect
and wavelength tuning was demonstrated.
Concerning the photonic crystal devices, we primarily focus on the phenomenon of
slow light propagation in line-defect and coupled-cavity photonic crystal waveguides. The
latter represent a special type of a waveguide, which allows for substantial optical signal
retardation by evanescent coupling along a chain of photonic crystal cavities. The main
motivation was to accurately measure the group index of the slow light modes and recognize
the main factors limiting its maximum achievable value. Among others, experimental
observation of dispersion curve renormalization, enhanced out-of-plane and back-scattering
as well as light localization due to residual disorder were reported.
Finally, a detailed experimental study of hollow-core photonic crystal structures in-
tended for optical sensing applications is presented.
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L’état de l’art des dispositifs nanophotoniques basé sur la technologie semiconduteur se
base sur la reﬂection totale interne ou l’eﬀet de bande interdite photonique pour réduire les
dimensions de coeur des guides d’onde à quelques centaines de nanomètres. Dans le cadre
de cette thèse, nous étudions la propagation de la lumière dans de telles structures grâce
à la reconstruction expérimentale de leur relation de dispersion ω(k), où ω correspond à
la fréquence optique et k au vecteur d’onde des modes supportés. La connaissance de la
relation de dispersion nous donne accès à une grande quantité d’informations concernant
le champ guidé, dont le nombre de modes supportés, leur phase, leur vitesse de groupe
ainsi que la dispersion d’ordre supérieur.
Pour caractériser cette relation, une méthode originale d’imagerie de Fourier a été
utilisée. Elle est basée sur l’analyse du champ lointain du signal optique diﬀusé hors du
plan de la structure. Elle permet de retrouver de manière directe, précise, et non-invasive
la dispersion complexe des modes radiatifs comme des modes optiques guidés. Ce dernier
aspect est rendu possible par l’ajout d’un réseau de sondes faible à la structure étudiée,
et dont la fonction est de diﬀuser une inﬁme partie de la lumière guidée dans le cône de
lumière.
La technique d’imagerie de Fourier a été appliquée à l’étude des propriétés optiques
d’un grand nombre de dispositifs nanophotoniques, allant de simple guides “nanoﬁls” à des
structures à cristaux photoniques complexes. La première partie de ce travail est consacrée
aux guides d’ondes tranchés, aux guides en arêtes couplés et aux réseaux de nanoﬁls. En
plus des dispersions de phase et de groupe, nous étudions le phénomène de séparation de
modes dans les systèmes couplés et la détermination de la longueur de couplage avec une
précision de ±50 nm. Dans le cas des réseaux de guides d’onde, la déﬂection de faisceau
par eﬀet thermo-optique et par accord de longueur d’onde a été démontrée.
Pour les dispositifs à cristaux photoniques, nous nous consacrons principalement à
l’étude du phénomène de lumière lente dans les guides à défaut de ligne et les guides à
cavités couplées. Ces derniers forment une famille de guides d’onde toute particulière qui
permet d’induire un retard substantiel du signal optique par le couplage évanescent le long
d’une chaine. Le but principal est la mesure précise de l’indice de groupe des modes lents et
l’identiﬁcation des facteurs qui en limitent le maximum. Les observations expérimentales
de renormalisation de la courbe de dispersion, de renforcement de la diﬀusion hors-plan et
de la rétrodiﬀusion ainsi que de localisation induite par le désordre sont reportées.
Pour ﬁnir, une étude expérimentale détaillée de structures à cristaux photoniques
creuses imaginées pour des applications de détection optique est présentée.
Mots-clés:





Photonics as a new research ﬁeld was founded in the late 1960s, with the purpose of using
light to perform functions that traditionally fall into the domain of electronics. The ﬁrst
successful inventions of photonics such as laser diode and optical ﬁbers for long-haul data
transmission gave rise to the telecommunication revolution in the end of the 20th century,
which, in return, became a strong driving force for further photonic research.
With the exception of the past decade, photonics focused mainly at telecom applica-
tions. Combining or replacing the electronic circuits by integrated nanophotonic devices
should lead to a dramatic increase in the capacity of transmitted data (ultra-high band-
width with Wavelength Division Multiplexing) and considerable reduction of the power
consumption (e.g. power dissipated in metallic interconnects due to their nonzero resis-
tance). Since the past 25-30 years, there has been a lot of eﬀort invested into the develop-
ment of photonic devices that can not only transmit, but also control, route and process
optical signal in a way similar to electronic circuits. Examples of such devices include
interconnecting waveguides with sharp bends, ﬁlters, couplers and splitters, multiplexers,
optical delay lines, optical memories and logical gates. The challenge is not only to im-
plement all these functions with optics, but also to scale them down in order to achieve a
similar integration density as that of the modern electronics (see Fig. 1).
The state-of-the-art photonics covers much broader area of applications than the telecom-
munication industry. The ability to control the light, its generation, propagation, and
speciﬁc interaction with matter proved to be highly appealing for biological and chemical
sensing applications, medical diagnostics, therapy, and optical imaging. Recently, consid-
erable attention has been given to quantum photonics and its new, related domains such
as quantum computing and quantum cryptography.
Today’s commercial photonic components based on lithium niobate or glass integrated
Figure 1: Integrated photonic circuits available with the state-of-the-art technology and the vision for
the future: (a) 10 Gb/s per channel single-chip optoelectronic transceiver based on SOI [1], (b) Intel’s
End-to-End Silicon Photonics Connection with Integrated Lasers [2], (c) IBM’s 2020 vision for 22 nm
CMOS on-chip optical interconnects that both connect electronic chips and route the data traﬁc [3].
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optics are, however, too large to allow for much integration. Low index contrast between the
core and the cladding regions results in low propagation loss (below 0.1 dB/cm), but also in
a typical scale of several millimeters to centimeters. On the integrated level, they cannot
be used to implement more complicated functions than simple on-board (chip to chip)
interconnects. Increasing the refractive index contrast between the core and the cladding
material makes it possible to better conﬁne light, and hence, to signiﬁcantly reduce the size
of the optical components. The reduction in size is scaled with the refractive index contrast:
the higher the contrast, the smaller the size in order to maintain single-mode operation.
Typical dimensions of high index contrast structures reduce to hundreds of nanometers
with the smallest features scaled down to several tens of nanometers. Therefore, they are
often related as nanophotonic structures.
High index contrast devices are mostly based on semiconductor or semiconductor ox-
ide material systems, the most common are: silicon oxide, silicon nitride, silicon (Si),
silicon-on-insulator (SOI), indium phosphide (InP) and gallium arsenide (GaAs). A great
advantage of silicon is the compatibility with the Compound Metal Oxide Semiconductor
(CMOS) technology that is currently used for mass production of electronic circuits, which
results in a wide availability of high quality substrates and low price production, as well as
in an easy integration with nanoelectronics. However, silicon as an indirect bandgap semi-
conductor is not readily suitable for production of light sources as laser or light-emitting
diodes, and is typically used to realize purely passive components. If active components are
desired, group III-V semiconductors (GaAs or InP) are of primary choice, either standalone
or integrated with silicon as hybrid silicon lasers [4]. Nevertheless, one should mention that
lasing in silicon is possible by making use of Raman scattering: silicon Raman lasers with
decent threshold (20 mW), slope eﬃciency (28%) and output power (50 mW) have already
been reported [5].
There are two principal mechanisms of light conﬁnement in dielectric nanophotonic
structures, i.e. the total internal reﬂection and the photonic bandgap eﬀect. The total
internal reﬂection (TIR), or refractive index guiding, relies on existence of high refractive
index core surrounded by low index cladding; light coupled into the core is totally reﬂected
at the core/cladding interface and remains conﬁned within the core region [6]. A typical
examples of TIR-based structures are nanophotonic waveguides with rectangular cross-
section often related as photonic wires [7, 8]. Their cross-sectional dimensions are around
300× 400 nm, allowing for realization of compact elements like sharp bends (radius lesser
than 10 μm), ultra-short couplers [9–11] or ring resonator devices [12]. One special type of
photonic wires are slot waveguides [13,14], which consist of two parallel wires separated by
approx. 100 nm. The optical ﬁeld is mainly concentrated in the slit, which is advantageous
if strong optical interaction with the surrounding low-index medium is desired (optical
sensing, nonlinear experiments). Last but not least, subwavelength grating waveguides [15]
represent a novel solution that allows to freely engineer the waveguide refractive index and,
hence, the optical ﬁeld conﬁnement. The subwavelength grating waveguide is formed by a
linear array of periodic rectangular segments with structural period of approx. 300 nm. The
refractive index of the core can be tuned lithographically by changing the volume fractions
of the Si-segments and the cladding material. Such structures can also realize virtually
lossless crossings as well as optical ﬁber/nanowire tapers of excellent performance [16,17].
The second physical mechanism of light conﬁnement, the photonic bandgap eﬀect oc-
curs in photonic crystals, i.e., materials with periodic modulation of the dielectric constant.
Multiple scattering from the periodic index perturbation leads to creation of so-called pho-
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tonic bandgap (PBG), a frequency interval, where no light propagation is allowed. For
optical frequencies inside the bandgap, photonic crystals act as a perfect mirror and can
conﬁne and guide optical signal along regions where the strict periodicity is broken. Thus,
introducing point or line defects in otherwise unperturbed photonic crystal lattice, one
can form optical cavities with high quality factors and low mode volumes, or theoretically
lossless optical waveguides. Generally, photonic crystals can realize smaller and more com-
plex structures than nanophotonic wires, yet, at the expense of slightly higher propagation
losses (record low loss values of 5 dB/cm in photonic crystal line-defect waveguides were
achieved [18], compared to 2 dB/cm loss ﬁgure of standard SOI nanowires [8].)
Besides the PBG eﬀect, light conﬁnement in photonic crystals can be realized by self-
collimation [19] or by the slow light eﬀect at the photonic band edge. The latter phe-
nomenon results from the fact that in the proximity of the photonic bandgap the group
velocity of supported optical modes drops to zero. Slow light has recently intrigued many
researchers as slow modes represent an optical feedback mechanism for lasers [20] as well
as they can create large pulse delays if the propagation is limited to one dimension as in
optical waveguides. It has been shown experimentally that group velocity reduction by
a factor of 100 or more is possible in specially tailored photonic crystal waveguides [21],
which suggests a large spectrum of applications such as optical buﬀers and delay lines.
In addition, the slow light eﬀect brings along an enhancement of light-matter interaction,
which may lead to further down-scaling of size of optical devices, especially those that rely
on nonlinear phenomena or optical phase shift (e.g. photonic crystal couplers [10], optical
(bio)sensors [22]).
For completeness, it should be mentioned that light can be extremely well conﬁned in
plasmonic nanostructures [23] comprising a metal/dielectric interface. The practical appli-
cability of these structures in integrated nanophotonics is mostly hindered by losses that
arise from inherent absorption of light in metals. There are, however, two specialized areas
where plasmonic devices proved their excellence: the ﬁeld of biosensing and biomedical
imaging.
The aim of the present work is to investigate both theoretically and experimentally the
optical properties of advanced photonic nanostructures intended for high-density integra-
tion. Particular attention is paid to complex photonic crystal devices like specially tailored
slow light photonic crystal waveguides or high-Q cavities, the underlying physics of which
is not yet fully understood.
The manuscript is divided into 8 chapters. The ﬁrst chapter has an introductory
character and explains the most important theoretical concepts of light propagation in
high-index contrast dielectric waveguides and photonic crystals. It focuses in more detail
on 2D photonic crystals in dielectric slabs, which are compatible with the current CMOS
fabrication technology. An overview of the most common photonic crystal structures is
given together with a brief discussion of their basic properties and applications.
The small geometrical features of nanophotonic structures bring along strict require-
ments on fabrication tolerances, as they need to be processed with precision of one to ten
nanometers to achieve well-deﬁned optical properties and minimal residual scattering loss.
The second chapter reviews the fabrication techniques capable of meeting such tolerances,
with emphasis given on Si and SOI material technology.
The third chapter presents diﬀerent experimental measurement techniques used for
characterization of nanophotonic structures. A large section is dedicated to the description
ix
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of Fourier-space imaging method, a non-invasive characterization technique developed at
EPFL and reﬁned within the framework of this thesis. The Fourier-space imaging technique
allows us to directly probe the dispersion relation of nanophotonic waveguides, and hence,
to obtain the information about the phase and group velocity of supported modes and
their higher order dispersion. Understanding and molding the dispersion is of particular
interest in photonic crystals, which exhibit complex dispersion characteristics similar to
the energy band diagrams of solid-state materials.
Experimentally measured dispersion of diﬀerent nanostructures is presented and dis-
cussed in the remaining part of this thesis. The fourth chapter reports on dispersion
properties of rectangular and slot nanophotonic waveguides, wire couplers and coupled
waveguide arrays. The ﬁfth and sixth chapter focuse on photonic crystal devices such as
self-collimating bulk photonic crystals or line defect waveguides specially tailored for slow
light applications. Among others, coupling into slow light modes and their sensitivity to
residual disorder are discussed. A special type of slow light waveguide consisting of coupled
optical resonators, the coupled cavity waveguide, is investigated in the seventh chapter.
Formation of the coupled cavity mode and its intrinsic limitations due to radiation loss,
ﬁnite size and disorder are addressed. Finally, the last chapter reports on the development
of a refractive index sensor based on a photonic crystal cavity. Such a sensor with a sensing
volume of only 40 aliters represents a possible solution for integrated (bio)sensors oriented
towards parallel detection.
The work presented in this thesis has been carried out in the framework of National Cen-
tre of Competence in Research – Quantum Photonics (NCCR-QP), The Swiss National
Science Foundation (SNSF) and the European projects ePIXnet (IST-004525), COST P11
and COST MP0702 Action. Many results stem from intensive collaboration with the fol-
lowing partners: University of St. Andrews, United Kingdom, Prof. T. F. Krauss; Ghent
University and Interuniversitary Micro-electronic Centre (IMEC), Belgium, Prof. R. Baets;
Laboratory for Photonics and Nanostructures of Centre National de la Recherche Scien-
tiﬁque (CNRS/LPN), France, Dr. Anne Talneau; Institute of Photonics and Electronics
ASCR, Czech Republic, Prof. J. Čtyroký; Aachen University and Gesellschaft für Ange-
wandte Mikro- und Optoelektronik (AMO), Germany, Dr. M. Först.
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Chapter 1
Light conﬁnement in dielectric
nanostructures
1.1 Electromagnetic waves in homogeneous environment
In traditional optical instruments and systems, the light transmission between two locations
is often realized in free space. The propagation of light in a homogeneous dielectric medium
without any electric charges or currents is fully described by four Maxwell’s equations:
∇×E + ∂B
∂t
= 0 ∇ ·D = 0 (1.1)
∇×H− ∂D
∂t
= 0 ∇ ·B = 0 (1.2)
and two constitutive relations:
D = εε0E B = μ0H (1.3)
with E the electric ﬁeld, H the magnetic ﬁeld, D the electric displacement and B the
magnetic induction. The ﬁelds and inductions depend on the time and position, while the
electric permittivity ε is a constant. Assuming harmonic time dependence of the solution in







The most simple solution of Maxwel’s equations is a plane wave E(r, t) = E0ei(kz−ωt). It
propagates in one given direction z, and its wavefronts, i.e. surfaces of constant phase, are
inﬁnite planes of constant amplitude oriented perpendicular to the direction of propagation.
In a very coarse approximation, such wave can describe the propagation of a coherent,
collimated beam originating from an extremely large optical source (such as laser beams
used in lunar ranging experiments [24]). Plane waves of diﬀerent directions create an
ortogonal basis, and any optical wave that solves Maxwell’s equation can be represented
as their linear superposition.
Propagation of a plane wave is fully described by two quantities: the optical frequency
ω and the wave vector k. The direction of k determines the direction of propagation of the
1
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Figure 1.1: Two-dimensional dispersion map and projected dispersion diagram of (a) homogeneous
isotropic and (b) anisotropic dielectric.







The quantities k and ω are not independent, they are linked together by the dispersion
relation standardly written in the form:




where c the speed of light and n =
√
ε the refractive index of the dielectric medium.
In an isotropic medium (e.g. in free space), the dispersion doesn’t depend on the
direction of propagation. Hence, the dispersion relation can be well represented by a one-
dimensional plot ω = f(k) as is graphically illustrated in Fig. 1.1(a). For each frequency
ω, there is just one k, and, hence, one phase velocity equal to vϕ = c/n. The corresponding
linear dispersion relation ω = kc/n is often called the light line.
On the contrary, in an anisotropic medium the phase velocity depends on the prop-
agation direction. The dispersion can be visuallized as a 2D dispersion map shown in
Fig. 1.1(b), where the iso-frequency contours ω(k) = const. form concentric ellipsoids. If
projected into one-dimensional dispersion diagram ω =f(k), dispersion along all principal
optical axes must be shown.
Besides the phase velocity, one deﬁnes the group velocity as a gradient of the optical





In a medium without losses, group velocity gives the direction and the velocity of the
energy transport, or equally, the direction and velocity of propagation of optical information
carried by a wave packet. Its value is given by the slope of the dispersion curve and its
direction is always perpendicular to iso-frequency contours ω(k) = const. as depicted in
Fig. 1.1. In the vacuum or non-dispersiove homogeneous dielectric the group and phase
velocity coincide. In a general dielectric, weak deviation from the strict dispersion relation
is possible due to material dispersion n = n(ω) and the norm of the group velocity can
become slightly larger or smaller than the vϕ. However, as long as the dielectric is isotropic,
the directions of the two velocities are the same regardless of the material dispersion.
2
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Anisotropy leads to distinction in the direction of vg and vϕ as shown in Fig. 1.1(b).
1.1.1 Light conﬁnement in a homogeneous medium
The plane waves E(r, t) = E0ei(kz−ωt) propagate in one unique direction, and, hence, they
exhibit no angular spread. However, its energy is spatially delocalized over all of the space.
On the contrary, a spherical wave E(r, t) = E(r, t)ei(kr−ωt), which also solves the Maxwell’s
equations, is perfectly spatially conﬁned at its origin (point source), but it diverges in
all angular directions as it propagates. A compromise between spatially localized and
nondiverging waves is the Gaussian beam. Unlike the plane wave, the latter has spatially
localized envelope while keeping one principal direction of propagation. However, the
envelope broadens and the peak intensity of the beam decreases as a function of the axial
distance z, the beam diverges. The divergence angle is inversely proportional to the beam
waist diameter: the more the beam is spatially localized at its waist, the more it diverges
angularly.
Simultaneous spatial and angular conﬁnement in a homogeneous medium are precluded
by the wave nature of light. Such conﬁnement can be, however, achieved when introducing
one or more interfaces between homogeneous media that can reﬂect, refract or scatter light.
1.2 Total internal reﬂection in high index contrast dielectric
waveguides
Light incident on an interface of two homogeneous dielectric media can be reﬂected or
refracted; normally both phenomena occur simultaneously. The angular (Snell’s law) and
the amplitude (Fresnel’s formulae) condition for the reﬂected and refracted wave can be
derived from Maxwell’s equations, more speciﬁcally from the interface condition of the
electromagnetic ﬁeld (with no charges and no currents):
n× (E2 −E1) =0 n · (D2 −D1) =0 (1.8)
n× (H2 −H1) =0 n · (B2 −B1) =0 (1.9)
where n is the unity vector perpendicular to the interface. It follows from 1.8 that the
tangential components of ﬁelds E, H and the normal components of inductions D, B must
be continuous at the interface; both their phases and amplitudes. The continuity of the
ﬁelds implies that the tangential component of the k-vector must be also continuous at
the interface, which can be graphically illustrated in Fig. (1.2) and mathematically by the
following formulas for the reﬂected and refracted wave:
(k1 − k′1)× n = 0 (k1 − k2)× n = 0 (1.10)




1t k1t = k2t
θ1 = θ
′
1 n1 sin(θ1) = n2 sin(θ2) (1.11)
3
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Figure 1.2: Graphical illustration of the continuity of tangential k-vector components at the interface of
two homogeneous media. (a) Reﬂection and refraction from optically thinner to optically thicker isotropic
media: ﬁgure shows the direction of the phase and group velocity of both the reﬂected and refracted beams.
In isotropic medium, the group velocity equals to the phase velocity and its direction is independent of
light polarization. (b) Reﬂection and refraction from isotropic to anisotropic medium. Direction of the
refracted beams depends on the polarisation of the incident light. As the group velocity remains at each
point perpendicular to the index ellipsoid, the phase and the group velocity are generally oriented in
diﬀerent directions.
Figure 1.3: (a) Reﬂection and refraction from optically thicker to optically thiner medium. At incidence
angles larger than the critical angle the total internal reﬂection occurs. (b) Reﬂectivity and phase of the
reﬂected beam calculated from Fresnel Formulas.
Total internal reﬂection. Let’s assume that the light is incident from a medium with
higher refractive index n1 > n2. As the angle of incidence θ1 increases, the angle of
refraction θ2 increases accordingly as shown in Fig. 1.3(a) until reaching value π/2, i.e.
the refracted wave propagates strictly parallel to the interface. Corresponding angle of
incidence is called the critical angle θ1c = arcsin(n2/n1). For angles larger than θ1c all light
is reﬂected back into the medium of incidence: we speak about the total internal reﬂection
(TIR). The electromagnetic ﬁeld that penetrates into the medium 2 decays evanescently
and does not carry any energy in the direction away from the interface.
Although there is no change in amplitude of the reﬂected light for angles θ1 larger than
θc, the phase diﬀerence between between the incident and the reﬂected light increases as
a function of θ1. The exact amplitude and phase relations upon reﬂection can be derived
from the conditions of electric and magnetic ﬁeld continuity at the interface (Eq. (1.8,
4
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rTM = −sin(θ1 − θ2)sin(θ1 + θ2) = e
iϕTM (1.13)
here r is the reﬂectivity coeﬃcient and it depends on the polarization of the incident light.
We distinguish two principal cases: the TE polarization where the electric ﬁeld is polarized
parallel to the interface, i.e. no electric ﬁeld in the direction of propagation, and the TM
polarization, where the magnetic ﬁeld is parallel to the interface and has no component
in the propagation direction. The angular dependence of the amplitude and phase of the
reﬂectivity coeﬃcients at the glass-air interface is graphically shown in Fig. 1.3(b).
1.2.1 Planar (slab) waveguides
Planar dielectric waveguide is a slab of a dielectric material (core) surrounded by media
with lower refractive index (cladding). Light which propagates in the slab at angles larger
than the critical angle undergoes multiple total internal reﬂections at the core/cladding
interfaces and can be guided in the slab without any out-of-plane losses. This is the concept
of so-called index quiding.
Nevertheless, light cannot be guided at an arbitrary angle θ > θc; it is necessary that
after the two subsequent reﬂections the electromagnetic wave constructively interferes with
the original wave like shown in Fig. 1.4(a). Otherwise, the optical intensity decays along
the propagation direction as a result of destructive interference. This is known as the self-
consistency condition, which determines the optical modes of the waveguide. For a simple




2d sin θTE/TMm︸ ︷︷ ︸
propagation
− 2ϕTE/TM︸ ︷︷ ︸
reﬂection
= 2πm, m = 0, 1, 2...N (1.14)
where d is the slab thickness and λ0 the vacuum wavelength. The angles θ
TE/TM
m deﬁne
the wave vector components in the propagation direction, called the propagation constants
βTE/TMm = n1k0 cos θ
TE/TM
m . Note that the propagation constant diﬀers for TE and TM
modes due to the polarization dependence of the phase shift term ϕ.
The same solution βTE/TMm can be obtained from electromagnetic formulation of the
problem. For the TE-polarized modes propagating along z, the only nonzero component
of the electric ﬁeld points in the y direction (the coordinate system is deﬁned in Fig. 1.4(a)),
and since the system is homogeneous in y, it varies only as a function of x and z. Inserting
the expected form of solution Ey(x, z) = Ey(x)e−izβ
TE , which is a harmonic, transversal,




2(x)Ey(x) = β2Ey(x) (1.15)
This is an eigenvalue problem of a linear diﬀerential operator. Eigenvalues and eigen-
vectors give the propagation constant and the ﬁeld distribution of the supported modes,
respectively. Solution for the TM modes can be found in an analogous way.
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Figure 1.4: (a) Self-consistency condition for a planar waveguide (b) Dispersion diagram and group
velocity of TE polarized modes of a planar waveguide.
Frequency dependence of the propagation constant yields the dispersion relation as
shown for in Fig. 1.4(b). In a symmetric slab waveguide (same refractive index of the top
and the bottom cladding), the fundamental mode m = 0 is always supported, while the
higher order modes add progressively as soon as their characteristic cutoﬀ frequency ωc,m
is reached. Above the cutoﬀ, the propagation constant of each mode increases from n1k0
towards n2k0 and the optical ﬁeld is becoming gradually more conﬁned within the high
index medium. In consequence, the dispersion curves of truly guided modes lie between the
cladding light-line and the core light-line. Above the cladding light-line, the TIR condition
is not satisﬁed and the modes are partially refracted into the cladding. We speak about
radiative or leaky modes that are characterized by intrinsic out-of plane loss.
Group velocity of the guided modes is plotted in Fig. 1.4(c). Note that apart from
small region at the mode cutoﬀ, the group velocity is smaller than the phase velocity, which
means that the optical information carried by the guided mode can propagate slower than
in a homogeneous medium. This eﬀect that results from strong spatial conﬁnement of the
mode is even more pronounced in two-dimensional waveguides where the light is conﬁned
at the scale of an optical wavelength.
1.2.2 Two-dimensional waveguides
Light guided in planar waveguides is vertically conﬁned, but within the plane of the slab
it diverges like in a homogeneous medium. In consequence, the majority of optical devices
uses two-dimensional waveguides conﬁning the light in both vertical and lateral direc-
tions. The principle of operation and the waveguide dispersion is analogous to the slab
waveguides, only the mathematical description is more complex. However, note that in
2D waveguides there are no more pure TE and TM modes, only quasi-TE and quasi-TM
modes that always have a weak, but nonzero component in the propagation direction.
Moreover, in waveguide bends or in asymmetric waveguides, where the refractive indices of
the top and the bottom cladding are not identical, quasi-TE and quasi-TM modes interact,
resulting in polarization crosstalk. The modes become completely hybrid at frequencies
where their dispersion curves anticross.
The 2D waveguides can be fabricated in diﬀerent conﬁgurations as illustrated in Fig. 1.5
and on diﬀerent material systems. Silicon on Insulator (SOI) waveguides based on a silicon
strip on top of an oxide cladding are probably the most common, as their fabrication is
compatible with the CMOS technology. At room temperature and telecom wavelengths of
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Figure 1.5: Two-dimensional waveguides in diﬀerent geometries: (a) Rib or ridge waveguide, (b) Strip or
wire waveguide, typical dimensions are also shown, (c) Slot waveguide, (d) Subwavelength grating (SWG)
waveguide.
1550 nm, the core and bottom cladding layers have refractive indices of 3.48 and 1.44 (silica
oxide), respectively. For typical cross-sectional dimensions of 500 × 220 nm2, the eﬀective
index of the fundamental TE mode is about 2.4, while the group index is approximately
twice as large due to strong waveguide dispersion [8]. Besides SOI waveguides, suspended
strip waveguides supported by thin lateral pads or waveguides with both top and bottom
oxide cladding can be used; these conﬁgurations eliminate the polarization mixing and can
reduce the propagation losses, however their processing requires an additional fabrication
step.
Figure 1.6: Tapering approaches for low-loss coupling between an optical ﬁber and a SOI integrated
waveguides: (a) Vertical polarization-independent grating coupler [26], (b) Inverse taper (nanotaper) [27],
[28], (c) Taper based on subwavelength grating waveguide [15].
There are four major issues to be addressed concerning wire SOI waveguides:
• Propagation losses. Propagation loss results from scattering due to sidewall rough-
ness, substrate leakage and absorption at imperfect material boundaries [29, 30].
Residual scattering of the propagating mode can occur at the etching-induced rough-
ness of the side walls, or at irregularities of the geometry introduced by e-beam pat-
terning (stitching errors, proximity eﬀects). Propagation losses of the state-of-the-art
SOI waveguides are around 2 dB/cm, while in 1-μm radius 90◦bends losses as low as
0.086 dB per bend can be achieved [31]
• Coupling losses. Coupling between optical ﬁber with a core radius of 9 μm and
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strip waveguide of the cross-section of 500 × 220 nm2 necessarily results in loss
due to poor spatial matching of the respective mode proﬁles. Two working schemes
were proposed to substantially improve the coupling eﬃciency: vertical coupling
using grating couplers [32] or tapering of the strip waveguides and subsequent butt-
coupling using a lensed ﬁber or microscope objective. Diﬀerent taper designs are
shown in Fig. 1.6; for instance, the subwavelength grating taper reduces the coupling
loss to as little as 0.24 dB per interface [15].
• Polarization dependence. Due to distinctly diﬀerent properties of TE and TM modes
it is virtually impossible to produce polarization independent circuits. Square cross-
section might solve the problem, however, even small geometrical discrepancy leads
to strong birefringence. At the moment, the only solution is the polarization diver-
sity, i.e. coupling the TE and TM polarizations into two diﬀerent waveguides and
processing them in separate circuits.
• Temperature dependence. The temperature dependence of the refractive index in
silicon is high, about 1.8 × 10−4/K at 1530 nm. Since the temperature of the cur-
rent processors changes easily by ±15◦C during operation, resulting refractive index
change has a detrimental eﬀect on function of all spectrally sensitive devices like Si-
based ﬁlters or multiplexers. Despite some preliminary achievements [12], this issue
has yet to be solved.
1.3 Photonic crystals
Photonic devices that comprise multiple dielectric materials arranged in a periodic manner
can conﬁne and guide light by an eﬀect physically diﬀerent from the total internal reﬂec-
tion, namely the photonic bandgap eﬀect. In periodic devices, light propagation is dictated
by multiple scattering and interference at the dielectric lattice, which gives existence to fre-
quency bands where the wave propagation is allowed and bandgaps where no waves can
propagate as a result of destructive interference. Similar phenomena occur in electronic
crystals, where electron scattering at periodic lattice of atoms gives rise to electronic band
structure [33]. Therefore, optical devices that exhibit periodic modulation of the dielec-
tric constant are called photonic crystals [34–36]. The simplest one-dimensional periodic
structure also known as multi-layer stack or Bragg mirror has been studied since the be-
ginning of the 20th, however, the genuine scientiﬁc interest in photonic crystals started in
1970’s (Bykov [37])) when the generalization of 1D-stacks to higher dimensions was pro-
posed (Bykov [37]) and terms like ‘photonic bandgap’ were ﬁrst formulated. The practical
photonic crystal devices working at optical wavelength emerged only 20 years later owing
to the immense progress in nanoscale fabrication technology.
1.3.1 One dimensional photonic crystals
Bloch-Floquet theorem. Let’s assume the simplest, one-dimensional photonic crystal
that exhibits periodic modulation in one direction z (see Fig. 1.7) and remains homogeneous
in the two other directions. Such a structure is formed by a dielectric unit called the
unit cell that is repeated along z with the basic step given by the lattice constant a:
ε(z) = ε(z+a) = ε(z+ma), where m is an integer. We say that the structure has a discrete
translational symmetry in the z-direction. According to the the Bloch-Floquet theorem
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[33], such discrete translational symmetry implies an electromagnetic wave solution in form
of a product of a plane wave propagating in the z-direction and a function u(z) that is
periodic in z with period determined by the lattice constant:
Ekz(z) = E0e
ikzzukz(z) (1.16)
In other words, the electromagnetic wave in a periodic medium is actually a plane wave
modulated by a periodic function due to the periodicity of the lattice.
One key consequence of the Bloch theorem is that the wave solutions (also called the
Bloch states) with kz and kz + m 2π/a are identical and have therefore the same optical
frequency ω(kz) = ω(kz + 2πm/a). Hence, the dispersion diagram is periodic in the kz
direction with period equal to the reciprocal vector of the lattice G = 2π/a. To investigate
the dispersion properties of photonic crystals, we can restrict ourselves to one period, which
is typically chosen such that −π/a < kz < π/a, called the ﬁrst Brillouin zone.
Origin of the photonic bandgap. Consider the propagation of an electromagnetic
wave along the z-direction in three diﬀerent 1D photonic crystals shown in Fig. 1.7. The
ﬁrst one exhibits a negligible indext contrast and it can be considered homogeneous with
an artiﬁcially induced periodicity. The corresponding dispersion diagram is a straight light
line as in section 1.1, just folded by the reciprocal vector of the lattice (Fig. 1.7(a)).
Figure 1.7: (a) Band folding in a periodic ’empty’ lattice. (b) bandgap is formed when the refractive
index contrast is introduced. (c) The bandgap increases with the refractive index contrast. Real and
imaginary part of the k-vector is plotted at the right.
Increasing the refractive index contrast leads to coupling between the optical modes at
the points where their folded dispersion curves (anti)cross. As the optical wave propagates
within the photonic crystal, it is diﬀracted by the periodicity of the lattice. At certain
locations, which coincide with either the centre of the Brillouin zone or the Brillouin zone
boundaries, the diﬀracted light can couple into counter-propagating wave by means of the
reciprocal vector of the lattice G = 2π/a. The coupling of the forward (k = π/a) and the
backward propagating wave (k = −π/a) results in splitting of the originally degenerate
state into two states at frequencies ω1 and ω2. Since there are no extended states that exist
in the frequency range between the two states, one speaks about opening of the photonic
bandgap as illustrated in Fig. 1.7(b). The spectral width of the bandgap increases as a
function of the refractive index contrast between the dielectric layers (Fig. 1.7(c)).
The lower-energy state (ω1) has optical ﬁeld concentrated in the high index layers and
the higher-energy state (ω2) in regions with low refractive index. It is a consequence of
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the variational theorem [34]: Mode tends to concentrate its displacement ﬁeld inregions of
high dielectric constant while remaining orthogonal to the modes of lower frequency. Since
the high index medium is often a dielectric and the low index medium the air, the photonic
band found below ω1 is called the dielectric band, while the photonic band of ω > ω2 the
air band.
Evanescent states. Although there are no extended states in the bandgap, if a light
wave is incident at the air/photonic crystal interface, exponentially decaying states with
complex k-vector will be excited. If the imaginary component k-vector is small, these states
can penetrate rather deep into the photonic crystal lattice and signiﬁcantly inﬂuence on
operation of practical ﬁnite-size devices. The role of the evanescent states can be both
positive and negative. If they are coupled with extended states, they can represent a
leakage channel for the energy and thus increase the propagation loss. On the other hand,
they may facilitate coupling into speciﬁc guided modes such as slow-light modes discussed
later in chapter 6). As the frequency is scanned across the photonic bandgap, the imaginary
k increases reaching maximum at the band center and converges back to 0 at the band
edge as depicted in Fig. 1.7(c).
1.3.2 Two dimensional photonic crystals
Purely two-dimensional photonic crystals exhibit periodic modulation in two dimensions,
while they are homogeneous in the third dimension. The physics beyond the light propa-
gation in two-dimensional lattice is similar to 1D crystals: Bloch states and band-structure
formation is governed by the same principes as in the case of simple one-dimensional lattice.
Additional dimension, however, increases the complexity of the problem in the following
aspects:
Figure 1.8: Lattice, reciprocal lattice and 1st Brillouin zone of the (a) triangular and (b) square photonic
crystal. Geometrical position of the principal symmetry points is indicated for both symmetries.
Two dimensional lattice. Periodicity in two dimensions can be realized in various
geometries, the most common are the square and the triangular lattice shown in Fig. 1.8.
The lattice is deﬁned by two lattice vectors a1 and a2 that can be chosen arbitrarily. Each
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set of direct lattice vectors deﬁnes two the reciprocal lattice vectors b1, b2, bi ·ai = 2πδij ,
which specify the reciprocal lattice.
Since two-dimensional photonic crystals are not isotropic, the dispersion diagram has
to be speciﬁed in all possible propagation directions, e.g. as a 2D dispersion map or as its
projection into the principal directions of propagations. Fig. 1.9 shows an example of the
dispersion map and the dispersion band diagram of photonic crystal of triangular lattice
plotted along the three principal dispersion paths: Γ−K, Γ−M, M−K. For TE polarized
light, a photonic bandgap opens at both K amd M symmetry points. The frequency range
where the two bandgaps overlap deﬁnes the so-called omnidirectional photonic bangap,
where reﬂection occurs independently of direction of the incident wave. The TM polar-
ization does not exhibit any bandgap due to degeneracy of the dispersion bands at the
K-point.
Figure 1.9: (a) Two-dimensional dispersion map od the dielectric band of a photonic crystal with a
triangular lattice of air-holes in silicon, air-ﬁlling factor is equal to 35%. (b) Dispersion diagram, i.e. the
projection of the dispersion map into principal crystallographic directions, calculated for the same device
as in (a) for both TE and TM polarizations.
Besides the refractive index contrast and the lattice symmetry, another crucial param-
eter that determines the spectral position and width of the photonic bandgap is the ﬁlling
factor, i.e. the fraction of low-dielectric (hole) surface with respect to the entire surface
of the unit cell. Unlike in one-dimensional photonic crystals where the bandgap opens as
soon as nonzero index contrast is present, in 2D the full bandgap exists only for ﬁlling
factors within a speciﬁc interval of values. For instance, ﬁlling factor of approx. 0.18 is
required to create a bandgap for TE polatization in a triangular lattice of air-holes.
Polarization. In two-dimensional lattice, light can propagate in two orthogonal polariza-
tions: TE with nonzero Ex, Ey and Hz components, and TM polarization with Hx, Hy and
Ez. The two polarizations have diﬀerent bandstructures and their bandgaps don’t overlap
except for carefully engineered devices. Dielectric bulk with air holes favours opening of
the TE bandgap, while the TM bandgap is prevailingly found in pillar-type structures,
such as dielectric pillars in the air.
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Group velocity. In the vicinity of photonic bandgaps, one can observe a strong deviation
from the linear dispersion dependence that is characteristic for homogeneous medium. The
dispersion curves get ﬂatter, which results in a decrease of the group velocity that converges
to zero at the actual band edge. The slow light allows for creation of broad-area modes
where the propagating light is reﬂected into counter-propagating modes and vice versa,
which provides e.g. satisfactory optical feedback to trigger the laser action. Band edge
modes are often used in vertically emitting photonic crystal lasers in the spectral range
from visible to terahertz [38–40].
As illustrated in 2D dispersion map in Fig. 1.9(a), at the proximity of the band edges
the equifrequency surfaces deviate from circular shape, as expected for strongly anisotropic
media. The direction of the group velocity, which is by deﬁnition always perpendicular
to the isofrequency lines (Eq. 1.7), strays from the direction of phase velocity leading
to interesting phenomena like self-collimation, superprism eﬀect or negative refraction.
Self-collimation occurs at frequencies where the dispersion isolines are ﬂat; whatever the
incident angle, the group velocity and hence, the energy carried by the optical beam,
propagates in a single direction, the beam gets collimated (Fig. 1.10(a)) [19]. The Super-
prism eﬀect, on the other hand, makes use of sharply curved equifrequency surfaces to
induce strong dependence of the refracted light direction on the angle or frequency of the
incident light (Fig. 1.10(b)) [41]. Finally, negative refraction at the proximity of certain
photonic band edges, which exhibit circular isofrequency contours and negative dispersion
slope around the Γ-point [42]. This results in anomalous refraction, similar as observed in
left-handed materials.
Figure 1.10: (a) Self-collimation and (b) superprism eﬀect explained in terms of group velocity that must
be perpendicular to equifrequency contours. Experimental demonstration of both eﬀects was presented in
1999 by H. Kosaka et al. [19,41]
1.3.3 2D Photonic crystals in dielectric slab
Despite many intriguing properties of 2D photonic crystals, they are by deﬁnition inﬁnite in
one direction and consequently not suitable for practical applications. The only exception
are photonic crystal ﬁbers which can be viewed as a special type of 2D photonic crystal of
radial symmetry. In integrated optics, photonic crystals based on slab waveguides are much
more common as they can truly conﬁne the light in both direction perpendicular to the
direction of propagation. The vertical conﬁnement within the plane of the slab is provided
by the total internal reﬂection, whilst the light propagation in the plane is dictated by the
photonic crystal lattice.
Fig. 1.11 compares the dispersion bandstructure of an ideal two-dimensional photonic
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crystal and a slab-based photonic crystal. The shape of the dispersion is similar, however,
the dispersion curves of the slab waveguide are stretched in frequency due to vertical mode
conﬁnement and slightly modiﬁed in shape by inherent dispersion of modes of the planar
waveguide. Furthermore, as in the case of a simple dielectric slab discussed in section 1.2.1,
the lightline argument applies; all modes that are found above the cladding light line can
radiate out-of-plane, thus accounting for high propagation loss. Finally, the eigenmodes of
the slab PhC waveguide are no longer purely TE and TM polarized, however, still classiﬁed
as quasi-TE (Ex, Ey, Ez = 0, Hx, Hy, Hz) and quasi-TM (Ex, Ey, Ez, Hx, Hy, Hz = 0).
Both polarizations can interact if the vertical symmetry of the structure is broken, e.g. in
SOI material system where the top (air) and the bottom (silica) claddings exhibit diﬀerent
refractive indices [43].
Figure 1.11: (a) Dispersion diagram of an inﬁnitely long, two-dimensional photonic crystal with a tri-
angular lattice of air-holes in silicon. The air-ﬁlling factor f = 35%. (b) Dispersion diagram of a 2-D
photonic crystal in a 220-nm thick silicon slab surrounded by the air. Other structural parameters are
identical as in (a).
1.3.4 Defects in two-dimensional photonic crystals
Any irregularities of the periodic photonic crystal lattice aﬀect the Bloch mode propaga-
tion, which gets either scattered at the defects, or localized. In the latter case, the defect
gives rise to new ‘defect’ states, which can be represented as a superposition of all states
supported by the photonic crystal, both extended and evanescent. If the new state is found
in the photonic bandgap, the ﬁeld remains localized at the defect position and decays ex-
ponentially into the bulk photonic crystal. In two dimensional slab-based photonic crystals
we can classify the defects in respect to their dimensionality as 0-dimensional (0D or point
defects) and one-dimensional (1D or line defects).
Cavities
Point defects in 2D photonic crystal lattice, or so-called photonic crystal cavities, are cre-
ated by removing, adding or shifting the position of one or more lattice ‘atoms’, i.e. holes
or pillars. If carefully designed, such cavities can achieve extremely high quality factors
Q ∼ 106 and strong ﬁeld conﬁnement [44, 45], resulting in enhanced light–matter interac-
tion within an extremely small volume. Fig. 1.12 plots some typical examples of cavity
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geometries. Photonic crystal cavities ﬁnd a vast number of applications in telecommuni-
cations [46], lasers and quantum electrodynamics [47] nonlinear physics [48] and, based on
experimental demonstrations achieved to date, they also constitute a promising building
block for optical (bio)sensors [22,49,50]. A special attention has been payed to interaction
between the cavity mode and a light source, i.e. a quantum dot, embedded in the cavity.
Eﬀects like spontaneous emission supression, enhancement and strong coupling have been
observed experimentally. Other important applications include laser cavities, ﬁlters, polar-
isation splitters, wavelength division multiplexers as well as recent applications in cavity
opto-mechanics.
Figure 1.12: (a) L3 and modiﬁed L3 cavity by T. Asano et. al [45]. (b) High-Q cavity with lateral
shift of holes proposed by Kuramochi et. al. [44], Photonic crystal cavity for optical trapping and sensing
applications by M. R. Lee et. al. [51]
Optical cavities concatenated in a chain create a special type of optical waveguide,
the so called Coupled-cavity waveguide [52, 53]. Such waveguides are characterized by
low group velocity, quasi-zero group velocity dispersion, and hence, they have a large
application potential as optical buﬀers or delay lines.
Waveguides
If one or more lines of ‘atoms’ are removed from the photonic crystal lattice, optical ﬁeld
of the created defect state is conﬁned in the direction perpendicular to the defect, but can
delocalized and become guided along the defect as in a standard one-dimensional optical
waveguide. The most famous example of a line defect photonic crystal waveguide is the
W1 waveguide depicted in Fig. 1.13 that is created by removing 1 row of holes in the Γ−K
direction. As shown in Fig. 1.14(a), such a waveguide support two TE-polarizad modes,
even and odd, found inside the ﬁrst bandgap of the bulk photonic crystal clading.
The projected band structure. The position of the bandgap in one-dimensional dis-
persion plot can be conveniently visualized by so-called projected band structure of the
photonic crystal mirror. In fact, the dispersion of the supported line-defect mode is strictly
deﬁned only in the direction of propagation z. As soon as the mode overlaps in frequency
with a 2D dispersion band of the photonic crystal cladding, it can couple with any of the
Bloch modes with identical kz component, independently of the ky value. This can be
illustrated in the reciprocal space as in Fig. 1.14(b): for a given frequency ω, all possible
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Figure 1.13: (a), (b) SEM image of the W1 waveguide in triangular photonic crystal lattice suspended
in the air and (c) its top-view image.
Bloch modes along kz = const are considered. If there are no Bloch states with given kz,
the line defect mode is truly guided within the photonic crystal plane. However, if such
Bloch modes exist, they represent a leakage channel for the defect mode, thus breaking its
lateral conﬁnement.
The set of points (ω, kz) for which a Bloch solution exists forms the so-called pro-
jected band diagram of the photonic crystal cladding, as depicted by gray shaded region in
Fig. 1.14(a). In this context, the boundary of the projected band structure can be consid-
ered as a lightline of the lateral photonic crystal cladding; as soon as the originally guided
modes crosses such a boundary, it becomes leaky through coupling with the continuum
of extended states of the photonic crystal environment. Conversely, the light cone can be
regarded as a projected band diagram of the top/bottom cladding of the slab waveguide
as also illustrated in Fig. 1.14 (c).
Photonic crystal W1 waveguides can guide light with propagation loss comparable to
nanophotonic wire waveguides (5 dB/cm [18, 54]). In addition, they can realize sharp,
Figure 1.14: (a) Dispersion diagram of a single line defect photonic crystal waveguide (W1 waveguide)
processed in a silicon membrane, with lattice constant a = 420 nm and air-ﬁlling factor equal to 30%.
Projected band diagram of the photonic crystal cladding is shown in grey. (b), (c) Schematic illustration
of the photonic band projection along a given direction kz for the photonic crystal and air top/bottom
cladding, respectively.
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virtually lossless bends and corners thus enable to control the direction of light at the
wavelength scale. Nevertheless, a lot of eﬀort have been invested into optimization of such
bends (changing the number, size or position of holes at the bends) to avoid spurious
back-reﬂection loss within a reasonable operation bandwidth [55,56].
W1 waveguides are also intensively studied as a possible candidate for slow light ap-
plications [57], as they exhibit a region of ﬂat dispersion in the proximity of the mode
cutoﬀ. This region can be extended and linearized by adjusting the size or/and position
of holes in the vicinity of the line defect [58,59]. In such slow-light engineered waveguides,
light speed reduction by a factor of ∼ 30 within the bandwith of approx. 10 nm has been
achieved. Two W1 waveguides coupled laterally can also support slow optical modes with
quasi-zero group velocity dispersion as has been recently demonstrated by the group of T.
Baba [60,61].
1.3.5 Three dimensional photonic crystals
3D-complete photonic bandgap, i.e. a common bandgap for all directions and polariza-
tions, can be achieved only in 3D photonic crystals, which exhibit periodic modulation
of the dielectric constant in all three orthogonal directions. The ﬁrst 3D-photonic crystal
geometry fabricated in 1989 and investigated experimentally was the face-cubic centered
(fcc) lattice [62], which was found, however, to not to open omnidirectional bandgap even
for an index contrast as high as 4 and ﬁlling factor of 96% [63]. After this failure, diﬀerent
working designes mostly based on diamond lattice were proposed, which include:
Figure 1.15: (a) The Yablonovite: Schematic drawing of the fabrication procedure by hole drilling [64],
top view SEM [65] and hand-drawn [66] image of the structure. (b) The woodpile structure: Schematic
drawing [67] and SEM images [67,68]. (c) Opals and inverse opals [69]
• Yablonovite [64]. The Yablonovite is fabricated by drilling holes at speciﬁc angles
(120◦) with inclination of 35◦, e.g. by means of focused ion beam. (see Fig. 1.15(a))
• Woodpile structure [67,68,70]. It has a diamond symmetry and could be made layer-
by-layer by stacking pre-patterned silicon wafers or rods in crisscross fashion. (see
Fig. 1.15(b))
• Inverse opals. Artiﬁcial opals can be processed from silica or polystyrene colloids
by self-assembly techniques suitable for mass production. The spheres assemble in
closed packed fcc geometry, which does not exhibit a bandgap, but the inverted
structure has one. The inversion is done by inﬁltrating high index material such as
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as silicon into the voids of opal structure and subsequent etching of the spheres [69].
(see Fig. 1.15(c))
An inconvenience of 3D photonic crystal is that, once fabricated, their dispersion properties
including bandgap behavior cannot be easily altered or engineered for practical functions.
Moreover, the controlled introduction of defects is hard to achieve. Both issues were rather
successfully challenged in recent publications [71,72]
1.3.6 Electromagnetic formulation and numerical simulation
The dispersion band structure render complete information about electromagnetic wave
propagation in photonic crystals. It deﬁnes the position and the width of the bandgaps,
as well as direction and velocity of propagation of Bloch modes within photonic bands.
Theoretical calculation of dispersion, however, requires to solve the full vectorial Maxwell’s
equations 1.1 in a periodic medium, which is a complex task requiring the use of numerical
tools, especially if 2D or 3D photonic crystals are involved.
Assuming linear and lossless dielectric medium and harmonic wave solution, the Maxwell’s







The master equation represents an eigenvalue problem for a Hermitian operator Θ =
∇× 1ε(r)∇×. For a given k-vector, the eigenvalues of the problem give the allowed frequen-
cies, i.e. the dispersion relation, and the eigenvectors yield the ﬁeld distribution of the
corresponding Bloch modes.
Scaling properties One interesting property of photonic crystals is the scalability of
their optical properties in respecto to the length and the dielectric constant, as can be
easily demonstrated from the master equation. If the length scale of the dielectric constant
distribution is compressed by a factor s, i.e. ε(r′) = ε(r/s), after changing the variables







which is again a master equation, but with compressed mode proﬁle H(r′) = H(r/s) and
s-times higher frequency ω′ = sω. Similarly, when dividing the dielectric constant by the
factor s2, ε(r′) = ε(r)/s2, the optical frequency scales (ω′ = sω), however, the ﬁeld H(r)
remains unchanged.
The scalability of photonic crystal makes it possible to tune their dispersion properties
as required for particular applications. For instance, one can ﬁt the bandgap into desired
frequency range by pure squeezing or stretching the photonic crystal lattice (so-called
lithographic tuning). It is therefore often convenient to introduce dimensionless units
for the wave vector and frequency, namely the reduced wave vector k′ and the reduced
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where a is the photonic crystal lattice constant and λ is the vacum wavelength. The reduced
units k′ and u uniquely identify the Bloch state independently of the spatial scaling of the
photonic crystal.
1.3.7 Numerical calculation methods.
There is a large variety of algorithms that can be employed to solve the master equation.
The ﬁnal choice depends on the complexity of the structure (inﬁnite periodic or non-
periodic), the desired calculation output (dispersion or transmission) and last but not
least, the available time and computational facilities.
Plane wave expansion method (PWE)
The Plane wave expansion method initially proposed by M. Plihal et. al. [73] and K. M.
Ho et. al. [74] is based on decomposition of both the ﬁelds and dielectric function into





















Such a decomposition allows to simplify the master equation (1.17) into a matrix eigen-
value problem (magnetic permeability μ(r) = 1):
∑
n
Cn(k) · |k + Gn| · |k + Gm| · ηm−n = ω
2
c2
Cm(k) for TM polarization (1.24)
where Cm(k) = |k + Gm| ·Am(k)∑
n
Bn(k) · (k + Gn) · (k + Gm) · ηm−n = ω
2
c2
Bm(k) for TE polarization (1.25)
(1.26)
where the eigenvalues provide the optical frequencies of Bloch modes for a given k and
corresponding decomposition coeﬃcients, i.e. eigenvectors, allow to reconstruct the full
electromagnetic ﬁeld. The advantage of this method is that it can be used for almost
any photonic crystal structure (complex structures use the super-cell approach), it yields
directly the dispersion diagram and it gives a good insight into the physics of photonic
crystals.
Modiﬁcation of this method proposed in [75] uses an alternative approach: ﬁx the
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frequency and scan the k-space in order to ﬁnd the appropriate solutions. Such an inverse
task allows to ﬁnd both real and imaginary components of the wave vector k and, hence,
calculate the radiation losses and the dispersion of the evanescent modes. It makes is
also feasible to account for the dispersion of dielectric permittivity (and permeability).
However, plane wave expansion in any of its modiﬁcations it is not appropriate to calculate
properties of large non-periodic devices (calculation time increases rapidly with the size of
the supercell), ﬁnite structures, and is not capable of calculating the transmission/reﬂection
spectra.
Dispersion of slab-based 2D photonic crystals can be calculated using an alternative
method, namely the Guided mode expansion (GME) [76]. This method uses guided
modes of the dielectric slab instead of plane waves as the basis set for the Bloch mode
decomposition, and in this way it allows to shrink the full three dimensional problem into
two dimensions, while taking into account the slab dispersion. As experimentally demon-
strated in the next chapters of this thesis, the GME method is in ideal tool for simulation
of slab-based photonic crystals: it allows to reproduce the experimental dispersion to a
large degree of precision, and at the same time it saves the computational time compared
to full 3D PWE.
All photonic band structure calculations presented in this work were performed using
2D PWE and GME routines developed by D. Leuenberger [35] and V. Zabelin [77]. The
PWE method combined with eﬀective index approach allows us to quickly and accurately
simulations dispersion properties of two-dimensional PhC devices; it can calculate the
dispersion diagram, 2D full dispersion maps and electromagnetic ﬁeld distribution of the
supported Bloch modes. It uses the perturbation theory to rapidly calculate the variation
of dispersion properties upon ﬁne tuning of structural parameters. Last but not least,
frequency-based modiﬁcation of the PWE method is implemented, allowing for calculation
of both the real and imaginary part of the wave-vectors.
The GME method is used for dispersion calculations of 2-dimensional photonic crystals
in thin dielectric slabs (typically 220 nm). Unfortunately, up to this date, the GME tool
does not allow to simulate the ﬁeld-distribution, nor calculate the optical loss.
Finite diﬀerence time-domain methods (FDTD).
FDTD is widely use to calculate the transmission and reﬂection spectra of any photonic
device including photonic crystals, however, it is not very suitable to solve for the dispersion
relation. Moreover, it is a ’black box’ method, which does not facilitate the physical
understanding, it is extremely time consuming and requires a smart choice of initial and
boundary conditions to excite all the desired Bloch modes and to avoid spurious reﬂections
due to ﬁnite size of the calculation area.
The FDTD-based Crystal Wave software package by Photon Design is used in our
group to simulate the temporal evolution of light propagation, as well as transmission and
reﬂection spectra.
Finite element method (FEM)
FEM is a frequency domain method based on variational principle. It allows to calculate
system eigenmodes, and hence, the dispersion relation including the mode proﬁles. Material
discontinuities can be treated more eﬃciently than in the case of PWE.
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We use the commercial FEM-based COMSOL simulation software to calculate the
dispersion and electromagnetic distribution of optical defects and cavities, including their
quality factors and optical loss.
Transfer matrix method
For completeness, the Transfer matrix method divides the structure into layers and solves
the propagation of light through the media using scattering matrices of individual layers.
It is less universal as the scattering centres (i.e. the photonic crystal ‘atoms’) have to be
arranged in layers.
Film mode matching method by J. Čtyroký (initially proposed by A. S. Sudbo [78])
and CAMFR Maxwell solver developed at INTEC, Ghent University, fall into this category.
Both methods were used to calculate the dispersion properties of non-periodic nanopho-





High index contrast photonic nanostructures are characterized by dimensions that are of
the order of, and typically smaller than the wavelength of light for which they are designed.
In devices intended for telecom applications that operate at near-infrared wavelengths the
smallest features scale down to one hundred nanometers, and the requirements on their
precision are of order of one nanometer. Such devices call for mature nano-scale machining
technology, that should, ideally, allow for cheap and massive production.
Because of similar size scale, material, and precision requirements, the same technology
is used to process both the TIR-based nanostructures and the photonic crystal devices.
Although certain photonic bandgap materials appear in nature (silica opals or tissue of
certain butterﬂy wings, peacock feathers, etc.), they are extremely rare and introduction
of defects as well as scaling of their dispersion properties to desired wavelengths cannot
be easily achieved. In particular, 2D slab-based photonic crystals dealt in this thesis, with
carefully designed and well-deﬁned material properties, can be processed only artiﬁcially.
The state of the art fabrication process is based on the following steps:
• Lithographic patterning of the structures using deep UV or electron beam lithogra-
phy.
• Pattern transfer to the design layer, typically by dry etching of the device layer.
• Buried oxide removal to achieve vertically symmetric structures, such as free standing
membranes. This step is omitted in SOI-based structures, or can be replaced by
deposition of the top cladding oxide layer.
All three technological steps are subject to variations dependent on particular material
system; the process ﬂow used for SOI-based structures treated in this thesis is schematically
shown in Fig. 2.1, and each of the steps will be detailed below.
Several modiﬁcation of the above listed fabrication steps are possible; an example
includes etchless silicon waveguides formed by thermal oxidation reported by Cardenas et.
al. [79]. Such waveguides are fabricated by selective oxidation of extremely thin silicon layer
buried within the silica cladding, which produces ultra-smooth sidewalls with roughness
as small as 0.3 nm, compared to standard values of 5 nm for etched sidewalls [30]. The
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Figure 2.1: Schematic image of the process ﬂow used at EPFL to fabricate Silicon-based nanophotonic
devices and photonic crystals. (a) Fabrication of the SOI devices using E-beam patterning and Inductively
Coupled Plasma Reactive Ion Etching (ICP-RIE). (b) Buried oxide removal by wet etching in BHF.
waveguides have a propagation loss of 0.3 dB/cm at 1.55 μm, however, the price to pay
are larger dimensions (width of 1 μm) and weaker lateral ﬁeld conﬁnement.
For completeness, it should be mentioned that there are ongoing attempts to fabricate
diﬀerent nanophotonic structures, in particular photonic crystal devices, by direct writing
using focused ion beam [80,81]. With exception of few working grating-based devices made
by this technique [82], the optical quality is generally too low for practical applications.
2.1 Lithographic patterning
Standard ultra-violet (UV) lithography uses light to transfer a geometric pattern from the
photo mask to a light-senitive photoresist. From the photoresist, the pattern is translated
to the device layer by etching. Historically, the wavelength of the UV light sources used
for lithography has decreased from ≈ 400 nm to presently used 193 nm line of ArF excimer
lasers. Combined with liquid immersion optics, the smallest possible feature sizes that can
be achieved with193 nm lithography are of the order of 50 nm, and are being currently
reduced beyond 22 nm. Such resolution is already satisfactory to deﬁne the majority of
nanophotonic devices based on semiconductor material systems. The main advantage of
the deep-UV lithography is its potential for massive production and ability to expose large
areas, which is inevitable for successful technology transfer to industry. The technique
was adopted by our collaborating partners at IMEC (Interuniversitary Micro-electronic
Centre, Belgium) [83] to pattern arrayed waveguide circuits and photonic crystal structures
investigated in the Chapters 4 and 7 of this thesis, respectively.
Holographic lithography represents an alternative to standard lithography that can be
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used to pattern periodic structures such as photonic crystals. By simultaneous exposure
of the resist with several coherent laser beams, a two or three dimensional interference
pattern is formed, deﬁning the low or the high index regions. This technique has intriguing
applications especially in combination with electron beam writing that allows to create
defects in otherwise perfectly periodic structure [36].
2.1.1 Electron-Beam Lithography
Nanophotonic devices of the best optical quality are achieved by direct electron beam writ-
ing, i.e. the Electron Beam Lithography. Current e-beam machines allow for an exquisite
resolution of ≈ 1 nm, they can expose any type of pattern on a large variety of available
resists, and are therefore often the ﬁrst choice in research and prototyping activities. The
drawback is slow exposure speed that results from the serial nature of the writing process
where the pattern is exposed point by point, and relatively small area that can be exposed
in one step.
Stitching errors. To write a pattern, the e-beam machines scans the focused electron
beam over the sample by deﬂecting the beam with electromagnetic coils. At large deﬂection
angles the deﬂection accuracy decreases due to unavoidable electric current noise in electro-
magnetic coils and ﬁnite addressing accuracy of digital-to-analog converters that translate
digital design to analog deﬂection signals. Therefore, precise exposure of small features
over large writing ﬁeld is impossible and the pattern is broken into so-called main writing
ﬁelds; their dimensions depend on the required resolution and vary from several tenths of
micrometers for the smallest to several hundreds of micrometers for the largest features.
Larger areas are then written by combining the deﬂection with a mechanical movement
of the sample stage to create a patchwork of single exposure ﬁelds. The mechanical shift
has a limited accuracy, which is as large as 20 nm in the best e-beam systems, resulting
in stitching errors easily visible in scanning electron microscopy (SEM) images. As shown
in Fig. 2.2, such errors act as point defects, inducing important scattering and back reﬂec-
tions due to impedance mismatch at the position of the stitching. The problem of stitching
can be reduced by maximizing the main ﬁeld size, however, it cannot be avoided with the
currently available technology.
Subﬁeld corrugation. The pattern within each main writing ﬁeld is further fractured
into elementary shapes as rectangles, trapezoids, arrayed rectangles and arrayed trapezoids.
Each of the elementary shape is written sequentially in meander fashion, then the beam
steps to another one. The fracturation into such trapezium ﬁelds, or subﬁelds, can also
have an impact on the written pattern, in particular, if the e-beam exposure dosage is
low. The subﬁeld fracturation is then imprinted on the actual pattern in form of a weak,
residual grating with (sub)nanometer corrugation, which might not be visible in the SEM,
but produces undesired light scattering contributing to the propagation loss.
Fig. 2.3 shows an example of periodic subﬁeld corrugation of a nanowire waveguide
that causes scattering along the waveguide core. Periodic nature of the corrugation is
demonstrated by measuring the angular spectrum of the scattered light, which exhibits
two peaks found at two discrete angles. These peaks correspond to the ﬁrst and second
diﬀraction order of the waveguide TM-polarized mode diﬀracted into the air by the corru-
gation grating. The angular spacing between the two diﬀraction orders gives the grating
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Figure 2.2: Examples of fabrication errors due to main write ﬁeld stitching. (a) Top-view scanning
electron microscopy (SEM) image of a ring resonator with barely visible lateral stitching error. Scattering
of the guided mode at the stitching is demonstrated by infrared (IR) near-ﬁeld imaging. (b) Stitching
error observed on a slot wire waveguide. Overlay of the main write ﬁelds causes double exposure and
consequently the waveguide thinning. (c) Stitching error in combination with waveguide corrugation due
to subﬁeld fracturation under low-dose exposure.
period of 1.28 μm, that is exactly the dimension of trapezoidal subﬁeld used in the e-beam
writing process. Further, the intensity of the scattered light allows us to roughly estimate
the root mean square (rms) roughness of the corrugation to 1 nm, which is not detectable
by standard SEM imaging [84].
Figure 2.3: (a) SEM and (b) infrared (IR) image of a nanowire waveguide. Although the side-wall
corrugation is not visible in the SEM, the near-ﬁeld IR image shows increased light scattering along the
waveguide core. Angularly resolved spectrum of the scattered light exhibits discrete diﬀraction peaks, thus
conﬁrming the periodic nature of the corrugation.
The scattering induced by subﬁeld corrugation will be detailed in Chapter 3 and 4.
If the e-beam dose is too low, the eﬀect of the corrugation can be drastic, as illustrated
in Fig. 2.2(c). On the other hand, the proper setting of the e-beam dose can (almost)
completely eliminate this problem.
Proximity eﬀects. Another issue distorting the original pattern is related to backward
scattering of electrons as well as to production of secondary electrons in the photoresist
and the device layer. Back scattered electrons lead to secondary exposure of the resist that
can be classiﬁed as follows [85]:
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• Inter-proximity eﬀects. If two features are closely spaced, the electrons exposing
one shape contribute to the dose of the neighbouring pattern; the boundary of both
features gets overexposed and their size enlarged.
• Intra-proximity eﬀects. the dose in the centre of the pattern is larger than at the
edges and the corners, hence, the corners are underexposed and the sharp edges are
rounded.
The proximity eﬀects are more pronounced for low electron acceleration voltage, since the
back-scattering occurs in the proximity of the photoresist. The higher the energy of the
incoming electrons, the deeper they penetrate into the device and substrate layers, and
the contribution to the resist exposure is reduced. Fig. 2.4 shows that going from 10 kV
to 20 kV increases the penetration depth of the electrons from 1 μm to around 6 μm [85].
At 100 kV the penetration depth in silicon is around 100 μm.
Figure 2.4: Electrons back-scattered towards the photoresist contribute to the exposure, causing the
proximity errors. Increasing the acceleration voltage from 10 kV to 20 kV already largely reduces the
amount of scattered electrons that can reach back the resist layer [85].
There are two solutions to reduce the impact of the proximity eﬀects: either to use high
enough acceleration voltage (100 kV) or to apply proximity error correction tools, such as
the e-beam dose modulation. The latter require extensive calculations to determine the
proper dose for each individual part of the pattern.
2.2 Dry etching
After lithographic patterning of the photonic devices, the pattern has to be transferred
from the photosensitive resist to a high-index device layer, i.e. silicon, by highly anisotropic
etching. There are a few requirements that have to be fulﬁlled to fabricate working, high
quality devices:
The pattern transfer must yield vertical holes and trenches with high aspect ratio and
low surface roughness. Non-vertical side-walls break the symmetry of the device, which
leads to TE/TM polarization mixing [43] and to excessive out-of-plane radiation loss [35].
On the other hand, low surface roughness of vertical side-walls is required to reduce the
scattering loss.
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The etching process must be highly selective in respect to the photomask used. In
other words, the photoresist layer must resist the etching process until the device layer is
etched through. For SOI devices, 200 nm thick layer of ZEP-520 resist can sustain etching
of 200 to 300 nm thick silicon layer typically used to fabricate singlemode waveguides. It is
very important to etch through the whole device layer down to the buried oxide, especially
if the sample is to be membraned. Unopened holes in photonic crystal devices make it
impossible for wet etch to penetrate to the buried oxide layer and the whole membraning
process fails, which is shown in Fig. 2.5(a).
Figure 2.5: (a) Holes not etched down to the buried oxide layer prevent formation of homogeneously
etched membrane. Oxide residues visible in the central part of the image induce strong scattering of the
propagating mode, which has a drastic eﬀect on the device performance. (b) Example of a good quality
membrane, where the buried silicon oxide was completely etched away. Isotropic nature of the wet etching
process is visible from the comparison of the lateral underetch (visible in the top-view SEM images) and
the thickness of buried oxide layer.
The above condition can be fulﬁlled by highly anisotropic dry etching techniques such
as reactive ion etching (RIE), which is a combination of chemical an physical etching
(sputtering) in chemically reactive plasma. The plasma is generated under low pressure
(vacuum) by an electromagnetic ﬁeld. High-energy ions from the plasma are accelerated
towards the sample surface, attack the surface and react with it.
An example of a Deep-RIE technique that can yield nearly vertical sidewalls with high
aspect ratio up to 50:1 is called the Bosch process, also known as pulsed or time-multiplexed
etching [86]. The process alternates repeatedly between two modes:
1. A standard, nearly isotropic plasma etch. In case of silicon, the plasma contains
sulfur hexaﬂuoride SF6 ions, which attack the wafer from a nearly vertical direction.
2. Deposition of a chemically inert passivation layer. For instance, C4F8 source gas
yields a substance similar to Teﬂon.
Each phase lasts for several fractions of seconds. The passivation layer protects the entire
substrate from further chemical etching. However, during the etching phase, the directional
ions bombard the the passivation layer at the bottom and they sputter it oﬀ, exposing the
bottom to the chemical etchant. The side wall passivation layer remains intact, which
results in highly directional etching.
These etch/deposit steps are repeated many times over resulting in a large number of
very small isotropic etch steps taking place only at the bottom of the etched pits. The
two-phase process causes the sidewalls to undulate. The cycle time can be adjusted: short
cycles yield smoother walls, while long cycles yield a higher etch rate.
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2.3 Buried oxide removal
Removing the bottom cladding layer creates vertically symmetric structures where no
polarization mixing occurs, and moreover, it results in an increase of the vertical index
contrast. The latter increases the optical ﬁeld conﬁnement and reduces propagation loss
due to radiative or evanescent leakage into the substrate.
The buried oxide is typically removed by isotropic wet etching; in SOI devices, the
process involves the use of buﬀered hydroﬂuoric acid (BHF) to selectively remove the silica
cladding with the etching rate of about 70 nm/min. Free-standing silicon membrane is
formed as shown in Fig. 2.5(b).
Care needs to be taken to protect the sample facets as well as long nanowire devices that
would, unlike the photonic crystal membranes, collapse without the buried oxide cladding
or properly designed lateral support. Fig. 2.6 shows an SEM image of an access nanowire
waveguide supported by thin lateral tethers, which represents one solution to fabricate free-
standing nanowire devices [87]. The supporting tethers should be extremely thin (down to
60 nm if spaced by 20 μm) to not to substantially disturb the propagating mode. Note,
however, that periodic tethers act as one-dimensional Bragg grating that creates photonic
mini-stop bands in the waveguide transmission spectra as well as intramodal coupling as
discussed in [88]. Therefore, aperiodic spacing between the tethers is preferred to avoid
spectral dips in transmission, which are observed e.g. in Fig. 2.6 (c) reproduced from [87].
Figure 2.6: (a,b) SEM image of nanowires suspended by 45-nm thin lateral supporting pads. (c) Trans-
mission showing that the supporting pads don’t inﬂuence the transmission spectrum except from a narrow
region; the observed dip in transmission can be attributed to coupling between ﬁrst and third order TE
modes mediated by the periodic perturbation of the waveguide. Figures (b) and (c) have been taken
from [87]
2.3.1 Nanophotonic fabrication at EPFL
Technological facilities at Centre of Micronanotechnology (CMI), EPFL, allow for fabri-
cation of high quality silicon-based nanophotonic structures including photonic crystals
devices. The fabrication process for SOI and silicon membrane photonic crystals at EPFL
was developed and optimized by Hua Zhang, and its detailed description is given in [89].
This section will brieﬂy summarize the main points of the process ﬂow.
Substrates. Silicon-on-Insulator wafers were obtained from SOITEC S.A. Grenoble,
France. Wafers of 200 mm in diameter consist of 700 μm silicon substrate and 220 μm
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silicon device layer separated by 2 μm-thick silica buried oxide layer.
The most critical parameter is the thickness of the device layer; even small variations
in the dimensions of nanostructures can induce an important shift in the dispersion, which
can strongly aﬀect the device performance. For instance, the thickness variation of 5 nm
causes the W1 mode cutoﬀ to shift by 8 nm. Such a shift is critical in the slow light
regime, where the full exploitable operation bandwidth is not larger than 10 nm. The
device layer thickness and its tolerance given by the manufacturer is 220± 3 nm, however,
measurements by spectroscopic ellipsometry [89] give the average value of 222 nm with total
variation of 9 nm. The strongest deviation from the average values occurs in concentric
rings at the borders and the center of the wafer. By excluding these areas for real sample
processing, the expected thickness variation can be reduced to the speciﬁed ± 3 nm.
Prior to patterning, the SOI wafer is diced into rectangles of 10 × 14 mm2 and the
substrate is polished down to 270 μm. Thinning the substrate helps to improve the accuracy
of cleaving the processed samples into the ﬁnal dimensions of 4 × 14 mm2, providing for
straight and smooth sample facets.
Resists. There are two positive photoresists sensitive both to e-beam and UV radiation
used in the fabrication process:
• ZEP-520A resist is used as a dry etch mask for silicon due to high resolution and
sensitivity to e-beam lithography as well as high selectivity to ICP etching. After
standard sample cleaning, 200 nm thick layer of the resist is spin-coated on the sample
surface and baked at 180◦ for 3 minutes. Such a thickness is suﬃcient to etch down
through the 220 nm silicon device layer.
• AZ5214 image-reversible photoresist is employed as a wet-etch mask and it is pat-
terned by standard lithography.
• PMMA resist was employed to deﬁne surface probe gratings as discussed in Chap-
ter 3. 300-nm thick layer spin-coated on the sample surface is patterned by standard
lithography.
E-beam lithography. Vistec EBPG5000 electron beam lithography machine housed in
the class 100 clean room facilities of CMI centre has the following key features:
• 20 to 100 keV acceleration voltage. Such high voltage eliminates the necessity of
proximity error correction.
• 1.25 nm minimum pixel size, which makes it possible to write and expose features
smaller than 10 nm.
• 20 nm mean stitching and overlay accuracy. Diﬀerent layers speciﬁed in the mask
design ﬁle that are to be written with diﬀerent resolutions can be overlaid with an
accuracy of 20 nm, which is equal to the accuracy of the main writing ﬁeld stitching.
Dry etching The technology uses Inductively Coupled Plasma (ICP) AMS-200 machine
to create the plasma by radio-frequency electromagnetic ﬁeld (13.56MHz, power 1.5 W,
chamber pressure 3×10−2 mBar). Optimized Bosch process with SF6 dissociation and
C4F8 passivation at a balanced ratio 26/63 sccm yields smooth, vertical sidewalls.
Wet etching After dry etching, the sample is spin-coated with 1.4 μm ﬁlm of image-
reversible photoresist AZ5214, and standard lithography is used to delimit the surface areas
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to be membraned. Etching for 30 minutes in BHF results in completely opened membrane
as shown in Fig. 2.5(b). Finally, supercritical drying in hot isopropanol vapor follows in
order to release any strain in the membrane caused by water surface tension.
2.3.2 Nanophotonic fabrication at the University of St Andrews
The platform uses silicon-on-insulator (SOI) wafer from SOITEC consisting of a 220 nm
thick silicon layer separated by a 2000 nm thick silica layer from the silicon carrier. The
periodic patterns are deﬁned in ZEP-520A electron beam resist using a hybrid RAITH
Elphy Plus/LEO Gemini 1530 electron beam writer with 2 nm placement accuracy. The
system uses proximity correction by dose modulation. The pattern transfer into the device
layer is performed using a high performance home built reactive ion etching system with
a 1:1 blend of SF6 and CHF3 gases, a DC bias of 200 V and relatively low power (20 W).
The silica cladding beneath the devices is selectively removed with hydroﬂuoric acid.
2.3.3 Nanophotonic fabrication at IMEC
The Interuniversitary Micro-electronic Centre, IMEC, is a partner organization of the
ePIXfab platform (www.epixfab.eu), which realizes wafer-scale fabrication of silicon pho-
tonic integrated circuits’s for research and prototyping. The IMEC’s key process is oriented
on fabrication of passive photonic functions of 200 mm silicon-on-insulator wafers with 220-
nm thick device layer and 2-μm buried oxide layer, i.e. the same wafers as used at EPFL
and the University of St. Andrews. The nanophotonic devices are patterned by 193 nm
deep UV lithography, which is capable of achieving a minimal line width of 120 nm with
the minimum pitch of 300 nm. Besides patterning, the process modules available at IMEC
include: cleaning, dry etching down to 70, 160 or 220 nm, top oxide cladding deposition
(without planarizing), substrate thinning and wafer dicing.
2.3.4 Nanophotonic fabrication at AMO
AMO, Gesellschaft für Angewandte Mikro- und Optoelektronik (www.amo.de), oﬀers a
versatile and ﬂexible technology platform for research, development and small-scale pro-
duction of silicon nanophotonic devices and circuits. AMO’s Technology is optimized for
220 nm/3000 nm and 340 nm/2000 nm (SOI/BOX) SOI wafers of dimensions up to 6”.
Other substrate types are possible on request. Patterning is performed by high resolution
E-beam Leica (Vistec) EBPG 5000 lithography for ultrasmall features below 50 nm with
proximity correction and automated CD-SEM for accuracy check. Modules available at
AMO include processes for waveguides and passive devices (strip, rib, slotted and com-
bined technology waveguides fabrication, processes for ring resonators, splitters, couplers
and photonic crystals) active devices with n+ and p+ doping and metal interconnects,
integrated microheaters and ﬁnally processes for or patterned top cladding, membrane
etching, metal integration etc.
2.3.5 Nanofabrication at LPN
Laboratoire de Photonique et de Nanostructures (LPN, www.lpn.cnrs.fr) focuses mainly
on the InP material system. The wafers used comprise typically 260 nm to 310 nm the
thick InP device layer on top of 1.5 μm InGaAs sacriﬁcial layer, which separates the devices
from 500 μm thick InP substrate. PMMA resist on top of 250-nm thick SiO2 hard mask is
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patterned by e-beam lithography using the Leica EBPG 5000+ machine with 2.5 nm beam
step size, stitching and overlay accuracy better than 30 nm. ICP etching is performed





Despite advanced simulation tools and precise fabrication techniques, optical properties
of fabricated devices often diﬀer from the designed ones. The discrepancy might stem
from the technology, as nanometer and subnanometer precision is diﬃcult to be achieved
even with the state-of-the art fabrication methods, as well as from simulations that are
to a certain extent approximative. For example, approximations that are often made
in expansion methods as PWE or GME include truncation of the expansion matrices,
neglect of the material dispersion and residual disorder, approximation of 3D devices by
2D models and disregard of the absorption induced or out-of-plane radiation losses. In this
context, accurate, simple and noninvasive experimental characterization techniques are
highly desired. The most common are brieﬂy introduced in the ﬁrst part of this Chapter,
while an overview of their principles and characteristics is given in Table 3.1.
3.1 Overview of experimental characterization techniques
Complete optical characterization of nanophotonic structures typically requires the mea-
surement of two quantities: spectral transmission and the dispersion diagram.
The transmission measurement provides us with quantitative information about the
amplitude of light transmitted through the device. It allows us to retrieve information e.g.
about the bandgap position, wavelength dependent absorption and the propagation loss.
Equally, it makes it possible to ﬁnd the resonance frequencies of localized (cavity) modes
and quantify their quality factors.
On the other hand, dispersion measurement gives information about the phase of prop-
agating light, i.e. the phase velocity, group velocity and higher order dispersion. It allows
us to identify the supported modes, both propagative and evanescent, as well as the mech-
anism of their mutual coupling. Knowledge of either phase or group index dispersion is
essential especially in ultra-fast optics and non-linear optical applications, where the evolu-
tion of pulse envelope upon propagation is of primary importance. Equally, understanding
and molding the dispersion is of high interest in photonic crystal devices, which often
exhibit complex dispersion characteristics.
The methods to measure these two quantities can be roughly divided into the end-ﬁre
based methods, where the optical signal is launched into the input port of the waveguide
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Table 3.1: Overview of experimental measurement techniques
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and the transmitted or reﬂected signals are recorded, and the surface-probe methods, which
examine the signal reﬂected or emitted by the sample surface.
3.1.1 End-ﬁre based methods
A schematic layout of a basic end-ﬁre setup is shown in Fig. 3.1. Light from a monochro-
matic tuneable (or broadband) source is injected through the sample facet into the input
port of a nanophotonic device, either using a lensed/tapered optical ﬁber or microscope
objective. Since the size of the focal spot at the sample facet is about 3 μm in diame-
ter, i.e. about 10 times larger than the mode proﬁle of a high index contrast waveguide,
tapered access waveguides must be designed to reduce the coupling losses. They act as
mode proﬁle converters and at the same time they spatially separate the device from the
in-coupling region where a lot of spurious scattering occurs. Tapering sections may be used
also between access waveguides and the functional devices, e.g. to improve the coupling
eﬃciency into slow light modes as reported in [90]. Analogical access waveguide design is
used at the sample output to out-couple the transmitted signal, which is then detected by
a detection unit such as a photodiode or a spectral analyser. Polarization controllers might
be used at both the input and output to select or ﬁlter out the desired light polarization.
As an example, Fig. 3.1(b) shows a typical transmission spectrum of a W1 waveguide.
It allows us to identify the transmission bandwidth of the waveguide delimited at lower
frequencies by the W1 mode cutoﬀ and at higher frequencies by increasing out-of plane
radiation loss. Note, however, that it is impossible to determine the exact frequency at
which the W1 mode crosses the light line, as well as is it is diﬃcult to tell if the transmission
drops strictly at the mode cutoﬀ or above. The latter case occurs very often due to an
onset of the slow light regime, in which the light transmission is hindered by enhanced
light scattering, localization, or by ineﬃcient coupling into the slow light modes. Simple
end-ﬁre measurement does not allow to identify and distinguish these phenomena, it is
a "black-box" method that provides only a limited understanding about the character of
light propagation within the nanophotonic structures. Therefore, if a conﬂict between
the theory and experiment is found, more advanced techniques are utilized to ﬁnd the
underlying cause for the discrepancy.
Figure 3.1: (a) End-ﬁre measurement conﬁguration showing a typical sample layout. The tapered
access waveguide section facilitates the light coupling into the nanophotonic structure. (b) Dispersion
diagram calculated by the Guided Mode Expansion method (GME) compared to the measured transmission
spectrum. The transmission suﬀers from strong Fabry-Perot interference due to reﬂections at the sample
facets.
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Fabry-Perot resonances.
As also visible in Fig. 3.1(b), the experimental transmission spectrum is modulated by
interference fringes, i.e. the Fabry-Perot resonances, that arise from spurious reﬂections
at the sample facets, stitching errors or structural defects. Reﬂections may occur also at
interfaces between dissimilar structures such as access waveguides and photonic crystal
devices. In the simplest case of a straight waveguide with cleaved facets, the Fabry-Perot
modulation takes the following form:
T (λ) =
(1−R)2 e−αL
1 + R2 e−2αL − 2R e−αL cos(4πng/λ) (3.1)
where L is the waveguide length, R the reﬂection coeﬃcient at the facet, α the waveguide
loss coeﬃcient and ng the group index of the waveguide mode. For 1-mm long silicon
waveguide with typical reﬂection of R = 22%, propagation loss 2 dB/cm and group index
ng = 4.5, the modulation depth reaches as much as 60% of the signal amplitude.
Generally, Fabry-Perot resonances are detrimental to the signal propagation, since the
pulse bandwidth is not fully transmitted due to dips in the transmission spectrum. This
leads to an overal decrease in transmission, as well as to pulse broadening and echoes. To
remove the spurious resonances, several methods have been proposed. The most straight-
forward solution is to deposit an antireﬂection coating on the cleaved facet. The optimal
refractive index and thickness of the coating layer for normal incidence can be calculated
as nc =
√
neff and λ/(4nc), respectively, with neff the eﬀective index of the waveg-
uide [91]. In the case of a 220 nm thick silicon access waveguide operating around 1.55 μm,
the optimal coating index should be nc = 1.68 and the layer thickness d = 230 nm. The
Fabry-Perot resonances can be also reduced by modifying the sample facet as in [28], where
the use of inverse nanotip taper allows for suppression of the residual reﬂectivity to as little
as 1.3%, or as in [15], where the subwavelength grating couplers were employed.
Group index measurement
Fabry-Perot fringe analysis. For the purpose of experimental characterization, how-
ever, Fabry-Perot fringes can be also beneﬁcial as they make possible to deduce phase
information about the propagating light. Note, that the Fabry-Perot oscillation period is
not constant, but becomes smaller when approaching the W1 cutoﬀ, suggesting a strongly
dispersive character. The wavelength spacing between two subsequent Fabry-Perot oscil-
lations is actually inversely proportional to the group index Δλ ≈ λ2/2ngL, and therefore
the spectral dependence of the group index can be reconstructed from the oscillation spac-
ing measured as a function of frequency. This approach was adopted e.g. in the original
work of M. Notomi et.al. [92], where the group index larger than 100 was reported for a
standard W1 waveguide.
Spectral interferometry. In practice, the spacing between Fabry-Perot oscillations
might not be easily resolved due to multiple reﬂections at sample defects, as well as due
to limited spectral resolution of the detection unit. To overcome this diﬃculty, several
modiﬁcations of the method based on Mach-Zehnder conﬁguration were proposed. The
investigated structure is placed in one arm of the interferometer, while the second arm
contains a reference waveguide of known dispersion [93], or is formed by a free path with
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Figure 3.2: (a) Experimental setup for Optical Low-Coherence Reﬂectometry (OLCR); intensity of
the reﬂected light is measured as a function of the position of the translating mirror, which yields the
interferogram shown in (b). The reconstructed reﬂectance map od a photonic crystal W1 waveguide
coupled to a point defect cavity.
an adjustable length [94]). The interpretation of the interference spectrum is similar as for
the Fabry-Perot analysis, however, an external interferometer allows to enhance the fringe
visibility to override spurious resonances, and to adjust the absolute spacing between the
interference maxima in order to increase the maximal resolvable group index while keeping
the same spectral resolution.
Optical low-coherence reﬂectometry Optical low-coherence reﬂectometry (OLCR)
[95,96] allows to reconstruct the dispersion properties by analysing the signal back-reﬂected
at the sample facets.
The setup is based on a Michelson interferometer excited by a broadband source, in
which the investigated device is in one arm and a translating mirror in the other one as
shown in Fig. 3.2(a). Interference between the signal reﬂected from the sample and the
mirror is scanned as a function of the mirror position, yielding an interferogram as in
Fig. 3.2(b). Further numerical processing of the interference data, i.e. Fourier transform
followed by spectral ﬁltering and back Fourier transform, makes it possible to reconstruct
so-called reﬂectance maps of the device. Such reﬂectance maps show the pulse delay
within the investigated structure as a function of the wavelength, which gives directly the
information about the group index of the propagating mode(s). In addition, the method
allows to identify scattering at the sample defects as well as enhanced back-scattering due
to slow light regime as detailed in [95].
In contrast to other transmission-based techniques detailed bove, the OLCR is not
fully a "black box" method as it allows to track the back-scattering along the waveguide,
providing not only spectral, but also spatial information about the propagating light.
However, the method can be used to retrieve only the group index and the higher order
dispersion, while the phase index remains unknown.
Time-of-ﬂight methods. Probably the most straightforward way of measuring the
group index in transmission conﬁguration relies on the use of the time-of-ﬂight methods.
They measure the phase delay of optical pulses with relatively narrow bandwidth of the
order of 1 nm and less, transmitted through the structure under study. The phase delay
of the pulse envelope is directly related to the group index, as demonstrated e.g. in [97]
and references therein. Time-of-ﬂight measurement compared to the result of Fabry-Perot
fringe analysis is presented e.g. in [98].
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3.1.2 Surface probe methods
The methods rely on observation of resonant patterns in emission or reﬂectance spectra,
which typically allows to retrieve the dispersion band diagram of 1D or 2D photonic crystals
or angular emission distribution of localized modes including their quality factors. As can
be seen in Tab. 3.1, several conﬁgurations in respect of light in- and out-coupling can be
employed:
Far-ﬁeld imaging. The excitation light is butt-coupled into the structures as in end-ﬁre
conﬁguration and the angular distribution of the radiative (leaky) modes as well as their
dispersion is observed in the far-ﬁeld. An example is the Fourier-Space imaging method
developed at EPFL, which will be discussed in detail in the second part of this chapter.
Angle-resolved reﬂectometry. The sample is excited directly from the sample surface
and reﬂection from (resp. transmission through) the device layer is recorded. When the
energy and the wavevector of the excitation matches those of the allowed modes, part of the
incoming light is coupled into the modes and dips are observed in the measured reﬂection
(resp. transmission) spectrum [99,100].
However, only radiative modes that light above the light line can be excited by this
technique, and hence, the technique as such cannot be used to probe the dispersion of truly
guided modes. This limitation can be overcame by means of angle-resolved attenuated
total reﬂectance method (ATR) reported by M. Galli et al. [100]. By placing a high-
index hemisphere (e.g. ZnSe) at a small distance from the surface of the sample, coupling
between the evanescent ﬁelds of the guided modes and light at the air-prism interface
occurs, therefore allowing for excitation of modes lying below the light line.
The main diﬃculty with this method is the hemisphere alignment: perfectly ﬂat hemi-
sphere and a nanometer precision of the distance between the hemisphere and the sample
surface is necessary to eﬃciently couple into the supported modes of the structure and at
the same time to not to disturb its dispersion properties. The optimal distance is only
∼ 250 nm [100]. Furthermore, the method cannot resolve between truly guided modes and
localized states; once the light is coupled into a resonance state of the structures, it is not
possible to check only from reﬂection if the mode further propagates or remains localized
due to e.g. disorder and enhanced scattering in the slow light regime. Finally, the maxi-
mum k-vector to be probed is strictly limited by the refractive index of the hemisphere.
Loop ﬁber method. Highly curved tapered ﬁber with the radius of curvature of approx-
imately 25 μm can be also used to excite the sample within a wide range of wavevectors
both above and below the light cone. M. Lee et al. [101] used this approach to probe
the group index of short waveguides terminated by photonic crystal mirrors, by recording
the transmission spectrum of the looped ﬁber. Fabry-Perot resonances observed in the
spectrum allowed to reconstruct the group index and its dispersion in a similar way as
described above for the end-ﬁre based methods. Note, that this approach does not yield
the absolute phase index of the guided modes.
Near-ﬁeld probes
One quantity that cannot be retrieved neither from transmission, nor from dispersion
measurement is the near-ﬁeld distribution of electromagnetic ﬁeld inside the nanophotonic
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Figure 3.3: (a) Schematic drawing of a heterodyne SNOM setup, which allows for retrieval of both the
amplitude and phase of the electromagnetic ﬁeld. (b) Optical ﬁeld measured along a W1 photonic crystal
waveguide. (c) Dispersion diagram of the propagating TE and TM modes reconstructed by numeric Fourier
Transform of the electromagnetic ﬁeld shown in (b). [102].
structures. Such a near-ﬁeld pattern is not accessible by far-ﬁeld imaging techniques,
since the subnanometer variations of the electromagnetic ﬁeld typical for nanophotonic
structures cannot be resolved by simple imaging because of the diﬀraction limit. Scanning
near-ﬁeld optical microscopy (SNOM) is currently the only technique capable of providing
reliable data of the experimental near-ﬁeld distribution (Fig. 3.3).
SNOM. Traditional SNOM techniques use a tapered optical ﬁber, often metal coated,
to disturb the evanescent ﬁeld just above the sample surface. The scattered light can
be collected either directly by the optical scanning ﬁber [103], using far-ﬁeld detection
unit [104] or in a transmission conﬁguration as in [105]. In the latter case, the scattered
and absorbed light manifests itself as a drop in measured transmission signal. By raster
scanning the probe over the sample, the near-ﬁeld distribution is measured (optionally, at
the same time as the topography of the sample). Typically, resolutions attainable with
this technique are ∼50 nm and better.
When two orthogonal polarizations are present in the excitation signal, one can select
either one or the other by setting the polarization of the reference arm, and hence, make
the setup sensitive to the polarization state of the near ﬁeld. For instance, Ex and Ey ﬁeld
components can be retrieved separately, and polarization properties of the investigated
mode can be reconstructed. This approach was adopted by [106] to observe polarisation
singularities in photonic crystal W1 waveguides. Nevertheless, special SNOM probe has to
be chosen for this experiment to guarantee conservation of polarization within the SNOM
tip.
Homodyne (Phase-sensitive) SNOM. An alternative to the conventional SNOM is
the heterodyne SNOM [107], in which the collected signal is interferometrically mixed with
the reference signal split from the same laser source. In the measurement, the length of
the reference branch is kept constant while the length of the signal branch changes due to
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the raster scan along the sample. As a result, interference fringes are observed that allow
to reconstruct the phase evolution along the propagation direction.
The wavevector of light can be recovered from the phase image, and when plotted as a
function of the excitation wavelength, the full bandstructure diagram can be reconstructed
as reported e.g. in [103,108]
Time resolved SNOM. Heterodyne SNOM yields the complete, i.e. both the phase and
amplitude spatially-resolved information about the propagating electromagnetic ﬁeld. In
addition, when combined with a tuneable delay line, it can be used to visualize the dynamic
eﬀects inside the structure, such as tracking the femtosecond laser pulse propagation in
standard [109] or slow light photonic crystal waveguides [103].
3.2 Fourier-space imaging
Fourier-space imaging (FSI) combined with end-ﬁre setup is a technique proposed and
successfully applied in our laboratory to retrieve in one step both the dispersion and
transmission properties of complex photonic nanostructures. This non-invasive optical
technique allows for direct imaging of supported modes, both in real space and in k-space.
The technique gives access to the location of the near-ﬁeld maxima, the dispersion relation,
as well as reﬂection and transmission coeﬁcients of modes found both above and below the
light cone.The present section has for objective to give a comprehensive description of
the technique and the experimental setup used at EPFL, while the intriguing results we
obtained thanks to this tool are discussed in the following chapters of the thesis.
The FSI technique is based on far-ﬁeld analysis of optical signal, which is either directly
radiated from the sample (leaky modes) or diﬀracted by the use of intentionally designed
periodic perturbations (guided modes). Let’s ﬁrst focus on the case of leaky modes that are
guided within the plane of the sample but are not fully conﬁned in the vertical direction,
i.e. they can radiate out-of-plane.
3.2.1 Far-ﬁeld imaging
We assume that optical signal of a given frequency ω0 is butt-coupled into the nanophotonic
structure and propagates along the waveguide in the propagation direction z. Since the
mode under consideration is radiative, a portion of its intensity can leak out of the guiding
structures into the far-ﬁeld. Due to wave-vector conservation at the sample-cladding inter-
face (eq. (1.8)), such radiation occurs only at well-deﬁned angles β that are strictly related
to the propagation constants, or the Bloch wave-vectors, kz, of the supported modes:




where λ0 is the vacuum wavelength and n is the cladding refractive index, equal to 1 for the
typical case of air cladding. Hence, measuring the angles under which the mode radiates
gives us a direct access to the propagation constant kz, and vice versa.
To practically probe the emission angles β, or equivalently, the wave-vectors kz, we use
the Fourier transforming property of a thin, aberration-free optical lens; As is illustrated
in Fig. 3.4, if an object is placed one focal length in front of the lens, its optical Fourier
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Figure 3.4: (a) Schematic drawing and (b) practical realisation of Fourier-space imaging using the Fourier
transforming property of a lens.
transform will be found in the back-focal plane of the lens, where the so-called Fourier-
space image is formed. The proof can be found e.g. in [110, 111]. In such a Fourier-space
image, every point is uniquely related to one angle, or one k-vector of the radiated ﬁeld,
i.e. to the quantity we seek to measure.
Far-ﬁeld proﬁle of a one-dimensional waveguide
Fig. 3.5 shows an example of a Fourier-space, or far-ﬁeld image recorded for a W1 photonic
crystal waveguide, in the wavelength range where it operates above the light line. The
pattern is formed by two vertical lines, located at discrete positions kz1 and kz2 along the
propagation direction z, and extended along the perpendicular direction ky. The shape
of the far ﬁeld pattern can be explained by the fact that the radiation angle along the
propagation direction is strictly related to the propagation constant of the guided mode,
so only one or several discrete radiation angles are allowed, while there is no restriction on
the emission angle in the perpendicular direction. Due to strong spatial conﬁnement along
y, the angular spread of the emission is large, it extends well beyond the objective aperture.
The intensity proﬁle along ky appears to be nearly homogeneous, however, weak intensity
modulation is still observed due to the speciﬁc mode proﬁle and possible interference with
light reﬂected from the substrate layer [112].
Looking closer at the proﬁle along the propagation direction kz, one can notice that the
positions of the lines are symmetric relative to the k-plane origin, i.e. kz2 = −kz1. In fact,
the two lines correspond to the forward and backward propagating W1 mode; the latter is
present due to spurious reﬂection at the output facet of the sample. Knowing the length
of the sample, the relative intensity of the two peaks measured at diﬀerent positions along
the sample can provide us information about the propagation loss along the waveguide, or
give an estimate of the reﬂectivity at the sample facet.
Furthermore, each of the lines is broadened along kz due to the propagation loss and
the ﬁnite size of the structure. Under ﬁnite size one should understand either the ﬁnite
physical length of the waveguide, or ﬁnite size of the ﬁeld of view restricted by the collecting
lens or spatial ﬁltering. Assume ﬁrst that the sample is inﬁnitely long, but suﬀers from
the out-of-plane and scattering loss α that manifest itself as an exponential decay along
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Figure 3.5: Fourier-space image of a W1 waveguide operating above the light line. Bottom: Integrated
far-ﬁeld proﬁle.
the propagation direction:




where θ(z) is the Heaviside step function. In the Fourier space, such exponential decay
results in a convolution of the original, inﬁnitely narrow line with the Lorentzian function:
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The normalised FWHM linewidth Δk is directly equal to the loss parameter α.
On the other hand, if the sample has a ﬁnite size, but the propagation loss is neglected,
the real-space ﬁeld pattern can be expressed as multiplication of the inﬁnite ﬁeld by a
rectangular function:
E(y, z) = E(x, y)e−ikz0z rect(z/L) (3.6)
where L is the length of the sample. The Fourier-space image will be then modulated by
a sinc function:
E(ky, kz) = E(ky)δ(kz − kz0) ∗ sinc(
L
2π
kz) = E(ky) sinc(
L
2π
(kz − kz0)) (3.7)
I(ky, kz) = I(ky) sinc2( L2π (kz − kz0)) (3.8)
The normalised FWHM linewidth Δk is related to the sample lenght L as Δk = 0.886/L.
In practice, both eﬀects will contribute simultaneously to the linewidth broadening.
Nevertheless, if the sample is long enough, the latter contribution can be neglected and
the Fourier-space FWHM linewidth can be considered equal to the radiation or scattering
induced loss α. This approximation can be used e.g. to quantify the decay rate of evanes-
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cent modes inside a photonic crystal bandgap directly from the k-space linewidth as was
done by N. Le Thomas et al. in [113].
Dispersion measurement
In the example above, the position of the lines kz1 and kz2 correspond to monochromatic
excitation. If the excitation frequency is tuned, the lines move along the kz axes following
the dispersion relation of the W1 waveguide. Hence, measuring the line pozition kz as a
function of the frequency of excitation allows us to reconstruct the full dispersion relation
of the supported modes. Typically, the far-ﬁeld proﬁle is integrated along the vertical ky
direction and plotted versus the excitation frequency, which results in an accurate and
smooth dispersion curve as graphically illustrated in Fig. 3.6. Such dispersion curves can
be numerically diﬀerentiated to yield the group index or higher order dispersion.
Figure 3.6: Reconstruction of a dispersion curve for a W1 waveguide operating above the light line. (a)
Shift of the far-ﬁeld pattern when the excitation wavelength is scanned between 1475 nm and 1535 nm. (b)
Integrated proﬁles of far-ﬁeld images in (a) plotted as a function of kz. (c) Reconstruction of the dispersion
curve from the position of peak maxima in (b), the k-vector position for each wavelength is indicated by
an arrow.
Far-ﬁeld proﬁle of a point defect emitter
Another example of the Fourier-space image recorded for a photonic crystal L3 cavity,
i.e. a cavity formed by omitting three adjacent holes in the Γ-K direction, is shown in
Fig. 3.7. Such image gives directly the angular intensity distribution of light emitted
from the cavity. The radiation pattern extends continuously over the whole pupil, until
reaching the maximal spatial frequency that is limited by the Numerical Aperture (NA)
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of the imaging lens. In the present example the NA = 0.9, which corresponds to the full
collection angle of 130◦.
It can be observed that the L3 cavity is characterized by intensive emission occurring
in the vertical direction as well as at high spatial frequencies, while there are angles, i.e.
kz = ±0.1252π/a, at which the cavity radiation is almost entirely suppressed.
Figure 3.7: Fourier-space image of an L3 cavity.
Knowledge of the experimental far-ﬁeld emission pattern is crucial for engineering the
high-quality factor cavities and low-loss coupled-cavity waveguides as will be discussed in
Chapter 7, as well as for applications that deal with enhanced or directive extraction of
light [114,115].
3.2.2 Probing the guided modes
In contrast to leaky modes considered until now, the truly guided modes that are typically
of primary interest for practical applications lie below the light cone and do not radiate
into the far-ﬁeld. Their ﬁeld is well conﬁned within the guiding structure and decays
exponentially into the air cladding. In the high index contrast devices, the ﬁeld intensity
drops practically to zero within the ﬁrst 200-1000 nm away from the waveguide core, and
therefore, it cannot be accessed by use of conventional far-ﬁeld optics.
To be able to probe the dispersion of the guided modes with the FSI technique, we have
to artiﬁcially introduce a mechanism that enables coupling of a small portion of guided
light with the radiative modes. In other words, we need to introduce small perturbations
that scatter a part of the guided mode into the far-ﬁeld. The scattering process should be
weak enough not to disturb the original dispersion and at the same time yield light intensity
of detectable level. Furthermore, it must be well-controlled in a manner to conserve both
the amplitude and phase information about the original ﬁeld. This can be achieved by
periodic one-dimensional probe gratings (PGs) designed in the proximity of the waveguide
core that diﬀract a small amount of the guided mode intensity into the far-ﬁeld (see Fig.
3.8).
Diﬀraction at a grating is a coherent process that preserves the phase relation between
the guided and the diﬀracted ﬁeld. The actual dependence of the wave vector of the
diﬀracted light k0 on the propagation constant of the guided mode kprop is given by the
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Figure 3.8: Photonic crystal waveguide with rectangular linear probe gratings designed at the boundaries





Figure 3.9: Reconstruction of the dispersion relation of the guided modes. (a) Far-ﬁeld image schemat-
ically showing the ﬁrst and second diﬀraction order inside the light cone as well as the original Bloch
k-vector lying below the light cone, outside the pupil of the collecting lens. (b) Dispersion relation of
the guided mode is equal to the dispersion relation of the scattered light, just folded by one (resp. two)
reciprocal vector of the probe grating.
grating equation:
kdiff = kprop + G (3.9)
where G is a reciprocal lattice vector of the probe grating. In the case of a one-dimensional
grating designed along the propagation direction z the grating equation simpliﬁes to:




with Λ the grating period and m an integral number giving the order of diﬀraction. Hence,
the k-vector of the guided mode kzprop can be inferred from the knowledge of kzdiff and
the grating period Λ. Similarly, the dispersion of the guided mode ω(kzprop) is equal to the
dispersion of the diﬀracted ﬁeld ω(kzdiff ), just shifted by m-times the reciprocal vector of
the probe grating along kz as illustrated in Fig. 3.9.
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Grating designs
The period of the PGs is chosen such that ideally the ﬁrst or the ﬁrst two diﬀraction
orders of the guided mode are folded into the light cone. In the case of photonic crystal
structures, it is beneﬁcial to set the period as a multiple of a lattice constant, most often
Λ = 3a or Λ = 4a for one or two diﬀraction orders in the light cone, respectively. In such
a design the diﬀraction orders from diﬀerent Brillouin zones would overlap, increasing the
signal-to-noise ratio and facilitating the interpretation of the measured pattern. If Λ is not
an integer multiple of the lattice constant, diﬀerent diﬀraction orders from each individual
Bloch mode component appear in the light cone, at diﬀerent positions and intensities. They
are often closely spaced, and the assignment of which feature belongs to which Brillouin
zone is complex and might lead to misinterpretations.
The amplitude of the grating, i.e. the amount of light scattered by the grating depends
on the following factors: grating distance from the waveguide core, physical size of the
form factor of the grating, its refractive index and the grating duty cycle. As shown in
Fig. 3.10, several diﬀerent designs of the PGs were tested. Most of them are etched
during the fabrication procedure together with the sample structure, however, we also
successfully tested designs with add-on gratings (PMMA PGs) that can be removed one
the characterization is ﬁnished. The summary of advantages and disadvantages of each
individual design is given below:
• Linear probe grating designed in the evanescent tail of the guided ﬁeld. Typically,
the grating has a form of rectangular or circular pillars for nanophotonic SOI waveg-
uides, or holes in photonic crystal devices, etched at both sides alongside the guiding
structure as shown in Fig. 3.10(a). Interference of light diﬀracted at the two gratings
results in a characteristic modulation of the far-ﬁeld pattern along the ky direction,
as depicted in Fig. 3.9(a). Such a modulation facilitates the identiﬁcation of the
probe signal, distinguishing it from spurious background noise even for weak signal
amplitudes.
The main advantage of the linear probe grating is that it can be designed arbitrarily
far away from the guiding structure, thus not disturbing the guided mode dispersion.
As experimentally tested, the nanophotonic wire waveguides on Silicon-on-insulator
substrate, the ideal distance between the PGs and the waveguide core is 500-700 nm,
and in the case of photonic crystal waveguides, 9-11 rows of holes away from the line
defect region. However, the strength of the interaction between the guided mode
Figure 3.10: Top-view SEM images of severa probe grating designs: (a) Linear probe grating designed
alongside and inside the photonic crystal region. (b) PMMA grating with a duty cycle of 6%. (c) Shallow
etched, two-dimensional surface probe grating.
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and the grating largely depends on the mode proﬁle. If the mode proﬁle changes
with frequency, the interaction changes accordingly, which might result in either too
strong or too weak interaction at certain frequencies. A good example is the W1
photonic crystal air-bridge waveguide upon transition between the fast light and
slow-light regimes. In the slow light regime, the exponential decay of the W1 ﬁeld in
the direction perpendicular to the propagation is faster [77] and the signal scattered
at the probe gratings decreases. Thus, while the dispersion curve can be clearly
followed in the fast light regime, its signature often disappears in the slow light
regime as demonstrated in Fig. 3.11(b).
Figure 3.11: Comparison of diﬀerent grating designs applied to measure the dispersion of a slow-light
tailored photonic crystal W1 waveguide designed for a group index of 32 [58]. (a) One-dimensional volume
grating allows us to follow the dispersion curve to the proximity of the mode cutoﬀ. In the slow light
regine, one can observe an increase in the intensity of the out-of-plane scattering due to slow-light enhanced
interaction between the light and the grating. (b) Linear probe grating makes it possible to reconstruct
the dispersion on the fast-light regime, however, the scattered signal decreases to zero when the group
index increases above ≈ 15. This is attributed to a change of the mode proﬁle of the slow, bandgap-guided
mode.
Another drawback of the linear probe gratings in photonic crystal environment is that
gratings etched at the boundary between the photonic crystal and the surrounding
high index layer can scatter all the spurious light found in that layer, thus increasing
the background noise. We tried to solve this issue by designing the linear probe
grating inside the photonic crystal mirror as shown in Fig. 3.10(a). However, it turns
out that such a grating does not only scatter the guided mode, but often supports
its proper modes that can couple to the guided modes, which equally increases the
noise in the Far-ﬁeld.
• One-dimensional volume grating. This approach induces extremely weak periodic
perturbation directly at the waveguide core, so that the optical mode is diﬀracted at
the grating independently of its mode proﬁle. Such a grating can be easily realized
in the photonic crystal waveguides by periodically shifting the positions of holes at
the waveguide core. If the shift is of the order of 5 nm, it only negligibly alters the
mode dispersion and at the same time it creates suﬃciently strong probe for the FSI.
Fig. 3.11(a) shows an example of a dispersion curve measured using an one-dimensional
volume grating together with the schematic drawing of the grating design; For every
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third period of the waveguide, the lattice constant of the photonic crystal along the
propagation direction was increased by 5 nm. In this particular case, the grating
shouldn’t be referred as a probe grating as the intentional increase of the lattice con-
stant also slightly shifts the original dispersion curve, however, the neat dispersion
curve serves as a proof of principle that the FSI method with properly designed
probes can accurately probe the dispersion and be of a great help e.g. for dispersion
engineering for slow light applications. Moreover, the design can be modiﬁed in the
future to respect the periodicity of the photonic crystal by e.g. by shifting not the
whole supercells, but only the position of individual holes within otherwise periodic
photonic crystal lattice.
• PMMA surface grating is a modiﬁcation of the volume grating design, however, its
great advantage is that it can be introduced just for the characterization purposes
and removed once the dispersion curve is measured. It can be fabricated using the
following steps: thin, ≈ 300 nm thick layer of PMMA is spin-coated on the sample
surface and patterned by standard lithography. The resulting grating shown in Fig.
3.10(b) consists of narrow, 100-nm wide stripes of PMMA sitting on the surface of
the photonic crystal structures. For the refractive index of PMMA equal to 1.5 and
height of the PMMA layer of 300 nm, the duty cycle of the grating must be lower
than 10% to not to critically increase the scattering loss.
As in the previous design of the volume grating, the advantage of the surface PMMA
grating is that it probes the entire lateral proﬁle of the guided mode. On the other
hand, its fabrication requires an additional technological step and it is diﬃcult to be
used on air-bridge structures due to fragility of the membrane and leakage of PMMA
through the holes into the bottom cladding region.
• Shallow-etched surface grating design was tested on 2-dimensional bulk photonic crys-
tal of square lattice of holes as shown in Fig. 3.10(c). The probe grating composed
of 70 nm wide and 20 nm deep etched lines allowed to eﬃciently probe the extended
states of the PhC dielectric band as reported in N. Le Thomas et.al. [116].
The 2D probe grating has to be etched very shallow in order to avoid detrimental
losses or the creation of a double PhC structure that would imply a strong modiÞ-
cation of the dispersion, which is technologically rather challenging. As in the case
of PMMA grating, two technological steps are required, and in addition, this type of
grating cannot be removed leaving the original structure intact.
• Residual periodic disorder. As already discussed in the Chapter 2, the intrinsic
residual periodic errors resulting from the e-beam patterning process are suﬃcient
to create a probe grating. In particular, the trapezoidal write ﬁeld corrugations that
have a periodic character with a period typically about 1 μm can serve as a probe
that diﬀracts a suﬃcient amount of light to reconstruct the dispersion.
If the precise knowledge of the dispersion curve is not needed and only the value of the
group index is sought, the latter can be retrieved from scattering at arbitrary non-periodic
scatterers located along the waveguiding structure such as defects, stitching errors and
structure interfaces. In the Fourier-space, the light scattered from the defects forms an
interference pattern, which is characteristic for the given distribution of scatterers. When
tuning the wavelength of excitation, the features of such interference pattern move in
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k-space following the dispersion relation as in the case of scattering at periodic probes.
Hence, the shape of the dispersion curve can be reconstructed as kzprop = kzdiff + cz, while
its exact position along the kz axes given by the constant cz remains unknown.
Pros and cons of the FSI technique
The FSI technique allows for local imaging of propagating modes, both in real space and
in Fourier space. In contrast to the black box methods, it can map the mode properties
at each spatial position along the guiding structure and, hence, identify the evolution or
changes in the dispersion properties. Due to the local nature of the technique, it can be
used even when the structure is integrated on a chip with other optical functions.
The phase and group index dispersion is probed with a high accuracy, ﬁne spectral res-
olution, and without the need for cumbersome near-ﬁeld scanning and data post-processing
techniques (SNOM) or complex alignment (ATR). It can easily distinguish between dis-
persive propagating modes and non-dispersive localized states, which is not the case of e.g.
ATR.
It is fully non-invasive in the case of radiative modes.
For the guided modes, the added grating probes may perturb the original dispersion
properties of the structures. Interaction of the optical mode depends on the grating design,
but also on the mode proﬁle and the group index. Due to increased light-matter interaction
in the slow light regime [117, 118], the originally non-invasive grating can lead to creation
of ministopbands at the crossing points of the folded dispersion curves (formation of a
double-period photonic crystal structure). Therefore, careful design of the grating probes
properly designed and adjusted for each particular structure and application is required.
3.2.3 Experimental setup
Resolution and quality of the Fourier-space image and, hence, the accuracy of the recon-
structed dispersion depend to a large extend on the concreate realization of the Fourier-
space imaging setup. The experimental setup built in our laboratory is schematically shown
in Fig. 3.12 and consists of three principal parts: end-ﬁre path to measure the transmission
spectra, infrared path to perform the actual Fourier-space imaging, and the visible path
for the alignment purposes.
End-ﬁre path. We use a standard end-ﬁre setup to excite the structures under study
and obtain their transmission spectra. The excitation laser source is a highly monochro-
matic external cavity laser Nettest Tunics Plus, tuneable within the wavelength range of
1470 nm to 1660 nm. The resolution of the wavelength tuning Δλ = 1 pm and the absolute
wavelength accuracy of 5 pm are guaranteed by the manufacturer at the laser power of
1mW. The laser output is linearly polarized in the vertical direction, however, we can con-
trol the polarization direction in the excitation path using a λ/2 plate in combination with
a polarizer to excite separately the TE or TM modes. The optical signal is then injected
into the sample via a lensed ﬁber and adiabatically tapered ridge access waveguides. The
signal transmitted through the sample is coupled out by means of another lensed ﬁber and
detected using a InGaAs power meter. The lensed ﬁbers purchased from OZ Optics LTD,
Canada, are based on SMF 28 ﬁber which is tapered to provide a ∼2.5 μm focal spot at
the working distance of approx. 6 μm. The ends are antireﬂection coated for 1550 nm.
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Figure 3.12: Fourier-space imaging setup. (a) Visible path for alignment purposes. (b) Photography im-
age of the sample installed below the collecting microscope objective and coupled in end-ﬁre conﬁguration.
(c), (d) Infrared path used for real-space and Fourier-space imaging, respectively. Switching between the
two is accomplished by removing the L3 lens.
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Prior to detection, second polarizer is used to ﬁlter out a part of the unpolarized spurious
background noise, thus increasing the signal-to-noise ratio.
Visible path. The visualization of the sample surface is indispensable for the alignment
of the end-ﬁre path, i.e., for adjusting the position between the lensed ﬁbers and the
integrated access waveguides to allow for light in/out-coupling. Nevertheless, it also allows
for a quick visual check of the sample surface that can disclose possible imperfections in
the sample quality. Beside obvious damage such as broken structures and large sample
defects, visible imaging allows us to detect with a spectacular contrast the stitching errors,
ﬁne changes in the ﬁlling factor and/or lattice constant of photonic crystal devices, as well
as variations in the homogeneity of the bottom cladding removal in case of the air-bridge
structures (see Fig. 3.13).
Figure 3.13: Fabrication errors visible with a standard optical microscopy: (a) ﬁlling factor change, (b)
stitching errors, (c) a membraning problem.
The light from a blue light emitting diode (LED) is collected by a condenser lens
system VL1, VL2 and collimated on the sample surface using either a low NA = 0.25 or
high NA = 0.9 microscope objective (see Tab. 3.2 for speciﬁcations of the used objectives).
In this way, a homogeneous illumination of the sample surface is achieved. The silicon or
InP nanophotonic devices are not transparent in the visible wavelength range, which makes
it possible to obtain a high contrast image of the sample surface in reﬂection conﬁguration.
Light reﬂected from the sample surface is collected by the same objective and projected
by lenses VL3, VL4 and VL5 on a CCD Camera as shown in Fig. 3.12(a). All lenses with
exception of VL2 are achromat doublets antireﬂection coated for the visible; VL2 is a plano-
convex lens. Changing the position of the VL5 lens to VL5’ allows us to switch between
high and low magniﬁcation. The combination of 470-nm illumination, high numerical
objective of NA = 0.9 and the high magniﬁcation of the visible path make it possible to
resolve features at the resolution limit of 300-nm, as demonstrated e.g. in Fig. 3.13(c) by
imaging a photonic crystal device with distinctly resolved holes with a diameter of 250 nm
and pitch of 420 nm.
Infrared path. The infrared (IR) path constitutes the main part of the imaging setup
and it allows for both near-ﬁeld imaging, i.e. imaging of the light intensity distribution
at the sample surface, and the far-ﬁeld, or Fourier-space imaging. Switching between the
near-ﬁeld and the far-ﬁeld is accomplished by adding/removing one single lens.
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Objective name, NA Magniﬁcation Focal VIS Focal NIR FWD FN
Leica PL Fluotar, 0.25 10× 20.00 - 19.80 25
Leica PL Fluotar, 0.45 20× 10.00 10.08 2.4 25
Leica PL Fluotar, 0.85 50× 4.00 - 0.38 25
Leica PL Fluotar, 0.90 100× 2.00 2.01 0.28 25
Leica PL APO, 0.95 150× 1.33 - 0.20 28
Olympus LMPlanFI, 0.80 ∗100× 1.80 1.81 3.3 26.5
Focal = Focal Length (mm), FWD = Free Working Distance (mm), FN = Field Number (mm)
Table 3.2: Technical speciﬁcations of objectives used as a collecting lens in the FSI setup: FWD and FN
are speciﬁed by the manufacturer for VIS; the correction for the NIR is in the order of 1%. Focal NIR is
determined experimentally. All objectives are ﬂat-ﬁeld corrected for a tube length of inﬁnity.
∗ speciﬁed for the tube lens of 180 mm, otherwise 200 mm.
Light radiated from the sample surface is collected by a high numerical aperture mi-
croscope objective (typically NA = 0.9; see Tab. 3.2), which is placed at one focal distance
from the sample surface. It is indispensable that the collecting objective is ﬂat-ﬁeld cor-
rected1 for the inﬁnite tube length to fulﬁll the Abbe sine condition and, hence, retain the
Fourier-transforming property of an ideal lens. The sample surface, or alternatively the
back focal plane of the collecting lens where the Fourier-space image is found, is projected
onto a near infrared (NIR) camera by a series of IR-coated achromat doublets L1, L2,
(L3) and L4 as shown in Fig. 3.12(c) and (d). The lenses are placed in the so-called f-f
conﬁguration, where the back focal plane of one lens coincides with the front focal plane
of the following lens. All lenses are oriented with the convex facet towards the collimated
beam in order to minimize spherical aberration.
The lens L1 positioned after the collection objective creates the ﬁrst intermediate near-
ﬁeld image RS1, allowing for spatial ﬁltering in the real-space. Properly positioned spatial
ﬁlters (rectangular or spherical apertures, or spatial light modulator located in the near-
ﬁeld image plane) block light scattered at defects and structure interfaces as well as spurious
reﬂections, which would otherwise contribute to speckle-like background noise in the far-
ﬁeld. As veriﬁed in experiment, scattering at sample imperfections decreases the signal-
to-noise ratio and in the extreme case it can completely spoil the Fourier-space image. In
this context, careful real-space ﬁltering is a prerequisite for high-precision measurements.
The second lens L2 performs another Fourier transform of the near-ﬁeld patern, and the
second intermediate Fourier-space image is formed in its back-focal plane. Such intermedi-
ate Fourier-space image brings along the possibility of spatial ﬁltering in the Fourier-space,
which makes it possible, e.g., to ﬁlter out spurious back-reﬂections and recover a smoothly
decaying loss proﬁle of forward propagating mode as reported in [119].
The lens L3 allows to switch between the real-space and the Fourier-space image and
ﬁnally, the lens L4 projects the image on the InGaAs Xeva camera (by XenICs), sensitive
between 0.9 - 1.7 μm. The 320× 256 pixel array of the camera with a pixel pitch of 30 μm
is thermo-electrically cooled to 263 K, oﬀering a 12 bit dynamic range.
1PL or Plan inscribed on the outer housing of the objective
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Calibration
Calibration of the images in both real- and Fourier-space is done by several diﬀerent meth-
ods, whose results are compared and cross-checked to assure the highest possible accuracy.
In the real space, the simplest and most accurate calibration technique is to image a
reference object of known dimension and calculate the real space length corresponding to
one pixel z1pix directly. However, such calibration must be repeated whenever the setup
is realigned or any of its elements is changed. It is often more practical to calculate
the calibration constant from the optical magniﬁcation along the optical path, using the
fundamental principles of paraxial optics:




· p · fobj (3.11)
here p stands for the camera pixel pitch, fobj for the focal length of the collecting objective
and cRS is a correction factor. The correction factor stems from the approximation of real
optical elements by ideal, inﬁnitely thin ones, from neglecting the chromatic aberrations,
as well as from small uncertainty in position of optical elements and the pixel dimensions
of the camera chip. It is obtained by imaging a reference object of known dimensions and
my be slightly diﬀerent in the both perpendicular directions.
The Fourier space image can calibrated using one of the following methods:
From the paraxial optics. Similar calculation as in the real space leads to the following
formula:






· p · 1
fobj
(3.12)
where λ is the excitation wavelength and cFS a correction factor in the Fourier space that
is typically diﬀerent from the correction factor in the real space.
From the numerical aperture of the collecting lens, which sets the limit of the maximal
spatial frequencies present in the image. In other words, the circular pupil of the Fourier-
space image corresponds to kmax = NA2πλ , where NA is the numerical aperture of the
collecting lens.
From the emission pattern of a reference grating. The diﬀraction orders of a periodic
grating are equidistantly spaced in the Fourier-space, and their separation is equal to
k = 2πΛ , where Λ is the known period of the reference grating. Therefore, by measuring
the k-space separation of two adjacent diﬀraction orders and comparing it to the known
quantity 2πΛ , one ﬁnds the value of k1pix. Of all the methods, this one is the most accurate
and is therefore used to calculate the correction factor cFS in Eq. 3.12.
Calibration formulas for the current FSI setup and the microscope objective of NA = 0.9
are summarized in Tab. 3.3.
Resolution
In the real space at near-infrared wavelengths, the resolution R, i.e. the minimal distance
between two distinguishable points, is limited by the Raileigh criterion R = 0.61 λNA , which
corresponds to ∼ 1 μm for the objective of NA = 0.9 and the wavelength 1.5 μm.
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Dimension Formula Value for 1 pixel
FS kz (horizontal) k1pix = 0.946 · 2πλ 300400 300500 · 30 · 12010 0.02576 μm−1
FS ky (vertical) k1pix = 0.96 · 2πλ 300400 300500 · 30 · 12010 0.02614 μm−1
RS z (horizontal) r1pix = 1.01 · 1300 400500 · 30 · 2.010 0.162 μm
RS y (vertical) r1pix = 1.02 · 1300 400500 · 30 · 2.010 0.164 μm
Table 3.3: Calibration formulas in the Fourier-space and the Real-space for objective NA = 0.9.
The situation is more complicated in the Fourier space, where the minimal spot-size,
and, hence, the resolution, primarily depends on the ﬁeld of view (FW) of the imaging
setup, and secondarily, is limited by the raster of the IR camera chip. In our experimen-
tal system, the optical element that limits the ﬁeld of view is the collecting microscope
objective with FW = Field Number2÷Magniﬁcation. For the standardly used objective
100x, NA = 0.9, the FW is as large as 250 μm and the corresponding resolution in k-space
Δk = 1.22/FW = 0.005 μm−1.
The resolution given by the raster of the IR camera chip is equal to 2k1pix, i.e. twice
the k-vector value corresponding to one pixel obtained from the calibration procedure. For
the objective 100x, NA = 0.9, the value of 2k1pix = 0.05 μm−1 (see Tab. 3.3), which is one
order of magnitude larger than the resolution given by the ﬁeld of view.
In the current experimental setup, the k-space resolution in clearly limited by the pixel
pitch of the camera to 0.05 μm−1. Nevertheless, this can be easily increased by magnifying
the ﬁnal Fourier-space image, e.g., by replacing the lens L4 by a lens with a larger focal
distance or a more complicated lens system Alternatively, the collecting objective can be
replaced by a lens with lower magniﬁcation and a larger ﬁeld of view.
The resolution limit imposed by the camera pitch can be also largely increased by
numerical post processing of the image data, e.g. by ﬁtting and tracking the spot position
in k-space. In the particular case of excellent signal-to-noise ratio, no overlap between
features and an ideal feature size covering 5-10 pixels, the resolution can be increased up
to 10 times, i.e. to 0.005 μm−1.
2Field Number gives the diameter of the viewﬁeld expressed in millimeters as measured at the interme-
diate image plane. It is speciﬁed by the manufacturer as in Tab. 3.2
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Dispersion properties of nanowire
waveguides
Dispersion relation of nanowire waveguides exhibits a simple, close-to-linear dependence
within a broad spectral range, which can be in most cases rather easily calculated by
a number of numerical tools. However, the dispersion and, especially, its higher order
derivatives such as group velocity and group velocity dispersion (GVD) vary ﬁnely with
small change of the structural parameters, which can’t be avoided even with the state
of art fabrication techniques. The question to be asked is how precisely the numerical
tools can simulate the real dispersion of nanophotonic devices. The precise knowledge
of group velocity, for instance, is crucial for identifying the phase matching conditions
between interacting pump and probe beams that must be addressed to increase nonlinear
eﬃciencies [120]. The exploitation of such non-linear eﬀects in high index contrast SOI
waveguides is currently an active research area [13,121] and in this context eﬃcient, reliable
and accurate experimental dispersion measurement techniques are highly appealing.
In the ﬁrst part of this chapter, we use the Fourier-space imaging technique to ex-
perimentally investigate the dispersive properties of Si nanowire and slot waveguides by
analysing the emission diagram either of residual scattering losses or of losses induced by
properly engineered probes. Nanowire waveguides are simple enough to callibrate and val-
idate the limitations our experimental approach, and at the same time, the experimental
results are interesting for a large scientiﬁc community due to their frequent use. We also
demonstrate that current advanced e-beam patterning process still induces coherent opti-
cal losses that are associated with periodic subnanometer perturbations of the dielectric
map of the waveguides.
Nanowire waveguides are often used as a fundamental building block of more compli-
cated optical components, such as directional couplers or coupled-waveguide arrays, which
can be found in all-optical switches, cross-connects, add-drop multiplexers, or in a variety
of interferometric devices such as Mach-Zehnder interferometers. Increased complexity of
such devices leads to complicated dispersion, and, in consequence, to an accentuated need
for accurate experimental characterization. In the second and third sections, we illustrate
the suitability of the Fourier-space imaging for this purpose, showing that its applicability
reaches far beyond measuring the dispersion of straight nanowire waveguides. More specif-
ically, the second sections reports on dispersion measurement of coupled co-directional
waveguides, and in the last section, the Fourier-space imaging is applied to investigate
emission properties of optical phased arrays intended for oﬀ-chip beam steering.
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4.1 Nanophotonic rectangular and slot waveguides
The top-view scanning electron microscope (SEM) images and cross-sectional layouts of
the investigated waveguides are shown in Fig. 4.1(a). The rectangular waveguides have
the nominal width of 300 and 400 nm (labelled as R300 and R400, respectively) and were
fabricated in a 300 nm thick silicon layer on top of a 1-μm-thick buried oxide layer. Accord-
ing to simulations by ﬁlm mode matching method [78], such waveguides with air-cladding
are singlemode, supporting both the fundamental TE-polarized and the fundamental TM-
polarized mode.
Figure 4.1: (a) Perspective layout and top-view SEM images of rectangular R300 and slot S130 wire
waveguides. (b) Calculated eﬀective index of slot wire waveguide modes plotted as a function of the trench
width for air (n = 1, ﬁlled circles) and polymer (n = 1.8, empty circles) trench and overlay cladding.
Concerning the slot waveguides, their lateral proﬁle consists of two 180 nm wide silicon
sections spaced by an air trench of 70 and 130 nm, labelled as S70 and S130, respectively.
Slot waveguides were ﬁrstly proposed by Almeida et al. [13,14] as a special type of waveg-
uide that can enhance and conﬁne the ﬁeld of the TE-polarized fundamental guided mode
in the nanometer-wide slot ﬁlled with a low index material. Physical origin of this conﬁne-
ment stems from a large discontinuity of the transverse component of the Electric ﬁeld at
the Si-air interface, while much higher amplitude is at the low-index side. The slot waveg-
uide mode can be seen as a superposition of the ﬁelds at both interfaces, resulting in the
E-ﬁeld enhancement in the slot by a factor of n2Si/n
2
air ≈ 12 for Silicon-air interface [13].
If the trench is ﬁlled with nonlinear material, a large overlap between the material and the
mode-ﬁeld is achieved and an important enhancement of the nonlinear eﬀects is expected.
In the current project, the original purpose was to inﬁltrate the slot with organic
nonlinear material, such as DDMEBT polymer with refractive index of n0 =1.8 and oﬀ-
resonant Kerr coeﬃcient n2 approximately (1.7 ± 0.8)×10−17 m2 W−1 at the wavelength
of 1.5 μm [122], in order to study the enhancement of Kerr processes such as ultrafast
Kerr-induced all-optical wavelength conversion. The principal task of our laboratory was
to accurately measure the dispersion of the waveguides before and after the slit ﬁlling,
to observe the shift of the dispersion and identify the phase matching condition for the
pump and probe beams. The second part of the project was never realized due to poor
homogeneity of the trench ﬁlling. Figure 4.1(b) shows the theoretically calculated eﬀec-
tive refractive index of the slot waveguide modes for an air-clad and polymer-ﬁlled slot
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waveguides, plotted as a function of the trench width (calculations performed in collabo-
ration with Prof. J. Čtyroký at the Institute of Photonics and Electronics ASCR, Czech
Republic). With the current design and air-ﬁlling, the slot waveguides support only a
single TM polarized mode, i.e., the interesting fundamental TE mode is not guided. This
mode would, however, appear if the trench is ﬁlled with the polymer of refractive index of
n0 =1.8.
Besides the waveguide design, the Fig. 4.1(a) shows also the design of a linear probe
gratings (LPG) formed by square pillars, which have been etched on both sides of the
waveguides at the separation distance of Y = 1 μm and Y = 3 μm in order to probe the
evanescent tail of the guided ﬁeld eﬀectively and with a minimal disturbance. The Λ = 1 μm
period of the LPGs was carefully chosen to fold the dispersion curve of the waveguides into
the light cone, i.e. to couple the guided modes into the radiative continuum.
Both samples were processed at AMO, Germany, using standard electron-beam lithog-
raphy (EBL) followed by reactive-ion etching (fore details see section 2.3.4), within the
collaboration with the group of Dr. Michael Först at the University of Aachen.
4.1.1 Fourier-space imaging and the side-wall roughness
Propagation constant of both the guided modes was measured using the Fourier-space
imaging as described in Chapter 3. Polarization of the excitation was set to 45◦ so that both
the TE and TM polarized modes were excited at the same time, and the light scattered from
the sample surface was collected by the NA = 0.9 microscope objective. The reconstructed
Fourier-space measured for each of the structures at the excitation wavelength of 1620 nm
and for the grating - waveguide separation of Y = 1 μm, is presented in Fig. 4.2. It consists
of a pattern of vertical lines that is characteristic for each individual waveguide design.
Figure 4.2: Characteristic far-ﬁeld pattern measured at the wavelength of 1620 nm for all four considered
waveguide designs: (a) R300, (b) R400, (c) S130, (d) S70.
To explain the physical origin of the pattern, let’s ﬁrst focus on the example of the 300-
nm-wide rectangular wire waveguide shown again in ﬁgure 4.3 a) and b), for Y = 1 μm and
Y = 3 μm, respectively. For Y = 1 μm, the pattern exhibits two groups of sharp straight
lines RG1TM, RG1TE, RG2TM, and PGTM, PGTE, perpendicular to the 1–dimensional
propagation direction kprop and limited by the pupil of the collecting lens.
Note ﬁrst, that the “PG” lines are present only for the grating - waveguide separation
distance of Y = 1 μm while for Y = 3 μm, i.e. for a decreased interaction between
the guided mode and the LPG, the PGTM and PGTE lines are missing. These lines are
therefore attributed to the radiated ﬁelds of the fundamental transverse magnetic (TM)
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Figure 4.3: Far-ﬁeld pattern of the R300 waveguide for the waveguide - grating separation distance of
(a) Y = 1 μm, (b) Y = 3 μm. Vertical lines of the pattern are identiﬁed as TE and TM polarized modes
corresponding to light scattered as intentionally designed probe grating ("PG" lines) and residual side-wall
grating ("RG" lines). Real space (near-ﬁeld) pattern corresponding the the "PG" and "RG" lines is shown
at the bottom of ﬁgures (a) and (b), respectively.
and transverse electric (TE) modes of the wire waveguides scattered by the LPGs. The
hypothesis was conﬁrmed by near-ﬁeld imaging; by applying an appropriate ﬁlter in the
intermediate Fourier plane FS (see Fig. 3.12), we can block the “RG” lines and observe
the near-ﬁeld pattern corresponding exclusively to the “PG” lines. As shown in Fig. 4.3,
such pattern is indeed located at the LPG, etched at both sides of the waveguide. The
optical signal radiated from each individual LPG interfers in the far-ﬁeld, producing the
modulation observed along the k⊥ direction. The TE and TM polarization assignment was
performed by polarization analysis in the collecting path.
On the other hand, the far-ﬁeld “RG” lines, which corresponding image in the near ﬁeld
is located at the waveguide core (Fig. 4.3(b)), are not related to the scattering at the LPGs.
This is also conﬁrmed by the fact that their intensity proﬁle does not depend on the LPG
separation Y as evidenced in Fig. 4.3(a) and (b). Looking at the vertical proﬁle of the “RG”
lines, the signal is mainly located near the boundary of the pupil of the collecting lens. This
indicates that the light is preferentially scattered within the plane of the sample, supposedly
by a vertical surface constituted by the waveguide sidewalls. Therefore, we attribute these
lines to the ﬁrst and second orders of a small corrugation gratings on each sidewall of the
wire waveguides. The kprop spacing between the RG1TM and RG2TM corresponds to a
spatial modulation of 1.28 μm, which is exactly the dimension of the trapezoidal write
sub-ﬁeld border used in the e-beam lithographic process as explained in section 2.1.1.
The aforementioned experimental observations imply that the residual nanometer-scale
imperfections inherent to the technological processing such as subﬁeld fracturation still
result in optical scattering loss detectable by standard far-ﬁeld imaging. Note that these
imperfections are not visible at the SEM images, and optical imaging is an unique way to
identify them, and possibly quantify. On the other hand, scattering at a residual grating
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is a coherent process that conserves the phase of the input guided ﬁeld. In combination
with the FSI, it can be used to non-invasively reconstruct the propagation constant and
dispersion properties of the supported modes as shown below:
From the knowledge of the reciprocal vector of both the probe and the residual gratings
and the kz0 position of the lines, the mode propagation constants are entirely determined
as shown in Fig. 4.4. Note, that folding the “PG” and “RG” by an appropriate reciprocal
grating vector results in strictly identical values of reconstructed propagation constants for
both polarizations. This a posteriori conﬁrms the 1.28 μm periodic corrugations at the
sidewalls. In addition the results for Y = 1 μm and Y = 3 μm are strictly identical in
the resolution limit of the set-up which demonstrates the non-invasive nature of the LPGs
approach. Note also that the determination of the wave vector of the TE modes of the
400 nm wide waveguide corresponds to an eﬀective NA of the far-ﬁeld microscope as high
as 2.5.
Figure 4.4: Reconstruction of the guided mode dispersion by unfolding the measured dispersion curve
by one reciprocal vector of the probe (resp. residual) grating.
Fig. 4.5(a) and (b) plot the reconstructed dispersion curves for the wire and slot waveg-
uides, respectively, as the excitation wavelength was tuned within 1480-1660 nm. The
narrowing of the waveguide width as well as the presence of a slit are accompanied with
a decrease of the modal eﬀective index as a result of the guided mode spreading into the
surrounding low index material. In agreement with theoretical calculations, for the slot
waveguides with given dimensions, only the TM modes are supported.
Comparison of these experimental dispersion curves with simulations reveals a very
good agreement for the 400-nm-wide rectangular waveguide. Small discrepancies that are
observed for other waveguides investigated can be assigned to either substrate thickness
variations, or larger uncertainties in lateral dimensions of nanowires introduced upon fabri-
cation. The deviation is most pronounced for the S70 waveguide (70-nm wide slot), where
the relative error in the slit thickness is expected to be the largest. Another eﬀect that
may play a role but was disregarded in the dispersion calculations is the inﬂuence of the
mode leakage into the Si substrate, which is separated by only 1-μm-thick SiO2 layer from
the waveguide core region.
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Figure 4.5: Experimentally measured dispersion of slot (a) and rectangular (b) nanowire waveguides.
Fig. 4.6 shows the group index ng = c dkdωof all investigated modes, which was obtained
by numerical diﬀerentiation of the experimental dispersion data. The observed group
index reaches values up to 5.2 and 4 for the wires and slot waveguides, respectively, which is
notably larger than the material index of silicon. The high group index values as well as the
anomalous group index dispersion result from the eﬀect of the sub-wavelength waveguide
geometry that dominates the material dispersion [123,124].
Figure 4.6: Group index and ﬁrst order dispersion calculated by numerical diﬀerentiation of the measured
dispersion curve.
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4.2 Co-directional couplers
In this section, the Fourier-space imaging technique is applied to directly probe the funda-
mental physical interactions within the coupled waveguide structures. More speciﬁcally, we
focus on the state-of-the-art co-directional waveguide couplers based on Silicon-On-Isolator
(SOI), which are characterized by coupling lengths typically about 10 μm (or even shorter
in a photonic crystal environment), and propagation losses as low as 2.5 dB/cm [8,10].
Figure 4.7: (a) Schematic drawing of a co-directional coupler. (b) Symmetric and antisymmetric mode
of a directional coupler. Calculated mode proﬁles adopted from [125].
The physical properties of coupled waveguides have been intensively studied since the
early days of integrated photonics in 1970s, both theoretically and experimentally. Along
with numerical simulation tools (Finite-diﬀerence time-domain or guided mode expansion
methods), analytical coupled mode theory proved suitable for modelling the mutual in-
tensity transfer within the coupled systems [126, 127]. As follows from the coupled mode
theory, the guided mode of an isolated waveguide splits into two as soon as the mutual cou-
pling with a second, identical waveguide is introduced. As shown schematically in Fig. 4.7,
the split modes can be categorized as a symmetric and an antisymmetric one, according to
the symmetry of the mode ﬁeld in respect to the waveguide structure. Each of the modes
has a diﬀerent propagation constant and therefore, their mutual phase relation changes
periodically as a function of the length of propagation. This leads, in return, to a periodic







|kS − kA| (4.1)
where kS and kA denote the propagation constants of the symmetric and antisymmetric
modes, respectively.
Up to now, the experimental veriﬁcation has been almost exclusively limited to trans-
mission measurements [9], which provide spectral information about the coupler perfor-
mance, but cannot probe the coupling length or the coupled mode dispersion directly.
However, using the Fourier-space imaging, the mode splitting of the original isolated waveg-
uide mode is observed directly in the k-space and the dispersion relation of the split modes
is studied in detail for diﬀerent coupler geometries. From the Fourier space images, valu-
able information about the coupling length/strength and its spectral dependence can be
directly reconstructed, with high accuracy and without the need for time-consuming repet-
itive measurements.
Symmetric directional couplers and isolated reference wire waveguides were designed
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and fabricated in a silicon layer using a silicon-on-insulator (SOI) wafer (220 nm±5 nm
thick Si layer on top of a 2 μm SiO2 buﬀer) within the ePIXnet nanostructuring platform
in St. Andrews. Total of 21 diﬀerent coupler and waveguide structures with varying wire
width d (from 320 to 460 nm) and coupled waveguide separation distance g (from 220 to
390 nm) were prepared from seven distinct mask patterns (labelled as A-G) under diﬀerent
e-beam-dose conditions. An overview of the designs including exact structural parameters
determined from the scanning electron microscopy (SEM) are summarized in Table 4.1.
The present coupler designs are intended for operation under TM-polarized excitation;
eﬃcient coupling of TM-polarized modes results in coupling lengths several times larger
that the excitation wavelength, i.e. Lc ≈ 7 μm. This is not the case for weakly interacting
TE-polarized modes, whose coupling lengths at the given waveguide separation distance g
were as large as 100 μm. Therefore, in the further text, only the TM-polarized modes are
considered.
Dose D0.9 Dose D1.0 Dose D1.1
d g Lc d g Lc d g Lc
A 460 220 6.3 435 245 6.7 390 290 6.6
B 460 250 7.4 430 280 7.5 390 330 7.6
C 460 300 9.6 430 330 9.8 385 375 9.5
D 430 220 5.6 400 250 5.6 350 296 5.8
E 405 225 5.2 380 250 5.2 330 300 5.3
F 395 260 6.3 375 285 6.0 325 330 6.3
G 390 320 7.6 370 345 7.8 320 390 7.9
Table 4.1: Overview of structural parameters and experimentally measured coupling lengths of all inves-
tigated coupler designs.
Figure 4.8: (a)Top-view SEM image and schematic cross-sectional layout of directional coupler with
linear probe grating (LPG) designed alongside the structure; dimensions are given in nanometers. (b)
Corresponding near-ﬁeld IR image. Below: intensity proﬁle at the bottom LPG.
A typical top-view scanning electron microscope (SEM) image together with a schematic
cross-sectional layout of the ﬁnal device is given in Fig. 4.8. Besides the coupler, a linear
probe grating with the period Λ = 700 nm was designed at both sides of the coupled waveg-
uides at the waveguide-grating separation distance of 600 nm. As in the previous case of
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nanophotonic wire waveguides, the purpose of the grating was to coherently scatter a small
portion of the guided light into the far-ﬁeld. Standard imaging of the sample surface yields
a real-space image, which reﬂects the intensity distribution of light scattered at each of the
two LPGs. As shown in Fig. 4.8(b), this allows us to map the intensity transfer between
the coupled waveguides. In the absence of the probe gratings, no intensity pattern can
be observed, because of the low intrinsic scattering loss of SOI structures as well as the
low spatial resolution of the NIR imaging, which cannot resolve two closely spaced wire
waveguides.
Figure 4.9: Far-ﬁeld image of a reference wire waveguide (a) and directional coupler (b) of identical
cross-sectional dimensions measured at λ = 1550 nm. The corresponding vertical line proﬁles are shown
at the right.
Figures 4.9(a) and (b) show a far-ﬁeld image of a reference wire waveguide and a
directional coupler of the same waveguide geometry (d = 380 nm, g = 250 nm). While the k-
space image of an isolated waveguide yields a single line shape, the directional coupler ﬁgure
consists of two closely spaced lines, characterized by diﬀerent modulation pattern along
the vertical ky axis. The two lines correspond to the two modes of the coupled waveguides,
which appear upon splitting of the isolated waveguide mode in the coupled conﬁguration.
While the position of the lines along the kz axis determines the propagation constant(s) of
the modes, careful analysis of their ky proﬁle makes it possible to identify their symmetry:
As the guided ﬁeld is diﬀracted at the two LPGs, it produces an interference pattern that is
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observed in the far-ﬁeld along the ky direction (plotted in the right sector of Fig. 4.9(a) and
(b)). An intensity maximum of the interference proﬁle at ky = 0 implies that the ﬁeld at
both LPGs is in phase and the mode under investigation is symmetric. On the other hand,
the far-ﬁeld intensity of the antisymmetric mode, which has an opposite phase at each of the
LPGs, must drop to zero at ky = 0 as a result of destructive interference. Following these
considerations, symmetry assignment of the measured modes was performed as indicated
in Fig. 4.9(b), where A designates the anti-symmetric and S the symmetric modes.
Figure 4.10(a) shows the measured dispersion diagram of the coupled modes of direc-
tional coupler with d = 370 nm and g = 345 nm compared to the dispersion curve of
the isolated reference waveguide. In both cases the dispersion curves were obtained by
recording the spectral shift of the kz line position when tuning the excitation wavelength
from 1480 to 1650 nm, which was then folded by one reciprocal vector of the LPG grating
kR/A/S = kz + 2π/Λ, where kR, kS , kA are the propagation constants of the reference
waveguide, the symmetric and the antisymmetric split modes, respectively. Dashed lines
that are also shown in the ﬁgure represent the dispersion curves simulated by the guided
mode expansion based CAMFR solver [128]. A very good agreement between the theory
and experiment is achieved, especially for the frequencies well above the mode cut-oﬀ.
Figure 4.10: (a) Experimental dispersion curve of symmetric and antisymmetric modes of a directional
coupler (d = 380nm, g = 250 nm) and a reference waveguide (d = 380 nm) compared to numerical
simulation by CAMFR (dashed lines). (b) Far-ﬁeld line proﬁles along kz plotted for a constant wire width
d = 430 nm, wavelength λ = 1500 nm and decreasing waveguide separation distance g (couplers - solid
line, reference waveguide - dotted line).
The magnitude of the mode splitting Δkz is a direct measure of the coupling strength,
increasing for enhanced interaction between the coupled waveguides. It is proportional to
the mode ﬁeld overlap between the two waveguides, which depends in particular on the
proximity of the two coupled waveguides g and the waveguide width d. The latter is a
measure of the lateral mode ﬁeld conﬁnement. As an example, Figure 4.10(b) illustrates an
increase in the mode splitting Δkz when decreasing the waveguide separation distance from
330 to 245 nm, keeping the constant waveguide thickness of 430 nm. In our experimental
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conﬁguration we can determine Δkz with a precision1 of 0.0025 μm−1. Expressed in terms
of the coupling length Lc, this can be measured with an accuracy of ±50 nm, which is
quite remarkable. The experimentally determined coupling lengths of the diﬀerent designs
range from 5 to 10 μ and are listed in Tab. 4.1.
In order to investigate the relation between the mode splitting Δkz and the two struc-
tural parameters g and d more closely, we use the coupled mode theory derived for sym-
metric slab waveguides [125] combined with the eﬀective index method. This approach














n2k20 − k2R, γ =
√
k2R − k20, k0 is the free space wave vector, kR the d-
dependent propagation constant of an isolated waveguide and neff is the eﬀective refractive
index of an unpatterned SOI membrane.
In Fig. 4.11(a), the theoretical mode splitting given by Eq. 4.2 is compared to the
experimental data measured at λ = 1500 nm for all available coupler designs. In the
theoretical model the eﬀective index of the 220-nm thick Si device layer nTMeff = 2.01 was
used and the propagation constant kR(d) was extrapolated from the experimental data
measured on isolated reference waveguides. The two-dimensional function Δkz = f(d, g)
is shown as a surface plot with dot markers at positions (d, g) corresponding to parameters
of investigated devices. The markers help to visualize the discrepancy relative to the
experimental values plotted in the same Figure as empty circles. An excellent consistency of
the measured data and the theoretical results is achieved, demonstrating that the presented
analytical model can closely describe the mode splitting even in 2D high index contrast
SOI coupled systems.
Having a closer look at the Fig. 4.11(a), one can notice that within the studied pa-
rameter range, the magnitude of the mode splitting decreases roughly linearly with the
wire width d and the waveguide separation distance g. The proportionality constants of
this dependence have similar values for both parameters d and g, which means that if the
wire width is increased and the gap thickness reduced by the same amount, the resulting
change in the coupling strength is minimal. Hence, the quantity d + g can be considered
as a measure of the coupled interaction. This is demonstrated in Fig. 4.11(b), which plots
the experimental coupling length of individual coupler designs as a function of d + g. The
shaded region represents ±5 nm uncertainty in the coupler lateral parameter speciﬁcation.
Such an uncertainty reﬂects the accuracy with which the dimensions of actual devices can
be determined.
The coupling length Lc increases monotonically with d+g, nevertheless, it only weakly
depends on the e-beam dose although the structural parameters vary upon the dose change
considerably. Variation in the dose of the e-beam patterning keeps the sum d+ g constant
and has therefore only a negligible eﬀect on the resulting coupling length; for all three
reported e-beam doses the relative diﬀerence in Lc lies within the error of the structural
parameter speciﬁcations, as can be seen in Fig 4.11(b). Hence, once the proper mask design
is available, the fabrication procedure is robust against small deviations from the target
1Two times higher resolution than stated in Chapter 3 is due to a diﬀerent camera IR used for image
acquisition with a approx. two times smaller pixel pitch
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Figure 4.11: Magnitude of the line splitting Δkz(d, g) at λ = 1500 nm. Experimental data (•) are
compared to the theory (surface plot with ◦ datapoints). (b) Experimental and theoretical coupling
lengths of diﬀerent mask designs and e-beam doses from Tab. 4.1 (theory: medium e-beam dose only)
plotted versus the sum of the wire width d and waveguide separation distance g. Theoretical coupling
length Lc(d + g) is shown as a shaded region.
settings that shall not inﬂuence the performance of the ﬁnal devices.
To sum up, we have non-invasively and accurately determined the dispersion properties
and the coupling lengths of directional couplers, and in addition, revealed a low sensitivity
of the coupling length to the e-beam dose used upon fabrication. Beyond, it should be
noted that due to local nature of LPG probes, the presented technique equally allows for
on-chip measurements of more advanced systems, e.g. dynamic switches or coupled slow
light PhC waveguides, where the increasing losses make the transmission measurements
diﬃcult.
4.3 Beam-steering with arrayed waveguides
Recently, there has been a lot of eﬀort invested to the development of devices that allow
for full-optical beam steering, either adopting the concept of phased arrays [129] or in
photonic crystal environment [130]. The optical control allows for very stable, rapid and
precise beam steering without mechanical motion, making the devices robust to speciﬁc
external constraints such as acceleration. Within the collaboration with Prof. R. Baets,
Dr. W. Bogaerts and K. Van Acoleyen from the Ghent University, we adopted the concept
of optical waveguide phased arrays that work on the same principle as microwave antenna
arrays: the directionality of the output beam is controlled by the number of emitters, i.e.
waveguides, and the steering is accomplished by controlling the phase relation between the
individual waveguides in the array.
The schematic drawing of the device under study is shown in Fig. 4.12 and it principally
consist of three sections: access waveguide section, section of phase control and ﬁnally,
section of coupled waveguide arrays with embedded grating couplers for the optical signal
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extraction.
Figure 4.12: Schematic drawing of the beam-steering device, showing the full layout of the sample and
deﬁning the principal angles (θ,Ψ) and directions (y, z). The two insets give a more detailed image of the
passive phase shifter design and the grating coupler shallow-etched on the top of the arrayed waveguides.
The structure is excited with TE-polarized light via the end-facet of the sample as in
a standard end-ﬁre setup. The signal is ﬁrstly coupled into a 3 μm wide access waveguide,
which is gradually tapered to the width of 500 nm, and subsequently split by a cascade of
Multi-Mode Interference splitters (MMI) into 16 parallel waveguides of 500-nm width and
lateral separation of 2 μm.
The section of phase control is realized in two ways: passive control and active phase
control using the thermo-optic eﬀect in silicon. In the ﬁrst case, the waveguide width is
locally increased by 50 nm as shown in Fig. 4.12 and the length of the modiﬁed waveguide
section is gradually varied for adjacent waveguides to induce a linear phase shift. In
the case of the active phase control, the device is planarised by 600-800 nm thick layer
of benzocyclobutene (BCB) and a 100-nm thick titanium electrode is sputtered on top.
When the current is ﬂowing through the electrode, a linear phase shift is induced in the
arrayed waveguides due to Joule heating and the speciﬁc shape of the electrode. At the
end of this section, waveguides are adiabatically tapered to the width of 800 nm, retaining
the same lateral period of 2 μm.
Finally, the device section for light extraction contains a 32 μm long ﬁrst-order diﬀrac-
tion grating shallow-etched on top of each waveguide. The grating is characterized by
a period of Λ = 630 nm and duty cycle of 0.5, and is optimized for eﬃcient TE mode
extraction.
The devices for both active and passive phase control were fabricated in SOI wafers with
220-nm thick Si device layer on top of a 2 μm burried oxide layer at IMEC in two steps.
In the ﬁrst step, the waveguides and the MMI splitters were fabricated, and in the second
step the shallow-etched, 70-nm deep grating coupler was introduced. The processed devices
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were investigated using the Fourier-space imaging technique at the excitation wavelength
of λ = 1550 nm (if not speciﬁed otherwise). Besides the standard NA = 0.9 Leica objective,
the long-working distance Olympus LMPlanFI objective with NA = 0.8 was used to collect
light and perform the optical Fourier transform; this objective oﬀers a suﬃciently high
numerical aperture, while leaving enough space above the sample surface to facilitate for
the current injection.
Fig. 4.13 shows the far-ﬁeld image of light radiated from the reference structure, i.e.,
structure with zero phase shift between the adjacent waveguides. As can be seen in the
ﬁgure, the TE-polarized optical signal is diﬀracted by the grating coupler in three principal
directions, forming three highly directive beams. One beam is directed vertically from the
sample surface and two others at wave vectors ky = ±3.14 μm−1, which corresponds to
angles Φ = ±51◦ at λ = 1550 nm. The angles θ and Φ are deﬁned as the outcoupling
angles in the longitudinal plane, i.e. along the waveguide axis, and transverse plane, i.e.
perpendicular to the waveguide axis, respectively, with respect to the normal of sample
surface. The beam proﬁles along both perpendicular directions are shown in Fig. 4.13(b)
and (c).
Figure 4.13: (a) Far-ﬁeld image of light extracted from a reference device (no added phase shift between
the waveguides). The three points in k-space represent three beams of close-to circular proﬁle, directed at
angles θ = 1.9◦ and Φ = 0◦,±51◦. (b,c) show the horizontal and vertical beam proﬁles, respectively.
The beam position and size along the kz axis are determined by the speciﬁc design of
the grating coupler. The linewidth Δkz is given by the k-space broadening due to optical
signal decay along the coupler and to the ﬁnite length of the coupler. The physics behind
is the same as detailed in Section 3.2.1, where the line broadening due to radiation loss and
ﬁnite size of the structure are discussed. The experimentally measured Δkz of the peak at
1550 nm is equal to 0.2 μm−1 (2.8◦).
In the ky direction, the far-ﬁeld proﬁle depends primarily on the number N and sep-
aration d of waveguides in the array. The waveguide array acts as a grating with three
diﬀraction orders inside the light cone at ky = 0, ±2πd = 3.14 μm−1, where d is the period
of the waveguide array. The proﬁle of each diﬀraction order is determined by the Fourier
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The experimentally measured Δky = 0.19 μm−1 (2.7◦), which is in a close agreement with
the theoretical linewidth of 0.175 μm−1 (2.5◦) calculated from Eq. 4.3. Finally, the relative
intensity of individual diﬀraction orders is modulated by the angular intensity distribution
of light radiated from a single waveguide. The latter, however, varies considerably as a
function of the wavelength resulting in a threefold decrease of the intensity of the central
beam when the wavelength is tuned from 1470 to 1660 nm. This intensity decrease upon
tuning could be solved by using more directive elements of the array, e.g. by employing
a more elaborate design on the grating coupler and/or the waveguides. Furthermore, the
two oblique beams that are typically not desired for practical applications can be easily
removed by slightly decreasing the waveguide separation d, which shifts the ﬁrst diﬀraction
orders below the light line.
Beam steering along the θ direction. The grating coupler shallow-etched at the
waveguide core acts in a similar way as the probe gratings discussed in section 3.2.1: it
diﬀracts a part of the propagating guided mode into the far-ﬁeld, in the direction kz given
by the grating equation:




where kzprop is the propagation constant of a waveguide in the array. By tuning the wave-
length of excitation, the propagation constant kzprop changes following the quasi-linear
dispersion relation of the waveguide, and, hence, the emission direction kz changes accord-
ingly. Using the Fourier-space imaging, we can easily monitor the beam direction as shown
in Fig. 4.14. Within our tuneable wavelength range of 1470-1660 nm, we can steer the
beam by the 1.8 μm−1, which corresponds to approx. 26◦.
Figure 4.14: Wavelength steering. Figure shows how the position of the central beam shifts along the
kz axis when the wavelength of excitation is tuned between 1470 and 1660 nm. The k-space shift of the
beam corresponds to the beam steering by angle θ = 26◦
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Passive phase shift The designed passive phase shifters have the length of L, L+ ΔL,
L + 2ΔL... L + 15ΔL, imposing a linear phase ramp on the waveguides. The parameter
ΔL, which varies from 0 to 10 μm in total of 11 diﬀerent structures, determines the ﬁnal
relative phase shift ϕ between the waveguides and, hence, the emission angle Φ of the











Fig. 4.15 illustrates how the central beam position is steered from ky = 0 to ky = 1.56 μm−1
(22.6◦) by successive switching between structures 0 (ΔL = 0) to 10 (Δ L = 10 μm). As
expected, the beam deﬂection ky increases linearly as a function of Δ L; small deviations
are due to random phase errors resulting from the fabrication, which are also visible in
Fig. 4.15 as a background noise.
Figure 4.15: Passive steering. The passive phase shifters induce the shift od the central beam along the
ky axis, allowing for the beam deﬂection as large as Φ = 22.6◦ (structure design widh ΔL = 10 μm).
Active phase shift
The phase shift ϕ can be tuned dynamically by varying the magnitude of current injected






where ∂n∂T is the thermooptic coeﬃcient of silicon, RI
2 the Joule heat produced by an
electrode of resistance R and direct current of magnitude I, ΔL is the diﬀerence of the
electrode length of the adjacent waveguides and ﬁnally, c is a proportionality constant that
relates the temperature change of the silicon waveguide ΔT to the Joule heat produced by
the electrode.
The result of the active beam steering is reported in Fig. 4.16. The peak is no longer
centered at Φ = 0 owing to a ﬁxed phase shift present in the investigated structure. By
increasing the current from 0 to 3.95mA, the peak shifts continuously from 1.43 μm−1
to 1.59 μm−1, i.e. by Δky = 0.16 μm−1 (2.4◦). Higher currents were not used owing to
practical limitations and the possibility of burning the resistor electrode.
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Figure 4.16: Active steering. Increasing the current in the heater electrode induces a continuous shift
of the central beam along ky by as much as 2.4◦ at I = 4A. Square dependence of the beam direction in
k-space on the injected current I is clearly visible.
The shift of 2.4◦ implies a phase diﬀerence of ϕ = 0.11π between individual grating
couplers. The electrode thus imposes this phase shift on the ﬁrst waveguide, twice the
phase shift at the second waveguide, etc. The total phase shift induced by the electrode is
ϕtot = 0.11π(1 + 2 + ...16) = 14.28π. The measured resistance of the electrode was 15 kΩ
of which approximately half was used for heating up the device. Hence, one can estimate
the power needed for a π phase shift as Pπ = 8.2 mW.
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Chapter 5
Two-dimensional dispersion map of a
bulk photonic crystal
Photonic crystal structures are characterized by complex dispersion, which on one hand
complicates their physical understanding and structural design, but on the other hand
makes them suitable for principally any application in the ﬁeld of nanophotonics, as de-
tailed in the introductory Chapter 1. In this context, dispersion relation represents a
key characteristic for understanding and molding the light propagation within photonic
crystals. The aim of this chapter is to present the experimental measurement of intricate
two-dimensional dispersion relation of a bulk photonic crystal, obtained using the com-
bined End-ﬁre–FSI technique. Special attention is payed to the slow-light regime where
the physics of light propagation - especially in the presence of residual disorder - is not yet
fully understood.
5.1 2D Dispersion of triangular-type lattice photonic crystal
Bulk photonic crystal realized in a high-index slab represents the most fundamental exam-
ple of a CMOS-compatible photonic crystal. The propagation of light in this structure is
governed by a relatively simple dispersion relation shown in Fig. 1.9, which divides the fre-
quency spectrum into photonics bands supporting optical modes and photonic bandgaps,
where no extended Bloch solution exists. In this section, we will focus on the topmost part
of the dielectric band of a triangular photonic crystal lattice, excited in the Γ−K direction
by TE-polarized light.
Figure 5.1 shows a top-view SEM image and the theoretical dispersion map of such a
photonic crystal with the lattice constant a = 380 nm and ﬁlling factor f = 35 %. The
calculations were performed using a 2-dimensional PWE method taking into account the
dispersion of the slab waveguide. As can be observed in Fig. 5.1(c), the equifrequency
surfaces (EFSs) at low frequencies have a circular shape centered around the Γ point. The
comparison with the dispersion map of a homogeneous dielectric depicted in Fig. 1.1(a)
implies that at the bottom of the band the photonic crystal behaves as a homogeneous
isotropic medium. The light incident at the photonic crystal undergoes standard diﬀrac-
tion, independently of the direction of excitation.
However, as the frequency increases, the circular EFSs gradually evolve towards hexag-
onal shape with apexes oriented in the direction of the M symmetry points. The curvature
of the EFSs in the Γ−K direction decreases accordingly, becoming locally ﬂat approxi-
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Figure 5.1: (a) Top-view SEM image of a bulk photonic crystal in Si slab including the input ridge access
waveguide. (b) Theoretical dispersion map and dispersion curve (inset) of the dielectric band under TE
excitation. Calculations were performed using the PWE and GME methods, respectively.
mately at the same frequency as the EFS reaches the M point. As explained in section
1.3.2, energy of optical beam incident at a ﬂat EFS will propagate in one single direction
given by the normal to the EFS, we speak about the phenomenon of self-collimation.
Further on, as the excitation frequency approaches the band edge, the EFSs take the
trinagular form which gradually converges towards a singular point. At corresponding
frequencies, the slope of the dispersion curve decreases as shown in the inset of Fig. 5.1(c),
which implies a progressive slow down of the speed of propagation of the Bloch mode.
At the extremum of the band edge, the group velocity reaches 0 and the optical ﬁeld of
the mode delocalizes across the whole structure. Such a behavior leads to creation of a
broad-area band-edge mode with high density of states, which is particularly appealing for
construction of band-edge photonic crystal lasers; both vertically and in-plane photonic
crystal band-edge lasers have already been successfully realized in visible [38], infrared [39]
as well as in terahertz wavelength range [40].
Figure 5.2: (a) Diﬀraction and (b) self-collimation regime observed in real-space due to light scattering
at residual disorder (sample with a = 350 nm).
Generally, it is not straightforward to clearly visualize the above described eﬀects in
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experiment, primarily due to the fact that the Bloch modes of the dielectric band are found
below the light cone. In the real space, one can typically trace the light propagation due to
residual defects and imperfections that scatter light out-of plane as illustrated in Fig. 5.2.
This allows us for example to discriminate between the regime of beam diﬀraction and
collimation, however, in a general case, the exact dispersion characteristic is diﬃcult to be
retrieved using just a set of random scatters. In particular, such approach does not allow to
map the EFS at the top of the dispersion band, where the optical signal is delocalized over
all the structure and strong spatially incoherent back-scattering due to residual disorder is
expected to occur [131].
5.1.1 Experimental reconstruction of the dispersion map
Using the Fourier-space imaging in combination with grating probes, we are able to visu-
alize the dispersion map and its evolution towards the extremum of the dielectric band in
experiment, including the interesting phenomenon of self-collimation as well as the regime
of ‘frozen’ light at the extremity of the band. For this purpose, one can intentionally de-
sign a probe grating, e.g. a shallow-etched two dimensional surface grating as was done
in related experiment of N. Le Thomas et al. [116], where he investigated the dispersion
of square-type lattice photonic crystal. In the present work, however, we made use of
a residual two-dimensional grating which origin is attributed to the e-beam patterning
process.
The actual device was fabricated in SOI substrates of 220-nm-thick silicon layer on top
of 2-μm-thick buried oxide layer. The lattice parameters of a = 380 nm (or a = 350 nm)
and ﬁlling factor f = 35 % (the same as used for the calculations) were chosen to ﬁt
the topmost region of the dielectric band within the wavelength range of 1470-1660 nm.
Low e-beam dose used for the sample patterning resulted in periodic corrugations, which
are clearly visible at the sidewalls of the access waveguide (detailed zoom in Fig. 5.1(b)).
Similar corrugations, although not visible in the SEM, were observed in the photonic
crystal region in both perpendicular directions z and y. As the grating was not designed
intentionally, it is a pure coincidence that the period of the residual gratings has just the
proper value to fold both the K and M point into the light cone.
The process of reconstruction of the dispersion map around the K and M points is
schematically shown in Fig. 5.3(a). The residual corrugation grating has the same period
Λz = Λy1 = 640 nm in both perpendicular directions, as was retrieved from the experi-
mental data. Note that the period is exactly one half of the residual grating period section
4.1.1, which indicates that it can be equally related to the size of the e-beam subﬁeld bor-
der, just scaled by the resolution used to write the photonic crystal pattern. However, no
conclusive statement can be made as the actual subﬁeld size used to pattern the device is
unknown. In addition, in the y direction, a second residual grating was observed, although
its origin and period are diﬃcult to clarify without a further systematic study.
The grating along the z-axis scatters preferentially the light propagating along Γ-K,
while the perpendicular gratings scatter the light propagating along the Γ-M direction,
folding the EFSs found in the proximity of the M-point into the light cone as depicted in
Fig. 5.3(a). At the M-point, the EFS image is quadrupled due to the presence of double
periodicity corrugation and the symmetric dispersion folding from both the upper and
bottom Brillouin zone boundary.
The experimental equifrequency surfaces along the Γ-K direction recorded for increasing
excitation wavelength from 1473 nm (corresponds to the top of the dielectric band) to
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Figure 5.3: (a) Reconstruction of the dispersion map around the K and M points. (b) Evolution of
the experimental dispersion map around the K-point from the top of the dielectric band down to the
self-collimation regime.
1590 nm (self-collimation) are shown in Fig. 5.3(b). They clearly follow the theoretically
predicted change of the EFS curvature, that manifests the transition from diﬀractive to
self-focusing regime. The phenomenon of self-collimation is observed at the frequency
of 1595 nm, in both Fourier space, where the equifrequency surface form a straight line
along ky, and the Real space, where the near-ﬁeld image of light scattered at residual
imperfections shows a narrow, collimated beam.
With exception of the topmost region of the dielectric band, the EFS with positive slope
of the group index are mainly excited due to unidirectional excitation scheme. However,
above approx. 1520 nm, weak excitation of the backward-propagating Bloch mode is
observed, attributed to back-scattering at residual defects. The intensity of the backward
component increases as the frequency approaches the extremum of the dielectric band,
which is correlated with the decrease of the group velocity and the onset of the slow-light
regime. Similar increase in the disorder-induced coherent back-scattering in the slow light
regime was experimentally observed in 3D and 2D photonic crystals [116, 131] and one-
dimensional waveguide structures [132, 133]. At the very top of the dielectric band, the
EFSs converge to a single spot, accompanied by strong out-of-plane emission attributed
to the onset of light localization. The spatially-localized modes were observed in a very
similar conﬁguration also in the real space, as was reported by N. Le Thomas in [116].
Fig. 5.4(a) plots the superimposed Fourier-space images recorded in the wavelength
range 1473 - 1660 nm as compared to dispersion map calculated by plane wave expansion
method. Position of the EFS recorded along the kz axis and plotted versus the excita-
tion frequency yields directly the dispersion relation along the Γ-K direction as shown in
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Figure 5.4: (a) Experimentally measured dispersion map compared to the theoretical EFSs. (b) Disper-
sion curve along the Γ-K direction retrieved from (a).
Fig. 5.4(b). It can be witnessed that an excellent agreement between the experiment re-
sults and the theoretical calculations is achieved provided that the dispersion of the planar
waveguide is taken into account.
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Chapter 6
Slow light in W1 waveguides in the
presence of disorder
Slowing down the speed of light has been intensively studied within the past few years; it
provides the possibility to control the speed of light for optical signal processing (optical
buﬀers, delay lines) and at the same time, it enhances both linear and nonlinear light-
matter interaction such as absorption, gain, thermo-optic and electro-optic interactions
[57, 134, 135]. In photonic crystals, the slow light phenomenon is related to the multiple
reﬂection and interference on periodic photonic crystal lattice, which leads to creation of
ﬂat photonic bands, i.e. bands which are characterized by group velocity considerably
lower that in corresponding unstructured homogeneous medium.
As was already shown in the previous section, slow light can be observed at the band
edges of a bulk photonic crystal, however, for practical applications, slow light line-defect
waveguides are far more appealing:
• Optical waveguides can guide the slow optical signal without inherent propagation
losses and within a large frequency bandwidth. In the case of bulk photonic crystal,
reasonable transmission is achieved in the self-collimation regime, but such a regime
has intrinsically a narrow bandwidth that principally does not coincide with the slow
light operation.
• More degrees of freedom in the design of the waveguides. Dispersion curve of the
line-defect waveguides can be engineered to create regions of ﬂat, linear dispersion of
the desired group index, within the largest possible bandwidth and lowest possible
group velocity dispersion [58, 59, 136]. In contrast, the near-parabolic dispersion of
bulk, perfectly periodic photonic crystals at the band edge is accompanied with large
GVD, which hinders the advantage of operation in the slow light regime.
In the further text we will experimentally investigate the slow light propagation in W1
waveguides, mainly focusing on two aspects that are widely discussed in relation to the
slow light propagation in photonic crystal environment: coupling into the slow light modes
and limitation of the maximum achievable group index by disorder.
6.1 Coupling into slow light modes
Coupling between ridge access waveguides and photonic crystal slow-light modes is prob-
lematic ﬁrstly due to the diﬀerence of the transverse mode proﬁles of the fast and slow
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light modes, and secondly, due to the diﬀerence in their energy density. While the ﬁrst
issue can be rather easily solved by adapting the access waveguide width and the exact
photonic crystal termination, the latter is more fundamental. The diﬀerence in the energy
density between fast and slow modes results from the fact that in the slow light regime the
optical signal is spatially compressed and its intensity consequently increased proportion-
ally to the slow-down factor S, deﬁned as the ratio of the phase and the group velocity
S = vϕ/vg [134]. In order to match the transverse ﬁeld components at the interface, the
energy ﬂow in the slow light region must be lower than in the fast-light region, in other
words, a large amount of energy must be reﬂected at the interface.
However, is has been shown that an eﬃcient coupling between fast and slow modes
can be achieved either by adiabatic transition, or at abrupt interfaces through signiﬁcant
contribution of the evanescent modes, which partially cancel the naturally large ﬁelds
associated with the slow mode at the interface [137].
Figure 6.1: Schematic drawing of the Fast-light taper (F-taper).
Interface designs proposed to improve the coupling into the slow light line-defect waveg-
uide modes include optimized hole termination [138], adiabatic tapering [139] and most
recently, the so-called fast-light taper proposed by J. P. Hugonin et. al. [90] and experimen-
tally realized by J. Li et. al. [58]. The latter consists of a fast light photonic crystal section
approximately 10 periods long, inserted between the ridge waveguide and the photonic
crystal waveguide. The lattice constant of the fast-light section is extended by 15-30 nm
along the propagation direction, to eﬀectively shift the dispersion curve of the PhC to lower
energies and ensure the following coupling scheme: fast ridge waveguide mode → fast W1
mode → slow W1 mode, as schematically represented in Fig. 6.1(a). The fast-light taper
introduces a new interface between the fast and slow mode, which favours the excitation of
the relevant evanescent modes of appreciable amplitude and ﬁeld proﬁle, helping to satisfy
the boundary condition [137,140].
Dispersion curves of a standard W1 waveguide (a = 420 nm, f = 36%) and fast-light
taper section where the lattice constant az was increased by 20 nm are shown in Fig. 6.1(b).
For the group index of the W1 equal to ng = 60, the group index of the taper is ng = 7, i.e.,
the taper still operates in the fast-light regime and eﬃcient coupling between the access
waveguides and the taper is expected. Below we provide an illustrative experimental proof
that the fast-light section does indeed substantially improve the coupling into the slow
modes.
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Figure 6.2: Comparison of experimental dispersion curves measured on a sample (a) without any taper,
(b) containing a 10-period long F-taper section.
Fig. 6.2 shows the experimentally measured dispersion curves of two W1 waveguides,
the ﬁrst one with the standard interface, the second with an integrated fast-light taper
as shown in the inset of the ﬁgure. Both samples were processed in a 220 nm thick Si
membrane at the University of St. Andrews, with the nominal lattice constant a = 426 nm
and ﬁlling factor f = 36%. For the taper section, the lattice constant along the propagation
direction z was increased to az = 440 nm.
The far-ﬁeld signal shown in Fig. 6.2 originates from the scattering at the residual
corrugation and surface roughness of the sample. As already mentioned in section 3.2.2,
scattering of the guided mode at a given distribution of scatterers (e.g. one realization
of disorder) results in a characteristic interference pattern, which follows the dispersion
relation of the guided mode; this is exactly what we observe in Fig. 6.2. Nevertheless, two
stronger lines can be distinguished, which are attributed to scattering at periodic residual
corrugation of period 2.56 μm and can be used to reconstruct the full dispersion including
the group index.
Figure 6.3: Increase in the spectral transmission bandwidth owing to the F-taper: Transmission through
a sample with integrated F-taper (red) is compared to the standard access/photonic crystal waveguide
interface (grey).
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The striking diﬀerence between Fig. 6.2 (a) and (b) is the frequency at which the dis-
persion signatures including the residual grating lines disappear. For the waveguide with
the standard interface, this occurs at the frequency a/λ = 0.2767 (λ = 1539.5 nm) which
is well correlated with the loss of transmission plotted in the same ﬁgure. The maximum
group index that can be deduced from the dispersion does not exceed the value ng = 18.
In contrast, when the fast light taper is used to couple into the W1 waveguide, both dis-
persion and transmission can be traced down to a close proximity of the theoretical W1
cutoﬀ found at a/λ = 0.2754 (λ = 1547 nm). Hence, by adding the taper, the transmission
bandwidth of the W1 waveguide is increased by 7.5 nm (Fig. 6.3), pushing the experimen-
tal group index value up to ng ≈ 70.
The example above shows a large improvement of the coupling performance when the fast-
light taper is used, and in this context, the taper represents a guarantee of an eﬃcient
coupling down to the slow light regime until the light propagation gets hindered by the
eﬀects of disorder. However, systematic study on several W1 waveguides leads to obser-
vation that in certain cases an eﬃcient coupling can be achieved even without the taper,
which seems to largely depend on the speciﬁc realization of disorder inducing accidental
resonances in the proximity of the access/photonic crystal waveguide interface.
Note further, that the use of fast-light taper reduces the operation bandwidth of the
original W1 waveguide. Namely, in the frequency region just below the crossing of the W1
mode and the lightline (see Fig. 6.1(b)), the dispersion curve of the taper section is found
within the light cone and, hence, the taper section suﬀers from out-of plane radiation loss.
The larger the lattice constant diﬀerence Δaz between the W1 and the taper, the more the
operation bandwidth is reduced; in this context, optimum value of Δaz ≈ 15 nm should
be chosen to allow for both eﬃcient coupling into the slow-modes and at the same time
only marginally aﬀect the W1 performance in the fast-light regime.
6.2 Light transport regimes
An ideal W1 photonic crystal waveguide under TE-polarized excitation supports two
guided modes, even and odd, which follow the theoretical dispersion presented in the
introductory chapter in Fig. 1.14. For the even mode, such dispersion is roughly linear
at higher frequencies with the group index of approximately ng =5, comparable with the
index of ridge nanowire waveguides, while it becomes quasi-parabolic at the proximity of
mode cutoﬀ. In the latter region, the mode remains guided thanks to the photonic crystal
band-gap eﬀect and its dispersion is well deﬁned until the mode cutoﬀ where the ng grows
nominally to inﬁnity. However, disorder that is always present in the real structures will
eventually prevent the ballistic light propagation at high indices by inducing losses due to
out-of-plane and back-scattering and, ﬁnally, light localization [141,142].
The modiﬁcation of the ideal dispersion curve in the present of disorder has been
discussed in detail the paper of N. Le Thomas et al. [141]) and is schematically illustrated
in Fig. 6.4. Depending on a degree to which the light propagation is aﬀected by disorder,
we can distinguish three diﬀerent regimes of light transport: dispersive, diﬀusive and the
regime of light localization. As a criterion to assess the eﬀect of disorder we choose the
ratio of the sample length L and the so-called mean free path l, which gives the scale of
exponential decay of the propagating wave due to disorder.
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Figure 6.4: Illustration of a W1 dispersion in the presence of disorder.
Dispersive regime. In the dispersive regime the ratio L/l << 1, the sample length
is much shorter than the attenuation length. This means that within the sample length
the wave undergoes rare scattering events, its propagation is ballistic and the situation
resembles the line propagation in ideal structure. In the dispersion diagram of the W1
such a regime is located far enough from the mode cutoﬀ and is characterized by well-
deﬁned group velocity and dispersion line of vanishing linewidth, broadened only by the
ﬁnite size of the guiding structure.
Diﬀusive regime. As the group index of the W1 mode increases, interaction of the light
and matter increases accordingly, resulting in enhanced light scattering. Such disorder-
induce scattering can be directed either out-of plane (scattering into radiative modes) or
in the backward direction into the backward propagating mode, both leading to reduc-
tion of the attenuation length. At L/l ≈ 1, the scattered intensity becomes comparable
with the spatially coherent guided mode signal and we speak about the onset of diﬀusive
regime. In the dispersion picture (Fig. 6.4), the dispersion curve broadens due to disorder
induced scattering loss and related random spatial dephasing of the ﬁeld. In such a regime
neither the dispersion curve, nor the group velocity can be deﬁned. Nevertheless, residual
correlations within the partially coherent optical signal allow for the deﬁnition of energy
transport velocity vE [143], which may strongly deviate from unperturbed group velocity
vg, but can maintain rather eﬃcient energy transport. Such regime is characterized by
strong amplitude oscillations in the waveguide transmission spectrum as well as by forma-
tion of necklace states, i.e. partially-extended states that begin at the waveguide input
and abruptly stop at a random position.
Regime of localized states. Finally, when the attenuation length becomes shorter than
the actual length of the device L/l > 1, the regime of light localization takes place. It
is characterized by the presence of sharp spectral signatures at and below the bottom of
the theoretical mode cutoﬀ. They originate from spatially localized states of localization
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length shorter than the actual length of the sample, as evidenced by their dispersion that
is largely extended along the k-axis. These states contribute to formation of the so-called
Lifshitz tail [144], i.e. an extension of the density of states below the band edge of the reg-
ular unperturbed crystal [142], however, are not able to provide for transmission through
the device.
First convincing experimental evidence of the three light transport regimes - dispersive,
diﬀusive, and localization - is given in [141], where the light propagation in InP-based W1
waveguides was closely analyzed. Here we focus on W1 waveguides processed in a Silicon
free-standing membrane. In contrast to [141], the investigated structures already include
the fast-light taper, so that an eﬃcient W1 mode excitation down to the slow light regime
is guaranteed. Moreover, no additional grating probe was designed in the structure; we rely
only on a residual corrugation grating present due to e-beam patterning, which provides
us with suﬃcient optical signal to retrieve the dispersion curve. In this way, no additional
leakage channel is present in the sample to smear the eﬀect of disorder.
Let’s ﬁrst consider the structure introduced in the previous section, a standard W1
waveguide equipped with fast-light tapers, whose dispersion curve is shown in Fig. 6.2(b)
and reproduced in a closer zoom in Fig. 6.5(a). The weak residual corrugation grating of
period 2.56 μm folds the original dispersion curve into the lightcone, so that the 1st and
the 2nd diﬀraction orders are visible as equally indicated in Fig. 6.5(a). The dispersion
curve remains continuous and clearly resolvable down to the frequency of approximately
a/λ = 0.2754, where the group index of 60-70 is achieved. Equally, the transmission
along the full sample length (60 μm) does not decrease by more than 3dB. Within this
frequency region the deﬁnition of the group velocity holds and W1 waveguide operates in
the dispersive regime, although the portion of scattered, spatially incoherent light in the
coherent signal increases, as evidenced by rising intensity of the background.
In the frequency region below classiﬁed as the diﬀusive regime, the original far-ﬁeld
pattern formed by two dispersion lines weakens, giving rise to new spectral features. One
of them is depicted in Fig. 6.5(a) by an orange arrow. These features are correlated within
a short frequency range, where they exhibit ﬂat, nearly linear dispersion. Such a dispersion
does not anymore follow the theoretical dispersion curve of the W1 waveguide, and leads
to formation of the Lifshitz tail extending below the theoretical mode cutoﬀ. However,
note that the loss of spatial coherence and onset of the diﬀusive regime is not precisely
correlated with the loss of transmission (see Fig. 6.5(a)). It conﬁrms that light can be
transported through the device even when the dispersion vanishes, and, hence, a careful
distinction between group and energy transport velocity is required to determine the actual
slow-down factor of a device when operating in the diﬀusive regime [141].
At the frequency a/λ = 0.2754, which roughly coincides with the theoretical cutoﬀ
of the W1, extended quasi-localized so-called necklace states, are formed. At discrete
frequencies that are determined by the particular realization of disorder, weak coupling of
such localized states is established, which leads to the apparition of narrow transmission
peaks in otherwise strongly attenuated transmission spectrum as visible in Fig. 6.5(a). On
the other hand, the extended states below that are depicted by blue arrows in Fig. 6.5(b)
are truly localized, exhibiting no signature of transmission through the device.
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Figure 6.5: (a) Experimental dispersion and transmission of a W1 waveguide with integrated F-taper;
red arrow depicts new spectral features attributed to the onset of the diﬀusive regime. (b) Detailed zoom
of (a) in the proximity of the mode cutoﬀ; spectral regions of dispersive, diﬀusive and localization regimes
are assigned.
6.2.1 Scattering
The onset of the diﬀusive regime and localization is closely linked to enhanced out-of-plane
scattering and back-scattering from disorder present in the sample [118, 142]. In photonic
crystals, light may be scattered at sidewall roughness of the holes as well as at any deviation
from perfectly periodic photonic crystal pattern, such as variations in the hole radius (size
disorder) or in the hole position (position disorder). For instance, the position disorder
in photonic crystals processed at EPFL yields standard deviation lesser than 1.3 nm, as
results from a systematic study of high resolution SEM images [145]. In the fast light
regime, i.e. for group indices around 5, such disorder does not cause important scattering
and, hence, low propagation losses of 5-10 cm−1 can be achieved [146]. However, with
increasing group index, the scattering probability and consequently the propagation loss
increase dramatically, still limiting the use of slow light devices for practical applications.
Out-of-plane scattering. The fraction of the intensity scattered out of plane per unit
length is expected to be proportional to the density of states, and hence, to the group
index ng [146]:
Iout ∼ γng (6.1)
where the factor γ represents the overlap of the optical ﬁeld with the scatterers, i.e. hole
sidewalls in the photonic crystal environment, and may aslo depend on ng.
The Fourier-space imaging technique allows us to observe such a linear dependence
Iout ∝ ng in experiment, as we show on the same dataset as presented in the previous
section in Fig. 6.5. As already mentioned above, the intensity of light scattered out of
plane, by both the random defects (background interference pattern) and the residual
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Figure 6.6: (a) Correlation of the out-of-plane scattering increase and the group index in the proximity
of the mode cutoﬀ. (b) Intensity of light scattered out of plane as a function of the group index.
gratings (dispersion lines), increases notably as the excitation frequency approaches the
mode cutoﬀ. This intensity, integrated along the k-axis and plotted versus frequency, is
shown in Fig. 6.6(a), where it is compared to the measured group index. The intensity
plot matches qualitatively well the increase of the group index, thus validating the linear
scaling of the out-of-plane scattering with ng.
Figure 6.6(b) plots directly the scattered intensity as a function of the theoretical group
index; for this purpose, the scattered intensity in the fast-light regime was renormalized
by transmission in order to remove spurious modulations in the collected signal, which are
clearly related to variations in the coupling eﬃciency rather than to slow-light induced loss.
The experimental points exhibit relatively large dispersion due to Fabry-Perot resonances,
however, linear dependence Iout ∝ ng is readily resolvable up to the group index of approx.
60, which is well correlated with the onset of the diﬀusive regime. Hence, the experimental
data suggest that in a standard W1 waveguide operating in dispersive regime, the out-of-
plane scattering loss scales linearly with ng to a good approximation. For group indices
larger than 60, saturation of the scattered signal is observed, which can be explained by
gradual decrease of optical signal along the sample due to enhanced back-scattering.
Back-scattering In theory, the amount of back-scattered light is proportional to the
density of states of both the forward and the backward propagating modes, and therefore
it is scaled with n2g [146–148]:
Iback ∼ γ2n2g (6.2)
In reality, the n2g dependence is aﬀected by the Bloch mode shape included in the γ(ng) that
rapidly changes and spreads into the photonic crystal in the slow light regime. Theoretical
calculations performed on a standard W1 waveguide by S. Mazoyer et al. [118] show that
a single exponent cannot be used to ﬁt the dependence of the back-scattering loss on the
group index; the loss exponent takes the value of 2 for large group indices (ng > 500)
and vanishingly small disorder (standard deviation of 0.02 nm), however, for ng < 40 and
disorder of 3 nm the exponent of almost 3.5 was found.
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Figure 6.7: Schematic layout of sample designed for the back-scattering measurement.
The back-scattering in slow-light engineered waveguides was recently measured [132]
using an interferometric technique similar to Low Optical Coherence Interferometry dis-
cussed in chapter 3, however, conclusive results with deeper physical argumentation have
not (yet) been published. Here we use the Fourier-space imaging approach, taking the
advantage of the fact that in Fourier space the forward and backward-propagated signal
components can be spatially separated. For the purpose of backscattering measurement,
we designed a sample shown in Fig. 6.7, which consist of 60 μm long fast-light taper sec-
tion (F-taper, az = 440 nm), 60 μm long photonic crystal section (S-region, a = 420 nm,
f = 30%) and ﬁnally, a short output fast-light taper only 12-periods long to allow for eﬃ-
cient slow-fast light outcoupling. Linear probe grating is designed along the whole sample,
and it consists of etched rectangular pillars of period 4a, separated by 6 rows of holes from
the W1 waveguide core. The sample was fabricated at the University of St. Andrews in a
220-nm-thick Si-air membrane.
Figure 6.8: Dispersion curves of (a) F-taper section and (b) photonic crystal section measured by FSI.
The back-scattering is measured by comparing the intensities of 1st and -1st diﬀraction orders in F-taper
dispersion map, as indicated by grey rectangles.
The signal scattered at the probe grating allows us to determine the dispersion of the
fast-light taper and photonic crystal itself, as shown in Fig. 6.8(a) and (b), respectively. Al-
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though both sections are integrated within the same structure, separate dispersion curves
can be obtained by careful spatial ﬁltering in the real space; the possibility of characteri-
zation of diﬀerent devices integrated on the same chip represents a distinct advantage of
our characterization technique.
In both dispersion plots we can identify the ﬁrst and the second diﬀraction orders of
the probe grating folding the original dispersion into the light cone, as well as their back-
reﬂections. The increase in the back-reﬂected signal measured as a function of frequency
allows us to retrieve the spectral dependence of the back-scattering, and correlate it with
the increase of the W1 group index.
However, this is possible only under the following assumptions:
The back-reﬂected signal is measured inside the F-taper region. Spatially incoherent
back-scattered light inside the slow light S-section does not add coherently when scattered
at the grating probes, and therefore it does not produce any increase in the back-reﬂected
component. However, at the interface between the slow light and fast light region, the
back-scattered signal is coupled into a dispersive eigenmode of the F-taper waveguide.
The latter is spatially coherent and can be diﬀracted at the probe gratings, resulting in a
well-deﬁned line in the far-ﬁeld.
Reﬂections are neglected. We assume that the reﬂections at all interfaces can be either
neglected, or are spectrally independent, yielding back-reﬂection signal of a constant value.
Such an assumption can be delicate as it is principally based on theoretical calculations
[137] and is experimentally conﬁrmed only up to the group index of approx. ng = 40 [58].
Figure 6.9: (a) Experimental dispersion curve and the group index of the photonic crystal “S” region.
(b), (c) Spectral dependence of reﬂection due to back-scattering compared to the transmission spectrum.
Correlations between the transmission increase and dips in reﬂection are clearly observed.
Fig. 6.9 shows the experimental dispersion curve of the photonic crystal S-region
and the group index compared to the measured reﬂection and transmission spectra. As
explained above, the reﬂection was measured in the F-taper region, namely by taking
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the ratio of intensity diﬀracted at the probe gratings in the backward and the forward
direction, respectively. In the fast-light regime and for reduced frequencies down to of
approximately a/λ = 0.2675, the measured reﬂection remains constant at the mean value
of approximately 23%. This value corresponds to the reﬂection at the output sample facet,
is spectrally independent and was therefore subtracted from the measured data. Above
a/λ = 0.2679 where the group index of the W1 waveguide reaches 20, a gradual increase of
the reﬂection is observed, while at approx. a/λ = 0.2675, ng = 55, one half of the intensity
is back-reﬂected.
In such a condition, the transmission of the W1 waveguide as well as the light transport
velocity is strongly inﬂuenced by the disorder, as is evidenced by strong oscillations in both
reﬂection and transmission spectra. Note that local transmission increase is well correlated
with the dips in reﬂection, which implies that it is indeed the back-reﬂection and not the
out-of-plane scattering that is hindering the wave propagation, as was also demonstrated
theoretically e.g. in [118].
Figure 6.10: Back-reﬂection due to back-scattering plotted as a function of the group index.
The experimental reﬂection is plotted as a function of the group index in Fig. 6.10.
Although the data are too noisy to make a deﬁnite conclusion about the Iback(ng) depen-
dence, on can see that power dependence with the exponent between 2 and 3.5 (dotted red
curves) matches reasonably well the experimental data. Direct ﬁt of the experimental data
for indices 20<ng<60 yields the value 1.96 (χ2 = 1.36, black line). The value surprisingly
well matches the ideal Iback ∝ ng2 dependence, but due to large spread of the experimental
values the ﬁt is not really statistically signiﬁcant.
The experimental data presented in this chapter show that the Fourier space imaging in
combination with residual or intentionally designed probe grating approach is a technique
particularly well suited to study the light propagation in the presence of disorder. At the
same time, substantial noise that is present in the data prevents us from making more
general conclusions.
One part of this noise is caused by the disorder itself and is intrinsic, it cannot be
eliminated, just smoothed out by averaging over several realizations of disorder. Such an
averaging must be done on otherwise identical samples, processing of which is not a trivial
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experimental task.
The second contribution of noise has its origin in insuﬃcient signal to noise ratio be-
tween the signal scattered at the grating probes and the speckle-like background of far-ﬁeld
images. This issue can be solved by using volume probe gratings that probe the propagating
modes eﬃciently independently on the mode proﬁle. Finally, the Fabry-Perot resonances
at the sample facets largely deteriorate the quality of the presented data. Antireﬂection
coating deposition or utilization of more elaborate coupling schemes [16, 149] represent a




As an alternative to line-defect optical waveguides, photonic crystal coupled cavity-waveguides
(CCW) [52,53] have recently generated a large interest in the ﬁeld of slow-light engineering.
Based on evanescently coupled optical resonators as schematically illustrated in Fig. 7.1(a),
they can slow down the light propagation and at the same time, they exhibit essentially
zero group velocity dispersion within a large part of their transmission bandwidth. The
CCWs allow therefore for optical pulse retardation with negligible pulse distortion, which
is highly desired in communication applications such as buﬀers or integrated optical delay
lines. As an example, a pulse delay of 125 ps has been already experimentally demon-
strated in a chain of 150 coupled cavities [21], proving that the CCW concept is eligible
for practical use.
Figure 7.1: (a) Schematic drawing of a coupled resonator chain and three practical realizations using
coupled ring resonators [150], microspheres [151] and high-Q photonic crystal cavities [21]. (b) Dispersion
curve of an inﬁnite (red line) and ﬁnite (grey ellipses) coupled-cavity waveguide as given by the Tight-
binding model. Anticipated transmission for the ﬁnite CCW case is depicted at the right.
Coupled-cavity waveguides reported up to date include structures formed by con-
catenated nanowire microrings [150], microsphere resonators [151], coupled nanopillars
[152], and last but not least, photonic crystal microcavities of diﬀerent sizes and de-
signs [21, 153, 154]. In this chapter, we will focus on two examples: photonic crystal
L3-based coupled cavity waveguides separated by one hole in the barrier (Fig. 7.2(a)) and
heterostructure cavities (Fig. 7.2(b)), which are based on W1 photonic crystal waveguide
with locally reduced lattice constant. The FSI technique was used to probe the dispersion
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properties of both structures, and the experimental results allow us to illustrate the forma-
tion of the CCW mode as well as to discuss the limitations of the coupled-cavity structures
related to their ﬁnite size, radiation loss and residual disorder.
Figure 7.2: Schematic of an L3-based CCW (a) and a heterostructure photonic crystals CCW (b).
7.1 L3 Coupled-Cavity Waveguides
7.1.1 Formation of the coupled-cavity mode: Tight-binding approach
A general chain of coupled optical resonators is depicted in Fig. 7.1(a), where Λ denotes
the period, Qi the quality factor of an isolated cavity and κ the coupling constant. The
dispersion of such a chain of coupled resonators can be conveniently modeled by the Tight
Binding Approximation (TBA), which is well known in solid state physics to describe the
formation of electronic bands [33]. In most PhC CCW structures, the cavity separation
is large enough so that coupling to the ﬁrst neighbor is suﬃcient to yield the dispersion
curve, which is takes the well-known form [33,52,155]:
ω = ω0 +
S + 2T cos(kΛ)
1 + 2Rcos(kΛ)
≈ ω0 + κcos(kΛ) (7.1)
where S, T , R are the shift, overlap and transfer integrals deﬁned in [155], k is the wavenum-
ber, ω the frequency, ω0 the resonance frequency of the isolated cavity and κ is the coupling
constant, i.e. the measure of mutual interactions between the cavities. As illustrated in
in Fig. 7.1(b), the dispersion curve has a sinusoidal shape, with period determined by
the CCW periodicity Λ and amplitude given by the coupling constant κ. The coupling
constant κ can be expressed as [52,156]:
κ =
∫
[0 (r−Λ)−  (r−Λ)]×E0(r)E0(r−Λ)d3r (7.2)
and, hence, it depends on the ﬁeld overlap between neighboring cavities. For a given
periodicity Λ, an increase in the mutual coupling leads to an increase of the bandwidth
an the slope of the dispersion curve, and, consequently, a drop in the group velocity of
the guided light. On the contrary, if the cavities are well separated and weakly coupled,
narrow, ﬂat CCW dispersion curve with a large group index is created. For slow light
applications, the operating point of interest is the inﬂection point at ω = ω0. Although the
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group velocity vg = κΛ is maximum at this point, the group velocity dispersion vanishes
and dispersion can be considered linear to a good approximation.
For chains of ﬁnite length of N cavities, the dispersion curve is sampled into N states
with a constant spacing in k (Fig. 7.1(b)):
ωi ≈ ω0 + κcos(kiΛ), ki = πi(N + 1)Λ , i ∈ [1..N ] (7.3)
The scaling of ki by factor N + 1 results from truncation of the inﬁnite TBA problem
into a matrix equation of ﬁnite dimensions (linear boundary condition), in contrast to
scaling by N for inﬁnite or periodic structures (periodic, or Born - Von Karman boundary
condition) [156]. Such a scaling can be intuitively explained by comparing the coupled
cavity waveguide modes to vibrations of a one-dimensional line of atoms of separation R,
where the 0th and (N + 1)th atoms are ﬁxed, and, hence, have zero amplitude [33]. Each
vibrational mode of such a chain has the form of a standing wave:
ui = u0exp(−iωkt)sin(ikR) (7.4)
with boundary conditions:
u0 = 0
uN+1 = 0 ⇒ sin((N + 1)kR) = 0,




R . The rigorous mathe-
matical derivation for the electromagnetic case of coupled cavities is given e.g. in [157].
If the linewidth of individual energy states (δω) is narrower than the energy spacing
between the states, the dispersion curve will consist of N isolated points and the optical
transmission shall exhibit N well-separated sharp peaks. This occurs when the cavity
number is small in respect to the cavity quality factor, Q, like e.g. in the work of Notomi
et al. [21], where a ﬁnite chain of high intrinsic Q cavities (Qi > 105) was discussed. In such
a regime, an input pulse of bandwidth Δω, is transformed into its convolution with discrete
transmission spectrum of the CCW, and it is slowed down at the expense of distortion of
its temporal envelope. Such distortion includes generation of residual pulse echoes and
possibly the envelope broadening if the transmission peaks are not strictly equidistant or
do not cover the full bandwidth of the pulse.
In the other case, i.e. if δω ≥ Δω, the dispersion curve of the CCW is expected to
be smooth and continuous and a transmission band is formed. Creation of such a band is
essential for practical applications, as the optical signal can propagate without distortion
only if all its spectral components are equally transmitted. Using elementary algebra, we
















As a ﬁrst approximation we will consider the quality factor constant and equal to the
isolated cavity quality factor Q. Such an approximation is exact for cavity constituents
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whose quality factor is not limited by the out-of-plane radiation, like it would be for coupled
micro-ring resonators, or for a cavities with uniform emission proﬁle as discussed later in
this chapter. In this case, the condition Eq. (7.6) is a restatement of the intuitive argument
that the higher the Q, the more cavities need to be coupled to achieve continuous disper-
sion. However, the photonic crystal coupled cavities considered in this work are limited by
out-of-plane losses and as a result, the Qi changes depending on the location of the mode
wavevector within the Brillouin zone as will be discussed later in this chapter. In this case,
Eq. 7.6 applies with i being the index of the mode with the largest Q-factor.
Figure 7.3: Top-view SEM image of an L3-based CCW including the coupling scheme.
Using the Fourier-space imaging, we are able to illustrate in experiment the formation
of the CCW mode as well as the transition from discrete to continuous dispersion curve
upon increasing the number of cavities in the chain. The structures under consideration
consist of N = 1, 3, 6, 10 and 20 concatenated cavities in a triangular photonic crystal
lattice. As can be seen in Fig. 7.3, each cavity is formed by removing three holes along
the Γ-K direction and is separated from the neighboring ones by one adjacent hole. The
presented data were measured on three diﬀerent L3-CCW samples, all fabricated using the
facilities at EPFL:
• Low-Q CCW (Q∼1000), 330-nm thick SOI with lattice constant a = 420 nm and the
ﬁlling factor f = 0.38
• Moderate-Q CCW1 (Q∼4800), 220-nm thick Si air-bridge membrane, a = 450 nm
and f = 0.36
• Moderate-Q CCW2 (Q∼5200), 220-nm thick Si air-bridge membrane, a = 440 nm
and f = 0.45
As also shown in Fig. 7.3, the coupled-cavity chain was excited through an adiabatically
tapered access waveguide and photonic crystal W1 waveguide in a so-called in-line conﬁg-
uration, which typically allows for high transmission through the resonator chain [21].
The theoretical dispersion diagram of such a waveguide calculated by GME is shown
in Fig. 7.4(a) with the fundamental CCW mode shown in red. The latter is well separated
from both the dielectric band shown in grey as well as from higher order coupled-cavity
waveguide modes appearing at frequencies higher than a/λ = 0.28. Such a separation
validates the assumption that the L3 cavity mode is an isolated, nondegenerate state, which
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is one prerequisite for using the TBA theory to simulate the CCW dispersion. Hence, in
agreement with the TBA result, the mode is characterized by ﬂat and sinusoidal dispersion
curve of bandwidth of approximately 8 nm and group index value ng ≈ 50 at the inﬂection
point. The higher order CCW modes are out of interest as they are either not excited due
to their odd symmetry, or they are extremely lossy due to low intrinsic quality factor of
the higher order L3 cavity modes.
Figure 7.4: Theoretical (a) and experimental (b) dispersion of a the L3-based CCW with one hole in the
barriers. The latter was measured on a Low-Q CCW sample based on SOI.
As can be seen in the ﬁgure, the ﬁrst two Brillouin zones of the coupled-cavity waveg-
uide fall into the light cone, which means that the CCW mode has leaky Bloch mode
components. These two Bloch mode components constitute channels through which the
mode energy can radiate out of plane. In consequence, unlike in typical low-loss optical
waveguides which support truly guided modes, the coupled-cavity waveguides are inher-
ently lossy. Although detrimental for energy performance, this permits us to study the
light propagation within the structure by means of Fourier-space imaging and without the
need of using additional near-ﬁeld probes. Full experimental dispersion map of the Low-Q
CCW sample measured in the same frequency range as the GME calculations is shown in
Fig. 7.4(b), proving a good agreement between the experiment and the theoretical simu-
lation. The insets show the comparison of the near-ﬁeld pattern of the fast exponential
decaying second order mode and the fundamental mode of interest.
Fig. 7.5(a)-(c) shows the experimentally measured dispersion diagrams for Moderate-Q
CCW2 samples when increasing the numbers of cavities from N = 3 to 6 and 10. The
inter-cavity coupling strength deﬁned by one hole in the barrier results in a bandwidth
Δω = Δ(a/λ) = 0.0015, which corresponds to approximately 8 nm. In agreement with the
TBA for ﬁnite cavity chains, the dispersion is formed by resonances modes whose spectral
position follows the underlying theoretical sinusoidal dispersion. Nevertheless, note that
unlike predicted by theory, the spacing of the resonance waveguide modes is not strictly
equidistant in k as demonstrated in Fig. 7.5(b) where both the experimental data and the
93
94 Coupled-cavity waveguides
Figure 7.5: Formation of CCW dispersion when increasing the number of cavities N from 3 (a) to 6 (b)
and 10 (c); transmission and out-of-plane emission measured for all structures is shown in black and grey,
respectively. (b) equally shows the discrepancy between the position of experimental and ideal resonant
peaks (white dots) that assume equidistant sampling in k.
theoretical position of the modes given by Eq. 7.3 are shown. Such violation of equidistant
spacing is primarily due to the way how the CCW is terminated. The coupling into the
CCW mode is realized through access waveguides, which modify the ﬁeld distribution of
the adjacent cavities and hence, the cavities in the CCW chain are not anymore strictly
identical as assumed by the TBA approach. Moreover, the ﬁeld distribution of the cavity
chain changes along the dispersion curve, resulting in variations of the eﬀective penetration
length of the CCW resonance modes. As a result, nor linear, neither periodic boundary
conditions can be applied and the ki spacing becomes dependent on the frequency and
the speciﬁc CCW termination. The larger the numbers of coupled cavities, the weaker
is the eﬀect of the CCW terminantion. For large N , the majority of the cavities can
be considered equivalent and the change of the penetration length in respect to the full
length of the device becomes negligible, and the linear boundary condition holds to a good
approximation.
The sampling into discrete resonance modes along the CCW dispersion curve is also
altered by inherent radiation loss of the CCW, which is generally not taken into account
in the TBA model. Resonant modes with extremely low Qi decay rapidly along the CCW
chain, exciting only a fraction of the cavities. In consequence, the Q-broadening due to out-
of plane loss becomes larger that the spacing between the CCW modes and the individual
resonance modes cannot be resolved anymore. This is illustrated in Fig. 7.5(c) where only
8-9 resonances can be discriminated although the full CCW chain comprises 10 cavities.
To sum up, in short coupled-cavity waveguides, or waveguides characterized by exces-
sive loss within (a part of) the CCW spectral bandwidth, the assumption of equidistant
spacing in k between discrete resonant modes is not justiﬁed. Hence, the correct shape of
dispersion curve cannot be reconstructed by simple transmission measurement, where the
spectral position of the discrete transmission peaks is plotted on a regular ki-grid. Though,
such an approach is used in [21], and therefore the precision in retrieved group indices in
particular for a small number of coupled cavities might be debatable.
7.1.2 Radiation losses
Taking as example the dispersion diagram shown in Fig. 7.5(c), one can notice that the Q-
factors of individual CCW resonant modes change dramatically along the dispersion curve.
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As illustrated in Fig. 7.6(a), the spectral proﬁle of each individual peak allows us to directly
determine the quality factors Qi, which, plotted versus ωi, yield the spectral dependence
Q(ω) equally shown in Fig. 7.6(b). While the Q-factor at the top of the transmission
band hardly exceeds the value of 1800, it gradually increases towards the bottom edge of
the transmission band, reaching Q > 28000, which is a value approx. six times higher
than the intrinsic quality factor Q ∼ 5200 of individual cavity constituents. The latter
was determined from the emission spectrum of an isolated reference L3 cavity of identical
parameters as shown in the inset of Fig. 7.6(b).
Figure 7.6: Change of radiation losses along the dispersion curve for both the discrete (N = 10) and con-
tinuous (N = 20) case of dispersion measured for moderate-Q Si-membrane structures. (a), (b) illustrate
how the Q-factor of CCW resonant modes increases from the Γ point towards the Brioullin zone boundary.
The resonance peak of an isolated L3 cavity that gives the quality factor of approx. 5100 is shown in
the inset. (c), (d) demonstrates that in the case of continuous dispersion the out-of-plane emission yield
decreases towards the Brillouin zone boundary in agreement with (b).
Similar eﬀect of frequency-dependent radiation loss can be observed on the dispersion
diagram presented in Fig. 7.6(c) and (d), which appertain to a sample consisting of 20
coupled cavities (sample Moderate-Q CCW1). As witnessed in the ﬁgure, concatenating
N = 20 cavities with intrinsic Q of 4800 is already enough to achieve a smooth dispersion
curve with the exception of the very bottom part of the CCW bandwidth. In analogy
with the previous example, even in the case of a smooth dispersion curve the radiated
intensity and, hence, the propagation loss of the CCW reaches maximum close to the top
of the dispersion band and diminish in the direction towards the 1st Brillouin zone (BZ)
boundary, were the out-of plane radiation is almost completely suppressed.
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Such experimental observations are in agreement with the recent theoretical work [158,
159], which has shown that the CCW radiation loss primarily depends on the quality-
factor of a single cavity, but may vary substantially by several orders of magnitude along
the dispersion curve. The physical origin of this variation can be partially explained by
the light-line argument, i.e. the optical loss increases with the number of Bloch mode
components lying in the light cone. However, this approach provides only an incomplete
insight into the problematic and fails to explain the ﬁne Q(k) variations predicted by more
rigorous theoretical calculations [158]. Here we demonstrate that along with the number
of Bloch modes lying inside the light cone, it is mainly the radiation pattern of an isolated
constituent cavity that determines the magnitude and the frequency dependence of the
CCW radiation loss. As we show below, such pattern deﬁnes an envelope function that
modulates the entire emission spectrum of the coupled-cavity waveguide.
The origin of the radiation loss of coupled-cavity waveguides can be understood in
terms of ﬁnite lifetime of the conﬁned electromagnetic mode of the constituent cavities.
Indeed, optical cavities fabricated in two-dimensional photonic crystal slabs are inherently
lossy; Although they can well conﬁne the electromagnetic ﬁeld in-plane by virtue of the
photonic band-gap eﬀect, vertical conﬁnement by total internal reﬂection is incomplete
and the energy can leak out of the cavity, resulting in out-of-plane radiation losses. It has
been shown [160, 161], that the total radiated power from an isolated cavity is related to
the Fourier Transform (FT) of the electromagnetic ﬁeld at the slab interface, and can be





∣∣ESC(ky, kz)∣∣2 dk =
∫
k<w/c
∣∣FT (ESC(ry, rz))∣∣2 dk (7.7)
Here ω stands for the resonant frequency of the cavity, ESC(ry, rz) is the cavity near-ﬁeld
proﬁle and c the speed of light. A similar approach can be used to calculate the radiation
loss of the coupled-cavity waveguides. We assume a ﬁnite CCW that consists of N cavities
concatenated along the rz axis, separated by a distance Λ. Within the tight binding
approximation, we can express the near-ﬁeld pattern of the CCW as a linear combination




ESC(ry, rz − nΛ)e−ik(ω)Λn (7.8)
Such near-ﬁeld distribution is an explicit function of the mode propagation constant k(ω),
and it varies signiﬁcantly with frequency owing to the strong dispersion of the CCW slow
mode. By performing the Fourier transform of eq. 7.8, we obtain the far-ﬁeld pattern of
the CCW:








kz − k(ω)− 2πnΛ
)]
(7.9)
Radiation loss of the CCW can be evaluated in the same way as in Eq. 7.7, i.e. by
integrating Eωi(ky, kz) over all spatial components of the CCW far-ﬁeld pattern that lie
below the light line.
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Figure 7.7: Theoretical one-dimensional far-ﬁeld spectrum (blue) of CCW with Λ = 9a, N = 20 and
k0 = 0.02(2π/a). Single cavity far-ﬁeld pattern (red) that forms the envelope function of the CCW
spectrum is also shown.
Let’s focus on the theoretical far-ﬁeld pattern given by eq. 7.9. An example of such
pattern for a CCW formed by N = 20 cavities with a periodicity Λ =9 a is shown in
Fig. 7.7. It is formed by an inﬁnite series of peaks, which are equidistantly spaced along
the kz axis and separated by the reciprocal vector of the coupled cavity chain G = 2π/Λ.
The discrete nature of the far-ﬁeld pattern is a consequence of far-ﬁeld interference between
individual cavities, and it has the same physical origin as diﬀraction beams of an optical
grating or highly directional emission of periodic antenna arrays [162]. Since the coupled-
cavity chain is limited in length, each of the peaks is further broadened by a sinc-proﬁle
with line-width inversely proportional to the total length of the structure L = NΛ. In the
limit of N → ∞, i.e. for an inﬁnitely long structure, the far-ﬁeld pattern converges to a
comb of delta-functions
∑∞
n=−∞ δ(kz − k(ω − 2πn/Λ)). Finally, the amplitude of individ-
ual peaks is multiplied by the emission pattern of an isolated cavity ESc(kz), which plays
the role of envelope function modulating the whole CCW emission spectrum. Note that
according to eq. 7.9, the CCW mode can freely radiate only at those k-vectors at which
the constituent cavities radiate; if an isolated cavity does not emit at a given wave-vector
kz, no radiation occurs in this direction neither for the periodic arrangement of cavities.
In consequence, any structure of the single-cavity far-ﬁeld pattern result in a variation in
the emission yield, and, hence, the CCW loss along the dispersion curve.
Fig. 7.8 (a) and (c) show the measured experimental far-ﬁeld pattern of an isolated L3
cavity and a CCW as well as their kz proﬁles (b) compared to the experimentally measured
quasi-continuous dispersion curve (d). In agreement with the theoretical model presented
above, the far-ﬁeld spectrum of the coupled-cavity waveguide is discrete, formed by two
narrow peaks separated by a distance 2π/Λ. The absolute position of the spectral lines
is determined by the propagation constant of the CCW mode k, which depends on the
frequency of excitation ω. When the excitation frequency is tuned, the spectral lines move
along the kz axis following the dispersion relation and at the same time a gradual change
of their intensity is observed. The radiated intensity decreases with decreasing frequency
(i.e. in the direction towards the 1st Brillouin zone (BZ) boundary) were it is almost
completely suppressed. This is a direct consequence of modulation of the CCW far-ﬁeld
spectrum by the emission proﬁle of an isolated cavity: referring back to Fig. 7.8(a), the
isolated cavity pattern also exhibits a clear maximum at the Γ point and decreases along
the kz axis towards distinct minima at approximately kz/(2π/a) = ±0.125, which coincide
with the BZ boundary of the coupled-cavity chain.
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Figure 7.8: (a) and (c): Experimentally measured far-ﬁeld spectrum of an isolated L3 cavity and a CCW
formed by 20 cavities, respectively. (b) one-dimensional intensity proﬁles of (a) and (c) at ky = 0. (d)
Dispersion curve of the CCW mode.
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7.1.3 CCW dispersion in the presence of radiation loss and disorder
Strong variation of the optical loss along the dispersion curve has several consequences on
the coupled-cavity device operation. Primarily, it dramatically reduces the transmission
bandwidth of the CCW. Figure 7.9 shows the previous example of the dispersion curve
measured for 20 coupled cavities (sample Moderate-Q CCW1) plotted together with the
transmission spectrum and the real-space decay of light propagating along the coupled-
cavity chain. The latter was obtained by integrating the measured real-space proﬁle along
ry direction and plotting it as a function of wavelength. As illustrated in the ﬁgure, we
can distinguish several transmission regimes:
Figure 7.9: Dispersion curve, transmission and integrated real-space top-view images of a CCW plotted
vs the frequency. The regime dominated by radiation loss, continuous and discrete transmission regimes
and the regime of localization can be distinguished.
• Regime dominated by radiation loss. The mode decays rapidly along the propagation
direction and practically all optical signal is radiated out of plane before reaching
the output access waveguide. The transmission through the sample is completely
hindered by excessive radiation loss. Referring to Fig. 7.6(b), the corresponding
waveguide quality factors Qi are of the order of 2000 and lower.
• Regime of continuous transmission. A narrow spectral regime where high transmis-
sion through the CCW sample is achieved and at the same time the condition of
continuous transmission Eq. (7.6) is fulﬁlled. According to this condition, the waveg-
uide quality factor Qi is of the order of 2500, which is roughly one half of the intrinsic
Q of an isolated L3 cavity.
• Regime of discrete transmission. Increase of Qi associated with the diminution of the
radiation loss at the proximity of the Brillouin zone boundary results in the fact that
the condition Eq. (7.6) is no longer fulﬁlled and a gradual transition from continuous
to discrete transmission regime is observed.
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• Regime of localized states. Similarly as for W1 line-defect waveguides discussed
in the previous chapter, increased group index at the band edge in the presence
of residual disorder ﬁnally prevents the ballistic signal propagation, leading to an
onset of the diﬀusive regime and localization. This is manifested by overall decrease
of transmission as well as localized or necklace states that start at the waveguide
input and stop at a random position along the sample length. Such a localized state
can be observed in Fig. 7.9, both in real space as well as in Fourier-space as a line
distinctively broadened along the kz direction.
In summary, due to spectral variation of the optical loss in L3 CCWs, only the bottom
half of the full CCW bandwidth can be transmitted along the coupled-cavity chain, while
only 20% of the full bandwidth exhibits ﬂat, continuous transmission. We stress that this
conclusion is valid only for the L3 cavity design and low periodicity of the coupled cavity
chain, i.e. Λ = 4a. For practical applications, the radiation proﬁle of the constituent
cavities and the periodicity of the CCW must be optimized so that within a speciﬁed fre-
quency range the wave vectors of the CCW modes take values at which the single cavity
does not radiate. Ideally, if the full bandwidth of the CCW mode is to be used, the emis-
sion proﬁle of a single cavity has to be homogeneized in order to suppress the variations of
the waveguide quality factor and reduce the integral propagation loss below a desired level.
Another detrimental eﬀect of the out-of-plane radiation loss is the renormalization,
i.e. change of the shape of dispersion curve in the regime of slow light propagation,
and consequent limitation of the maximum achievable group index. This is illustrated
in Fig. 7.10, where the experimental dispersion is compared to the theoretical dispersion
curve obtained from the tight-binding model. At the top of the dispersion band where
the radiation loss dominates, the theoretical group index ng = dk/dω diverges to inﬁnity
while the experimental group index is limited to a ﬁnite value ng = 80, yielding a clear
discrepancy between the theory and experiment. At the bottom of the dispersion band of
the moderate-Q sample where the losses become negligible, group index can achieve much
higher values up to 180 before the light transport gets hindered by structural disorder and
related light localization. Renormalization of the dispersion curve due to disorder is more
closely discussed in e.g. [113,142,143]. Since the main application of the CCW structures
is expected in slow-light engineering, it is important to understand that suppressing the
CCW radiation loss simultaneously pushes the limit of possible light speed reduction.
7.2 Heterostructure CCW
7.2.1 Mode formation: perturbative approach
The coupled-cavity structure considered in this section is shown in Fig. 7.11. It is based
on a standard photonic crystal single-line-defect waveguide (W1), the lattice constant of
which is periodically decreased in the propagation direction by 10 nm to create a double
heterostructure as originally proposed by B-S. Song et. al. [163]. More speciﬁcally, the
optical cavities are formed by four successive periods of lattice constant a = 430 nm
and they are separated by potential barriers consisting of two periods of ab =420 nm
(highlighted by red in Fig. 7.11). Hole diameter of d = 286 nm is constant in the whole
photonic crystal, corresponding to the ﬁlling factor of f = 40% in the cavities. The
total length of the investigated CCW is 25.8 μm and it comprises 8 cavities, which are
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Figure 7.10: Experimental dispersion curve of a CCW compared to theoretical dispersion calculated
by tight-binding approximation (dashed line). Maxima of the measured data are depicted by markers
to better visualize the discrepancy between the theoretical and the experimental dispersion near the top
extremum of the dispersion band. Right: Spectral dependence of the group index.
coupled to the access waveguides by an intermediate photonic crystal waveguide region of
a = 430 nm. The actual device was processed in 220-nm thick SOI wafer using deep-UV
lithography within the collaboration with Ghent University and IMEC.
Figure 7.11: Top-view SEM image of a heterostructure coupled-cavity waveguide consisting of 8 cavities.
Barrier regions are highlighted by red.
Creation of barriers and cavities in such a system can be understood from comparison of
dispersion curves of a W1 waveguide with lattice parameter a = 430 and a W1 with reduced
lattice constant in the z-direction (i.e. az = 420 nm), as shown in Fig. 7.12(a). In the
frequency range from a/λ = 0.2764 to 0.2800 delimited by mode cutoﬀs of the respective
waveguides, the standard W1 still suports an optical mode, while for the modiﬁed W1
no extended optical states exists, it acts as a barrier. This is exactly the spectral region,
where the CCW mode can be formed.
Dispersion diagram of the full CCW structure calculated by guided-mode expansion
(GME) method [76] is presented in Fig. 7.12(b) (dotted line). At higher frequencies the
mode dispersion is similar to the dispersion of a standard W1 waveguide, folded by the
periodicity of the super-cell deﬁned by Λ =4 a + 2az. In this frequency range the barrier
regions still support a propagating mode and the upper band represents a dispersion curve
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Figure 7.12: (a) Theoretical dispersion curves of a W1 waveguide with lattice parameter a = 430 (red)
and the barrier region W1 with reduced lattice constant in the z-direction to 420 nm (black) calculated by
GME. (b) Comparison of the experimentally measured dispersion (image plot) and the CCW dispersion
simulated by GME, depicting both the "W1 mode" and the CCW mode.
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of a weakly corrugated W1 waveguide. The coupled cavity mode appears approximately
4 nm below the cut-oﬀ of the ”W1 mode” and is characterized by cosine-shape dispersion of
a bandwidth spanning 2.6 nm (0.33 THz). The close proximity of the "W1 mode" and the
CCW mode implies that an important interaction between the two modes is expected. The
coupled cavity chain cannot be considered anymore as an impurity found deep enough in
the photonic bandgap, for which the Tight-Binding model in its simplest form (Eq. (7.2))
holds.
Figure 7.13: CCW mode formation upon gradually decreasing the barrier lattice constant az from 430 nm
(folded W1 waveguide) to 410 nm simulated by GME.
Alternatively, the heterostructure CCW mode can be understood in terms of a per-
turbed W1 waveguide; it is a result of the anticrossing of the folded W1 modes, which are
coupled due to the perturbation introduced by the barriers. This is illustrated in Fig. 7.13,
which shows how the W1 mode splits and the band diagram is formed once the coupling
interaction is introduced. The perturbation modiﬁes the band diagram primarily at the
Brillouin zone boundary, where the anticrossing point is located. Increasing the lattice
constant diﬀerence between the barriers and cavities pushes the low-frequency cutoﬀ of
the CCW mode away from the anticrossing point, until a nearly sinusoidal coupled-cavity
band is formed. Note, that the CCW bandwidth increases with the perturbation, i.e. the
lattice constante diﬀerence between the barriers and the cavities, which is an opposite ef-
fect as would be expected from the TBA: stronger lattice constant mismatch would imply
a reduction in the coupling strength and consequent ﬂattening of the dispersion curve.
7.2.2 Experimental CCW dispersion
The experimental dispersion diagram showing both the CCW and the corrugated W1
waveguide mode is plotted in Fig. 7.12(b), together with the result of the guided-mode
expansion simulation. The direct comparison demonstrates a good agreement between the
103
104 Coupled-cavity waveguides
theory and the measurement in respect of both the position and the slope of the investigated
modes. It should be stressed that the full three-dimensional nature of the structure must
be taken into account (expansion into the guided modes of the slab - GME or full 3D plane
wave expansion) in order to simulate the proper position, curvature and bandwidth of the
CCW. The 2D PWE combined with eﬀective index approach, which is still widely used in
the photonic crystal community, completely fails to reproduce the dispersion of the present
coupled-cavity waveguide design.
As aforementioned, the periodicity of the CCW allows to probe the dispersion of such
a waveguide by far-ﬁeld optics, without the need of additional near-ﬁeld probes. The
numerical aperture NA = 0.9 of our imaging system allows us to probe the ﬁrst three
Brillouin zones nearest to the center of the dispersion plane. Hence, in the dispersion
map (Fig. 7.12(b)) we observe three dispersion curves, which are identical in shape, but
oﬀset along the k-vector coordinate by the reciprocal vector of the coupled-cavity chain
2π/Λ = 2.45μm−1. Their peak intensities reﬂect the energy distribution in individual
Brillouin zones, i.e. the relative intensities of the spectral components of the Bloch mode.
A closer zoom on the CCW mode dispersion is given in Fig. 7.14(a), which presents the
experimental dispersion curve in the 2nd Brillouin zone normalized in intensity, together
with the theoretical band diagram calculated by the guided-mode expansion method. Red
markers that depict the maxima of the experimental data help to visualize the measured
dispersion curve. The experimental dispersion ω(k) is smooth enough to be numerically
diﬀerentiated to obtain the group index and its frequency dependence, as is shown at the
right.
The group index does not drop below 105±20 within the entire linear bandwidth of the
CCW, which extends over approx. 2 nm. The experimental dispersion relation agrees well
with the theoretical calculations until a maximum group index of approximately ng = 300,
which is one of the largest experimental group index values reported for an optical waveg-
uide. The relevance of this value, however, is moderated by the short length of the structure
which was as little as 25 μm. Above ng = 300, the CCW mode deﬂects from the ideal
cosine-shape dispersion and gets smoothly coupled into a slow-decaying evanescent modes
that emerge from the top/bottom of the dispersion band. The existence of such evanes-
cent modes is conﬁrmed theoretically by modiﬁed 2D PWE1 frequency-based simulation as
shown in Fig. 7.14(b) (see section 1.3.7, paragraph Numerical calculation methods). Here
the CCW dispersion curve characterized by purely real k-vector components is plotted
together with four evanescent modes appearing at the top and at the bottom of the CCW
band. Of all evanescent modes existing in the given spectral range, the depicted ones ex-
hibit the lowest imaginary wave-vector components. Their decay length at the proximity
of the CCW band exceeds several lattice constants, making it possible to observe them
experimentally using the Fourier-space imaging.
7.2.3 Slow-light PhC waveguides: Figures of Merit
To evaluate the energy performance and the buﬀering capacity of photonic devices, in
particular for slow-light telecom oriented applications, two ﬁgures of merit are currently
used:
1Although the 2D PWE can’t reproduce correctly the dispersion of the CCW band as mentioned above,
we still can use it to gain deeper qualitative understanding of phenomena occurring in the CCW structure,
such as existence of evanescent modes. Nevertheless, GME or 3D PWE tool that can simulate the imaginary
k-vector components, if available, should be of primary choice.
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Figure 7.14: (a) Normalized dispersion curve of the heterostructure CCW mode (left) and its group
index ng (right). The experimental group index was obtained by both numerical diﬀerentiation of the raw
data (crosses) and data interpolated by a spline function (black curve). (b) Frequency-based 2D PWE
calculation of the CCW dispersion band (gray) and the slowly decaying evanescent modes that appear at
the in the proximity of the CCW band extrema (red).
The delay-bandwidth product (DBP)






where Δt is the delay, Δf the frequency bandwidth. The expression for DBR depends on
the group index ng, relative bandwidth Δω/ω, wavelength and the length of the device L.
The latter dependence is excluded in the following deﬁnition of the length-normalized





which is more practical for optical slow light applications, as it expresses the delay achiev-
able with a current waveguide design, independently of its length and technology used.
Also, it is important to set a general criterion how to deﬁne the operation bandwidth. It
turns out that for most practical applications, such operation bandwidth can be deﬁned as
a range of frequencies, within which the group index remains constant within 10%, which
sets the practical limits of acceptable group velocity and higher order dispersion.
In photonic crystals, the periodicity of the PhC lattice imposes a strict relation between
the group index and the bandwidth, and hence, an upper limit of the maximal achievable
DBPN . Because of the periodicity of the dispersion curve in the reciprocal space, the wave







⇒ Δω < πc
ngΛ
(7.12)
where ng is assumed constant over the bandwidth Δω and Λ is equal to the lattice constant








In this context, the CCW systems have a clear disadvantage as the k-span, and hence,
the bandwidth is reduced Λ/a-times compared to the W1. In Table 7.1, where DBPN and
maximum DBPmaxN for diﬀerent slow light waveguide structures is reported, one can see
that there is still margin for improvement for the W1 waveguides, however, principally all
CCW systems regardless of the cavity design are very close to the theoretical limit.
On the other hand, the coupled-cavity waveguides can exhibit better slow-light per-
formance in the presence of disorder. In the CCWs, the disorder is averaged over large
supercell and therefore group indices Λ/a-times larger can be achieved than in the case
of a simple W1, before the detrimental back-scattering and localization take place. The
Λ/a-times lower sensitivity to disorder in CCW systems was conﬁrmed theoretically by
V. Savona [142], and witnessed by experimental results treated in this work: while W1
waveguides can reach maximum group index of 50-60, the L3-based CCWs (Λ =4 a) show
onset of localization only at ng = 180 ∼ 4 × 50 and the heterostructure CCWs (Λ = 6a)
are able to achieve the index as high as ng = 300 ∼ 6× 50.2
Loss per length is the most standardly used ﬁgure of merit to evaluate the propagation
loss of a waveguide due to out-of-plane radiation, absorption or scattering. Its deﬁnition
is based on the Lambert-Beer’s law:
T ∼ exp−αLz = exp−z/L (7.14)
where T is the transmission through device, αL is the loss per length, most commonly given
in dB/cm or dB/mm units. The loss can be also expressed in terms of an attenuation length
L = 1/αL.
For slow-light devices, a more appropriate measure of loss was proposed [146], which is





Such a deﬁnition refers the optical loss directly to the achievable delay, which better ex-
presses the primary purpose of slow-light devices, i.e. to achieve a delay while maintaining
satisfactory transmission. In this context, the loss per device length is not of primary
importance and shorter devices providing the same delay are often preferred.
Loss per relative time. If one ﬁgure of merit should be used to comprehensively char-
acterize the performance of a slow-light device including its buﬀering capacity, signal re-
tardation and optical loss, a good candidate could be the Loss per relative time, i.e. loss








2To make the comparison strictly rigorous, devices of the same length should be considered: Signiﬁcant
line broadening in k-space masks the eﬀect of disorder, which appears in consequence less detrimental for
short structures than for long devices of the same slow-light performance.
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Here Δν is the frequency bandwidth given in THz and αtN the dimensionless loss per
relative time. The smaller the αtN parameter, the more suitable is the device for slow light
applications.
Practical examples
In the following, we will discuss the previously mentioned ﬁgures of merit for four diﬀerent
device designs (see Tab. 7.1): Heterostructure coupled-cavity waveguides and Coupled-
cavity waveguides based on moderate-Q L3 cavities reported in this work, coupled cavity
waveguides based on ultrahigh-Q cavities presented by Notomi et. al [21] and W1 slow
light engineered waveguides studied by the group of T. F. Krauss [58].
Structure ng Δλ DBPN DBPmaxN Loss/length Loss/time Loss/timeN
(nm) αL (dB/mm) αt (dB/ns) αbN (dB)
Hetero. CCW 105 2 0.14 0.30 300∗ 860 3.43
L3 CCW 50 3 0.10 0.43 50 300 0.81
CCW
Notomi [21]
100 1.5 0.10 0.24 14 42 0.22
Engineered 25 15 0.24 1.80 5 60 0.032
W1 [58]
∗Loss with bottom oxide cladding
Table 7.1: Figures of merit of slow light structures: comparison.
Table 7.1 shows that the slow-light engineered W1 waveguides exhibit the best proper-
ties concerning both the losses and the optical delay. Although they don’t exhibit record-
breaking group indices, due to inherently low loss they can be made longer and thus provide
for large enough optical delays. Their most important asset is their large operation band-
width of one order of magnitude higher than for the CCW devices, that allows for bit rates
as large as 100 Gbit/s.
After the engineered W1 waveguides, the second best choice would be the ultrahigh-
Q CCW waveguide design. However, the ﬁgures of merit listed in Tab. 7.1 neglect the
fact that the transmission through this device is not continuous, but does exhibit large
variations (>20 dB), which necessarily leads to pulse distortion and residual echoes. On
the other hand, L3-based devices can achieve ﬂat-top frequency response, however, the
price to pay is largely increased propagation loss.
Finally, the heterostructure CCW exhibits very high group index, but also excessive
propagation loss, which makes it unsuitable for practical applications. In the future, the
propagation loss could be largely reduced by the bottom oxide cladding removal.
To summarize, if CCW devices are to be used in practical applications, there are two
principal aspects that must be solved: the design of a single cavity constituent has to
be engineered to provide for homogeneous emission proﬁle to avoid strong variations in
transmission within the CCW bandwidth. Moreover, for a given sample length (deﬁned by
107
108 Coupled-cavity waveguides
the desired optical delay), the Q-factor of constituent cavities has to be chosen according
to condition Eq. (7.6), in order to guarantee a trade-oﬀ between the ﬂat-top transmission





Line-defect waveguides and optical cavities realized in photonic crystals allow for strong
optical ﬁeld conﬁnement, which leads to dramatic enhancement of both the optical intensity
and the light matter interaction. In photonic crystal waveguides, such a strong optical
conﬁnement is possible both due to the bandgap eﬀect and the temporal compression of
optical pulses in the slow light regime. In the case of cavities, photonic crystal environment
oﬀers a lot of degrees of freedom to engineer the cavity design and achieve high quality
factors of the order of Q ∼ 106 within an extremely small volume [44,45]. Therefore, they
ﬁnd a vast number of applications in nonlinear physics, quantum electrodynamics, and
based on experimental demonstrations achieved to date, they also constitute a promising
building block for optical (bio)sensors [22,49]. However, in typical PhC devices, the strong
light-matter interaction occurs in the high index material where the majority of optical ﬁeld
is located, making it diﬃcult to eﬃciently probe the physical properties of the surrounding
low index medium. Enhancement of the ﬁeld overlap between the optical mode and the
cladding medium would be beneﬁcial e.g. for optical sensing applications, as it would
increase the device sensitivity and/or lead to the reduction of the necessary amount of
analyte.
One solution to increase the interaction between the optical mode and the surrounding
environment is to introduce a narrow, nanometer-wide air-slot within the core region of the
waveguide (or cavity), and thus create a device similar to nanophotonic slot waveguides
discussed in Chapter 4. In such a hollow-core photonic crystal structure, the TE polarized
modes are conﬁned in the slot allowing for a large interaction of the optical ﬁeld with the
low index medium, and at the same time, the structure maintains the versatile dispersion
properties of photonic crystals [165]. In other words, the speed of light propagation in the
photonic crystal slot waveguides as well as optical conﬁnement in the cavities can still be
controlled by the means of dispersion engineering.
The main focus of this chapter is to experimentally investigate the light propagation in
hollow-core photonic crystal devices in order to visualize their dispersion and to quantify
their sensitivity to changes of the external environment. In particular, a new type of a
PhC air-slot cavity is proposed and tested as a high precision gas index sensor.
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8.1 Slotted W1 waveguides
The schematic drawing of the air-slot waveguide under consideration is shown in Fig. 8.1.
The photonic crystal cladding is characterized by a lattice constant a = 510 nm and ﬁlling
factor of f = 0.4, and the slot width was set to 120 nm. The theoretical dispersion of the
waveguide calculated by GME method is presented in Fig. 8.2(a).
Figure 8.1: Illustration of a photonic crystal slot waveguide.
When opening an air-slot inside the W1 defect region, the original line defect modes
(labelled as W1-odd and W1-even in Fig. 8.2(a)) are shifted to higher optical frequencies
as a result of increasing overlap of their ﬁeld with the air. The even W1 mode which
is strongly conﬁned within the line-defect region is shifted rapidly towards the air band,
while the odd W1 mode is only marginally aﬀected due to a rather weak mode proﬁle
overlap with the air-slit. In addition, a new waveguide mode denoted as slot-waveguide
mode (SW1) is lifted up from the dielectric band, shifting its cut-oﬀ to higher frequencies
as the width of the slit increases. It is characterized by even symmetry, positive slope of






where a stands for the air and d for the dielectric. For the 120 nm wide slit the spatial
overlap of the SW1 mode with the air is as high as 92%. As discussed in J. Gao et al. [166],
its origin can be traced back to the second-order quasi-guided mode that is found below
the projected bulk modes in the dispersion diagram of a standard W1 waveguide.
To study the dependence of the dispersion curve on the slot dimensions, we tune the
slit width from 60 to 200 nm and plot the simulation result in Fig. 8.2(b). If the slit
is too narrow, i.e. below approx. 60 nm, the SW1 mode is found within the dielectric
band and is not fully guided within the plane. However, further increase of the slot width
induces a rapid shift of the mode cutoﬀ towards the air band, which is correlated to the
increase of dispersion curve slope in its linear part. It should be noted that the increase
of the slit width from 100 to 120 nm, i.e. by only 20 nm, leads to the shift of the mode
cutoﬀ by as much as 50 nm. Such a high sensitivity of the dispersion to the slit width
results in high sensitivity of the device to disorder and an accentuated need for high
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Figure 8.2: (a) Dispersion diagram of a W1-based slot waveguide with a = 510 nm and slot width of
120 nm, showing the slot waveguide mode (SW1), the original W1-odd and W1-even mode, as well as their
position within the photonic crystal bandgap. (b) Change in the slot waveguide mode dispersion upon
increasing the slit width from 60 to 200 nm.
precision fabrication. On the other hand, it brings along the possibility to detect with
a high precision and sensitivity the presents of particles in the slit, which is particularly
appealing for (bio)sensing applications.
For practical applications, it is also important to regard the position of the SW1 mode
in respect to the lightline and the silica-light line for SOI-based devices, since the useful
bandwidth of the waveguide is limited to the frequency range where its dispersion lies
below the two respective lightlines. It turns out that for slot W1-based waveguides with
silica bottom cladding and technologically feasible slot widths, such a useful bandwidth is
limited to only a couple of nanometers as illustrated in Fig. 8.2(b). In addition, within
this spectral range, the waveguide is already in the slow light regime and the transmission
through the structure is hindered by disorder and localization as we could witness in ex-
periment. It is therefore imperative to fabricate the devices in an air-bridge membrane,
which may, on the other hand, impose limitations on the total length of the device; the
photonic crystal membrane separated in the middle by an air slit is susceptible to bend
down, inducing a slight variation of the slit with along its length and thus negatively af-
fecting the mode propagation. The membrane deformation is a possible reason why no
experimental transmission was observed for devices longer than 200 μm.
Taking the above consideration into account, slot W1-based waveguides were fabricated at
EPFL in 220-nm thick Si membrane. The lattice constant and the ﬁlling factor were the
same as used in the simulations and the slot width was varied between 80 to 120 nm in the
step of 10 nm. Good transmission was obtained through samples with the slot of 90 nm
and wider; in the 80 nm wide slot the light propagation was strongly aﬀected by the slot
sidewall irregularities, as witnessed by strong out-of plane scattering observed in the near
ﬁeld along the waveguide core region, showing that the 80 nm line is indeed at a limit of
our fabrication technology.
The experimentally measured dispersion curve for a 120-nm wide waveguide is plotted
together with the measured transmission in Fig. 8.3. As the waveguide operates below the
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Figure 8.3: Experimental dispersion and transmission for a slot waveguide with 120-nm wide air-slit.
The inset shows a schematic drawing of the grating probe design.
light cone, one-dimensional volume grating probe has to be included in the design in order
to fold the dispersion curve into the light cone and allow for FSI measurement. In this
particular case, the grating was realized by increasing the lattice constant of the photonic
crystal every third period along the propagation direction by 5 nm. The measured disper-
sion curve has nearly parabolic shape and its group index increases from ng = 4 measured
in the fast-light region to the maximum value of ng ≈ 15 before the light propagation gets
limited by disorder. Compared to the group index of ∼ 50 measured for standard W1
waveguides, we can conclude that the slow light propagation in slot waveguides is more
importantly aﬀected by disorder. This can be explained by a large amplitude of the optical
ﬁeld at the slot side-walls and hence, intense interaction of the light and side wall roughness
and defects. Moreover, large sensitivity of the mode dispersion to the ﬂuctuations of the
slot width may also contribute to the loss of optical signal in the slow light regime.
Besides the group index, the waveguide termination has also an important eﬀect on the
signal transmission. In the present work we adopted the approach of adiabatic tapering of
the slot width as shown in Fig. 8.4(a), however, the transmission still exhibits oscillations of
10dB (despite antireﬂection coating on the sample facets), conﬁrming that large impedance
mismatch still occurs at the sample-access waveguide boundary. In the future, the inverse
taper approach shown in Fig. 8.4(b) [167] is envisaged, the design of which might be delicate
as it has to be adapted to a free-standing membrane structure. Fast-light taper section
similar as for W1 waveguides as discussed in Chapter 6.1 will be equally added to account
for better fast-slow light matching at the interface.
8.2 Air-slot cavity
Photonic crystal air-slot cavity was ﬁrstly proposed in a 1-D photonic crystal by Robinson
et al. [168], followed by several diﬀerent designs in PhC slabs [169,170]. To create a cavity,
one can either modify the properties of the PhC mirror, or the dimensions of the slot
itself. The ﬁrst approach was adopted by A. Di Falco and coworkers [169], who locally
reduced the lattice constant of the photonic crystal to create a heterostructure cavity, as
well as by Yamamoto et al. [170] and Gao et al. [166], where the holes adjacent to the
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Figure 8.4: (a) Adiabatic taper between access/W1/slot waveguide used in this work. (b) Inverse taper
design that allows for over 90% percent coupling eﬃciency for slot nanowire waveguides, and will be tested
in the future for photonic crystal slot waveguides. The ﬁgure was taken from [167]
slot were transversally shifted to form a width-modulated line-defect cavity. In the present
design, the PhC lattice is kept unchanged, but the width of the air slot is locally reduced
by 20 nm to delimit the volume of the cavity as shown in Fig. 8.5. Reduced slit width
results in formation of reﬂective barriers for the cavity mode, as it can be inferred from the
dispersion diagram of slot PhC waveguides shown previously in Fig. 8.2(b). The 120 nm
slot waveguide mode lies at slightly higher frequencies than the 100 nm one, and hence, it
can create a defect state when sandwiched between two 100 nm slot waveguide sections.
Figure 8.5: Top-view SEM image of the air-slot cavity structure with barriers highlighted in dark grey.
Inset shows a detail of the cavity region.
We focus on a cavity with the length equal to three lattice constants L = 3a, the
resonant state of which is found between the cutoﬀs of the 120 and 100 nm wide slot
waveguides as calculated by GME and shown in Fig. 8.6. The corresponding electric ﬁeld
distribution plotted in the inset of the same ﬁgure conﬁrms that the cavity mode is strongly
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where ε(r) is the permittivity distribution. However, note that despite the deﬁnition
Eq. (8.2) is often cited in literature [45, 171] and used by broad scientiﬁc community, it is
not ideally suited to quantify the mode volume of hollow-core structures. The discontinuity
of the electric ﬁeld at the slot boundaries may introduce a large error, especially if the
denominator is to be evaluated numerically. Therefore, the mode volume value calculated
by Eq. (8.2) is largely sensitive to the structure meshing and the used calculation method.






[ε(r)|E(r)|2]2 d3r = 0.51μm
3 (8.3)
would give a more meaningful and reliable argument. Such a deﬁnition of the mode volume
is inspired by the theory of localization, namely the deﬁnition of the Inverse Participation
Ratio, which characterises the spatial extent of a localised state: IPR =
∫ |ϕ(x)|4dx,
where ϕ(x) is a wavefunction normalized to unity [172]. Nevertheless, in order to allow
for quantitative comparison with similar devices reported in literature, the ﬁrst value of
Veﬀ = 0.053μm3 will be quoted in the following text.
The spatial overlap Γ with the gas is as high as 0.83 and the theoretical quality factor
reaches Q = 28000. The mode volume, spatial overlap and the Q-Factor were obtained from
FEM simulation performed by Ulagalandha Perumal Dharanipathy using the COMSOL
software package. The computational domain used for the calculation enclosed 24 columns
by 17 rows at the center of the structure and the Scattering Boundary Conditions were
imposed on the boundary surfaces of the device. Custom ﬁne meshing was done in the
slot, otherwise the meshing was optimized according to the availability of computational
resources.
Knowing the mode ﬁeld overlap Γ, the ﬁrst order perturbation theory [173] can be
used to estimate the sensitivity of the cavity resonance frequency to the refractive index
change Δn inside the slot. Taking into account only the ﬁrst order perturbation [174], the
Figure 8.6: Theoretical dispersion curves of the 100 and 120 nm wide slot waveguides (solid line) shown
together with the air-slot cavity resonance (dashed line). Inset shows the electric ﬁeld distribution |Exy|
of the cavity mode.
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where ω is the resonance frequency of the cavity, ε the unperturbed dielectric permittivity
and Δε the change of the dielectric permittivity inside the slot. Denoting the volume of
the low index material as a (air) and the volume of the high index medium as d (dielectric),























where εeﬀ = Γεa + (1 − Γ)εd and Γ is the spatial mode overlap deﬁned by Eq. (8.1).









Γεa + (1− Γ)εd stands for the eﬀective refractive index of the cavity. The
sensitivity of the cavity resonance to the change of the refractive index of the surrounding








For the resonance wavelength λ = 1570 nm, nair = 1 and nSi = 3.47 we get a sensitivity of
S = 770 nm per refractive index unit (RIU), which is quite remarkable for a device with
an active sensing volume as low as VeﬀΓ =0 .04 μm3 = 40 attoliters (al).
Sensitivity of the air-slot cavity was also calculated by the FEM-based COMSOL solver,
where the change in the resonance frequency of the cavity was simulated as a function
of varying index of the surrounding medium. The simulation yield the sensitivity of
460 nm/RIU, which is surprisingly lower than the sensitivity obtained from the pertur-
bation theory and, as shown below, even lower that the experimentally measured value
(590 nm/RIU). It it yet to be clariﬁed if such a discrepancy is related to the computational
issues (meshing, precision of the deﬁnition of the group index, etc...) or to small variation
of structural parameters between the ideal and the fabricated device.
The air-slot cavity of above speciﬁed parameters was fabricated at EPFL and was
characterized using our combined End-ﬁre–Fourier space imaging setup. The air-slot cavity
is excited in inline conﬁguration through 5a-long barrier region into the cavity, as shown
in Fig. 8.5. The length of the barriers was carefully chosen to achieve a high loaded Q-
factor while keeping the transmission at a detectable level. In parallel with the standard
end-ﬁre transmission measurement, the light emitted from the sample surface is collected
by a high numerical aperture microscope objective and detected with an infrared CCD
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camera. The long working distance Olympus LMPlanFI objective of NA = 0.8 was used
in this particular measurement in order to leave large enough distance between the sample
surface and the objective, as required later in the gas-sensing experiment.
The experimental transmission spectrum of the air-slot cavity is shown in Fig. 8.7(a).
The cavity barriers are transparent down to 1590 nm, where the mode cutoﬀ of the 100-nm
wide slot waveguide is found. Approximately 20 nm below this cutoﬀ we can observe a
narrow transmission peak that corresponds to the resonant mode of the cavity. A broad
resonance also observed at 1580 nm between the cavity mode and the barrier cut-oﬀ was
attributed to an evanescent mode, which can penetrate through the barriers due to evanes-
cent coupling and thus contribute to undesired background in transmission. Such residual
background resonances could be eliminated in the future by employing lateral (i.e. outline)
coupling scheme for the cavity excitation.
Figure 8.7: (a) Tranmsission spectrum of the air-slot cavity. Inset: far-ﬁeld emission proﬁle of the cavity
at the resonance cavity wavelength. (b) Emission spectrum (grey) plotted together with the Lorentzian ﬁt
(red dotted line).
Although the transmission peak attributed to the cavity mode is weak, its spectral
position is unambiguously conﬁrmed by the far-ﬁeld imaging, which allows to identify the
cavity resonance although the transmitted signal is weak or accompanied with spurious
resonances. In the far-ﬁeld, the cavity mode exhibits a stable, highly symmetric pattern
as shown in the inset of Fig. 8.7(a), which diﬀers distinctly from the speckle-like emission
of the residual resonance peaks. The light radiated from the sample surface and recorded
as a function of the wavelength yields the emission spectrum of the cavity, which is shown
in the inset of Fig 8.7(b). Unlike the transmission, it exhibits an excellent signal to noise
ratio with Lorentzian line-shape, and was therefore used to analyze the spectral properties
of the cavity. The Lorentzian ﬁt of the emission peak gives the linewidth of 70 ± 1 pm,
yielding a loaded quality-factor Q = 23’000.
8.2.1 Refractive index sensing
In order to assess the sensing potential of the cavity, we expose the sample to gases of
diﬀerent optical refractive index such as nitrogen N2 (n = 1.000270) [175], helium He
(n = 1.000032) [176], carbon dioxide CO2 (n = 1.000407) [175], propane C3H8 (n = 1.000999)
[175] and acetylene C2H2. The refractive index values are given at atmospheric pressure
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and were recalculated for λ = 1570 nm and room temperature T = 20◦C using the ideal
gas model [177]. This was possible for all gasses but acetylene, which exhibits a series of
strong absorption lines in the 1.5 μm spectral window.
Figure 8.8: Illustration of the experimental transmission/far-ﬁeld imaging setup and the assembly for
the gas inﬁltration.
During the measurement, the sample is placed in a gas cell as schematically illustrated
in Fig. 8.8 that is equipped with a gas inlet, two micrometer-size openings for the optical
ﬁbers and an outlet for gas evacuation. Moreover, the cell has a thin transparent window
positioned ∼100 μm above the sample surface to facilitate for the far-ﬁeld imaging of the
cavity emission. The gas is injected into the cell at a constant rate, ﬁlls the volume of
the cell and escapes by the outlet opening, thus avoiding the overpressure inside the cell.
The ﬂux rate is set to a value just suﬃcient to entirely ﬁll the cell volume in order to
avoid residual eﬀects of the gas ﬂow such as input/output ﬁber vibrations and the sample
cooling due to gas ﬂow. The desired ﬂux of the test gas was set by observing the shift of
the cavity resonance upon accruing concentration of gas; when a new increase of the gas
ﬂux does not induce further shift in the resonance wavelength, the cell is considered to be
completely ﬁlled with the analyte.
The shift of the air-slot cavity resonance in response to the change of the gas refractive
index is shown in Fig. 8.9. Considering nitrogen as the reference medium, we can observe
both blue shift of the resonance peak for He and red shift for the other gases; CO2, acetylene
and propane. Only a weak variation of the peak proﬁle and its quality factor was observed
upon exposure; experimental Q-factor varied between 20 000 to 26 000, primarily due to
spurious Fabry-Perot resonances slightly aﬀecting the peak proﬁle. As plotted in Fig. 8.10,
the dependence of the wavelength shift on the refractive index change (n − 1, for the
gases with known refractive index) is strictly linear and yields the experimental sensitivity
Δλ/Δn = 590 nm/RIU, which is slightly lower than predicted by the perturbation analysis
and at the same time slightly higher that obtained from direct FEM simulation.
From the knowledge of the experimental sensitivity and the reference resonance peak
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Figure 8.9: Spectral position of the cavity resonance upon exposure to helium, nitrogen, carbon dioxide,
acetylene and propane.
Figure 8.10: Wavelength shift of the cavity resonance as a function of the refractive index n − 1 of the
respective gas, yielding the sensitivity of 590 nm/RIU. The refractive index of acetylene at 1570 nm of
1.0008 can be retrieved from the linear dependence Δλ(n− 1).
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position (e.g. for the air), we can retrieve the refractive index of acetylene at the wavelength
of 1570 nm: the peak shift of 313 nm measured for acetylene corresponds to the refractive
index of n = 1.0008 as illustrated in Fig. 8.10.
Repetitive measurements on a longer time scale show that the peak position can be
retrieved with a precision of ±3 pm, which implies the detection limit (deﬁned as the ratio
between the resolution and the sensitivity) of 1×10−5 RIU, which is comparable with state
of the art devices [22]. Nevertheless, it should be mentioned that along with the refractive
index of the surrounding medium, there are other parameters that can induce a shift of
the resonance frequency of the air-slot cavity mode, e.g. temperature, humidity adsorbed
at the structure sidewalls, or progressive oxidation/nitridation of the sample surface.
The resonance frequency shift due to temperature can be estimated from the perturba-
tion theory and the known values of the thermo-optic coeﬃcient for silicon substrate and





















The thermo-optic coeﬃcient of silicon (∂n/∂T )Si is approximately 1.84·10−4 K−1, resulting
in the resonance wavelength shift of 39 pm/K. Since such a shift corresponds to as much
as half of the FWHM bandwidth of the cavity resonance, the air-slot cavity temperature
must be well stabilized to account for precise measurements with the detection limit of
1 × 10−5 RIU given above. As the thermo-optic coeﬃcient of the used gasses is of more
than an order of magnitude lower than for silicon (e.g. (∂n/∂T )He = −1 · 10−7 K−1,
(∂n/∂T )N2 = −1 · 10−6 K−1, (∂n/∂T )C3H8 = −3 · 10−6 K−1 as calculated from the ideal
gas model [177]), they have only a marginal eﬀect on position of the cavity peak resonance.
For helium, nitrogen and propane, the wavelength shift calculated using Eq. (8.9) equals
to -0.06, -0.6 and -1.7 pm/K, respectively.
The progressive oxidation of the sample surface turns out to be equally detrimental as
it can induce a shift of the resonance peak by as much as 45 pm per hour. This eﬀect can
be eliminated when working with N2 and O2-free gases, or compensated using an identical
reference structure.
To summarize, we presented a highly sensitive refractive index detection scheme with
a photonic crystal air-slot cavity, which was tested as an optical gas sensor. The main
characteristics of the device are listed in Table 8.1. Besides the spectacular sensitivity
of 590 nm/RIU, the major advantage of the sensor is an extremely small active sensing
volume of 40 attoliters that is feasible due to strong conﬁnement of the optical ﬁeld in
PhC environment. Such small volume not only allows to drastically decrease the necessary
amount of analyte, but it also makes the sensor suitable for high density integration oriented
towards parallel or multiplex detection.
The 40 attoliters sensing volume holds as little as N±√(N) = 1·106±1·103 molecules.
With such a small number of molecules, the line broadening due to statistical ﬂuctuations
is only about one order of magnitude lower than the present detection limit. Hence, if we
manage to further enhance the detection limit by one order of magnitude e.g. by increasing
the Q-factor of the cavity, we expect to be able to sense such statistical ﬂuctuations. On
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Property Theory Experiment
Quality factor 28’000 20’000 - 26’000
Mode volume (al) 53 -
Air overlap (%) 83 -
Sensing volume (al) 43 -
Sensitivity (nm/RIU) 460∗/720∗∗ 590
Detection limit - 1 · 10−5
Table 8.1: Characteristics of the air-slot cavity sensor. ∗ value from FEM and ∗∗ perturbation theory.
one hand, this oﬀers an interesting pathway to the mesoscopic physics, but on the other
hand, the noise from the ﬂuctuations will ﬁnally set the physical limit of the sensor.
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The main objective of the thesis was to both theoretically and experimentally investigate
the light propagation in complex nanophotonic structures, which are intended to realize
optical interconnects or functional building blocks of future optical integrated circuits. In
this context, the principal characteristics to study was the dispersion relation ω = f(k),
which relates the optical frequency ω of the wave vector k of the excited modes. The
dispersion relation provides us complete information about the light propagating inside
the structure, including the number of supported modes, their phase and group velocity
and the higher order dispersion.
To pursue these objectives, we developed and tested an original experimental technique
based on Fourier-Space imaging. Compared to standard far-ﬁeld imaging that can probe
only radiative modes, we went beyond by designing weak perturbation gratings that can
fold the dispersion of truly guided modes into the light cone, while only negligibly aﬀecting
the device performance. Such an approach allowed us to probe the dispersion accurately,
locally and without the need for ultra-fast setups or cumbersome data post-processing, as
is the case for e.g. scanning near-ﬁeld optical microscopy, SNOM.
In combination with real-space imaging that visualizes the propagating optical signal,
the FSI represents an ideal tool to study and conceive the underlying physics of light
propagation in optical nanostructures. As a good example, we could witness that current
advanced e-beam patterning process results in sub-nanometer periodic perturbations of
the dielectric map of fabricated optical devices. Such perturbations, even though they are
not resolvable using standard SEM imaging, induce coherent scattering detectable using
the FSI and contributing to the propagation loss.
Furthermore, the FSI technique proved to be particularly suitable for characterization
of slow-light structures. It allowed us to accurately measure the group index of slow
light modes and recognize the main factors limiting its maximum achievable value. Using
FSI, could unequivocally distinguish between propagating modes and localized states, and
thus make realistic conclusions e.g. about minimum speed of light propagation in W1
waveguides. The experimental observation of dispersion curve renormalization, diﬀusive
light transport and light localization due to residual disorder were reported. We also
managed to correlate the measured group index with the optical loss due to localization,
evanescent mode mixing and back- and out-of-plane scattering. Equally, we addressed the
problem of light incoupling into the slow-light modes by testing specially designed fast-slow
mode photonic crystal tapers.
Within the framework of this thesis, the FSI technique was applied to experimentally
study the optical properties of a large number of nanophotonic devices ranging from simple
nanowire waveguides to complex photonic crystal hollow-core structures. Besides disper-
sion properties, we investigate the eﬀects of radiation losses, disorder and localization on
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the optical signal propagation and their dependence on the group index. A short summary
of diﬀerent projects is given below:
SOI wire waveguides and slot waveguides intended for nonlinear experiments. Dis-
persion as well as group velocity dispersion was measured in order to identify the phase-
matching condition between interacting pump and probe beams.
Ridge waveguides in coupled geometry. Our approach allowed us to observe the mode
splitting inherent to coupled systems and locally probe the coupling lengths with an accu-
racy of ±50 nm.
Waveguide phased arrays for optical beam-steering. We have achieved continuous beam
steering in two perpendicular directions by using both thermo-optical and wavelength
tuning mechanism.
Bulk photonic crystal devices designed for operation in the self-collimation regime.
Two-dimensional dispersion map near the top of the dielectric band was reconstructed,
allowing us to observe both the regime of self-collimation and self-focusing, as well as the
eﬀect of enhanced back-scattering in the proximity of the band edge.
Photonic crystal coupled cavity waveguides (CCWs), based on heterostructure or L3
cavities. We studied the physics of CCW dispersion band formation as well as the inherent
radiation loss of the coupled-cavity chains.
Photonic crystal line defect waveguides. Light propagation in Si air-bridge membrane
W1 waveguides and specially tailored line defect waveguides was studied in the slow light
regime. In particular, coupling eﬃciency into slow-light modes and modiﬁcation of the
signal propagation due to disorder were addressed.
Slotted photonic crystal waveguides and cavities. An ongoing project which aims to
realize structures highly sensitive to variations in surrounding low-index environment. Up
to date, a miniature high precision sensor based on an air-slot cavity was realized and
successfully tested for optical gas sensing.
All seven projects listed above have led to original results and a majority of them resulted
in a publication. Nevertheless, there are still several intriguing tasks to be pursued in the
future:
In the ﬁrst place, the deep physical understanding acquired about light propagation in
coupled cavity waveguides would allow us to design a structure with both ﬂat transmission
and good slow light performance. Utilizing a more suitable high-Q cavity design together
with careful optimization of the CCW coupling scheme should do the job. Time-delay
measurements of short optical pulses would follow, in order to conﬁrm the measured group
velocity and assess the sample performance in real applications.
Besides standard coupled cavity chains, it would be of a large interest to realize coupled-
cavity waveguides based on air-slot cavities treated in the last chapter of this thesis. Filling
the hollow core with a nonlinear or gain material would allow for light-matter enhancement
due to slow light eﬀect, which would be intensiﬁed by strong overlap of the ﬁeld and matter
that is present in such devices.
For the same reason why the hollow-core photonic crystal structures are advantageous
for optical sensing and nonlinear applications, namely for having the majority of the opti-
cal ﬁeld within low-index contrast slit, they should be well suited as an eﬃcient trap for
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nanoparticles. The designed and successfully characterized hollow-core photonic crystal
cavities are yet to prove their potential for optical trapping experiments and, after func-
tionalization of their side-walls, for speciﬁc bio/nano object detection. The latter project
is already under development within our working group.
Last but not least, there is still a lot of space to pursue the study of disorder-induced
power dissipation in slow light structures. More speciﬁcally, we need to increase the accu-
racy of detection of the back-scattered signal: remove the parasitic Fabry-Perot resonances
at the sample facets by deposition of antireﬂection coating; and design adequate volume
grating probes that would provide optical signal proportional to the amount of light in
the structure, independently of the proﬁle of the optical mode. Equally, averaging over
several realizations of disorder should be done to account for more quantitative experimen-
tal results. Beyond, precise knowledge of physics of energy dissipation in the slow-light
regime may help to identify the photonic designs truly suitable for practical slow light
applications.
To conclude, experimental results reported in this thesis represent a fraction of recent
achievement in the ﬁeld of integrated photonics, suggesting that optical nanostructures
including photonic crystals are slowly, but surely becoming a mature technology. Direct
comparison of the state-of-the art devices with structures available only ﬁve years ago
show an enormous progress that has been made in this ﬁeld. Although there are still
many questions to be answered, improvements to be made and new ideas to be pursued, it
is equally the right time to intensify the technology transfer from basic research towards
practical applications.
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