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We investigate the transport of electrons in disordered and pristine graphene devices. Fano shot
noise, a standard metric to assess the mechanism for electronic transport in mesoscopic devices, has
been shown to produce almost the same magnitude (≈ 1/3) in ballistic and diffusive graphene devices
and is therefore of limited applicability. We consider a two-terminal geometry where the graphene
flake is contacted by narrow metallic leads. We propose that the dependence of the conductance
on the position of one of the leads, a conductance profile, can give us insight into the charge flow,
which can in turn be used to analyze the transport mechanism. Moreover, we simulate scanning
probe microscopy (SPM) measurements for the same devices, which can visualize the flow of charge
inside the device, thus complementing the transport calculations. From our simulations, we find
that both the conductance profile and SPM measurements are excellent tools to assess the transport
mechanism differentiating ballistic and diffusive graphene systems.
PACS numbers: 72.80.Vp, 73.23.Ad, 72.10.Fk
I. INTRODUCTION
As predicted by early band theory studies,1 charge car-
riers in graphene are chiral quasiparticles that have a lin-
ear Dirac-like dispersion relation resulting in fascinating
electronic2 and transport3 properties. As a result of this
linear energy-momentum relationship, the valence and
conduction bands intersect at the Dirac points located
at the Brillouin zone corners. For neutral graphene, the
chemical potential lies exactly at the Dirac points. Use
of a gate potential can shift the chemical potential away
from the Dirac point and thus tune the charge density of
the graphene device over a large range (as compared to
other electronic materials). The high degree of control
over the charge density and the linear dispersion rela-
tion are features that distinguish graphene from the two-
dimensional electron gas in semiconductor heterostruc-
tures and other metallic conductors. Understanding the
mechanism for charge carrier transport in graphene in the
low carrier density regime (the linear dispersion regime)
and in the presence of disorder has received considerable
attention.2–5
The wide variety of fabrication techniques6–11 has re-
sulted in graphene devices that operate in different dis-
order regimes. The strength of the disorder charge car-
riers encounter can be quantified via the electron mobil-
ity. The standard fabrication method of mechanical ex-
foliation and deposition of graphene flakes on SiO2 sub-
strates6 can result in good quality devices with mobilities
approaching a few tens of thousands cm2V −1s−1, values
comparable to those found in conventional semiconductor
devices. Yet, the substrate provides a source of impuri-
ties12 and corrugations13,14 for the electrons to scatter,
limiting the mean free path l to about a hundred nanome-
ters. Etching away the substrate is routinely done to pro-
duce suspended graphene devices, removing some sources
of scattering. Etching followed by current annealing in-
creases the carrier mobility in suspended samples to val-
ues exceeding 200,000 cm2V −1s−1, resulting in mean free
paths comparable to the size of the device.9,10 Similar
sample quality (80,000 cm2V −1s−1 carrier mobility) is
obtained in devices where the substrate is single-crystal
hexagonal boron nitride.11
It is apparent that replacing oxide based substrates by
high-quality crystal substrates or suspended graphene re-
sults in devices with improved mobility and reduced elec-
tron scattering events.9–11 For transport near or at the
Dirac point, where the density of states vanishes, the con-
ductivity has a minimum value (4e2/pih), even for ideal
pristine graphene.15 Experimentally, the phase coherent
transport in graphene devices with short-and-wide ge-
ometries has been characterized as ballistic16–18 indicat-
ing evanescent wave transport. In an ideal (no impurities
or defects) graphene device, the mean free path is longer
than the size of the device resulting in ballistic conduc-
tivity. Thus, transport in graphene qualitatively changes
from metallic diffusive in SiO2 substrates to what has
been characterized as ballistic in suspended systems and
when using crystalline boron nitride substrates.
Our paper is organized as follows. In Sec. II we dis-
cuss the usual transport measures, emphasizing the null
results obtained from the Fano shot noise, and present
two alternative methods that can also estimate the trans-
port mechanism. In Sec. III we present the computa-
tional method used to model transport in two-terminal
graphene devices. In Sec. IV we report results of extract-
ing the transport mechanisms from modeled transport
measurements. We present a summary and conclusion in
Sec. V.
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2II. TRANSPORT MEASURES
The possibility of several transport mechanisms makes
it essential to develop measures that clearly distinguish
and classify the different transport regimes. In princi-
ple, Fano shot noise is the metric of choice to assess the
mechanism for electronic transport in mesoscopic devices.
However, the Fano shot noise is of limited applicability,
with the same value for the Fano factor found in disor-
dered or pristine devices.
A. Shot noise and Fano factor
Shot noise measurements can determine the statistics
relevant for transport in mesoscopic conductors.19 Shot
noise is a consequence of charge quantization and can be
assessed by the Fano factor defined as the ratio of noise
power and mean current,
F =
∑N
n=1 Tn(1− Tn)∑N
n=1 Tn
. (1)
From the above definition, the Fano factor should be zero
for conventional ballistic systems, i.e. if perfect transmis-
sion is present. It has also been established that for Pois-
son processes F = 1 and for diffusive metallic conductors
F = 1/3.20
However, the Fano factor calculated for pristine
graphene,15,21,22 disordered systems,23,24 samples with
substrate roughness,25 and for transport along an n-
p junction26 all have similar magnitude (≈ 1/3) to
that found in diffusive metallic conductors, making the
Fano shot noise a cumbersome measure of the trans-
port mechanism in graphene devices.3 Calculations in
pristine graphene predict that the Fano factor at the
Dirac point is identically 1/3 when (1) a wide device
(where the aspect ratio W/L is above 3) is contacted
by doped graphitic leads,15 (2) when the leads are quan-
tum wires creating an effective-contact model simulat-
ing the metallic lead/graphene interface,21 and (3) for
graphene junctions with realistic metal contacts.22 Away
from the Dirac point, the Fano factor also indicates dif-
fusive metallic transport.21,22 A slightly smaller yet uni-
versal value (F = 0.295) was found numerically for dis-
ordered systems.23,24 When disorder originates mainly
from roughness in the substrate, the Fano factor lies
slightly above the 1/3 value and has been shown nu-
merically to increase slightly with disorder.25 Transport
along an n-p (electron rich/hole rich) junction is selec-
tive of those quasiparticles that approach the n-p inter-
face almost perpendicularly and results in a Fano factor
of F = 1 −√1/2.26 Again, in all of these different situ-
ations, the Fano factor measurement results in 1/3 or a
value numerically close to this number.
Experiments have found similar results. The Fano fac-
tor measured in clean devices18 is close to the value of
1/3 found analytically for ballistic samples.15 Measure-
ments in disordered devices17 follow the numerical trends
of Ref. 25. These similar shot noise values warrant de-
veloping an alternative quantitative understanding of the
carrier dynamics crucial for testing the transport regime
of graphene devices.
B. Conductance profiles
Our quest for a better measure to assess transport
mechanisms begins with a simple question: How does the
conductance change with respect to the vertical displace-
ment of one of the leads? By calculating the conductance
between two metallic contacts, we model transport in
two-terminal devices. We extract the conductance profile
from the dependence of the conductance on the position
of one of the leads, and use this to distinguish the mech-
anism of transport. In particular, we study the transport
properties of clean and disordered graphene devices con-
tacted by narrow metallic leads where one of the two
leads can be moved along the edge of the device. More-
over, we simulate scanning probe microscopy (SPM)27
measurements for the same devices, which sheds light on
the charge flow inside the device.28
Diffusive transport in disordered systems is based on
the charge carriers scattering multiple times off impu-
rities or boundaries as they traverse the system. This
mechanism can be described classically by a random
walk. In ballistic transport, the charge carriers traverse
the system with minimal scattering. Ballistic transport is
expected in an ideal graphene strip, given that the crystal
lattice has no defects and no impurities are present. Yet
for ideal graphene, the dynamics of the electrons produce
the same shot noise as that found in classical diffusion.15
Determining the transport mechanism in graphene de-
vices is important given that transport experiments are
possible in the quasi-ballistic limit, that is, where the
mean free path is of the order of the size of the system.
Here, we argue that the transition from diffusive to
ballistic transport in graphene, along with the limiting
cases, can be quantified by alternative methods based on
measuring the flow of charge in the system. First, the
conductance profile, that is, the conductance as a func-
tion of the vertical displacement of one of the leads, can
give a measure of the flow inside the device. For the case
of ballistic transport, scattering does not impede the flow
of charge carriers and the conductance profiles are well
described by a linear (triangular) fit due to the convolu-
tion of the square windows created by the two leads. In
the case of diffusive transport, the charge carriers expe-
rience several scattering events and the transport is then
well described by Brownian motion with a drift. Thus,
charge flow will be a Gaussian function characteristic of
diffusion; for this reason, the conductance profile can be
fitted to a Gaussian function.
3FIG. 1: (Color online) Schematic setup for the transport
calculation. A rectangular graphene flake, depicted by red
and blue atomic sites arranged in a honeycomb lattice, is
contacted between two narrow metallic contacts, depicted by
the green atomic sites arranged in a square lattice, form-
ing a normal-conductor/graphene/normal-conductor junc-
tion. This schematic is not to scale; simulated devices were
considerably bigger with ∼ 700 carbon atoms along the zigzag
edge.
III. COMPUTATIONAL METHOD
We use the nonequilibrium Green’s function (NEGF)
formalism30 to calculate the transport properties of a
normal-conductor/graphene/normal-conductor junction,
given that in experiments the electronic contacts are usu-
ally metallic. The metallic lead/graphene interface we
have investigated follows that of Robinson and Schome-
rus.31 A schematic of the geometry of the devices in-
vestigated is shown in Fig. 1, where rectangular (width
W and length L) graphene flakes have armchair bound-
aries along their longitudinal direction and narrow metal-
lic leads connected along the zigzag boundary. The two
metallic terminals of width WL are modeled by semi-
infinite square lattice regions that have a quadratic dis-
persion relation.
The tight-binding model Hamiltonian of the device is
given by
H =
∑
i
ic
†
i ci −
∑
〈i,j〉
γijc
†
i cj , (2)
where i is the on-site potential of the lattice site i, ci(c
†
i )
is the annihilation (creation) operator acting on site i,
the second sum is over nearest neighbors 〈i, j〉, and γij
denotes the hopping matrix elements. The on-site po-
tential changes due to contributions from impurities and
the gate voltage applied to the device, i = imp + gate.
The graphene section consists of atomic sites placed in
the hexagonal lattice with lattice constant a. As out-
lined in Ref. 31, metallic contacts are modeled as a region
with a square lattice arrangement with lattice constant
aL =
√
3a, matching the A(B)-atom in the zigzag inter-
face at the left(right) of the graphene flake.
Disorder is introduced in two different ways. To gen-
erate edge-disordered samples, we randomly remove 30%
of carbon atoms from sites located in the three outer
atomic layers of the device.23 This type of disordered
edge without disorder puddles in the bulk of the system
is a reasonable model for suspended graphene devices.
Bulk disordered in graphene devices is linked to the
presence of charged impurities in the substrate.32 To gen-
erate such disorder potentials, Nimp lattice sites are se-
lected at random from the total number of atomic sites
(Ntot) in the device. The position Ri of each of the Nimp
lattice sites has an on-site potential amplitude Vi chosen
randomly from the interval (−δ, δ) and smoothed out over
a range ξ by convolution with a Gaussian,
imp(Ri) =
Nimp∑
i=1
Vi exp
(
−|r −Ri|
2
2ξ2
)
. (3)
The range of the convolution is important given that in
the extreme case of ξ << a the atomic scale disorder
potential would break the A-B symmetry caused by hav-
ing two atoms in the unit cell. For our calculations we
assume that ξ = 2a resulting in a short-range potential
(when compared to other length scales in the system)
that varies smoothly on the atomic scale and suppresses
the effect of intervalley scattering. The parameters Nimp
and δ determine the mean free path l of the disordered
system. Using the Born approximation, the mean free
path can be quantified as32,33
l =
4
kFK0
, (4)
where kF is the Fermi wave vector and K0 is the dimen-
sionless correlator given by
K0 =
LW
(~vNtot)2
Ntot∑
i=1
Ntot∑
j=1
〈imp(Ri)imp(Rj)〉. (5)
For the type of bulk disordered systems considered here
(ξ << L,W ), Rycersz et al.32 have found that
K0 =
√
3
9
δ2
γ2
Nimp
Ntot
κ, (6)
where
κ =
1
Nimp
Nimp∑
i=1
Ntot∑
j=1
exp
(
−|r −Ri|
2
2ξ2
)
. (7)
The NEGF formalism30,34 is a sophisticated framework
for obtaining the transmission and other quantities in
realistic devices. The retarded Green’s function in the
atomic orbital basis is given by
Gr(E) = [E −H − Σ(E)]−1 , (8)
4where the non-Hermitian self-energy matrix
Σ(E) = ΣL(E) + ΣR(E), (9)
introduces the effect of attaching leads to the left and
right ends of the device. The energy E tunes the Fermi
level from the Dirac point (E = 0) to any charge den-
sity induced by the gate voltage in the device. The self-
energies determine the escape rates of electrons from the
device into the semi-infinite ideal leads. Using the Lan-
dauer formula35, it is possible to obtain the transmission
function
T (E, Vds) = Tr [ΓR(E, Vds)G
rΓL(E, Vds)G
a] , (10)
where Ga(E) = (Gr(E))† is the advanced Green’s func-
tion. The matrices
Γp(E, Vds) = i
[
Σp
(
E − eVds
2
)
− Σ†p
(
E +
eVds
2
)]
(11)
introduce a level broadening due to the coupling of the
leads and a source-to-drain voltage given by Vds. The
Fano factor [Eq. (1)] for a particular energy and Vds is
calculated using the following expression,
F = 1− Tr [ΓRG
rΓLG
aΓRG
rΓLG
a]
T
. (12)
Finally, the current in two-terminal devices can be ob-
tained from the Landauer formula
I(Vsd) =
2e
h
∫ ∞
−∞
dE T (E) [f(E − µL)− f(E − µR)]
(13)
where the energy window is defined from the difference of
the Fermi functions of the macroscopic reservoirs where
the leads terminate. In our calculations we assume the
linear response limit (Vds → 0), where the relationship
between conductanceG and current is given by I = GVds.
IV. RESULTS AND DISCUSSION
A. Fano shot noise
We investigate rectangular graphene devices with a
two-terminal geometry where the source and drain leads
are assumed to be perfect ballistic and metallic con-
ductors. This geometry has been investigated previ-
ously in the context of quantum scars in graphene36 and
for the geometry-dependent conductance fluctuations in
graphene quantum dots.37 For all results presented here
and as illustrated in Fig. 1, the edges of the graphene
along the transport direction are in the armchair config-
uration.
We use Eq. 12 to calculate the Fano factor for pristine,
edge disordered, and bulk disordered graphene devices.
As presented in Fig. 2, our results are similar to those
found in the literature.15,21–25 The Fano factors found are
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FIG. 2: (Color online) Fano factor at a Fermi energy EF =
0.5γ (with hopping matrix element γ). The limit F = 1/3
as W/L → ∞ is shown as a dotted line. The data points of
the disordered systems have error bars showing the variance
of the value over several realizations. Each of the data points
corresponds to different system lengths (L = 11, 23, 44, and
85 nm) while the widths of the graphene device and of the
leads are kept constant at W = 74 nm and WL = 10 nm,
respectively. The mean free path is l = 27 nm in the system
with bulk disorder.
near the theoretical value F = 1/3 that applies to pris-
tine graphene as W/L → ∞ near the Dirac point limit.
As Towrzydlo et. al. reported,15 the F = 1/3 value is
a theoretical maximum for armchair edge graphene de-
vices, increasing the charge density reduces the value of
the Fano factor.
For pristine devices, the Fano factor does show a trend
as a function of the system size. The longer device calcu-
lated (83 nm) presented the lowest value of F while the
largest value corresponds to the 44 nm graphene sample.
Likewise, the Fano factor for the graphene devices with
disordered edges do not exhibit a trend in the sizes stud-
ied. However, the fluctuations in F from the mean value,
illustrated with the standard deviation (error bars), show
that as the devices get longer, the deviation from the
mean increases. In contrast, for diffusive graphene, we
find that the value of the Fano factor does show a mono-
tonic dependence as a function of the W/L ratio, ap-
proaching the F = 1/3 value in the larger devices. Yet,
given that the shot noise metric is not significantly differ-
ent from the value found in classical diffusive transport,
even in the narrow-leads geometry, the Fano factor is an
inadequate metric for predicting the transport mecha-
nism.
5B. Transport and the profile of the conductance
In order to visualize the charge flow at the edge of
the sample, we calculate the profile of the conductance
G(∆y), that is, the conductance as a function of the po-
sition of the drain lead with respect to the source lead
that remains fixed. In Fig. 3, we present the conductiv-
ity as a function of the displacement of the drain lead
∆y for several system lengths (L=11, 21, 43 nm) and for
the three models considered here. Both the width of the
device and the width of the leads are kept constant at
W = 74 nm and WL = 10 nm, respectively. Thus, the
schematic shown in Fig. 1 is not representative of the
size of the devices considered in this work as our calcula-
tion are considerably larger with about 700 atomic sites
along the zigzag edge (width of system). Numerical cal-
culations of these system sizes require the use of efficient
recursive Green’s function methods.
While the displacement of one of the leads from the
center of the device is a theoretical construct that can
be easily investigated numerically, the experimental im-
plementation is not trivial. Our proposal of “moving the
leads” could be realized by fabricating several samples
where one of the leads is attached at a different location
in each device. Another possibility is to replace one of the
metallic leads by the tip of a scanning tunneling micro-
scope. When the tip is brought close enough to the edge,
the tunneling current could be measured as a function of
the position of the scanning tunneling microscope.
Figure 3(a) corresponds to pristine graphene devices,
Fig. 3(b) corresponds to realizations with edge disorder,
and Fig. 3(c) to systems where the presence of bulk disor-
der would form electron-rich and hole-rich puddles38 and
the mean free path is l = 27 nm, as estimated from the
Born approximation. Figure 3(a) shows that the maxi-
mum conductance is associated with the two leads being
collinear (∆y ≈ 0). For a short device the maximum
conductance occurs at ∆y = 0 and as the length of the
system in increased there are local maxima near ∆y = 0.
Increasing the length of the device reduces the conduc-
tance peak due to the increased number of reflections at
the boundary of the sample. Yet, we find an envelope
of maximum conductance when the vertical positions of
the two leads overlap with each other. Similar features
are seen in the conductance profiles for the disordered
samples. We find that for all three systems the width
of the central peak is approximately 2WL, corroborating
the idea that the peak in the displacement conductance
is due to the overlap of the two leads.
Although our interest is to extract the transport mech-
anisms from the conductance profiles, there are cer-
tain features visible in the conductance curves of Fig. 3
that are worth explaining such as the fluctuations near
the edges of the conductance curves. We carefully
checked that these fluctuations are not only present for
individual conductance curves and remain after aver-
aging over an energy window. Thus, the fluctuations
are consistent with universal conductance fluctuations
(a)
(b)
(c)
FIG. 3: (Color online) Profile of the conductance for pristine,
edge disordered, and bulk disordered systems. The conduc-
tance versus displacement of one of the leads from the center
of the device G(∆y) is calculated at a Fermi energy EF = 0.5γ
(with hopping matrix element γ). Each of the curves corre-
sponds to different system lengths (L = 11, 21, and 43 nm)
while the width of the graphene device and of the leads are
kept constant at W = 74 nm and WL = 10 nm, respectively.
(a) Clean pristine system. (b) System with edge disorder. (c)
System with bulk disorder where the mean free path is l = 27
nm.
(UCFs),39,40 which we therefore review.
In a disordered mesoscopic conductor where the system
is of comparable size or smaller than the phase coherence
length of the charge carriers but large compared to the
average impurity spacing, the transmission of carriers is
affected by interference of many different paths through
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FIG. 4: (Color online) The transport mechanism is classified according to the shape of the central peak (of width 2WL centered
around ∆y=0) of the conductance profile curves. G(∆y) for the pristine system (a,b) is better fit by a triangular fit indicative of
ballistic transport. In systems with edge disorder (c,d) and bulk disorder (e,f), the central peak is well described by a Gaussian
envelope pointing to diffusive transport. The dashed lines indicate the region where the two leads have an overlap. Parameters
for all calculations are EF = 0.499γ, L = 11 nm, W = 74 nm and WL = 10 nm.
the system. As these paths are typically long compared
to the wavelength of the charge carriers, the accumulated
phase along the paths changes randomly in response to
variation in an external parameter (e.g., the magnetic
field or gate voltage). This results in a random interfer-
ence pattern and reproducible fluctuations in the conduc-
tance of a universal magnitude on the order of 2e2/h.39,40
UCFs can also be created by the displacement of a single
scatterer.41–43 But how can UCFs occur in a ballistic de-
vice? The role of disorder in providing a distribution of
random phases can as well be taken by chaos. Thus, bal-
listic mesoscopic cavities like quantum dots in high mo-
bility two-dimensional electron gases that form chaotic
billiards show the same universal fluctuations.44–46 Re-
7markably, experiments in graphene quantum dots found
strong indications of chaos in billiard systems.47
In Fig. 4 we presents our conductance profile analysis
for the 11 nm devices. A striking feature of these con-
ductance profiles is the apparent fit of the peaks in the
displacement conductance curves to either triangular or
Gaussian functions. The conductance profile for a pris-
tine device of length L = 11 nm is shown in Fig. 4(a) and
the peak is presented in Fig. 4(b). The envelope of the
peak in the conductance is well described by a triangular
fit (red line). In the case of conventional ballistic trans-
port, the classical expectation for the charge flow at the
edge is a triangular shape of width 2WL. This triangu-
lar shape is the result of the convolution of two square
windows, where the window sizes are given by the lead
width WL. Gaussian fits for the conductance profile (not
shown) differ significantly particularly near the cusp of
the curve.
Diffusive transport is based on the multiple scattering
paths taken by charge carriers as they transverse a de-
vice. In Fig. 4(c) we present the conductance profile for
an edge disordered system of length L = 11 nm and a
close-up of the peak with a fit shown in Fig. 4(d). In this
case, and in contrast with the wide and ballistic device,
the data for the edge-disordered device is best fitted by
a Gaussian curve, where the envelope of the conductance
profile is the result of the spatial overlap of the leads.
Similarly, a Gaussian curve describes well the conduc-
tance profile of a diffusive system, as seen in Figs. 4(e)
and 4(f). We note that Barthelemy et al.29 used a sim-
ilar approach to distinguish normal diffusion (reflected
by a Gaussian profile) from the anomalous transport as-
sociated with Le´vy transport. While we have been able
to account for the features of the envelope of the central
peak of width 2WL in a quasi-classical way, the conduc-
tance profile curves exhibit several quantum interference
effects that need a different interpretation. Along with
UCFs, Fabry-Pe´rot conductance interferences show up
as regularly spaced fluctuations seen in the conductance
profiles of the pristine systems.
C. Charge flow
Scanning probe microscopy (SPM)27 has recently been
used to image mesoscopic transport effects such as uni-
versal conductance fluctuations48 and weak localization49
in graphene devices. SPM has also been used to image
current transport in a graphene quantum dot connected
to leads through two small constrictions, imaging con-
ductance resonances of the quantum dot and observing
localized states.50 The tip of the cryogenic SPM capaci-
tively couples to the graphene device inducing a movable
scatterer. Conductance maps created via SPM have been
proposed as a way to probe the chiral nature of the charge
carriers in graphene.51 The work carried out by Bere-
zovsky et al.48,49 and Schnez et al.50 probed the regime
of coherent diffusive transport in graphene. In light of
the above, it is interesting to consider the possibility of
using SPM to gain insight into the transport mechanism
by imaging the flow of charge carriers – particularly, the
ballistic to diffusive crossover regime in graphene devices.
We simulate the effect of the capacitively-coupled tip
of the SPM on the graphene device as a point charge
q located a height a above the substrate. The charge
induces a local charge density perturbation given by
n(ρ) =
−qa
2pi(ρ2 + a2)3/2
(14)
where ρ is the in-plane radial coordinate away from the
position of the point charge. The charge q is chosen to
yield an rms charge density n ≈ 4 × 1011 e cm−2, in
agreement with the observed charge puddles in graphene.
The tip height a controls the width of the induced charge
density; we have chosen a = 10 nm, a routinely used tip-
to-substrate distance in SPM experiments which results
in a half-width for the induced density puddle of about
20 nm.
During SPM measurements, a transport measurement
is carried out while the tip of the microscope scans the
over the device. The resulting conductance maps are
generated by calculating the conductance as a function
of SPM tip position G(x, y) and rastering the tip position
in a plane above the device. The effect of the SPM tip
is included by adding to the on-site potential of each
of the lattice sites the energy due to the charge density
perturbation created by the tip. The total on-site energy
is obtained from the contributions of the perturbation
from the tip, the effect from the gate voltage, and the
impurities present, i = imp + gate + tip.
In the previous section we extracted conductance pro-
files that allowed the classification of transport as ballistic
or diffusive. To explain these observations and to obtain
an intuitive picture of the transport mechanisms, we ex-
plore charge flow as a function of the position of one of
the leads. As in the conductance profile calculations, the
injection lead remains fixed in the left edge of the sample.
The two terminals are identical. As seen in the panels of
Fig. 5, the SPM conductance maps exhibit a significant
change in conductance when the charge flow between the
leads is obstructed or enhanced by the presence of the
perturbation induced by the scanning probe.
The conductance map shown in Fig. 5(a) was obtained
when the right lead is positioned near the bottom edge of
the device. As the scanning probe rasters along the top
half of the device, the change in conductance is minimal
as reflected by the mostly uniform conductance in that
region of the image. However, as the tip scans the bottom
half of the device, the conductance map shows a region of
lower conductance that connects the left lead to the right
lead, as indicated by the large blue feature across the bot-
tom of the image. In this case, the trans-conductance is
reduced when the local perturbation induced by the tip of
the SPM is over a region of considerable charge flow. In
Fig. 5(b), the right lead contacts the device at a slightly
higher position. Consequently, the blue feature corre-
8FIG. 5: (Color online) Charge flow in pristine graphene obtained from the SPM conductance map calculations. The maps of
conductance as a function of SPM tip position, G(x, y), show the charge flow in the graphene device. Each snapshot presents
the conductance map for different position of the right lead, starting from left at the bottom portion of the device, towards
the right where the right lead is located at the same height of the left lead. We can see that the majority of the flow is over
a path connecting the left and right lead. When the two leads are collinear, there are several bands of enhanced conductance
due to the interference caused by paths that scatter from the tip and those that go from one lead straight to the other lead.
The Fermi energy is set to EF = 0.5γ.
sponding to the region of charge flow is now at a higher
position, “following” the position of the right lead. Fur-
thermore, there are two regions of higher conductance in
the image, corresponding to an increase of the conduc-
tance due to the presence of the local perturbation. The
higher conductance (red) bands are a consequence of the
redirection of the charge flow that without the tip being
present would not have contributed to the conductance.
Thus, the tip redirects charge into the drain lead that
otherwise would not have exited the device.
Similarly, placing the right lead closer to the central
region of the device (Fig. 5(c)), we find that the posi-
tion of conductance features are correlated with the path
starting at the left lead and ending in the right lead. In
all images, the effect of narrow lead constrictions is seen
from the size of the band of near constant conductance.
Surprisingly, the feature does not become significantly
wider as the charge flows away from the source lead. All
of the panels present conductance fluctuations of order
∼ ±2e2/h.
The conductance map presented in Fig. 5(d) corre-
sponds to a device where the leads are collinear (∆y = 0).
Here, the conductance is higher than in the ones to the
left. Along with the central band of conductance drop,
Fig. 5(d) also shows regions of constructive interference
along bands parallel to the transport. The limit to the
size of the features present in the conductance maps is
proportional to the Fermi wavelength of the system27,28,
which for graphene is inversely proportional to the Fermi
energy given by
λF = 2pi
vF
EF
. (15)
The Fermi wavelength in the system presented in Fig. 5
is λF = 2.7 nm. Figure 6 presents the simulated conduc-
tance maps for the same configuration of the leads for
EF = 0.1 γ and EF = 0.9 γ, corresponding to Fermi
wavelengths of 13 nm and 1.5 nm. The resolution re-
solved in the images, i.e., the size of the pixels in each of
FIG. 6: (Color online) Conductance maps for two Fermi en-
ergies, (left) EF = 0.1γ and (right) EF = 0.9γ, corresponding
to Fermi wavelengths of 13 nm and 1.5 nm, respectively.
the maps, is also 1.5 nm.
Previous analytical results of Braun et al.51 consider
ballistic trajectories between two constrictions in the
presence of the tip scattering potential. To first order,
as treated in Ref. 51, there are only two trajectories that
interfere with each other: the source-to-drain trajectory
and the source-tip potential-drain trajectory, revealing
an interference pattern in the conductance maps. In par-
ticular, the first order calculation predicts that the in-
terference pattern depends on the Fermi wavelength of
the system. Comparing the conductance maps for three
different energies (Fig. 5(d) and those in Fig. 6), the in-
terference pattern are very similar. Increasing the Fermi
energy of the system does not reveal the Fermi wave-
length of the particles but rather results in better resolu-
tion of the interference patterns. In contrast to analytical
results,51 our numerical calculation treats all possible tra-
jectories including reflections from the edge of the device
and multiple scattering events. We believe that the pat-
tern found is due to the redirection of the charge carriers
as the tip scans the device and does not dependent on the
wavelength but rather on the geometry of the system and
the interference of several trajectories the charge carriers
can take as they traverse the device.
9FIG. 7: (Color online) SPM conductance maps simulations for disordered systems. (Left) Graphene sample with disordered
edges and (middle, right) devices with bulk disorder. While the interference pattern survives in devices with edge disorder, it
is not present in systems with bulk disorder. At a mean free path of l = 108 nm, larger than the system size, L = 65 nm, the
mobility of the disordered devices presented in the middle panel is comparable to that of devices in crystalline substrates. The
simulation presented in (c) is for a system with l = 24 nm. Other parameters are as in Fig. 5.
In what follows we study the effect of edge and bulk
disorder on the simulated conductance maps. In Fig. 7,
we present conductance maps for graphene devices with
edge disorder (left panel) and bulk disorder (middle and
right panels). As seen in the left panel, the interference
pattern is present in edge-disordered graphene devices.
The effect of disorder at the edges of the device induces
random scattering, modifying previously interfering tra-
jectories and thus reducing the strength of the pattern.
This is more noticeable near the edge of the device. Still,
the result for edge-disordered systems is a comparable
pattern found for pristine graphene (Fig. 5(d)).
Our calculations show an important difference for bulk-
disordered systems. Surprisingly, the SPM simulations
indicate diffusive rather than ballistic transport (in the
mesoscopic systems considered) even on the regime where
the mean free path (estimated from the Born approxima-
tion) is longer than the system size. This result does not
question the validity of the Born approximation; rather,
it shows the sensitivity of the SPM method for the geom-
etry studied. Even when the size of the system is smaller
than l, for this geometry, the oath traveled by the charge
carrier from initially entering the device to exiting at the
drain lead can be significantly longer. Our calculations
take into account all possible trajectories that the charge
carriers can take, including the possibility of several re-
flections from the leads and multiple scattering events
from the walls of the device. The presence of random
disorder due to charged impurities in the substrate re-
sults in conductance maps with no interference patterns,
(Fig. 7, middle and right panels). The middle panel of
Fig. 7 is the conductance map for a system where the
mean free path (l = 107.5 nm) is larger than the size of
the device (L = 65 nm). This value of l is attainable
in graphene devices with a crystalline BN-substrate, re-
sulting in relatively high mobility11. The mean free path
of the system pictured in the right panel is l = 24 nm,
comparable to high quality graphene devices in a silicon
oxide substrate.
Ballistic transport is expected when the mean free
path is larger than the size of the system. In contrast,
in graphene devices with weak bulk disorder such that
l > L, we find diffusive transport signatures. This indi-
cates that for the system and sizes considered, multiple
reflections of the Dirac electrons from the edges domi-
nate. This mesoscopic effect needs to be carefully con-
sidered in both theoretical and experimental studies on
mesoscopic graphene flakes. As a result, SPM imaging
could be used to explore the ballistic to diffusive tran-
sition in graphene devices. The visible interference pat-
tern in the conductance maps would be robust against
the presence of edge disorder, inevitable in most exper-
imental realizations, but is sensitive to the presence of
disorder due to bulk disorder in the system. Finally, we
would like to comment on possible experimental realiza-
tions of SPM measurements in graphene. Several SPM
measurements have been carried out for graphene devices
on a SiO2 substrate
48–50 and can be readily carried out in
suspended graphene, where the ballistic transport regime
can be reached, in graphene membranes,52 and in devices
with crystalline substrate, where the ballistic to diffusive
cross-over should be observable.
V. CONCLUSION
We have proposed a method to study the mechanisms
of electronic transport based on displacement conduc-
tance, that is, the conductance as a function of the po-
sition of the drain lead in a two-terminal device. The
method extracts the conductance profile of the charge
flow at the edge of the device and it can be applied to
discern the mechanism of transport from ballistic to dif-
fusive. It is worth noting that this technique might be
capable of uncovering signatures of anomalous transport
in mesoscopic systems. Several quantum interference ef-
fects (Fabry-Pe´rot resonances and UCFs) are also found
in the resulting conductance curves. The method that
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we applied to graphene is general, resolves the transport
mechanism in graphene which cannot be accomplished
via Fano shot noise, and can be used as well to study
other systems such as semiconductor heterostructures.
In this article, we simulated SPM measurements for
the same devices considered in the conductance profile
study. Probe imaging is important as we are able to vi-
sualize the flow of charge and do not have to rely on
transport metrics. For the graphene devices considered,
the SPM simulations suggest diffusive rather than ballis-
tic transport even in the “clean” regime where the mean
free path is larger than the systems size. Our numerical
results suggest that in the process of escaping the de-
vice, charge carriers perform multiple reflections. From
our simulations, we expect that SPM measurements are
well suited to study the crossover between ballistic and
diffusive transport in graphene devices.
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