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TOWARD AN ENUMERATIVE GEOMETRY WITH
QUADRATIC FORMS
MARC LEVINE
Abstract. Using the motivic stable homotopy category over a field
k, a smooth projective variety X over k has an Euler characteristic
χcat(X) in the Grothendieck-Witt ring GW(k). The rank of χcat(X) is
the classical Z-valued Euler characteristic, defined as the degree of the
top Chern class of the tangent bundle of X.
The search for Grothendieck-Witt valued “Riemann-Hurwitz” formu-
las relating a global invariant of a smooth projective total space X with
local invariants associated to the singularities of a map f : X → C to a
curve was initiated by Kass and Wickelgren.
We develop tools to compute χcat(X), assuming k has characteristic
6= 2. and apply these to refine some classical formulas in enumera-
tive geometry, such as the Riemann-Hurwitz formula, to identities in
GW(k); these formulas are closely related to those obtained by Kass
and Wickelgren. We also compute χcat(X) for all odd dimensional X,
as well as for all hypersurfaces in Pn+1k defined by an equation of the
form
∑n+1
i=0 aiX
m
i ; this latter includes the case of an arbitrary quadric
hypersurface.
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2 MARC LEVINE
Introduction
We work throughout in the category of smooth quasi-projective schemes
over a field k, Sm/k, with char(k) 6= 2. The main goal of this paper is
to take steps toward constructing a good theory of enumerative geometry
with values in quadratic forms, refining the classical Z-valued enumerative
geometry. The foundations of this theory have been laid by work of Barge-
Morel [11], Fasel [12] and Morel [25, 26] (and many others), and first steps
in this direction have been taken by Hoyois [17] and Kass-Wickelgren [21].
The main tool is the replacement of the Chow groups CHn(X) of a smooth
variety X, viewed via Bloch’s formula as the cohomology of the Milnor K-
sheaves
CHn(X) ∼= Hn(X,KMn ),
with the oriented Chow groups of Barge-Morel [11, 12]
C˜H
n
(X;L) := Hn(X,KMWn (L)).
Here KMWn (L) is the nth Milnor-Witt sheaf, as defined by Hopkins-Morel
[25, 26], twisted by a line bundle L on X. This theory has many of the
formal properties of the Chow ring, with the subtlety that the pushforward
maps for a proper morphism f : Y → X of relative dimension d, are induced
by the map
Ha(Y,KMWb (f
∗L⊗ ωY/k))→ H
a−d(X,KMWb−d (L⊗ ωX/k)).
The second important difference is that, although a rank r vector bundle
V → X has an Euler class [11, §2.1]
e(V ) ∈ Hr(X,KMWr (det
−1 V )),
the group this class lives in depends on V (or at least detV ). Under the
map
KMW∗ (det
−1 V )→ KM∗
e(V ) maps to the top Chern class cr(V ) and e(detV ) maps to c1(V ), but
there is no projective bundle formula for the oriented Chow groups, and
thus no obvious “intermediate” Euler classes lifting the other Chern classes
of V to the oriented setting.
There is still enough here to define an Euler characteristic of a smooth
projective k-scheme p : X → Speck as
χCW (X) := p∗(e(TX )) ∈ K
MW
0 (k),
where, ifX has dimension d over k, e(TX ) ∈ H
d(X,KMWd (ωX/k)) is the Euler
class of the tangent bundle TX . Morel’s theorem [25] identifies K
MW
0 (k)
with the Grothendieck-Witt group of non-degenerate quadratic forms over
k, GW(k), so we have the Euler characteristic χCW (X) ∈ GW(k). The
comparison of e(TX) with ctop(TX) shows that the image χ
CW (X) under
the rank homomorphism GW(k)→ Z is the classical Euler characteristic of
X, which agrees with the topological Euler characteristic of X(C) defined
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using singular cohomology, if k ⊂ C, or the ℓ-adic Euler characteristic of
Xk¯, defined using e´tale cohomology.
One can also define a categorical Euler characteristic χcat(X), by using
the infinite suspension spectrum Σ∞T X+ ∈ SH(k), where SH(k) is the mo-
tivic stable homotopy category over k. Hoyois [18, Theorem 5.22], Hu [19,
Appendix A], Riou [30] and Voevodsky [37, §2] have shown that this sus-
pension spectrum is always a dualizable object in SH(k), so it gives rise in
a standard way to a canonical endomorphism of the unit object Sk:
χcat(X) ∈ EndSH(k)(Sk).
By Morel’s theorem [25, Theorem 6.4.1] there is a canonical isomorphism
EndSH(k)(Sk) ∼= GW(k), so we have a second Euler characteristic in GW(k).
We should mention that for k ⊂ R ⊂ C, the image of the categorical
Euler characteristic χcat(X) in GW(R) has the property that its signature
gives the Euler characteristic of X(R), while as we have mentioned above,
the rank gives the Euler characteristic of X(C).
Our first main goal is the equality of the two classes.
Theorem 1. Let X be a smooth projective variety of pure dimension over
k. Then
χCW (X) = χcat(X)
in GW(k).
This requires understanding the relationship between the Euler class as
defined by Fasel, and analogous constructions within the motivic stable ho-
motopy category. This in turn is based on understanding the motivic con-
structions of pull-back and pushforward on twisted Milnor-Witt cohomology.
These comparisons occupy the first main part of the paper.
After proving Theorem 1, we derive some consequences, notably, the fact
that the Euler characteristic of an odd dimensional smooth projective variety
is always hyperbolic (Theorem 7.1); one can view this a a generalization of
the fact that the topological Euler characteristic of a real oriented manifold
of dimension 4m + 2 is always even. We then turn to developing some
computational techniques, first for line bundles and then for bundles of
higher rank. Here the main goal is to compare e(V ) and e(V ⊗L) for a line
bundle L, without having the “lower Chern classes” of V on hand. We also
prove a useful formula relating Euler class of a vector bundle V with that
of its dual (Theorem 11.1):
e(V ) = (−〈−1〉)rankV e(V ∨),
where 〈−1〉 is the one-dimensional form q(x) = −x2. The proof of this uses
the interpretation by Asok-Fasel [4] of the Euler class as an obstruction class.
Kass-Wickelgren1 have constructed an Euler number in GW(k) for a rel-
atively oriented algebraic vector bundle with enough sections on a smooth
projective k-scheme; as one application, they use this to lift the count of
1private communications, June, 2016 and March, 2017
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lines on a smooth cubic surface over k to an equality in GW(k). For a pen-
cil f : X → P1 of curves on a smooth projective surface X over k, they lift
the classical computation of the Euler number of T ∗X ⊗f
∗TP1 in terms of the
singularities of the fibers of f to an equality in GW(k).
We approach the question of lifting such classical degeneration formulas to
GW(k) from a somewhat different point of view. We apply Theorem 1 and
the results obtained in §9-11 to give a generalization of the classical degener-
ation formulas for counting singularities in a morphism f : X → C, with X
a smooth projective variety and C a smooth projective curve (admitting for
technical reasons a half-canonical line bundle); for X a curve, this a refine-
ment of the classical Riemann-Hurwitz formula. Our generalization gives an
identity in GW(k); applying the rank homomorphism recovers the classical
numerical formulas. In the case of even dimensional varieties, we apply the
degeneration formula to compute the Euler characteristic of smooth diag-
onalizable hypersurfaces, that is, a hypersurface X ⊂ Pn+1k defined by an
equation of the form
∑n+1
i=0 aiX
m
i , see Theorem 13.1. As a special case, we
find an explicit formula for the Euler characteristic of a quadric hypersur-
face, Corollary 13.2. The question of computing the Euler characteristic of
a quadric hypersurface was raised by Kass-Wickelgren.
I am grateful to Aravind Asok for a number of very helpful suggestions,
as well as corrections to an earlier version of this manuscript.
1. The categorical Euler characteristic
Throughout this paper, we will work over a base-field k of characteristic
6= 2. It is often inconvenient to suppose that k is perfect, but as some basic
results are not available in the non-perfect case, we will get around this
technical difficult by inverting the characteristic whenever working in the
non-perfect case.
1.1. Duality for smooth projective varieties. We begin by recalling the
construction of Σ∞T X
∨
+ by Hoyois, Hu, Riou and Voevodsky [18, 19, 30, 37];
our discussion follows [37, §2]. We first take the case X = Pdk, which we
denote by Pd; unless mentioned otherwise, all products are over k.
Let p1, p2 : Pd × Pd → Pd be the projections. Let p : P˜d → Pd be the
Jouanolou cover of P, that is, P˜d is the open subscheme Pd × Pd \ H of
Pd × Pd, where H is the smooth divisor defined by the section
∑d
i=0XiYi
of OPd×Pd(1, 1), and p is the restriction of the projection p1. p : P˜
d → Pd is
thus an Ad-bundle. Let j : P˜d → Pd × Pd be the inclusion.
Let i : Pd × Pd → Pd
2+2d be the Segre embedding, which is defined by a
choice of basis for H0(Pd × Pd,O(1, 1)). Thus H = i∗(H∞) for a suitable
hyperplane H∞ in Pd
2+d and i restricts to a closed embedding i˜ : P˜d →
Pd
2+2d \H∞ ∼= Ad
2+2d. In particular, P˜d is an affine scheme.
Let p′ : P˜d → Pd be the restriction of p2, let π1 : P˜d × Pd → P˜d, π2 :
P˜d × Pd → Pd be the projections, and let s : P˜d → P˜d × Pd be the section
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defined by the graph of p′. LetN be the normal bundle to i, N˜ the restriction
of N to P˜d, and E → P˜d the normal bundle to s.
Since s = (Id, p′), we have the canonical isomorphism s∗π∗2TPd
∼= p′∗TPd .
The canonical isomorphism TP˜d×Pd
∼= π∗1TP˜d ⊕ π
∗
2TPd induces the inclusion
i2 : p
′∗TPd → s
∗TP˜d×Pd . Composing i2 with the surjection π : s
∗TP˜d×Pd → E
gives the isomorphism p′∗TPd
∼= E. This in turn induces isomorphisms
p∗TPd ⊕ E
∼= p∗TPd ⊕ p
′∗TPd = j
∗TPd×Pd = TP˜d .
Since P˜d is affine, the exact sequence
(1.1) 0→ TP˜d → i˜
∗(TAd2+d)→ N˜ → 0
splits, inducing an isomorphism TP˜d ⊕ N˜
∼= i˜∗(TAd2+d), unique up to the
choice of splitting. Composing with the pullback of the canonical isomor-
phism TAd2+d
∼= Od
2+2d
Ad2+d
defines an isomorphism
TP˜d ⊕ N˜
∼= Od
2+2d
P˜d
.
Setting
ν˜P˜d := E ⊕ N˜ ,
this gives us an isomorphism
(1.2) p∗TPd ⊕ ν˜P˜d
∼= Od
2+2d
P˜d
,
canonical up to the choice of splitting in (1.1). Moreover, (1.2) gives a
canonical isomorphism
(1.3) det ν˜P˜d
∼= p∗ωPd/k
independent of the choice of splitting mentioned above.
Let h = p× Id : P˜d×Pd → Pd×Pd and let H˜ = h−1(H). By construction,
H˜∩s(P˜d) = ∅ and thus for each x ∈ P˜d, the projective space x×kPd ⊂ P˜d×Pd
is endowed with the k(x)-point s(x) and the hyperplane Hx := x× Pd ∩ H˜,
with s(x)∩Hx = ∅. Thus the linear projection ℓx : x×Pd\s(x)→ Hx makes
x× Pd \ s(x) into a line bundle over Hx, and thus we have the morphism
ℓ : P˜d × Pd \ s(P˜d)→ H˜
making P˜d × Pd \ s(P˜d) into a line bundle over H˜ with zero-section the
inclusion iH˜ : H˜ →֒ P˜
d × Pd \ s(P˜d). In particular, iH˜ is an A
1-homotopy
equivalence, with homotopy inverse ℓ.
Let
F = Pd
2+2d/(H∞ ∪ (P
d2+2d \ i(Pd × Pd))
We have the evident map T d
2+2d ∼= Pd
2+2d/H∞ → F . Voevodsky constructs
an isomorphism of F with Th(E ⊕ N˜) in H•(k) as follows:
Let NH be the restriction of N to H. From the Morel-Voevodsky purity
theorem, we have canonical isomorphisms (in H•(k))
ThPd×Pd(N)
∼= Pd
2+2d/(Pd
2+2d \ i(Pd × Pd))
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and
ThH(NH) ∼= H∞/(H∞ \H)
which yields the isomorphism
F ∼= ThPd×Pd(N)/ThH(NH).
The A1-weak equivalence h induces an A1-weak equivalence
ThP˜d×Pd(h
∗(N))/ThH˜(h
∗(NH))→ ThPd×Pd(N)/ThH(NH).
A Mayer-Vietoris argument shows that the A1-weak equivalence iH˜ : H˜ →
P˜d × Pd \ s(P˜d) extends to an A1-weak equivalence
Th(iH˜) : ThH˜(h
∗(NH))→ ThP˜d×Pd\s(P˜d)(h
∗(N)),
giving an A1-weak equivalence
ThP˜d×Pd(h
∗(N))/ThH˜(h
∗(NH))→ ThP˜d×Pd(h
∗(N))/ThP˜d×Pd\s(P˜d)(h
∗(N)).
But ThP˜d×Pd(h
∗(N))/ThP˜d×Pd\s(P˜d)(h
∗(N)) is isomorphic to h∗(N)/(h∗(N)\
s(P˜d)); using homotopy purity again, this in turn is isomorphic to ThP˜d(E⊕
N˜), since the normal bundle to s in h∗(N) is E ⊕ N˜ .
Thus, we have the canonical map in H•(k)
η˜Pd : T
d2+2d → ThP˜d(E ⊕ N˜) = ThP˜d(ν˜P˜d).
One defines
(Σ∞T P
d
+)
∨ := Σ−d
2−2d
T Σ
∞
T ThP˜d(ν˜P˜d);
the map η˜Pd thus gives the map in SH(k)
ηPd : Sk → (Σ
∞
T P
d
+)
∨.
Now consider a smooth quasi-projective k-scheme X of pure dimension n
and take a locally closed embedding iX : X →֒ Pd for some d. Let NX be the
normal bundle of X in Pd, let X˜ = p−1(X) with inclusion iX˜ : X˜ → P˜
d and
projection pX : X˜ → X. Let N˜X = p
∗
X(NX), so N˜X is the normal bundle of
X˜ in P˜d. We define the vector bundle ν˜X˜ on X˜ by
(1.4) ν˜X˜ := N˜X ⊕ i
∗
X˜
ν˜P˜d .
Splitting the pull-back to X˜ of the exact sequence on X
0→ TX → i
∗
XTPd → NX → 0
gives an isomorphism
(1.5) p∗X(TX)⊕ N˜X
∼= i∗
X˜
(p∗TPd),
unique up to the choice of the splitting. This together with the isomorphism
(1.2) induces the isomorphism
(1.6) p∗X(TX)⊕ ν˜X˜
∼= Od
2+2d
X˜
,
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again, unique up to the choice of splittings. As above, this induces a canon-
ical isomorphism
(1.7) det ν˜X˜
∼= p∗XωX/k.
Definition 1.1. We let Σ∞T X
∨˜
+ denote the shifted suspension spectrum
Σ−d
2−2d
T Σ
∞
T Th(νX˜).
Remark 1.2. As defined, Σ∞T X
∨˜
+ depends on the given embedding X ⊂ P
d.
In fact, the object Σ−d
2−2d
T Σ
∞
T Th(ν˜X˜) has a natural description in SH(k).
Let π : X → Spec k be the structure morphism, giving the functor π# :
Sm/X → Sm/k sending p : Y → X ∈ Sm/X to π ◦ p : Y → Spec k. This
extends to the functor π# : Spc•(X) → Spc•(k). For V → Y a vector
bundle, we have the Thom space ThX(V ) ∈ Spc•(X), defined as the cofiber
of the inclusion V \ 0Y → V in Spc(X), with π#(ThX(V )) = Th(π#V ) ∈
Spc•(k).
We have the T -suspension functors
Σ∞T : Spc•(X)→ SH(X), Σ
∞
T : Spc•(k)→ SH(k),
via which π# extends to an exact functor π# : SH(X) → SH(k). Define
ThX(−TX) := Σ
−d2−2d
T Σ
∞
T (ThX(ν˜X˜)). The isomorphism (1.6) gives rise to
an isomorphism
ThX(ν˜X˜) ∧X ThX(TX)
∼= Σd
2+2d
T SX
in Spc•(X), where ∧X is the monoidal product in Spc•(X). This isomor-
phism is independent of the various splittings used to give the isomorphism
(1.6) and yields a canonical isomorphism
ThX(−TX) ∧ThX(TX) ∼= SX
in SH(X), that is, ThX(TX) is an invertible object of SH(X) with inverse
ThX(−TX).
It follows from Ayoub’s definition of π! [9, §1.5.3] that the identification
ThX(−TX) ∼= ThX(TX)
−1 gives a canonical isomorphism
π!(SX) ∼= π#(ThX(−TX)),
which in turn gives the canonical isomorphism
π!(SX) ∼= Σ
−d2−2d
T Σ
∞
T Th(ν˜X˜) = Σ
∞
T X
∨˜
+
in SH(k). In short, the Thom space Th(ν˜X˜) together with the Jouanolou
cover pX : X˜ → X and the isomorphism (1.6) (up to choice of splittings)
determine the object Σ∞T X
∨˜
+ of SH(k) up to canonical isomorphism; in par-
ticular, Σ∞T X
∨˜
+ is independent, up to canonical isomorphism, of the choice
of locally closed immersion X → Pdk.
To avoid having to trace through numerous diagrams to show that the
various maps we will define below are in fact well-defined and satisfy the
relations we need, we will use the explicit model Σ∞T X
∨˜
+ for π!(SX) in the
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ensuing discussion, and we will ignore the question of whether our construc-
tions are independent of the choice of locally closed immersion. In case X
is projective, the identification of Σ∞T X
∨˜
+ with the dual of Σ
∞
T X+ via the
maps δX and X defined below rigidifies the situation without having to rely
on the four-functor formalism.
We recall from [37, §2] the construction of the morphism
evX : Σ
∞
T X
∨˜
+ ∧ Σ
∞
T X+ → Sk.
Let q1 : X˜ × X → X˜ be the projection, ∆˜
1
X : X˜ → X˜ × X the section
determined by the restriction pX : X˜ → X of p. Let s
1
0 : X˜ ×X → q
∗
1(ν˜X˜)
be the 0-section.
We have the map
π1 : Th(ν˜X˜) ∧X+ → Th(q
∗
1(ν˜X˜))/[Th(q
∗
1(ν˜X˜)) \ s
1
0 ◦ ∆˜X(X˜)]
defined as composition
Th(ν˜X˜) ∧X+
∼= Th(q∗1(ν˜X˜))→ Th(q
∗
1(ν˜X˜))/[Th(q
∗
1(ν˜X˜)) \ s
1
0 ◦ ∆˜
1
X(X˜)].
By homotopy purity, this last space is canonically isomorphic to the Thom
space Th(N∆˜1X
⊕ ν˜X˜), where N∆˜1X
is the normal bundle of the section ∆˜1X .
Letting ∆X : X → X×X be the diagonal, we identify the normal bundle
N∆X with TX via the composition
TX = ∆
∗
Xp
∗
1TX
di1−−→ ∆∗X(p
∗
1TX ⊕ p
∗
2TX)
∼= ∆∗XTX×X
ρ
−→ N∆X
where i1 is the inclusion as the first summand and ρ is the canonical surjec-
tion. Pulling back by p∗X , the gives the isomorphism
(1.8) p∗XTX
di1−−→ N∆˜1X
.
Combining (1.8) and (1.6) gives the isomorphism
(1.9) N∆˜X ⊕ ν˜X˜
α1−→ i∗
X˜
(p∗TPd ⊕ ν˜P˜d)
∼= Od
2+2d
X˜
,
inducing an isomorphism on the Thom spaces
Th(N∆˜X ⊕ ν˜X˜)
∼= Th(Od
2+2d
X˜
) ∼= Σd
2+2d
T X˜+,
unique up to A1-homotopy. The composition of these maps gives us the map
ǫX⊂Pd : Th(ν˜X˜) ∧X+ → Σ
d2+2d
T X˜+.
Composition ǫX⊂Pd with the suspension of the structure morphism
Σd
2+2d
T πX˜ : Σ
d2+2d
T X˜+ → Σ
d2+2d
T Speck+ = T
d2+2d
defines the map
evX⊂Pd : Th(ν˜X˜) ∧X+ → T
d2+2d.
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Stabilizing and desuspending gives the maps
ǫX : (Σ
∞
T X+)
∨˜ ∧Σ∞T X+ → Σ
∞
T X+
evX : (Σ
∞
T X+)
∨˜ ∧Σ∞T X+ → Sk
in SH(k).
Suppose now that X is projective, so iX(X) is closed in Pd and iX˜(X˜) is
closed in P˜d. Let s0 : P˜d → ν˜P˜d be the 0-section. Homotopy purity gives the
isomorphism in H•(k)
Th(ν˜X˜) = Th(N˜X ⊕ i
∗
X˜
ν˜P˜d)
∼= Th(ν˜P˜d)/[Th(ν˜P˜d \ iX˜(X˜)]
The quotient map
πX⊂Pd : Th(ν˜P˜d)→ Th(ν˜P˜d)/[Th(ν˜P˜d \ iX˜(X˜)]
composed with η˜Pd thus gives the map
ηX⊂Pd : T
d2+2d → Th(ν˜X˜)
in H•(k). Stabilizing and taking a desuspension, the map η˜X⊂Pd yields the
map
ηX : Sk → (Σ
∞
T X+)
∨˜
in SH(k).
Let q2 : X × X˜ → X˜ be the projection and ∆˜
2
X : X˜ → X × X˜ the
section to q2 defined by the morphism pX . ∆˜
2
X extends to a bundle map
˜˜∆2X : ν˜X˜ → q
∗
2(ν˜X˜) over ∆˜X , giving the map on Thom spaces
Th(∆˜2X) : Th(ν˜X˜)→ Th(q
∗
2(ν˜X˜)).
Composed with the canonical isomorphism in Spc•(k)
Th(q∗2(ν˜X˜))
∼= X+ ∧ Th(ν˜X˜)
we have the extension of ∆˜2X to a map
Th(∆˜2X) : Th(ν˜X˜)→ X+ ∧ Th(ν˜X˜).
Define the map
δX⊂Pd : T
d2+2d → X+ ∧ Th(ν˜X˜)
by
δX⊂Pd := Th(∆˜
2
X) ◦ η˜X⊂Pd .
Stabilizing and desuspending gives the map
δX : Sk → Σ
∞
T X+ ∧ (Σ
∞
T X+)
∨˜.
We refer the reader to §1.2 for the the relevant notions of duality.
Proposition 1.3. The triple (Σ∞T X
∨˜
+, δX , evX) is the dual of Σ
∞
T X+ in
SH(k).
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Proof. We need to verify the identities
(IdΣ∞T X+ ∧ evX) ◦ (δX ∧ IdΣ∞T X+) = IdΣ∞T X+
and
(evX ∧ IdΣ∞T X∨˜+
) ◦ (IdΣ∞T X∨˜+
∧ δX) = IdΣ∞T X∨˜+
in SH(k). We give the proof of the first identity; the argument for the second
one is similar and is left to the reader.
Choosing an embedding iX : X → Pd and letting M = d2 + 2d, the first
identity follows from the identity in H•(k)
(1.10) (IdX+ ∧evX⊂Pd)◦(δX⊂Pd ∧ IdX+) = τTM ,X+ : T
M ∧X+ → X+∧T
M .
We write ν˜ for ν˜X˜ . Letting
p1232 : X × X˜ ×X → X˜
p232 : X˜ ×X → X˜
be the projections, we have the canonical isomorphisms
Th(p123∗2 ν˜)
∼= X+ ∧ Th(ν˜) ∧X+
Th(p23∗2 ν˜)
∼= Th(ν˜) ∧X+
in H•(k). We write δ ∧ IdX+ for the composition
TM ∧X+
δ
X⊂Pd
∧IdX+
−−−−−−−−→ X+ ∧ Th(ν˜) ∧X+ ∼= Th(p
123∗
2 ν˜)
and define morphisms η ∧ IdX+ , IdX+ ∧ ev, ǫ similarly. The map ∆˜
2
X × IdX
extends to a map on the Thom spaces
Th(∆˜2X × IdX) : Th(p
23∗
2 ν˜)→ Th(p
123∗
2 ν˜).
Let
∆13 : T
M ∧X+ → X+ ∧ T
M ∧X+
be the map induced from the map TM ×X+ → X+ × T
M × X+ given by
(t, x) 7→ (x, t, x).
We have the commutative diagram in H•(k)
(1.11)
TM ∧X+
δ∧IdX+
//
η∧IdX+ ''❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖
Th(p123∗2 ν˜)
IdX+∧ǫ
//
IdX+∧ev

X+ ∧ T
M ∧X+
Id∧πX
((◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
Th(p23∗2 ν˜) ǫ
//
Th(∆˜2X×IdX)
OO
TM ∧X+ τ
TM ,X+
//
∆13
OO
X+ ∧ T
M
Letting f : X → Speck be the structure morphism, the sequence
TM ∧X+
η∧IdX+
−−−−−→ Th(p23∗2 ν˜)
ǫ
−→ TM ∧X+
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is isomorphic to the sequence [18, (5.23)] applied to SX ∈ SH(X), when one
makes the following identifications with the notation of [18]: ΣM is ΣMT and
we replace ΣN with pX# ◦ (ThX˜ ν˜X˜ ∧ (−)) ◦ p
∗
X . These two functors are
canonically isomorphic via the canonical isomorphism [18, (5.18)]
p∗XThX(N )
∼= ThX(p
∗
XN )
∼= ThX˜(ν˜X˜),
noting that pX : X˜ → X is an affine space bundle.
Via this identification, [18, Theorem 5.22] implies
ǫ ◦ (η ∧ IdX+) = IdTM∧X+ ,
which together with the commutativity of (1.11) yields the identity (1.10).

The triple (Σ∞T X
∨˜
+, δX , evX) is thus uniquely determined, up to unique
isomorphism, by Σ∞T X+. In the projective case, we will denote Σ
∞
T X
∨˜
+ by
Σ∞T X
∨
+ and will freely use the usual properties of the dual.
Definition 1.4. Let X be a smooth projective k-scheme. χcat(X) is defined
to be the element evX ◦ τX,X∨ ◦ δX of [Sk,Sk], where
τX,X∨ : Σ
∞
T X+ ∧ (Σ
∞
T X+)
∨ → (Σ∞T X+)
∨ ∧ Σ∞T X+
is the symmetry isomorphism.
Via Morel’s isomorphism [Sk,Sk] ∼= GW(k) [25, Theorem 6.4.1], we con-
sider χcat(X) as an element of GW(k).
We have the isomorphism
(1.12) p∗XTX
di2−−→ N∆˜2X
defined similarly to the isomorphism (1.8), using the inclusion
TX = ∆
∗
Xp
∗
2TX
di2−−→ ∆∗X(p
∗
1TX ⊕ p
∗
2TX)
∼= ∆∗XTX×X
ρ
−→ N∆X
instead of di1. As above, Combining (1.12) and (1.6) gives the isomorphism
(1.13) N∆˜2X
⊕ ν˜X˜
α2−→ i∗
X˜
(p∗TPd ⊕ ν˜P˜d)
∼= Od
2+2d
X˜
,
The inclusion ν˜X˜ → N∆˜2X
⊕ ν˜X˜ and isomorphism (1.13) induce the inclu-
sion of vector bundles over X˜
βX⊂Pd : ν˜X˜ → O
d2+2d
X˜
and thereby the map on the Thom spaces
Th(βX⊂Pd) : Th(ν˜X˜)→ Σ
d2+2d
T X˜+.
Lemma 1.5. χcat(X) is equal to the stabilization and desuspension of the
composition
T d
2+2d
η
X⊂Pd
−−−−→ Th(ν˜X˜)
Th(β
X⊂Pd
)
−−−−−−−→ Σd
2+2d
T X˜+
Σd
2+2d
T πX˜−−−−−−→ T d
2+2d
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Proof. Let s20 : X × X˜ → q
∗
2 ν˜X˜ be the 0-section. Then Th(βX⊂Pd) is equal
to the composition
Th(ν˜X˜)
Th(∆˜2X)−−−−−→ Th(q∗2(ν˜X˜))
π2−→ Th(q∗2(ν˜X˜))/[Th(q
∗
2(ν˜X˜)) \ s
2
0(X˜)]
∼= Th(N˜∆˜2X
⊕ νX˜)
Th(α2)
−−−−→ ThX˜(p
∗
XTX ⊕ ν˜X˜)
∼= Σd
2+2d
T X˜+
The symmetry isomorphism τX,X˜ : X × X˜ → X˜ ×X induces the isomor-
phism on the Thom spaces
Th(τX,X˜) : Th(q
∗
2 ν˜X˜)→ Th(q
∗
1 ν˜X˜),
which becomes the symmetry isomorphism τX,X∨ upon stabilization. We
have the diagram
T d
2+2d
δ
X⊂Pd
//
η
X⊂Pd
''◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆ Th(q
∗
2 ν˜X˜)
Th(τX,X˜)
// Th(q∗1 ν˜X˜)
ǫ
X⊂Pd
''P
PP
PP
PP
PP
PP
Th(ν˜X˜)
Th(∆˜2X)
OO
Th(∆˜2X)
// Th(q∗2 ν˜X˜)
Th(τX,X˜)
OO
Th(α2)◦π2
// Σd
2+2d
T X+
which commutes since ǫX⊂Pd = Th(α1)◦π1. The result follows from this. 
Remark 1.6 (A remark on the purity isomorphism). Suppose we have closed
immersions iY : Y → U , iX : X → U in Sm/k with iY (Y ) ⊂ X, giving the
closed immersion iY/X : Y → X. Composing the zero-section s
X
0 : X → NiX
with iY/X gives the closed immersion s
X|Y
0 : Y → NiX . Let NY :X be the
normal bundle of s
X|Y
0 (Y ) in NiX . We have a canonical isomorphism
ψ : NY :X → NiY ,
purity isomorphisms
θiX : U/U \ iX(X)→ Th(NiX )
θiY : U/U \ iY (Y )→ Th(NiY )
θiY/X : Th(NiX )/Th(NiX ) \ s
X|Y
0 (Y )→ Th(NY :X)
and the quotient maps
πY/X : U/U \ iX(X)→ U/U \ iY (Y )
πTh(Y/X) : Th(NiX )→ Th(NiX )/Th(NiX ) \ s
X|Y
0 (Y ).
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Then the diagram
(1.14) U/U \ iX(X)
θiX //
πY/X

Th(NiX )
th(ψ)◦θiY/X ◦πTh(Y/X)

U/U \ iY (Y )
θiY
// Th(NiY )
commutes.
To see this, we recall that for each closed immersion i : Z → W in
Sm/k one has the deformation diagram Z × A1
sZ−→ Def(i)
p
−→ W × A1,
used by Morel-Voevodsky in their proof of the purity theorem [27, Theorem
3.2.23]. Def(i) is constructed by blowing up W × A1 along Z × 0 and
then removing the proper transform of W × 0, this defines the morphism
p : Def(i)→W×A1. The closed immersion Z×A1 →W×A1 lifts uniquely
to a closed immersion sZ : Z × A1 → Def(i).
We take the blow-up ˜U × A1 × A1 of U ×A1×A1 along X × 0×A1, then
blow up ˜U × A1 × A1 along the proper transform of Y ×A1× 0, and finally
remove the proper transforms of U × 0×A1 and U ×A1 × 0. The resulting
scheme Def(iX , iY ) is a smooth scheme over A1 × A1,
π : Def(iX , iY )→ A
1 × A1.
factoring the projection p : Def(iX , iY )→ U ×A1 ×A1. p admits a section
s˜Y over Y × A1 × A1 and s˜X over X × A1 × 1.
The restriction (p−1(U×A1×1), s˜X) is the deformation diagram Def(iX)
for iX : X → U , (p
−1(U × 1 × A1), s˜Y |Y×1×A1) is the deformation diagram
Def(iY ) for iY : Y → U and (p
−1(U×0×A1), s˜Y |Y×0×A1) is the deformation
diagram Def(NiX) for NiX : Y → NiX . The Morel-Voevodsky purity
theorem [27, Theorem 3.2.23] shows that the inclusion at (1, 1) induces an
isomorphism in H•(k)
U/U \ Y
iY1−→ Def(U,X, Y )/Def(U,X, Y ) \ sY (Y × A
1 × A1)
the inclusion at (0, 0) induces an isomorphism in H•(k)
Th(NY :X)
iN0−→ Def(U,X, Y )/Def(U,X, Y ) \ sY (Y × A
1 ×A1)
the inclusion at (1, 0) induces an isomorphism in H•(k)
Th(NiY )
iY1−→ Def(U,X, Y )/Def(U,X, Y ) \ sY (Y × A
1 × A1)
and the inclusion at (0, 1) induces an isomorphism in H•(k)
Th(NiX )/Th(NiX ) \NiX(Y )
iN1−→ Def(U,X, Y )/Def(U,X, Y ) \ sY (Y ×A
1 × A1).
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Similarly, the inclusion (1, 1) induces an isomorphism in H•(k)
U/U \X
iX1−→ p−1(U × A1 × 1)/p−1(U × A1 × 1) \ sX(X × A
1 × 1)
and the inclusion at (0, 1) induces an isomorphism in H•(k)
Th(NiX )
iX0−→ p−1(U × A1 × 1)/p−1(U × A1 × 1) \ sX(X ×A
1).
The purity isomorphism θiX is by definition (i
X
0 )
−1 ◦ iX1 . As the defor-
mation diagram for iY is (p
−1(U × 1 × A1), s˜Y |Y×1×A1), we have similarly
θiY = (i
Y
0 )
−1 ◦ iY1 . For the same reason, the purity isomorphism θiY/X is
(iN0 )
−1 ◦ iN1 . The quotient maps πY/X and πTh(Y/X) are induced by tak-
ing the inclusion Def(iX) ⊂ Def(iX , iY ) and replacing sX(X × A1) with
sY (Y × A1 × A1). The commutativity of the diagram (1.14) follows from
these facts.
1.2. Properties of the categorical Euler characteristic. Hoyois has
initiated the systematic investigation of the categorical Euler characteristic
in [17]. In this section we outline some of the properties of χcat that are
essentially formal consequences of duality in a symmetric monoidal category.
Let (C,∧, 1) be a symmetric monoidal category, and let RC = EndC(1). A
dual of an object X of C is a triple (Y, δ, ev), δ : 1→ X ∧ Y , ev : Y ∧X → 1
such that (IdX ∧ ev) ◦ (δ ∧ IdX) = IdX and (ev ∧ IdY ) ◦ (IdY ∧ δ) = IdY . A
dual of X, if it exists, is unique up to unique isomorphism. Assuming that
the symmetric monoidal product ∧ admits a right adjoint Hom, one always
has the weak dual X∨ := Hom(X, 1), with a canonical map
evX : X ∧X
∨ → 1.
X will admit a dual (X∨, δX , evX) if and only if the canonical mapX
∨∧X →
Hom(X,X) induced by evX is an isomorphism (see [23, Theorem 2.6]). Such
an object is called strongly dualizable; to keep the terminology uniform, we
will also call an object X in an arbitrary symmetric monoidal category
strongly dualizable if X admits a dual (X∨, δX , evX).
As above, if X is strongly dualizable, one has the Euler characteristic
χcat(X) := evX ◦ τX,X∨ ◦ δX ∈ RC .
Clearly the collection of strongly dualizable objects in C is closed under ∧
and
χcat(X ∧ Y ) = χcat(X) · χcat(Y ),
χcat(X∨) = χcat(X),
for strongly dualizable objects X and Y .
If C is a triangulated tensor category, then the collection of strongly du-
alizable objects in C forms the objects in a thick subcategory of C, and
the Euler characteristic is additive in distinguished triangles: if A → B →
C → A[1] is a distinguished triangle of strongly dualizable objects, then
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χcat(B) = χcat(A) + χcat(C), and χcat(A[1]) = −χcat(A). See [22, Theorem
0.1].
In the case C = SH(k), the suspension spectrum Σ∞T X+ for X a smooth
projective k-scheme is strongly dualizable, as we have seen. We call U ∈
Sm/k dualizable if Σ∞T U+ is strongly dualizable. If k admits resolution of
singularities, then all U ∈ Sm/k are dualizable [30, The´ore`me 1.4]. Simi-
larly, we call X ∈ Spc(k) or Y ∈ Spc•(k) dualizable if Σ
∞
T X+ or Σ
∞
T Y is
strongly dualizable.
All the spheres Sp,q ∈ Spc•(k) are dualizable, in particular A
n \ {0} is
dualizable for all n and T = A1/(A1 \ {0}) is dualizable.
Lemma 1.7. χcat(Sp,q) = (−1)p · 〈−1〉q.
Proof. As T ∼= S2,1, the formal properties of χcat mentioned above reduce
this to showing χcat(T ) = 〈−1〉. To simplify the notation, we write T n for
ΣnTSk, for n ∈ Z. Then T
∨ = T−1 and the maps δT : 1 → T ∧ T
−1 and
ǫT : T
−1 ∧ T → 1 are the canonical isomorphisms. Thus χcat(T ) is the
composition
1 ∼= T ∧ T−1
τT,T−1
−−−−→ T−1 ∧ T ∼= 1
where the two isomorphisms are the canonical ones.
We claim that Σ2Tχ
cat(T ) is the automorphism τT,T of T
2. Morel [25,
Remark 6.3.5] has shown τT,T = ×〈−1〉, so the lemma follows from this
claim.
Let cT : T
3 → T 3 be the automorphism corresponding to the cyclic
permutation (123), let c4 : T
2 ∧ T−1 ∧ T → T ∧ T−1 ∧ T 2 be the symmetry
isomorphism corresponding to the cyclic permutation (1432), and let c3 :
T 2 ∧ 1 → T ∧ 1 ∧ T be the symmetry isomorphism corresponding to the
cyclic permutation (132). Voevodsky has remarked [36, Lemma 4.4] that
cT = IdT 3 (see [20, Lemma 3.13] for a proof by Jardine). We thus have the
commutative diagram
T 2 ∧ 1(1)
IdT2∧δT
//
IdT2∧δT
##❍
❍❍
❍❍
❍❍
❍❍
❍❍
T 3 ∧ T−1
IdT2∧τT,T−1
//
cT∧Id

T 2 ∧ T−1 ∧ T
IdT2∧ǫT
//
c4

T 2 ∧ 1(2)
c3

T 2 ∧ 1(3)
τT,T∧Idii❙❙❙❙❙❙
T 3 ∧ T−1
τT2,T∧T−1
// T ∧ T−1 ∧ T 2
Id∧ǫT∧Id
// T ∧ 1 ∧ T
Id∧τ1,T
44❥❥❥❥❥❥
We add the subscripts (1), (2) and (3) so we can refer to these three copies of
T 2∧1. The map T 2∧1(1) → T
2∧1(3) is the identity, as one sees by following
along the lower part of the diagram, and thus the map T 2∧ 1(1) → T
2∧ 1(2)
by going counter-clockwise around the outside of the diagram is τT,T ∧ Id1.
The map T 2 ∧ 1(1) → T
2 ∧ 1(2) along the top is IdT 2 ∧χ
cat(T ), which proves
the claim. 
Remark 1.8. It is not difficult to see directly that cT : T
3 → T 3 is the identity
in H•(k): one identifies T
3 with A3/A3 \ {0} using the purity isomorphism,
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via which cT becomes the map induced by the linear transformation A3 → A3
sending (x, y, z) to (z, x, y). As this linear map is in SL3(k) and SL3 is
A1-connected, it follows that cT = Id in H•(k). Similarly, the symmetry
τT,T : T
2 → T 2 arises from the linear map A2 → A2, (x, y) 7→ (y, x) via the
purity isomorphism T 2 ∼= A2/A2 \ {0}. Since (x, y) 7→ (y,−x) is in SL2(k),
and 〈−1〉 is similarly induced by x 7→ −x, the same argument shows that
τT,T ◦ (〈−1〉 ∧ Id) is the identity on T
2.
Definition 1.9. Let F , X and Y be in Sm/k and let p : Y → X be
a Zariski locally trivial fiber bundle with fiber F (and group G). We say
that p is dualizably locally trivial if F is dualizable and X admits a (finite)
trivializing open cover U = {Ui} for p such that all intersections Ui0∩. . .∩Uin
are dualizable for all n ≥ 0.
Of course, if k admits resolution of singularities, each Zariski locally trivial
fiber bundle p : Y → X with X and Y in Sm/k is dualizably locally trivial.
For a dualizable space X ∈ Spc(k), we write χcat(X ) for χcat(Σ∞T X+). For
a dualizable space X ∈ Spc•(k) we similarly write χ
cat(X ) for χcat(Σ∞T X ).
Proposition 1.10. 1. Let F , X and Y be in Sm/k and let p : Y → X be
a Zariski locally trivial fiber bundle with fiber F and group G. Suppose p is
dualizably locally trivial. Then
χcat(Y ) = χcat(X) · χcat(F ).
2. Let X be in Sm/k and let p : V → X be a rank r vector bundle that is
dualizably locally trivial. Then Th(V ) is dualizable and
χcat(Th(V )) = 〈−1〉rχcat(X).
3. Let X be in Sm/k and let p : V → X be a rank r vector bundle that
is dualizably locally trivial. Let q : P(V ) → X be the associated projective
space bundle ProjX(Sym
∗V ∨). Then P(V ) is dualizable and
χcat(P(V )) = (
r−1∑
i=0
〈−1〉i)χcat(X).
4. Let i : Z → X be a codimension c closed immersion in Sm/k. Let
p : NZ → Z be the normal bundle of i and suppose that NZ is dualizably
locally trivial as a vector bundle over Z. Suppose in addition that X is
dualizable. Let X˜ be the blow up of X along Z. Then X˜ is dualizable and
χcat(X˜) = χcat(X) + (
c−1∑
i=1
〈−1〉i)χcat(Z).
5. Let σ : k → F be an extension of fields, inducing the homomorphism σ∗ :
GW(k) → GW(F ). Then for a dualizable X ∈ Sm/k, the base-extension
XF ∈ Sm/F is dualizable and
χcat(XF ) = σ∗(χ
cat(X)).
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Proof. We first note that, if X has a finite Zariski open cover U = {Ui} such
that Ui0∩ . . .∩Uin is dualizable for all n ≥ 0, then X is itself dualizable: this
follows easily from the Mayer-Vietoris distinguished triangle and induction
on the number of elements in U . Similarly, if Ui0 ∩ . . . ∩ Uin is dualizable
and F is dualizable, then (Ui0 ∩ . . .∩Uin)×F is also dualizable and thus Y
is dualizable. Since
χcat((Ui0 ∩ . . . ∩ Uin)× F ) = χ
cat(Ui0 ∩ . . . ∩ Uin)) · χ
cat(F )
the additivity of χcat in distinguished triangles together with the Mayer-
Vietoris triangles for U and for V := {Ui × F} shows that
χcat(Y ) = χcat(X) · χcat(F ).
For (2), the distinguished triangle
Σ∞T (V \ 0X)+ → Σ
∞
T V+ → Σ
∞
T Th(V )→
gives
χcat(Th(V )) = χcat(X)− χcat(V \ 0X)
Since p : V → X is dualizably locally trivial, so is V \ 0X → X, so
χcat(V \ 0X) = χ
cat(Ar ×X \ 0X)
and thus
χcat(Th(V )) = χcat(Th(OrX)) = χ
cat(T∧r ∧X+) = χ
cat(T )r · χcat(X).
By Lemma 1.7, χcat(T ) = 〈−1〉 and thus
χcat(Th(V )) = 〈−1〉rχcat(X).
For (3), we again reduce to the case P(V ) = Pr−1 × X, which reduces
to the computation of χcat(Pr−1). We proceed by induction in r, using the
distinguished triangle
Σ∞T P
r−2
+ → Σ
∞
T P
r−1
+ → T
∧r−1 ∧ Σ∞T Speck+ →
and (2).
For (4), the assumption that NZ → Z is dualizably locally trivial im-
plies by homotopy invariance that Z is dualizable and that Th(NZ) is
dualizable. Let E ⊂ X˜ be the exceptional divisor, so E = P(NZ) and
thus E is dualizable. Let NE → E be the normal of E in X˜ , and let
q : E → Z be the projection. If U = {Ui} is a trivializing open cover of Z
for p : NZ → Z, then q
−1(Ui) ∼= Ui × Pc−1. Via this isomorphism, we have
NE|q−1(Ui)
∼= p∗2OPc−1(1), so this bundle is locally trivialized on q
−1(Ui) by
the pullback of the standard affine open cover of Pc−1. Thus for all indices
i0, . . . , in, NE|q−1(∩jUij ) and (NE\0E)|q−1(∩jUij ) are dualizably locally trivial.
Thus Th(NE) is dualizable and
χcat(Th(NE)) = 〈−1〉χ
cat(E), χcat(Th(NZ)) = 〈−1〉
cχcat(Z)
by (2).
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We have the purity isomorphisms
X/U ∼= Th(NZ), X˜/U ∼= Th(NE)
giving the distinguished triangles
Σ∞T U+ → Σ
∞
T X+ → Th(NX)→
Σ∞T U+ → Σ
∞
T X˜+ → Th(NE)→ .
The first of these show that U is dualizable and then the second one shows
that X˜ is dualizable.
Together with (2) and (3), these distinguished triangles yield the identities
χcat(X˜)− χcat(X) = χcat(Th(NE))− χ
cat(Th(NZ))
= 〈−1〉χcat(P(NZ))− 〈−1〉
cχcat(Z)
= (
c−1∑
i=1
〈−1〉i)χcat(Z).
For (5), let π : SpecF → Speck be the morphism induced by σ. Then
we have the symmetric monoidal exact functor π∗ : SH(k) → SH(F ), with
π∗Σ∞T X+ = Σ
∞
T XF+ and with π
∗ : EndSH(k)(Sk)→ EndSH(F )(SF ) the map
σ∗ : GW(k) → GW(F ), via Morel’s identification EndSH(k)(Sk) ∼= GW(k),
EndSH(F )(SF ) ∼= GW(F ). Since π
∗ is compatible with duality, these facts
prove (5). 
Remarks 1.11. 1. The categorical Euler characteristic in an arbitrary sym-
metric monoidal category is clearly functorial with respect to symmetric
monoidal functors. In particular, if k = C, the image of χcat(X ) for a
dualizable space X ∈ Spc(C)) under the Betti realization functor ReB :
SH(C)→ SH is the Euler characteristic of ReB(X ) computed in SH. As the
map EndSH(S) → EndD(Ab)(Z) = Z under the Z-linearization map is an
isomorphism, the Euler characteristic in SH of Σ∞T+, for a finite CW com-
plex T , is just the topological Euler characteristic of T . Since GW(C) = Z
by rank, we see that, for k ⊂ C, and for X ∈ Sm/k, rankχcat(X) is the
topological Euler characteristic of the complex manifold X(C)an of C-points
of X.
We have as well the R-Betti realization functor ReBR : SH(R) → SH,
which for X ∈ Sm/R sends the suspension spectrum Σ∞T X+ to the sus-
pension spectrum of the real points of X, Σ∞X(R)an. We note that the
induced map GW(R) → EndSH(S) = Z is the signature homomorphism.
Indeed, we need only check that 〈−1〉 goes to −1. To see this, the map
GW(k)→ EndSH(k)(Sk) is constructed by sending the one-dimensional form
〈u〉 to the automorphism mu of P1 given by [x0 : x1] 7→ [x0 : ux1]. On
P1(R)an = S1, m−1 is the map θ 7→ −θ and hence has degree −1.
2 Con-
cretely, for X ∈ Sm/R, the rank of χcat(X) is the Euler characteristic of
X(C)an and the signature of χcat(X) is the Euler characteristic of X(R)an.
2I am grateful to Fabien Morel for this argument.
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2. For q ∈ GW(R) with signature sgn(q), one has rank(q) ≡ sgn(q) mod 2.
This implies that for X ∈ Sm/R, the Euler characteristic of X(C)an and
X(R)an are congruent modulo 2. At least for proper R-schemes, this is an
easy consequence of the fact (see for example [24, pg. 76]) that for a com-
pact Riemannian manifold M with an isometry f :M →M , the fixed point
locus Mf has Euler characteristic given by the Lefschetz number
χtop(Mf ) =
∑
i
(−1)iTr(f∗|Hi(M,Q)).
One applies this to complex conjugation c : X(C)an → X(C)an, after de-
composing H i(X(C)an,Q) into plus and minus eigenspaces for the action of
c, to give the congruence. Probably this argument can be extended without
much trouble to the case of open smooth varieties.
There is also an upper bound for χtop(X(R)) in terms of the Hodge theory
of X, due to Abelson [1], namely, if X/R is smooth and projective and has
even dimension 2n over R, then
|χtop(X(R)an)| ≤ dimCH
n,n(XC).
The proof uses the Hodge decomposition and the hard Lefschetz theorem. If
Hp(X(C)an,C) = 0 for all odd p, this gives the inequality |χtop(X(R)an)| ≤
χtop(X(C)an), in other words, that
|sgn(χcat(X))| ≤ rank(χcat(X)).
On the other hand, this last inequality would follow if we knew that χcat(X)
were effective, that is, represented in GW(R) by a quadratic form rather than
a difference of two quadratic forms. This raises the question: for which X,
smooth and projective over a field k, is χcat(k) ∈ GW(k) effective? As all
odd cohomology vanishes if for instance X is an even dimensional smooth
complete intersection in a projective space, such varieties would be natural
candidates for this property. See Example 11.13 for examples of varieties
with effective Euler characteristic.
The following result is a simple consequence of the formal properties of
the categorical Euler characteristic.
Proposition 1.12. Let X be a smooth projective k-scheme of odd dimension
over k. Then there is an integer m and a 2-torsion element τ ∈ GW(k) such
that
χcat(X) = m · h+ τ.
Proof. As χcat(X) is additive with respect to disjoint union, we may assume
that X is integral, and hence equi-dimensional over k. We first show that
χcat(X) ∈ GW(k) has even rank. For this, we may replace k with its
algebraic closure k¯, and assume that k is algebraically closed, in which case
GW(k) = Z by rank. In addition, the unit map Sk → HmotZ induces the
rank isomorphism GW(k) = π0,0(Sk) ∼= π0,0(HmotZ) ∼= H0(Speck,Z(0)) =
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Z. Thus, it suffices to show that the categorical Euler characteristic of the
motive M(X) ∈ DMgm(k) is an even integer. Choosing a prime ℓ prime
to the characteristic of k, we may apply the ℓ-adic realization functor (with
Qℓ-coefficients) and as the induced map
Z = H0(Spec k,Z(0))→ H0e´t(Spec k,Qℓ) = Qℓ
is injective, it suffices to check that the ℓ-adic Euler characteristic of X is
an even integer.
If X has dimension d, this reduces to showing that dimQℓH
d(X,Qℓ) is an
even integer. The cup product pairing
Hd(X,Qℓ)×H
d(X,Qℓ)→ H
2d(X,Qℓ) ∼= Qℓ
is a perfect pairing, by Poincare´ duality, and is alternating since d is odd,
and thus Hd(X,Qℓ) has even dimension, as claimed.
Let then 2m = rankχcat(X), and consider the rank zero element χcat(X)−
m · h of GW(k). We claim that
〈−1〉 · (χcat(X)−m · h) = χcat(X) −m · h.
Indeed, 〈u〉 · h = h for any unit u ∈ k×, so this is equivalent to
(1.15) 〈−1〉 · χcat(X) = χcat(X).
But in a symmetric monoidal category C, a strongly dualizable object X
satisfies χcat(X ) = χcat(X∨), and thus
χcat(X) := χcat(Σ∞T X+)
= χcat((Σ∞T X+)
∨)
= χcat(Σ∞T (Th(−TX)))
where we write Σ∞T (Th(−TX)) for Σ
−d2−2d
T Σ
∞
T (ThX˜(ν˜X˜)), after having taken
a closed immersion X ⊂ Pd. Note that ν˜X˜ has rank d
2 + 2d − dimkX, and
it is not hard to see from the construction of ν˜X˜ that this bundle is always
dualizably locally trivial on X˜ . Thus
χcat(Σ∞T (Th(−TX))) = (〈−1〉)
dimkXχcat(Σ∞T X+),
which together with the above identity yields the identity (1.15).
Noting that 〈1〉 − 〈−1〉 = 2− h and h · q = rank(q) · h for all q ∈ GW(k),
we find that
0 = (2− h) · (χcat(X) −m · h)
= 2 · (χcat(X)−m · h)
and thus χcat(X)−m · h is a 2-torsion element of GW(k). 
Remark 1.13. We will improve this result in Theorem 7.1, which shows that
the 2-torsion element τ is actually zero.
TOWARD AN ENUMERATIVE GEOMETRY WITH QUADRATIC FORMS 21
One also has a simple expression for the Euler characteristic of a smooth
cellular scheme. Recall that an integral finite type k-scheme X is cellular if
X admits a filtration
∅ = X−1 ⊂ X0 ⊂ . . . ⊂ Xn = X
with Xi\Xi−1 a disjoint union of affine spaces Aik. Xi is called the i-skeleton
of the filtration.
We recall the following result of Hoyois’ (private communication).
Proposition 1.14. Let X be a smooth cellular k-scheme of dimension n
with i skeleton Xi. Suppose that Xi \Xi−1 is the disjoint union of mi copies
of Ai. Then X is dualizable and
χcat(X) =
n∑
i=0
mi〈−1〉
n−i.
Proof. Let d be the minimum i such thatXi+1 6= ∅; the proof is by downward
induction on d. If d = n, then X = ∐mnAn, which is isomorphic in H(k) to
∐nmSpec k, proving the assertion in this case. If d < n, apply the induction
hypothesis to U := X \Xd. Then U is dualizable and
χcat(U) =
n∑
i=d+1
mi〈−1〉
n−i.
By the Quillen-Suslin theorem [29, 35], the normal bundle of Xd in X is
On−dXd(X) . Homotopy purity gives us the distinguished triangle
Σ∞T U+ → Σ
∞
T X+ → Σ
n−d
T S
⊕md
k → Σ
∞
T U+[1],
which shows that X is dualizable; the formula for χcat(X) follows by the ad-
ditivity of χcat in distinguished triangles [22, Theorem 0.1] and Lemma 1.7.

Examples 1.15. 1. As a simple example, Proposition 1.14 gives another
proof that
χcat(Pnk) =
{
n+1
2 · h for n odd,
〈1〉 + n2 · h for n even.
This recovers Hoyois’ computation of χcat(Pnk) [17, Example 1.7].
2. Let X be a Severi-Brauer variety over k of dimension n. The Euler char-
acteristic of Severi-Brauer varieties have been computed by Hoyois (private
communication). Using his quadratic refinement of the Lefschetz trace for-
mula [17, Theorem 1.3] and the fact that for a central simple algebra A over
k, SL1(A) is A1-connected, he shows
χcat(X) = χcat(Pnk).
In fact, the case of even n follows from the fact that X is split by a separable
field extension k ⊂ F of odd degree and GW(k) → GW(F ) is injective if
[F : k] is odd and F/k is separable.
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If X has odd dimension n, then by Proposition 1.12
χcat(X) =
n+ 1
2
· h+ τ = χcat(Pnk) + τ
for some 2-torsion element τ ∈ GW(k). Our Theorem 7.1 improves Propo-
sition 1.12, showing that τ = 0.
2. Euler classes and the Chow-Witt Euler characteristic
2.1. The Grothendieck-Witt ring and Milnor-Witt sheaves. For a
scheme U and a line bundle L on U , we have the Grothendieck-Witt group
GW(U ;L), defined by Balmer and Walter [10, 38] as the Witt group of the
triangulated category of perfect complexes Dperf(U), with duality C∨ :=
Hom(C, L) and isomorphism can : C → (C∨)∨ the canonical one; . The
Grothendieck-Witt ring GW(U) is GW(U,OU ), where the ring structure is
induced by the tensor structure on Dperf (U).
We recall (see [25, § 6.3]) that for a field F , the ring KMW∗ (F ) is the
Z-graded associative algebra with generators [u], u ∈ F×, of degree one, and
an additional generator η of degree −1, with the following relations
(1) η[u] = [u]η for all u ∈ F×.
(2) [u][1 − u] = 0 for u ∈ F \ {0, 1}.
(3) [uv] = [u] + [v] + η[u][v] for all u, v ∈ F×.
(4) η(2 + η[−1]) = 0
For u ∈ F× we denote 1+η[u] by 〈u〉, let ǫ = −〈−1〉 and denote 2+η[−1] =
〈1〉+ 〈−1〉 by h. The relation (3) can be written as
(3’) [uv] = [u] + 〈u〉[v] = [v] + [u]〈v〉
Since [uv] = [vu], we have [v]+ [u]〈v〉 = [v]+ 〈v〉[u], so 〈v〉 is in the center of
KMV∗ (F ). Further relations (these may be found in [26, Lemma 2.7]) are:
(5) 〈uv〉 = 〈u〉〈v〉.
(6) [u][−u] = 0, [u][u] = [u][−1].
(7) 〈uv2〉 = 〈u〉.
(8) [u−1] = −〈u−1〉[u] = −〈u〉[u] = −〈−1〉[u].
(9) [u][v] = ǫ[v][u].
(10) 〈u〉h = h.
In particular, sending u ∈ F× to 〈u〉 defines a group homomorphism
〈−〉 : F×/(F×)2 → KMW0 (F )
×
Morel shows there is a unique isomorphism of rings,
(2.1) σF : GW(F )→ K
MW
0 (F ),
sending the one-dimensional form qu(x) = ux
2 to 〈u〉. We will often write
〈u〉 for qu ∈ GW(F ) or more generally, for qu ∈ GW(X) if u is a global unit
on scheme X.
Morel [26, Part I, §2.2] has extended the definition of the Milnor-Witt
ring of a field to a sheaf of graded rings on Sm/kNis, K
MW
∗ . For X ∈ Sm/k,
we denote the restriction of KMW∗ to XNis by K
MW
X∗ (or simply K
MW
∗ if the
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context makes the meaning clear); it follows from the definition of KMWn
that for x ∈ X ∈ Sm/k, X integral, the restriction map KMWn (OX,x) →
KMWn (k(X)) is injective. In addition, for u ∈ O
×
X,x, the element [u] ∈
KMW1 (k(X)) lifts to [u] ∈ K
MW
1 (OX,x) and the relations (1)-(7) hold in
KMW∗ (OX,x) for units, with (2) requiring that u and 1− u are units.
Let Z[Gm] be the sheafification of the presheaf of rings on Sm/kNis, U 7→
Z[OU (U)×]. For L→ X a line bundle, we have the sheaf L× of nowhere zero
sections of L, giving us the sheaf Z[L×] of Z[Gm]X-modules on XNis. Letting
u ∈ O×X,x act on K
MW
n (OX,x) by ×〈u〉 makes K
MW
X∗ a sheaf of Z[Gm]X -
modules; one defines
KMW∗ (L)X := K
MW
X∗ ⊗Z[Gm] Z[L
×].
Defining GW to the the sheafification of the presheaf U 7→ GW(U) on
Sm/kNis, Morel’s isomorphism (2.1) extends to an isomorphism GW →
KMW0 . For L a line bundle onX ∈ Sm/k, one has the sheafification GWX(L)
of the presheaf U 7→ GW(U ;L) on X with GWX(L) ∼= GWX ⊗Z[Gm] Z[L
×],
giving the isomorphism GWX(L) ∼= K
MW
0 (L)X .
The sheaf KMWn (L)X admits a Gersten resolution [5, Theorem 4.1.3]
(2.2) 0→ KMWn (L)X → ⊕x∈X(0)ix∗K
MW
r (L)(x)→ . . .
→ ⊕x∈X(p)ix∗K
MW
n−p (L⊗ det
−1(mx/m
2
x))(k(x))→ . . .
→ ⊕x∈X(n)ix∗K
MW
0 (L⊗ det
−1(mx/m
2
x))(k(x)) → . . . ,
where as usual, for x ∈ X, ix : x→ X is the inclusion. We denote this by
0→ KMWn (L)X
ǫ
−→→ C∗(X,n,L).
Remark 2.1. Barge-Morel [11, §1] define a complex C∗(X,Jn, L), studied
further by Fasel, who denotes this complex by C∗(X,Gn, L) [12, De´finition
10.2.10]; in [4, Proposition 2.3.1] and [15, Theorem 5.4] it is shown that
C∗(X,Gn, L) is naturally isomorphic to the Gersten complex of global sec-
tions on X of C∗(X,n,L).
2.2. Twisted Milnor-Witt cohomology and Euler classes. We now
turn to the definition of the Euler class of X via the Euler class of the
tangent bundle.
For a morphism f : Z → Y in Sm/k, one has the functorial pull-back
map f∗ : KMWn (L)Y → f∗K
MW
n (f
∗L)Z , inducing maps on (Nisnevich) coho-
mology
f∗ : Hm(Y,KMWn (L))→ H
m(Z,KMWn (f
∗L)).
For f : Z → Y projective, of relative dimension d, Fasel [12, §12] has defined
functorial pushforward maps
f∗ : H
m(Z,KMWn (f
∗L⊗ ωZ/k))→ H
m−d(Y,KMWn−d (L⊗ ωY/k)).
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More precisely, Fasel defines the pushforward map as the map on cohomology
induced by a map of complexes
f∗ : C
∗(Z,Gn, f
∗L⊗ ωZ/k)→ C
∗(X,Gn, L⊗ ωY/k)
which gives the above map on Milnor-Witt cohomology by the identification
described in Remark 2.1.
For ψ : L′ → L an isomorphism of line bundles on Y , the cartesian
diagram
L′

ψ
// L

Y
IdY
// Y
identifies L′ with Id∗Y (L), so we have the map
ψ∗ := (IdY , ψ)
∗ : KMWn (L)Y → K
MW
n (L
′)Y .
Let π : V → Y be a rank n vector bundle with zero-section s0 : Y →
V . We have the determinant line bundle detV and its inverse det−1 V :=
(detV )−1. The push-forward map
s0∗ : H
m(Y,KMWp )→ H
m+n(V,KMWp+n (π
∗ det−1 V ))
is defined: we have the canonical isomorphism ωV/k ∼= π
∗(ωY/k⊗det
−1(V )),
so we have
Hm(Y,KMWp ) = H
m(Y,KMWp (s
∗
0π
∗(ω−1Y/k)⊗ ωY/k))
s0∗−−→ Hm+n(V,KMWp+n (π
∗ω−1Y/k⊗ωV/k)) = H
m+n(V,KMWp+n (π
∗ det−1 V )).
Definition 2.2. The Euler class e(V ) ∈ Hn(Y,KMWn (det
−1 V )) of V is the
element s∗0(s0∗(1)), where 1 ∈ H
0(Y,KMW0 ) is the section with constant
value 1 in the sheaf of commutative rings KMW0 .
For Y smooth over k of pure dimension n, we have the tangent bundle
TY and its Euler class e(TY ) ∈ H
n(Y,KMWn (ωY/k)).
Definition 2.3. Let pX : X → Speck be a smooth projective variety of pure
dimension n over k. The Chow-Witt Euler characteristic of X, χCW (X), is
defined by
χCW (X) := pX∗(e(TX )) ∈ H
0(Spec k,KMW0 ) = GW(k).
Remark 2.4. We have not checked that the pullback maps defined via Milnor-
Witt cohomology agree with those defined by Fasel, which rely on the Ger-
sten complex for their definition. Such an identification would follow by
comparing the specialization map on Milnor-Witt cohomology with support
with the specialization map on the Gersten complex, and we expect that the
two pullback maps agree for an arbitrary morphism of smooth k-schemes.
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It follows easily from the definitions, however, that the two pullback maps
agree for a smooth morphism. As the Milnor-Witt cohomology is homotopy
invariant, the pullback by a section s of a vector bundle π : V → Y
s∗ : Ha(V,KMWb (π
∗L))→ Ha(Y,KMWb (L))
is the inverse of π∗ : Ha(Y,KMWb (L)) → H
a(V,KMWb (π
∗L)) for any line
bundle L on Y , and thus Fasel’s pullback s∗ agrees with the sheaf-theoretic
version used here. In particular, the Euler class as defined in Definition 2.2
agrees with Fasel’s Euler class of a rank n vector bundle V , defined as
c˜n(V )(1) (see [12, Definition 13.2.1]), which in turn agrees with the Euler
class defined by Barge-Morel in [11, §2.1]. In fact, the definition of this last
class does not use s∗0 at all, but just applies the inverse of the isomorphism
π∗.
3. Revisiting the Gysin map
3.1. Purity isomorphism. The Gersten complex resolution of KMWn (L)
gives rise to the following purity result.
Proposition 3.1 (Purity). Let i : W → X be a codimension c closed im-
mersion in Sm/k. Let L be a line bundle on X and let Ni be the normal
bundle of i. There is a isomorphism
Ri!KMWn (L)X
∼= KMWn−c (i
∗L⊗ detNi)W [−c],
natural with respect to smooth morphisms in Sm/k.
Proof. We recall that the morphisms i∗ : Sh
Ab
Nis(W ) → Sh
Ab
Nis(X) and i
∗ :
ShAbNis(X) → Sh
Ab
Nis(W ) are exact and i
∗i∗ = Id. Thus Li
∗ = i∗, Ri∗ = i∗
and i∗Ri∗ = Id. Thus it suffices to show that
i∗Ri
!KMWn (L)
∼= i∗K
MW
n−c (i
∗L⊗ detNi)[−c]
in D+ShAbNis(X). Let j : U := X \W → X be the inclusion. Applying the
localization distinguished triangle
i∗Ri
! → Id→ Rj∗j
∗
to the Gersten resolution for KMWn (L), we see that i∗Ri
!KMWn (L) is repre-
sented by the subcomplex
⊕x∈W (0) ix∗K
MW
n−c (L⊗ detmX,x/m
2
X,x)(k(x)) →
. . .→ ⊕x∈W (j)ix∗K
MW
n−c−j(L⊗ detmX,x/m
2
X,x)(k(x))→ . . .
of the Gersten resolution for KMWn (L); here mX,x is the maximal ideal in
the local ring OX,x. Note that this complex starts in degree c, and we have
the canonical exact sequence
0→ N∨i ⊗ k(x)→ mX,x/m
2
X,x → mW,x/m
2
W,x → 0,
so i∗Ri
!KMWn (L) is represented by i∗C
∗(W,n− c, i∗L⊗ detNi)[−c], which is
isomorphic in D+(ShAbNis(X)) to i∗K
MW
n−c (i
∗L⊗ detNi)[−c].
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The naturality follows from the fact that the Gersten resolution is func-
torial with respect to pullback by smooth morphisms. 
Corollary 3.2. Let p : V → X be a rank r vector bundle on X ∈ Sm/k
with 0-section s0 : X → V and let L be a line bundle on X. There is an
isomorphism
Rs!0K
MW
n (V, p
∗L⊗ det−1 V )V ∼= K
MW
n−r (L)X .
natural with respect to pullback by smooth morphisms. In particular,
Rs!0K
MW
r (V,det
−1 V )V ∼= K
MW
0X .
Proof. This follows from Proposition 3.1 and the canonical isomorphism
Ns0
∼= V . 
Remark 3.3. For a closed immersion i : W → X of k-schemes and a sheaf
F ∈ ShAbNis(X), the localization distinguished triangle mentioned in the proof
of Proposition 3.1 gives rise to the canonical isomorphism
HmW (X,F)
∼= Hm(W,Ri!F).
Thus, for i : W → X a codimension c closed immersion in Sm/k and line
bundle L on X, the purity isomorphism gives the isomorphism
HmW (X,K
MW
n (L))
∼= Hm−c(W,KMWn−c (i
∗L⊗ detNi)).
For the case of the 0-section s0 : X → V of a rank r vector bundle p : V → X,
we thus have the isomorphism
Hrs0(X)(V,K
MW
r (det
−1 V )) ∼= H0(X,KMW0 )
and th(V ) ∈ Hrs0(X)(V,K
MW
r (det
−1 V )) is the element corresponding to 1 ∈
H0(X,KMW0 ).
3.2. The Thom class and the Thom isomorphism.
Definition 3.4. Let π : V → Y be a rank r vector bundle over Y ∈
Sm/k with 0-section s0 : Y → V . The oriented Thom class th(V ) ∈
Hrs0(Y )(V,K
MW
r (det
−1 V )) is the element corresponding to 1 ∈ H0(Y,KMW0 )
under the purity isomorphism
Hrs0(Y )(V,K
MW
r (det
−1 V )) ∼= H0(Y,KMW0 ).
Theorem 3.5 (Thom isomorphism). Let π : V → Y be a rank r vector
bundle over Y ∈ Sm/k with 0-section s0 : Y → V , and let L be a line
bundle on Y . Let W ⊂ Y be a closed subset. Then the map
th(V )∪ : HaW (Y,K
MW
b (L⊗ detV ))→ H
a+r
s0(W )
(V,KMWb+r (p
∗L))
sending α ∈ HaW (Y,K
MW
b (L⊗ detV )) to th(V ) ∪ p
∗α is an isomorphism.
This is proven by Asok-Haesemeyer [5, Theorem 4.2.7] by a somewhat
different argument.
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Proof. The ring structure on KMW∗ gives a multiplication on the Gersten
resolution
C∗(V, r,det−1 V )⊗KMWb (L⊗ detV )Y → C
∗(V, r + b, p∗L).
This passes to give a multiplication on the subcomplexes with support in
s0(Y ):
C∗s0(Y )(V, r,det
−1 V )⊗KMWb (L⊗ detV )Y → C
∗
s0(Y )
(V, r + b, p∗L).
If we have a Zariski hypercover Y → U∗, this multiplication extends to a
multiplication
C∗s0(Y )(V, r,det
−1 V )(V )⊗KMWb (L⊗ detV )(U∗)
→ Tot(C∗s0(Y )(V, r + b, p
∗L)(p−1U∗))
where KMWb (p
∗L ⊗ detV )(U∗) is the complex of sections over U∗, and this
in turn induces a multiplication
C∗s0(Y )(V, r,det
−1 V )(V )⊗KMWb (L⊗ detV )(U∗)W
→ Tot(C∗s0(Y )(V, r + b, p
∗L)(p−1U∗)p−1W )
where
KMWb (L⊗ detV )(U∗)W
= Cone[res : KMWb (L⊗detV )(U∗)→ K
MW
b (L⊗detV )(U∗×Y (Y \W ))]
and C∗s0(Y )(V, r + b, p
∗L)(p−1U∗)p−1W is defined similarly.
Recalling that the Nisnevich and Zariski cohomology of the Milnor-Witt
sheaves agree, if we take the cohomology of the complexes
C∗s0(Y )(V, r,det
−1 V )(V ),
KMWb (L⊗ detV )(U∗)W ,
Tot(C∗s0(Y )(V, r + b, p
∗L)(p−1U∗)p−1W ),
and pass to the limit over the hypercover U∗, we recover the cup product
pairing
Hms0(Y )(V,K
MW
r (det
−1 V ))⊗HaW (Y,K
MW
b (L⊗ detV ))
→ Hm+a
s0(Y )∩p−1W
(V,KMWr+b (p
∗L))
sending β ⊗ α to β ∪ p∗α. On the other hand, we have isomorphisms
C∗s0(Y )(V, r,det
−1 V )(V ) ∼= C∗(Y, 0,OY )(Y )[−r]
C∗s0(Y )(V, r + b, p
∗L)(p−1U∗) ∼= C
∗(Y, b, L⊗ detV )(U∗)[−r],
C∗s0(Y )(V, r + b, p
∗L)(p−1U∗ ×Y (Y \W ))
∼= C∗(Y \W, b, L⊗ detV )(U∗ ×Y (Y \W ))[−r],
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as in the proof of Proposition 3.1, identifying the above cup product pairing
with the cup product pairing
Hm−r(Y,KMW0 )⊗H
a
W (Y,K
MW
b (L⊗detV ))→ H
m−r+a
W (Y,K
MW
b (L⊗detV )).
Since th(Y ) ∈ Hrs0(Y )(V,K
MW
r (det
−1 V )) corresponds to 1 ∈ H0(Y,KMW0 ),
it follows that the composition
HaW (Y,K
MW
b (L⊗ detV ))
th(V )∪
// Hr+as0(W )(V,K
MW
r+b (p
∗L))
∼
purity
// HaW (Y,K
MW
b (L⊗ detV ))
is the identity, and thus th(V )∪ is an isomorphism. 
Remark 3.6. The Thom class th(V ) is defined somewhat differently in the
literature. For instance in [14, §2.4], the Koszul complex associated to the
tautological section t : OV → π
∗V ,
Kos(V ) := Λrπ∗V ∨ → . . .→ π∗V ∨
t∨
−→ OV ,
has a a canonical symmetric isomorphism
φV : Kos(V )→ DV (Kos(V )),
with respect to the duality DV (−) := Hom(−,det
−1 π∗V )[r] on the triangu-
lated category Dperfs0(Y )(V ) of perfect complexes on V with support in s0(Y ),
with respect to the natural isomorphism (−1)r(r+1)/2can : Id → D2V . This
gives an element in the Grothendieck-Witt group defined by Balmer-Walter
([10, Definition 1.4.3] and [38, §2]), GW0(D
perf
s0(Y )
(V ),DV , (−1)
r(r+1)/2can).
The devissage theorem [32, Theorem 6.1] gives an isomorphism
(3.1) GW0(D
perf
s0(Y )
(V ),DV , (−1)
r(r+1)/2can) ∼= GW(Y )
We have the presheaf U 7→ GW(U) on YNis with associated Nisnevich sheaf
KMW0 and thus (Kos(V ), φV ) yields the element
˜(Kos(V ), φV ) ∈ H
0(s0(Y ),K
MW
0 ).
It turns out that ˜(Kos(V ), φV ) is the unit section: this follows by restricting
to an open subset of Y over which V is the trivial bundle and making an
explicit computation. Just as for the construction given here, the purity
isomorphism translates the unit section to an element
th(V ) ∈ Hrs0(V )(V,K
MW
r (det
−1 V )),
which is the same as the class th(V ) constructed above, as both come from
the unit section of KMW0 .
As the purity isomorphism is natural with respect to pullback by smooth
maps, we have a similar naturality for the Thom isomorphism. To extend
the functoriality of the Thom isomorphism to arbitrary morphisms, we give
a purely cohomological description of the Thom class which does not rely on
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the Gersten resolution in terms of Cˇech cohomology. We recall that, given
a topological space T with a closed subspace A, a sheaf F of abelian groups
on T and an open cover U = {Uα} of T , the Cˇech complex Cˇ
∗
A(U ,F) is the
subcomplex of Cˇ∗(U ,F) with
CˇnA(U ,F) = {sα∗ ∈ F(∩
n
i=0Uαi)| sα∗ = 0 if Uαi ∩A = ∅ for all i}.
Suppose we have a trivialization of our rank r vector bundle V → Y over
some open U ⊂ Y ,
φ : V|U → A
r
U = SpecOU [t1, . . . , tr]
Letting V|U,i ⊂ V|U be the open subset ti 6= 0, we have the open cover
V := {V|U,i} of V|U \ 0U . Passing from Cˇech cohomology to Nisnevich co-
homology, the element [φ∗tr][φ
∗tr−1] · · · [φ
∗t1] of K
MW
r (∩
n
i=1V|U,i) together
with the isomorphism detφ : detV|U → OU thus defines an element
[[φ∗tr][φ
∗tr−1] · · · [φ
∗t1]]⊗ φ
∗t1 ∧ . . . φ
∗tr ∈ H
r−1(V|U \ 0U ,K
MW
r (det
−1 V )).
By a standard computation, the boundary
∂0U ([[φ
∗tr][φ
∗tr−1] · · · [φ
∗t1]]⊗ (φ
∗t1 ∧ . . . φ
∗tr)) ∈ H
r
OU
(V|U ,K
MW
r (det
−1 V ))
may be computed by applying the composition
H0(∩ri=1V|U,i,K
MW
r (det
−1 V ))
∂
−→ H1(φ∗tr=0)(∩
r−1
i=1V|U,i,K
MW
r (det
−1 V ))
∂
−→ H2(φ∗tr=φ∗tr−1=0)(∩
r−2
i=1V|U,i,K
MW
r (det
−1 V ))
...
∂
−→ Hr0U (V|U ,K
MW
r (det
−1 V ))
to [[φ∗tr][φ
∗tr−1] · · · [φ
∗t1]] ⊗ (φ
∗t1 ∧ . . . φ
∗tr). Identifying the various coho-
mologies with support with the corresponding terms in the Gersten complex,
we follow the progress of [[φ∗tr] · · · [φ
∗t1]]⊗ (φ
∗t1 ∧ . . . φ
∗tr) as
[[φ∗tr][φ
∗tr−1] · · · [φ
∗t1]]⊗ φ
∗t1 ∧ . . . φ
∗tr
on ∩ri=1 V|U,i
7→ [[φ∗tr−1] · · · [φ
∗t1]]⊗ ∂/∂φ
∗tr ⊗ φ
∗t1 ∧ . . . φ
∗tr
on (φ∗t1 = 0) ∩ ∩
r−1
i=1V|U,i
7→ [[φ∗tr−2] · · · [φ
∗t1]]⊗ ∂/∂φ
∗tr−1 ∧ ∂/∂φ
∗tr ⊗ φ
∗t1 ∧ . . . φ
∗tr
on (φ∗tr = φ
∗tr−1 = 0) ∩ ∩
r−2
i=1V|U,i
...
7→ ∂/∂φ∗t1 ∧ · · · ∧ ∂/∂φ
∗tr ⊗ φ
∗t1 ∧ . . . φ
∗tr = 1 on 0U .
Note that the resulting element in Hr0U (V|U ,K
MW
r (det
−1 V )) ∼= KMW0 (U) is
independent of the choice of trivialization φ.
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Let p0 : V \ 0Y → Y be the restriction of the projection p : V → Y .
Define the sheaf R¯rp0∗K
MW
r (det
−1 V ) on Y by
R¯rp0∗K
MW
r (det
−1 V )
:=
{
Rrp0∗K
MW
r (det
−1 V )|V \0Y for r > 0
p0∗K
MW
r (det
−1 V )|V \0Y /p∗K
MW
r (det
−1 V )V for r = 0
By the homotopy invariance of Milnor-Witt cohomology, the boundary in
the local cohomology sequence defines an isomorphism of sheaves on Y
∂0Y : R¯
r−1p0∗K
MW
r (det
−1 V )→ Rr0Y p∗K
MW
r (det
−1 V )
where Rr0Y p∗K
MW
r (det
−1 V ) is the sheafification of the presheaf
U 7→ Hr0U (VU ,K
MW
r (det
−1 V )).
Thus, the locally defined elements
[[φ∗tr][φ
∗tr−1] · · · [φ
∗t1]]⊗ (φ
∗t1 ∧ . . . φ
∗tr)
∈ Hr−1(V|U \ 0U ,K
MW
n (det
−1 V ))
define a global section
th(V )0 ∈ H0(Y, R¯r−1p0∗K
MW
r (det
−1 V ))
with
∂0Y (th(V )
0) = th(V ) ∈H0(Y,Rr0Y p∗K
MW
n (det
−1 V ))(3.2)
= Hr0Y (V,K
MW
r (det
−1 V )).
Proposition 3.7. 1. Let f : Y → X be a morphism in Sm/k, and let
f˜ : W → V be a map of vector bundles over f . Then
f˜∗th(V ) = th(W )
in Hrs0(Y )(W,K
MW
r (det
−1W )).
2. Suppose we have vector bundles V1 → Y , V2 → Y of rank r1 and r2,
respectively. Let pi : V1 ⊕ V2 → Vi be the projections, i = 1, 2 and let
r = r1 + r2. Then
th(V1 ⊕ V2) = p
∗
1th(V1) ∪ p
∗
2th(V2)
in Hrs0(Y )(V1 ⊕ V2,K
MW
r (p
∗
1 det
−1 V1 ⊗ p
∗
2 det
−1 V2)).
Proof. For (1), suppose we have a trivialization of V over U ⊂ X, φ : V|U →
ArU . This induces a trivialization of W over f
−1(U), f˜∗φ : W|f−1(U) →
Arf−1(U), and
(f˜|f−1U )
∗([[φ∗t1][φ
∗t2] · · · [φ
∗tn]]⊗ φ
∗t1 ∧ . . . ∧ φ
∗tn
= [[f˜∗φ)∗t1][(f˜
∗φ)∗t2] · · · [(f˜
∗φ)∗tn]]⊗ (f˜
∗φ)∗t1 ∧ . . . ∧ (f˜
∗φ)∗tn
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Thus f˜∗th(V )0 = th(W )0 and hence
f˜∗th(V ) = f˜∗∂0X th(V )
0 = ∂0Y th(W )
0 = th(W ).
For (2), let s20 : V2 → V1 ⊕ V2 be the 0-section to p2 : V1 ⊕ V2 → V2,
let pV2 : V2 → Y be the projection and let s0V2 : Y → V2 be the 0-section.
Identifying p2 : V1 ⊕ V2 → V2 with the pullback vector bundle p
∗
V2
V1 → V2,
the functoriality of the Thom class gives the identity
th(p∗V2V1) = p
∗
1th(V1)
and we have the Thom isomorphism
Hr2s0V2(Y )
(V2,K
MW
r2 (det
−1 V2))
p∗1th(V1)∪−−−−−−→ Hrs0(Y )(V1 ⊕ V2,K
MW
r (p
∗
1 det
−1 V1 ⊗ p
∗
2 det
−1 V2))
inverse to the purity isomorphism
Hrs0(Y )(V1 ⊕ V2,K
MW
r (p
∗
1 det
−1 V1 ⊗ p
∗
2 det
−1 V2))
→ Hr2s0V2 (Y )
(V2,K
MW
r2 (det
−1 V2)).
Thus, the purity isomorphism sends p∗1th(V1) ∪ p
∗
2th(V2) to th(V2).
The above purity isomorphism is induced from the isomorphism of com-
plexes
C∗s20(V2)
(V1 ⊕ V2, r, p
∗
1 det
−1 V1 ⊗ p
∗
2 det
−1 V2)(V1 ⊕ V2)
∼= C∗(V2, r2,det
−1 V2)(V2)
which restricts to the isomorphism of subcomplexes
C∗s0(Y )(V1 ⊕ V2, r, p
∗
1 det
−1 V1 ⊗ p
∗
2 det
−1 V2)(V1 ⊕ V2)
∼= C∗s0V2 (Y )
(V2, r2,det
−1 V2)(V2).
As th(V2) is represented by 1 ∈ K
MW
0 (Y ) on s0V2(Y ), the corresponding
element of C∗s0(Y )(V1⊕V2, r, p
∗
1 det
−1 V1⊗p
∗
2 det
−1 V2)(V1⊕V2) is represented
by 1 ∈ KMW0 (Y ) on s0(Y ). Therefore the same element in the complex
C∗
s20(V2)
(V1 ⊕ V2, r, p
∗
1 det
−1 V1 ⊗ p
∗
2 det
−1 V2)(V1 ⊕ V2) represents both classes
p∗1th(V1) ∪ p
∗
2th(V2) and th(V1 ⊕ V2), hence
p∗1th(V1) ∪ p
∗
2th(V2) = th(V1 ⊕ V2)
in Hrs0(Y )(V1 ⊕ V2,K
MW
r (p
∗
1 det
−1 V1 ⊗ p
∗
2 det
−1 V2)). 
Remarks 3.8. (1) The functoriality described in Proposition 3.7 implicitly
includes the isomorphism det−1(f˜∗) : f∗ det−1 V → det−1W .
(2) The map th(−)∪ is natural: given a vector bundle map φ : W → V
over a morphism f : Y → X, and a line bundle L on X, we have maps
(f,detφ)∗ : Hm(X,KMWn (L⊗ detV ))→ H
m(Y,KMWn (f
∗L⊗ detW )),
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φ∗ : Hm+rs0(X)(V,K
MV
n+r(p
∗
V L))→ H
m+r
s0(Y )
(W,KMVn+r(p
∗
W f
∗L))
and a commutative diagram
Hm(X,KMWn (L⊗ detV ))
(f,detφ)∗
//
th(V )∪

Hm(Y,KMWn (f
∗L⊗ detV ))
th(W )∪

Hm+rs0(X)(V,K
MV
n+r(p
∗
V L)) φ∗
// Hm+rs0(Y )(W,K
MV
n+r(p
∗
W f
∗L)
Here is another application of the cohomological description of the Thom
class.
Proposition 3.9. Let V1 → Y , V2 → Y be vector bundles of rank r1, r2,
respectively. Let π : V1 ⊕ V2 → Y be the Whitney sum, s0 : Y → V1 ⊕ V2
the 0-section, p1 : V1 ⊕ V2 → V1, p2 : V1 ⊕ V2 → V2 the projections and
r = r1 + r2. Then
p∗1th(V1) ∪ p
∗
2th(V2) = p
∗
2th(V2) ∪ p
∗
1th(V1)
in Hrs0(Y )(V1 ⊕ V2,K
MW
r (π
∗ det−1 V1 ⊗ det
−1 V2)).
Proof. Denote π∗ det−1 V1 ⊗ det
−1 V2 by det
−1
12 . Let s
i
0 : Y → Vi, s˜
2
0 : V1 →
V1 ⊕ V2, s˜
1
0 : V2 → V1 ⊕ V2 be the 0-sections.
Since Hrs0(Y )(V1 ⊕ V2,K
MW
r (det
−1
12 ))
∼= GW(Y ), it suffices to prove the
identity after restriction to a dense open subscheme of Y . Changing nota-
tion, we may assume that V1 and V2 are trivial bundles; fix isomorphisms
V1 ∼= Y × Speck[x1, . . . , xr1 ], V2
∼= Y × Speck[y1, . . . , yr2 ]
inducing the isomorphism
V1 ⊕ V2 ∼= Y × Spec k[x1, . . . , xr1 , y1, . . . , yr2 ].
Let V1i := V1 \ (xi = 0), V2j := V2 \ (yj = 0), and set V10 = V1, V20 = V2.
We consider xi both as a unit on ∩
r1
i=1V1i and as a section of V
∨
1 , and
similarly for yj. Letting V1 = {V10, . . . , V1r1}, V2 = {V20, . . . , V2rr}, ∂th(V1)
0
is represented in Cˇech cohomology Hr1
s10(Y )
(V1,K
MW
r1 (det
−1 V1)) by
[x1] · · · [xr1 ]⊗ x1 ∧ · · · ∧ xr1 on ∩
r1
i=0 V1i
and ∂th(V2)
0 is represented in Cˇech cohomology Hr1
s20(Y )
(V2,K
MW
r2 (det
−1 V2))
by
[y1] · · · [yr2 ]⊗ y1 ∧ · · · ∧ yr2 on ∩
r2
j=0 V2j.
Letting
V = {V10 ×Y V2, . . . , V1r1 ×Y V2, V1 ×Y V20, . . . , V1 ×Y V2r2},
p∗1th(V1) ∪ p
∗
2th(V2) is represented in H
r
s0(Y )
(V,KMWr (det
−1
12 )) by
[x1] · · · [xr1 ] · [y1] · · · [yr2 ]⊗ x1 ∧ · · · ∧ xr1 ∧ y1 ∧ · · · ∧ yr2
on ∩r1i=0 V1i ×Y V2 ∩ V1 ×Y ∩
r2
j=0V2j .
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Thus p∗2th(V2) ∪ p
∗
1th(V1) is represented by
(−1)r1r2 [y1] · · · [yr2 ] · [x1] · · · [xr1 ]⊗ y1 ∧ · · · ∧ yr2 ∧ x1 ∧ · · · ∧ xr1
on ∩r1i=0 V1i ×Y V2 ∩ V1 ×Y ∩
r2
j=0V2j .
Since
[y1] · · · [yr2 ] · [x1] · · · [xr1 ] = (−〈−1〉)
r1r2 [x1] · · · [xr1 ] · [y1] · · · [yr2 ],
y1 ∧ · · · ∧ yr2 ∧ x1 ∧ · · · ∧ xr1 = (−1)
r1r2x1 ∧ · · · ∧ xr1 ∧ y1 ∧ · · · ∧ yr2 ,
and a⊗ uλ =< u > a⊗ λ in KMWr (det
−1
12 ), we have
(−1)r1r2 [y1] · · · [yr2 ] · [x1] · · · [xr1 ]⊗ y1 ∧ · · · ∧ yr2 ∧ x1 ∧ · · · ∧ xr1
= [x1] · · · [xr1 ] · [y1] · · · [yr2 ]⊗ x1 ∧ · · · ∧ xr1 ∧ y1 ∧ · · · ∧ yr2 ,
which proves the result. 
4. Representing Milnor-Witt cohomology in SH(k)
4.1. The homotopy t-structure and truncated co-homotopy. To re-
late the two Euler characteristics χcat and χCW , we will represent the co-
homology Hn(−,KMWn ) and its twists in SH(k), using Morel’s homotopy
t-structure. We follow the construction given in [5].
Recall that for a strictly A1-invariant sheaf of abelian groups,M on Sm/k,
we have its Gm-loops sheaf M−1 := Hom(Gm,M). The heart of the homo-
topy t-structure is equivalent to the category of homotopy modules, where a
homotopy module (M∗, ǫ∗) is a sequence M∗ := (M0,M1, . . .) of strictly A1-
invariant sheaves of abelian groups together with isomorphisms ǫn : Mn →
(Mn+1)−1. The functor H0 : SH(k)→ SH(k)
♥ sends a T -spectrum E to the
homotopy module H0(E)∗ = π0(E)−∗ := (π0,0(E), . . . , π−n,−n(E), . . .) with
π0(E)−n →Hom(Gm, π0(E)−n−1) induced by the suspension isomorphism
[Σ∞T U+ ∧Gm,Σ
n+1
Gm
E ] ∼= [Σ∞T U+,Σ
n
GmE ].
If E is a commutative monoid in SH(k), H0(E) receives an induced com-
mutative monoid structure and if E is t-non-negative, the canonical map
E → H0(E) is monoidal.
We have the canonical isomorphism (KMWn+1 )−1
∼= KMWn , compatible via
Morel’s isomorphism π−n,−n(Sk) ∼= KMWn with the canonical isomorphism
π−n−1,−n−1(Sk)−1 ∼= π−n,−n(Sk) described above, giving description of the
homotopy module H0(Sk)∗ as
H0(Sk)∗ = π0(Sk)−∗ ∼= (K
MW
0 ,K
MW
1 , . . . ,K
MW
n , . . .).
As a T -spectrum,
H0(Sk) = (K(K
MW
0 , 0),K(K
MW
1 , 1), . . . ,K(K
MW
n , n), . . .)
34 MARC LEVINE
with bonding map ΣTK(K
MW
n , n) → K(K
MW
n+1 , n + 1) the adjoint of the
weak equivalence
K(KMWn , n)
∼= K(ΩGmK
MW
n+1 , n)
∼= ΩS1ΩGmK(K
MW
n+1 , n + 1)
∼= ΩTK(K
MW
n+1 , n+ 1).
Since Sk is t-non-negative, there is a natural monoidal map τ0 : Sk →
H0Sk, which induces the identity map
GW(k) = S0,0k (k)→ (H0Sk)
0,0(k) = KMW0 (k) = GW(k);
we may thus view χcat(X) as an element of (H0Sk)0,0(k).
Since the model we have chosen for H0Sk is an Ω-spectrum, we have, for
each Y ∈ Sm/k and each m, 0 ≤ m ≤ n, the isomorphism
(4.1) (H0Sk)
n+m,n(Y ) = [Y+,Ω
n−m
S1
K(KMWn , n)]H•(k) = H
m
Nis(Y,K
MW
n ).
Similarly, one has (H0Sk)n+m,n(Y ) = 0 for m > n. More generally, for
Z ⊂ Y a closed subset we have
(H0Sk)
m+n,n(Y/(Y \ Z)) = HmZ (Y,K
MW
n ),
where HmZ is the Nisnevich cohomology with support in Z, and thus for
V → Y a vector bundle with 0-section s0 : Y → V , we have the natural
isomorphism
θV : H
m
s0(Y )
(V,KMWn )→ (H0Sk)
n+m,n(Th(V )).
Definition 4.1. Let p : V → Y be a rank r vector bundle with 0-section
s0 : Y → V . Let
ϑV : H
a(Y,KMWb (detV ))→ (H0Sk)
a+b+2r,b+r(Th(V ))
be the isomorphism defined as the composition
Ha(Y,KMWb (detV ))
th(V )∪
∼
// Ha+rs0(Y )(V,K
MW
b+r )
θV
∼
// (H0Sk)
a+b+2r,b+r(Th(V )).
Remark 4.2. The map ϑV is natural in V . Let φ : V → W be a vector
bundle map over a morphism f : Y → X. We have the map
Th(φ)∗ : H0(Sk)
a,b(Th(W ))→ H0(Sk)
a,b(Th(V ))
with Th(φ)∗ ◦ θW = θV ◦ φ
∗, so we have a similar naturality for ϑV :
Th(φ)∗ ◦ ϑW = ϑV ◦ (f,detφ)
∗.
Note that detφ might not be the identity even if detV and detW are
trivial line bundles.
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Lemma 4.3. Let π : V → Y be a rank r vector bundle, take integers
0 ≤ m ≤ n and let OY denote the trivial line bundle on Y . We have the
canonical isomorphism Th(OV ⊕ V ) ∼= ΣTTh(V ); let
ΣT : H0(Sk)
n+m+2r,n+r(Th(V ))→ H0(Sk)
n+m+2r+2,n+r+1(Th(OY ⊕ V ))
be the associated suspension isomorphism. Then the diagram
Hm(Y,KMWn (detV ))
ϑV

ϑOY ⊕V
++❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳
H0(Sk)n+m+2r,n+r(Th(V ))
ΣT
// H0(Sk)n+m+2r+2,n+r+1(Th(OY ⊕ V ))
commutes.
Proof. Let p1 : OY ⊕ V → OY , p1 : OY ⊕ V → V be the projections. We
have the identity of Proposition 3.7(2)
th(OY ⊕ V ) = p
∗
1(th(OY )) ∪ p
∗
2(th(V ))
in Hr+1s0(Y )(OY ⊕ V,K
MW
r+1 (p
∗
1 det
−1OY ⊗ p
∗
2 det
−1 V )). Thus we may write
thOY ⊕V ∪ (−) as
thOY ∪V ∪ (α) = p
∗
1(thOY ) ∪ p
∗
2(thV ∪ π
∗α).
This reduces us to showing that the diagram
Hm+rs0(Y )(V,K
MV
n+r)
p∗1(thOY )∪p
∗
2(−)
//
θV

Hm+r+1s0(Y ) (OY ⊕ V,K
MV
n+r+1)
θOY ⊕V

H0(Sk)n+m+2r,n+r(Th(V ))
ΣT
// H0(Sk)n+m+2r+2,n+r+1(Th(OY ⊕ V ))
commutes.
Let 1 ∈ H0(Sk)0,0(k) be the element representing the canonical map
τ : Sk → H0(Sk) and let th ∈ H0(Sk)2,1(T ) be the image of 1 under
the suspension isomorphism. Then for an arbitrary space X ∈ Spc(k),
the suspension isomorphism H0(Sk)a,b(X ) → H0(Sk)a+2,b+1(ΣTX+) is the
composition
H0(Sk)
a,b(X )
p∗2−→ H0(Sk)
a,b(A1 × X )
p∗1th∪−−−−→ H0(Sk)
a+2,b+1(T ∧ X+)
Thus we need only show that θOY (thOY ) = p
∗
Y (th). By the naturality of θOY
and the functoriality of thOY (both in Y ), we reduce to the case Y = Spec k.
In this case, OY = A1k = Spec k[t] as a line bundle over Spec k. We have
the isomorphism
H0(Gm,K
MW
1 )
δ
−→ H10 (A
1,KMW1 ).
arising from the cohomology sequence of the triple ({1},A1 \ {0},A1).
Let [t] ∈ KMW1 (Gm) be the element corresponding to the unit t on A
1\{0}.
Then the identity (3.2) shows δ([t]) = th(A1) in H10 (A
1,KMW1 ).
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We have the commutative diagram
H0(Gm,KMW1 )
δ //
α

H10 (A
1,KMW1 )
θ
A1

H0(Sk)1,1(Gm)
δ
// H0(Sk)2,1(T )
where α is the canonical isomorphism and the bottom map δ arises from the
cofiber sequence in Spc•(k), Gm → (A
1, 1) → T . Since α([t]) is the image
of 1 under the suspension isomorphism H0(Sk)0,0(k) ∼= H0(Sk)1,1(Gm), it
follows that θA1(th(A
1)) = th, as desired. 
Corollary 4.4. Suppose we have an isomorphism ψ : OrY → V . Let αψ :
Hm(Y,KMWn (detV ))→ H0(Sk)
m+n,n(Y ) be the composition
Hm(Y,KMWn (detV ))
(Id,detψ)∗
−−−−−−→ Hm(Y,KMWn (detO
r
Y ))
= Hm(Y,KMWn )
∼
−→ H0(Sk)
m+n,n(Y )
where the equality arises from the canonical isomorphism detOrY
∼= OY and
the last map is the isomorphism (4.1). Then via the identity Th(OrY ) =
ΣrTY+, the diagram
Hm(Y,KMWn (detV ))
αψ

ϑV // H0(Sk)m+n+2r,n+r(Th(V ))
Th(ψ)∗

H0(Sk)m+n,n(Y )
ΣrT
// H0(Sk)m+n+2r,n+r(ΣrTY+)
commutes, where ΣrT is the suspension isomorphism.
Proof. In case V = OrY and ψ is the identity, this follows directly from
Lemma 4.3. The general case follows from this and the commutative diagram
Hm(Y,KMWn (detV ))
(Id,detψ)∗

ϑV // H0(Sk)m+n+2r,n+r(Th(V ))
Th(ψ)∗

Hm(Y,KMWn (detO
r
Y )) ϑOr
Y
// H0(Sk)m+n+2r,n+r(Th(OrY )),
discussed in Remark 4.2. 
4.2. Duality and twisted Milnor-Witt cohomology. Let X ∈ Sm/k
have dimension dX over k. As X is quasi-projective, we may fix a locally
closed immersion iX : X → Pdk as in §1.1; we retain the notation of that
section. In particular, we have the Jouanolou cover pX : X˜ → X and the
vector bundle ν˜X˜ → X˜ on X˜ . Letting N = d
2 + 2d, ν˜X˜ has rank N − dX .
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Via the canonical isomorphism (1.7) det ν˜X˜
∼= p∗XωX/k we have the Thom
isomorphism
th(ν˜X˜)∪ : H
m(X˜,KMWn (p
∗
XωX/k))→ H
m+N−dX
s˜0(X˜)
(ν˜X˜ ,K
MW
n+N−dX
)
where s˜0 : X˜ → ν˜X˜ is the zero section. In addition, we have the comparison
isomorphism
θν˜X˜ : H
m+N−dX
s˜0(X˜)
(ν˜X˜ ,K
MW
n+N−dX )→ H0(Sk)
m+n+2N−2dX ,n+N−dX (Th(ν˜X˜)).
In case X is projective, the dual Σ∞T X
∨
+ is canonically isomorphic to
Σ−NT Σ
∞
T Th(ν˜X˜); in the quasi-projective case, we nonetheless may consider
the object Σ−NT Σ
∞
T Th(ν˜X˜) of SH(k), which we have denoted by Σ
∞
T X
∨˜
+,
recognizing that Σ∞T X
∨˜
+ may depend on the various choices we made in its
construction. See however Remark 1.2.
The map θν˜X˜ induces the isomorphism
θsν˜X˜
: Hm+N−dX
s˜0(X˜)
(ν˜X˜ ,K
MW
n+N−dX )→ H0(Sk)
m+n−2dX ,n−dX (Σ∞T X
∨˜
+).
By the homotopy invariance of twisted Milnor-Witt cohomology,3 the pull-
back
p∗X : H
m(X,KMWn (ωX/k))→ H
m(X˜,KMWn (p
∗
XωX/k))
is an isomorphism. Thus, we have the comparison isomorphism θ∨X := θ
s
ν˜X˜
◦
th(ν˜X˜) ∪ ◦p
∗
X ,
(4.2) θ∨X : H
m(X,KMWn (ωX/k))→ H0(Sk)
m+n−2dX ,n−dX (Σ∞T X
∨˜
+),
which is actually an isomorphism
θ∨X : H
m(X,KMWn (ωX/k))→ H0(Sk)
m+n−2dX ,n−dX (Σ∞T X
∨
+)
in case X is projective.
More generally, suppose we have a rank r vector bundle V onX. As above,
the homotopy invariance of twisted Milnor-Witt cohomology combined with
the appropriate Thom isomorphism gives us the isomorphism
Ha(X,KMWb (ωX/k ⊗ detV ))
ϑν˜
X˜
⊕p∗
X
V
−−−−−−→ H0(Sk)
a+b+2N+2r−2dX ,b+N+r−dX (Th(ν˜X˜ ⊕ p
∗
XV )).
Define
Σ∞T (X;V )
∨˜
+ := Σ
−d2−2d−r
T Σ
∞
T Th(ν˜X˜ ⊕ p
∗
XV ).
Stabilizing and desuspending ϑν˜X˜⊕p
∗
XV
gives the isomorphism
θ∨X,V : H
a(X,KMWb (ωX/k ⊗ detV )→ H
0(Sk)
a+b−2dX ,b−dX (Σ∞T (X;V )
∨˜
+).
To make the notation uniform, we allow the case of the rank zero vector
bundle 0→ X and set Σ∞T (X; 0)
∨˜
+ = Σ
∞
T X
∨˜
+ and θ
∨
X,0 = θ
∨
X .
3The homotopy invariance follows from the fact that the sheaves KMWn are strictly
A1-invariant; see [26, §2.2] for a proof of this.
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5. Pushforward maps in Milnor-Witt cohomology
5.1. Pushforward in Milnor-Witt cohomology: the case of a closed
immersion. As mentioned above, Fasel has defined, for f : Y → X a
proper morphism in Sm/k of relative dimension d, a pushforward map
f∗ : H
m(Y,KMWn (ωY/k ⊗ f
∗L))→ Hm−d(X,KMWn−d (ωX/k ⊗ L))
for each line bundle L on X. This is accomplished via the Gersten complexes
C∗(Y,KMWn (ωY/k ⊗ f
∗L)), C∗(X,KMWn−d (ωX/k ⊗ L)), which are respective
flasque resolutions of KMWn (ωY/k⊗f
∗L) and KMWn−d (ωX/k⊗L), and an explicit
map of complexes (see [12, Corollaire 10.4.5], where the map is denoted
(f∗)G)
C(f)∗ : C
∗(Y,KMWn (ωY/k ⊗ f
∗L))→ C∗(X,KMWn−d (ωX/k ⊗ L))[−d].
Fasel’s pushforward maps are functorial (this follows from [12, Proposition
2.3.3, Proposition 8.3.5]; see [12, §10] for further details).
Here we will define functorial pushforward maps in Milnor-Witt cohomol-
ogy which are more directly adapted to the comparison isomorphism (4.2).
We will show that our pushforward maps agree with Fasel’s for projective
morphisms. Until we show that the two definitions agree, we will denote
Fasel’s pushforward map for a proper morphism f by fφ∗ .
Our pushforward maps in Milnor-Witt cohomology for a closed immersion
are defined using the oriented Thom classes and homotopy purity.
Let ι : Y → X be a codimension r closed immersion in Sm/k and let
π : Nι → Y be the normal bundle with zero-section s0. Let IY ⊂ OX be the
kernel of the surjection ι∗ : OX → ι∗OY . IY /I
2
Y is a locally free OY -module
of rank r; the normal bundle Nι is the vector bundle on Y associated to the
dual (IY /I
2
Y )
∨.
The map
ι∗ : H
n(Y,KMWn (ωY/k))→ H
n+r(X,KMWn+r (ωX/k))
is defined as the composition
Hn(Y,KMWn (ωY/k))
th(Nι)∪
−−−−−→ Hn+rs0(Y )(Nι,K
MW
n+r (π
∗(ωY/k ⊗ det
−1Nι)))
∼= Hn+rs0(Y )(Nι,K
MW
n+r (π
∗i∗ωX/k)) ∼= H
n+r
ι(Y )(X,K
MW
n+r (ωX/k))
→ Hn+r(X,KMWn+r (ωX/k))
The first isomorphism is induced by the canonical isomorphism of line bun-
dles ωY/k ⊗ det
−1Nι ∼= ι
∗ωX/k arising from the exact sequence
0→ IY /I
2
Y → ι
∗ΩX/k → ΩY/k → 0,
and the second is by homotopy purity or equivalently, by identification of
the appropriate Gersten complexes. The last map is “forget supports”.
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More generally, the same construction yields a pushforward map for co-
homology twisted by a line bundle L on X:
(5.1) ι∗ : H
n(Y,KMWn (ωY/k ⊗ ι
∗L))→ Hn+r(X,KMWn+r (ωX/K ⊗ L))
Having defined pushforward for a closed immersion, we recall the defini-
tion of the Euler class:
Definition 5.1. Let p : V → X be a rank r vector bundle on X ∈ Sm/k
with 0-section s0 : X → V . The Euler class e(V ) is the element s
∗
0s0∗(1X) ∈
Hr(X,KMWr (det
−1 V )).
Let Z ⊂ X be a closed subset and let s : X → V be a section with
s−1(0X) ⊂ Z. The Euler class with support
eZ(V ; s) ∈ H
r
Z(X,K
MW
r (det
−1 V ))
is defined as eZ(V ; s) := s
∗(th(V )).
As s0∗(1X) is by definition the image in H
r(V,KMWr (det
−1 V )) of th(V ) ∈
Hr0X (V,K
MW
r (det
−1 V )), it follows that e(V ) is the image of eX(V ; s0) under
the identification
HrX(X,K
MW
r (det
−1 V )) = Hr(X,KMWr (det
−1 V )).
Furthermore, it follows from the homotopy invariance of Milnor-Witt co-
homology that, for an arbitrary section s of V and closed subset Z ⊂ X
containing the zero-locus of s, e(V ) is the image of eZ(V ; s) under the “for-
get supports” map
HrZ(X,K
MW
r (det
−1 V ))→ Hr(X,KMWr (det
−1 V )).
Remark 5.2. The reader should however be aware that the local Euler class
eZ(V ; s) depends in general on the choice of s: if s
′ is another section with
zero-locus contained in Z, the family of sections s˜ := t·s+(1−t)s′ of p∗XV on
X×A1 will not in general have support contained in Z×A1. If however s˜ does
have support contained in Z ×A1, then the homotopy invariance of Milnor-
Witt cohomology gives the identity eZ(V ; s) = eZ(V ; s
′). Taking Z = X and
s′ = s0 gives the identity e(V ) = im(eZ(V ; s)) in H
r(X,KMWr (det
−1 V ))
asserted above.
Proposition 5.3. The map (5.1) agrees with Fasel’s pushforward map ιφ∗
Proof. Both maps factor canonically through the “forget supports” map
Hn+rι(Y )(X,K
MW
n+r (ωX/K ⊗ L))→ H
n+r(X,KMWn+r (ωX/K ⊗ L))
so we need only check that the maps
ι∗, ι
φ
∗ : H
n(Y,KMWn (ωX/K ⊗ L))→ H
n+r
ι(Y )(X,K
MW
n+r (ωX/K ⊗ L))
agree. The Milnor-Witt cohomology is A1-homotopy invariant; using the
deformation to the normal bundle reduces us to the case of the closed im-
mersion given by the 0-section s0 : Y → V for a rank r vector bundle
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p : V → Y . In this case, s0∗ is given by
th(V )∪ : Hn(Y,KMWn (ωY/k ⊗ ι
∗L))→ Hn+rs0(Y )(V,K
MW
n+r (ωV/K ⊗ L)),
noting that ωV/K = p
∗(det−1 V ). As we have seen in the proof of Theo-
rem 3.5, the Thom isomorphism th(V )∪ is the map on cohomology induced
by the purity isomorphism of Gersten complexes
C∗(Y,KMWn (ωY/k ⊗ ι
∗L)) ∼= C∗s0(Y )(V,K
MW
n+r (ωV/k ⊗ L))[r].
This is exactly the map C(s0)∗, where
C(s0)∗ : C
∗(Y,KMWn (ωY/k ⊗ ι
∗L))→ C∗s0(Y )(V,K
MW
n+r (ωV/k ⊗ L))[r]
is the isomorphism of complexes used to define
sφ0∗ : H
n(Y,KMWn (ωY/k ⊗ ι
∗L))→ Hn+rs0(Y )(V,K
MW
n+r (ωV/k ⊗ L)).

In the next few results, we prove some useful properties of our pushforward
maps and Euler classes.
Lemma 5.4. Let ι : Y → X be a codimension r closed immersion in Sm/k,
let g : X ′ → X be a morphism in Sm/k, transverse to ι, giving the cartesian
square
Y ′
ι′ //
g′

X ′
g

Y ι
// X
with ι′ : Y ′ → X ′ a codimension r closed immersion in Sm/k. Let W be a
closed subset of Y , Z a closed subset of X with ι(W ) ⊂ Z, letW ′ = g′−1(W ),
Z ′ = g−1(Z). Let L be a line bundle on X. Then the diagram
HmW (Y,K
MW
n (ωY/k ⊗ ι
∗L))
ι∗
//
g′∗

Hm+rZ (X,K
MW
n+r (ωX/k ⊗ L))
g∗

HmW ′(Y
′,KMWn (g
′∗(ωY ′/k ⊗ ι
∗L)))
ι′∗
// Hm+rZ′ (X
′,KMWn+r (g
∗(ωX/k ⊗ L)))
commutes.
Proof. We first note that ι′∗ωX′/X = ωY ′/Y , so the bottom pull-back ι
′
∗ is
well-defined by taking the twisting with respect to g∗L⊗ ω−1X′/X .
The desired commutativity is a consequence of the following points (we
omit the line bundle L to lighten the notation).
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• Let g˜ : Nι′ → Nι be the map induced by (g, g
′). Since the square is
transversal, we have a commutative square
Hm+rs0(Z)(Nι,K
MW
n+r (π
∗ι∗(ωX/k)))
∼ //
g˜∗

Hm+rι(Z) (X,K
MW
n+r (ωX/k))
g∗

Hm+rs0(Z′)(Nι′ ,K
MW
n+r (π
′∗ι′∗g′∗(ωX/k))) ∼
// Hm+rι′(Z′)(X
′,KMWn+r (g
∗(ωX/k)))
where the horizontal arrows are the purity isomorphisms. This in
turn follows by noting that we have canonical isomorphisms of the
deformation diagrams used to define the purity isomorphisms for ι
and ι′
X ′ ×X Def(ι) ∼= Def(ι
′).
See Remark 1.6 for the details on deformation diagrams.
• The functoriality of the Thom class (Proposition 3.7(1)) gives rise
to a commutative diagram
Hn(Y,KMWn (ωY/k))
th(Nι)∪
//
g′∗

Hn+r
s0(Y )
(Nι,K
MW
n+r (π
∗ι∗(ωX/k)))
g˜∗

Hm(Y ′,KMWn (g
′∗(ωY/k)))
th(Nι′ )∪
// Hn+rs0(Y ′)(Nι
′ ,KMWn+r (π
′∗ι′∗g′∗(ωX/k))).

Lemma 5.5. For j = 1, 2, let ιj : Yj → Xj be a codimension rj closed
immersion in Sm/k, let Zj ⊂ Xj be a closed subset of Xj and let Lj
be a line bundle on Xj . Let Wj = ι
−1
j (Zj) and let αj be an element of
H
mj
Wj
(Yj,K
MW
nj (ι
∗
jLj)). Let L1 ⊠ L2 = p
∗
1L1 ⊗ p
∗
2L2, let α1 ⊠ α2 denote the
element
p∗1α1 ∪ p
∗
2α2 ∈ H
m1+m2
W1×W2
(Y1 ×k Y2,K
MW
n1+n2((ι1 × ι2)
∗(L1 ⊠ L2))
and define
ι1∗(α1)⊠ ι2∗(α2) ∈ H
m1+m2+r1+r2
Z1×Z2
(X1 ×k X2,K
MW
n1+n2+r1+r2(L1 ⊠ L2))
similarly. Then
(ι1 × ι2)∗(α1 ⊠ α2) = ι1∗(α1)⊠ ι2∗(α2).
Proof. By factoring ι1 × ι2 as (ι1 ◦ IdX2) ◦ (IdY1 × ι2) and using symmetry,
we reduce to the case ι2 = IdX2 ; we write r1 = r, ι1 = ι, and so on. Noting
that the deformation diagrams4 for ι and ι× IdX2 satisfy
Def(ι)×k X2 = Def(ι× IdX2)
4see Remark 1.6 for the notation
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we reduce to the case in which ι is the 0-section s0 : X1 → N for some rank
r vector bundle p : N → X1. Thus ι× IdX2 is the 0-section s
2
0 : X1 ×X2 →
p∗1N = N ×k X2.
In this case, we have
th(p∗1N) = p
∗
1th(N)
by Proposition 3.7(1) and thus
(ι1 × ι2)∗(α1 ⊠ α2) = s
2
0∗(α1 ⊠ α2)
= th(p∗1N) ∪ (p× IdX2)
∗(α1 ⊠ α2)
= p∗1th(N) ∪ p
∗
1(p
∗α) ∪ p∗2α2
= p∗1(th(N) ∪ p
∗α) ∪ p∗2α2
= s0∗(α)⊠ α2.

Proposition 5.6. Let ι : Y → X be a codimension r closed immersion in
Sm/k, let Z1, Z2 be closed subsets of X and let L1, L2 be line bundles on X.
Take x ∈ Hn1Z1(X,K
MW
m (L1)), y ∈ H
n2
ι−1(Z2)
(Y,KMWm2 (ωY/k ⊗ ι
∗L2)). Then
ι∗(ι
∗(x) ∪ y) = x ∪ ι∗(y)
in Hn1+n2+rZ1∩Z2 (X,K
MW
m1+m2(ωX/k ⊗ L1 ⊗ L2)).
Proof. Let δX : X → X×kX and δY : Y → Y ×kY be the diagonal maps, let
Wi = ι
−1(Zi and letMi = ι
∗Li, i = 1, 2. For classes α ∈ H
n1
Z1
(X,KMWm (L1)),
β ∈ Hn2Z2(X,K
MW
m2+r(ωX/k ⊗ L2)) we have
α ∪ β = δ∗X(α ⊠ β).
Similarly
α ∪ β = δ∗Y (α⊠ β)
for classes α ∈ HnW1(Y,K
MW
m (ι
∗L1)), β ∈ H
n2
W2
(Y,KMWm2 (ι
∗L2)).
Applying Lemma 5.4 to the cartesian diagram
Y
(ι,IdY )
//
ι

X ×k Y
IdX×ιY

X
δX
// X ×k X
and using Lemma 5.5, we have
ι∗(ι
∗(x) ∪ y) = ι∗δ
∗
Y (ι
∗(x)⊠ y)
= ι∗δ
∗
Y (ι× IdY )
∗(x⊠ y)
= ι∗(ι, IdY )
∗(x⊠ y)
= δ∗X ◦ (IdX × ι)∗(x⊠ y)
= δ∗X(x⊠ ι∗y)
= x ∪ ι∗y
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
Lemma 5.7. Let V1, V2 be vector bundles on X ∈ Sm/k of respective ranks
r1, r2. Then
e(V1 ⊕ V2) = e(V1) ∪ e(V2)
in Hr1+r2(X,KMWr1+r2(det
−1 V1⊗det
−1 V2)). If we have sections s1 : X → V1,
s2 : X → V2 and closed subsets Zi of X with s
−1
i (0X) ⊂ Zi, i = 1, 2, then
s := (s1, s2) : X → V1 ⊕ V2 has s
−1(0X) ⊂ Z1 ∩ Z2 and
eZ1∩Z2(V1 ⊕ V2; s) = eZ1(V1; s1) ∪ eZ2(V2; s2)
in Hr1+r2Z1∩Z2(X,K
MW
r1+r2(det
−1 V1 ⊗ det
−1 V2)).
Proof. This all follows directly from the identity (Proposition 3.7(2))
p∗1th(V1) ∪ p
∗
2th(V2) = th(V1 ⊕ V2).

Lemma 5.8. Let ι : Y → X be a codimension c closed immersion in Sm/k
and let p : E → X be a rank r vector bundle on X with s : X → E. Let
EY → Y be the pull-back bundle ι
∗E with induced section sY : Y → EY . Let
Z = s−1(0E), W = (sY )
−1(0EY ). Suppose there is a rank c vector bundle V
on X with a section t : X → V , transverse to the 0-section s0 : X → V and
with zero-locus Y . Letting Nι denote the normal bundle to ι, the section t
defines an isomorphism
det t : ι∗ detV → detNι
and thereby an isomorphism
det t : ι∗(ωX/k ⊗ detV )→ ωY/k.
This in turn gives us the push-forward map
(ι,det t)∗ : H
r
W (Y,K
MW
r (ι
∗L))→ Hr+cZ (X,K
MW
r (L⊗ det
−1 V ))
for each line bundle L on X. Then
(5.2) (ι,det t)∗(eW (EY ; sY )) = eZ(E; s) ∪ eY (V ; t)
in Hr+cW (X,K
MW
r+c (det
−1E ⊗ det−1 V ).
Before we prove the lemma, we note that the existence of a pair (V, t) for
Y ⊂ X as above is always satisfied if Y has codimension one on X, namely
V = OX(Y ) with canonical section t.
Proof of Lemma 5.8. We have the canonical isomorphism
ωV/k ∼= π
∗(ωX/k ⊗ det
−1 V ).
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Letting L = ω−1X/k, Lemma 5.4 applied to the transverse cartesian diagram
Y
ι //
ι

X
s0

X
t
// V
gives us the commutative diagram
H0(X,KMW0 )
s0∗
//
ι∗

Hcs0(X)(V,K
MW
c (π
∗ det−1 V ))
t∗

H0(Y,KMW0 ) (ι,det t)∗
// HcY (X,K
MW
c (det
−1 V )).
Thus
(ι,det t)∗(1Y ) = (ι,det t)∗(ι
∗(1X)) = t
∗(s0∗(1X)) := eY (V ; t).
Using the projection formula Proposition 5.6, this gives
(ι,det t)∗(eW (EY ; sY )) = (ι,det t)∗(ι
∗eZ(E; s) ∪ 1Y )
= eZ(E; s) ∪ (ι,det t)∗(1Y )
= eZ(E; s) ∪ eY (V ; t).

5.2. Pushforward and duality. One can also define pushforward maps
in twisted H0(Sk)-cohomology by using the objects Σ∞T X
∨˜
+.
Let ι : Y → X as above be a codimension r closed immersion, with X
quasi-projective. Choose an embedding iX : X → Pd as in §1.1, giving the
closed embedding iY := iX ◦ ι : Y → Pd. Retaining the notation of §1.1 and
extending this in the evident manner to Y , we have the cartesian diagram
Y˜
ι˜ //
pY

X˜
pX

Y ι
// X;
composing ι˜ with the zero section s0 : X˜ → ν˜X˜ gives the map s˜0 := s0 ◦ ι˜ :
Y˜ → ν˜X˜ . Since Y˜ is affine, we have the isomorphism of the normal bundle
Ns˜0 with Nι˜⊕ ι˜
∗(ν˜X˜), which in turn is isomorphic to ν˜Y˜ ; these isomorphisms
are unique up to choices in splitting extensions, hence induce an isomorphism
Th(Ns˜0)
∼= Th(ν˜Y˜ ),
unique up to A1-homotopy. Composing this with the quotient map
Th(ν˜X˜)→ ν˜X˜/(ν˜X˜ \ s˜0(Y˜ ))
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and the purity isomorphism
ν˜X˜/(ν˜X˜ \ s˜0(Y˜ ))
∼= Th(Ns˜0)
gives the map
ι∨˜X⊂Pd : Th(ν˜X˜)→ Th(ν˜Y˜ ).
Stabilizing and applying Σ−d
2−2d
T gives the map
ι∨˜ : Σ∞T X
∨˜
+ → Σ
∞
T Y
∨˜
+
in SH(k).
More generally, suppose we have a rank r vector bundle V on X. An
analogous quotient construction gives the map
ι∨˜X⊂Pd;V : Th(ν˜X˜ ⊕ p
∗
XV )→ Th(ν˜Y˜ ⊕ p
∗
Y ι
∗V ).
in H•(k), which we may stabilize and apply Σ
−d2−2d−r
T to give the map
ι∨˜V : Σ
∞
T (X;V )
∨˜
+ → Σ
∞
T (Y ; ι
∗V )∨˜+
in SH(k).
Lemma 5.9. Suppose X ⊂ Pd is projective, let ι : Y → X be a closed
immersion in Sm/k and let ι∨ : Σ∞T X
∨
+ → Σ
∞
T Y
∨
+ be the dual of Σ
∞ι :
Σ∞T Y+ → Σ
∞
T X+. Then ι
∨ = ι∨˜.
Proof. As X and Y are projective, we have Σ∞T X
∨
+ = Σ
∞
T X
∨˜
+ and Σ
∞
T X
∨
+ =
Σ∞T X
∨˜
+. The dual of Σ
∞ι is defined as the composition
Σ∞T X
∨
+
∼= Σ∞T X
∨
+ ∧ Sk
Id∧δY−−−−→ Σ∞T X
∨
+ ∧ Σ
∞
T Y+ ∧ Σ
∞
T Y
∨
+
Id∧Σ∞ι∧Id
−−−−−−−→ Σ∞T X
∨
+ ∧ Σ
∞
T X+ ∧Σ
∞
T Y
∨
+
evX∧Id−−−−→ Sk ∧ Σ
∞
T Y
∨
+
∼= Σ∞T Y
∨
+ .
We claim that the diagram
(5.3) Σ∞T X
∨
+
≀

Σ∞T X
∨
+ ∧ Sk
Id∧δX

(Id∧Σ∞ι∧Id)◦(Id∧δY )
++❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲
Σ∞T X
∨
+ ∧ Σ
∞
T X+ ∧ Σ
∞
T X
∨
+
Id∧Id∧ι∨˜
//
evX∧Id

Σ∞T X
∨
+ ∧ Σ
∞
T X+ ∧ Σ
∞
T Y
∨
+
evX∧Id

Sk ∧ Σ∞T X
∨
+
Id∧ι∨˜
//
≀

Sk ∧ Σ∞T Y
∨
+
≀

Σ∞T X
∨
+
ι∨˜ // Σ∞T Y
∨
+
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commutes. Indeed, the only question is the commutativity of the upper
triangle. Noting that IdX × ι ◦ ∆Y is the (transposed) graph morphism
(ι, IdY ), we reduce to showing the commutativity of
T d
2+2d
η
X⊂Pd
//
η
Y⊂Pd $$■
■■
■■
■■
■■
■■
Th(ν˜X˜)
ι∨˜
X⊂Pd

Th(ν˜Y˜ )
in H•(k). Since both ηX⊂Pd and ηY⊂Pd factor through η˜Pd : T
d2+2d →
ThP˜d(ν˜P˜d), we need only show the commutativity of
(5.4) ThP˜d(ν˜P˜d)
π
X⊂Pd
//
π
Y⊂Pd &&▲
▲▲
▲▲
▲▲
▲▲
▲
Th(ν˜X˜)
ι∨˜
X⊂Pd

Th(ν˜Y˜ )
where πX⊂Pd : ThP˜d(ν˜P˜d)→ Th(ν˜X˜) is the composition of the quotient map
ThP˜d(ν˜P˜d)→ ThP˜d(ν˜P˜d)/[ThP˜d(ν˜P˜d) \ s0(iX˜ (X˜))]
with the purity isomorphism
ThP˜d(ν˜P˜d)/[ThP˜d(ν˜P˜d) \ s0(iX˜ (X˜))]
∼= ThX˜(ν˜X˜),
and πY⊂Pd is defined similarly.
Since ι∨˜
X⊂Pd is defined by a similar quotient map followed by a purity
isomorphism, the commutativity of (5.4) follows from our comments on
the compatibility of the purity isomorphism with closed immersions in Re-
mark 1.6.
As the composition along the left-hand column in (5.3) is the identity and
along the right-hand side one has ι∨, this proves the lemma. 
Lemma 5.10. Let ι : Y → X be a codimension r closed immersion of
smooth equidimensional quasi-projective k-schemes, with X a locally closed
subscheme of Pd for some d. Let V be a rank s vector bundle on X and let
dY = dimkY . Then the diagram
Hm(Y,KMWn (ωY/k ⊗ ι
∗ detV ))
ι∗ //
≀θ∨Y,ι∗V

Hm+r(X,KMWn+r (ωX/k ⊗ detV ))
≀ θ∨X,V

H0(Sk)m+n−2dY ,n−dY (Σ∞T (Y ; ι
∗V )∨˜+)
ι∨˜∗
// H0(Sk)m+n−2dY ,n−dY (Σ∞T (X;V )
∨˜
+)
commutes.
Proof. Let DY = d
2 + 2d + s − dY and let V¯ = ι
∗V . Using the definition
of θ∨X,V and θ
∨
Y,ι∗V , the statement of the lemma is the same as asserting the
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commutativity of the outer square in the diagram
Hm(Y,KMWn (ωY/k ⊗ det V¯ ))
ι∗
//
≀p∗Y

Hm+r(X,KMWn+r (ωX/k ⊗ detV ))
≀ p∗X

Hm(Y˜ ,KMWn (p
∗
Y (ωY/k ⊗ det V¯ )))
ι˜∗ //
ϑν˜
Y˜
⊕p∗
Y
V¯ ≀

Hm+r(X˜,KMWn+r (p
∗
X(ωX/k ⊗ detV )))
ϑν˜
X˜
⊕p∗
X
V≀

H0(Sk)m+n+2DY ,n+DY (Th(ν˜Y˜ ⊕ p
∗
Y V¯ ))
ι∨˜
X⊂Pd;V
++❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲
H0(Sk)m+n+2DY ,n+DY (Th(ν˜X˜ ⊕ p
∗
XV ))
H0(Sk)m+n−2dY ,n−dY (Σ∞T (Y, V¯ )
∨˜
+)
ι∨˜∗V
// H0(Sk)m+n−2dY ,n−dY (Σ∞T (X,V )
∨˜
+).
The top square commutes by Lemma 5.4. The bottom square commutes by
the definition of ι∨˜V as Σ
−d2−2d−s
T Σ
∞
T ι
∨˜
X⊂Pd;V .
For the middle square, we recall that the map ι∨˜
X⊂Pd;V factors as the map
on cohomology induced by the composition of the isomorphism
Th(φ) : Th(Nι ⊕ ι˜
∗(ν˜X˜ ⊕ p
∗
XV ))→ Th(ν˜Y˜ ⊕ p
∗
Y V¯ )
with the purity isomorphism
Th(ν˜X˜ ⊕ p
∗
XV )/(Th(ν˜X˜ ⊕ p
∗
XV ) \ s˜0 ◦ iY˜ (Y˜ ))
∼
−→ Th(Nι ⊕ ι˜
∗(ν˜X˜ ⊕ p
∗
XV )),
followed by the “forget supports” map.
Similarly, the map ι˜∗ factors as the composition of the Thom isomorphism
Hm(Y˜ ,KMWn (p
∗
Y (ωY/k ⊗ det V¯ )))
th(Nι˜)∪
−−−−−→ Hm+r
s0(Y˜ )
(Nι˜,K
MW
n+r (π
∗p∗Y (ωY/k ⊗ det V¯ )⊗ det
−1Nι˜))
with the map on cohomology induced by the purity isomorphism X˜/X˜ \Y˜ ∼=
Th(Ni) and the “forget supports” map.
The map ϑν˜X˜⊕p
∗
XV
lifts canonically to a map on cohomology with supports
Hm+r
ι˜(Y˜ )
(X˜,KMWn+r (p
∗
X(ωX/k ⊗ detV )))
ϑY
ν˜
X˜
⊕p∗
X
V
−−−−−−→ H0(Sk)
m+n+2DY ,n+DY
s0◦ι˜(Y˜ )
(Th(ν˜X˜ ⊕ p
∗
XV )),
where s0 is the zero section of ν˜X˜ ⊕ p
∗
XV . As the maps ι˜∗ and ι
∨˜
X⊂Pd;V by
their definition factor through the respective “forget supports” map, we may
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replace cohomology with cohomology with supports in the middle diagram
to prove its commutativity. This gives us the diagram
(5.5)
Hm(Y˜ ,KMWn (p
∗
Y (ωY/k ⊗ det V¯ )))
ι˜∗ //
ϑν˜
Y˜
⊕p∗
Y
V¯ ≀

Hm+r
ι˜(Y˜ )
(X˜,KMWn+r (p
∗
X(ωX/k ⊗ detV )))
ϑν˜
X˜
⊕p∗
X
V≀

H0(Sk)m+n+2DY ,n+DY (Th(ν˜Y˜ ⊕ p
∗
Y V¯ ))
ι∨˜
X⊂Pd;V ++❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲
H0(Sk)
m+n+2DY ,n+DY
s0◦ι˜(Y˜ )
(Th(ν˜X˜ ⊕ p
∗
XV ))
whose commutativity we need to verify.
We have the diagram
(A)
Hm(Y˜ ,KMWn (p
∗
Y (ωY/k ⊗ det V¯ )))
∼
th(Nι˜)∪
++❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲
th(ν˜Y˜ ⊕p
∗
Y V¯ )∪ ≀

Hm+r
s0(Y˜ )
(Nι˜,K
MW
n+r (π
∗p∗Y (ωY/k ⊗ det V¯ )⊗ det
−1Nι˜))
th(π∗(ι˜∗ν˜X˜⊕p
∗
XV ))∪≀

Hm+DY
s′0(Y˜ )
(ν˜Y˜ ⊕ p
∗
Y V¯ ,K
MW
n+DY
)
∼
φ∗
// Hm+DY
s′′0 (Y˜ )
(Nι˜ ⊕ ι˜
∗(ν˜X˜ ⊕ p
∗
XV )),K
MW
n+DY
).
where ι˜ : Y˜ → X˜ is the inclusion, π : Nι˜ → Y˜ is the normal bundle of ι˜, and
s′0 and s
′′
0 are the respective zero-sections of ν˜Y˜⊕p
∗
Y V¯ andNι˜⊕ι˜
∗(ν˜X˜⊕p
∗
XV )).
The isomorphism φ : Nι⊕ ι˜
∗(ν˜X˜ ⊕p
∗
XV )→ ν˜Y˜ ⊕p
∗
Y V¯ is induced by a choice
of a splitting in the exact sequence
0→ TY˜ → ι˜
∗TX˜ → Nι˜ → 0;
and the canonical isomorphism ι˜∗p∗XV
∼= p∗Y V¯ . By the A
1-invariance of
Milnor-Witt cohomology, φ∗ is independent of the choice of splitting.
We have the following additional diagrams:
(B)
Hm+DY
s′0(Y˜ )
(ν˜Y˜ ⊕ p
∗
Y V¯ ,K
MW
n+DY
) ∼
φ∗
//
θν˜
Y˜
⊕p∗
Y
V¯ ≀

Hm+DY
s′′0 (Y˜ )
(Nι˜ ⊕ ι˜
∗(ν˜X˜ ⊕ p
∗
XV )),K
MW
n+DY
)
θNι˜⊕ι˜∗(ν˜X˜⊕p
∗
X
V )≀

H0(Sk)m+n+2DY ,n+DY (Th(ν˜Y˜ ⊕ p
∗
Y V¯ ))
∼
Th(φ)∗
++❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲
H0(Sk)m+n+2DY ,n+DY (Th(Nι˜ ⊕ ι˜∗(ν˜X˜ ⊕ p
∗
XV )))
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(C)
Hm+r
s0(Y˜ )
(Nι˜,K
MW
n+r (π
∗p∗Y (ωY/k ⊗ det V¯ )⊗ det
−1Nι˜))
th(π∗ ι˜∗(ν˜X˜⊕p
∗
XV ))∪

∼
++❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
Hm+r
ι˜(Y˜ )
(X˜,KMWn+r (p
∗
X(ωX/k ⊗ detV )))
th(ν˜X˜⊕p
∗
XV )∪

Hm+DY
s′′0 (Y˜ )
(Nι˜ ⊕ ι˜
∗(ν˜X˜ ⊕ p
∗
XV )),K
MW
n+DY
)
∼
++❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱❱
❱
Hm+DY
s0ι˜(Y˜ )
(ν˜X˜ ⊕ p
∗
XV,K
MW
n+DY
)
(D)
Hm+DY
s′′0 (Y˜ )
(Nι˜ ⊕ ι˜
∗(ν˜X˜ ⊕ p
∗
XV )),K
MW
n+DY
)
∼
++❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲
θNι˜⊕ι˜∗(ν˜X˜⊕p
∗
X
V )

Hm+DY
s0ι˜(Y˜ )
(ν˜X˜ ⊕ p
∗
XV,K
MW
n+DY
)
θν˜
X˜
⊕p∗
X
V

H0(Sk)m+n+2DY ,n+DY (Th(Nι˜ ⊕ ι˜∗(ν˜X˜ ⊕ p
∗
XV )))
∼
++❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲
H0(Sk)
m+n+2DY ,n+DY
s0 ι˜(Y˜ )
(Th(ν˜X˜ ⊕ p
∗
XV )),
where where the diagonal isomorphisms in (C) and (D) are induced by re-
spective purity isomorphisms.
Diagram (B) commutes by the naturality of the comparison isomorphisms
θ−. Concerning the diagram (C), we have the deformation diagram
Y˜ × 0
i0 //
s0

Y˜ ×A1

Y˜ × 1
i1oo
ι

Nι˜
i0 //

Def(ι˜)
πX //
π
A1

X˜
i1
oo

0 

// A1 1? _oo
We see that (C) commutes by applying the Thom isomorphism for the pull-
back π∗X(ν˜X˜⊕p
∗
XV ) to Def(ι) and using the naturality of the Thom isomor-
phism. One similarly shows that diagram (D) commutes by applying the
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comparison isomorphism θ− to the deformation diagram for the inclusion
s0 ◦ ι˜ : Y˜ → ν˜X˜ ⊕ p
∗
XV.
The diagrams (A), (B), (C), and (D) fit together to give the diagram (5.5),
so it remains to show that diagram (A) commutes.
To see this, we have the canonical isomorphisms (1.7)
det ν˜Y˜
∼= p∗Y ωY/k; det ν˜X˜
∼= p∗XωX/k.
The exact sequence
0→ N∨ι → ι
∗ΩX/k → ΩY/k → 0
gives via the second of these isomorphisms the canonical isomorphism
det(Nι ⊕ ι˜
∗(ν˜X˜ ⊕ p
∗
XV ))
∼= p∗Y (ωY/k ⊗ det V¯ ).
Via these isomorphisms, the map φ induces the identity map on p∗Y (ωY/k ⊗
det V¯ ), thus by Remark 3.8, we have
φ∗ ◦ th(ν˜Y˜ ⊕ p
∗
Y V¯ )∪ = th(Nι˜ ⊕ ι˜
∗(ν˜X˜ ⊕ p
∗
XV )) ∪ .
We have the equality of oriented Thom classes (see Proposition 3.7(2))
th(Nι˜ ⊕ ι˜
∗(ν˜X˜ ⊕ p
∗
XV )) = p
∗
1th(Nι˜) ∪ p
∗
2th(ι˜
∗(ν˜X˜ ⊕ p
∗
XV ));
the identity
th(Nι˜ ⊕ ι˜
∗(ν˜X˜ ⊕ p
∗
XV ))∪ = th(π
∗ι˜∗(ν˜X˜ ⊕ p
∗
XV )) ∪ ◦th(Nι˜)∪
follows from this and the functoriality of the oriented Thom class. 
Putting these two results together yields the identification of pushforward
and duality in the case of a closed immersion of smooth projective k-schemes.
Proposition 5.11. Let ι : Y → X be a codimension r closed immersion of
smooth projective k-schemes, let dY = dimkY and let ι
∨ : Σ∞T Y
∨
+ → Σ
∞
T X
∨
+
be the dual of Σ∞T ι. Then the diagram
Hm(Y,KMWn (ωY/k))
ι∗
//
θ∨Y

Hm+r(X,KMWn+r (ωX/k))
θ∨X

H0(Sk)m+n−2dY ,n−dY ((Σ∞T Y+)
∨)
ι∨∗
// H0(Sk)m+n−2dY ,n−dY ((Σ∞T X+)
∨)
commutes.
We conclude this section with a result on the compatibility of the push-
forward maps ι∗ and ι
∨˜
V with respect to external products. Given k-schemes
Y, Y ′ and vector bundlesW → Y ,W ′ → Y ′, we writeW⊞W ′ for p∗1W⊕p
∗
2W
′
and W ⊠W ′ for p∗1W ⊗OY×Y ′ p
∗
2W
′.
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Suppose we have smooth quasi-projective k-schemes X and X ′ with lo-
cally closed immersions X ⊂ Pd, X ′ ⊂ Pd
′
and with vector bundles V on X
and V ′ on X ′ of ranks s and s′, respectively. We have the isomorphism
(5.6) Σ∞T (X;V )
∨˜
+ ∧ Σ
∞
T (X
′;V ′)∨˜+
∼= Σ−d
2−2d−s−d′2−2d′−s′Σ∞T Th((ν˜X˜ ⊕ p
∗
XV )⊞ (ν˜X˜′ ⊕ p
∗
XV
′)).
We define the isomorphism
Ha(X ×X ′,KMWb (ωX×X′/k ⊗ detV ⊠ detV
′))
θ∨X,V ∧θ
∨
X′,V ′
−−−−−−−−→ H0(Sk)
a+b−2dX−2dX′ ,b−dX−dX′ (Σ∞T (X;V )
∨˜
+ ∧ Σ
∞
T (X
′;V ′)∨˜+)
by composing the isomorphism (withN = d2+2d−dX+s+d
′2+2d′−dX′+s
′)
Ha(X˜ × X˜ ′,KMWb ((p
∗
X×X′(ωX×X′/k ⊗ detV ⊠ detV
′)))
ϑ(ν˜
X˜
⊕p∗
X
V )⊞(ν˜
X˜
⊕p∗
X
V )
−−−−−−−−−−−−−−→ H0(Sk)
a+b+2N,b+N (Th(ν˜X˜ ⊕ p
∗
XV )⊞ (ν˜X˜ ⊕ p
∗
XV ))
with the map on H0(Sk)∗,∗ induced by the inverse of the isomorphism (5.6).
Lemma 5.12. Suppose we have smooth locally closed subschemes X ⊂ Pd,
X ′ ⊂ Pd
′
, closed immersions ι : Y → X, ι′ : Y ′ → X ′ in Sm/k, of codimen-
sion r and r′, respectively, and vector bundles V on X and V ′ on X ′. Let
r′′ = r + r′. Then the diagram
Hm(Y × Y ′,KMWn (ωY×Y ′/k ⊗ ι
∗ detV ⊠ ι′∗V ′))
(ι×ι′)∗
++❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲
≀θ
∨
Y,ι∗V
∧θ∨
Y ′,ι′∗V ′

Hm+r
′′
(X,KMWn+r′′(ωX×X′/k ⊗ detV ⊠ detV
′))
≀θ∨X,V ∧θ
∨
X′,V ′

H0(Sk)m+n−2dY ,−2dY ′n−dY −dY ′ (Σ∞T (Y ; ι
∗V )∨˜+ ∧ Σ
∞
T (Y
′; ι∗V ′)∨˜+)
(ι∨˜∧ι′∨˜)∗
++❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲
H0(Sk)m+n−2dY ,n−dY (Σ∞T (X;V )
∨˜
+ ∧Σ
∞
T (X
′;V ′)∨˜+)
commutes.
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Proof. This follows from Lemma 5.10, noting that the diagram
Σ∞T (X;V )
∨˜
+ ∧Σ
∞
T (X
′;V ′)∨˜+
∼
(5.6)
++❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲
ι∨˜∧ι′∨˜

Σ−NΣ∞T Th((ν˜X˜ ⊕ p
∗
XV )⊞ (ν˜X˜′ ⊕ p
∗
XV ))
(ι×ι′)∨˜

Σ∞T (Y ; ι
∗V )∨˜+ ∧ Σ
∞
T (Y
′; ι′∗V ′)∨˜+
∼
(5.6)
++❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲
Σ−NΣ∞T Th((ν˜Y˜ ⊕ p
∗
Y ι
∗V )⊞ (ν˜Y˜ ′ ⊕ p
∗
Y ι
′∗V ′))
commutes. 
5.3. Pushforward in Milnor-Witt cohomology: the case of a pro-
jection. Next, we define the pushforward map in Milnor-Witt cohomology
for a projection p : PN ×X → X, X ∈ Sm/k.
Recall the affine space bundle p : P˜d → Pd and the rank d2 + d vector
bundle ν˜P˜d on P˜
d. For X ⊂ Pd a smooth quasi-projective scheme, we have
the pullback X˜ := p−1(X), with map pX : X˜ → X and normal bundle N˜X
of X˜ in P˜d. We have as well the restriction i∗
X˜
ν˜P˜d and we have defined
ν˜X˜ := N˜X ⊕ i
∗
X˜
ν˜P˜d .
We have the isomorphism
Ha(PN ×X,KMWb (ωPN×X/k ⊗ p
∗ detV ))
θ∨
PN
∧θ∨X,V
−−−−−−→ H0(Sk)
a+b−2N−2dX ,b−N−dX (Σ∞T P
N∨
+ ∧ Σ
∞
T (X;V )
∨˜
+).
defined in the previous section.
Definition 5.13. Let X ⊂ Pd be quasi-projective and let V be a rank s ≥ 0
vector bundle on X. Let π : PN → Spec k be the structure morphism. The
pushforward map
Hm+N (PN ×X,KMWn+N (ωPN×X/k ⊗ p
∗
2 detV ))
p2∗
−−→ Hm(X,KMWn (ωX/k ⊗ detV ))
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is the unique map making the diagram
Hm+N (PN ×X,KMWn+N (ωPN×X/k ⊗ p
∗ detV ))
∼
θ∨
PN
∧θ∨X,V
++❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
p2∗

H0(Sk)m+n−2dX ,n−dX (Σ∞T P
N∨
+ ∧Σ
∞
T (X;V )
∨˜
+)
(π∨∧Id)∗

Hm(X,KMWn (ωX/k ⊗ detV ))
∼
θ∨X,V
++❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
H0(Sk)m+n−2dX ,n−dX (Σ∞T (X;V )
∨˜
+)
commute.
As it stands, p2∗ depends on the choice of a locally closed immersion
X ⊂ Pd, but we will eventually identity p2∗ with Fasel’s pushforward map
pφ2∗, which is independent of any such choice. In what follows, we tacitly
assume we have fixed a choice of locally closed immersion X ⊂ Pd.
Remarks 5.14. (1) Let j : U → X be an open immersion and let V be a
vector bundle on X. Then the diagram
Hm+N (PN ×X,KMWn+N (ωPN×X/k ⊗ p
∗
2 detV ))
p2∗
++❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲
(Id×j)∗

Hm(X,KMWn (ωX/k ⊗ detV ))
j∗

Hm+N (PN × U,KMWn+N (ωPN×U/k ⊗ p
∗
2 detV ))
p2∗
++❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲
Hm(U,KMWn (ωU/k ⊗ detV ))
commutes. This follows directly from the definitions and Remark 4.2, noting
that the restriction of ν˜X to U˜ is ν˜U .
(2) Let ι : Y → X be a codimension r closed immersion in Sm/k and
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let V be a vector bundle on X. Then the diagram
Hm+N (PN × Y,KMWn+N (ωPN×Y/k ⊗ p
∗
2i
∗ detV ))
p2∗
++❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳
(Id×ι)∗

Hm(Y,KMWn (ωY/k ⊗ ι
∗ detV ))
ι∗

Hm+d+N (PN ×X,KMWn+N (ωPN×X/k ⊗ p
∗
2 detV ))
p2∗
++❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳
Hm+d(X,KMWn+d (ωX/k ⊗ detV ))
commutes. This follows from the commutativity of the diagram
Σ∞T P
N∨
+ ∧ Σ
∞
T (Y ; ι
∗V )∨˜+
Id∧ι∨˜V //
π∨∧Id

Σ∞T P
N∨
+ ∧ Σ
∞
T (X;V )
∨˜
+
π∨∧Id

Σ∞T (Y ; ι
∗V )∨˜+
ι∨˜V
// Σ∞T (X;V )
∨˜
+,
which is a formal consequence of the fact that SH(k) is a symmetric monoidal
category, and Lemma 5.12.
Lemma 5.15. Suppose that X ∈ Sm/k is projective and V = 0 is the zero
vector bundle. Then
p2∗ : H
m+N (PN ×X,KMWn+N (ωPN×X/k))→ H
m(X,KMWn (ωX/k))
is the unique map making the diagram
Hm+N (PN ×X,KMWn+N (ωPN×X/k))
p2∗

θ∨
PN×X
**❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
H0(Sk)m+n−2dX ,n−dX ((Σ∞T P
N ×X)∨+)
p∨∗2

Hm(X,KMWn (ωX/k))
θ∨X
**❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱
H0(Sk)m+n−2dX ,n−dX (Σ∞T X
∨
+)
commute.
Proof. We have the isomorphism
(Σ∞T P
N ×X)∨+
∼= (Σ∞T P
N
+ )
∨ ∧ Σ∞T X
∨
+
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via which p∨2 transforms to π
∨ ∧ Id and θ∨PN ∧ θ
∨
X transforms to θ
∨
PN×X . 
We now turn to the question of comparing our pushforward map with
Fasel’s, in the case of a projection.
If F is a finitely generated field extension of k, we can find a smooth
quasi-projective integral k-scheme X with function field k(X) = F , and we
define
Ha(SpecF,KMWb (ωF/k)) := colimUH
a(U,KMWb (ωU/k)
where U runs over dense open subschemes of X. We make an analogous
definition of Ha(PNF ,K
MW
b (ωPN/k)).
Lemma 5.16. Let F ⊃ k be a finitely generated extension field of k, let
a ∈ PN (F ) be an F -point and let ia : SpecF → PNF be the corresponding
closed immersion. Then the map
ia∗ : H
0(SpecF,KMWn (ωF/k))→ H
N (PNF ,K
MW
n+N (ωPNF /k
))
is an isomorphism, independent of the choice of a. Moreover, p∗ ◦ ia∗ = Id
on H0(SpecF,KMWn (ωF/k)).
Proof. The independence on the choice of a follows from the fact that PNF is
A1-connected. To continue the proof, we may take a = [1 : 0 : . . . : 0]. In this
case, ia = i¯a×IdSpecF , where i¯a : Spec k → PN is the inclusion corresponding
to the k-point a ∈ PN (k). Similarly, p : PN×SpecF → SpecF is π×IdSpecF ,
where π : PN → Speck is the structure morphism.
Fasel [13, proof of Theorem 11.7] shows that
pφ∗ : H
N (PNF ,K
MW
n+N (ωPN/F ))→ H
0(SpecF,KMWn )
is an isomorphism. Since ωF/k ∼= F (non-canonically) and ωPN/F
∼= ωPN/F⊗
p∗ωF/k (canonically), this shows that
pφ∗ : H
N (PNF ,K
MW
n+N (ωPN/k))→ H
0(SpecF,KMWn (ωF/k))
is an isomorphism as well. By functoriality of pushforward (for Fasel’s
maps), this implies that
iφa∗ : H
0(SpecF,KMWn (ωF/k))→ H
N (PNF ,K
MW
n+N (ωPN/k))
is an isomorphism and we conclude by using the identity iφa∗ = ia∗ (Propo-
sition 5.3).
It remains to see that p∗ ◦ ia∗ = Id on H
0(SpecF,KMWn (ωF/k)). By
Lemma 5.12 and Proposition 5.12, ia∗ corresponds to the map
H0(Sk)
n,n((Σ∞T SpecF+)
∨˜)
(¯i∨a∧Id)
∗
−−−−−→ H0(Sk)
n−2dF ,n−dF ((Σ∞T P
N
+ )
∨ ∧ (Σ∞T SpecF+)
∨˜),
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via the isomorphisms
HN (PNF ,K
MW
n+N (ωPN/k))
θ∨
PN
∧θ∨SpecF
−−−−−−−−→ H0(Sk)
n−2dF ,n−dF ((Σ∞T P
N
+ )
∨ ∧ (Σ∞T SpecF+)
∨˜).
and
H0(SpecF,KMWn (ωF/k))
θ∨SpecF
−−−−→ H0(Sk)
n,n((Σ∞T SpecF+)
∨˜).
Thus p∗ ◦ ia∗ corresponds to the composition
(π∨ ∧ Id)∗ ◦ (¯i∨a ∧ Id)
∗ = ([¯i∨a ◦ π
∨] ∧ Id)∗
which is the identity map, since
i¯∨a ◦ π
∨ = (π ◦ i¯a)
∨ = Id.

Theorem 5.17. Let X and Y be smooth quasi-projective k-schemes, let
f : Y → X be a projective morphism of relative dimension r in Sm/k, and
let V be a vector bundle on X. Choose a locally closed immersion X ⊂ Pd
and a factorization f = p ◦ i for some closed immersion i : Y → PN ×X,
p2 : PN ×X → X the projection, and define f∗ := p2∗ ◦ i∗. Then
f∗ = f
φ
∗ : H
a(Y,KMWb (ωY/k ⊗ f
∗ detV ))→ Ha−d(X,KMWb−d (ωX/k ⊗ detV )).
Proof. We may compose the locally closed immersion PN × X ⊂ PN × Pd
with the Segre embedding PN×Pd ⊂ PM to give the locally closed immersion
PN ×X ⊂ PM needed to define the map i∗. By the functoriality for Fasel’s
pushforward maps, we have fφ∗ = p
φ
2∗ ◦ i
φ
∗ . We have already checked the case
of a closed immersion in Proposition 5.3, that is, i∗ = i
φ
∗ , so we may assume
Y = PN ×X and f : PN ×X → X is the projection p := p2.
The pushforward map pφ∗ is defined to be the map on cohomology induced
by the map of Gersten complexes
C∗(PN ×X,KMWb (ωPN×X/k ⊗ p
∗ detV ))
C(p)∗
−−−→ C∗(X,KMWb−d (ωX/k ⊗ detV ))[−N ]
defined by Fasel. In each degree i ≥ N , the map
Ci(PN ×X,KMWb (ωPN×X/k ⊗ p
∗ detV ))
C(p)i∗−−−→ Ci−N (X,KMWb−d (ωX/k ⊗ detV ))
is local over X, that is, for each x ∈ X(i−N), y ∈ (PN×X)(i), the component
KMWb−i (k(y))(ωPN×X/k ⊗ p
∗ detV ⊗ det−1(my/m
2
y))
C(p)i∗(y,x)−−−−−−→ KMWb−N−i(k(x))(ωX/k ⊗ detV ⊗ det
−1(mx/m
2
x))
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is zero if y 6∈ PN×x ⊂ PN×X. Furthermore, if y ∈ PN×X is a codimension
i point and p(y) has codimension > i − N , then C(p)i∗(y, x) = 0 for all
x ∈ X(i−N).
We consider the pro-scheme X(i) formed by removing all closed subsets
C of X of codimension > i−N , that is, we define
H∗(X(i),K
MW
∗ (ωX(i)/k⊗detV )) := colimCH
∗(X\C,KMW∗ (ωX\C/k⊗detV )).
We may similarly remove all closed subsets PN ×C of PN ×X, codimXC >
i, forming the proscheme PN × X(i) and defining the cohomology group
H∗(PN×X(i),K
MW
∗ (ωPN×X(i)/k⊗p
∗ detV )) as above. We set X
(j)
(i)
:= X(j)∩
X(i) and P
N ×X
(j)
(i) := (P
N ×X)(j) ∩ Pd ×X(i).
We further note that in forming PN × X(i), we have removed all closed
subsets of PN ×X of codimension > i. Thus
Cj(PN ×X(i),K
MW
b (ωPN×X(i)/k ⊗ p
∗ detV )) = 0
for j > i and
Ci(PN ×X(i),K
MW
b (ωPN×X(i)/k ⊗ p
∗ detV ))
= ⊕
y∈PN×X
(i)
(i)
KMWb−i (k(y))(ωPN×X/k ⊗ p
∗ detV ⊗ det−1(my/m
2
y)),
giving the surjection
⊕
y∈PN×X(i)
(i)
KMWb−i (k(y))(ωPN×X/k ⊗ p
∗ detV ⊗ det−1(my/m
2
y))
→ H i(PN ×X(i),K
MW
b (ωPN×X(i)/k ⊗ p
∗ detV )).
Since we have removed all closed subsets of X of codimension > i − N ,
the codimension i −N points of X are the closed points of X(i). Fix some
x ∈ X(i−N), giving us the cartesian diagram
PN × x
Id×ix//
px

PN ×X(i)
p

Id×j
// PN ×X
p

x
ix
// X(i) j
// X
with j a (pro)-open immersion and ix a (pro)-closed immersion. By Re-
mark 5.14, we have
j∗p∗ = p∗(Id× j)
∗; p∗(Id× ix)∗ = ix∗px∗.
Looking at the Gersten complexes, we see that
j∗ : H i−N (X,KMWb−N (ωX/k ⊗ detV ))→ H
i−N (X(i),K
MW
b−N (ωX/k ⊗ detV ))
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is injective and
⊕x∈X(i−N) H
N (PN × x,KMWb+N−i(ωPN×x/k ⊗ p
∗
xi
∗
x detV ))
∑
x∈X(i−N)
(Id×ix)∗
−−−−−−−−−−−−−→ H i(PN ×X(i),K
MW
b (ωPN×X/k ⊗ p
∗ detV ))
is surjective. As ix∗ = i
φ
x∗, we need only show that px∗ = p
φ
x∗. Choosing a
k-point a of PN , Lemma 5.16 tells us that px∗ and p
φ
x∗ are both inverse to
the isomorphism
H0(x,KMWb−i (ωx/k ⊗ i
∗
x detV ))
iφa∗−−→ HN (PN × x,KMWb+N−i(ωPN×x/k ⊗ p
∗
xi
∗
x detV )),
completing the proof. 
Corollary 5.18. 1. Let ι : Y → X be a codimension r closed immersion
among smooth quasi-projective k-schemes and let V be a vector bundle on
X. Then the pushforward map
ι∗ : H
a(Y,KMWb (ωY/k ⊗ ι
∗ detV ))→ Ha+r(X,KMWb+r (ωX/k ⊗ detV ))
is independent of the choice of locally closed immersion X ⊂ Pd.
2. Let X be a smooth quasi-projective k-scheme with a vector bundle V ,
p : PN ×X → X the projection. Then the pushforward map
Ha(PN ×X,KMWb (ωPN×X/k ⊗ p
∗ detV ))
p∗
−→ Ha−N (X,KMWb−N (ωX/k ⊗ detV ))
is independent of the choice of locally closed immersion X ⊂ Pd.
3. Let f : Y → X be a projective morphism between smooth quasi-projective
k-schemes, of relative dimension d, and let V be a vector bundle on X. Fac-
tor f as p ◦ i with i : Y → PN ×X a closed immersion and p : PN ×X → X
the projection and define f∗ := p∗ ◦ i∗. Then the map
f∗ : H
a(Y,KMWb (ωY/k ⊗ f
∗ detV ))→ Ha−d(X,KMWb−d (ωX/k ⊗ detV ))
is independent of the choice of factorization. Moreover, if g : X → W is a
projective morphism between smooth quasi-projective k-schemes, of relative
dimension e, and V is a vector bundle on W , then (g ◦f)∗ = g∗ ◦f∗ as maps
Ha(Y,KMWb (ωY/k ⊗ (gf)
∗ detV ))→ Ha−d−e(W,KMWb−d−e(ωW/k ⊗ detV ))
Proof. These all follow from Theorem 5.17 and the functoriality of Fasel’s
pushforward maps. 
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Corollary 5.19. Let f : Y → X be a morphism of smooth projective k-
schemes, of relative dimension r. Then the diagram
Ha(Y,KMWb (ωY/k))
f∗
//
≀θ∨Y

Ha−r(X,KMWb−r (ωX/k))
≀ θ∨X

H0(Sk)a+b−2dY ,b−dY (Σ∞T Y
∨
+ ) f∨∗
// H0(Sk)a+b−2dY ,b−dY (Σ∞T X
∨
+)
commutes.
Proof. SinceX and Y are projective, f is a projective morphism. Factor f as
a closed immersion i : Y → PN×X followed by the projection p : PN×X →
X. The assertion then follows from Proposition 5.11, Lemma 5.15 and the
identity f∨ = i∨ ◦ p∨. 
6. The proof of Theorem 1
We retain the notation of §1. Let X be a smooth integral projective k-
scheme. We fix an closed immersion X →֒ Pd and let N = d2 + 2d. By
Lemma 1.5, the composition
GW(k) = H0(Sk)
2N,N (TN )
ΣNT π
∗
X˜−−−−→ H0(Sk)
2N,N (ΣNT X+)
Th(β
X⊂Pd
)∗
−−−−−−−−→ H0(Sk)
2N,N (Th(ν˜X˜))
η∗
X⊂Pd
−−−−→ H0(Sk)
2N,N (TN ) = GW(k)
is multiplication by χcat(X).
We have the canonical isomorphism N∆˜X
∼= p∗XTX . Via (1.7) we have the
canonical isomorphism
det(N∆˜X ⊕ ν˜X˜)
∼= detTX ⊗ p
∗
X(ωX/k)
∼= OX˜ ,
and via this isomorphism, the isomorphism (1.9) ψ : ON
X˜
→ N∆˜X ⊕ ν˜X˜
induces the identity isomorphism on OX˜ upon applying the operation det.
Letting V = N∆˜X ⊕ ν˜X˜ , Corollary 4.4 gives us the commutative diagram
H0(X˜,KMW0 )
αX˜

ϑV // H0(Sk)2N,N (Th(V ))
Th(ψ)∗

H0(Sk)0,0(X˜)
ΣNT =ϑON
X˜
// H0(Sk)2N,N (ΣNT X˜+)
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where αX˜ is the canonical comparison isomorphism (4.1). Similarly, we have
the commutative diagrams
H0(Speck,KMW0 )
αSpec k

ϑ
kN // H0(Sk)2N,N (Th(kN ))
H0(Sk)0,0(Spec k)
ΣNT
// H0(Sk)2N,N (TN )
Together with the naturality of the various comparison isomorphisms, these
give us the commutative diagram
(6.1)
H0(Spec k,KMW0 )
ϑ
kN

π∗
X˜ // H0(X˜,KMW0 )
ϑ
ON
X˜

ϑV
**❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚
H0(Sk)2N,N (Th(kN ))
ΣNT π
∗
X˜
// H0(Sk)2N,N (ΣNT X+) H0(Sk)
2N,N (Th(V ))
Th(ψ)∗
∼oo
We recall that βX⊂Pd is the composition of the inclusion i2 : ν˜X˜ → V =
N∆˜X ⊕ ν˜X˜ as the second summand followed by the isomorphism ψ
−1 : V →
ON
X˜
.
We claim the diagram
(6.2) H0(X˜,KMW0 )
ϑV

e(p∗XTX)∪(−) // HdX (X˜,KMWdX (ωX/k))
ϑν˜
X˜

H0(Sk)2N,N (Th(V ))
ThX˜(i2)
∗
// H0(Sk)2N,N (ThX˜(ν˜X˜))
commutes. To see this, we recall that ϑV = θV ◦ th(V )∪, where
θV : H
m+N
s0(X˜)
(V,KMWn+N )→ H
m+n+2N,n+N
0 (Sk)(Th(V ))
is the comparison isomorphism, and
th(V )∪ : Hm(X˜,KMWn )→ H
m+N
s0(X˜)
(V,KMWn+N )
is the map th(V )∪(α) := th(V )∪π∗V α, with πV : V → X˜ the projection. The
map ϑν˜X˜ has a similar factorization as θν˜X˜ ◦ th(ν˜X˜)∪. Since the comparison
isomorphisms θ(−) are natural transformations, we need to show that the
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diagram
H0(X˜,KMW0 )
th(V )∪

e(p∗XTX)∪(−) // HdX (X˜,KMWdX (p
∗
XωX/k))
th(ν˜X˜)∪

HN
s0(X˜)
(V,KMWN ) i∗2
// HN
s0(X˜)
(ν˜X˜ ,K
MW
N )
commutes. Since V = N∆˜X⊕ν˜X˜ , we have th(V ) = p
∗
1(th(N∆˜X ))∪p
∗
2(th(ν˜X˜)).
We have the isomorphism (1.8), N∆˜X
∼= p∗XTX , inducing an isomorphism on
the determinant bundles. Identifying the corresponding twisted Milnor-Witt
sheafs using this latter isomorphism we have e(p∗XTX) = e(N∆˜X ). Thus, for
α ∈ Hm(X˜,KMWn ), we have
i∗2(th(V ) ∪ (α)) = i
∗
2(th(V ) ∪ π
∗
V (α))
= i∗2(p
∗
1(th(N∆˜X )) ∪ p
∗
2(th(ν˜X˜)) ∪ π
∗
ν˜X˜
(α)
= i∗2(p
∗
1(th(N∆˜X )) ∪ th(ν˜X˜) ∪ π
∗
ν˜X˜
(α)
(a)
= π∗ν˜X˜
(s∗0th(N∆˜X )) ∪ th(ν˜X˜) ∪ π
∗
ν˜X˜
(α)
= π∗ν˜X˜
(e(N∆˜X )) ∪ th(ν˜X˜) ∪ π
∗
ν˜X˜
(α)
(b)
= th(ν˜X˜) ∪ π
∗
ν˜X˜
(e(N∆˜X ) ∪ α)
= th(ν˜X˜) ∪ (e(p
∗
XTX) ∪ α).
Except for (a), and (b) these equalities are evident, and (a) follows from the
commutative square
ν˜X˜
i2
//
πν˜
X˜

N∆˜X ⊕ ν˜X˜
p1

X˜ s0
// N∆˜X ,
which shows that i∗2p
∗
1 = π
∗
ν˜X˜
s∗0. The equality (b) follows from Proposi-
tion 3.9. Thus (6.2) commutes, as claimed.
Finally, we claim that the diagram
(6.3)
HdX (X˜,KMWdX (p
∗
XωX/k))
ϑν˜
X˜

HdX (X,KMWdX (ωX/k))
p∗X
∼
oo
πX∗ // H0(Spec k,KMW0 )
ϑ
kN

H0(Sk)2N,N (ThX˜(ν˜X˜)) η∗
X⊂Pd
// H0(Sk)2N,N (Th(kN ))
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commutes. Indeed, the desuspended stabilization of ηX⊂Pd is π
∨
X , and so we
have the commutative diagram
H0(Sk)2N,N (ThX˜(ν˜X˜))
η∗
X⊂Pd
//
ΣNT

H0(Sk)2N,N (Th(kN ))
ΣNT

H0(Sk)0,0(Σ∞T X
∨
+) π∨∗X
// H0(Sk)0,0(Σ∞T Speck
∨
+)
where the ΣNT denote the respective stabilization isomorphisms. In addition,
we have
θ∨X = Σ
N
T ◦ ϑν˜X˜ ◦ p
∗
X
and
θ∨Spec k = Σ
N
T ◦ ϑkN
so the commutativity of (6.3) follows from Corollary 5.19 applied to the
morphism pX : X → Spec k.
Putting together the commutative diagrams (6.1), (6.2) and (6.3) and
noting that Th(i∗2) ◦ Th(ψ
−1)∗ = ThX˜(βX⊂Pd)
∗ gives us the commutative
diagram
H0(k,KMW0 )
π∗X

∼
ϑ
kN //
×χCW (X)
&&
H0(Sk)2N,N (TN )
ΣNT π
∗
X˜

×χcat(X)
xx
H0(X,KMW0 )

e(TX)∪(−)

∼
ϑ
ON
X˜ // H0(Sk)2N,N (ΣNT X˜+)
ThX˜(βX⊂Pd )
∗

HdX (X,KMWdX (ωX/k))
πX∗

∼
ϑν˜
X˜// H0(Sk)2N,N (ThX˜(ν˜X˜))
η∗
X⊂Pd

H0(k,KMW0 )
ϑ
kN
∼
// H0(Sk)2N,N (TN ),
which shows that χcat(X) = χCW (X) in GW(k), as desired.
7. Varieties of odd dimension
From now on, we write χ(X) for χcat(X) = χCW (X). We have already
seen that for X a smooth projective k-scheme of odd dimension, there is an
integer m such that χ(X)−m · h is a 2-torsion element of GW(k). We will
use Theorem 1 to improve this.
Theorem 7.1. Let Y be an integral smooth projective k-scheme of odd di-
mension over k.
1. The Euler characteristic χ(Y ) has even rank.
2. If rank(χ(Y )) = 2m, then χ(Y ) = m · h.
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We have already proven (1) in Proposition 1.12, but the proof below does
not use any realization functors and relies only on properties of the Euler
class and quadratic forms. The proof is based on the following lemma.
Lemma 7.2. Let π : V → Y be a vector bundle of odd rank r over some
Y ∈ Sm/k. Then for all u ∈ k×,
e(V ) = 〈u〉 · e(V )
in Hr(Y,KMWr (det
−1 V )).
Proof. Let φu : V → V be the map multiplication by u. The naturality of
the Thom class says that
(φu,det
−1 φu)
∗(th(V )) = th(V )
Since det−1 φu : det
−1 V → det−1 V is multiplication by u−r, det−1 φ∗u is
multiplication by 〈u〉r = 〈u〉 on Hr(V,KMWr (π
∗ det−1 V )). Since φ∗u ◦ π
∗ =
π∗, we have the pullback map
φ∗u : H
r(V,KMWr (π
∗ det−1 V ))→ Hr(V,KMWr (π
∗ det−1 V ))
with det−1 φu ◦ φ
∗
u = (φu,det
−1 φu)
∗, and thus
φ∗u(th(V )) = 〈u〉 · th(V ).
Since φu ◦ s0 = s0, we have
e(V ) = s∗0(th(V ))
= s∗0(φ
∗
u(th(V )))
= s∗0(〈u〉 · th(V ))
= 〈u〉 · e(V ).

Proof of Theorem 7.1. Suppose Y is integral of odd dimension d over k.
Applying Lemma 7.2, we have
e(TY ) = 〈u〉 · e(TY ) ∈ H
d(Y,KMWd (ωY/k))
for all u ∈ k×; pushing forward to Speck gives
χ(Y ) = 〈u〉 · χ(Y )
for all u ∈ k×. More generally, if k ⊂ F is an extension of fields, let
YF ∈ Sm/F denote the base-extension Y ×k F of Y . Then
(7.1) χ(YF ) = 〈u〉 · χ(YF ) ∈ GW(F )
for all u ∈ F×.
To prove (1), we may detect the rank n of χ(Y ) by taking the base-
extension k ⊂ k¯, k¯ the algebraic closure of k. As the map
GW(k¯)→ GW(k¯(t))
is injective, split by the rank homomorphism rank : GW(k¯(t)) → Z, it
suffices to show that χ(Yk¯(t)) has even rank.
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The identity (7.1) gives
(1− 〈t〉) · χ(Yk¯(t)) = 0
in GW(k¯(t)). The augmentation ideal Ik¯(t) satisfies I
2
k¯(t)
= 0 and so Ik¯(t)
∼=
Ik¯(t)/I
2
k¯(t)
∼= k¯(t)×/(k¯(t)×)2, with u ∈ k¯(t)× mapping to 1−〈u〉 ∈ Ik¯(t). Since
χ(Yk¯(t)) is the base-extension of χ(Yk¯) = n · 1, we have χ(Yk¯(t)) = n · 1 and
thus
0 = (1 − 〈t〉) · n · 1 = 1− 〈tn〉,
which implies that tn = t in k¯(t)×/(k¯(t)×)2, and thus n is even.
For (2), χ(Y ) has rank n = 2m by (1). Consider χ(Y )−m·h. To show this
is zero in GW(k), we may take the base-change to GW(k(t)), so it suffices
to show that χ(Yk(t))−m · h = 0 in GW(k(t)). By (7.1), we have as above
χ(Yk(t))−m · h = 〈t〉 · (χ(Yk(t))−m · h)
in GW(k(t)) = KMW0 (k(t)), since 〈t〉 · h = h.
Let O be the local ring k[t](t) with parameter t, giving us the boundary
map
∂t : K
MW
0 (k(t))→ K
MW
−1 (k).
For x ∈ KMW0 (k) = GW(k) with base-extension xk(t) ∈ K
MW
0 (k(t)),
∂t(〈t〉 · xk(t)) = η · x,
which via the isomorphism KMW−1 (k)
∼= W (k), is the image of x under the
canonical map GW(k) → W (k). Similarly, as xk(t) is the restriction of
xO ∈ K
MW
0 (O), we have ∂t(xk(t)) = 0. This gives
0 = ∂t(χ(Yk(t))−m · h) = ∂t(〈t〉 · (χ(Yk(t))−m · h)) = η · (χ(Yk(t))−m · h).
But since rank(χ(Yk(t))−m · h) = 0, χ(Yk(t))−m · h is in the augmentation
ideal Ik(t). As the restriction of GW(F )→W (F ) to IF is an isomorphism of
IF with the augmentation ideal of W (F ), it follows that χ(Yk(t))−m ·h = 0
in GW(k(t)) and hence
χ(Y ) = m · h
in GW(k). 
There is a similar consequence for the Euler classes of odd rank bundles.
Proposition 7.3. Let V be a vector bundle of odd rank r on X ∈ Sm/k.
Then the Euler class e(V ) ∈ Hr(X,KMWr (det
−1 V )) satisfies
η · e(V ) = 0
in Hr(X,KMWr−1 (det
−1 V )).
Proof. The proof is essentially the same as the proof of Theorem 7.1. It
suffices to show that η · e(Vk(t)) = 0 in H
r(Xk(t),K
MW
r−1 (det
−1 Vk(t))). As
above, we have
e(Vk(t)) = 〈t〉 · e(Vk(t))
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which gives
0 = ∂t(e(Vk(t))) = ∂t(〈t〉 · e(Vk(t))) = η · e(Vk(t)).

8. Line bundles
8.1. Euler classes of line bundles, cocycles and sections. The group
of isomorphism classes of line bundles on a scheme X, Pic(X), is classified
by taking the corresponding cohomology class [L] ∈ H1(X,O∗X ); via the
isomorphism O∗X
∼= KM1 , we may view [L] as living in H
1(X,KM1 ). If X is
smooth, taking the divisor of a rational section of a line bundle defines an
isomorphism of Pic(X) with the group of divisors modulo linear equivalence,
CH1(X). One can also view the isomorphism H1(X,KM1 )
∼= CH1(X) as
arising from the cohomology sequence associated to the exact sheaf sequence
1→ KM1 → iη∗K
M
1 (k(X))
∂
−→ ⊕x∈X(1)ix∗K
M
0 (k(x))→ 0,
that is, the Gersten sequence for KM1 , noting that ⊕x∈X(1)ix∗K
M
0 (k(x)) is
the group of divisors on X, KM1 (k(X)) = k(X)
× and ∂ is the map sending
a rational function to its divisor.
The Euler class e(L) of a line bundle L does not live in H1(X,KMW1 )
but rather in the cohomology of the twisted sheaf, H1(X,KMW1 (L
−1)), a
group which itself depends on the given line bundle L. Thus, the Euler
class does not classify line bundles, but gives instead a further invariant
of a particular line bundle. In spite of this, the situation is similar to the
one discussed above, in that there is a cocycle-type construction of e(L) ∈
H1(X,KMW1 (L
−1)).
We recall the definition of twisted sheaf KMW∗ (L)X on a smooth k-scheme
X with line bundle L as
KMW∗ (L)X = K
MW
∗X ⊗Z[Gm] Z[L
×].
Suppose that we have a trivialization of L for some Zariski open cover
{Uα} of X via isomorphisms
φα : L|Uα → OUα
and let ξαβ ∈ O
×
X(Uα ∩ Uβ) be the transition function
φα ◦ φ
−1
β = ×ξαβ
on OUα∩Uβ . The section λα := φ
−1
α (1) of L|Uα gives a generator λα of
Z[L×]|Uα as a free Z[Gm]|Uα-module and thus
KMWn (L)Uα = K
MW
nUα ⊗ λα
as a KMW0Uα -module.
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The automorphism KMW∗ (φα) ◦ K
MW
∗ (φβ)
−1 of KMW∗Uα∩Uβ is given by mul-
tiplication by 〈ξαβ〉, which gives us the usual description of a section s of
KMWn (L)X over some U as a collection {sα ∈ K
MW
nX (U ∩ Uα)}α satisfying
sα = 〈ξαβ〉sβ in K
MW
nX (U ∩ Uα ∩ Uβ).
Since
1⊗ λβ = 1⊗ ξαβλα = 〈ξαβ〉 ⊗ λα
over Uα ∩ Uβ, given local sections sα as above, we have
sα ⊗ λα = sβ〈ξαβ〉 ⊗ λα = sβ ⊗ λβ
over U ∩ Uα ∩ Uβ, giving the unique section s of K
MW
n (L)X over U with
s|U∩Uα = sα.
Similarly, we have the usual description of Cˇech cohomology, for instance,
a Cˇech 1-cocycle for KMWn (L) for the cover U = {Uα}α consists of elements
sαβ ∈ K
MW
n (Uα ∩ Uβ) such that
sαγ = sαβ + 〈ξαβ〉sβγ
after restriction to KMWn (Uα ∩ Uβ ∩ Uγ).
Remark 8.1. Let L,M be line bundles on X, trivialized by the same open
cover {Uα}α, with respective local generating sections λα, µα, and with
respective transition functions ξLαβ , ξ
M
αβ. For U ⊂ X over, we have the iso-
morphism GW(U,L)→ GW(U,L⊗M⊗2) sending a symmetric isomorphism
φ : V →Hom(V,L) to the composition
V ⊗M
φ⊗Id
−−−→ Hom(V,L)⊗M ∼= Hom(V ⊗M,L⊗M⊗2).
This induces the isomorphism of sheaves ψM : GW(L)X → GW(L⊗M
⊗2)X
and thereby the isomorphism
KMW∗ (L) = K
MW
∗ ⊗GW GW(L)
Id⊗ψM−−−−→ KMW∗ ⊗GW GW(L⊗M
⊗2) = KMW∗ (L⊗M
⊗2).
In terms of local trivializations, this is the map
KMWn (L)|Uα = K
MW
n|Uα
⊗ λα → K
MW
n|Uα
⊗ λα ⊗ µ
⊗2
α
sending x⊗ λα to x⊗ λα ⊗ µ
⊗2
α . That this map gives a well-defined map
ψM : K
MW
n (L)→ K
MW
n (L⊗M
⊗2)
follows from the relation 〈ξLαβ〉 = 〈ξ
L
αβ(ξ
M
αβ)
2〉 in GW(Uα ∩ Uβ).
Let π : L→ X be a line bundle on a smooth k-scheme X and let t be the
canonical section of π∗L. If we chose a trivializing open cover U = {Uα} for
L on X, with local generating section λα on L|Uα and transition functions
ξαβ, λβ = ξαβ · λα, then we can write t as
t := tα · λα
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on π−1(Uα), satisfying of course
tα = ξαβtβ.
We have as well the class th(L)0 ∈ H0(X,π∗K
MW
1 (L
−1)) with ∂th(L)0 =
th(L) in H1s0(X)(L,K
MW
1 (L
−1)).
Lemma 8.2. The restriction of th(L)0 to Uα is represented by the section
[tα]⊗ λ
−1
α ∈ K
MW
1 (L
−1)(π−1Uα \ 0Y )
Proof. This follows directly from the definition of th(L)0. 
Following Morel, for a non-negative integer n, we let nǫ denote the element∑n−1
i=0 〈−1〉
i of KMW0 (Y ) for any k-scheme Y .
Proposition 8.3. Take Y ∈ Sm/k, let π : L → Y be a line bundle with
0-section s0 and let s : Y → L be a non-zero section. Let Z be the zero-locus
of s and let z be a generic point of Z. Let λ ∈ L ⊗ OY,z be a generating
section of L in a neighborhood of z, let tz ∈ mz ⊂ OY,z be a uniformizing
parameter and write
s = uzt
nz
z · λz
for uz ∈ O
×
Y,z and nz ∈ Z|ge0. Let ez(L; s) be the restriction of eZ(L; s) to
H1z (SpecOY,z,K
MW
1 (L
−1) and let u¯z be the image of uz in k(z). Then under
the identification
H1z (SpecOY,z,K
MW
1 (L
−1)) ∼= KMW0 ((mz/m
2
z)
∨ ⊗ L−1)(k(z))
given by the Gersten resolution, we have
ez(L; s) = 〈u¯z〉nǫ ⊗ ∂/∂tz ⊗ λ
−1
z .
Proof. Take a trivializing open subset U ⊂ Y containing z such that λ
generates L over U and let sU be the restriction of s to U . Since ∂th(L)
0 =
th(L) and eZ(L; s) = s
∗th(L), we have
eZ∩U (L; s) = ∂Z(s
∗
U th(L)
0) ∈ H2Z∩U(U,K
MW
1 (L
−1)),
where ∂Z is the boundary map in the local cohomology sequence
H1(U \ Z,KMW1 (L
−1))
∂Z−→ H2Z∩U(U,K
MW
1 (L
−1)).
We use the Gersten complex to compute s∗Uth(L)
0 and ∂Z(s
∗
U th(L)
0).
Let tU ⊗ λ be the restriction of the canonical section t to π
−1U . Since
th(L)0π−1U = [tU ] ⊗ λ
−1, the relevant term ∂zs
∗
Uth(L)
0 in ∂Z(s
∗
U th(L)
0) is
given by
∂zs
∗
U th(L)
0 = ∂z([uzt
nz
z ]⊗ λ
−1)
= ∂tz ([uzt
nz
z ])⊗ ∂/∂tz ⊗ λ
−1
z
= ∂tz ([uz] + 〈uz〉nǫ[tz])⊗ ∂/∂tz ⊗ λ
−1
z
= 〈u¯z〉nǫ ⊗ ∂/∂tz ⊗ λ
−1
z .
68 MARC LEVINE
Here ∂tz is the boundary map K
MW
1 (k(Y ))→ K
MW
0 (k(z)) associated to the
parameter tz ∈ OY,z, and we use the relation
[uzt
nz
z ] = [uz] + 〈uz〉nǫ[tz]
in KMW1 (k(Y )), the fact that ∂tz is a K
MW
0 (OY,z)-module map and the
relation ∂tz ([tz]) = 1. 
One can also give a description of the global Euler class e(L) in terms of
cocycles. For this, choose a trivializing open cover U := {Uα} for L with
isomorphisms φα : OUα → L|Uα and let λα ∈ L(Uα) be the corresponding
generating section φα(1). Let ξαβ ∈ O
×
Y (Uα∩Uβ) be the resulting transition
functions determined by
λβ = ξαβλα
over Uα ∩ Uβ.
Lemma 8.4. The image of th(L) in H1(L,KMW1 (L
−1)) under the “forget
supports” map
H10Y (L,K
MW
1 (L
−1)→ H1(L,KMW1 (L
−1))
is represented by the cocycle {[ξαβ ] ⊗ λ
−1
α ∈ K
MW
1 (π
∗L−1)(Vα ∩ Vβ)}αβ for
the cover V := {Vα := π
−1(Uα)} of L.
Proof. Defining the sheaf K¯MW1 (L
−1) on V by the exact sheaf sequence
0→ KMW1 (L
−1)V → j∗K
MW
1 (L
−1)V \0Y → K¯
MW
1 (L
−1)→ 0,
we have R¯0p∗K
MW
1 (L
−1) = p∗K¯
MW
1 (L
−1). Comparing with the distin-
guished triangle
Rs!0K
MW
1 (L
−1)V → K
MW
1 (L
−1)V → Rj∗K
MW
1 (L
−1)V \0Y
shows that the image of th(L) in H1(L,KMW1 (L
−1)) is given by applying
the boundary map
∂˜ : H0(V, K¯MW1 (L
−1))→ H1(V,KMW1 (L
−1))
to −th(V )0 ∈ H0(V, K¯MW1 (L
−1)).
Since th(L)0 is represented by
{[tα]⊗ λ
−1
α on Vα \ 0Y }α,
it follows that ∂˜(−th(L)0) is represented by the cocycle
{resVα∩Vβ ([tα]⊗ λ
−1
α )− resVα∩Vβ ([tβ]⊗ λ
−1
β ) on Vα ∩ Vβ}αβ .
Since
[tα]⊗ λ
−1
α = [ξαβtβ]⊗ λ
−1
α
= ([ξαβ ] + 〈ξαβ〉[tβ])⊗ λ
−1
α
[tβ]⊗ λ
−1
β = [tβ]⊗ ξαβλ
−1
α
= 〈ξαβ〉[tβ]⊗ λ
−1
α
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after restriction to Vα ∩ Vβ , this cocycle is simply
{[ξαβ ]⊗ λ
−1
α on Vα ∩ Vβ}αβ .

Proposition 8.5. Let π : L → Y be a line bundle on some Y ∈ Sm/k,
with trivializing open cover U = {Uα}, local generating sections λα ∈ L(Uα)
and transition functions ξαβ ∈ O
×
Y (Uα ∩ Uβ), λβ = ξαβλα. Then e(L) ∈
H1(Y,KMW1 (L
−1)) is represented by the cocycle
{[ξαβ ]⊗ λ
−1
α ∈ K
MW
0 (L
−1)(Uα ∩ Uβ)}αβ .
for the cover U .
Proof. This follows from the fact that s0∗(1Y ) ∈ H
1(L,KMW1 (π
∗L−1)) is the
image of th(L) under the forget supports map, the identity e(L) = s∗0s0∗(1Y )
and Lemma 8.4. 
Corollary 8.6. Let L be a line bundle on a smooth k-scheme X. We have
the canonical isomorphism (see Remark 8.1)
ψL : K
MW
1 (L
−1)→ KMW1 (L).
Then
e(L−1) = −〈−1〉ψL(e(L)).
Proof. Choose a trivializing open cover U = {Uα} for L, with local generat-
ing sections λα ∈ L(Uα) satisfying λβ = ξαβλα over Uα ∩Uβ. This gives the
local generating section λ−1α ∈ L
−1(Uα) with λ
−1
β = ξ
−1
αβλ
−1
α over Uα ∩ Uβ.
Applying the isomorphism
ψL : H
1(X,KMW1 (L
−1))→ H1(X,KMW1 (L)),
Proposition 8.5 says that ψL(e(L)) is represented by the cocycle
{[ξαβ ]⊗ λα ∈ K
MW
0 (L)(Uα ∩ Uβ)}αβ
while e(L−1) is represented by the cocycle
{[ξ−1αβ ]⊗ λα ∈ K
MW
0 (L)(Uα ∩ Uβ)}αβ .
The result follows from this and the identity
[u−1] = −〈−1〉[u]
in KMW1 (O) for u ∈ O
×. 
Remark 8.7. Let h = 1+ 〈−1〉 ∈ GW(k) be the class of the standard hyper-
bolic form. Since hη = 0 in KMW−1 (k) and K
M
∗
∼= KMW∗ /〈η〉, multiplication
by h on KMW∗ descends to the hyperbolic map
h¯ : KM∗ (F )→ K
MW
∗ (F ).
In fact, for L a line bundle on a smooth k-scheme Y , coming from a triv-
ializing open cover U = {Uα} and cocycle {ξαβ}, the identity h〈ξαβ〉 = h
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shows that the hyperbolic map extends to a hyperbolic map of sheaves on
Y
h¯ : KM∗ → K
MW
∗ (L),
factoring the map ×h : KMW∗ (L) → K
MW
∗ (L) through the quotient map
q : KMW∗ (L)→ K
M
∗ .
For Z ⊂ Y a closed subset containing no generic point of Y , the Ger-
sten resolution for KM1 gives a canonical identification of H
1
Z(Y,K
M
1 ) with
divZ(Y ), the group of divisors on Y with support contained in Z. If
s : Y → L is a section of a line bundle L → Y , with divisor div(s)
supported in Z, then the image of div(s) ∈ divZ(Y ) ∼= H
1
Z(Y,K
M
1 ) in
H1(Y,KM1 ) under the forget the support map is just the usual first Chern
class c1(L) ∈ H
1(Y,KM1 ). We denote div(s), considered as an element of
H1Z(Y,K
M
1 ), by c1Z(L; s). Since div(s) = s
∗(0Y ), it is not hard to see that
c1(L) = q(e(L)); c1Z(L; s) = q(eZ(L; s)).
As a particular consequence of Proposition 8.3, we see that, if L = M⊗2
for some line bundle M on Y and s = uw⊗2 for some section w of M and
some unit u on Y , then
(8.1) eZ(L; s) = h¯ · c1Z(M ;w) = h · eZ(M ; s).
Indeed, if wα = uz · t
n
z · ρα is the local description of w near z ∈ Uα, then
sα = u · u
2
zt
2n
z · λα (λα := ρ
2
α) and thus at z
ez(L; s) = 〈u¯〉 · nǫh⊗ λ
−1
α ⊗ ∂/∂tx
since (2n)ǫ = nǫ·h. But as 〈v〉h = h for all units v, we see that the expression
at the right is just h · ordz wα⊗λ
−1
α ⊗∂/∂tx, which verifies the first equality
in (8.1). The second equality follows from the identities
h · eZ(M ; s) = h¯ · q(eZ(M ; s)) = h¯ · c1Z(M ;w).
We have a similar formula for the usual Euler class e(L). If L ∼=M⊗2 for
some line bundle M on Y , then we can use a cocycle {ταβ}αβ description
for M to give the cocycle {ξαβ = τ
2
αβ}αβ for L. Then e(L) is given by the
cocycle
{[ξαβ ]⊗ λ
−1
α = h · [ταβ]⊗ λ
−1
α }αβ ,
which gives us the identity
e(L) = h¯ · c1(M)
in H1(Y,KMW1 (L
−1)).
Example 8.8. Let π : X → Spec k be a smooth projective geometrically
integral curve over k of genus g. Then
χ(X) = (1− g) · h
in GW(k). Indeed, we know that χ(X) is hyperbolic by Theorem 7.1 and the
rank of χ(X) is the usual Euler characteristic 2 − 2g. Using Corollary 8.6,
this shows
π∗(e(ωX/k)) = −〈−1〉(1 − g) · h = (g − 1) · h.
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9. Local contributions
We consider the problem of computing the Euler class with support as-
sociated to a section s of vector bundle π : V → X on a smooth k-scheme
X. Kass and Wickelgren [21] have computed the local contributions for an
arbitrary section with isolated zeros (assuming V has rank equal to the di-
mension ofX), showing that the formula of Eisenbud-Khimshiashvili-Levine,
originally for sections of real bundles on an oriented manifold, computes the
local Euler class in general. Here we give a much more restricted treatment,
an elementary extension of the one-dimensional case, which however is still
useful for many computations.
We will assume
(9.1)
(1) V has rank d = dimkX.
(2) s has isolated zeros
(3) s is “locally diagonalizable”: Suppose x ∈ X is a zero of s. Then
there is a basis of sections of V near x, λ1, . . . , λd, and a system of
uniformizing parameters t1, . . . , td ∈ mx such that, if we write
s =
d∑
i=1
siλi : OX,x → V ⊗OX,x,
then there are units ui ∈ O
×
X,x and integers ni ≥ 1 such that
si ≡ uit
ni
i mod m · (t
n1
1 , . . . , t
nd
d )
We let ∧λ−1∗ denote the generator λ
−1
1 ∧ . . .∧ λ
−1
d of det
−1 V ⊗OX,x and let
∧∂/∂t∗ denote the generator ∂/∂t1 ∧ . . . ∧ ∂/∂td of det
−1
mx/m
2
x.
Let Z := s−1(0X )red ⊂ X. Under the assumptions (1) and (2), the Euler
class eZ(V ; s) ∈ H
d
Z(X,K
MW
d (det
−1 V )) is a sum
eZ(V ; s) =
∑
x∈Z
ex(V ; s).
Here ex(V ; s) is the component of eZ(V ; s) in H
d
x(X,K
MW
d (det
−1 V )) under
the excision decomposition
HdZ(X,K
MW
d (det
−1 V )) = ⊕x∈ZH
d
x(X,K
MW
d (det
−1 V )).
Via the Gersten complex for KMWd (det
−1(V )), we have the identification
Hdx(X,K
MW
d (det
−1 V )) = KMW0 (det
−1(V )⊗ det−1(mx/m
2
x))(k(x)).
Proposition 9.1. Under the assumptions (9.1), let x be a closed point of
X with s(x) = 0, and let u¯i be the image of ui in k(x)
×. Then ex(V ; s) ∈
KMW0 (det
−1(V )⊗ det−1(mx/m
2
x))(k(x)) is given by
ex(V ; s) = (〈
d∏
i=1
u¯i〉 ·
d∏
i=1
(ni)ǫ)⊗ ∧λ
−1
∗ ⊗ ∧∂/∂t∗.
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Proof. We first reduce to the case in which X is a k(x)-scheme. For this,
we consider the base-change π : Xk(x) → X. The k(x)-point x lifts to a
k(x)-point x˜ of Xk(x) and π induces an isomorphism
π∗ : Hdx(X,K
MW
d (det
−1 V ))→ Hdx˜(Xk(x),K
MW
d (det
−1 π∗V ))
with π∗(ex(V ; s)) = ex˜(π
∗V ;π∗s). Thus, we may assume that X is a k(x)-
scheme and in particular k(x) ⊂ OX,x.
Next, we reduce to the case of a diagonal section, that is, a section of the
form s =
∑d
i=1 ait
ni
i λi, with ai ∈ k(x). For this, we may replace X with
any convenient neighborhood of x in X; in particular, we may assume that
the λi form a basis of sections for V over X. Consider the given section s =∑d
i=1 siλi and let ai = u¯i ∈ k(x). Let s
′ be the section
∑d
i=1 ait
ni
i λi of V in
some neighborhood of x. By assumption si = ait
ni
i modulo m · (t
n1
1 , . . . , t
nd
d ).
Let T be the standard coordinate on A1k(x) = Speck(x)[T ]. Consider the
vector bundle p∗1V on X ×k(x) A
1
k(x) and the section
s˜ := (1− T ) · s+ T · s′.
Since s˜ is a section in p∗1V ⊗ (t
n1
1 , . . . , t
nd
d )OX,x[T ] and s ≡ s
′ modulo
m(tn11 , . . . , t
nd
d )OX,x[T ], it follows that the zero-locus Z˜ of s˜ (restricted to
SpecOX,x[T ]) is x×k(x)A
1
k(x) ⊂ SpecOX,x[T ]. The A
1-invariance of Milnor-
Witt cohomology thus implies that
ex(V ; s) = i
∗
0ex×A1(π
∗V ; s˜) = i∗1ex×A1(π
∗V ; s˜) = ex(V ; s
′).
We now reduce to the case X = Adk, x = (0, . . . , 0) and V = ⊕
d
i=1p
∗
iOA1k
,
where pi : Ad → A1 is the ith projection, and λi is the corresponding
ith basis element p∗i (1). Indeed, changing notation, we may assume that
k(x) = k. The coordinates (t1, . . . , td) give an e´tale morphism
(t1, . . . , td) : (X,x)→ (A
d, 0d).
The basis (λ1, . . . , λd) of V ⊗OX,x gives the isomorphism
V ⊗OX,x ∼= O
d
X,x
∼= (t1, . . . , td)
∗(⊕ip
∗
iOA1,0)
sending λi to p
∗
i (1); call this isomorphism ψ. Similarly, if we use the standard
coordinates T1, . . . , Td for Ad, we have∑
i
ait
ni
i λi = ψ((t1, . . . , td)
∗(
∑
i
p∗i (aiT
ni
i )).
As (t1, . . . , td) and ψ induces the isomorphism
ψ−1 ◦ (t1, . . . , td)
∗ : Hd0d(A
d,KMWd )→ H
d
x(X,K
MW
d (det
−1 V ))
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with
ψ−1 ◦ (t1, . . . , td)
∗(〈
d∏
i=1
ai〉 ·
d∏
i=1
(ni)ǫ ⊗ ∧∂/∂T∗
= 〈
d∏
i=1
ai〉 ·
d∏
i=1
(ni)ǫ ⊗ ∧λ
−1
∗ ⊗ ∧∂/∂t∗,
we have achieved the desired reduction.
In the case of the section
s = (a1T
n1
1 , . . . , adT
nd
d )
of OdAd,0d , we may use Lemma 5.7. This gives
e0d;s(O
d
Ad,0d) = ∪
d
i=1p
∗
i e0,aiTni (OA1,0).
Since
e0,aiTni (OA1,0) = 〈ai〉(ni)ǫ ⊗ ∂/∂Ti
by Proposition 8.3, the result follows. 
Example 9.2. We consider the simplest case of a vector bundle π : V → X
of rank d = dimkX with a section s : X → V which is transverse to the
zero-section. If x ∈ X is a zero of s, choose a basis of sections λ1, . . . , λd of
V in a neighborhood of x, and a system of parameters t1, . . . , td ∈ mx. As
in the proof of Proposition 9.1, we may assume that k(x) = k. If we write
s as s =
∑d
i=1 siλi, the condition that s is transverse to the zero-section at
x translates in the the fact that the matrix
∂s/∂t :=
(
∂si/∂tj
)
∈Md×d(k(x))
is invertible. Replacing λ1, . . . , λd with a new basis λ
′
1, . . . , λ
′
d and replacing
the parameters t1, . . . , td by a new set of parameters t
′
1, . . . , t
′
d by a k(x)-
linear isomorphism, we may assume that ∂s/∂t is the identity matrix, in
particular, that the section s is locally diagonalizable. Proposition 9.1 gives
ex(V ; s) = 〈1〉 ⊗ ∧λ
′−1
∗ ⊗ ∧∂/∂t
′
∗.
Keeping track of what the change of coordinates does to the generator ∧λ−1∗
for det−1 Vx and the generator ∧∂/∂t∗ for det
−1
mx/(mx)
2, we have
(9.2) ex(V ; s) = 〈det(∂s/∂t)〉 ⊗ ∧λ
−1
∗ ⊗ ∧∂/∂t∗.
Remark 9.3. Although we are restricting to the case of a bundle of rank equal
to the dimension of the base-scheme, this is not an essential restriction. The
local Euler class es=0(V, s) for a vector bundle V → Y is determined by the
restriction to SpecOY,y for all generic points y of (s = 0). Thus, we can
reduce to the case rank(V ) = dimY if the section s has zero-locus of codi-
mension equal to the rank of V . In this case, the work of Kass-Wickelgren
[21] applies to compute ey(V ; s), and if we assume the local diagonalizability
property near each y, we may also use the method presented here.
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10. Twisting a bundle by a line bundle
With the help of Theorem 1, we have quite a few tools at hand to compute
the Euler characteristic of TX , for X a smooth projective variety. Unfortu-
nately, enumerative geometry uses other bundles as input. In contrast to
the theory of Chern classes, the Euler class does not in general come along
with other “lower” classes, or a splitting principle, so one does not have
as large a toolbox for computations as for Chern classes. One does have a
replacement for the Whitney product formula, namely, for
0→ V ′ → V → V ′′ → 0
an exact sequence of vector bundles on some smooth scheme X, we have
e(V ) = e(V ′)e(V ′′) ∈ Hr(X,KMWr (det
−1 V ))
where r is the rank of V . However, the usual formulas for associated bundles,
like tensor products, exterior or symmetric powers, duals, and the like, are
all lacking.
We consider the following situation. Let X be a smooth, quasi-projective
k-scheme with a vector bundle V of rank r and a line bundle L. Our goal is
to relate the Euler classes e(L), e(V ) and e(V ⊗ L).
As the Euler classes are homotopy invariant, we may replace X with L,
and, changing notation, we may assume without loss of generality that L
admits a global section s : OX → L with divisor D a pure codimension one
closed subscheme of X. Using s, we have the map of X-schemes
φs : V → L⊗ V
sending v to s(1) ⊗ v; over X \D, φs is an isomorphism. Let πV : V → X,
πL⊗V : L⊗ V → X be the projections and s
V
0 : X → V , s
L⊗V
0 : X → L⊗ V
the zero-sections.
We write Ln for the nth tensor power of L. As in §4.1, we have the Thom
class
th(L⊗ V ) ∈ Hr
sL⊗V0 (X)
(L⊗ V,KMWr (L
−r ⊗ det−1 V )),
which we may pullback by φs to give the class
φ∗s(th(L⊗ V )) ∈ H
r
sV0 (X)∪π
−1
V (D)
(V,KMWr (L
−r ⊗ det−1 V )).
Here we are writing KMWr (det
−1 V ) for the sheaf KMWr (π
∗
V (det
−1 V )) on V
and similarly for the sheaf KMWr (L
−r ⊗ det−1 V ) on L⊗ V .
Let F = sV0 (X) ∩ π
−1
V (D).
Lemma 10.1. The restriction map
Hr
sV0 (X)∪π
−1
V (D)
(V,KMWr (L
−r ⊗ det−1 V ))
→ Hr
sV0 (X)∪π
−1
V (D)\F
(V \ F,KMWr (L
−r ⊗ det−1 V ))
is injective.
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Proof. We may compute both cohomology groups using the Gersten com-
plexes on V and on V \ F , with support in sV0 (X) ∪ π
−1
V (D) and s
V
0 (X) ∪
π−1V (D) \ F , respectively. Since F has codimension r + 1 on V , the restric-
tion map is an isomorphism on the terms in degrees r and r−1, whence the
result. 
Let j : V \ F → V be the inclusion. Since sV0 (X) ∪ π
−1
V (D) \ F =
(sV0 (X) \ F ) ∐ (π
−1
V (D) \ F ), we may write j
∗φ∗s(th(L ⊗ V )) as the sum of
two classes
j∗φ∗s(th(L⊗ V )) = φ
∗
s(th(L⊗ V ))s0 + φ
∗
s(th(L⊗ V ))D
with
φ∗s(th(L⊗ V ))s0 ∈ H
r
sV0 (X)\F
(V \ F,KMWr (L
−r ⊗ det−1 V )),
φ∗s(th(L⊗ V ))D ∈ H
r
π−1V (D)\F
(V \ F,KMWr (L
−r ⊗ det−1 V )).
We first discuss the class φ∗s(th(L⊗V ))s0 . By excision the restriction map
Hr
sV0 (X)\F
(V \ F,KMWr (L
−r ⊗ det−1 V ))
→ Hr
sV0 (X)\F
(V \ π−1V (D),K
MW
r (L
−r ⊗ det−1 V ))
is an isomorphism. Let U = X \ D with inclusion jU : U → X and let
VU → U be the restriction of V to U . We may consider φ
∗
s(th(L ⊗ V ))s0
as an element of Hr
sV0 (U)
(VU ,K
MW
r (L
−r ⊗ det−1 V )). Over U , the section s
gives an isomorphism of OU with L and the map φs : VU → (L⊗ V )U is an
isomorphism. We have the isomorphism
s⊗−r∗U : H
r
sV0 (U)
(VU ,K
MW
r (L
−r ⊗ det−1 V ))→ Hr
sV0 (U)
(VU ,K
MW
r (det
−1 VU ))
and the functoriality of Thom classes gives the identity
(10.1) s⊗−r∗U (φ
∗
s(th(L⊗ V ))s0) = th(VU )
in Hr
sV0 (U)
(VU ,K
MW
r (det
−1 VU )).
Now, for the class φ∗s(th(L ⊗ V ))D. We again localize further. Letting
js0 : V \ s
V
0 (X)→ V be the inclusion, the restriction map
Hr
π−1V (D)\F
(V \ F,KMWr (L
−r ⊗ det−1 V ))
j∗s0−−→ Hr
π−1V (D)\F
(V \ s0(X),K
MW
r (L
−r ⊗ det−1 V ))
is an isomorphism. Over V \ s0(X), the canonical section of V gives us an
extension of vector bundles on V \ s0(X)
0→ OV \s0(X) → j
∗
s0V →W → 0;
tensoring with j∗s0π
∗
V L yields the short exact sequence of vector bundles on
V \ s0(X)
(10.2) 0→ j∗s0π
∗
V L→ j
∗
s0(π
∗
V L⊗ V )→ π
∗
V L⊗W → 0.
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We have the Euler class
e(π∗V L⊗W ) ∈ H
r−1(V \ s0(X),K
MW
r−1 (L
1−r ⊗ det−1W )).
Pulling back the Thom class th(L) by the section s and then pulling back
to V gives us the Euler class with support
eπ−1(D)(π
∗
V L; sV ) ∈ H
1
π−1V (D)
(V,KMW1 (L
−1)).
Lemma 10.2. We have the identity
φ∗s(th(L⊗ V ))D = eπ−1(D)(π
∗
V L; sV ) ∪ e(π
∗
V L⊗W )
in Hr
π−1V (D)\s0(X)
(V \ s0(X),K
MW
r (L
−r ⊗ det−1 V )).
Proof. We first note that the exact sequence (10.2) gives a canonical iso-
morphism L−r⊗det−1 V ∼= L−1⊗L1−r⊗det−1W on V \s0(X), which puts
the cup product eπ−1(D)(π
∗
V L; sV ) ∪ e(π
∗
V L ⊗W ) in the cohomology group
Hr
π−1V (D)\s0(X)
(V \ s0(X),K
MW
r (L
−r ⊗ det−1 V )), as asserted.
To check the identity, we may replace V \ s0(X) with a Jouanolou cover
q : Y → V \ s0(X). Splitting the pullback of the exact sequence (10.2) gives
us the isomorphism q∗φ∗sπ
∗
L⊗V L ⊗ V
∼= q∗π∗V L⊕ q
∗π∗V L⊗W . This in turn
induces an identity of Thom classes
th(q∗φ∗sπ
∗
L⊗V L⊗ V )
∼= p∗1th(q
∗π∗V L) ∪ p
∗
2th(q
∗(π∗V L⊗W ))
where
p1 : q
∗π∗V L⊕ q
∗(π∗V L⊗W )→ q
∗π∗V L,
p2 : q
∗π∗V L⊕ q
∗W → q∗(π∗V L⊗W )
are the projections. Pulling back by the section (q∗π∗V s, s0) of q
∗π∗V L ⊕
q∗(π∗V L⊗W ) gives the identity
q∗φ∗s(th(L⊗ V ))D = (q
∗π∗V s, s0)
∗(th(q∗φ∗sπ
∗
L⊗V L⊗ V ))
= q∗π∗V (s
∗(th(L))) ∪ q∗s∗0(th(π
∗
V L⊗W ))
= q∗(eπ−1(D)(π
∗
V L; sV ) ∪ e(π
∗
V L⊗W )).

Remark 10.3. Lemma 10.2 makes sense and when suitably interpreted is
correct even for V of rank 1. In this case, W is the 0-bundle on V \ s0(X),
which gives the canonical isomorphism detW ∼= OV \s0(X). In the proof of
Lemma 10.2, we use the canonical isomorphism
L−r ⊗ det−1 V ∼= L−1 ⊗ L1−r ⊗ det−1W
on V \ s0(X); in the case of rank 1, this comes down to the canonical
isomorphism
L−1 ⊗ det−1 V ∼= L−1
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given by the isomorphism v : OV \s0(X) → π
∗V|V \s0(X). Thus e(π
∗L ⊗W )
is the element of H0(V \ s0(X),K
MW
0 (det
−1 V )) given by the symmet-
ric isomorphism OV \s0(X) → det
−1 V|V \s0(X) (with respect to the duality
Hom(−,det−1 V )).
Putting this all together gives a decomposition of φ∗s(th(L⊗ V )).
Proposition 10.4. Let jF : V \ F → V be the inclusion. Then
j∗Fφ
∗
s(th(L⊗ V )) = s
⊗r∗
U (th(VU )) + eπ−1(D)(π
∗
V L; sV ) ∪ e(π
∗
V L⊗W )
in Hr(s0(X)∪π−1(D))\F (V \ F,K
MW
r (L
−r ⊗ det−1 V )).
We now suppose that one of the following two hypotheses holds:
(10.3)
(i) V has even rank r = 2m
(ii) There is a line bundle M on X with L ∼=M⊗2 and a section t of M
with s = t⊗2.
Lemma 10.5. Let N,N ′ be line bundles on a smooth k-scheme Y and sup-
pose we have an isomorphism s : OY → N . Then for each pair of integers
m, r, we have (s⊗2m)∗ = ψN⊗−m as maps
KMWr (N
′ ⊗N⊗2m)→ KMWr (N
′)
Proof. This follows from the description of ψN⊗−m in terms of local trivial-
izations, as detailed in Remark 8.1. 
Here is our main result for this section.
Theorem 10.6. Suppose that (V,L) satisfies (10.3), let r be the rank of V .
Suppose in addition we have a section v of V with zero-locus A and a section
s of L with pure codimension one zero-locus D; in case (ii), we assume that
via the isomorphism L ∼= M⊗2, there is a section sM of M with s = s
⊗2
M .
Let B = A ∩D and let
ρD : H
∗
D\B(X\B,K
MW
∗ (L
−r⊗det−1 V ))→ H∗(X\B,KMW∗ (L
−r⊗det−1 V ))
be the canonical “forget supports” map, which we may consider as a map
H∗D\B(X \ (A ∪B),K
MW
∗ (L
−r ⊗ det−1 V ))
ρD−−→ H∗(X \B,KMW∗ (L
−r ⊗ det−1 V ))
via excision. Let j : X \B → X be the inclusion and let v0 : X \A→ V \0X
be the restriction of v. In case (i), with V of rank r = 2m, we have
j∗e(L⊗ V ) = j∗ψL⊗−m(e(V )) + ρD(j
∗eD(L; s) ∪ v
∗
0e(π
∗
V L⊗W ))
in Hr(X \B,KMWr (L
−r ⊗ det−1 V )). In case (ii), with L ∼=M⊗2, we have
j∗e(L⊗ V ) = j∗ψM⊗−r(e(V )) + ρD(j
∗eD(L; s
⊗2
M ) ∪ v
∗
0e(π
∗
V L⊗W ))
in Hr(X \B,KMWr (L
−r ⊗ det−1 V )).
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Proof. We pullback the identity in Proposition 10.4 by (s⊗ v)|X\B to yield
e(A∪D)\B(j
∗L⊗ V ; j∗s⊗ v) = s⊗r∗U (eA\B(j
∗V ; j∗v))
+ eD\B(j
∗L; j∗s) ∪ v∗0e(π
∗
V L⊗W )
in Hr(A∪D)\B(X \B,K
MW
r (L
−r ⊗ det−1 V )). Using Lemma 10.5, we have
s⊗r∗U (eA\B(j
∗V ; j∗v)) =
{
ψL⊗−m(eA\B(j
∗V ; j∗v)) in case (i)
ψM⊗−r(eA\B(j
∗V ; j∗v)) in case (ii)
both identities taking place in HrA\B(X \ B,K
MW
r (L
−r ⊗ det−1 V )). This
gives the identity in Hr(A∪D)\B(X \B,K
MW
r (L
−r ⊗ det−1 V ))
j∗eA∪D(L⊗ V ; s⊗ v)
=

ψL⊗−m(j
∗eA(V ; v))
+ j∗eD(L; s) ∪ v
∗
0e(π
∗
V L⊗W )
in case (i)
ψM⊗−r(j
∗eA(V ; v))
+ j∗eD(L; s) ∪ v
∗
0e(π
∗
V L⊗W )
in case (ii).
We can then forget the supports to yield the result. 
Remarks 10.7. (1) Suppose V has rank r ≥ 2. Then the line bundle detW
on V \ s0(X) extends uniquely to a line bundle on V which is canonically
isomorphic to π∗V detV . If V has rank 1, then W = 0, so detW is the trivial
line bundle on V \ s0(X). Using the tautological section of V , we have the
canonical isomorphism detW ∼= π∗V detV on V \s0(X), so again in this case
this canonical isomorphism allows us to extend detW to a line bundle on
V with a canonical isomorphism with π∗V detV . In the rank 1 case, we use
Remark 10.3 to interpret the term e(π∗V L⊗W ).
(2) Suppose V has rank 2. Then W has rank one, and the canonical iso-
morphism detW ∼= π∗V detV is just a canonical isomorphismW
∼= π∗V detV .
Thus, W extends canonically to the line bundle π∗V detV on V and we
achieve the identity
e(L⊗ V ) = ψL⊗−1(e(V )) + e(L) ∪ e(L⊗ detV )
in H2(X,KMW2 (L
−2 ⊗ det−1 V )).
(3) Suppose that the section v in Theorem 10.6 is in “general position”,
that is, the zero locus A has codimension r on X and no component of A
is contained in the divisor D. Then the subset B = A ∩D has codimension
r + 1 on X and so the restriction map
Hr(X,KMWr (L
−r ⊗ det−1 V ))→ Hr(X \B,KMWr (L
−r ⊗ det−1 V ))
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is injective. Thus the difference of Euler classes e(L⊗ V )−ψL⊗−m(e(V )) in
case (i) or e(L ⊗ V ) − ψM⊗−r(e(V )) in case (ii) is uniquely determined by
the identity of Theorem 10.6.
We can simplify the formula in Theorem 10.6 in the case (ii), L ∼= M⊗2,
using the Remark 8.7. Recall that the map “multiplication by the hyperbolic
form h”
h· : KMWr (L)→ K
MW
r
factors through KMr via
KMWr (L)
h·(−)
//
q

KMWr (L)
KMr
h¯·(−)
88rrrrrrrrrrr
where q : KMWr (L)→ K
M
r is the map induced by the isomorphism
KMW∗ (L)(F )/η
∼= KM∗ (F )
for a field F .
Lemma 10.8. Let V be a rank r vector bundle on X ∈ Sm/k. Then
h · e(V ) = h¯ · cr(V )
in Hr(X,KMWr (det
−1 V )), where cr(V ) ∈ H
r(X,KMr ) is the rth Chern class
of V .
Proof. We have the commutative triangle
Hr(X,KMWr (det
−1 V ))
h·(−)
//
q

KMWr H
r(X,KMWr (det
−1 V ))
Hr(X,KMr )
h¯·(−)
33❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤
Since q(e(V )) = cr(V ), the result follows. 
Corollary 10.9. Let V be a rank r vector bundle on X ∈ Sm/k, let M be
a line bundle on X and let L =M⊗2. Then
e(V ⊗ L) = ψM⊗−r(e(V )) + h¯ · c1(M) · (
r∑
i=1
cr−i(V ) · c1(L)
i−1)
in Hr(X,KMWr (detV
−1 ⊗ L−r)).
Proof. To check the identity, we may pass to a Jouanolou cover of X, so
we may assume that V , L, M and V ⊗ L are globally generated. We may
therefore assume from the beginning that we have sections v of V with zero-
locusA of codimension r onX, and a section sM ofM with pure codimension
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one zero-locus D, such that, letting B = A ∩ D, B has codimension r + 1
on X. As the restriction map
Hr(X,KMWr (detV
−1 ⊗ L−r))→ Hr(X \B,KMWr (detV
−1 ⊗ L−r))
is injective, it suffices to check the identity on X \B. Thus we may assume
that we have sections v and s as above, with A of codimension r, D of
codimension one, and with A ∩ D = ∅. Let V 0 = V \ 0X with projection
π0V : V
0 → X.
We may then apply Theorem 10.6 and reduce to showing that
eD(L; s
⊗2
M ) ∪ v
∗
0e(π
∗
V L⊗W ) = h¯ · c1D(M) ∪ (
r∑
i=1
cr−i(V ) · c1(L)
i−1).
By Remark 8.7, we have
eD(L; s
⊗2
M ) = h · eD(M ; sM ) = h¯ · c1D(M).
Thus it suffices to show that
h · e(π∗V 0L⊗W ) = h¯ · π
∗
V 0(
r∑
i=1
cr−i(V ) · c1(L)
i−1)
in Hr−1(V 0,KMWr−1 (π
∗
V 0(det
−1 V ⊗ det−r+1 L)). By Lemma 10.8, we need
only show that
cr−1(π
∗
V 0L⊗W ) = π
∗
V 0(
r∑
i=1
cr−i(V ) · c1(L)
i−1)
in Hr−1(V 0,KMr−1). But on V
0 we have the exact sequence
0→ OV 0 → π
∗
V 0V →W → 0
so
ci(W ) =
{
π∗V 0ci(V ) for i = 0, . . . , r − 1
0 for i > r − 1.
The standard formula for the Chern classes of a tensor product bundle thus
gives
cr−1(π
∗
V 0L⊗W ) =
r−1∑
i=0
cr−1−i(W ) · c1(π
∗
V 0L)
i
= π∗V 0(
r∑
i=1
cr−i(V ) · c1(L)
i−1)

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11. Obstruction classes and dual bundles
Asok and Fasel [4, Theorem 5.3.2] have given an interpretation of the
Euler class in terms of obstruction theory, which we recall here. As an
application, we prove the following useful result.
Theorem 11.1. Let X be a smooth quasi-projective scheme over k, E a
rank n vector bundle on X and E∨ the dual bundle. Let
ψ : Hn(X,KMWn (det
−1E∨))→ Hn(X,KMWn (det
−1E))
be the isomorphism ψdet−1 E. Then
ψ(e(E∨)) = (−〈−1〉)ne(E)
in Hn(X,KMWn (det
−1E)).
The rank 1 case is just Corollary 8.6, so in what follows, we will assume
n ≥ 2.
Recall that for a map of connected spaces p : X → B with homotopy
fiber F having abelian π1, one has the relative Postnikov tower
X //
p
++❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲ · · · // X(n+1) //
$$■
■■
■■
■■
■■
■■
X(n) //

X(n−1) //
zz✉✉
✉✉
✉✉
✉✉
✉✉
✉
· · · // X(0)
ss❣❣❣❣
❣❣❣❣
❣❣❣❣
❣❣❣❣
❣❣❣❣
❣❣❣❣
❣❣❣❣
❣
B
and the homotopy cartesian squares
X(n+1) //

Bπ1(B)
s

X(n)
kn+1
// Kˆ(πn, n+ 1).
Here Kˆ(πn, n + 1) is the total space of the bundle over Bπ1(B) with fiber
K(πn(F ), n)
K(πn(F ), n) //

Kˆ(πn, n+ 1)

pt // Bπ1(B),
s
OO
given by the action of π1(B) on K(πn(F ), n + 1) through its action on
πn(F ), with section s given by the base-point in K(πn(F ), n). The map
X(n+1) → Bπ1(B) is given by the map π1X
(n+1) → π1B.
This extends to more general model categories, such as the category of
simplicial presheaves on a site with enough points, localized with respect to
the site topology; we quote the result [3, Theorem 6.1.1] for the situation
in the unstable A1 homotopy category. We note that this result as stated
assumes that the homotopy fiber is at least 1-connected, but the method of
proof also applies to the case of abelian π1, see for example the construction
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of the Moore-Postnikov tower described in [31, §4]. We recall their result
(extended to the case of abelian π1) for the reader’s convenience
Theorem 11.2 (Asok-Fasel [3, Theorem 6.1.1]). Suppose f : (E , e)→ (B, b)
is a pointed map of A1-connected spaces and let F be the A1-homotopy fiber
of f . Assume, in addition, that f is an A1-fibration, B is A1-local, that F
is A1-connected and πA
1
1 (F) is abelian. There are pointed spaces (E(i), ei),
i = 0, 1, . . ., with E(0) = B, and commutative diagrams of pointed morphisms
of pointed spaces
E(i+1)
h(i+1)
""❉
❉❉
❉❉
❉❉
❉❉
p(i)

E
g(i)
//
g(i+1)
==③③③③③③③③③
E(i)
h(i)
// B
having the following properties:
(i) The composite h(i)g(i) = f for all i ≥ 0.
(ii) The morphism πA
1
n E → π
A1
n E
(i) induced by g(i) is an isomorphism
n ≤ i and an epimorphism for n = i+ 1.
(iii) The morphism πA
1
n E
(i) → πA
1
n B induced by h
(i) is an isomorphism
for n > i+ 1, and a monomorphism for n = i+ 1.
(iv) The induced map E → holimi E
(i) is an A1-weak equivalence.
The morphisms p(i) are A1-fibrations with A1-homotopy fiber K(πA
1
i F , i)
for all i ≥ 0, and p(i) is a twisted A1-principal fibration. This means the
following: Let
Kπ
A
1
1 B(πA
1
i F , i + 1) := Eπ
A1B ×
πA
1
1 B
K(πA
1
i F , i+ 1),
where πA
1
1 B acts on K(π
A1
i F , i+1) through its action on π
A1
i F given by the
fibration F → E → B. Let
s : BπA
1
1 B → K
πA
1
1 B(πA
1
i F , i+ 1)
be the map given by inclusion of the base point ∗ of K(πA
1
i F , i+ 1):
BπA
1
1 B = Eπ
A1B ×
πA
1
1B
∗ →֒ EπA
1
B ×
πA
1
1 B
K(πA
1
i F , i + 1).
Then there is a unique (up to A1-homotopy) morphism
ki+1 : E
(i) → Kπ
A
1
1 B(πA
1
i F , i+ 1),
called the k-invariant, sitting in an A1-homotopy pullback square of the form
E(i+1) //

BπA
1
1 B
s

E(i)
ki+1
// Kπ
A
1
1 B(πA
1
i F , i+ 1).
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The pair (Kπ
A
1
1 B(πA
1
i F , i+1), Bπ
A1
1 B) has a cohomological interpretation,
described in the classical case by [31, Proposition 3.6] and in the setting of
A1 homotopy theory by Morel [26, Theorem B.3.8]. We refer the reader to
[26, Appendix B, Cohomological interpretation of the obstruction sets] for
verification of the various statements made below.
The action of πA
1
1 B on π
A1
i F gives a sheaf of abelian groups π˜
A1
i F on
BπA
1
1 B, defined as
π˜A
1
i F := Eπ
A1B ×
πA
1
1 B
πA
1
i F .
This is a priori a sheaf of sets, but Morel shows that it is a sheaf of abelian
groups.
Given X ∈ Sm/k and morphism φ : X → B in HNis(k), we have the Nis-
nevich sheaf π˜A
1
i F
φ on X, formed by pulling back π˜A
1
i F by the composition
X
φ
−→ B
can
−−→ BπA
1
1 B.
In more concrete terms, one has the isomorphism
H1Nis(X,π
A1
1 B|XNis)
∼= [X,BπA
1
1 B]HNis(k)
so the morphism φ gives rise to a torsor Y → X for the sheaf of groups
πA
1
1 B|XNis . The sheaf π˜
A1
i F
φ is just Y ×
πA
1
1 B|XNis
πA
1
i F|XNis. In any case, this
gives, for a pair (X,A) the cohomology H∗Nis(X,A, π˜
A1
i F
φ).
For two pairs in Spc(k), (X ,A) and (Y,B) we define
[(X ,A), (Y,B)]HNis(k) := π0(Map(QX , RY) ×Map(QA,RY)) Map(QA, RB))
where QA → QX is a cofibration of cofibrant models for A → X and
RB → RY is a fibration of fibrant models for B → Y, in the Nisnevich
local model structure; we may in use just one of these two replacements to
compute the π0: we have weak equivalences
Map(X , RY)×Map(A,RY)) Map(A, RB)
→Map(QX , RY)×Map(QA,RY)) Map(QA, RB)
←Map(QX ,Y)×Map(QA,Y)) Map(QA,B).
We note that an element γ = [(α, β)] of [(X ,A), (Y,B)]HNis(k) gives by
restriction a map [α] : X → Y in HNis(k), which we denote by resXγ.
For φ : X → Y in HNis(k), we let [(X ,A), (Y,B)]
φ
HNis(k)
be the subset of
[(X ,A), (Y,B)]HNis(k) of elements γ with resXγ = φ. We now give a co-
homological interpretation of this group; we first recall the injective model
structure on the category of cohomological complexes supported in non-
positive degrees, Ch≤0(ShAb(XNis)).
The category of unbounded complexes Ch(ShAb(XNis)) has the injective
model structure as defined by Hovey [16, Theorem 2.2]: weak equivalences
are quasi-isomorphisms, cofibrations are the injections, fibrations are surjec-
tions which are termwise split with kernel K∗ a complex of injective sheaves
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which is K-injective [34, 1.1, Definition]. This latter means that for each
acyclic complex A∗, the complex of abelian groups Hom(A∗,K∗)∗ is acyclic.
We have the canonical truncation functor
τ≤0 : Ch(ShAb(XNis))→ Ch
≤0(ShAb(XNis)),
right adjoint to the inclusion functor
i : Ch≤0(ShAb(XNis))→ Ch(Sh
Ab(XNis)).
The injective model structure on Ch≤0(ShAb(XNis)) has weak equivalences
the quasi-isomorphisms and cofibrations the injections. Fibrations are maps
of the form τ≤0(f) with f a fibration in Ch(ShAb(XNis)).
Lemma 11.3. With the weak equivalences, cofibrations and fibrations as
given above, Ch≤0(ShAb(XNis)) a model category. Moreover, a finite com-
plex K¯∗ in Ch≤0(ShAb(XNis)) is fibrant if and only if K¯
n is injective for
all n < 0.
Proof. This is certainly well known, but we were not able to find this state-
ment in the literature, so we give the proof here.
The fact that τ≤0 ◦ i = Id enables one to verify all the axioms for a
model category except that a cofibration should have the left lifting prop-
erty with respect to a fibration that is a weak equivalence. This will fol-
low easily if we can show that for every fibration and weak equivalence
f¯ in Ch≤0(ShAb(XNis)), there is a fibration and weak equivalence f˜ in
Ch(ShAb(XNis)) with f¯ = τ
≤0f˜ .
To see this, take a fibration and weak equivalence f¯ : X¯∗ → Y¯ ∗ and write
f¯ = τ≤0f for f : X∗ → Y ∗ a fibration in Ch(ShAb(XNis). Since f is a
termwise split surjection, f¯ = τ≤0f is a surjection, and thus K¯∗ := ker f¯ =
τ≤0K∗ is acyclic. Since f is a fibration, K¯n = Kn is injective for all n < 0.
Recall that XNis has finite cohomological dimension for sheaves of abelian
groups. Since K¯∗ is acyclic and K¯n is injective for all n < 0, it fol-
lows that K¯0 is an injective sheaf and thus the entire complex K¯∗ splits:
K¯n = ker(d¯n) ⊕ ker(d¯n+1) with the differential K¯n → K¯n+1 the projec-
tion on ker(d¯n+1) followed by the inclusion. This easily implies that K¯∗ is
K-injective in Ch(ShAb(XNis)).
In addition, the exact sequence
0→ K¯0 → X¯0
f¯0
−→ Y¯ 0 → 0
splits; let s : X¯0 → K¯0 be a choice of splitting. Taking an injective resolution
0→ Y¯ 0
ǫ
−→ I0
d˜0
−→ I1 → . . .
of Y¯ 0 gives the injective resolution
0→ X¯0
(s,f¯0ǫ)
−−−−→ K¯0 ⊕ I0
d˜0◦πI0−−−−→ I1 → . . . .
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of X¯0. Letting
Y˜ n :=
{
Y¯ n for n < 0
In for n ≥ 0,
and
X˜n :=

X¯n for n < 0
K¯0 ⊕ I0 for n = 0
In for n > 0,
we can thus extend the map f¯ : X¯∗ → Y¯ ∗ to a fibration f˜ : X˜∗ → Y˜ ∗ with
acyclic kernel K¯∗, in other words, f˜ is a fibration and weak equivalence in
Ch(ShAb(XNis)); τ
≤0f˜ = f¯ by construction.
To finish the proof, let K¯∗ ∈ Ch≤0(ShAb(XNis) be a finite complex with
K¯n injective for n < 0. Splicing in an injective resolution of K¯0, we may
write K¯∗ = τ≤0K∗, where K∗ is a bounded below complex of injectives.
It suffices to show that K∗ is K-injective. If A∗ is an acyclic complex
in Ch≤0(ShAb(XNis), then as K
∗ is bounded below, Hm(Hom(A∗,K∗)∗) =
Hm(Hom(τ≥NA
∗,K∗)∗) for allN << 0. Since τ≥NA
∗ is acyclic and bounded
below, Hom(τ≥NA
∗,K∗)∗ is acyclic, and thus K∗ is K-injective. 
Proposition 11.4. Let j : A → X be an open immersion in Sm/k. For
each φ ∈ [X,BπA
1
1 B]HNis(k), there is a natural bijection
[(X,A), (Kπ
A
1
1 B(πA
1
i F , i+ 1), Bπ
A1
1 B)]
φ
HNis(k)
∼= H i+1Nis (X,A, π˜
A1
i F
φ).
Proof. This result in the absolute case (X, ∅) is [26, Theorem B.3.8], and is
essentially an application of the Dold-Kan correspondence in the setting of
abelian group objects in SpcNis(X). In the case of topological spaces, this
result is proven in [31, Proposition 3.6]
Write G for πA
1
1 B|XNis. We fix a map φ : X → Bπ
A1
1 B in HNis(k), giving
the corresponding element [φ] ∈ H1Nis(X,G) which we represent by a G-
torsor Y → X. We write Mφ for the sheaf π˜
A1
i F
φ := Y ×G π
A1
i F|XNis on
XNis. We note that φ
∗Kπ
A
1
1 B(πA
1
i F , i+ 1) is isomorphic in HNis•(X) to the
sheaf of Eilenberg-MacLane spacesK(Mφ, i+1) ∈ Spc•(X) (see [26, Lemma
B.3.7]), and that
φ∗(s) : φ∗BπA
1
1 B → φ
∗Kπ
A
1
1 B(πA
1
i F , i+ 1)
goes over to the base-point section ∗X →֒ K(Mφ, i + 1) under this identifi-
cation. This gives us the isomorphism
[(X,A), (Kπ
A
1
1 B(πA
1
i F , i+ 1), Bπ
A1
1 B)]
φ
HNis(k)
∼= [(X,A), (K(Mφ, i+ 1), ∗X )]HNis(X).
We work in the model category of (cohomological) complexes of sheaves
of abelian groups on XNis, supported in degrees ≤ 0, Ch
≤0(ShAb(XNis)),
with the injective model structure.
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Let Mφ → I
∗ be an injective resolution of Mφ. Under the Dold-Kan
correspondence, K(Mφ, i+ 1) goes to the complex of sheaves τ≤0(I
∗[i+ 1])
on XNis, and a fibrant model of the inclusion ∗X →֒ K(Mφ, i+1) goes to an
acyclic fibrant complex F∗ mapping by a fibration to τ≤0(I
∗[i+ 1]),
ρ : F∗ → τ≤0(I
∗[i+ 1]).
This identifies [(X,A), (K(Mφ, i+ 1), ∗X )]HNis(X) with
H0(τ≤0(I
∗(X)[i + 1])×τ≤0(I∗(A)[i+1]) F
∗(A)).
Since ρ is a fibration, the map
ρ(A) : F∗(A)→ τ≤0(I
∗(A)[i + 1])
is surjective in degrees < 0 and thus the same is true for the projection
τ≤0(I
∗(X)[i + 1])×τ≤0(I∗(A)[i+1]) F
∗(A)→ τ≤0(I
∗(X)[i + 1]).
This shows that the evident map
τ≤0(I
∗(X)[i + 1])×τ≤0(I∗(A)[i+1]) F
∗(A)
→ Cone(I∗(X)[i + 1]⊕F∗(A)
(res,ρ)
−−−−→ I∗(A)[i + 1])[−1]
induces an isomorphism on H i for all i ≤ 0 and in particular, we have
H0(τ≤0I
∗(X)[i+ 1]×τ≤0I∗(A)[i+1] F
∗(A)) ∼= H i+1(X,A,Mφ).

Remark 11.5. If the πA
1
1 B action on π
A1
i F is trivial, then K
πA
1
1 B(πA
1
i F , i +
1) = K(πA
1
i F , i + 1)×Bπ
A1
1 B, and we have A
1-homotopy pullback square
E(i+1) //

pt
s

E(i)
ki+1
// K(πA
1
i F , i+ 1).
In this case, we have
[(X,A), (K(πA
1
i F , i + 1), ∗)]HNis(k)
∼= [X/A,K(πA
1
i F , i+ 1)]H•,Nis(k)
and Proposition 11.4 is just the usual identification
[X/A,K(πA
1
i F , i+ 1)]H•,Nis(k)
∼= H i+1A (XNis, π
A1
i F|XNis).
Consider the sequence (for n ≥ 2)
(11.1) GLn /GLn−1 → BGL
′
n−1 → BGLn
induced by the inclusion GLn−1 → GLn,
g 7→
(
1 0
0 g
)
.
TOWARD AN ENUMERATIVE GEOMETRY WITH QUADRATIC FORMS 87
Here we take BGLn to be the colimit presheaf
BGLn := colimN GLN /GLn×GLN−n
and use the model
colimN GLN /GLn−1×GLN−n
for BGL′n−1. By [27, Proposition 4.3.7] these models agree with the model
of BGLn and BGLn−1 formed by using the standard simplicial schemes, and
by [6, Theorem 1], the sequence (11.1) is an A1 homotopy fiber sequence.
It will be more convenient to replace (11.1) with the sequence
(11.2) An \ {0} → BGLn−1 → BGLn
where we replace GLn−1 with the Euclidean group
Eucln−1 :=


1 v1 . . . vn−1
0
... g
0
 , g ∈ GLn−1

and replace BGL′n−1 with
BGLn−1 := colimN GLN /Eucln−1×GLN−n .
Since GLN /GLn−1×GLN−n → GLN /Eucln−1×GLN−n is an affine space
bundle, as is the induced map GLn /GLn−1 → An \{0}, the sequence (11.2)
is isomorphic to the sequence (11.1) in H(k); in particular, (11.2) is also an
A1 homotopy fiber sequence.
For notational simplicity, we set
Graff (n,N) := GLN /GLn×GLN−n,
Graff (n− 1, N) := GLN /Eucln−1×GLN−n .
Let pn,N : En,N → Graff (n,N) be the “universal” bundle
En,N := GLN ×GLn×GLN−nA
n,
with GLn×GLN−n acting on An through the standard left action of GLn
on An. Let pn−1,N : En−1,N → Graff (n,N) be the similarly defined rank
n − 1 bundle, using the action of Eucln−1 on An−1 through its quotient
Eucln−1 → GLn−1.
Asok [2, Lemma 3.10] has shown that πA
1
1 (BGLn) = Gm, with classifying
map BGLn → BGm induced by the determinant GLn → Gm. Let
˜Eucln−1 :=


1 v1 . . . vn−1
0
... g
0
 , g ∈ SLn−1

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and define
G˜raff (n,N) := GLN /SLn×GLN−n,
G˜raff (n− 1, N) := GLN / ˜Eucln−1 ×GLN−n .
Let
BSLn := colimN G˜raff (n,N); BSLn−1 := colimN G˜raff (n− 1, N)
As above, BSLn−1 is isomorphic in H(k) to
BSL′n−1 := colimN GLN /SLn−1×GLN−n .
It follows from [27, Lemma 1.8, Proposition 2.6, Remark 2.7] and the fact
[33, 4.4(b)] that H1e´t(X,SLn) = H
1
Nis(X,SLn) for all X ∈ Sm/k that BSLn
and BSLn−1 are isomorphic in H(k) to the respective simplicial classifying
spaces. The sequence
GLn /SLn → BSLn → BGLn
is an A1 homotopy fiber sequence, using [6, Theorem 1] and [7, Theorem
4.1.1]; the identification of GLn /SLn with Gm by the determinant shows
that BSLn → BGLn is the universal cover of BGLn, in particular, BSLn and
BSLn−1 are A1-simply connected.
Using [7, Theorem 4.1.1], we see that An \ {0} → BSLn−1 → BSLn is
an A1 homotopy fiber sequence. The evident maps give the commutative
diagram of A1-homotopy fiber sequences
(11.3) An \ {0} // BSLn−1 //

BSLn

An \ {0} // BGLn−1 // BGLn
We have vector bundles p˜n,N : E˜n,N → G˜raff (n,N), p˜n−1,N : E˜n−1,N →
G˜raff (n − 1, N) defined as above; these both come with canonical trivial-
izations of their respective determinant bundles.
Let BGLfibn−1 → BGL
fib
n be a fibration in SpcNis(k), with BGL
fib
n−1 and
BGLfibn A
1 fibrant models of BGLn−1 and BGLn, respectively, modeling the
map BGLn−1 → BGLn.
For n ≥ 2, An \ {0} is A1-connected and Morel’s connectedness theorem
[26, 6.38] tells us that
πA
1
k (A
n \ {0}) ∼= πA
1
k (S
n−1 ∧G∧nm ) = 0
for 1 ≤ k ≤ n − 2. Furthermore, Morel [26, Theorem 6.40] has defined an
isomorphism of Nisnevich sheaves
πA
1
n−1(S
n−1 ∧G∧nm ) ∼= K
MW
n .
In particular, the fibration BGLfibn−1 → BGL
fib
n is n− 2 connected for n ≥ 2
and in case n = 2, the fiber has abelian πA
1
1 .
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Referring to the fiber sequence (11.2), Asok-Fasel [3, §6.2] show that the
πA
1
1 (BGLn)-action on π
A1
n−1(A
n \ {0}) ∼= KMWn is the canonical one: for
x ∈ X ∈ Sm/k, a unit u ∈ Gm(OX,x) acts on KMWn (OX,x) by multiplication
by 〈u〉.
The standard action of Gm on A1 gives us the universal line bundle
Luniv → BGm,
Luniv := EGm ×Gm A
1. The action of Gm on πA
1
n−1(A
n \ {0}) ∼= KMWn gives
us the bundle of abelian groups KMWn (det
−1 Luniv) := EGm ×Gm K
MW
n on
BGm and the corresponding bundle of Eilenberg-MacLane spaces. We thus
have a canonical isomorphism of KGm(πA
1
n−1(A
n \ {0}), n) → BGm with
π : K(KMWn (det
−1 Luniv), n)→ BGm.
If we have an X ∈ Sm/k and a map φ : X → BGm in H(k), we have
the corresponding line bundle Lφ → X with Lφ \ 0X → X the Gm-torsor
corresponding to φ. Then K(KMWn (det
−1 Luniv), n) ×BGm X → X is the
bundle of Eilenberg-MacLane spacesK(KMWn (det
−1 Lφ), n)→ X. Similarly,
we have
π˜A
1
n (A
n \ {0})φ = KMWn (det
−1 Lφ).
We may apply Theorem 11.2 to the map BGLfibn−1 → BGL
fib
n . We have
BGL
(k)
n−1 = BGL
fib
n for 0 ≤ k < n and we have the Nisnevich local homotopy
cartesian square
(11.4) BGL
(n)
n−1
//

BGm

BGLfibn kn
// K(KMWn (det
−1 Luniv), n).
For X ∈ Sm/k, each rank n vector bundle E → X gives rise to a well-
defined classifying morphism X → BGLn in H(k), and thus a well-defined
map φE : X → BGL
fib
n in HNis(k). This gives the map
kn ◦ φE : X → K(K
MW
n (det
−1 Luniv), n)
in HNis(k), which by Proposition 11.4 yields an element
eob(E) ∈ H
n
Nis(X,K
MW
n (det
−1E)) = HnZar(X,K
MW
n (det
−1E)).
Proposition 11.6. For each n ≥ 2 there is a unit γn ∈ GW(k)
× such that,
for each rank n vector bundle E → X on some smooth X ∈ Sm/k, we have
eob(E) = γn · e(E).
Proof. As Milnor-Witt cohomology is homotopy invariant, we may replace
X with a Jouanolou cover and assume from the start that X is affine.
Each rank n vector bundle V → X on the affine X is classified by mor-
phism φV,N : X → Graff (n,N) for N >> 0. Thus, it suffices to prove the
result for universal bundle pn,N : En,N → Graff (n,N).
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We have the isomorphism
qn : Graff (n− 1, N)→ En,N \ 0Gr(n,N)
induced by sending a matrix g ∈ GLN to the pair (g, e1) ∈ GLN ×An, where
e1 is the first basis vector
t(1, 0, . . . , 0). This gives the commutative diagram
Graff (n− 1, N)
ρn
""❊
❊❊
❊❊
❊❊
❊❊
❊❊
❊❊
❊❊
❊❊
❊❊
❊❊
❊
qn
∼
// En,N \ 0Gr(n,N)
j

En,N
pn,N

Graff (n,N)
where ρn is the evident map. This gives us the diagram in Spc(k)
(11.5)
Graff (n− 1, N)
φEn−1,N
//
≀qn
 ρn
  
❆❆
❆❆
❆❆
❆❆
❆❆
❆❆
❆❆
❆❆
❆❆
❆❆
❆
BGLfibn−1

✽
✽✽
✽✽
✽
✽✽
✽✽
✽✽
✽
✽✽
✽✽
✽
// BGL
(n)
n−1
//

BGm

En,N \ 0Graff (n,N)
j

En,N pn,N
// Graff (n,N)
φEn,N
// BGLfibn kn
// K(KMWn (det
−1), n)
commuting in HNis(k). By Proposition 11.4, this diagram gives rise to a co-
homology class thob(En,N ) ∈ H
n
s0(Graff (n,N))
(En,N ,K
MW
n (det
−1En,N )) with
s∗0thob(En,N ) = eob(En,N ),
where s0 is the 0-section.
Replace GLn with SLn. This gives us the commutative diagram
(11.6) G˜raff (n− 1, N) //
''P
PP
PP
PP
PP
PP
P

G˜raff (n,N)
&&▼
▼▼
▼▼
▼▼
▼▼
▼

BSLn−1 //

BSLn

Graff (n− 1, N) //
((P
PP
PP
PP
PP
PP
P
Graff (n,N)
&&▼
▼▼
▼▼
▼▼
▼▼
▼
BGLn−1 // BGLn
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Let E˜n,N → G˜raff (n,N) be the universal bundle. As above, we have a
commutative diagram
G˜raff (n− 1, N)
ρ˜n
""❉
❉❉
❉❉
❉❉
❉❉
❉❉
❉❉
❉❉
❉❉
❉❉
❉❉
❉
q˜n
∼
// E˜n,N \ 0Gr(n,N)
j˜

E˜n,N
pn,N

G˜raff (n,N)
Repeating the Moore-Postnikov construction for the fibration sequence
An \ {0} → BSLfibn−1 → BSL
fib
n
and noting that BSLn is A1-simply connected, we have the diagram in
Spc(k)
(11.7)
G˜raff (n− 1, N)
φE˜n−1,N
//
≀qn

ρ˜n
!!❇
❇❇
❇❇
❇❇
❇❇
❇❇
❇❇
❇❇
❇❇
❇❇
❇❇
❇
BSLfibn−1

✿
✿✿
✿✿
✿✿
✿
✿✿
✿✿
✿
✿✿
✿✿
✿✿
// BSL
(n)
n−1
//

pt

E˜n,N \ 0G˜raff (n,N)
j˜

E˜n,N
p˜n,N
// G˜raff (n− 1, N)
φE˜n−1,N
// BSLfibn
k˜n
// K(KMWn , n+ 1)
commuting in HNis(k). We have as well a map of diagram (11.7) to the
diagram (11.5), extending the comparison maps in (11.3) and (11.6).
As before, this gives us the cohomology class
thob(E˜n,N ) ∈ H
n
s0(G˜raff (n,N))
(G˜raff (n,N),K
MW
n )
with s∗0thob(E˜n,N ) = eob(E˜n,N ).
By [4, Theorem 5.3.2], there is a universal element γn ∈ GW(k)
× with
eob(E˜n,N ) = γn · e(E˜n,N ).
The proof of [4, Theorem 5.3.2] is in fact a comparison of thob(E˜n,N ) with
th(E˜n,N ), showing that
(11.8) thob(E˜n,N ) = γn · th(E˜n,N ).
Take an affine open cover U = {Uα} of Graff (n,N) trivializing the line
bundle detEn,N . For each α let jα : Uα → Graff (n,N) be the inclusion
and choose an isomorphism λα : j
∗
α detEn,N
∼= OUα . The isomorphism λα
defines a section
σα : Uα → G˜raff (n,N)
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to the projection G˜raff (n,N) → Graff (n,N) and an isomorphism ψα :
σ∗αE˜n,N → j
∗
αEn,N . Thus
(σα, λα)
∗(thob(E˜n,N )) = j
∗
α(thob(En,N ))
in Hn0Uα (En,N |Uα ,K
MW
n (det
−1En,N )). The identity (11.8) and the functori-
ality of th(−) shows that
j∗α(thob(En,N )) = γn · j
∗
αth(E˜n,N )
in Hn0Uα (En,N |Uα,K
MW
n (det
−1En,N )) for each α.
We have the Thom isomorphism
H0(Graff (n,N),K
MW
0 )
th(En,N )∪−
−−−−−−−−→ Hn0Graff (n,N)
(En,N ,K
MW
n (det
−1En,N));
let xob ∈ H
0(Graff (n,N),K
MW
0 ) be the element with th(En,N ) ∪ xob =
thob(En,N ). The identity (11.8) shows that j
∗
αxob = γn for all α and thus
xob = γn. This shows that
thob(En,N ) = γn · th(En,N ).
As the obstruction Euler class eob(En,N ) is given by
eob(En,N ) := s
∗
0(thob(En,N ))
and e(En,N ) = s
∗
0(th(En,N )), we have eob(En,N ) = γn · e(En,N ), completing
the proof. 
Remark 11.7. The rank two case of Theorem 11.1 follows from the iso-
morphism V ∨ ∼= V ⊗ det−1 V for a rank two vector bundle V , and Re-
mark 10.7(2), which gives
e(V ∨) = e(V ⊗ det−1 V ) = e(V ) + e(det−1 V ) ∪ e(det−1 V ⊗ detV ) = e(V ).
We proceed to prove Theorem 11.1. If a rank n vector bundle E on X
is classified by a map f : X → BGLn, then the dual E
∨ is classified by
Bαn ◦ f , where Bαn : BGLn → BGLn is the automorphism induced by the
automorphism of group-schemes αn : GLn → GLn, αn(g) =
tg−1.
Thus, for rank n ≥ 2, the theorem follows from
Proposition 11.8. Via the A1-weak equivalence GLn /GLn−1 → An \ {0},
and the isomorphism πA
1
n−1(A
n \ {0}, e1) ∼= K
MW
n , the automorphism αn
induces the map ×(−〈−1〉)n on KMWn .
Indeed, Asok-Fasel [4, Proposition 3.4.1] compute action of πA
1
1 (BGLn)
∼=
Gm on πA
1
n−1(A
n \ {0}, e1) ∼= K
MW
n as t · x = 〈t〉 · x for t ∈ Gm(U) and
x ∈ KMWn (U). As αn∗ : π
A1
1 (BGLn) → π
A1
1 (BGLn) is the map t 7→ t
−1 on
Gm, the fact that 〈t〉 = 〈t−1〉 implies that there is a canonical isomorphism
α∗nKBGLn(K
MW
n (det
−1 En), n) ∼= K(K
MW
n (det
−1 En), n).
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As ×(−〈−1〉)n commutes with the πA
1
1 (BGLn)-action, this together with
Proposition 11.8 shows that kn−1 ◦ αn = (−〈−1〉)
n × kn−1.
To prove the proposition, let Q2n−1 ⊂ A2n be the affine quadric defined
by
n∑
i=1
xiyi = 1.
We have the projection π : Q2n−1 → An \ {0}, π(x, y) = x, realizing Q2n−1
as an An−1 bundle over An \ {0}. We have the map ρ˜ : GLn → Q2n−1 with
ρ˜((gij)) := (g11, . . . , gn1, g
11, . . . , g1i, . . . , g1n),
where gij is the ijth entry in the cofactor matrix t(gij)
−1 to (gij). As
ρ˜(g ·
(
1 0
0 h
)
) = ρ˜(g),
ρ˜ induces the map
ρ : GLn /GLn−1 → Q2n−1
with πρ(g) = g · e1. It follows easily from this that ρ is an isomorphism of
affine schemes over k and thus ρ induces an isomorphism
(11.9) (Q2n−1, ∗) ∼= S
n−1 ∧G∧nm
in H•(k), for any choice of base-point ∗ ∈ Q2n−1; for concreteness, we use
∗ = (1, 0 . . . , 0; 1, 0 . . . , 0).
In addition the automorphism αn induces the automorphism
βn : Q2n−1 → Q2n−1; βn(x, y) = (y, x).
The proposition will follow from
Proposition 11.9. Suppose n ≥ 2. Via the isomorphism (11.9), the auto-
morphism βn induces the map ×(−〈−1〉)
n on KMWn .
The proof uses the next two lemmas.
Lemma 11.10. Choose integers i, j with 1 ≤ i < j ≤ n and let
τi,j : Q2n−1 → Q2n−1
be the map
τi.j(x1, . . . , xi . . . , xj , . . . , xn; y1, . . . , yi, . . . , yj, . . . , yn)
= (x1, . . . , yi, . . . , yj, . . . , xn; y1, . . . , xi, . . . , xj , . . . , yn)
that is, exchange xi for yi, exchange xj for yj and leaving xℓ, yℓ unchanged
for ℓ 6∈ {i, j}. Then τi,j is A1-homotopic to the identity on Q2n−1.
Proof. Send the tuple (xi, xj , yi, yj) to the matrix
m = m(xi, xj , yi, yj) :=
(
xi −yj
xj yi
)
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Take g ∈ SL2 and let (x
′
i, x
′
j , y
′
i, y
′
j) be the tuple with
m(x′i, x
′
j , y
′
i, y
′
j) = g ·m(xi, xj , yi, yj)
Since detm(xi, xj , yi, yj) = xiyi+xjyj, we see that, given a point (x, y) ∈ Q,
the point (x′, y′) formed by replacing (xi, xj , yi, yj) with (x
′
i, x
′
j , y
′
i, y
′
j) and
leaving all other xℓ, yℓ unchanged is also in Q2n−1, and we thus have an
action
µℓi,j : SL2×kQ2n−1 → Q2n−1.
Similarly, right multiplication gives us the (right) action
µri,j : Q2n−1 ×k SL2 → Q2n−1.
Since SL2(k) is generated by elementary matrices, it follows that for g ∈
SL2(k), the automorphisms µ
ℓ
i,j(g,−) : Q2n−1 → Q2n−1 and µ
r
i,j(−, g) :
Q2n−1 → Q2n−1 are A1-homotopic to the identity. Since
m(yi, yj, xi, xj) =
(
0 −1
1 0
)
·m(xi, xj , yi, yj) ·
(
0 1
−1 0
)
the result follows. 
This lemma handles the case of even n and reduces the case of odd n to
proving the following result.
Lemma 11.11. Let n ≥ 3 be odd and let σn : Q2n−1 → Q2n−1 be the
automorphism
σn(x1, . . . , xn, y1, . . . , yn) = (x1, . . . , xn−1, yn; y1, . . . , yn−1, xn).
Then via the isomorphism (Q2n−1, ∗) ∼= Σ
n−1
S1
G∧nm in H•(k), ρn gives the
automorphism Σn−1σ˜n, where σ˜n is the automorphism of G∧nm
σ˜n(t1 ∧ . . . ∧ tn) = t1 ∧ . . . ∧ tn−1 ∧ t
−1
n .
That this does in fact prove Proposition 11.8 follows from the identity in
KMW1 (Gm)
[t−1] = (−〈−1〉)[t];
see [26, Lemma 3.14].
Proof of Lemma 11.11. We begin by defining a homotopy inverse to the map
Q2n−1 → An \ {0} in Spc•(k).
For this, we recall a construction of an “A1 geometric realization” of a
simplicial object X• in Spc(k). This is the quotient presheaf
|X•| := ∐mXm ×∆
m
k / ∼
wherem 7→ ∆mk is the standard cosimplicial scheme of algebraic m-simplices
and ∼ is the usual equivalence relation
(x,∆(g)(t)) ∼ (X (g)(x), t)
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on T -valued points (x, t) ∈ Xn×∆
m
k , with g : [m]→ [n] in Ord. If Uˇ• is the
Cˇech simplicial scheme associated to a finite Zariski open cover U := {Ui}i∈I
of a smooth k-scheme Y , then the collection of morphisms
(Ui0 ∩ . . . ∩ Uim)×∆
m
k
p1
−→ Ui0 ∩ . . . ∩ Uim
ji∗−−→ Y,
where ji∗ is the inclusion, define an A
1-weak equivalence
πU : |Uˇ•| → Y.
Furthermore, suppose we have a morphism f : Y → X, an affine space
bundle q : V → X, and liftings fi : Ui → V of f|Ui for some Zariski open
cover U := {Ui}i∈I of Y . By an affine space bundle, we mean a torsor
(in the Zariski topology) for a vector bundle E → X, the latter considered
as a group-scheme over X. For an index i∗ := (i0, . . . , im) ∈ I
m+1, let
Ui∗ = ∩
m
j=0Uij and define the map
fi∗ : Ui∗ ×∆
m
k → V
(on T -valued points) by
fi∗(u; t0, . . . , tm) =
m∑
j=0
tjfj(u).
The fact that q(fj(u)) = q(fj′(u)) for all j, j
′, that
∑m
j=0 tj = 1 and that
the fiber Vq(fj(u)) is a torsor for Eq(fj(u)) readily implies that the sum used
in this definition makes sense and the formula for fi∗(u; t0, . . . , tm) does give
a well-defined morphism fi∗ . One easily checks that the collection of maps
fi∗ fit together to give a well-defined morphism in Spc(k)
f˜U : |Uˇ•| → V
lifting f ◦ πU .
We apply these constructions to the open cover U := {U1, . . . , Un} of
An \ {0}, with Ui = {(x1, . . . , xn) | xi 6= 0} and the morphism q : Q2n−1 →
An \ {0}, which makes Q2n−1 an An−1-bundle over An \ {0}. Over Ui, we
have the section si : Ui → Q2n−1 to q, defined by
si(x1, . . . , xn) = (x1, . . . , xn, 0, . . . , 0, x
−1
i , 0, . . . , 0)
that is, yj = 0 for j 6= i and yi = x
−1
i . This gives us the lifting
s := I˜dU : |Uˇ•| → Q2n−1
of πU : |Uˇ•| → An \ {0}.
We consider the composition
|Uˇ•|
s
−→ Q2n−1
σn−→ Q2n−1
q
−→ An \ {0},
which we denote by
σˇn : |Uˇ•| → A
n \ {0}.
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For i∗ = (i0, . . . , im), this map on Ui∗ ×∆
m
k is given by
((x1, . . . , xn), (t0, . . . , tm)) 7→
{
(x1, . . . , xn−1, 0) if im < n
(x1, . . . , xn−1, tmx
−1
n ) if im = n.
Thus, the composition
σˇn ◦ π
−1
U : (A
n \ {0}, 1n)→ (An \ {0}, 1n−1 × A1)
in H•(k) can also be expressed using the cover V of An \ {0} by the two
open subsets V0 := (An−1 \ {0}) × A1 and V1 := An−1 × (A1 \ {0}). The
A1-geometric realization |Vˇ•| is equivalent to the glued space
V∗ := V0 × 0 ∐ V1 × 1∐ V01 × A
1/ ∼,
with V01 = V0 ∩ V1 and ∼ identifying (v, 1) ∈ V01 × A1 with v × 1 ∈ V1 × 1
and (v, 0) ∈ V01 × A1 with v × 0 ∈ V0 × 0. The map σˇn ◦ π
−1
U (in H•(k)) is
thus induced by the map V∗ → An \ {0} given by
(x1, . . . , xn−1, xn) 7→ (x1, . . . , xn−1, 0) on V0
(x1, . . . , xn−1, xn) 7→ (x1, . . . , xn−1, x
−1
n ) on V1
((x1, . . . , xn−1, xn), t) 7→ (x1, . . . , xn−1, tx
−1
n ) on V01 × A
1,
via the isomorphism V∗ ∼= An \ {0} described above.
We have the closed subschemes An−1i ⊂ A
n \ {0} defined by xi = 1;
the union (as presheaf) ∪ni=1A
n−1
i defines an A
1-contractible subpresheaf of
An \ {0}. Intersecting with V0, V1 and V01 and forming the quotient sheaves
V¯0, V¯1 and V¯01 we have the homotopy cocartesian diagram
V¯01 //

V¯1

V¯0 // An \ {0}/ ∪ni=1 A
n−1
i
One has V¯01 ∼= (An−1 \{0}, 1n−1)∧Gm and both V¯1 and V¯0 are contractible.
Thus our automorphism ρn is given by the automorphism of the diagram
V¯01
//
// ∗
induced by (x1, . . . , xn) 7→ (x1, . . . , x
−1
n ) on V01. Via the isomorphisms
V¯01 ∼= (A
n−1 \ {0}, 1n−1) ∧Gm ∼= Σ
n−2 ∧G∧n−1m ∧Gm
we see that this is just the map Σn−2σ˜n and thus ρn is the suspension of
this map, proving the result. 
We present an alternate proof of Theorem 11.1 in the odd rank case,
assuming the result in even rank. If E → X is an odd rank bundle, we
consider the even rank bundle V := p∗1E⊕p
∗
2OP1(1) onX×P
1. By Lemma 5.7
V has Euler class
e(V ) = p∗1e(E) ∪ p
∗
2e(OP1(1)).
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Let i0 : X → X × P1 be the section to p1 given by i0(x) = (x, 0). Since
p∗2OP1(1)
∼= OX×P1(X × 0), (5.2) gives the identity
p∗2e(OP1(1)) = i0∗(1X),
hence
e(V ) = p∗1e(E) ∪ p
∗
2e(OP1(1))
= i0∗(i
∗
0p
∗
1e(E) ∪ 1X)
= i0∗(e(E)).
Since V has even rank, we have e(V ∨) = e(V ), but by Corollary 8.6,
e(OP1(1)
∨) = (−〈−1〉)e(OP1(1)). Thus
e(V ) = e(V ∨) = p∗1e(E
∨) ∪ p∗2e(OP1(1)
∨)
= (−〈−1〉)i0∗(e(E
∨))
by a computation similar to the one above. Applying p1∗ we find
e(E) = p1∗(i0∗(e(E)))
= p1∗(e(V ))
= p1∗(e(V
∨))
= p1∗((−〈−1〉)i0∗(e(E
∨)))
= (−〈−1〉)e(E∨).
We conclude this section with an application to the question of effectivity
of the Euler characteristic.
Theorem 11.12. Let X be a smooth projective variety of even dimension
2n over k. Suppose X admits a line bundle M such that, for V = ΩX/k or
V = TX/k, the two conditions hold
(i) V ⊗M⊗2 has a section s with isolated zero.
(ii) degk(
∑2n
i=1 2
i−1c1(M)
ic2n−i(V )) ≤ 0.
Then χ(X) ∈ GW(k) is effective, that is, χ(X) is represented by a quadratic
form q over k.
Proof. Let V be a vector bundle of rank 2n on X. By Corollary 10.9 with
L =M⊗2 we have
e(V ) = e(V ⊗ L)− h¯ · (
2n∑
i=1
2i−1c1(M)
ic2n−i(V ))
If detV = ω±1X/k, this is an identity in H
2n(X,KMW2n (ωX/k)). We may then
push forward to Spec k. Letting
d = −degk(
2n∑
i=1
2i−1c1(M)
ic2n−i(V )) ≥ 0,
this gives
πX∗(e(V )) = πX∗(e(V ⊗ L)) + d · h.
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If V ⊗ L admits a section s with isolated zeros, then by the work of Kass-
Wickelgren [21], the Euler class with support es=0(V ⊗ L, s) is a sum of
terms ex(V ⊗ L, s), x a closed point in s = 0, with
ex(V ⊗ L, s) = ix∗([qx])
where qx is a quadratic form over k(x). This implies that
πX∗(e(V )) = πX∗(e(V ⊗ L)) + d · h
=
∑
x∈(s=0)
πx∗([qx]) + d · h
which is the class of the quadratic form q := d · h+
∑
xTrk(x)/kqx over k.
Since e(ΩX/k) = e(TX/k) by Theorem 11.1, Theorem 1 implies
χ(X) = πX∗(e(TX/k)) = πX∗(e(ΩX/k)),
and we may apply these considerations to conclude that χ(X) is effective if
the conditions (i) and (ii) hold for V = TX/k or V = ΩX/k. 
Example 11.13. Let i : X →֒ A be a smooth complete intersection defined
by sections of semi-ample line bundles L1, . . . , Lr on an abelian variety A
such that at least one Li is ample. Looking at the exact sequence
0→ ⊕rj=1i
∗L−1j → i
∗ΩA/k → ΩX/k → 0
we see that ΩX/k is generated by global sections and a general section s has
isolated zeros. The Euler class χ(X) ∈ GW(k) is therefore effective. As
noted in Remark 1.11, if k = R, this gives the inequality
|χ(X(R)an)| ≤ χ(X(C)an).
12. Euler characteristics and fibering over a curve
We consider a projective morphism f : Y → X, with Y a smooth pro-
jective integral k-scheme, and X a smooth projective curve over k. Kass
and Wickelgren have raised the question of finding Grothendieck-Witt lift-
ings of classical local-global type formulas for such maps and have obtained
formulas of this type. We give a different approach here to this problem.
Due to the complicated behavior of the Euler classes with respect to tensor
product with a line bundle, we make the following simplifying assumption
(12.1) There is a line bundle M on X with ωX/k ∼=M
⊗2
0 .
This is the case if for instance X = P1k or if X is a hyperelliptic curve but
is not satisfied if X is a conic without a rational point. The choice of a
half-canonical line bundle M will not play an essential role.5
5A half-canonical line bundle is often referred to as a theta characteristic, see for
example [8, 28].
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Proposition 12.1. Let f be a projective morphism f : Y → X, with Y a
smooth projective integral k-scheme of dimension r over k, and X a smooth
projective curve over k. Suppose that X admits a half-canonical line bundle
M . Then
e(ΩY/k ⊗ f
∗ω−1X/k) = e(ΩY/k)
+ h¯ · c1(f
∗M−1) ∪ (
r∑
i=1
cr−i(ΩY/k) ∪ c1(f
∗ω−1X/k)
i−1).
Proof. This is just a special case of Corollary 10.9 
Under the assumption that X admits a half-canonical line bundle M ,
we may transform e(ΩY/k ⊗ f
∗ω−1X/k) ∈ H
r(Y,KMWr (ω
−1
Y/k ⊗ f
∗ωX/k)) to an
element of Hr(Y,KMWr (ωY/k)) by applying the isomorphism ψωY/k⊗M−1 . We
will omit this comparison isomorphism from the notation in what follows.
Theorem 12.2. Let f be a projective morphism f : Y → X, with Y a
smooth projective integral k-scheme of dimension r over k, and X a smooth
projective curve over k. Let
D(f) := (1/2)[deg(cr(ΩY/k ⊗ f
∗ω−1X/k))− deg(cr(ΩY/k))].
1. D(f) is an integer.
2. Suppose X admits a half-canonical line bundle. Then
πY ∗(e(ΩY/k ⊗ f
∗ω−1X/k)) = (−〈−1〉)
rχ(Y ) +D(f) · h
in GW(k).
Proof. To compute the degree, we may assume that k is algebraically closed.
Let L = f∗ω−1X/k. Since ωX/k has degree 2gX−2, and k is algebraically closed,
there is a half-canonical line bundle M on X. We have
cr(ΩY/k ⊗ f
∗ω−1
X/k
))− deg(cr(ΩY/k)) = c1(L) ∪ (
r∑
i=1
cr−i(ΩY/k) ∪ c1(L)
i−1)
so
D(f) = (1/2)[deg[c1(L) ∪ (
r∑
i=1
cr−i(ΩY/k) ∪ c1(L)
i−1)]
= deg[c1(f
∗M−1) ∪ (
r∑
i=1
cr−i(ΩY/k) ∪ c1(L)
i−1)]
so D(f) is an integer.
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If X admits a half-canonical line bundle M (over the original field k),
then by Proposition 12.1 and Theorem 11.1, we have
πY ∗(e(ΩY/k ⊗ f
∗ω−1X/k))
= πY ∗(e(ΩY/k)) + h¯ · πY ∗(c1(f
∗M−1) ∪ (
r∑
i=1
cr−i(ΩY/k) ∪ c1(L)
i−1))
= πY ∗(e(ΩY/k)) +D(f) · h
= (−〈−1〉)rχ(Y ) +D(f) · h.

We now turn to the discussion of the local invariants. As usual, a critical
point of f is a point y ∈ Y with df(y) = 0, a critical value of f is a point
x = f(y) of X with y a critical point. We assume that f has only finitely
many critical points and let c(f) denote the set of critical points.
Let M be the chosen half-canonical line bundle, and fix an isomorphism
ψ : M⊗−2 → ω−1X/k.
Let y be a critical point of f , giving the Euler class with support
ey(df) := ey(ΩY/k ⊗ f
∗ω−1X/k; df) ∈ H
r
y(Y,K
MW
r (ω
−1
Y/k ⊗ f
∗ωX/k)).
Applying the comparison isomorphism ψωY/k⊗M−1 and the inverse of the
Thom isomorphism
KMW0 (y)
∼= Hry(Y,K
MW
r (ωY/k)
we will consider ey(df) as an element of K
MW
0 (y). We have the pushforward
iy∗ : K
MW
0 (y)→ H
r(Y,KMWr (ωY/k).
Corollary 12.3. Let f be a projective morphism f : Y → X, with Y a
smooth projective integral k-scheme of dimension r over k, and X a smooth
projective curve over k. Suppose X admits a half-canonical line bundle and
that f has only finitely many critical points. Then
χ(Y ) = D(f) · h+ (−〈−1〉)r
∑
y∈c(f)
πY ∗iy∗ey(df).
in GW(k).
Proof. Forgetting supports sends the Euler class with supports
edf=0(ΩY/k ⊗ f
∗ω−1X/k; df) ∈ H
r
df=0(Y,K
MW
r (ω
−1
Y/k)⊗ f
∗ωX/k)
to e(ΩY/k ⊗ f
∗ω−1X/k; df) in H
r(Y,KMWr (ω
−1
Y/k)⊗ f
∗ωX/k). Applying the iso-
morphism ψωY/k⊗M−1 we have
ψωY/k⊗M−1(e(ΩY/k ⊗ f
∗ω−1X/k; df)) =
∑
y∈c(f)
iy∗ey(df).
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Applying πY ∗ and using Theorem 11.1, this gives
χ(Y ) = D(f) · h+ (−〈−1〉)r
∑
y∈c(f)
πY ∗iy∗ey(df).
in GW(k). 
For a map f such that df has only isolated zeros, Kass and Wickelgren
[21] have given an explicit formula for the local contributions ey(ΩY/k ⊗
f∗ω−1X/k; df). We give here an explicit formula under the assumption that
df is locally diagonalizable; this includes the case of non-degenerate critical
points.
Let y ∈ Y a critical points of f and let x = f(y) be the corresponding
critical value. Fix a half-canonical line bundle M , an isomorphism
ψ : M⊗−2 → ω−1X/k
and a generating section λM,x of M in a neighborhood of x ∈ X. A param-
eter tx ∈ mx is normalized if
∂/∂tx = ψ(λ
−2
M,x)⊗ k(x)
via the canonical isomorphism ω−1X/k ⊗ k(x)
∼= (mx/m
2
x)
∨.
Corollary 12.4. Let f be a projective morphism f : Y → X, with Y a
smooth projective integral k-scheme of dimension r over k, and X a smooth
projective curve over k. Suppose X admits a half-canonical line bundle.
Suppose in addition that df is locally diagonalizable, with
dfy ≡
r∑
i=1
uyi t
nyi
i dti ⊗ ∂/∂tx mod my · (t
n1
1 , . . . , t
nd
d )
for each y ∈ c(f). Here t1, . . . , tn ∈ my is a system of parameters, u
y
i ∈ O
×
Y,y,
x = f(y) and tx ∈ mx is a normalized parameter. Finally, suppose that
k(y)/k is a separable extension for each y ∈ c(f). Let u¯yi be the image of u
y
i
in k(y)×. Then
χ(Y ) = D(f) · h+ (−〈−1〉)r
∑
y∈c(f)
Trk(y)/k(〈
d∏
i=1
u¯yi 〉 ·
d∏
i=1
(nyi )ǫ)
in GW(k).
Proof. Under the isomorphism ψωY/k⊗M and the canonical isomorphism
ωY/k ⊗ det
−1
my/m
2
y
∼= k(y), the local contribution ey(df) := ey(ΩY/k ⊗
f∗ω−1X/k; df) is transformed to
(〈
r∏
i=1
u¯yi 〉 ·
r∏
i=1
(nyi )ǫ)⊗ ∧dt∗ ⊗ ∧∂/∂t∗ = 〈
r∏
i=1
u¯yi 〉 ·
r∏
i=1
(nyi )ǫ ∈ K
MW
0 (y).
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Applying the pushforward
iy∗ : K
MW
0 (y)→ H
r(Y,KMWr (ωY/k)),
this gives
iy∗ey(df) = iy∗(〈
r∏
i=1
u¯yi 〉 ·
r∏
i=1
(nyi )ǫ).
Thus
πY ∗(iy∗ey(df)) = πy∗(〈
r∏
i=1
u¯yi 〉 ·
r∏
i=1
(nyi )ǫ)
= Trk(y)/k(〈
d∏
i=1
u¯yi 〉 ·
d∏
i=1
(nyi )ǫ)
whence
χ(Y ) = D(f) · h+ (−〈−1〉)r
∑
y∈c(f)
πY ∗iy∗ey(df)
= D(f) · h+ (−〈−1〉)r
∑
y∈c(f)
Trk(y)/k(〈
d∏
i=1
u¯yi 〉 ·
d∏
i=1
(nyi )ǫ).

Let f : Y → X be as before a morphism of a smooth integral projective
k-scheme Y of dimension r to a smooth projective curve X.
Let y ∈ Y be a critical point of f . Let t1, . . . , tr be a system of parameters
at y, and let tx ∈ mx be a parameter. Since y is a critical point of f , f
∗(tx)
is in m2y and thus
f∗(tx) =
∑
i≤j
aijtitj
for elements aij ∈ OY,y, uniquely determined modulo my. Let a¯ij ∈ k(y) be
the residue of aij modulo my. Let
hij =

a¯ij if i < j
2a¯ii if i = j
a¯ji if i > j
The symmetric matrix
H(f)y :=
(
hij
)
is the Hessian matrix of f with respect to the chosen system of parameters.
The point y is called a non-degenerate critical point of f if H(f)y is a non-
singular matrix and k(y)/k is a separable extension.
Let y be a non-degenerate critical point of f , let x = f(y). Choose
a system of parameters t1, . . . , tr at y and a parameter tx at x, and let
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H(f)y =
(
hij
)
be the Hessian matrix of f . The section dfy satisfies
dfy ≡
∑
i,j
hijtidtj ⊗ ∂/∂tx mod m
2
y.
As H(f)y transforms as a symmetric bilinear form with respect to change of
coordinates (t1, . . . , tr) 7→ (t′1 . . . , t
′
r), there is a system of parameters such
that H(f)y is diagonal, in particular, df is locally diagonalizable near y.
Furthermore, the local contribution in case H(f)y is diagonal is given by
ey(ΩY/k ⊗ f
∗ω−1X/k; df) = 〈detH(f)y〉 ⊗ ∂/∂tx;
as detH(f)y changes by a square in k(y)
× under change of system of pa-
rameters in my, this expression for ey(ΩY/k ⊗ f
∗ω−1X/k; df) is valid for any
choice of parameters t1, . . . , tr in my.
Corollary 12.5. Let f be a projective morphism f : Y → X, with Y a
smooth projective integral k-scheme and X a smooth projective curve over
k. Suppose that X admits a half-canonical line bundle and that f has only
non-degenerate critical points. For each y ∈ c(f), let x = f(y), choose a
normalized parameter tx ∈ mx, and let 〈detH(f)y〉 ∈ GW(y) be the corre-
sponding 1-dimensional quadratic form. Then
χ(Y ) = D(f) · h+ (−〈−1〉)r
∑
y∈c(f)
Trk(y)/k(〈detH(f)y〉)
in GW(k).
Proof. This follows directly from Corollary 12.4 and the preceding discus-
sion. 
Remark 12.6. Suppose X = P1k. Let t = X1/X0 be the standard parameter
on A1 = P1 \ {(0 : 1)}. We have a unique isomorphism
ω−1P1/k
∼= OP1(2)
sending ∂/∂t to X20 and ∂/∂t
−1 to −X21 . We use the section X0 of M :=
OP1(1) as our λM . For a closed point x ∈ A
1
k, let gx ∈ k[t] be the monic
irreducible polynomial for x over k. Then
tx := (dgx/dt)
−1gx
is a normalized local parameter at x.
We apply these results to the case of a map of smooth projective curves
f : Y → X. For p : C → Speck a smooth projective curve over k, define
gC/k := dimkH
0(C,ωC/k).
This is the usual genus of C if C is geometrically integral over k.
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Theorem 12.7 (Riemann-Hurwitz formula). Let f : Y → X be a separa-
ble surjective morphism of smooth integral projective curves over k. Sup-
pose that X admits a half-canonical bundle M and fix an isomorphism
ψ : M⊗−2 → ω−1X/k. For y ∈ c(f), choose a parameter ty ∈ my and a
normalized parameter tx ∈ mx, x = f(y). Write
f∗(tx) = uyt
ny
y
with uy ∈ O
×
Y,y and let u¯y ∈ k(y)
× be the image of uy. Suppose that k(y) is
separable over k and ny is prime to chark for all y ∈ c(f). Then∑
y∈c(f)
Trk(y)/k(〈nyu¯y〉(ny − 1)ǫ) = (gY/k − 1− deg f · (gX/k − 1)) · h.
Proof. Since f is separable and surjective, c(f) is a finite set. Near y ∈ c(f)
we have
df = nyuyt
ny−1
y ⊗ dty ⊗ ∂/∂tx.
By Corollary 12.4, we have∑
y∈c(f)
Trk(y)/k(〈nyu¯y〉(ny − 1)ǫ) = −〈−1〉χ(Y ) +D(f) · h.
Since Y has odd dimension over k, χ(Y ) = A · h for some integer A, by
Theorem 7.1. Thus∑
y∈c(f)
Trk(y)/k(〈nyu¯y〉(ny − 1)ǫ) = B · h
for some integer B. Applying the rank homomorphism gives∑
y∈c(f)
[k(y) : k](ny − 1) = 2B
so the classical Riemann-Hurwitz formula tells us that
B = (gY/k − 1− deg f · (gX/k − 1)).

Remark 12.8. With notation as in Theorem thm:RH, suppose y ∈ Y is a
ramified point. Then
〈nyu¯y〉 · nǫ =
{
1
2(ny − 1) · h if ny is odd,
〈nyu¯y〉+
1
2(ny − 2) · h if ny is even.
We can rewrite the GW-Riemann-Hurwitz formula as∑
y∈c(f),ny even
Trk(y)/k(〈nyu¯y〉) +
∑
y∈c(f)
[
ny − 1
2
]
· h
= (gY/k − 1− deg f · (gX/k − 1)) · h.
In other words, the ramification points with odd ramification indices im-
pose a global relation in GW(k) beyond the numerical identity given by the
classical Riemann-Hurwitz formula.
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Example 12.9. We take k = R. Suppose we have a surjective map f : Y → P1k
with Y a smooth projective curve of genus g. Suppose in addition that f is
simply ramified, that is, ny ≤ 2 for all y ∈ Y . Take a closed point y ∈ Y
with ny = 2. If k(y) = C, then the trace form (ei, ej) 7→ TrC/R(eieju)
is hyperbolic for all u ∈ C×. If k(y) = R, then πY ∗(ey(df)) is just the
quadratic form 〈2u¯y〉, using tx = t− f(y) as the normalized local parameter
at x = f(y) and writing f∗(tx) = uyt
2
y. Thus, the extra information in the
GW-Riemann-Hurwitz formula is just that there are the same number of
real ramified points y of f with u¯y > 0 as there are real ramified points y
with u¯y < 0. This is also obvious by looking at the real points of Y , which
is a disjoint union of circles, and using elementary Morse theory.
Remark 12.10. Going back to the guiding example of smooth projective va-
rieties over R, the formula of Corollary 12.5 for a map f : Y → P1 may be
viewed as combining the classical enumerative formulas for counting degen-
eracies for schemes over C with using Morse theory to compute the Euler
characteristic of a compact oriented manifold M by counting the number
of critical points of a map f : M → S1 having only non-degenerate critical
points, where we count a critical point with the sign of the Hessian determi-
nant. In fact, as the signature of a hyperbolic form in GW(R) is zero, and
since the trace map Tr : GW(C)→ GW(R) sends q to rank(q) ·h, taking the
signature of the formula in Corollary 12.5 expresses the Euler characteristic
of Y (R)an as the sum of the signs of the Hessian determinant at each of the
real critical points of f .
13. Diagonal hypersurfaces
We use Corollary 12.4 to compute the Euler characteristic of a diagonal
hypersurface X in Pn+1 defined by
∑n+1
i=0 aiX
m
i .
Fix an integer m ≥ 1 and a base-field k of characteristic prime to 2m;
we may assume that k is infinite by replacing k with infinite extension of
ℓ-power degree for some odd prime ℓ. Let X = X(a0, . . . , an;m) ⊂ Pn+1
be the hypersurface with defining equation
∑n+1
i=0 aiX
m
i = 0, ai ∈ k
×. Let
π : X˜ → X be the blow-up along the closed subscheme Z defined by Xn =
Xn+1 = 0; note that Z = X(a0, . . . , an−1;m). The normal bundle NZ → Z
is thus OZ(m)
2, which is trivialized on Z \H for any hyperplane H ⊂ Pn+1
not containing Z. Thus we may apply Proposition 1.10 to give
(13.1) χ(X˜) = χ(X) + 〈−1〉χ(Z).
We have the morphism
f : X˜ → P1
induced by the rational map X → P1, (x0 : . . . : xn+1) 7→ (xn : xn+1). The
map f has non-degenerate critical points (0 : . . . : 0 : xn : xn+1) satisfying
anx
m
n + an+1x
m
n+1 = 0 (the critical points do not lie over Z, so we may
describe the critical points of f as points of X). Since anan+1 6= 0, the
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critical points of f lie in the affine open subset Xn+1 6= 0, so we may use
affine coordinates.
On the affine hypersurface X0 ⊂ An+1 defined by
∑n
i=0 aix
m
i + an+1 = 0,
the map f is given by
f(x0, . . . , xn) = xn
and has critical subscheme Xcrit ⊂ X
0 defined as a subscheme of An+1 by
xi = 0, i = 0, . . . , n− 1, x
m
n + an+1/an = 0.
We apply the degeneration formula to the projection f : X˜ → P1. Let
y = Xcrit, a 0-dimensional reduced closed subscheme of X, and use the
system of parameters (x0, . . . , xn), generating the maximal ideal in OX,y′ for
each closed point y′ of y. Similarly, we let g(T ) = Tm+an+1/an, let x ⊂ A1k
be the subscheme Speck[T ]/g(T ) and use the parameter tx := (1/g
′(T ))g(T )
in OA1,x.
As df is given by the expression
df =
n∑
i=0
(−1/anmx
m−1
n )
n∑
i=0
maix
m−1
i dxi ⊗ ∂/∂xi ⊗ ∂/∂tx
we see that df is locally diagonalizable and we have the local contribution
ex(df) := 〈(−1/anx
m−1
n )
n((m− 1)ǫ)
n(
n−1∏
i=0
ai)〉 ⊗ ∧dx∗ ⊗ ∧∂/∂x∗ ⊗ ∂/∂tx
If n is odd, we know that χ(X) is hyperbolic, so we may assume that n = 2r
is even, in which case this expression reduces to
ex(df) :=

1
2
(m− 1)n · h〈(
n−1∏
i=0
ai)〉 ⊗ ∧dx∗ ⊗ ∧∂/∂x∗ ⊗ ∂/∂tx
if m is odd,
[
1
2
((m− 1)n − 1) · h+ 〈1〉]〈(
n−1∏
i=0
ai)〉 ⊗ ∧dx∗ ⊗ ∧∂/∂x∗ ⊗ ∂/∂tx
if m is even.
which reduces further to
ex(df) :=

1
2
(m− 1)n · h⊗∧dx∗ ⊗ ∧∂/∂x∗ ⊗ ∂/∂tx
if m is odd,
[(
1
2
(m− 1)n − 1)h+ 〈
n−1∏
i=0
ai〉]⊗ ∧dx∗ ⊗ ∧∂/∂x∗ ⊗ ∂/∂tx
if m is even.
Following Remark 12.6, our choice of parameter tx is normalized, so after
applying the appropriate comparison isomorphism, we have the identity in
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Hn(X,KMWn (ωX/k))
ix∗(ex(df)) =
{
ix∗[
1
2 (m− 1)
n · h] if m is odd,
ix∗[
1
2 ((m− 1)
n − 1)h + 〈
∏n−1
i=0 ai〉)] if m is even,
where
ix∗ : H
0(x,KMW0 )→ H
n(X,KMWn (ωX/k))
is the push-forward.
The extension x/Spec k is a finite separable extension, so the trace form
describes the pushforward map p∗ : GW(x)→ GW(k). Since
Trk(x)/k(〈1〉) =
{
〈m〉+ m−12 · h for m odd
〈m〉+ 〈−manan+1〉+
m−2
2 · h for m even,
we get
pX∗ix∗(ex(df)) =

1
2
(m− 1)nm · h; for m odd,
〈m
n−1∏
i=0
ai〉+ 〈−m
n+1∏
i=0
ai〉+
1
2
((m− 1)n − 1)m · h;
for m even.
Theorem 13.1. Let X = X(a0, . . . , an;m) ⊂ P
n+1
k be a diagonal hypersur-
face of degree m ≥ 1. Suppose that char(k) 6 | 2m. Let δ(X) :=
∏n
i=0 ai and
define An,m ∈ Q by
An,m =

1
2 deg(cn(TX)) for n odd,
1
2 (deg(cn(TX))− 1) for n even and m odd,
1
2 (deg(cn(TX))− 2) for n and m even.
Then An,m is an integer, depending only on n and m. Moreover,
χ(X) =

An,m · h for n odd,
An,m · h+ 〈m〉 for n even and m odd,
An,m · h+ 〈m〉+ 〈−mδ(X)〉 for n and m even.
Proof. It is clear that the rational number An,m depends only on n and
m. For n odd, the identity χ(X) = B · h for some integer B follows from
Theorem 7.1. Since q(e(TX)) = cn(TX) in H
n(X,KMn ), we see that
2B = rank(χCW (X)) = deg(cn(TX)),
so An,m = B.
We now assume n is even and we prove the identity by induction on n.
We first consider the case of even m. For n = 0,
X(a0, a1;m) = Spec k[T ]/(T
m + an+1/an)
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and χ(X) is given by the trace form,
χ(X) = TrX/k(〈1〉) =
m− 2
2
· h+ 〈m〉+ 〈−mδ(X)〉.
As c0(TX) has degree m, the result is proven in this case. In general, assume
the result for n − 2, and let Z = X(a0, . . . , an−1). Then combining (13.1),
Corollary 12.4 and our computation of the local contributions (13.2), we
have
χ(X) = 〈mδ(Z)〉 + 〈−mδ(X)〉 − 〈−1〉χ(Z) +A · h
for some integer A. Using our induction hypothesis, this reduces to
χ(X) = −〈−m〉+ 〈−mδ(X)〉 +B · h
for some integer B. But
h− 〈−m〉 = 〈m〉+ 〈−m〉 − 〈−m〉 = 〈m〉
so we have
χ(X) = 〈m〉+ 〈−mδ(X)〉 + (B − 1) · h.
In particular, this shows that deg(cn(TX)) = 2B, which shows as above that
An,m is an integer and gives
χ(X) = −〈m〉+ 〈−mδ(X)〉 +An,m · h.
For odd m, the proof is essentially the same, starting with
χ(X) = TrX/k(〈1〉) =
m− 1
2
· h+ 〈m〉.
for X = X(a0, a1;m); we leave the details to the reader. 
Recall that for a quadratic form q of even rank n = 2m over a field k
of characteristic different from 2, the discriminant of q is the element of
k×/k×2 given by (−1)m det(q), where (q) is the matrix of the symmetric
bilinear form corresponding to q, with respect to some choice of basis for
the underlying vector space of q. For quadrics, Theorem 13.1 gives
Corollary 13.2. Let k be a field with chark 6= 2 and let Q be a non-
singular quadric hypersurface in Pn+1k . Suppose Q has defining form q, with
discriminant δq. Then
χ(Q) =
{
n+1
2 · h for n odd,
n
2 · h+ 〈2〉+ 〈(−1)
m+12δq〉 for n = 2m even.
This answers a question raised by Kass and Wickelgren.
Proof. If k is algebraically closed, then Q is cellular with n+ 1 cells in case
n is odd, and n+ 2 cells if n is even. Thus
rankχ(Q) =
{
n+ 1 for n odd,
n+ 2 for n even.
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With this, the corollary follows from Theorem 13.1, since every quadratic
form is diagonalizable by a linear change of coordinates, and the discriminant
is invariant modulo squares. 
Remark 13.3. Applying Theorem 13.1 for m = 1 gives yet another proof
that
χ(Pn) =
{
n+1
2 · h for n odd,
〈1〉+ n2 · h for n even.
Remark 13.4. The fact that χ(X) depends only onm and n form odd should
not be surprising: every diagonal hypersurface X(a0, . . . , an;m) with m odd
is isomorphic to X(1, . . . , 1;m) ⊂ Pn+1 after a field extension of odd degree,
and the base-extension map GW(k) → GW(F ) for a finite field extension
F/k is injective if [F : k] is odd.
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