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The study of combinatorial topology and of the most important methods in 
algebraic topology (simplicial complexes, discretization) leads to the idea that it 
may be useful to translate some of the most classical problems in topology into a 
discrete context. Following this principle, several authors have already tried to 
study fixed point and retraction problems inside the theory of partially ordered sets. 
We try here to make a special study about the extension of homomorphisms and 
the fixed point problems on graphs. We introduce here, using the Helly property, a 
kind of compactness tool working on graphs, and we prove a generalization of 
Sperner’s lemma which is used in the proof of the Brouwer tixed-point theorem by 
Kuratowski. 0 1985 Academic Press, Inc. 
I. INTRODUCTION 
Fixed point and retraction problems have already been widely studied 
inside partially ordered set theory (see, e.g., Rival [4, 1, 51, Duffus [4], 
Baclawski and Bjorner [l], Birkhoff [2], Dushnik and Miller [S]. We do 
not find so many results on these topics in graph theory, in spite of con- 
tributions from Hedetniemi [7], Hell [S], Nowakowski [lo, 11, 121, Rival 
[lo, 11, 123, Sabidussi [16], Quilliot [13, 143. Our purpose here will be to 
prove some fixed point results on graphs, by using an extension of the 
notion of supercompactness that De Groot [3] introduced for topological 
space. In order to do this, we shall be led to use a special embedding and 
retraction technique and to extend the well-known Sperner lemma working 
on the subdivisions of the simplex [9]. 
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II. DEFINITIONS 
A family E of subsets of a set X satisfies the Helly property if for every 
subfamily E’ of E such that two subsets of X belonging to E’ are always 
intersecting, then we also have nA E E’ A # Qr. 
G = (X, E) being a connected graph, we denote by & the canonical dis- 
tance induced by G on X. 
If x E X, p E N, the ball B,(x, p) with center x and radius p in G is the set 
&(x,p)= {yw4G(x,Y)e+ 
We say that a connected graph is a Helly graph if the family of subsets 
{B,(x, p), XE X, PE N} of X satisfies the Helly property. (This notion of 
Helly graph is clearly an adaptation of the notion of supercompactness of a 
topological space [3].) 
A p-homomorphism (p being a given integer) from a graph G = (X, E) 
to a connected graph H = ( Y, F) is a function f from X to Y which trans- 
forms 2 adjacent vertices of G into 2 vertices of H at distance no more than 
p from each other. If p = 1, we only use the word homomorphism. If H is a 
subgraph of G, and if every vertex of H is transformed into itself through f, 
we use the word p-retraction (retraction if p= 1). The product 
GO H = (XY, T) of two graphs G = (X, E) and H = (Y, F) is defined by 
[(x, I’), (x’, y’)] E T-x, X’ are identical or adjacent in G 
y, y’ are identical or adjacent in H. 
The graph which is an elementary path with length n E N is denoted by I,: 
n I, ? ! z _ - - - - 
The product I, Q . ’ ’ mtimes @I, is denoted by I,,, . 
III. AUTOMORPHISM GROUP OF A FINITE HELLY GRAPH 
If G = (X, E) is a graph, an automorphism of G is an homomorphism 
from C to G which is a bijection. The set of all the automorphisms of G 
forms a group for the composition of the homomorphisms and we denote 
this group by A(G). We get 
THEOREM I. If G = (X, E) is a finite Helly graph, there exists a complete 
subgraph of G which is globally invariant under the action of A(G). 
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ProoJ: Let us suppose that G is not a complete graph (nontrivial case), 
and let us set d = diameter of G; k = [d/21. 
Let us consider A = 0 BGXsX(x, k); Obviously A # 121, since G is a Helly 
graph, and we have IAl < [XI. A is also invariant under the action of A(G) 
(globally). In order to conclude by induction on 1x1, we only have to prove 
that the subgraph G, = G’ of G is a Helly graph. For this we only have to 
prove that 
Vx, Y 6 A, 4&x, Y) = &4x> Y). (1) 
(If (1) holds, G’ is clearly a connected graph and we can write VJI E N, 
x E A, B&x, p) = n Bc,,,(y, k) n B,(x, p); it then becomes obvious that 
the family of the balls of G’ satisfies the Helly property.) 
Let us consider x, y E A and set d&x, y) = n. We proceed by induction on 
n to prove (1). We see that 
&Ax, 0 n &(Y, n - 4 # 0, 
&Ax, 1) n cn &(x, k)) f 0, 
MY, n - 1) n (n&(x, 4) f 0. 
Thus there exists z E A such that d,(x, z) = 1, d,(z, y) = n - 1 and we con- 
clude. 
IV. FIXED POINT PROBLEMS AND HELLY GRAPHS 
THEOREM II. Zf G = (X, E) is a finite Helly graph, p an integer, and f a 
p-homomorphism from G to G, then there exists X~E X such that 
dotxo,ftxo)) 6~. 
Proof of Theorem ZZ. 
LEMMA 1. Zf the theorem is true when G is a graph Z,,,, then it is also 
true in the general case. 
Proof of Lemma 1. We know the following result: 
EXTENSION THEOREM (Quilliot [ 131). Let G = (X, E) and H = ( Y, F) be 
two graphs andf a function from a subset A of X to Y. We suppose that H is 
a Helly graph @its or not). Then we can say that there exists a 
homomorphism from G to H which is an extension off if and only if we have: 
‘% Y f 4 ddf(x),f(y)) G &Ax, Y). 
This theorem permits us to consider any finite connected graph 
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G = (X, E) as an isometric subgraph of a well-choosen Z,,,, which means in 
such a way that we can write 
vx, YE -K 4h Y) = 4&, Y). 
(To do this, we need only to choose m = (r), n = diameter of G, to consider, 
for every subset (x, y} with 2 elements of X, a function f,., from X to the 
vertex set of Z, such that d,(j&(x),fJ v)) = d&x, y), and to extend it into 
a homomorphism from G to I,). 
Since G is a Helly graph, the identical function from X to X may be 
extended into a retraction Y from Z,,, to G. 
N.B. These two last consequences have been also discovered by 
Nowakowski and Rival, by using straightforward techniques [11, 121. 
Now we may consider the p-homomorphism for from I,,, into itself, and 
claim (if we assume that our theorem is true for I,,,) the existence of a ver- 
tex x0 in Z,,, such that d,Jx, for (x0)) <p. It now becomes obvious that 
Y(x~), which is a vertex of ‘G, is a solution to our problem. 
We now have to prove that our theorem is true if G = I,,, (n 3 1, m 3 1). 
Preliminaries 
A complete subgraph with 2” vertices of I,,., will be called an elementary 
m-cube of Z,,m. Every vertex of Z,,m may be represented with n coordinates 
(x 1 ,...> x,), all integers between 0 and n. 
A function Q from the vertex set of Zn,m to the product (0, I)” may be 
written Q(x) = (Q,(x),..., Q,(x)) (x vertex of I,,,; QJx) E (0, I)). A labeling 
of zn,, will be a function Q from the vertex set of Z,,, to (0, Z)m such that 
If x = (x ,,..., x,) is such that xi=0 then Qi(x) =O; 
If x = (x, ,...) x,) is such that x, = n then Qi(x) = Z. 
If k and i are two integers such that 0 < k d n and 1 < d < m, we call A,, the 
subgraph of I,, induced by the vertices x = (x1,..., x,) such that xi= k. 
The subgraphs Ai,k obtained when k is equal to 0 or n are called the sides 
of Z,,,. Ai,k may be identified with Z,,m.. 1 through the following embedding 
ffi,k : 
(x1 ,..., x,- 1) - (x I >..., kxi ,..., x,-1) (x,,...,.‘c,-,)~z,,,_,. m 
&Lm - I 
H,.k t I 
If k, i, 1, j are four integers satisfying 0 < k 6 n, 0 6 1 d n, 1 < i <j < m, we 
call Arj.k,, the subgraph of I,,, defined by the vertices x = (xl ,..., x,) such 
that: xi = k and xi = 1. Aij,k,, may be identified with Z,,m--2 through the 
following canonical homomorphism H,J,k,,: 
(XI,-~-~, ..~)H,JxI (xl ,..., k, x ,,..., 1, .y/ ,..., xmpz) l=j+ 1, k=i. 
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LEMMA 2. If Q is a given labeling of Z,,m (n > I, m > I), there exists an 
elementary m-cube T of I,,, such that: For every u E (0, I), ie (1, 2 ,..., m), 
there exists a vertex x of T which satisfies Qi(x) = u. 
Proof of Lemma 2. We proceed by induction on m (the result is clear if 
m = 1). We call excellent m-cube any elementary m-cube solution of the 
problem arising from the assertion contained in Lemma 2, and we define 
the notion of good m-cube by induction on m: 
If m = 1 and if Q is a function from the vertex set of I,,, to (0, l), a good 
I-cube of I,,, is an edge [x, y] such that Q(x) # Q(y). 
Let us suppose that for every index p (p < m - 1) we have been able to 
define the good p-cubes of a graph Zn,P provided with a function from its 
vertex set to the set (0, l)P, and let us consider a function Q from the vertex 
set of I,,, to the product (0, 1)“. If k and i are two integers such that 
0 <k < n and 1~ i < m, we can define a function Qi,k from the vertex set of 
I,.,-, to (0, l)“- ’ as follows: 
Q,.k(x I,..., -xm- 1) = (Q,(ffi,,(x),..., Qm(ff,,,(x)). 
v 
We may remark that if Q is a labeling of I,,, then Qik is a labeling of 
I,., _ i . We call good (m - 1 )-square of I,, any subgraph F of I,,, which 
may be considered as the image through Hi,, of a good (m - 1)-cube of 
I,,,- i (associated with Qi,k), and which satisfies the following property: 
For every vertex x of F, Q,(x) = 0. 
Then we define the good m-cubes of I,,, as being the elementary m-cubes 
of Ir2.m which contain an odd number of good (m - I)-squares of I,.,. The 
good m-cubes of I,,,, are now completely defined and we first claim: A 
good m-cube is also an excellent m-cube. 
Proof. We proceed by induction on m. The case m = 1 is obvious. Let 
us consider a non-excellent m-cube C of I,., which contains at least one 
good (m - I)-square. Then we clearly have (because of the induction 
hypothesis): Vx E C, Qi(x) = 0. If i, j, k, 1 are four integers satisfying 
0 <k < n, 0 < 1 < n, 0 < i < j Q m, we can define a function Q.,,,, from the 
vertex set of Zn.m-2 to the product (0, Z)m-2 as follows: 
We say that a good (m - 2)-subcube of C is the image Hij,JC’) c C of a 
good (for Qij,k,,) (m - 2)-cube c’ of I,, _ 2 such that: For every vertex x of 
Hij,k,dC’), PI(X) = Qz(x) =O. 
N.B. If m = 2, then we consider that every vertex of C is a good O-sub- 
cube of C. 
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We construct now a bipartite graph S as follows: The vertex set of S is 
A v B with: 
A = Set of all the good (m - 2)-subcubes of C. 
B = Set of all the (m - 1)-squares of C; that means of all the images 
Hi,J C’) contained in C of (m - 1 )-cubes C’ of I,,, _ 1, s E A is adjacent in S 
to DEB, if set in C. 
We denote by B’ c B the set of the good (m - 1 )-squares of C. We can 
assert 
If b E B’, b is adjacent in S to an odd number of vertices of A; 
If b E B - B’, b is even degree in S (because of the definition of the 
notion of good (m - I)-square.). 
In Z/22 we can write 
j B’I 3 number of edges of S f 0 [2]. 
(This is because every vertex of A is degree 2 in S.) Thus (B’I is even, and 
C cannot be a good m-cube. 
If we can prove now that if Q is a labeling, there exists an odd number of 
good m-cubes in I,,,, Lemma 2 will be completely proven. 
We proceed again by induction on m, and we define another bipartite 
graph T: The vertex set of T is A u B with: 
A = set of all the (m - 1 )-squares of Z,,,; 
B = set of all the elementary m-cubes of I,,,; 
s E A is adjacent in T to t E B if s c t. 
Every vertex in B has degree 2m in T; every vertex in A has degree 2 in T, 
except if this vertex is an (m - 1 )-square located on a side of I,.,. 
We denote by B’ c B the set of all the good m-cubes of I,., and A’ c A 
the set of all the good (m - 1 )-squares. Then we can write 
(Number of edges of T with an extremity in A’) = [B’l [2]. 
By induction on m, we can assume that there exists an odd number of good 
(m - I)-squares on the side U, of I,., defined by U, = A,.,, and no other 
good (m - 1 )-square on the other sides (since Q is a labeling). 
If we denote by Ah c A’, the set of those good (m - 1 )-squares of I,,, 
which are contained in U,, we get 
I& I z IB’I I21 and also 1 A& ( = I [ 23 (by induction). 
That means that lB’[ is odd and that Lemma 2 is proven. 
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LEMMA 3. Theorem II is true in the case when G = Z,,m. 
Proof of Lemma 3. Let f be a p-homomorphism from Z,,, to itself. If x 
is a vertex of I,,, we write: f(x) = f (x ,,..., x,) = (fi(x) ,..., f,(x)). We define 
a function Q from the vertex set of I,,, to the product (0, I)” as follows: 
Q(x) = (Q,(x),..., Q,Jx)) with Qi(x) = 0 if and only if xi < n and fi(x) > xi 
(Z<i<m). 
Q is a labeling and Lemma 2 tells us that there exists an elementary m- 
cube C of Z,,, such that ViE l,..., m, there exists x, x’ E C satisfying 
Qi(x) = 0 and Qi(x’) = 1. Let us consider u E: C, and let us assume1;:(u) > ui 
and ui < n; Then there exists U’ adjacent to u such that: fi(u’) < u; or 
fi(u’) = n. Since f is a p-homomorphism, that implies 1 fi(u) - ui 1 dp. This 
result will be conserved if we suppose fi(u) < ui or ui= n. All this means 
that if u is a vertex of C, we have 
suP Ififi(“)-uiI =dIn,m(U,f(U))GP 
ie I,...,m 
and gives the result. 
V. APPLICATION TO TOPOLOGY 
Given a metric space with distance d: If p E R, we call ball with center 
XE E and radius p the following subset B,(x, p) of E: B,(x, p) = 
(.w%4w)~pl~ 
A Helly space will be a compact metric space provided with a distance d 
such that: 
-The family of subsets B,(x, p) (XE E, p E R) satisfies the Helly 
property. 
-The following implication is true: 
X,YEE 
p, qER+ 
4-T Y) GP + 9 * B&3 P) n BAY, 4) z 0. 
It is easy to check that the extension theorem we used in order to prove 
Lemma 1 of Theorem II can be extended to a topological context (a graph 
becomes a compact metric space, and a Helly graph becomes a Helly 
space). It then can be easily deduced that a Helly space is contractible and 
locally contractible, and therefore satisfies the fixed point property. 
What we propose here is the following conjecture: 
Conjecture. A compact metric space which is contractible and locally 
contractible can be provided with a distance which conserves the topology 
and transform it into into a Helly space. 
This conjecture has to be related with the theorem [17] of Strok and 
Szimanhi which asserts that every compact metric space is supercompact. 
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