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Introduzione 
 
 
Nonostante la volontà di agire rapidamente in periodi di crisi, le banche centrali 
hanno  tradizionalmente    dimostrato  una  significativa  inerzia  nel  processo  di 
elaborazione  delle  politiche  da  attuare.  Gli  economisti    hanno  riconosciuto  da 
sempre che i banchieri centrali cambiano la linea di condotta in un modo più 
graduale di quanto previsto dai modelli macreconomici standard data la volatilità 
di  breve  periodo  nelle  condizioni  macroeconomiche,  ma  non  hanno 
adeguatamente iQGLUL]]DWRO¶RULJLQHGLTXHVWDLQHU]LD 
/¶LQWHUSUHWD]LRQHSLFRPXQHqFKHquesta politica sia riflettuta dalOR³VPRRWKLQJ´ 
del tasso di interesse. Questa vista suggerisce che il banchiere centrale abbia un 
tasso  di  interesse  desiderato  come  in  Taylor  (1993),  il  quale  risponde  alle 
condizioni macroeconomiche correnti e aspettate, ma i policy-makers muovano il 
tasso di interesse solo gradualmente attorno al tasso desiderato. Questa forma di 
JUDGXDOLWj R ³VPRRWKLQJ´ GHO WDVVR GL LQWHUHVVH SUHVHQWD QXPHURVL benefici 
potenziali: può essere ottimale quando i policy-makers sono incerti sugli effetti 
quantitativi dei cambi di strategia  (Brainard 1967), dà ai policy-makers maggior 
FRQWUROORVXLWDVVLGLLQWHUHVVHDOXQJRWHUPLQHDWWUDYHUVRO¶H[SHFWDWLRQFKDQQHO
(:RRGIRUG D H SXz ULGXUUH O¶LQVWDELOLWj ILQDQ]LDULD GHO VHWWRUH  a  causa 
GHOO¶DXPHQWDWDSUHYHGLELOLWjGHLWDVVLGLLQWHUHVVH 
La  maggior parte della letteratura che caratterizza la funzione di reazione delle 
banche centrali ha affermato che le decisioni sul tasso di interesse possono essere  
rappresentate modellando il tasso di interesse corrente  come una media pesata  
del tasso di interesse passato e il tasso di interesse desiderato dalla banca centrale, 
ODGGRYH TXHVW¶XOWLPR GLSHQGH   dalle  condizioni  macroeconomiche  secondo  la 
regola di Taylor (1993). 
Allo  stesso  tempo,  O¶evidente  volontà  delle  banche  centrali    di  rispondere 
rapidamente in certe situazioni, suggerisce che questo apparente conservativismo 
sia più finzione che realtà.  
Questo  punto  è  stato  analizzato  da  Rudebusch  (2002,  2006)  che  afferma  che 
O¶LQHU]LDLGHQtificata nei lavori precedenti sia più verosimilmente un riflesso di 6 
 
variabili omesse nella funzione di reazione. Se la banca centrale reagisse ad altri 
fattori oltre a quelli inclusi nella regola di Taylor semplificata, come i prezzi dei 
beni, le condizioni di liquidità, o O¶LQFHUWH]]DGHOPHUFDWR allora considerando la 
persistenza  di  queste  variabili,  questo  potrebbe  erroneamente  portare 
DOO¶aSSDUHQ]DGLXQ¶LQHU]LDQHOODUHJRODGL7D\Oor quando questa effettivamente 
non  è  presente.  Ruedebusch  mostra  che  una  regola  di  Taylor  standard,    che 
include shock persistenti dovuti ad altri fattori è statisticamente indistinguibile da 
XQPRGHOORFRQO¶LQHU]LDQHOWDVVRGLLQWHUHVVH. Successivi lavori che utilizzano 
specificazioni  annidate  con  sia  O¶LQHU]LD QHO WDVVR GL LQWHUHVVH  che  gli  shock 
persistenti    hanno confermato  che ci  sono  poche basi  statistiche    per rigettare 
entrambe  le  ipotesi,    ma  che  permettere  shock  persistenti  diminuisce 
significativamente il grado di inerzia. 
Riuscire ad identificare il grado di inerzia  nella politica monetaria è importante 
per numerose ragioni. Prima di tutto il grado di inerzia nella politica monetaria 
gioca un ruolo determinante non solo nHOO¶D]LRQHGHOOHEDQFhe centrali nei periodi 
di crisi, ma nella risposta dei policy makers a shock in generale. Per esempio il 
grado di inerzia avrà effetto sulla previsione del ritmo della risposta endogena 
della banca centrale (e quindi delle condizioni macroeconomiche più in generale) 
alle  innovazioni  politiche  non  monetarie  come  la  tecnologia  o  il  prezzo  del 
petrolio.  Inoltre  i  parametri  sottostanti  I  modelli  macroeconomici  sono 
effettivamente stimati comparando le funzioni di risposta ad impulso previste da 
quelle osservate. &DSLUHVHODULVSRVWDFRQGL]LRQDOHGHOO¶HFRQRPLDDJOLVKRFN è 
VRJJHWWDDOO¶LQHU]LDLPSRUWHUjTXLQGLSHUODVWLPDdi tutti i parametri del modello, 
non solo quelli riguardanti la policy rule. Terzo, sapere se assumere inerzia o 
shock persistenti nella funzione di reazione della banca centrale è importante per 
le interpretazioni storiche. 
1RQRVWDQWH O¶LPSRUWDQ]D GL TXHVWD GLVWLQ]LRQH QHOOH UDJLRQL SHU O¶LQHU]LD  nel 
processo di elaborazione delle politiche monetarie, ha ricevuto poca attenzione in 
letteratura, con la maggior parte dei lavori che assumono semplicemente che lo 
³VPRRWKLQJ´  GHO WDVVR G¶LQWHUHVVH q O¶origine  della  persistenza  del  tasso  di 
interesse. Alcuni ricercatori hanno stimato la regola di Taylor con entrambi gli 
shock persistenti e OR³VPRRWKLQJ´GHOWDVVRGLLQWHUHVVH, ma questa metodologia 7 
 
ha consistentemente fallito nel rifiutare entrambe le ipotesi.  Rudebusch(2002), 
English  et  al.  (2003),  Gerlach-Kristen  (2004)  e  Consolo  e  Favero  (2009)  tutti 
stimano  la  regola  di  Taylor  usando  metodi  ad  equazione  singola  e  riportano 
evidenza per entrambi i motivi, anche se a livelli differenti. Carrillo et al. (2007) e 
Smets  e  Wouters  (2007)  stimano  specificazioni  annidate  con  modelli  DSGE 
completamente specificati e trovano anche evidenza per entrambe le spiegazioni. 
Usando una varietà di  metodi  Coibon  e Gorodnichenko (2011) trovano  nuova 
evidenza a favore della interpretazione della inerzia politica come riflesso di uno 
³VPRRWKLQJ´GHOWDVVRGLLQWHUHVVH 
Innanzitutto,  Coibon  e  Gorodnichenko  rivisitano  le  stime  empiriche  della 
specificazione annidata della regola di Taylor su cui la ricerca precedente è stata 
incapace di discriminare in maniera sicura  tra le due ipotesi. Infatti la ricerca 
precedente  aveva  ristretto  a  solo  modelli  auto  regressivi  di  primo  grado, 
nonostante la modellizzazione teoretica suggerisse modelli di ordine più elevato 
potessero  essere  ottimali  (Woodford  2003b)  e  non  ci  sia  ragione  a  priori  per 
sostenere che gli shock persistenti seguano un modello AR(1). 
Permettendo forme più generali per ognuno, Coibon e Gorodnichenko mostrano 
FKHLGDWLVRQRPROWRSLLQIRUPDWLYLVXOO¶RULJLQHVRWWRVWDQWHODSHrsistenza dei 
tassi di interesse. 
Utilizzando criteri informativi per selezionare tra un ampio set di specificazioni 
annidate di diverso ordine di ³VPRRWKLQJ´ GHOO¶LQWHUHVVHHVKRFNSHUVLVWHQWL, i dati 
supportano fortemente i modelli con solo OR³VPRRWKLQJ´ con due ritardi del tasso 
G¶LQWHUHVVH VFHOWa  come  specificazione  preferita.  Inoltre  mostrano  che, 
permettendo  ritardi  di  secondo  ordine  nella  regola  di  Taylor  i  parametri  auto 
UHJUHVVLYLQHOWHUPLQHG¶HUURUHGLYHQWDQRLQVLJQLILFDQWLVWDWLVWLFDPHQWHRQHJDWLYL. 
,QTXHVW¶RWWLFDTXHVWRODYRURVLSUHILJJHGLVWLPDUHXQPRGHOOR1HR-Keynesiano 
del ciclo economico nel periodo (1991-2009) al fine di identificare il ruolo giocato 
dalla  politica  monetaria  e  dagli  shock  macroeconomici  (DOO¶output  gap,  
allO¶LQIOD]LRQH H  al  tasso  di  interesse  nominale)  nel  determinare  la  volatilità 
GHOO¶LQIOD]LRQH H GHO FLFOR HFRQRPLFR  /D QRYLWj VWD QHOOR VWLPDUH cinque 
GLIIHUHQWLVSHFLILFD]LRQLDQQLGDWHGLGLYHUVRRUGLQHGL³VPRRWKLQJ´GHOO¶LQWHUHVVHH
di shock persistenti utilizzando dati europei SURGRWWLGDOO¶2&6(. 8 
 
Vedremo le differenze tra esse, e quale di loro fornisca una spiegazione migliore 
relativa ai nostri dati europei. Valuteremo se la migliore adattabilità ai dati di un 
PRGHOOR$5SHUO¶ ´LQWHUHVWVPRRWKLQJ´FRPHLQ&RLERQ*RURGQLFKHQNRVLD
confermata anche con i dati europei. 
Nel  capitolo  1  VSLHJKHUHPR OD VFHOWD GL XQ PRGHOOR GVJH H GHOO¶XWLOL]]R delle 
tecniche BayesiDQHSHUO¶DQDOLVLGHOPRGHOOR 
Nel capitolo 2 verranno presentate le cinque differenti specificazioni del modello. 
Nel capitolo terzo 3  YHUUjHIIHWWXDWDO¶DQDOLVLBayesiana del nostro modello nelle 
sue cinque differenti specificazioni:  riportiamo la convergenza,  i risultati del 
SURFHVVRGLVWLPDO¶DQDOLVLGHOOHGHQVLWjDSRVWHULRULOHIXQ]LRQLGLULVSRVWDDG
LPSXOVRHODGHFRPSRVL]LRQHGHOODYDULDQ]DGHOO¶HUURUHGLSUHYLVLRQH 
Nel  capitolo  4  verranno  utilizzate  diverse  metodologia  per  il  confronto  tre  le 
diverse specificazioni del modello. 
Nel  capitolo  5  verranno  analizzate  le  diverse  specificazioni  con  un  campione 
ristretto. 
Il capitolo 6 conclude. 
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Stima Bayesiana dei modelli DSGE 
 
1.1 Perché un modello DSGE 
 
Come  per  altri  modelli  di  equilibrio  generale,  lo  scopo  di  quelli  DSGE  è 
descrivere  il  comportamento  dell'economia  nel  suo  complesso,  analizzando 
l'interazione di molte decisioni microeconomiche. Le decisioni considerate nella 
maggior  parte  dei  modelli  DSGE  corrispondono  ad  alcune  delle  principali 
JUDQGH]]HVWXGLDWHLQPDFURHFRQRPLDFRPHLOFRQVXPRLOULVSDUPLRO¶RIIHUWDGL
lavoro e la domanda di lavoro. I responsabili delle decisioni nel modello sono gli 
'agenti', possono essere le famiglie, le imprese, i governi o le autorità. 
Inoltre,  come  indica  il  nome,  i  modelli  DSGE  sono  dinamici,  studiano  cioè 
O¶HYROX]LRQHGHOO
HFRQRPLDQHOWHPSR6RQRDQFKHVWRFDVWLFLLQTXDQWRO
HFRQRPLD
è influenzata da shock casuali, come il cambiamento tecnologico, le fluttuazioni 
del prezzo del petrolio, o cambiamenti nelle politiche macroeconomiche. 
I modelli DSGE (Dynamic Stochastic General Equilibrium) sono molto usati dai 
macroeconomisti contemporanei per di spiegare fenomeni economici aggregati, 
quali la crescita economica, cicli economici, e gli effetti della politica monetaria e 
fiscale. 
Uno  dei  motivi  principali  per  cui  i  macroeconomisti  preferiscono  tali  modelli 
rispetto ai  più  tradizionali  modelli VAR è che, a differenza di  tali modelli di 
previsione,    i  modelli  DSGE  non  sono  soggetti  alla  critica  di  Lucas,  il  quale 
sostiene che parametri dei tradizionali modelli econometrici, stimati basandosi su 
dati passati,  non sarebbero indipendenti dalle politiche economiche adottate dalle 
autorità:  se  il  comportamento  degli  individui  è  influenzato  dalle  scelte  degli 
operatori pubblici, un modello di strategia basato su parametri «vecchi» non potrà 
essere utilizzato per prevedere le conseguenze delle misure di politica economica 
che si ha intenzione di adottare poiché proprio la nuova politica comporterà un 
mutamento dei parametri strutturali. 
Per superare questa critica nei modelli DSGE le relazioni del modello non sono 10 
 
assunte  ad-hoc  ma  invece  derivate  da  solide  microfondazioni,  cioè  da 
comportamenti ottimizzanti da parte degli agenti economici, per assicurarne la 
loro costanza nel tempo in funzione dei parametri. 
I parametri devono essere parametri strutturali e tecnologici (deep parameters) 
costanti,  relativi  ai  comportamenti  "profondi"  degli  agenti  e  non  soggetti  a 
cambiamenti  a  seconda  dei  diversi  atteggiamenti  di  politica  adottati.  In  altre 
parole, parametri che è possibile considerati come "dati" (=assunti esogenamente) 
senza  particolari  problemi.  Essi  sono  soprattutto  parametri  che  definiscono  le 
preferenze degli agenti (nella funzione di utilità) e le tecniche di produzione (nella 
funzione di produzione). 
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1.2 Perchè la stima Bayesiana 
 
La  stima  Bayesiana  sta  diventando  molto  utilizzata  dai  macroeconomisti 
contemporanei per una serie di importanti motivazioni. 
Prima di tutto la stima Bayesiana si adatta perfettamente a risolvere i  modelli 
DSGE, a differenza della stima GMM (massima verosimiglianza generalizzata) 
FKHVLEDVDVXXQSDUWLFRODUHUHOD]LRQHGLHTXLOLEULRFRPHO¶HTXD]LRQHGL(XOHUR
del  consumo.  Similmente  la  stima  Bayesiana  si  basa  sulla  verosimiglianza 
generata dal modello DSGE, anziché la più indiretta discrepanza tra le funzioni di 
risposta a d impulso (IRF) implicate dal modello DSGE e dal VAR. 
Le  tecniche  Bayesiane inoltre permettono la considerazione di  distribuzioni a 
priori da utilizzare come pesi nel processo di stima in modo che le distribuzioni a 
posteriori  evitino  dei  picchi  in  punti  anomali  dove  la  verosimiglianza  ha  dei 
picchi. Spesso, a causa della stilizzata errata specificata natura dei modelli DSGE, 
la  verosimiglianza  raggiunge    dei  picchi  in  regioni  dello  spazio  parametrico 
FRQWUDGGLWWRULH FRQ OH RVVHUYD]LRQL FRPXQL SRUWDQGR DO ³GLOHPPD GHOOH VWLPH
DVVXUGHGHOSDUDPHWUR´. 
,QROWUH O¶inclusione  delle  stime  a  priori  aiuta  a  identificare  i  parametri. 
Sfortunatamente infatti, quando si deve specificare un modello spesso si presenta 
LO SUREOHPD GHOO¶LGHQWLILFD]LRQH Si  può  riassumere  come  differenti  valori  di 
parametri  strutturali  che  portano  alla  stessa  distribuzione  congiunta  per  le 
osservabili.  Più  tecnicamente,  si  pone  il  problema  quando  la  distribuzione  a 
posteriori  è piatta su un sottospazio  di  valori  dei  parametri.  In questo  caso  la 
ponderazione  della  verosimiglianza  con  densità  a  priori  porta  spesso  ad 
aggiungere  curvatura  appena  sufficiente  nella  distribuzione  a  posteriori  per 
facilitare la massimizzazione numerica. 
Un altro vantaggio della stima Bayesiana è che si riferisce esplicitamente alla 
errata specificazione del modello includendo nelle equazioni strutturali gli shock, 
che possono essere interpretati come errori di osservazione.  
Inoltre la stima Bayesiana conduce naturalmente al confronto dei modelli sulla 
EDVH GHOO¶DGDWWDPHQWR ,QIDWWL OD GLVWULEX]LRQH D SRVWHULRUL FRUULVSRQGHQWH D
modelli concorrenti può facilmente essere usata per determinare quale modello si 12 
 
adatta meglio ai dati. 
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1.3 Metodo di stima Bayesiana 
 
Per stimare il modello DSGE utilizzeremo la statistica Bayesiana. 
La GLIIHUHQ]DFKHQHOO¶LQIHUHQ]DIUHTXHQWLVWDVWDQHOIDWWRFKHLOSDUDPHWUo non è 
più  una  quantità  fissata  ed  incognita,  ma  una  variabile  aleatoria  la  cui 
distribuzione iniziale dipende dalle informazioni in possesso e dalle ipotesi che 
vengono elaborate soggettivamente dal singolo ricercatore. Attraverso il Teorema 
di Bayes si formalizzano tutte le conoscenze in possesso sul parametro in termini 
di una distribuzione di probabilità iniziale o a priori. Le informazioni a priori 
KDQQR GXQTXH XQ UXROR PROWR LPSRUWDQWH QHOO¶DSSURFFLR Bayesiano,  esse 
LQWURGXFRQRQHOO¶DQDOLVLXQDFRPSRnente soggettiva. 
Distribuzione a priori e funzioni di verosimiglianza sono combinate dalla regola 
di Bayes per dare la distribuzione finale o a posteriori. In termini più semplici, il 
teorema di Bayes fornisce un metodo per modificare il livello di fiducia in una 
data ipotesi, alla luce di nuova informazione. 
Più  specificatamente  vediamo  come  funzione  a  priori  e  funzione  di  massima 
verosimiglianza vengono collegate attraverso la regola di Bayes. 
Viene definita una distribuzione a priori descritta come una funzione di densità 
dalla forma: 
݌ሺߠ࡭ȁ࡭ሻ dove  A  indica  lo  specifico  modello, ߠ࡭  rappresenta  I  parametri  del 
modello A, ݌LQGLFDODIXQ]LRQHGLGHQVLWjGLSUREDELOLWj 
La  funzione  di  verosimiglianza  descrive  la  densità  dei  dati  osservati,  dati  il 
modello e i suoi parametri: 
ࡸሺߠ࡭ȁܻ ௧ǡ࡭ሻ ؠ ݌ሺܻ ௧ȁߠ࡭ǡ࡭ሻ 
e 
݌ሺܻ ௧ȁߠ࡭ǡ࡭ሻ  = ݌ሺݕ଴ȁߠ࡭ǡ࡭ሻς ݌ሺݕ௧ȁܻ ௧ିଵǡߠ࡭ǡ࡭ሻ ்
௧ୀଵ  
A  questo  punto  abbiamo    una  densità  a  priori  ipotizzata  ed  una  funzione  di 
verosimiglianza dei dati osservati, utilizzando il teorema di Bayes otteniamo la 
densità dei parametri conoscendo i dati. Infatti abbiamo che: 
݌ሺߠȁܻ ௧ሻ ൌ
݌ሺߠǢܻ ௧ሻ
݌ሺܻ ௧ሻ
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݌ሺܻ ௧ȁߠሻ ൌ
݌ሺߠǢܻ ௧ሻ
݌ሺߠሻ
֞ ݌ሺߠǢܻ ௧ሻ ൌ ݌ሺߠȁܻ ௧ሻ݌ሺߠሻ 
8WLOL]]DQGRTXHVWHLGHQWLWjSRVVLDPRFRPELQDUHO¶D-priori con la verosimiglianza 
per otteQHUHO¶D- posteriori: 
݌ሺߠ࡭ȁܻ ௧ǡ࡭ሻ ൌ
݌ሺܻ ௧ȁߠ࡭ǡ࡭ሻ݌ሺߠ࡭ȁ࡭ሻ
݌ሺܻ ௧ȁ࡭ሻ
 
dove ݌ሺܻ ௧ȁ࡭ሻè la densità marginale dei dati condizionale al modello: 
݌ሺܻ ௧ȁ࡭ሻ ൌන ݌ሺߠ࡭Ǣܻ ௧ȁ࡭ሻ
ࣘ࡭
݀ߠ࡭ 
,QILQHO¶D-posteriori Kernel (o densità a posteriori non-normalizzata, dato che la 
densità  marginale  è  costante  o  uguale  per  ogni  parametro),corrisponde  al 
numeratore della densità a posteriori: 
݌ሺߠ࡭ȁܻ ௧ǡ࡭ሻ ן ݌ሺܻ ௧ȁߠ࡭ǡ࡭ሻ݌ሺߠ࡭ȁ࡭ሻؠ ࡷሺߠ࡭ȁܻ ௧ǡ࡭ሻ 
4XHVWDqO¶HTXD]LRQHIRQGDPHQWDOHFKHFLFRQVHQWHGLULFRVWUXLUHWXWWLLPRPHQWLGL
interesse della a-posteriori. 
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MRGHOORGVJHFRQ³LQWHUHVWVPRRWKLQJ´H
³SHUVLVWHQWVKRFNV´ 
 
2.1 Versione empirica 
 
I modelli DSGE che si andranno ad analizzare sono i seguenti: 
 
Primo modello 
ܴ௧ ൌ ߶ோܴ௧ିଵ ൅ ሺͳ െ ߶ோሻሺ߶గߨ௧ ൅ ߶௫ݔ௧ሻ ൅ ߤ௧
ோ          (1.1)                                                       
ߨ௧ ൌ
ఈ
ଵାఈఉߨ௧ିଵ ൅
ȕ
ଵାఈఉߨ௧ାଵȁ௧ ൅ ݇ݔ௧ ൅ ߝ௧
గ            (1.2)                                                                                  
ݔ௧ ൌ
௛
ଵା௛ݔ௧ିଵ ൅

ଵା௛ݔ௧ାଵȁ௧ െ ߰൫ܴ௧ െ ߨ௧ାଵȁ௧൯ ൅ ߝ௧
௫              (1.3)    
                                     
Secondo modello 
ܴ௧ ൌ ߶ோଵܴ௧ିଵ ൅ ߶ோଶܴ௧ିଶ ൅ ሺͳ െ ߶ோଵ െ߶ோଶሻሺ߶గߨ௧ ൅ ߶௫ݔ௧ሻ ൅ ߤ௧
ோ 
ߨ௧ ൌ
ఈ
ଵାఈఉߨ௧ିଵ ൅
ȕ
ଵାఈఉߨ௧ାଵȁ௧ ൅ ݇ݔ௧ ൅ ߝ௧
గ  
ݔ௧ ൌ
௛
ଵା௛ݔ௧ିଵ ൅

ଵା௛ݔ௧ାଵȁ௧ െ ߰൫ܴ௧ െ ߨ௧ାଵȁ௧൯ ൅ ߝ௧
௫  
 
Terzo modello 
ܴ௧ ൌ ߶ோଵܴ௧ିଵ ൅ ሺͳ െ ߶ோଵሻሺ߶గߨ௧ ൅ ߶௫ݔ௧ሻ ൅ ߝ௧
ோ 
ߨ௧ ൌ
ఈ
ଵାఈఉߨ௧ିଵ ൅
ȕ
ଵାఈఉߨ௧ାଵȁ௧ ൅ ݇ݔ௧ ൅ ߝ௧
గ  
ݔ௧ ൌ
௛
ଵା௛ݔ௧ିଵ ൅

ଵା௛ݔ௧ାଵȁ௧ െ ߰൫ܴ௧ െ ߨ௧ାଵȁ௧൯ ൅ ߝ௧
௫  
ߝ௧
ோ ൌߩோଵߝ௧ିଵ
ோ ൅ߤ௧
ோ  
 
Quarto modello 
ܴ௧ ൌ ߶ோଵܴ௧ିଵ ൅ ߶ோଶܴ௧ିଶ ൅ ሺͳ െ ߶ோଵ െ߶ோଶሻሺ߶గߨ௧ ൅ ߶௫ݔ௧ሻ ൅ ߝ௧
ோ 
ߨ௧ ൌ
ఈ
ଵାఈఉߨ௧ିଵ ൅
ȕ
ଵାఈఉߨ௧ାଵȁ௧ ൅ ݇ݔ௧ ൅ ߝ௧
గ  
ݔ௧ ൌ
௛
ଵା௛ݔ௧ିଵ ൅

ଵା௛ݔ௧ାଵȁ௧ െ ߰൫ܴ௧ െ ߨ௧ାଵȁ௧൯ ൅ ߝ௧
௫  16 
 
ߝ௧
ோ ൌߩோଵߝ௧ିଵ
ோ ൅ߤ௧
ோ 
 
Quinto modello 
ܴ௧ ൌ ߶ோଵܴ௧ିଵ ൅ ߶ோଶܴ௧ିଶ ൅ ሺͳ െ ߶ோଵ െ߶ோଶሻሺ߶గߨ௧ ൅ ߶௫ݔ௧ሻ ൅ ߝ௧
ோ 
ߨ௧ ൌ
ఈ
ଵାఈఉߨ௧ିଵ ൅
ȕ
ଵାఈఉߨ௧ାଵȁ௧ ൅ ݇ݔ௧ ൅ ߝ௧
గ  
ݔ௧ ൌ
௛
ଵା௛ݔ௧ିଵ ൅

ଵା௛ݔ௧ାଵȁ௧ െ ߰൫ܴ௧ െ ߨ௧ାଵȁ௧൯ ൅ ߝ௧
௫  
ߝ௧
ோ ൌߩோଵߝ௧ିଵ
ோ ൅ ߩோଶߝ௧ିଶ
ோ ൅ߤ௧
ோ 
 
Con:  
ߝ௧
௫ ൌߩ௫ߝ௧ିଵ
௫ ൅ߤ௧
௫ 
ߝ௧
గ ൌߩగߝ௧ିଵ
గ ൅ߤ௧
గ 
ߤ௧
௝̱݅Ǥ݅Ǥ݀Ǥܰ൫Ͳǡߪ ௝
ଶ൯ǡ ݆ א ሼߨǡݔǡܴሽǤ 
 
/¶HTXD]LRQHUDSSUHVHQWDODFXUYDGL3KLOOLSV1HR-Keynesiana (NKPC), nella 
quale ߨ௧è  il  tasso  di  inflazione, ߚ identifica  il  fattore  di  sconto, ߙ è  il  peso 
DVVHJQDWR DOO¶LQIOD]LRQH SDVVDWD ݔ௧  PLVXUD O¶RXWSXW JDS LO FXL HIIHWWR
VXOO¶LQIOD]LRQH q LQIOXHQ]DWR GDO SDUDPHWUR GL SHQGHQ]D݇ e ߝ௧
గ rappresenta  lo 
VKRFNDOO¶LQIOD]LRQHRFDPELDPHQWRGLRIIHUWD, che segue un modello AR(1), con 
Ͳ ൏ ߩగ ൏ ͳ. 
/¶HTXD]LRQH  q RWWHQXWD ORJ-OLQHDUL]]DQGR O¶HTXD]LRQH GL (XOHUR SHU LO
FRQVXPR /H IOXWWXD]LRQL GHOO¶RXWSXW VRQR LQIOXHQ]DWH VLD GDOOH DVSHWWDWLYH GL
consumo  future ݔ௧ାଵȁ௧che  dalle  realizzazioni  di  output  gap  passate ݔ௧ିଵ .  h 
rappresenta la formazione delle abitudini, mentre ߰ qO¶HODVWLFLWjLQWHUWHPSRUDOHGL
VRVWLWX]LRQH FKH GHWHUPLQD O¶LPSDWWR GHO WDVVR GL LQWHUHVVH UHDOH H[-ante  sul 
consumo (determinato da abitudini e avversione al rischio). IOWHUPLQHG¶HUURUHߝ௧
௫ 
è lo shock alle abitudini dei consumatori o shock fiscale. 
/¶HTXD]LRQHFDWWXUDODUHD]LRQHGHOODSROLWLFDPRQHWDULDDOOHRVFLOOD]LRQLGHO
JDSGLLQIOD]LRQHHGHOO¶RXWSXWJDS,QROWUHLOSDUDPHWURGLLQWHUHVW-rate smoothing 
߶ோè  il  peso  assegnato  al  tasso  di  interesse  nominale  ritardato ܴ௧ିଵ.  Infine  il 
WHUPLQHG¶HUURUHߝ௧
ோ UDSSUHVHQWDO¶LQQRYD]LRQHQHOODSROLWLFDPRQHWDULD 
I modelli successivi sono estensioni del primo modello in cui vengono permessi 
ritardi  di  ordine  maggiore  sul  tasso  di  interesse  e  sugli  shock  monetari.  In 17 
 
particolare nelle specificazioni 1 e 2 non consideriamo gli shock persistenti nella 
funzione del tasso di interesse e assegniamo un modello rispettivamente AR(1) e 
$5DOO¶LQWHUHVWVmoothing, nei modelli 3 e 4 utilizziamo un modello AR(1) per 
gli shock e un modello rispettivamente AR(1) e $5SHUO¶LQWHUHVWVPRRWKLQJ, e 
nel modello 5 utilizziamo un modello AR(2) sia per gli shock persistenti che per 
O¶LQWHUHVWVPRRWKLQJ. 
/¶LQWHUHVVH  in  diversi modelli  delle regole di  politica monetaria deriva da due 
recenti studi effettuati con dati americani.  
Nel  primo,  Coibon  e  Gorodnichenko  (2011),  si  dimostra  come  una  regola  di 
Taylor con due ritardi del tasso di interesse nominale ed errore incorrelato goda di 
un potere descrittivo superiore rispetto ad una varietà di alternative. Tale risultato, 
HIIHWWXDWRFRQXQDSSURFFLRXQLHTXD]LRQDOHqFRQIRUWDWRGDOO¶analisi di Ascari, 
Castelnuovo e Rossi (2011), che utilizzando tecniche Bayesiane (come in questa 
tesi),  stimano  un  modello  DSGE  simile  a  quello  che  proponiamo.  Il  nostro 
obiettivo è quello di verificare questo risultato con dati europei e coglierne la 
rilevanza in momenti simulati quali le funzioni di risposta ad impulso (IRF) e la 
decomposizLRQHGHOODYDULDQ]DGHOO¶HUURUH (FEVD). 
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2.2 I dati 
 
Come anticipato, per la nostra analisi utilizzeremo  europei. I dati provengono 
GDOOD2(&'(FRQRPLFLQGLFDWRUVFKHFRQVLGHUDO¶(XURRYYHURVROROHSULPH
12 nazioni europee in cui è entrato LQYLJRUHO¶(XURDOO¶LQL]LR$XVWULD%HOJLR
Finlandia  ,  Francia,  Germania,  Grecia,  Irlanda,  Italia,  Lussemburgo  ,  Olanda, 
Portogallo, Spagna). Il campione comprende dati trimestrali che vanno dal primo 
trimestre del 1991 fino al terzo trimestre del   2009. Disponiamo di tre serie: 
output gap, tasso di interesse nominale a breve termine, inflazione calcolata con il 
deflatore del PIL. 
(¶QHFHVVDULRVRWWROLQHDUHFKHODEDQFDFHQWUDOHKDFRPLQFLDWRDJHVWLUHODSROLWLFD
PRQHWDULHGHOO¶DUHDHXURDSDUWLUHGDO 1999, mentre prima di tale data ogni stato 
JHVWLYD LQGLSHQGHQWHPHQWH OD SURSULD SROLWLFD PRQHWDULD  /¶XWLOL]]R GL XQ
campione che comprenda solo dati europei successivi a tale data sarebbe troppo 
restrittivo poiché si disporrebbe di poche osservazioni. Si procede quindi come già 
molti  altri  autori,  come  ad  esempio  Peersman  e  Smets  (1999),  Taylor  (1999), 
Gerlech e Schnabe (2000), Surico (2003), Sauer e Sturm (2003), Gerdesmeier e 
Roffia (2004) e Castelnuovo (2007) hanno già fatto, e di utilizzare dati sintetici 
europei  che  comincino  prima  della  centralizzazione  della  politica  monetaria 
europea. 
$VVXPHUHPRTXLQGLFKHLGDWLVLQWHWLFLGHOO¶DUHDHXURFDWWXULQRO¶DQGDPHQWRPHGLR
delle politiche monetarie pre-1999. 
3URFHGLDPRFRQO¶DQDOLVLJUDILFDGHLGDWLLQTXestione. 19 
 
 
Figura 2.1: Deflatore del pil 
 
Il  deflatore  del  PIL  viene  calcolato  come ͶͲͲ
ሺ௉೟ି௉೟షభሻ
௉೟షభ
,  dove ܲ௧ q O¶LQGLFH GHL
prezzi al consumo. Viene moltiplicato per 400 perché annualizzato (moltiplicato 
per  il  numero  di  4  trimestri)  e  percentualizzato  (moltiplicato  per  cento).  La 
modalità stessa di calcolo del deflatore del PIL fa si che i dati partano dal secondo 
quadrimestre del 1991 perché perdiamo la prima osservazione. Si può notare il 
FDORGHOO¶LQIOD]LRQHDSDUWLUHGDJOLDQQL¶ 
 
 
Figura 2.2: Output gap 20 
 
4XHVWDVHULHUDSSUHVHQWDO¶RXWSXWJDSRYYHURGLIIHUHQ]DWUa il prodotto interno 
lordo effettivo e quello potenziale. Come si può notare, F¶qXQDGUDVWLFDULGX]LRQH
negli ultimi quattro trimestri, cioè quelli relativi al periodo di crisi economica che 
VWDFRLQYROJHQGRQRQVRORO¶DUHDGHOO¶(XURPDWXWWRLOPRQGR 
 
 
 
Figura 2.3: Tasso di interesse nominale a breve periodo 
 
4XHVWDVHULHUDSSUHVHQWDLOWDVVRG¶LQWHUHVVHQRPLQDOHFKHGLPLQXLVFHDQFK¶HVVRa 
SDUWLUHGDJOLDQQL¶HLQROWUHLQSDUWLFRODUH in corrispondenza degli ultimi 4 
trimestri  poiché  è  correlato  positivamente  con  O¶LQIOD]LRQH H FRQ O¶RXWSXW JDS
come si può YHGHUHQHOO¶equazione di Taylor. 
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2.3 Densità a priori 
 
Innanzitutto bisogna assegnare le distribuzioni iniziali ai parametri del modello. 
Per fare questo ci si basa principalmente sul supporto del parametro  e si cerca la 
distribuzione più adatta tra quelle con dominio corrispondente, tenendo conto che 
possono influenzare fortemente la distribuzione a posteriori. Mentre di principio, 
le posteriori possono essere scelte sulla base di ipotesi sulla validità di determinate 
teorie  economiche,  in  pratica  di  solito  vengono  scelte  sulla  base  delle 
osservazioni. 
/DVFHOWDGLXQDGLVWULEX]LRQHLQL]LDOHUHQGHO¶DQDOLVLVWDWLVWLFDVRJJHWWLYDTXLQGLOH
distribuzioni a priori vengono adottate meno informative possibile, per permettere 
di spiegare i dati con le distribuzioni a posteriori. 
Nella seguente tabella sono riportate le distribuzioni a-priori scelte per i parametri, 
con rispettivo supporto, media e deviazione standard. 
ÊFRQYHQ]LRQHSHUO¶DQDOLVLGL dati trimestrali porre ȕ= 0.99 che corrisponde ad un 
tasso di sconto annuale pari a circa il 4%.  
Scegliamo poi per le a priori dei parametri che ci interessano ai fini della nostra 
analisi delle normali a media zero e varianza 0.5 affinché il supporto comprenda 
dei valori negativi. 
Le rimanenti priori sono standard e in linea con Benati e Surico (2008), e Benati e 
Surico (2009). 
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Parametri  Supporto  Densità a priori 
Į  [0,1]  ȕ 
߰  [0,+  Ƚ 
h  [0,1]  ȕ 
k  [0,+  Ƚ 
߶ଵ  [0,1]  ȕ 
߶ଶ  R  N (0,0.5) 
ߩଵ  R  N (0,0.5) 
ߩଶ  R  N (0,0.5) 
ߩ௫  [0,1]  ȕ 
ߩగ  [0,1]  ȕ 
ߤగ  [0,+  ,Ƚ 
ߤ௫  [0,+  ,Ƚ 
ߤோ  [0,+  ,Ƚ 
߶గ  R  N (0.7,1.3) 
߶௫  [0,+  Ƚ 
 
Tabella 2.1: Densità a priori 
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2.4 Verosimiglianza 
 
Si considerino: 
-  il  vettore  dei  parametri  strutturali: 
ߠ ൌ ሺߙǡߚǡ݇ǡ݄ǡ߬ǡ߶௫ǡ߶గǡ߶ோଵǡ߶ோଶǡߩோଵǡߩோଶǡߩగǡߩ௫ሻ 
- il vettore delle variabili endogene: ܺ௧ ൌ ሺܴ௧ǡݔ௧ǡߨ௧ሻ 
- il vettore degli shocks esogeni ߝ௧ ൌ ሺߝ௧
ோǡߝ௧
௫ǡߝ௧
గሻ 
- il vettore delle innovazioniܽ௧ ൌ ሺߤ௧
ோǡߤ௧
௫ǡߤ௧
గሻ 
- il vettore delle osservazioni ܻ ௧ ൌ ሺܴ௧
௢௦௦ǡݔ௧
௢௦௦ǡߨ௧
௢௦௦) 
 
Il modello viene espresso in forma state space: 
൬
ܺ௧
ߝ௧
൰ ൌ ܶሺߠሻ൬
ܺ௧ିଵ
ߝ௧ିଵ
൰ ൅ ܳሺߠሻሺܽ௧ሻ 
ܻ ௧ ൌ ܼሺߠሻ൬
ܺ௧
ߝ௧
൰ 
 
,O SULPR VLVWHPD UDSSUHVHQWD O¶HTXD]LRQH VWUXWWXUDOH GL WUDQVL]LRQH FKH OHJD OH 
endogHQHDOOHHVRJHQHLOVHFRQGRVLVWHPDO¶HTXD]LRQHGLPLVXUDFKHFROOHJDOH 
variabili latenti del processo con quelle osservabili. A è la matrice di transizione 
dello  stato,  B  è  la  matrice  che  trasforma  lo  stato  nelle  osservazioni  e  C  è  la 
matrice di elementLGHWHUPLQLVWLFLFKHVHUYRQRSHUVHOH]LRQDUHO¶HUURUH2OWUHD 
questi  due  sistemi  di  equazioni  il  modello  state  space  è  formato  anche  dalle 
condizioni  iniziali  dello  stato  del  sistema,  dove  vengono  specificate  le 
distribuzioni iniziali (a priori) dei parametri strutturali.  
Per stimare la funzione di verosimiglianza si utilizza il filtro di Kalman
1.   
                                                           
1 Il  filtro  di  Kalman  è  un  algoritmo  ricorsivo  per  calcolare  i  momenti  del  vettore  di  stato ߙ௧ 
condizionatamente  alle  osservazioni  contenute  in ܨ௧ ൌ ሼݕଵǡǥǡݕ௧ሽ.  Data  la  distribuzione  di ߙ௧ 
condizionata a ܨ௧ିଵDOO¶DUULYRGHOODQXRYDRVVHUYD]LRQHݕ௧ vogliamo aggiornare la distribuzione di 
ߙ௧ condizionata  a  ܨ௧ .  Il  filtro  consiste  di  due  insiemi  di  equazioni,  di  previsione  e  di 
aggiornamento. 24 
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Analisi Bayesiana del modello 
 
3.1 Il modello 
 
ܴ௧ ൌ ߶ோܴ௧ିଵ ൅ ሺͳ െ ߶ோሻሺ߶గߨ௧ ൅ ߶௫ݔ௧ሻ ൅ ߤ௧
ோ                                                                         
ߨ௧ ൌ
ఈ
ଵାఈఉߨ௧ିଵ ൅
ȕ
ଵାఈఉߨ௧ାଵȁ௧ ൅ ݇ݔ௧ ൅ ߝ௧
గ                                                                                        
ݔ௧ ൌ
௛
ଵା௛ݔ௧ିଵ ൅

ଵା௛ݔ௧ାଵȁ௧ െ ߰൫ܴ௧ െ ߨ௧ାଵȁ௧൯ ൅ ߝ௧
௫                                                                       
Con: 
ߝ௧
௫ ൌߩ௫ߝ௧ିଵ
௫ ൅ߤ௧
௫ 
ߝ௧
గ ൌߩగߝ௧ିଵ
గ ൅ߤ௧
గ 
ߤ௧
௝̱݅Ǥ݅Ǥ݀Ǥܰ൫Ͳǡߪ ௝
ଶ൯ǡ ݆ א ሼߨǡݔǡܴሽǤ 
 
3.1.1 Analisi Bayesiana 
 
3HUHIIHWWXDUHO¶DQDOLVLBayesiana si utilizza Dynare 4.2, un insieme di algoritmi 
sviluppati da Michel Julliard e collaboratori. 
/DPRGDDSRVWHULRULqFDOFRODWDDWWUDYHUVRO¶DOJRULWPR ³FVPLQZHO´VYLOXSSDWRGD
Chris Sims. Plottando  la densità a posteriori per i valori attorno alla moda per 
ogni  parametro  stimato  si  effettua  un  controllo  della  moda  a  posteriori, 
confermando la bontà del risultato. Queste mode vengono in seguito utilizzate per 
LQL]LDUH O¶DOJRULWPR GL 0HWURSROLV-Hastings  per  simulare  la  distribuzione  a 
posteriori. 
6LXVDQRSRLLYDORULRWWHQXWLSHUODPRGDSHULQL]LDUHO¶DOJRULWPR0HWURSROLV-
Hastings al fine di simulare la distribuzione a posteriori. 
Metropolis-Hastings fa parte delle tecniche MCMC (Markov Chain Monte Carlo) 
che permettono di ottenere un campione da una qualsiasi distribuzione target di 
interesse, e consentono tra le altre cose di utilizzarlo per calcolare stime e fare 26 
 
inferenza, attraverso la costruzione di catene di Markov
2 aventi la distribuzione 
target come distribuzione stazionaria. 
Con questo metodo si simulano due serie di 500.000 estrazioni ciascuna e si scarta 
il primo 50%: questo perché, scegliendo un numero molto alto di pescate, una 
parte  andrà  eliminata,  al  fine  di  convergere  alla  distribuzione  ergodica  della 
SRVWHULRUL /D PDWULFH GL YDULDQ]D H FRYDULDQ]D GHO WHUPLQH G¶HUURUH GL RJQL
SHVFDWD FDVXDOH FKH SHUPHWWHUj GL DUULYDUH D GLVHJQDUH O¶LQWHUD GLVWULEX]LRQH D
posteriori,  viene  riaggiustata  in  modo  da  avere  un  tasso  di  accettazione  delle 
pescate compreso tra il 23% e il 40%. 
 
3.1.2 Convergenza del modello 
 
8QPHWRGRSHUYDOXWDUHOHFRUUHWWH]]DGHOOHVWLPHqO¶DQDOLVLGHOODFRQYHUJHQ]D
delle  simulazioni  iterative.    A  questo  proposito  Dynare  riporta  un  insieme  di 
JUDILFLFKLDPDWL³0&0& univarite diDJQRVWLFV´XWLOLSHUYDOXWDUHODFRQYHUJHQ]D
dei singoli parametri del PRGHOORHXQ¶XOWHULRUHJUDILFR³PXOWLYDULWHGLDJQRVWLF´
per analizzare la convergenza del modello complessivo. 
Nelle univariate diagnostics si analizzano i grafici delle misure della varianza sia 
entro che tra le catene di Markov. Le linee blu rappresentano la varianza tra le 
catene  mentre  quelle  rosse  la  varianza  entro.    Al  fine  di  avere  un  risultato 
significativo  queste  dovrebbero  essere  relativamente  costanti  (anche  se  alcune 
variazioni  sono ammesse)  e dovrebbero convergere alla distribuzione ergodica 
(solitamente la varianza tra tende a diminuire mentre quella entro ad aumentare). 
'\QDUHULSRUWDWUHPLVXUH³LQWHUYDO´FLGjO¶LQWHUYDOORFRVWUXLWRDWWRUQRDOODPHGLD
del delle medie con livelORGLFRQILGHQ]DGHO³P´QHIRUQLVFHla varianza; 
³P´LOPRPHQWRWHU]RHLQWXWWLHWUHLFDVLG\QDUHULSRUWDLYDORULWUDHHQWUROH
FDWHQH/¶DVVHGHOOHDVFLVVHUDSSUHVHQWDLOQXPHURGLLWHUD]LRQL0-H (Metropolis-
                                                           
2 Una catena di Markov è un processo stocastico in cui, noto lo stato attuale, passato e futuro sono 
indipendenti; formalmente, questo concetto è espresso dal fatto che il processo stocastico gode 
della  proprietà  di  Markov  ܲ൫ߠሺ௡ାଵሻ א ܣหߠሺ௡ሻ ൌ ݔǡߠሺ௡ିଵሻ א ܣ௡ିଵǡǤǤǤǡߠሺ଴ሻאܣ଴൯ ൌ
ܲ൫ߠሺ௡ାଵሻܣหߠሺ௡ሻൌ ݔ൯ per tutti gli insiemi ଴, . . . , ୬ିଵ, A א S. 27 
 
Hastings) mentre sull'asse delle ordinate c'è la misura dei momenti del parametro, 
con il primo valore corrispondente al valore iniziale delle iterazioni   M-H. 
Il grafico multivariate diagnostic presenta risultati della stessa natura, tranne che 
riflettono una misura aggregata basata sugli autovalori della matrice di covarianza 
dei parametri. 
Naturalmente perché i risultati siano sensati il numero di iterazioni per ogni catena 
deve essere adeguatamente alto. In questo caso scegliamo 500000 iterazioni. 
Riportiamo i grafici delle multivariate diagnostics. 
 
Figura 3.1: Multivariate dignostics 
 
Sono state simulate 500.000 iterazioni per ogni catena ma per valutare se esiste la 
FRQYHUJHQ]DSHUWDOHPRGHOORVLDQDOL]]DO¶DQGDPHQWRGHOJUDILFRGD.5 in poi 
perché si è deciso di scartare la prima metà delle iterazioni. 
Le serie dovrebbe essere pressoché costanti e tendenti alla stabilizzazione. Se i 
momenti rilevati sono fortemente instabili oppure non convergono, significa che 
F¶qXQSUREOHPDGLSULRULWURSSRSRYHUHFLRqVRQRWURSSRSRFo informative. In 
questo  caso  sarebbe  quindi  consigliabile  di  rifare  le  stime  con  diverse 
distribuzioni a priori, oppure in alternativa utilizzare un numero più grande di 
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iterazioni del Metropolis-+DVWLQJVDGHVHPSLRGHOO¶RUGLQHGL.000.000. 
Le figure mostrano i grafici le cui caratteristiche rispettano i criteri elencati sopra 
necessari per la convergenza: il numero di iterazioni sembra adeguato poiché le 
tre linee dal valore 2.5 in poi tendono a convergere. Le priori scelte perciò sono 
sufficientemente  informative,  benché  fossero  state  appositamente  scelte 
debolmente informative per lasciar parlare i dati. Verificato il presupposto della 
convergenza,  necessario  per  assicurare  la  correttezza  dei  risultati,  si  procede 
GXQTXHFRQO¶DQDOLVLGHOOHGLVWULEX]LRni a posteriori ottenute. 
 
3.1.3 Analisi delle densità a posteriori 
 
Il  primo  passo  del  processo  di  stima  fornisce  il  calcolo  della  moda  della 
distribuzione a posteriori  per ciascun parametro del modello e per le deviazioni 
standard degli shock. Per ogni parametro viene fornito il valore della statistica t
3. 
Inoltre  viene  fornito  il    valore  della  log-verosimiglianza  di  Laplace,  calcolata 
assumendo  una  distribuzione  a  posteriori  forzatamente  normale,  misura 
importante per valutare la bontà del modello. 
 
 
Figura 3.2: Primo step di stima 
                                                           
3 La t-stat non è riconducibile ad una statistica  t classica, poiché si riferisce ad una densità a 
posteriori  e non ad una verosimiglianza, intesa nel senso classico. Non è dunque molto affidabile 
per valutare la significatività dei vari parametri.  29 
 
Nel secondo passo del processo di stima vengono riportati i valori della media a 
posteriori e il relativo intervallo di credibilità per i parametri del modello e per le 
deviazioni standard degli shock. La log-verosimiglianza è calcolata con il metodo 
³0RGLILHG+DUPRQLF0HDQ´*HZHNHFKHQRQDVVXPHODQRUPDOLWjGHOOD
distribuzione a posteriori. 
 
 
Figura 3.3: Secondo step di stima 
 
Due parametri (Į e ߩగ), oltre ad avere i valori più bassi della t-stat,  hanno come 
HVWUHPRLQIHULRUHGHOO¶LQWHUYDOORGLFRQILGHQ]DUHODWLYRDOODORURVWLPDBayesiana 
lo zero. 30 
 
 
Figura 3.4: Densità a priori e posteriori 
 
Le linee nere rappresentano le distribuzioni a posteriori, le grigie sono le priori 
mentre 
la linea verticale verde indica la moda delle posteriori. Le distribuzioni a priori 
assumono una forma diversa rispetto alle distribuzioni a posteriori questo significa 
che  i  dati  sono  informativi,  non  contaminati  dalle  credenze  a  priori  (poco 
informative). La moda della densità a posteriori è molto vicina a quella calcolata 
al primo passo del processo di stima e risulta abbastanza centrata rispetto  alla 
0.1 0.2 0.3 0.4 0.5 
0 
2
0 
SE_mux 
0  0.5  1  1.5 
0 
1
0 
SE_mupi 
0.2  0.4  0.6 
0 
1
0 
SE_mur 
0  0.2 0.4 0.6 0.8 
0 
5 
1
0 
alpha 
1  2  3 
0 
1 
phipi 
0  2  4 
0 
1 
2 
phix 
0  0.1  0.2 
0 
10 
20 
k 
0.5  1 
0 
5 
h 
0.2  0.4  0.6 0.8 
0 
10 
20 
phir 
0  0.5  1 
0 
1 
2 
3 
rho
p 
0.2  0.
4 
0.6 0.8  1 
0 
10 
20 
30 
rhox 
0.12  0.14  0.1
6 
0.18 
0 
20 
40 
60 
80 
csi 31 
 
distribuzione a posteriori. 
Le distribuzioni a posteriori hanno una distribuzione molto simile alla normale 
centrata nella moda. Il valore della log-verosimiglianza, infatti, è calcolato con il 
metodo di Laplace. I risultati ottenuti dalla stima del modello sembrano attendibili 
 
3.1.4 Funzioni di risposta ad impulso (IRF) 
 
Le funzioni di risposta ad impulso esaminano come una variabile reagisce nel 
WHPSRDLPSXOVLHVRJHQLFKLDPDWL³VKRFN´GLXQ¶DOWUDYDULDELOHLQXQVLVWHPD
dinamico che coinvolge anche altre variabili. 
Nel  nostro  modello  è  interessante  capire  come  output  gap,  inflazione  e  tasso 
G¶LQWHUHVVHVLcomportano a seguito di uno shock che le colpisce direttamente o 
indirettamente. 
*OL VKRFN GD FRQVLGHUDUH QHO QRVWUR PRGHOOR VRQR OR VKRFN DOO¶LQIOD]LRQH OR 
VKRFNDOO¶RXWSXWJDSHORVKRFNDOWDVVRG¶LQWeresse. 
Nei grafici sottostanti, insieme a queste funzioni identificate dalle curve nere più 
spesse, vengono riportati anche il quinto e il novantacinquesimo percentile delle 
distribuzioni a posteriori, identificati dalle linee nere più sottili. 
 
Figura 3.5: IRF inflazione 
 
,QILJXUDYLHQHUDSSUHVHQWDWRO¶HIIHWWRGLXQRVKRFNDOO¶LQIOD]LRQHVHDXPHQWDO¶LQIOD]LRQH
di conseguenza la Banca Centrale deciderà di aumentare il tasso di interesse nominale al 
ILQHGLFRQWHQHUHO¶DXPHQWRGHLSUH]]LFLzFRPSRUWHUj XQDGLPLQX]LRQHGHOO¶RXWSXWJDS
ILQRDOODVWDELOL]]D]LRQHGHOO¶LQIOD]LRQHFRPHGHVFULWWRGDOODFXUYDGL3KLOOLSV/¶HIIHWWR
iniziale  dello  shock  diminuisce  fino  a  che  le  serie  tornano  allo  stato  stazionario 
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(inflazione e tasso di interesse diminuiscono e output aumenta). 
 
Figura 3.6: IRF output gap 
 
,QILJXUDYLHQHUDSSUHVHQWDWRO¶HIIHWWRGLXQRVKRFNDOO¶RXWSXWJDSVH DXPHQWDO¶RXWSXW
JDSTXHVWRSRUWDDGXQDXPHQWRVLDGHOO¶LQIOD]LRQHWUDPLWHODFXUYDGL3KLOOLSVHVLDGHO
tasso di interesse nominale WUDPLWHODUHJRODGL7D\ORU/¶DXPHQWRGHOWDVVRGLLQWHUHVVH
QRPLQDOH DSUH SHUz XQDUHFHVVLRQH H GLPLQXLVFH O¶RXWSXW GL FRQVHJXHQ]D VFHQGRQR L
SUH]]LHWUDPLWHODFXUYDGL3KLOOLSVDQFKHO¶LQIOD]LRQHULGXFHQGR O¶HIIHWWRLQL]LDOHGHOOR
shock che pian piano scompare finché tutte e tre le serie tornano al loro stato stazionario. 
 
Figura 3.7: IRF tasso di interesse nominale 
 
,QILJXUDYLHQHUDSSUHVHQWDWRO¶HIIHWWRGLXQRVKRFNDOWDVVLGLLQWHUHVVHQRPLQDOHVe  il 
WDVVRG¶LQWHUHVVHQRPLQDOHDXPHQWDGL FRQVHJXHQ]DO¶RXWSXWJDSGLPLQXLVFH/¶LQIOD]LRQH
diminuirà finché i prezzi non si saranno stabilizzati. Infine, il tasso di interesse tornerà al 
OLYHOORVWD]LRQDULRHWDOHGLPLQX]LRQHGHOWDVVRG¶LQWHUHVVHULSRUWHUjDQFKHO¶RXWSXWJDSH
GLVHJXLWRO¶LQIlazione al livello di partenza. 
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3.2 Seconda specificazione 
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3.2.1 Convergenza del modello 
 
Figura 3.8: Multivariate diagnostics  (seconda specificazione) 
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3.2.2 Analisi della densità a posteriori 
 
 
 
Figura 3.9: Stima della densità a posteriori (seconda specificazione) 
 
In  questo  modello  è  stato  aggiunto  il  parametro ߶ோଶ,  corrispondente  ad  un 
secondo ritardo per il tasso di interesse nominale nella regola di Taylor. La media 
a posteriori del parametro, ovvero la sua stima Bayesiana è -0.0521, un valore 
negativo,  come  in    Coibon  e  Gorodnichenko  (2011) 7XWWDYLD O¶LQWHUYDOOR GL
confidenza per la media a posteriori comprende lo zero e il valore stimato è molto 35 
 
prossimo allo zero. La t-stat ha un valore basso. Vi sono quindi ragionevoli dubbi 
sulla significatività del parametro.  Il valore della log-verosimiglianza calcolata 
con il metodo di Laplace è diminuito leggermente. 
 
 
 
Figura 3.10: Densità a priorie e a posteriori (seconda specificazione) 
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3.3 Terza specificazione 
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3.3.1 Convergenza del modello 
Figura 3.11: Multivariate diagnostics (terza specificazione) 
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3.3.2 Analisi della densità a posteriori 
 
 
 
Figura 3.12: Analisi della densità a posteriori per la terza specificazione 
 
In questo caso il parametro che si è aggiunto rispetto alla prima specificazione e 
che ci interessa è ߩோ. La t-stat è bassa ma l¶LQWHUYDOORGLFRQILGHQ]DSHUODVXD
media a posteriori non comprende lo zero. La log-verosimiglianza di Laplace è 
praticamente invariata rispetto alla prima specificazione 38 
 
 
 
Figura 3.13: Densità a priori e a posteriori per la terza specificazione 
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3.4 Quarta specificazione 
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3.4.1 Convergenza del modello 
 
 
Figura 3.14: Multivariate diagnostics per la quarta specificazione 
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3.4.2 Analisi della densità a posteriori 
 
 
 
 
Figura 3.15: Analisi della densità a posteriori (quarta specificazione) 
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9HGLDPRULVSHWWRDOVHFRQGRPRGHOORFKHO¶DJJLXQWDGLXQULWDUGRnello shock al 
tasso  di  interesse  nominale  ha  ulteriormente  abbassato  entrambe  le  t-stat  dei 
parametri ߶ோଵ.  e ߶ோଶ. Le stime di ߩோ e ߶ோଶ hanno una t-stat bassa e contengono 
QHOO¶LQWHUYDOORGLFRQILGHQ]DUHODWLYRLOYDORUH]HUR  La log-verosimiglianza di 
Laplace è rimasta pressocchè invariata. 
 
  
Figura 3.16: Densità a priori e a posteriori per la quarta specificazione 
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3.5 Quinta specificazione 
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3.5.1 Convergenza del modello 
 
 
Figura 3.17: Multivariate diagnositcs (quinta specificazione) 
 
0.5  1  1.5  2  2.5  3  3.5  4  4.5  5 
x 10 
5 
6 
7 
8 
Interval 
0.5  1  1.5  2  2.5  3  3.5  4  4.5  5 
x 10 
5 
5 
10 
15 
m2 
0.5  1  1.5  2  2.5  3  3.5  4  4.5  5 
x 10 
5 
0 
50 
100 
m3 43 
 
3.5.2 Analisi della denistà a posteriori 
 
 
 
 
Figura 3.18: Analisi della densità a posteriori per la quinta specificazione 
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In  TXHVW¶XOWLPR PRGHOOR FRQ ULWDUGL GL VHFRQGR RUGLQH VLD SHU O¶´LQWHUHVW
VPRRWKLQJ´ FKH SHU L ³SHUVLVWHQW VKRFNV´ OD ORJ-verosimiglianza  di  Laplace 
diminuisce ulteriormente rispetto ai modelli precedenti. Tutti  e tre i  parametri 
aggiunti rispetto alla prima specificazione hanno per le relative stime valori della 
t-stat prossimi a zero e intervalli di confidenza che comprendono lo zero. 
 
 
Figura 3.19: Densità a priori e a posteriori per la quinta specificazione 
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Cinque diverse specificazioni 
 
In questo capitolo analizziamo alcune caratteristiche delle differenti specificazioni 
dei  modelli  per  valutare  se  vi  siano  importanti  differenze,  e  per  capire  quale 
modello si adatta meglio ai nostri dati. 
 
4.1 Analisi delle varianze 
 
  Spec. 1  Spec. 2  Spec. 3  Spec. 4  Spec. 5  ࣌ ෝ 
࣊ ෝ  1.3359  1.3249  1.3223  1.3245  1.3305  1.1509 
࢞ ෝ  1.5500  1.5748  1.5679  1.5760  1.5760  1.5600 
ࡾ ෡  2.9863  2.9483  2.8821  2.9504  2.9727  2.6347 
 
Tabella 4.1: Analisi delle varianze 
 
 
La tabella riporta le deviazioni standard della stima delle variabili economiche di 
interesse ovvero inflazione, output gap e tasso di interesse nominale, nelle cinque 
GLIIHUHQWL VSHFLILFD]LRQL GHO PRGHOOR /¶XOWLPD FRORQQD ULSRUWD L YDORUL GHOOH
deviazioni standard delle variabili di interesse nel nostro campione. Notiamo che 
il tasso di interesse nominale presenta la volatilità maggiore, seguito da output gap 
e inflazione. La terza specificazione ha valori leggermente minori e risulta più 
vicina alla varianza del nostro campione rispetto alle altre le specificazioni ma le 
differenze sono minime.  
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4.2 Valore della log-verosimiglianza 
 
Specificazione    Log(ML)  Log(MHM) 
1  -236.748738  -235.517347 
2  -237.845909  -236.940721 
3  -236.695715  -235.421776 
4  -237.983677  -236.892691 
5  -239.012429  -237.879738 
 
Confrontiamo la log-verosimiglianza di Laplace, che è una misura della bontà di 
adattamento del modello ai dati, nelle quattro specificazioni. Anche in questo caso 
si può notare che la terza specificazione presenta un valore leggermente più alto. 
La terza specificazione sembra quella che si adatta di più ai dati. 
Per supportare quanto appena effettuiamo il calcolo del fattore di Bayes suggerito 
da Kass e Raftery e ottenuto a partire dal teorema di Bayes in questo modo: 
݌ሺܪ࢑ȁܦሻ ൌ
݌ሺܦȁܪ࢑ሻ݌ሺܪ࢑ሻ
݌ሺܦȁܪ૚ሻ݌ሺܪ૚ሻ ൅ ݌ሺܦȁܪ૛ሻ݌ሺܪ૛ሻ
 
con k = 1,2 e dove D sono i dati derivanti da una delle due ipotesi a confronto H1 
e H2, in accordo con una densità di probabilità p(D|H1) o p(D|H2). 
Date  le  probabilità  a  priori  p(H1)  e  p(H2)  =  1  -  p(H1),  i  dati  producono  le 
probabilità a posteriori p(H1|D) e p(H2|D).  Affinché qualsiasi parere a priori si 
WUDVIRUPLLQXQSDUHUHDSRVWHULRULWUDPLWHO¶HVDPHGHLGDWLELVRJQDFRQVLGHUDUH
che la trasformazione racchiude già di per sé O¶LQGL]LRIRUQLWRGDLGDWL,QHIIetti, la 
stessa  trasformazione  è  utilizzata  per  ottenere  la  probabilità  a  posteriori,  a 
prescindere dalla probabilità a priori. Una volta convertita nella scala di quota di 
probabilità, la trasformazione prende la semplice forma: 

݌ሺܪ૚ȁܦሻ
݌ሺܪ૛ȁܦሻ
ൌ
݌ሺܦȁܪ૚ሻ݌ሺܪ૚ሻ
݌ሺܦȁܪ૛ሻ݌ሺܪ૛ሻ
 
Dove, 
ܤଵଶ ൌ
݌ሺܦȁܪ૚ሻ
݌ሺܦȁܪ૛ሻ
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È il fattore di Bayes che cercavamo. 
Kass e Raftery propongono inoltre intervalli con relative classi di evidenza per 
valXWDUHO¶HYLGHQ]DVWDWLVWLFDVXOODEDVHGLYDORULGLB12: 
 
݈݊ሺܤଵଶሻ  ܤଵଶ  Evidenza contro ܪଶ 
0 - 2  1 - 3  Semplice menzione 
2 - 6  3 - 20  Positivo 
6 - 10  20 - 150  Forte 
> 10  > 150  Molto Forte 
 
Se  indichiamo  con  H2  O¶LSRWHVL del  modello  vincolato  e  con  H1  O¶LSRWHVL GHO
modello senza vincoli, possiamo calcolare il fattore di Bayes nel seguente modo: 
 B12 = exp(MLv íMLnv) . 
Confrontiamo  ad  esempio  il  modello  base  che  ha  una  log-verosimiglianza  di 
Laplace pari a -236.748738 con il modello a cui abbiamo aggiunto un ritardo nello 
VKRFN GHO WDVVR G¶LQWHUHVVH QRPLQDOH FKH KD YHURVLPLJOLDQ]D -236.695715.  Il 
vincolo in questo caso è ߩோ=0.  
Il fattore di Bayes è: 
ܤଵଶ ൌ ݁ݔ݌ሺെʹ͵͸Ǥ͹Ͷͺ͹͵ͺ ൅ ʹ͵͸Ǥ͸ͻͷ͹ͳͷሻ ൌ ͲǤͻͶͺ͵ͷͺʹ , 
valore debolmente a sostegno del modello non vincolato.  
Confrontiamo  ora  il  modello  di  base  con  quello  a  cui  abbiamo  aggiunto  il 
parametro relativo al secondo ritardo del tasso di interesse. 
Il fattore di Bayes è:  
ܤଵଶ ൌ ݁ݔ݌ሺെʹ͵͸Ǥ͹Ͷͺ͹͵ͺ ൅ ʹ͵͹ǤͺͶͷͻͲͻሻ ൌ ʹǤͻͻ.  Questo  valore  segnala  una 
minima evidenza  a sfavore del modello non vincolato. 
&RQIURQWDQGRLYDULPRGHOOLDWWUDYHUVRO¶XWLOL]]Rdel fattore di Bayes arriviamo a 
considerare la terza specificazione come quella che potrebbe spiegare meglio i 
dati, anche se O¶HYLGHQ]DqPROWRGHEROH. 48 
 
4.3 Decomposizione GHOODYDULDQ]DGHOO¶HUURUH di 
previsione 
 
3HUYHGHUHODSRU]LRQHGLYDULDQ]DGLHUURUHGLSUHYLVLRQHVXOO¶L-esima variabile 
attribuita  alle  innovazioni  delle  variabili  considerate,  si  analizza  la 
decomposizione  della  varianza  GHOO¶HUURUH  di  previsione  (Forecasting  Error 
Variance  Decomposition,  FEVD).  Si  analizza  VHSDUDWDPHQWH O¶HIIHWWR GL XQR
shock,  spegnendo  tutti  gli  altri.  Ogni  shock  produrrà  un  effetto  diretto  sulla 
variabile dipendente QHOO¶HTXD]LRQH in cui è coinvolto ed un effetto indiretto sulle 
variabili dipendenti relative alle altre equazioni. Gli shock non sono noti, quindi 
vanno stimati con un conseguente errore di previsione. 
 
  Spec.1  Spec.2  Spec.3  Spec.4  Spec.5 
  ࣆ࢞  ࣆ࣊  ࣆࡾ  ࣆ࢞  ࣆ࣊  ࣆࡾ  ࣆ࢞  ࣆ࣊  ࣆࡾ  ࣆ࢞  ࣆ࣊  ࣆࡾ  ࣆ࢞  ࣆ࣊  ࣆࡾ 
࣊ ෝ࢚  55.02  44.20  0.77  53.99  45.11  0.91  53.43  45.71  0.98  53.34  45.69  0.97  54.02  45.09  0.89 
࢞ ෝ࢚  82.06  5.25  12.69  79.91  6.21  13.88  80.79  4.22  14.99  80.86  4.16  14.98  81.44  4.35  14.21 
ࡾ ෡࢚  96.76  0.98  2.26  96.10  1.24  2.66  96.62  0.97  2.41  96.64  0.95  2.41  96.65  0.93  2.42 
 
Tabella 4.2: FEVD 
 
Uno shock DOO¶RXWSXWJDSGHWHUPLQDXQHIIHWWRGLUHWWRGLFLUFDO¶82% e  gioca un 
ruolo molto forte anche nella spiegazione GHOWDVVRGLLQWHUHVVH0LQRUHqO¶HIIHWWR
VXOO¶LQIOD]LRQHPDFRPXQTXHVRVWDQ]LDOHFLUFDLO8QRVKRFNDOO¶LQIOD]LRQH
KD XQ LPSDWWR IRUWH VXOO¶LQIOD]LRQH VWHVVD  PHQWUH VXOO¶output  gap  ha  un 
effetto debole (5%) e un effetto quasi nullo sul tasso di interesse. Lo shock sul 
WDVVR GL LQWHUHVVH KD XQ HIIHWWR ULOHYDQWH VXOO¶RXWSXW JDS GHEROH VXO WDVVR GL
LQWHUHVVH VWHVVR H TXDVL QXOOR VXOO¶LQIOD]LRQH 9HGLDPR FKH  tra  le  diverse 
specificazioni la decomposizione varia in piccola misura. 49 
 
Analisi con un campione ristretto 
 
5.1 I dati 
 
Proviamo  a  ristimare  lo  stesso  modello  restringendo  il  campione  al  periodo 
precedente la crisi economica. Utilizziamo quindi i dati fino al secondo trimestre 
del 2008 e i dati successivi li eliminiamo dal campione. Vediamo se in questo 
modo  il  nostro  modello  si  adatta  meglio  ai  dati  e  in  particolare  se  cambia  la 
valutazione delle differenti specificazioni del modello. 3URFHGLDPRFRQXQ¶DQDOLVL
JUDILFDGLLQIOD]LRQHRXWSXWJDSHWDVVRG¶LQWHUesse nominale a breve per il nuovo 
campione. 
 
Figura 5.1: Inflazione 1991-2008q2 50 
 
 
Figura 5.2: Output Gap 1991-2088q2 
 
 
Figura 5.3: Tasso di interesse nominale a breve periodo 1991-2008q2 
 
Come possiamo vedere le tre variabili procedono adesso in maniera più regolare, 
senza subire quel drastico cambio di direzione relativo alla crisi degli ultimi 
quattro trimestri. 
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5.2 Confronto fra i residui del modello per i due campioni 
 
3HUYDOXWDUHO¶DGDWWDPHQWRDLGDWLGHOPRGHOORSHULGXHGLIIHUHQWLFDPSLRQLQRQè 
SRVVLELOH XWLOL]]DUH O¶DSSURFFLR GHOOD ORJ-verosimiglianza  di  Laplace  poichè  i 
valori di essa non sono confrontabili per campioni differenti. 
Effettuiamo quindi una semplice analisi grafica dei residui. 
Prendiamo la specificazione più semplice del modello e analizziamo i residui che 
VL FUHDQR SULPD XWLOL]]DQGR O¶LQWHUR FDPSLRQH H SRL XWLOL]]DQGR LO FDPSLRQH
ristretto. 
 
Figura 5.4: Campione intero: grafico dei residui 52 
 
 
Figura 5.5: Campione ristretto: grafico dei residui 
 
Possiamo facilmente notare come pHUWXWWHHWUHOHYDULDELOLGLLQWHUHVVHO¶XWLOL]]R
del campione ristretto determini una minore variabilità dei residui. In particolare 
spariscono i valori che più si discostano dallo zero, relativi al periodo di crisi 
economica i cui dati sono stati rimossi dal campione. 
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5.3 Analisi Bayesiana del modello 
 
Tralasciamo la parte relativa alla diagnostica (vedi appendice) e andiamo ad 
analizzare le differenti distribuzioni a posteriori per le cinque specificazioni. 
 
5.3.1 Prima specificazione 
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La scHOWDGLXQFDPSLRQHULVWUHWWRDSSRUWDQRWHYROLGLIIHUHQ]HDOO¶DGDWWDPHQWRGHO
modello ai dati.  
I parametri ߶ோ e ߩ௫, corrispondenti ai ritardi di primo ordine per quanto riguarda 
ULVSHWWLYDPHQWHLOWDVVRG¶LQWHUHVVHQRPLQDOHQHOODUHJRODGL7D\ORr e lo shock 
GHOO¶RXWSXWJDSDVVXPRQRXQDULOHYDQ]DDQFRUDPDJJLRUHQHOORVSLHJDUHLGDWL
Per entrambi aumenta infatti il valore della moda a posteriori e diminuisce la sua 
deviazione standard, aumentando la t-stat.  
Come intuibile la scelta di  eliminare  i  dati relativi  ad    un periodo  ³DQRPDOR´
determina una maggiore importanza dei parametri che legano le variabili alle loro 
realizzazioni passate. 
 
5.3.2 Seconda specificazione 
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Si può notare che DXPHQWDO¶informazione apportata dai parametri ߩ௫, ߶ோଵ e  ߶ோଶ. 
Importante  ai  fini  della  nostra  tesi  è  la  maggiore  importanza  che  assume  il 
parametro  ߶ோଶ    QHOO¶DQDOLVL GHO FDPSLRQH ULVWUHWWR /D VWLPD Bayesiana  del 
parametro è negativa (come in  Coibon  Gorodnichenko)  e il valore della  t-stat 
triplica rispetto DTXHOORFRQO¶LQWHURFDPSLRQH/¶LQWHUYDOORGLFRQILGHQ]DFKH
racchiude  la  media  a  posteriori  del  parametro  include  ancora  lo  zero  ma 
O¶LQWHUYDOORVLqULVWUHWWRHO¶HVWUHPRVXSHULRUHVLq ³VSRVWDWRDVLQLVWUD´LQROWUHva 
considerato che la scelta di una normale con media zero come a-priori incide in 
SDUWHQHOODGLVWULEX]LRQHDSRVWHULRUL³FHQWUDQGR´LOSDUDPHWURVXOOR]HUR. 
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5.3.3 Terza specificazione 
 
 
 
 
Rispetto alla stessa specificazione con il campione completo, si può notare un 
considerevole aumento della t-stat per i parametri ߶ோ  o ߩ௫, a cui corrisponde una 
diminuzione della t-stat per il parametro che a noi più interessa, ovvero ߩோ. Ora 
O¶HVWUHPRLQIHULRUHGHOO¶LQWHUYDOORGLFRQILGHQ]DSHUODVWLPDBayesiana di ߩோ è un 
YDORUH QHJDWLYR 'DWD O¶LQFOXVLRQH GHOOR ]HUR QHOO¶LQWHUYDOOR GL FRQILGHQ]D H LO57 
 
valore basso della t-stat per la stima del parametro ߩோdiventa naturale porsi dei 
dubbi sulla sua significatività. 
 
5.3.4 Quarta specificazione 
 
 
 
/¶DJJLXQWDGLXQULWDUGRQHOORVKRFNDOWDVVRGuLQWHUHVVHULVSHWWRDOODVHFRQGD
VSHFLILFD]LRQHGLPLQXLVFHO¶LPSRUWDQ]DGHOSDUDPHWURUHODWLYRDOULWDUGRVXOWDVVR58 
 
G¶LQWHUHVVH H GLPLQXLVFH LO YDORUH GHOOD ORJ-YHURVLPLJOLDQ]D /¶LQWHUYDOOR GL
confidenza relativo alla stima di ߩோ contiene lo zero. 
 
5.3.5 Quinta specificazione 
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Anche in questo caso le t-stat relative ai parametri di nostro interesse, ovvero ߶ோଵ 
e ߶ோଶDXPHQWDQRDQFKHVHO¶DJJLXQWDGLSDUDPHWULSHUL³SHUVLVWHQWVKRFN´VHPEUD
GLPLQXLUH O¶HIIHWWR GHL SDUDPHWUL UHODWLYL DOOR ³LQWHUHVW VPRRWKLQJ´ 7XWWDYLD L
parametri ߩோଵ e ߩோଶ relativi ai ritardi sullo shock del tasso di interesse hanno delle 
t-VWDWSURVVLPHDOOR]HURHQRQVHPEUDQRDSSRUWDUHFRQWULEXWRDOO¶LQIRUPD]LRQH 
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5.4 Confronto fra le specificazioni 
 
5.4.1 Analisi delle varianze 
 
  Spec.1  Spec.2  Spec.3  Spec.4  Spec.5  ࣌ ෝ 
࣊ ෝ  1.3352  1.3148  1.3376  1.3194  1.3249  1.1360 
࢞ ෝ  1.2018  1.2124  1.2319  1.2295  1.2265  1.2148 
ࡾ ෡  2.6662  2.5593  2.6768  2.5868  2.6030  2.6091 
 
Tabella 5.1:Analisi della varianze 
 
 
La tabella riporta le deviazioni standard della stima delle variabili economiche di 
interesse ovvero inflazione, output gap e tasso di interesse nominale, nelle cinque 
GLIIHUHQWL VSHFLILFD]LRQL GHO PRGHOOR /¶XOWLPD FRORQna  riporta  i  valori  delle 
deviazioni standard delle variabili di interesse nel nostro campione. Rispetto al 
campione completo sono diminuite le volatilità delle variabili di interesse, anche 
se i modelli non sono andati di pari passo nella diminuzione e la volatilità stimata 
GHOO¶LQIOD]LRQHqSLDOWDULVSHWWRDTXHOODGHOO¶RXWSXWJDS.  Adesso è la seconda 
specificazione  che  sembra  spiegare  meglio  la  varianza  del  nostro  campione 
rispetto alle altre le specificazioni ma le differenze sono minime.  
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5.4.2 Valore della log-verosimiglianza 
 
 
Specificazione    Log(ML)  Log(MHM) 
1  -195.951988  -195.195767 
2  -197.844702  -196.119759 
3  -196.065352  -195.355853 
4  -198.112801  -196.726717 
5  -199.417292  -197.983968 
 
 
Rispetto ai modelli stimati con il campione completo, le differenze più notevoli 
che presentano in generale le diverse specificazioni del modello con il campione 
ristretto riguardano i valori più alti della log-verosimiglianza di Laplace (e quindi 
una migliore informazione apportata) e i valori più alti delle t-stat nei parametri 
UHODWLYL DOO¶LQWHUHVW VPRRWKLQJ RYYHUR߶ோଵ e ߶ோଶ,  accompagnati  dai  valori  più 
bassi  nelle  t-stat  dei  parametri  relativi  ai  persistent  shock  ovvero ߩோଵ݁ߩோଶ   . 
Questo porta, trattando il campione ristretto, degli argomenti a favore della tesi di 
Coibon Gorodnichenko (2011) di una evidenza a favore GHOO¶LQWHUHVWVPRRWKLQJH
in particolare della scelta di un modello AR(2). 
Confrontiamo ora il modello di base che ha una log-verosimiglianza di Laplace 
pari a  -195.951988 con quello a cui abbiamo aggiunto il parametro relativo al 
ritardo nello shock al tasso di interesse che ha una log-verosimiglianza pari a -
196.065352. 
Il fattore di Bayes è:  
ܤଵଶ ൌ ݁ݔ݌ሺെͳͻͷǤͻͷͳͻͺͺ ൅ ͳͻ͸ǤͲ͸ͷ͵ͷʹሻ =  1.120040,  valore  che  non  ci  dà 
particolari informazioni dato che nella scala di Kass e Raftery si colloca nella 
³VHPSOLFHPHQ]LRQH´DVIDYRUHGHOPRGHOORQRQYLQFRODWR 
 Confrontiamo allora il modello base che ha una log-verosimiglianza di Laplace 
pari a    -195.951988 con il modello a cui abbiamo aggiunto il parametro relativo 
al ritardo di secondo grado del tasso di interesse nominale che ha verosimiglianza 62 
 
-197.844702. Il vincolo in questo caso è ߶ோଶ, =0.  
Il fattore di Bayes è: 
ܤଵଶ ൌ ݁ݔ݌ሺെͳͻͷǤͻͷͳͻͺͺ ൅ ͳͻ͹ǤͺͶͶ͹Ͳʹሻ ൌ ͸Ǥ͸͵͹͵ͷͺ valore  che  indica  una 
HYLGHQ]DFRQWURO¶LSRWHVLGLQRQXJXDJOLDQ]DD]HURGHOSDUDPHWUR$GLIIHUHQ]DGL
quanto  ci  si  aspettava,  nonostante  un  valore  elevato  nella  t-stat  per  quanto 
riguarda  il  parametro ߶ோଶǡ il  modello  con  un  ritardo  AR(2)  sembra  apportare 
meno informazione rispetto alla specificazione con un solo ritardo nel tasso di 
interesse nominale. 
Confrontando i vari modelli con il fattore di Bayes possiamo sostenere, anche se 
con  un  evidenza  molto  debole,  che  il  modello  di  base  è  quello  che  apporta 
maggiore informazione. 
 
5.4.3 Decomposizione GHOODYDULDQ]DGHOO¶HUURUHGLprevisione 
 
  Spec.1  Spec.2  Spec.3  Spec.4  Spec.5 
  ࣆ࢞  ࣆ࣊  ࣆࡾ  ࣆ࢞  ࣆ࣊  ࣆࡾ  ࣆ࢞  ࣆ࣊  ࣆࡾ  ࣆ࢞  ࣆ࣊  ࣆࡾ  ࣆ࢞  ࣆ࣊  ࣆࡾ 
࢚࣊  58.09  41.03  0.88  56.69  42.30  1.01  57.39  41.61  1.01  56.49  42.44  1.08  57.14  41.87  0.99 
࢚࢞  76.68  4.91  18.41  74.24  5.90  19.86  75.69  3.66  20.65  73.94  4.96  21.10  74.75  5.11  20.14 
ࡾ࢚  97.12  0.63  2.25  96.53  0.83  2.64  97.17  0.55  2.28  96.62  0.74  2.64  96.61  0.71  2.68 
 
Tabella 5.2: FEVD 
 
 
Rispetto al modello stimato con il campione completo, si può notare un aumento 
GHOO¶HIIHWWRGHOORVKRFNDOWDVVRGLLQWHUHVVH LQSDUWLFRODUHVXOO¶RXtput gap a spese 
GHOO¶HIIHWWRGLUHWWRGHOORVKRFNVXOO¶RXWSXWJDSLQWXWWHOHVSHFLILFD]LRQH/RVKRFN
VXOO¶RXWSXW JDS ULPDQH FRPXQTXH TXHOOR FKH KD XQ HIIHWWR PDJJLRUH VXOOH WUH
variabili di interesse. 63 
 
Conclusioni 
 
In questa tesi abbiamo analizzato un campione di dati provenienti dalla OECD 
Economic indicators relativi al periodo 1991-2009, attraverso cinque differenti 
specificazioni  di  un  modello  DSGE,  con  un  approccio  Bayesiano.  Si  tratta  di 
specificazioni che differiscono per il numero di ritardi relatiYLDOO¶³LQWHUHVWUDWH
VPRRWKLQJ´HDL³SHUVLVWHQWVKRFNV´ 
La ricerca di un modello che si adatti meglio degli altri ai dati non ha tuttavia 
portato a risultati decisamente a favore di uno dei singoli modelli analizzati.  
Abbiamo scelto allora di analizzare un campione ristretto, eliminando alcuni dati 
³DQRPDOL´UHODWLYLDOSHULRGRGLFULVLHFRQRPLFDSHUYHULILFDUHVHTXHVWRSRUWDVVH
ad ottenere dei risultati più significativi. 
$QFKH QHOO¶DQDOLVL GHL GDWL VXO FDPSLRQH ULVWUHWWR QRQ RWWHQLDPR GHL ULVXOWDWL 
definitivi a favore di una particolare specificazione del modello. 
I risultati ottenuti sui dati europei mostrano una sostanziale differenza rispetto a 
quanto valido per i dati americani, dove viene preferito il modello con due ritardi 
sul  parametro  relativo  al  tasso  di  interesse  nominale  nella  regola  di  Taylor 
(Coibon e Gorodnichenko (2011) , Gega (2011)). 
Nel  nostro  caso  la  scelta  più  opportuna  sembra  invece  quella  di  utilizzare  il 
PRGHOORSL³SDUVLPRQLRVR´RYYHURTXHOORFRQXQULWDUGRSHUO¶³LQWHUHVW rate 
VPRRWKLQJ´HFRQO¶DVVHQ]DGL³SHUVLVWHQWVKRFNV´ 
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Appendice tecnica 
 
 
Riportiamo di seguito o codici dynare utilizzati per la stima del modello e delle 
diverse specificazioni. 
 
var pihat xhat rhat epsx ygapoecdobs inflgdpobs rateobs 
epspi ; //epsr 
varexo mux mupi mur; 
parameters alpha beta phipi phix rhop rhox k h csi phir; 
//phir1 phir2 rhor1 rhor2 rhor 
beta = .99; 
alpha = 0; 
k = .1; 
h = 0; 
csi = .1; 
phipi = 1.5; 
phir = 0; 
//phir1=0; 
//phir2=0; 
//rhor1=0; 
//rhor2=0; 
phix = 0; 
rhop = 0; 
rhox = 0; 
//rhor = 0; 
 
model; 
pihat = (beta/(1+alpha*beta))*pihat(1) + 
(alpha/(1+alpha*beta))*pihat(-1) + k*(xhat) + epspi; 
xhat = (1/(1+h))*xhat(1)+(h/(1+h))*xhat(-1)-csi*(rhat-
pihat(+1))+epsx; 
rhat = (1-phir)*(phipi*pihat + phix*xhat )+phir*rhat(-
1)+mur; 
//epsr = rhor*epsr(-1)+mur; 
epspi = rhop*epspi(-1)+mupi; 
epsx = rhox*epsx(-1)+mux; 
ygapoecdobs =  xhat; 
inflgdpobs = pihat; 
rateobs = rhat; 
end; 
 
//model; 
//pihat = (beta/(1+alpha*beta))*pihat(1) + 
(alpha/(1+alpha*beta))*pihat(-1) + k*(xhat) + epspi; 
//xhat = (1/(1+h))*xhat(1)+(h/(1+h))*xhat(-1)-csi*(rhat-
pihat(+1))+epsx; 66 
 
//rhat = (1-phir1-phir2)*(phipi*pihat + phix*xhat 
)+phir1*rhat(-1)+phir2*rhat(-2)+epsr; 
//epsr = rhor*epsr(-1)+mur; 
//epspi = rhop*epspi(-1)+mupi; 
//epsx = rhox*epsx(-1)+mux; 
//ygapoecdobs =  xhat; 
//inflgdpobs = pihat; 
//rateobs = rhat; 
//end; 
 
//model; 
//pihat = (beta/(1+alpha*beta))*pihat(1) + 
(alpha/(1+alpha*beta))*pihat(-1) + k*(xhat) + epspi; 
//xhat = (1/(1+h))*xhat(1)+(h/(1+h))*xhat(-1)-csi*(rhat-
pihat(+1))+epsx; 
//rhat = (1-phir1-phir2)*(phipi*pihat + phix*xhat 
)+phir1*rhat(-1)+phir2*rhat(-2)+mur; 
//epspi = rhop*epspi(-1)+mupi; 
//epsx = rhox*epsx(-1)+mux; 
//ygapoecdobs =  xhat; 
//inflgdpobs = pihat; 
//rateobs = rhat; 
//end; 
 
//model; 
//pihat = (beta/(1+alpha*beta))*pihat(1) + 
(alpha/(1+alpha*beta))*pihat(-1) + k*(xhat) + epspi; 
//xhat = (1/(1+h))*xhat(1)+(h/(1+h))*xhat(-1)-csi*(rhat-
pihat(+1))+epsx; 
//rhat = (1-phir1-phir2)*(phipi*pihat + phix*xhat 
)+phir1*rhat(-1)+phir2*rhat(-2)+epsr; 
//epsr = rhor1*epsr(-1)+rhor2*epsr(-2)+mur; 
//epspi = rhop*epspi(-1)+mupi; 
//epsx = rhox*epsx(-1)+mux; 
//ygapoecdobs =  xhat; 
//inflgdpobs = pihat; 
//rateobs = rhat; 
//end; 
 
steady(solve_algo=0); 
check; 
 
estimated_params; 
alpha, beta_pdf, .5, .285; 
phipi, normal_pdf, 1.7, .3; 
phix, gamma_pdf, .3, .2; 
k, gamma_pdf, .1, .025; 
h, beta_pdf, .5, .1; 
//phir1, beta_pdf, .5, .285; 
//phir2, beta_pdf, 0.3, .1; 
//rhor1, beta_pdf, .5, .285; 
//rhor2, normal_pdf, 0, 0.5; 
phir, beta_pdf, .5, .285; 67 
 
rhop, beta_pdf, .5, .285; 
rhox, beta_pdf, .5, .285; 
//rhor, beta_pdf, .5, .285; 
csi, gamma_pdf, .15, .005; 
stderr mux, inv_gamma_pdf, 0.1, 2; 
stderr mupi, inv_gamma_pdf, 0.1, 2;  
stderr mur, inv_gamma_pdf, 0.1, 2; 
end; 
 
 
varobs ygapoecdobs inflgdpobs rateobs; 
 
estimation(datafile=dati_euroarea1,mh_jscale=0.5,prefilter=1
,first_obs=1,mode_compute=4,mode_check,bayesian_irf,filtered
_vars,mh_replic=500000); 
 
 
stoch_simul pihat xhat rhat; 
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