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Introduction
In this project, we present the development of a system that can control a drone using a headset sensor that
detects electroencephalographic (EEG) waves from the drone’s pilot when he/she performs facial gestures. The drone is
controlled using specific facial expressions which are recorded using a commercial EEG headband, the OpenBCI EEG
headband (fig. 2). The EEG headband uses electrodes to read the electric potentials from the brain. The EEG signals
were recorded and analyzed using the OpenBCI GUI software. The data files recorded from the EEG headband were
exported to Matlab to perform the signal conditioning, feature extraction, and design and training of the Artificial Neural
Network (ANN) that was used to classify the facial gestures. For each data recording, three statistical values were
computed: the standard deviation, root mean squared and mode. These values were used as the features for each facial
gesture. The feature extraction data were used as the inputs to the ANN. The input to train an ANN consisted of a 9x45
array generated from the pilot performing fifteen recordings of each facial gesture. The target matrix was a 3x45 size,
this is 3 classes and 45 recordings. The Neural Net Pattern Recognition tool from Matlab was used for the
implementation of the ANN. After the ANN was trained to classify the 3 facial gestures, the output of the ANN was used
to control the drone. The drone used in this project was a palm sized DJI Tello drone. Three facial gestures were selected
to control the motion of the drone as follows: raising eyebrows, hard blinking and looking right. Results of the ANN
training yielded a 97% accuracy in the classification of the facial gestures.

OpenBCI headband

Artificial Neural Network
An Artificial Neural Network (ANN) was used to detect patterns in our data and differentiate facial
gestures from each other. An input matrix containing our processed data was entered into the ANN and it
returned an output matrix that indicates which gesture was being performed by the user [2].
A neural network is a network of artificial neurons programmed in software. It tries to simulate the
human brain, so it has many layers of "neurons" just like the neurons in the human brain. As a result of the
analysis of the data collected from the EEG signals, the ANN will associate the data collected to the
corresponding facial gesture performed by the volunteer.
In order to train the neural network, MATLAB was used. The input data used to train and test the ANN
consisted of a 9x45 matrix, this is, nine input nodes, (3 statistics for each of the 3 channels), and 45 columns
that were generated from one subject performing fifteen recordings of each facial gesture (raising eyebrows,
looking right, and hard blinking). The target matrix was a 3x45 size, this is, 3 classes and 45 recordings. Once
the input and output matrices were created, we used them to train and test a network to fit the data set. To
design the ANN, the Neural Net Pattern Recognition tool from Matlab was used.
To train the network, the data was divided, randomly, into three subsets. The first subset (70% of the
data) was used for the training, the second subset (15% of the data) was the validation set, and the error was
monitored carefully to avoid overfitting. The testing set (15% of the data) was used to provide an unbiased
evaluation of a final classification model that was created on the training and validation steps.

The OpenBCI headband used in this project contains three electrodes which collected signals from the frontal
cortex, refer to fig. 1, the 10-20 internationally EEG node placement system [1].
The different facial gestures were performed by the volunteers while wearing the OpenBCI headband (fig. 2a),
and the data collected from the electrodes were processed using the OpenBCI Cyton biosensing board (fig. 2b). Three
electrodes and two ear clips were connected to the Cyton board using the input channels. The data acquired from the
Cyton board can be viewed and analyzed using the OpenBCI GUI software. The OpenBCI GUI software also allows the
user to send the data collected to a third-party software. In this project, the data was collected at a rate of 225 samples
per second sent to MATLAB as a table of values.

Figure 3. Representation of the layers of the Neural
Network

Results
Figure 1. 10-20 International EEG node placement
system

Figure 2. The Cyton board to acquire and preprocess
the EEG signals

The results of the training, validation, and testing of the ANN is provided in the confusion matrix shown in
fig. 4. From the results we can see that the ANN has an accuracy of 97%.After the ANN was designed and tested, it
was used to send commands signals to the DJI Tello drone. In the experimental part we were able to successfully
control the drone using the 3 facial gestures selected for this project.

Data Collection and Feature Extraction
The facial gestures performed were: raising eyebrows, looking right, and hard blinking. Collecting the facial
gestures consisted of the subject maintaining one gesture for 6.3s. Each session was separated by a 60s rest period. We
used 15 sessions which provided us with good samples of each gesture because a given gesture may be slightly different
each time it is performed by the subject.
The EEG signals were collected from three channels and recorded for a time length of 6.3s for each facial gesture
performed by the volunteer. The collected data was saved in a table (voltage values). This table was then imported into
Matlab, and the feature extraction process was performed by creating a Matlab code to compute three statistical
parameters: the standard deviation, the root mean squared (RMS), and the mode of the recorded EEG signals.

Figure 4. Confusion Matrix

Conclusions and Future Work
We ran into a couple of problems during the development of this project. One of the challenges was finding the
right statistical parameters to process our raw data from the EEG headband. After several testing stages, we found that the
rms, mode, and standard deviation provided us the most consistent results during all the trials.
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Another challenge we faced was selecting the right facial gestures that would work well in our application. We
tried different facial gestures and we eventually selected raising your eyebrows, looking right, and hard blinking because
these facial gestures gave us the most consistent results during the ANN trials.
Output of the neural network sends control commands via Wi-Fi to the drone to control the motion of the drone as
follows: raise eyebrows (take off), hard blink (land), turn right (move to the right). As a starting point for this project,
MATLAB has been selected because of its basic approach on machine learning and neural networks. With more libraries
and a better overall interaction with the drone, Python programming will provide more practical and faster response, as
well as a system that is easier to use.
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