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Abstract. The problem of finding trust paths and estimating the trust
one can place in a partner arises in various application areas, including
virtual organisations, authentication systems and reputation systems.
We study the use of peer-to-peer algorithms for finding trust paths and
probabilistically assessing trust values in systems where trust is organised
similar to the ‘web of trust’. We do this through discrete event simula-
tion of random as well as scale free trust networks based on flooding as
well as selective search algorithms. Our main conclusion is that in many
situations these algorithms can be seen as belonging to a single class of
algorithms that perform equally, and only differ through (and are sen-
sitive to) parameter choices. We will also see that flooding is the only
applicable method if one stresses the requirement for finding all trust
paths, and if networks are less connected.
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1 Introduction
To motivate our study, consider a possibly large number of people or businesses
that want to collaborate, and not all players know each other. Internet and B2B
technologies promise a world in which such collaborations can be created almost
instantly (called virtual organisations). One of the challenges in creating such
dynamic business interactions is the establishment of trust, and assume there-
fore that each party maintains a list of trusted parties, including a probability
quantifying the amount of trust place in a party. In that situation, parties may
decide to trust each other and initiate business if a path of trust relations ex-
ists between them (in both directions), and they may calculate risks and decide
about their actions depending on the trust values associated with these paths.
In this paper, therefore, we analyse how peer-to-peer algorithms perform when
applied to finding trust paths and calculating trust values.
? The authors are supported in part by: EU coordination action 216295 (‘AMBER:
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and Industry, grant nr. P0007E (‘Trust Economics’).
Our trust model views the system as Web of Trust, a network or graph where
nodes are linked if they have a trust relation. We assume links are directed, that
is, a link or arc from A to B implies that A trusts B, but not B does not
necessarily trust A. The problem we address is if, for a given pair of request
node and target node, a trust path exists in the trust network. We associate a
probability with each link to represent the trust value associated to the trust
relation (either specified by the requester or by the trusting party associated with
an arc). The overall trust value of a trust path is the product of the probabilities
on the links. Moreover, when multiple trust paths exist between requester and
target, the problem of computing the overall trust value translates to the network
reliability problem, as pointed out in [1].
Given the above trust model, we are interested in evaluating how peer-to-
peer algorithms perform when used for identifying trust paths. We quantify their
performance by comparing the overhead (in number of messages used) with
the achieved success rate (in fraction of paths found). We then also compare
the achieved trust value with to the trust value obtained if all trust paths are
considered. In all steps of this study we use Monte Carlo and discrete-event
simulation: for generating the networks, executing the peer-to-peer algorithms,
and sampling the resulting paths to obtain the trust value. This paper builds on
our earlier work in the same area [2], but that work was limited to the question
if at least one trust path could be found, thus not including the overall success
rates, nor introducing trust values and trust value computation.
The network we consider is an unstructured peer-to-peer network for which
we consider flooding and selective algorithms. Perhaps surprising (since it con-
tradicts a possible tendency to think that flooding is expensive), our results show
that these algorithms are largely equivalent when considering the overhead ver-
sus the success rate, provided one sets the configuration parameters optimally.
This holds true if the fraction of trust paths one wants to find is not too high.
However, if a high success rate is required, flooding becomes superior, simply
because it covers more paths. Selective algorithms do not find all trust paths,
and the resulting computed trust value is therefore lower than for pure flooding.
Several reputation-based trust systems for peer-to-peer system have been
proposed in the literature, such as CORE [3], EigenTrust [4], TrustGuard [5],
Scrivener [6], P2PRep [7], Credence [8]. In [9], the authors present an analysis
framework for reputation systems, classify the known and potential attacks and
describe defense strategies. Our work differs from existing research, in that we
do not consider attacks, but discuss the performance of P2P algorithms for trust
inference. Moreover, compared with existing research on performance evaluation
of P2P algorithms (e.g. [10]), our work differs by considering trust values and
multiple paths to the target.
The rest of the paper is organized as follows. Section 2 provides a overview
of the problems and analysis and explore the potential solutions. The analytical
search algorithm technique are presented in Section 3. Numerical experiments
are detailed in Section 4. The performance and cost comparison among various
P2P algorithms to obtain probabilistic trust inference in Section 5. Section 6
concludes the paper and presents some possible direction for further study.
2 Problem Definition
2.1 Trust Path Discovery Problem
In abstract terms, one can model a web of trust as a directed graph G = (V,E),
in which the set of vertices V represent the nodes and the set of directed edges E
represent trust relations. A directed edge from i to j corresponds to i’s trust in
j. In terms of this trust relation, i is the truster [11], and j is the trustee [11]. As
an example, in the PGP trust model [1], vertices are public keys and edges are
certificates. A directed edge from i to j represents i signing a certificate which
binds j to a key.
Assume trust relations exist between some of the nodes of a network, and
based on direct interactions between them, direct trust [12] is created. But since
not all nodes of a network have direct interactions, direct trust links do not exist
between all pairs. Nodes without direct interactions, however, can estimate trust
depending on its trustees and so on. For instance, as in [2], assume there is no
directed edge from A to C, A can still trust C if there exists at least one path
from A to C in the graph. That is, it is accepted that trust is transitive in the
trust model: if A trusts B, and B trusts C, then A trusts C. The trust A places
on C is viewed as indirect trust [12], which is derived from the beliefs of others.
As pointed out in [12], trust relations usually are one-way: A trusts B does not
mean B trusts A.
In our model, every node maintains its trust relations associated with other
nodes. If a node (called the requester) wants to establish the trustworthiness of
another node (called the target) with which he has had no direct interactions
before, the trust path discovery problem is to find one or more trust path to the
target. In [2], the authors indicate that P2P search algorithms can be applied
to discover trust paths, due to the similarity of the structure of a web of trust
network and an unstructured P2P network. In what follows, the process of finding
trust paths is called a search phase. After the search phase, and if such trust
path exists, the requester requires some mathematical method to estimate the
trustworthiness of the target. How to develop a reasonable trust measure is
presented in the following subsection. On the other hand, if no such trust path
exists, the trustworthiness of a target cannot be established from the requester’s
point of view.
2.2 Trust Inference Problem
How to define a reasonable trust metric to estimate the trust placed on the
target? Our work follows the approach in [1], which shows that the trust inference
problem can be translated into the two-terminal network reliability problem.
Network reliability concerns the performance study of computer networks, in
which components are subject to random failures. In network reliability analysis,
it is assumed that edges have probabilities of failure [13]. That is, at a particular
time, an edge can take one of the two states, operative or failed. The two-
terminal network reliability is computed as a probability of establishing at least
one operating network path from s to t. Mapping the (s, t) network reliability
problem to web of trust context, requester-target trust inference is viewed as
determining the probability of establishing at least one trust path from the
requester to the target.
To solve the network reliability problem, exact methods and approximate
methods have been developed. In general, exact methods first calculate mini-
mal operating states, path sets or cut sets, and then apply inclusion-exclusion
principle to compute the result [13]. However, exact methods suffer from an ex-
ponential worst-case complicity [13]. That is caused by the computation of path
sets or cut sets, which is an NP-hard problem [13]. A Monte-Carlo technique be-
longing to approximate methods is commonly proposed and employed in network
reliability computation [14]. This method is implemented in our experiments to
compute the trust value.
3 Methodology
3.1 Topologies
The topology of a P2P network may influence the effectiveness of various search
algorithms. We focus on two network topologies in our study: random graph and
scale-free graph. Both are generated by the approaches provided by Peersim [15].
Random Graph. Given the network size S (the number of nodes) and an
integer value d, PeerSim generates randomly d directed links out of each node.
The neighbours are chosen randomly without replacement from the nodes of the
network except the source node. We modified the basic algorithm in Peersim so
that the out-degree follows a truncated standard normal distribution around d.
Scale-free Graph. Given the network (S, d and network seed), Peersim
provides the Barabasi-Albert approach [16] to generate a directed graph with
a power law in-degree distribution and for each node the out-degree value zero
or d. We modified the generation of outgoing links to follow a more reasonable
distribution, namely a standard normal distribution around d. A power law in-
degree distribution reflects that most of the nodes can be trusted by a few nodes
and a few nodes can be trusted by most of the nodes, which can be said to match
our experience in the real world.
3.2 P2P Search Algorithms
The trust path discovery algorithms considered in this paper all are variations
of flooding in unstructured P2P networks. More specifically, they are controlled
flooding algorithms. For these approaches in the context of file sharing, we refer
to [10].
Flooding. “Pure” Flooding has been mainly used in Gnutella networks [17].
In this approach, a requester sends query messages to every node to which it
directly connects. Receiving a query message, if a node does not find information
being searched, it will forward this query message to all of its connected neigh-
bour nodes. To avoid unlimitedly propagating messages, every query message is
fixed with a time-to-live (TTL) parameter, which takes a positive integer value.
Each time the query is forwarded by a node, the TTL value is decremented by
1. When the TTL value reaches zero, the query message will stop to be for-
warded. We will see later that setting the TTL value is a critical aspect for the
performance of the algorithm.
Random querying. In comparsion with Flooding, in Random querying, a
requester sends query messages to a subset of its neighbour nodes, which is set
to K percent of its neighbour nodes rounded below or rounded above. Upon
receiving the incoming query, a node then continues forwarding the messages to
its K percent randomly selected neighbour nodes. This method also relies on
TTL parameter to limit the search.
Selective querying. Rather than forwarding incoming queries to randomly
chosen neighbours, the Selective querying approach [18] intelligently selects a
subset of neighbours according to some specific criterion, for instance, the latency
of connection, number of results for past queries, location and message queue
capacity, etc. In the trust path searching, best neighbours are nodes with the
most trust relations.
3.3 Metrics
To measure the efficiency of these algorithms, we considered three aspects re-
flecting the fundamental characteristics of the algorithms.
Success rate: the fraction of for which an algorithm successfully locates the
target.
Number of messages: overhead of an algorithm is measured as the total
number of search messages passed over the network during the search.
Trust inference value: A probability within a range [0, 1], where 0 denotes
no trust, and 1 denotes full trust. If no trust path exists, the trust value is 0,
otherwise, the probabilistic trust value is computed as the solution of the network
reliability problem as discussed in Section 4.3.
4 Simulation Methodology
In this section, we explain details of our simulations.
4.1 Peersim
We use PeerSim for our simulations. PeerSim is a Peer-to-Peer simulation frame-
work, which is implemented in JAVA. It can be used to model any kind of P2P
search algorithms. PeerSim simulator consists of several different components
which can be easily plugged together by using an ASCII configuration file. It
can work in two different modes: cycle-based or event-based. The cycle-based
engine is a sequential simulation, in each cycle every node executes its own pro-
tocol’s actions in a global sequential order. In the event-based mode, events are
scheduled in different simulation time and nodes execute protocols according to
message delivery times [15]. A very detailed account of performance and scala-
bility comparison between these two modes is studied in [19]. As recommended
in [19], cycle-based mode of the PeerSim simulator is used in our study.
4.2 Sampling Method
As a network topology consists of an infinite number of possible network in-
stances, it is impossible to survey all its members to obtain the characteristics of
a network topology. But a small cautiously chosen sample can be used to achieve
the same aim.
In sampling technologies [20], the term population denotes the complete set
of observations that one wants information about, while the term sample stands
for a subset of the population that we actually examine. In an experiment, a sam-
ple is selected from the population and statistic is collected from experimental
samples in order to draw the conclusion about some properties of the popula-
tion. In our simulation, a particular network topology (e.g. random network) is
viewed as a population.
To simulate P2P search algorithms, the process of obtaining a sample is as
follows: at first draw particular networks; then, within networks, select search
queries (requester-target pairs). This way of selecting sample is called the Sub-
sampling approach [20]. Sample selection is done in two steps: first select a
sample of units from the population, named the primary units, and for each
chosen primary unit, a sample of subunits are selected.
In the experiment, a particular network structure related to a specific network
is viewed as a primary unit; one specific query inside is treated as a subunit.
We use the symbol N to denote the population size, then a network topology
consists of N primary units. Within a particular network (size S), if every node
looks up all the other nodes, there will be a total of S(S − 1) query subunits
constituting a particular network unit.
The following notation is used for obtaining estimate sample means and
variances in Subsampling [20]:
n : number of primary unit samples
N : the total number of primary units
m : number of subunit samples per unit
M : the total number of subunits
yi,j : value obtained for the jth subunit in the ith primary unit
y¯i = 1m
∑m
j=1 yi,j = sample mean per subunit in the ith primary unit
y¯ = 1n
∑n
i=1 y¯i = over-all sample mean per subunit
f1 = nN = ratio of the size of the sample to the total of the primary units
f2 = mM = ratio of the size of the sample to the total of the subunits
s21 =
∑n
i=1
(y¯i−y¯)2
n−1 = variance among primary unit means
s22 =
∑n
i=1
∑m
j=1
(yi,j−y¯i)2
n(m−1) = variance among subunits within primary units
v(y¯) = 1−f1n s
2
1 +
f1(1−f2)
mn s
2
2 = sampling variance
In sampling, sampling variance can be calculated to show the degree to which
a sample may differ from the population. As the total number of members in
the population N is infinite in our experiments, f1 = nN is negligible, and then
we obtain that the estimated variance can be computed as:
v(y¯) =
s21
n
=
∑n
i=1(y¯i − y¯)2
n(n− 1) ,
and the estimated sample standard deviation is s(y¯) =
√
v(y¯).
Given the estimated sample mean and sample standard deviation, if tc is the
t value associated with c%, then a c% confidence interval for the mean is equal
to y ± tcs(y¯). For instance, if the desired confidence probability is 95%, the tc
value is 1.96. Then we say that a 95% chance that the population mean is within
a range of [y¯ − tcs(y¯), y¯ + tcs(y¯)].
Statistics are collected from the n (number of primary unit samples) × m
(number of subunit samples) queries. For the result we present in the paper,
n=50 and m=50, which turns out to ensure small standard deviation in our
results.
4.3 Trust Computation
As explained in Section 2.2, in our experiments, we implement the Monte-Carlo
method. The Monte-Carlo method is a computation which performs statistical
sampling to obtain the result [14]. As a consequence, the trust computation
effictively becomes ’three-level-unit’ samples. The primary units are the drawn
particular networks, the secondary units are chosen random queries, and finally
the tertiary units are generated trust graph samples. As a consequence, trust
mean is:
¯¯y =
1
n
n∑
i=1
{ 1
m
m∑
j=1
(
1
l
l∑
k=1
yi,j,k)}.
For simplify, it is assumed that each edge has the same trust reliable value. In
the experiment, the value was set to 0.8. Experiment results and discussions on
interesting finding are presented in the following section.
5 Results
In this section, we start with the overview of the network topologies generated
by the simulator, and then discuss performance results in random and scale-free
networks, respectively. We assume that the trust network graph does not change
during the simulation of the algorithms. Effectively, this implies that the time
to complete a search enough so that no nodes leave or enter the network.
Parameters Values. Our simulations were carried out in a network of size
S=10000. P2P search algorithms applications are tested on two types of net-
work topology: random and scale-free topology. In the random networks, the
average out-degree value is 5. The scale-free networks are drawn with three dif-
ferent average out-degree values (5, 10, 20). For Random and Selective querying
algorithms, we chose three different values (10%, 50%, 70%) for the fraction of
neighbours to which each query will be forwarded.
Network Characteristics. Before discussing the algorithm performance,
we have a look at the networks on which the simulations perform. Figure 1 shows
the distributions of links per node for random and scale-free networks (average
out-degree=5). As we see from Figure 1(a), in scale-free network, the incoming
links of each node follow a power law distribution. One can be interested in
how the nodes link to each other. If there is at least one path leading to node
j from node i, then we say this node pair <i,j> is connected. We use the term
node pair connection ratio (connection ratio for short) to present the fraction
of node pairs being connected in a network. The node pair connection ratio is
strongly influenced by network topology and the average out-degree value, which
can be seen from Table 1. The query samples are the secondary units, and the
network samples are the primary units. In the random networks, both in the
query samples and network samples, the node pair connection ratio is over 99%,
which implies nearly every node is connected to all the others. On the other
hand, in the scale-free networks, the connection ratio is much smaller, although
it increases with the average out-degree value. The reason why the connection
ratio is smaller is that the number of nodes with zero in-degree value is large
(see Figure 1(a)). That means many nodes are not reachable from other nodes,
resulting in a low success rate. To obtain a higher success rate, we look at more
possible higher connection ratios by given higher out-degree values. For random
networks, the connection ratio is satisfactory. It can also be seen from Table 1,
that the connection ratio in the query samples is similar to that in the network
samples, which means the query samples basically reflect the feature of the node
pair connection in the network samples.
Table 1. Node pair connection ratio in random and scale-free networks
Topology Average Node Pair Connection Ratio
out-degree query samples network samples
Random 5 99.28% 99.12%
Scale-free
5 3.72% 3.88%
10 13.12% 13.28%
20 24.84% 26.32%
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Fig. 1. Links distributions in random and scale-free networks (average out-degree=5)
5.1 Results in Random Networks
Figure 2 presents messages overhead and probability of success as TTL increases
in random network. The shown lines are in the order they appear in the graphs.
It can be observed that Flooding always has higher overhead and higher success
rate than all the others, for identical TTL values. Random querying (70%) and
Selective querying (70%) achieve similar success rate, quite a bit smaller than
flooding until TTL reaches 6. From TTL=7 onwards, both algorithms obtain
similar success rate close to that of Flooding.
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Fig. 2. Message overhead versus Pr(success) for different TTL values in random net-
work (lines are in the order they appear in the graphs)
The key insight gained from our study is given in Figure 3, which combines
the results of the two subfigures in Figure 2. It shows for each algorithm the mes-
sage overhead versus the success rate, and each curve consists of eight points,
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Fig. 3. Message overhead versus success rate in random network
with the results for TTL=2 until 9. It can be seen from Figure 3, that it does
not matter if one uses Flooding or Random querying/Selective querying. For
any success rate, the message overhead of the algorithms is similar. This implies
that for a given algorithm, if one knows the TTL value that achieves the desired
success rate on message overhead, this algorithm will be close to optimal. The
problem is, of course, that the correct TTL value is not known beforehand. Note
furthermore that Flooding achieves the highest success rate (as one would ex-
pect), but that the Selective/Random algorithm is competitive if the percentage
is set high enough (70% in our case). For lower percentage, even very large TTL
values may not provide the success rate achievable with Flooding. This indicates
a second complication in Selective/Random querying: the percentage must be
set, and the optimal value is (like in the case of the TTL value) not known.
The exact trust value would be obtained if all trust paths would be con-
sidered. As a consequence, all results in Table 2 are lower bounds for the trust
value. Since Flooding has the highest success probability, it is not surprising that
it also obtains the highest trust values. In particular, we see that the trust value
of random networks is at least 0.974. One also see from Table 2 that a TTL
value of at least 8 is needed for Selection/Random querying to give satisfactory
results, and that the percentage must be set to 70%.
5.2 Results in Scale-free Networks
We consider scale-free networks with three different average out-degree value (5,
10, 20).
Figures 4(a), 5(a), 6(a) show the number of messages propagated through
scale-free networks with different average out-degree values (5, 10, 20), for dif-
ferent values of TTL. Figures 4(b), 5(b), 6(b) present the success rate of searches.
The y-axis of these figures gives the success probability as well as a normalised
success probability between brackets. Since each algorithm finds only a subset
Table 2. Probabilistic trust inference values in random networks
Algorithm
Trust Inference
TTL=6 TTL=7 TTL=8 TTL=9
Flooding 0.871 0.968 0.974 0.974
Random
10% 0.001 0.001 0.002 0.002
50% 0.025 0.043 0.078 0.156
70% 0.305 0.742 0.929 0.958
Selective
10% 0.002 0.002 0.002 0.002
50% 0.043 0.088 0.190 0.430
70% 0.432 0.845 0.940 0.957
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Fig. 4. Message overhead and Pr(success) for different TTL values in scale-free net-
work(average out-degree=5)
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Fig. 5. Message overhead and Pr(success) for different TTL values in scale-free net-
work(average out-degree=10)
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Fig. 6. Message overhead and Pr(success) for different TTL values in scale-free net-
work(average out-degree=20)
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Fig. 7. Message overhead versus success rate in scale-free networks
of all trust paths, the success probability of an algorithm is bounded by the per-
centage of node pairs in a network for which a trust path exists. That maximum
value is given on the y-axis with 100 between brackets. The percentage between
brackets is thus a normalised success probability. For instance, in Figure 4(b)
the success probability of the network is 4%, and the flooding algorithm finds
almost all existing trust paths for high values of TTL. The shown lines are in
the order they appear in the graphs. Similar to random networks, for each TTL
value Flooding has the highest overhead and highest success rate. As we can see
from figures 4(b), 5(b), 6(b), Selective querying achieves a little higher success
rate than Random querying with the same K percent value with some excep-
tions, for instance, in Figure 4(b), when TTL=2, 7, 8, 9 and K=70%. This may
be explained by targets with few incoming links, which will be ignored by the
Selective querying algorithm. As for random networks, we plotted success prob-
ability versus message overhead in Figures 7(a), 7(b), 7(c), we see that Flooding,
Random querying(70%) and Selective querying(70%) perform similarly, but im-
portantly Flooding can obtain a higher success rate. Arguably, the difference
between Flooding and other algorithms is even more pronounced in scale-free
networks than in random networks. Note again that in the Selective/Random
algorithms a high enough value for K (the percentage of selected nodes) must
be chosen to achieve a reasonable success rate.
Table 3. Trust inference values for different algorithms in scale-free networks
Average
Algorithm
Trust Inference
Out-dgree TTL=6 TTL=7 TTL=8 TTL=9
5
Flooding 0.020 0.022 0.023 0.023
Random
10% 0.002 0.002 0.002 0.002
50% 0.004 0.004 0.005 0.005
70% 0.012 0.013 0.013 0.014
Selective
10% 0.001 0.001 0.001 0.001
50% 0.006 0.006 0.006 0.006
70% 0.013 0.014 0.014 0.014
10
Flooding 0.088 0.091 0.093 0.094
Random
10% 0.002 0.002 0.002 0.002
50% 0.034 0.036 0.036 0.036
70% 0.056 0.058 0.058 0.059
Selective
10% 0.003 0.003 0.003 0.003
50% 0.038 0.039 0.039 0.040
70% 0.061 0.064 0.065 0.066
20
Flooding 0.200 0.204 0.206 0.206
Random
10% 0.008 0.009 0.009 0.009
50% 0.103 0105 0.107 0.107
70% 0.145 0.153 0.154 0.155
Selective
10% 0.012 0.012 0.012 0.012
50% 0.110 0.113 0.114 0.114
70% 0.156 0.160 0.161 0.161
Table 3 shows the computed trust values. As we can see, in scale-free net-
works, the trust value is very low for all the search algorithms. This is caused
by the low node pair connection ratio of scale-free networks, see Table 1. With
the increase of the out-degree value, the node pair connection ratio increases
and therefore, trust increases. Flooding obtains the highest values, as can be
expected, resulting in a lower bound of the trust value of 0.023, 0.094 and 0.206
for the respective out-degrees. Selective querying slightly outperforms Random
querying, even for the case of out-degree = 5, in which Random querying achieved
higher success rate.
5.3 Discussion
For both network topologies, we notice the amount of messages to obtain a high
success rate is very sensitive to the value of K, the number of nodes to which a
query is forwarded.
The main challenge in using any of the studied algorithms is to set the value of
TTL. To improve the performance, we need to consider how to assign the TTL
value when a search algorithm is initialized, and how to efficiently control or
avoid unnecessary messages being forwarded when the target has been located.
To avoid excessive messages being forwarded, adaptive termination can be
considered. When a trust path is located, the requester broadcasts “stop search-
ing” messages to other nodes to terminate the search process by dropping query
messages whose TTL does not reach 0 yet. In terms of message overhead, the
Expanding Ring search algorithm [10] can be a potential solution. The Expand-
ing Ring algorithm starts searching with a small TTL value. When TTL reaches
0 and the search is not completed, the TTL value is incremented by 1 and the
search is continued.
6 Conclusion
In this paper, we used discrete event simulation and Monte Carlo techniques
to evaluate the suitability of using peer-to-peer algorithms for discovering trust
paths and infering the trust value of a set of trust paths. This paper distinguishes
itself from earlier work by considering the effort needed to find multiple paths,
and by the computation of the overall trust value of a set of paths. We studied
variations of the flooding search algorithm, in random as well as scale-free net-
works. The main conclusion is that all the variants of flooding perform almost
equal when considering the message overhead for a certain probability of finding
paths. When close to all paths need to be found, flooding outperforms selective
flooding alternatives, since these alternatives miss out on certain paths.
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