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INTRODUCTION

Myocardial Arterial Spin Labeling (ASL) is a non-contrast quantitative perfusion
technique that can assess coronary artery disease (1) . Manual segmentation of left ventricular (LV) myocardium is a required step in the post-processing pipeline and is a major bottleneck due to the low and inconsistent signal-to-noise ratio (SNR) and bloodmyocardium contrast-to-noise ratio (CNR) in the source images. More generally, segmentation of LV myocardium is a key step in the post-processing pipeline of all quantitative myocardial imaging. Segmentation masks are needed to make volumetric measurements, to provide semantic delineation of different tissues (e.g. myocardium vs.
blood vs. epicardial fat), and in many cases to map measurements to a bullseye plot for convenient visualization (2) .
Convolutional neural networks (CNN) have been successfully applied to automatic segmentation in several MRI applications (3) (4) (5) (6) . For example, Bai et al. recently demonstrated that CNN can provide a performance on par with human experts in analyzing cine cardiovascular magnetic resonance (CMR) data (5) . Cine CMR data typically has high spatial temporal resolution, excellent SNR, and consistent bloodmyocardium CNR throughout the cardiac cycle, which is why cine CMR is the gold standard for assessment of ventricular function, volumes, mass, and ejection fraction (7) .
In contrast to cine CMR, quantitative myocardial CMR techniques (including myocardial ASL, myocardial BOLD, myocardial first-pass perfusion, multi-parametric myocardial relaxometry, myocardial diffusion tensor imaging, etc.) (8) (9) (10) are often comprised of images with substantially lower spatial resolution, SNR, and CNR, which can vary between images due to factors such as variability in contrast preparation or heart rate.
These are all reasons why automatic segmentation in quantitative CMR remains a significant challenge.
Automatic segmentation has been developed and used for many years (11, 12) , but the post-processing pipeline remains semi-automatic since a human operator is required to verify segmentation mask quality before commencing to the next step in the pipeline. A global score of model uncertainty is therefore desirable for automatic quality control at production, for model improvement via active learning (13) , and for out-ofdistribution detection. Model uncertainty can be estimated using a Bayesian approach.
Dropout has been demonstrated as a Bayesian approximation (14) . Specifically, model uncertainty can be measured via Monte Carlo (MC) dropout at test time (15) (16) (17) , and this approach has been used to measure model uncertainty in many segmentation problems (18) (19) (20) (21) . These studies demonstrate that pixel-wise uncertainty maps can be achieved using MC dropout at test time that allows for a qualitative assessment of predictions. A global quantitative score for model uncertainty, however, is desirable for automating the post-processing pipeline.
For quantitative CMR, the AHA 17-segment model (2) is often used in the form of bullseye plot for visualization and diagnosis. To generate the bullseye plot, segmentation of left ventricular myocardium is required. Left ventricular myocardium is surrounded by ventricular blood pools and epicardial fat, which have distinct physical properties as well as spin (magnetization) history (22) . Careful and conservative manual segmentation of myocardium is often required to minimize partial volume effects (23) (24) (25) (26) . Therefore, a model with a lower false positive rate is typically preferred over that with a higher false positive rate. Note that false positive means pixels predicted by an algorithm that are not present in the reference segmentation (i.e. excessive segmentation).
This study aimed to (i) apply deep CNN for automatic segmentation of myocardial arterial spin labeled (ASL) data, which has low and inconsistent SNR and CNR, (ii) to measure model uncertainty using MC dropout, and (iii) to adapt the network to the specific false positive and false negative needs of the application using Tversky loss function.
METHODS
Network Architecture
We implemented a CNN model based on the UNET architecture (27) with the following modifications: (i) increased filter size from 3x3 to 5x5, (ii) added batch normalization (BN) (28) after every convolutional layer, and (iii) added 0.5 dropout (16) at the end of every convolutional scale, as seen in Figure 1 . The modified UNET was implemented in Keras (29) with TensorFlow (30) backend.
Dataset
Our dataset included 478 ASL images (control and labeled images) from 22 subjects. These were randomly divided into training and validation sets of 438 and 40 images, respectively. Trained networks were tested on 144 unseen ASL images acquired at rest and during adenosine stress from 6 heart transplant recipients. Training, validation, and testing data were drawn from previously published studies (31) (32) (33) , where manual segmentation and quantitative reginal MBF from all subjects were readily available.
Monte Carlo Dropout for Uncertainty Measure
The concept of using Monte Carlo (MC) dropout to evaluate model uncertainty was first introduced by Hinton el al., in an online lecture (15) and manuscript (16) (17) demonstrated that any neural network with dropout added in every weight layer is mathematically equivalent to an approximation of the Bayesian model. Hence, model uncertainty can be estimated given the posterior distribution of the trained weights from the Bayesian model. MC dropout has been applied to evaluate model uncertainty in semantic segmentation tasks in both computer vison and medical imaging applications (21, 34) . In these studies, the typical output of the model uncertainty is a standard deviation map that provides spatial information detailing where, within the image, the model is uncertain. However, a global quantitative score of model uncertainty on a specific input is important for automatic quality assessment, for triaging images for active learning, and for out-of-distribution detection. In this study, we introduce and evaluate two global quantitative scores of model uncertainty, which are named "Dice Uncertainty"
and "MC Uncertainty". These are the measures of model uncertainty estimated with and without the use of manual segmentation, respectively.
Tversky Loss Function for Model Adaptability
Binary cross-entropy and Dice loss functions are often used to train a CNN model for automatic segmentation (5, (35) (36) (37) . The definition of the binary cross-entropy (BCE) is as follows:
where K is total number of pixels in the image, and ̂ are values of the reference and predicted mask at the i th pixel. Below is the definition of Dice loss function.
where A is the predicted segmentation and B is the reference segmentation. Alternatively, Dice loss function can also be defined in terms of false positive and false negative as follow.
where TP is true positive, and FP and FN are false positive and false negative, respectively.
As we can see from the above equation, Dice coefficient weights FP and FN equally which may not be optimal for myocardial segmentation because of partial volume effects.
Myocardium is surrounded by ventricular blood pools and epicardial fat, which have very different physical properties and spin (magnetization) history compared to myocardium.
Therefore, false negative may be preferred over false positive. To adapt the network to the desired FP vs. FN tradeoff, Tversky (38) loss function could be used and is defined as below.
where β is a hyper-parameter that could be set during training. By adjusting β during training, one could adapt the network to output the specific FP vs. FN tradeoff.
Experiments
All experiments were performed on a NVIDIA K80 GPU with 12 Gb RAM. Network architectures were implemented using Keras (29) with TensorFlow backend (30) .
Common training parameters are number of epochs = 150, batch size = 12, learning rate = 1e-4, dropout rate = 0.5, and adaptive moment estimation (Adam) optimizer (39) .
Accuracy:
The modified UNET architecture was trained with Dice loss function.
Training and validation loss were recorded. Dice coefficients of the test set were calculated to evaluate model accuracy. Quantitative MBF measured using automatic segmentation was compared against that measured using the reference manual segmentation using linear regression analysis. Time penalty is a major consideration when using MC dropout for model uncertainty measure (19) . We carried out two experiments that studied the effects of number of MC trials and batch size on uncertainty measure and inference time, False positive rate and false negative rate were calculated and compared to that from the model trained with binary cross-entropy loss and Dice loss.
To demonstrate the consequence of partial volume effects, "thin mask" and "thick mask" were generated using a bwmorph function in Matlab that removes and adds one pixel from both sides of the reference masks in the test set, respectively. Average Dice coefficient, FP and FN rate were calculated and compared with that calculated from CNN models. Quantitative MBF measured using "thin mask" and "thick mask" were compared against that from the reference mask.
Data Analysis
Uncertainty measure: At test time, N stochastic predictions were generated from a single test case using MC dropout. From N stochastic predictions, N stochastic Dice coefficients were calculated given the reference manual segmentation. "Dice Uncertainty"
was defined as a standard deviation of the N stochastic Dice coefficients. Intuitively, Dice
Uncertainty provides a global score of model uncertainty calculated when the manual segmentation is available.
At production time, manual segmentation is often not available. Uncertainty maps can be generated as a standard deviation of N stochastic predictions, providing spatial information on where the model is uncertain. To achieve a global score of model uncertainty, we simply summed all pixel values of the uncertainty map and normalized by the area of the predicted mask. This was called "MC Uncertainty". MC Uncertainty was compared against Dice Uncertainty via linear regression analysis.
Adaptability: False positive and false negative rate, defined as an average number of false positive and false negative pixels in the test set, were calculated given the reference masks and predicted masks. FP and FN rate from networks trained with binary cross-entropy, Dice, and Tversky losses and that from the "thick mask" and "thin mask"
were compared.
RESULTS
Accuracy
The model was trained for 150 epochs. The training and validation loss were shown in Supporting Figure S1 . Representative segmentation masks and MBF maps generated using the CNN model in comparison with that using manual segmentation are shown in Figure 2 . Average Dice coefficient for the test set was 0.91 ± 0.04. For quantitative imaging, accuracy assessment using clinically relevant quantity is desired.
Quantitative regional MBF measured using automatic segmentation is highly correlated with that calculated using manual segmentation (R 2 = 0.96) as seen in Figure 3 .
Uncertainty
Given the manual segmentation, the Dice coefficient distributions calculated from two test cases are shown in Figure 4 and in the Supporting Figure S3 . The variance of the Dice coefficient distribution represents how the stochastic predictions fluctuate.
Therefore, we proposed to use standard deviation of the Dice coefficient distribution as a measure of model uncertainty given the manual segmentation that is called "Dice As batch size increases, inference time is significantly decreased (Supporting Figure S5A ) without altering the mean prediction and uncertainty measure as seen in Supporting Figure S5B and S5C, respectively. The time reduction experienced diminishing return around batch size of 256 with the 12-Gb memory NVIDIA K80 GPU used in this study. This phenomenon was also observed during training in a recent study (40) . With more powerful GPU, the inference time is expected to be further decreased. As the number of MC trials decreases, the confidence in uncertainty estimation is decreased as seen in Figure 6 .
Adaptability
Supporting Figure S6A shows an example of a "thin mask" (left), a "thick mask"
(right), and a manual mask (middle). "Thin mask" and "thick mask" data have very similar Dice coefficients, which are 0.80 ± 0.04 and 0.81 ±0.02, respectively. However, the FP and FN rates are completely opposite (see Figure 7) . "Thin mask" had negligible effect to the end-point clinically relevant quantitative MBF while "thick mask" introduced a significant overestimation as seen in Supporting Figure S6B and S6C, respectively. The overestimation is a consequence of partial volume effects (i.e. contamination signal from ventricular blood pools and/or epicardial fat).
Supporting Figure S7A and S7B shows number of FP pixels subtracted by number of FN pixels and average Dice coefficient for the entire test set as a function of β. 
DISCUSSION
The contributions of this manuscript are three-fold. First, we demonstrated that it is possible to train a single CNN model to segment control and labeled ASL images, which have substantially different SNR, CNR, and contrast, and whose contrast may vary substantially among images due to heart rate variation. This challenges a common view that a CNN model must be tailored to a specific contrast (with the help of transfer learning). Second, we introduce and evaluate two novel approaches to measure model uncertainty. We denote these "Dice Uncertainty" and "MC Uncertainty" and calculate them with and without the need for reference manual segmentation, respectively. Model uncertainty may be valuable for automatic quality control at production, model improvement via active learning, and/or out-of-distribution detection. Third, we introduce the use of Tversky loss function to adapt the CNN to a specific false positive vs.
false negative needs of an application. This is useful for quantitative cardiac MRI since left ventricular myocardium is surrounded by blood pool and epicardial fat, which have distinct physical properties and spin history compared to that of myocardium.
Accuracy
The proposed model achieved good Dice accuracy of 0.91 ± 0.04, similar to those reported in the literature (5, (41) (42) (43) . This was in spite of facing additional challenges compared to cardiac cine imaging, namely 1) lower spatial resolution, 2) lower and inconsistent SNR and blood-myocardium CNR, and 3) SNR and CNR differences between the control and label series. Our study also found the quantitative MBF measured using automatic segmentation to be highly correlated with MBF measured using manual segmentation (R 2 = 0.96).
Uncertainty
Spatial uncertainty maps were calculated as the standard deviation of all stochastic predictions. A global uncertainty score is needed, in order to perform automatic quality assessment without a human observer. In this study, we introduced and evaluated two simple yet intuitive approaches, denoted "Dice Uncertainty" and "MC Uncertainty". These were calculated with and without the need for manual segmentation, respectively. Dice Uncertainty is the standard deviation of all Dice coefficients calculated from stochastic predictions given the manual segmentation. MC Uncertainty is calculated as the sum of all pixels in the uncertainty map normalized by the area of the predicted mask. The MC Uncertainty and Dice Uncertainty were in good agreement. Because manual segmentations are generally not available at production, MC Uncertainty could be used for automatic quality control, for automatic triage of images for active learning, and for out-of-distribution detection.
There is a time penalty to using MC dropout to compute uncertainty. This study There are additional measures of model uncertainty that remain to be explored. 
Limitations
The primary limitation of this study is that it was performed on a relatively small sample size collected from a single MRI vendor, a single institution, and a single graphical prescription protocol (mid short-axis). This is primarily because ASL-based human myocardial perfusion imaging is an emerging and still experimental technique.
Although the sample size is small in absolute terms, this among the largest myocardial ASL datasets from human subjects to date. This study also used the modified UNET model, which has been validated in many medical applications. Dice accuracy on the unseen test set was consistent with those reported in the literature (5, (41) (42) (43) . Model retraining is often required when applied to different datasets, tasks, or applications, even with large training data (5). Therefore, we expect the results from this study can be translated to more variable datasets or other CMR applications through retraining.
CONCLUSIONS
We demonstrate the feasibility of deep CNN fully-automatic segmentation of the left ventricle in myocardial ASL perfusion imaging, with good accuracy in terms of Dice coefficients and regional MBF quantification. We introduce two simple yet powerful methods for providing a global uncertainty score both with and without the need for manual segmentation, termed "Dice Uncertainty" and "MC Uncertainty", respectively. We also demonstrate the ability to adapt the CNN to a specific false positive vs. false negative tradeoff using Tversky loss function. These findings are directly relevant to automatic segmentation in quantitative cardiac MRI and are broadly applicable to automatic segmentation problems in diagnostic imaging. Less than 2% deviation from the expected uncertainty measure is observed with MC trials larger than a thousand. In this work, MC trials of 1115 was used to calculate uncertainty metrics. due to changes in heart rate during experiments and from patient to patient.
