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Abstract-The main objective of this study is to develop a 
demand forecasting model that should reflect the 
characteristics of random demand patterns. To accomplish this 
goal, a hybrid algorithm combining a genetic algorithm and a 
local search algorithm method was developed to overcome 
premature convergence in local optima problems. The 
performance of the hybrid algorithm was compared with a 
single algorithm model in estimating parameter values that 
minimize objective function which was used to measure the 
goodness-of-fit between the observed data and simulated 
results. However, two problems had to be overcome in the 
forecasting random demand model. One was the fitness 
evaluation in the demand forecasting model in which more 
than one variable was included, and the other was accuracy of 
the demand forecasting model to predict the future projection 
of random energy demand. A local search was proposed to 
assist in overcoming the first problem. It was used to 
approximate the input-output response relationship underlying 
random energy demand forecasting models which was then 
incorporated into the hybrid algorithm to reduce the local 
optima problem. To assist in overcoming the second problem, 
scenario analyses were adopted to determine the future 
projection of random energy demand. 
Keywords- Random demand; Hybrid algorithm; Pattern 
optimization. 
I. INTRODUCTION 
Sound and realistic forecasting is the key to good 
planning in any industry. In the demand utility industry, 
realistic forecasting is the key to good planning and this 
means developing demand forecasts to plan for new 
resources for the system to be able to meet future demand. 
Since a good utility should maintain its loss of load 
expectation, the importance of load demand forecasting is 
evident. At the same time, the impossibility of developing 
truly accurate forecasts must be admitted. 
The soundness of a forecasting method should be judged 
not by its performance in a single case over one or two years 
but by its long-term performance, by its record of success or 
failure in many cases over many years. A good forecasting 
method should address issues such as weather-demand 
relationship, suppressed demand, nature of demand, socio­
economic data, demand growth pattern etc. [1] 
Depending on the period of study, demand forecasting 
can be divided into three ranges: short-term, medium-term 
and long-term. A long-term forecast is required to be valid 
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from 5 to 25 years. This type of forecast is important in 
deciding on system generation and transmission expansion 
plans. 
Long-term load forecasting uses many approaches to 
estimate model parameters. These approaches include static 
and dynamic techniques. The whole set of data is used to 
obtain the optimal solution in the static approach and in the 
dynamic approach the estimates are updated using each new 
measurement. The examples of a dynamic approach are 
Kalman filtering and least absolute value filtering 
algorithms [I]. 
Forecasting methods based on artificial intelligence like 
expert system and artificial neural network have been 
proposed and demonstrate predicting and encouraging 
results [3]. However, there are some weaknesses associated 
with this approach. 
Genetic Algorithm (GA) recently received much 
attention as a robust stochastic search algorithm for various 
problems. The GA method is based on the mechanism of 
natural selection and natural genetics, which combines a 
general inclusive concept of survival of the fittest, search, 
random and yet structured, and parallel evaluation of the 
points in various areas. GA is one of the approximate 
(heuristic) algorithms used to tackle hard optimization 
problems that have great importance in research and 
development [4]. 
Recently, the approach using GA for random demand 
forecasting has been undertaken by [5]; [6] and [7]. GA is 
used as an optimization tool for complex problems that 
involve numerous variables or involve combinations of 
linear and non-linear equations. As an optimization tool, GA 
attempts to improve performance leading to an optimal 
solution. 
There are many examples of random demand forecasting 
models based on GA for electricity demand. Genetic 
Algorithm Electricity Demand (GAED), exponential for 
total electricity demand, and quadratic for forecasting 
industrial sector electricity demand are two examples of 
models in forecasting the electricity demand for Turkey [5]. 
However, the performance of these models is far from being 
ideal and needs some improvement in terms of estimation 
errors. Previous models related to GA have several 
strengths. GA is easy to use, quick in finding global 
optimization area and quick in producing best solution if the 
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number of variables is low. However, if the number of 
variables increased, the performance will decrease. Efforts 
to improve previous model performance can be done on 
reducing the number of variables, transform model from non 
linear form to linear form by using logarithmic 
mathematical representation, and to pre-processing the input 
data. Generally, a genetic algorithm is joined together with a 
local search mechanism to find the optimal chromosome in 
the region. GA, with some additional heuristics is 
commonly known as a hybrid genetic algorithm (HGA). 
They can improve the convergence rate of the algorithm, in 
addition to finding a better solution. Although a GA can 
rapidly locate the region in which the global optimum 
exists, it takes a relatively long time to locate the exact local 
optimum in the region of convergence. Hence, a method that 
combined a GA and a local search can speed up the search 
to locate the global optimum. Using the HGA function can 
efficiently improve the accuracy of the solution [8]. 
Therefore, the HGA seems to be the appropriate approach to 
improve the performance of demand models because it 
offers a good opportunity to fmd global optimal solutions 
and avoid being trapped in bad solutions. 
Based on these features, this research considers the use of 
a HGA with some new organizing techniques to overcome 
the problem of premature convergence that single 
algorithms suffer from and improve its performance. 
II. DEMAND PATTERN 
One of the most important inputs for a forecasting 
demand model is annual growth pattern of demand. The 
demand pattern is driven by independent variables with 
various uncertainties. It could be uncertainty in 
measurement, uncertainty in estimation of parameters, 
uncertainty as to which processes one should include into 
the model etc. [9]. The "natural uncertainty" can seriously 
affect the reliability of the results of mathematical modeling. 
Hence, developing methods that allow us to take into 
account uncertainty when predicting the behavior of the 
system are of great practical interest. To deal with the 
various uncertainties and obtain a proper forecast, the 
relationships between demand and driver variables are 
estimated using a forecasting model [10]. 
An example of demand pattern is hourly load pattern of 
load demand as shown in Fig. 1. Such a pattern is 
categorized as non-stationary because it tends to rise and 
drop according to time scale [II]. Tn modeling non­
stationary demand pattern, pre-processing is required in 
order that the pattern can be fit properly by the model. 
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Fig.l. Hourly Load Demand Pattern for Iawa-Bali System 
A. Random Demand 
Random demand is also referred to as demand under 
uncertainty [12]. Uncertainty makes management difficult. 
Random demand forecasting is always a key instrument for 
the effective operation and planning of power systems. For a 
power system with a large geographical area, a single model 
for load forecasting of the entire area, cannot always 
guarantee satisfactory forecasting accuracy because of the 
load diversity [13]. Therefore, consideration was given to 
develop a multi-region load forecasting model which can 
find the optimal region partition under diverse weather and 
load conditions and, finally, achieve more accurate forecasts 
for aggregated system demand. 
Demand for electricity is random, thus it has a set of 
uncertainty input variables. As an important energy 
industry, electricity is the infrastructure of the national 
economy; balancing the electricity supply and demand could 
provide a reliable energy supply for national economic 
development [14]. 
B. Load Demand Forecasting 
One of the main tasks of an electric utility is to predict 
load demand requirements accurately at all times, especially 
for the long-term. Based on the result of such forecasts, 
utilities coordinate their resources to encounter the 
forecasted demand using a least-cost plan [15]. Peak load 
demand in a given season is subject to a range of 
uncertainties, including population and economic growth, 
changing technology, and weather conditions. It is also 
subject to calendar effects due to the time of day, day of the 
week, time of year, and public holidays. The first step in 
planning and developing future generation, transmission and 
distribution facilities is forecasting long-term load demand. 
Resource planning is performed subject to numerous 
uncertainties. Expert opinion indicates that a major source 
of uncertainty in planning is the forecasted load demand 
[ 15]. 
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Ill. HYBRID ALGORITHM 
There are many possible ways to improve the 
performance of the single algorithm. The first possibility is 
an attempt to use the best configuration of the algorithm 
itself. The second idea is to add in other heuristics as sub­
processes of the single algorithm, called hybrid algorithms 
(HGAs). HGAs exponentially derive higher quality 
solutions in a relatively shorter time for hard combinatorial 
real world optimization problems than the pure GA. The 
HGA outperformed the neural network algorithm and the 
pure GA taken separately. The HGA was designed and used 
to experiment against the pure GA and the convergence rate 
improved by more than 200% [16]. These results indicate 
that the hybrid approach is promising and it can be used for 
various other optimization problems. 
A. HGAfor Optimization Problems 
There are three methods to find an optimal solution: 
exact, approximate and meta-heuristic [4]. Exact algorithms 
guarantee to find an optimal solution to any instance within 
an instance-dependent run time. Approximate methods (also 
called heuristic methods) are search methods that find an 
optimal solution to an optimization problem in a short time. 
There is no guarantee of finding the optimal solution or a 
solution within a certain range of the optimal one. 
Meta-heuristics methods are general algorithmic 
frameworks that can be used to solve different hard 
optimization problems with few modifications by adding 
problem-dependent heuristics. The goal of meta-heuristic 
algorithms is to efficiently explore the search space in order 
to find optimal or near-optimal solutions and to avoid local 
optimality [4]. 
B. HGA Methods 
As mentioned in the previous section, the HGA is an 
appropriate algorithm and considered as a proposed 
algorithm to tackle the optimization problem in random 
demand forecasting models. The proposed method consists 
of two algorithms, GA which acts as a global search and an 
unconstrained function minimization search algorithm as a 
local search. 
Optimization algorithms can be divided into local and 
global search methods. Local methods usually converge at 
local optima. Tn terms of the requirement of derivative 
information of the function to be optimized, local methods 
can be further classified into two categories as non-gradient 
based and gradient-based methods. Gradient-based methods 
use the derivative information of the objective function to 
compute and update the values of decision variables. 
However, gradient-based methods are subject to two major 
limitations. First, it is difficult to achieve convergence with 
gradient-based methods. Second, gradient based methods 
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are liable to converge at a local millimum rather than 
finding a global optimal solution. Non-gradient based 
methods (also called direct search methods) need only the 
evaluation of the objective function values but not require 
the partial derivatives of the function. Gradient based 
methods require not only the calculation of the function 
values but, also, the first and, in some cases, second 
derivatives of the objective function or gradient vectors, 
hence, are also called indirect search methods. The error is 
measured by the objective function which is dependent on 
the parameter values. Although the objective function is 
generally continuous and differentiable with respect to the 
parameters, it is usually difficult to calculate the derivatives 
of the objective function analytically except for very simple 
models. 
C. Research Methodology 
Based on the available historical data that affect random 
demand, a new methodology which can forecast long-term 
random demand up to twenty years in advance is proposed. 
The proposed methodological technique, illustrated in 
Figure 2, can be summarized in three stages, these are pre­
processing and modeling, simulating and forecasting, and 
evaluating. In forecasting random demand, the role of 
historical information is very important. Success of a 
demand forecasting method largely depends on the 
availability of data. 
Random demand of a power system is heavily influenced 
by several factors such as the weather, socio-economic and 
demographic variables. Other data of considerable 
significance include gross domestic product of the nation, 
population of the franchise area, number of consumers 
connected, number of new housing and industry permits 
allotted, number of new infrastructural projects etc. [5]. 
However, the numbers of such variables are many and need 
to be carefully selected. The selection criteria would have to 
be validated by their correlation and contribution analyses 
for a long-term forecast. 
The first step in development of the forecasting model is 
to clearly understand the problem in order to establish the 
forecast range and objectives. Once the problem is fully 
assessed, planners should focus their attention on preparing 








Fig. 2. Block diagram of methodology 
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Data preparation for modeling can be broadly classified 
into three distinct areas. Firstly, data specification, in which 
variables of interest are identified and collected. Secondly, 
data inspection, in which data is examined and analyzed 
and, thirdly, data pre-processing, in which some data may 
be restructured or transformed to make it more useful. 
In the second stage, the forecast distributions of random 
demand are obtained by simulating and processing each 
model with the available data. Any method of random 
demand forecasting is then based on a special way of 
relating the above variables to demand. With all candidate 
variables being correct, complete and normally distributed, 
the planner must select an appropriate forecasting model(s) 
to use. Selection among these techniques will depend on the 
forecast time horizon selected, available data, available 
time, and cost of operating with a poor or inadequate 
forecast. The proper forecast models are obtained from the 
estimated model that has a minimum error using 
simulations, and future assumed economic scenarios. 
Finally, the third stage is to evaluate the forecasting 
performance of the model, the actual demand and estimation 
results of each model are compared. A good forecasting 
model at predicting the distributions of long-term random 
demand is selected by measuring the effectiveness of the 
model for forecasting (taking out the effect of the 
forecasting errors in the input variables). 
Once forecast results are obtained from the selected 
model(s), they need to be validated for accuracy. Some of 
the common indices that are used to determine forecast 
accuracy are mean square error (MSE), mean absolute 
percentage error (MAPE), and coefficient of determination 
(R2). These indices are extremely useful in comparing 
forecast accuracy. When evaluating the different forecasting 
techniques, we should always remember that the objective 
of any forecasting activity is to provide a forecast with a 
sufficient degree of accuracy at the least possible cost. 
IV. EXPERIMENT AND RESULTS 
A. Model Description 
This paper proposed historical data or information for long 
term random demand forecasting based on Indonesian data 
years 1990-2009 as followings: 
• Yearly Electricity Domestic Consumption (TWh) from 
Enerdata-Global Energy and C02 data, year 1990-
2009 (20 years) 
• Population (Million Person), Gross Domestic Product 
(Billions U.S. dollars), Import (Million U.S dollars), 
and Export (Million U.S dollars) from National 
Statistical Office of Indonesia, year 1990-2009 (20 
years) 
The forecasting model is given by (1-4) as the 
following: Linear logarithmic model: 
In Y = fJo + fJllnXl + fJ2 1nX2 + fJ31nX3+ fJ�lnX4 
(1) 
Exponential model: 
Exp Y= fJl+ fJ2 Xl /33 + fJ4 X2 /35 + fJ6 X3 /37 + fJs X4 /39 
(2) 
Quadratic Model: 
Quad Y = fJl + fJ2 Xl /33 + fJ4 X2 /35 + fJ6 X3 /37 + fJs X4 /39 + 
fJIOXjX2 + fJllXjX3 + fJ12XjX4 + fJ13X2X3 + fJl4X2X4 + fJlS 
X7� 
(3) 
In (1), (2), and (3), XI is the Gross Domestic Product 
(109$), X2 is the population (106), X3 is the Import (l 09$), X4 
is the Export (109$) and fJo, fJj, fJ2' ... fJl5 are the weighting 
parameters. The fitness value is calculated for minimum 
least square error using fitness evaluation function as in (4). 
S = [Y-fCX,fJ)], [Y-fCX,fJ)] (4) 
B. Simulation Results 
Figures 3-5 show the comparison between actual and 
forecasting electricity consumption using GA and HGA 
estimation. The simulation is compared to the actual 
electricity consumption data and simulation results for three 
models. Table I shows the comparison between linear 
logarithmic, exponential and quadratic model in terms of 
error (MAPE). 
TABLE I 
MODEL SIMULATION ERROR (MAPEl 
MAPE(%) MAPE(%) 
Model Estimate Estimate 
byGA by HGA 
Linear Logarithmic 6.7835 7.2435 
Exponential 16.1038 4.7600 
Quadratic 71.6492 6.0578 
C. Model Evaluation 
To evaluate model performance, the actual random 
demand of the twenty years of data (1990-2009) is 
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Fig. 3. Comparison between actual data and simulation results for linear 
logarithmic model. 
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Fig. 4. Comparison between actual data and simulation results for 
Exponential model. 
Table I demonstrates that the Exponential model with 
HGA estimation presents better forecasting accuracy than 
other models. The simulated parameters for the exponential 
model are shown in table II. From (2) when using HGA to 
estimate electricity consumption using the exponential 
model, the mathematical model can be expressed as: 
Electricity Consumption = 0.5972 + 0.6621 Xt1805 + 
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Fig. 5. Comparison between actual data and simulation results for 
Quadratic model. 
TABLE IT 
OPTIMUM EXPONENTIAL MODEL PARAMETERS 
Parameter Estimate by 
GA HGA 
fJl 0.8003 0.5972 
/32 0.6787 0.6621 
/33 -0.2931 0.1805 
/34 0.4554 1.4285 
/35 0.2568 0.2552 
/36 0.6747 0.8891 
/37 -0.0718 -0.5157 
/38 2.0046 1.1072 
/39 1.2409 1.1875 
S 0.2846 0.1959 
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(5) 
D. Future Projection 
Figure 6 presents the pattern of the Indonesian 'native 
demand' period from 1990 to 2009 and prediction by the 
exponential model with data pre-processing and three 
scenarios of economic growth (basic, low and high) in a 
period from 2010 to 2030. Mean absolute percentage error 
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Fig. 6. Pattern ofIndonesian 'native demand' 1990-2009 and future 
projection 2010- 2030 
V. CONCLUSIONS 
A HGA was applied to a variety of problems in different 
fields. A HGA consisting of a GA and a local search method 
may be more efficient and effective than either of them 
alone. However, no efforts were made to apply this kind of 
HGA to a random demand pattern model such as demand 
for electricity. The results obtained by these methods are 
comparable; the hybrid genetic algorithm estimation proves 
to be the most accurate, more than genetic algorithm 
estimation. 
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