The task of text classification is usually divided into two stages: text feature extraction and classification. In this standard formalization, categories are merely represented as indexes in the label vocabulary, and the model lacks for explicit instructions on what to classify. Inspired by the current trend of formalizing NLP problems as question answering tasks, we propose a new framework for text classification, in which each category label is associated with a category description. Descriptions are generated by hand-crafted templates or using abstractive/extractive models from reinforcement learning. The concatenation of the description and the text is fed to the classifier to decide whether or not the current label should be assigned to the text. The proposed strategy forces the model to attend to the most salient texts with respect to the label, which can be regarded as a hard version of attention, leading to better performances. We observe significant performance boosts over strong baselines on a wide range of text classification tasks including single-label classification, multi-label classification and multiaspect sentiment analysis.
Introduction
Text classification (Kim, 2014; Joulin et al., 2016; Yang et al., 2016) is a fundamental problem in natural language processing. The task is to assign one or multiple category label(s) to a sequence of text tokens. It has broad applications such as sentiment analysis (Pang et al., 2002; Maas et al., 2011; Socher et al., 2013; Tang et al., 2014 Tang et al., , 2015b , aspect sentiment classification (Jo and Oh, 2011; Tang et al., 2015a; Wang et al., 2015; Nguyen and Shirai, 2015; Tang et al., 2016b; Pontiki et al., 2016; Sun et al., 2019a) , topic classification (Schwartz et al., 1997; Quercia et al., 2012; Wang and Manning, 2012) , spam detection (Ott et al., 2011 (Ott et al., , 2013 Li et al., 2014) , etc.
Standardly, text classification is divided into the following two steps: (1) text feature extraction: a sequence of texts is mapped to a feature representation based on handcrafted features such as bag of words (Pang et al., 2002) , topics (Blei et al., 2003; Mcauliffe and Blei, 2008) , or distributed vectors using neural models such as LSTMs (Hochreiter and Schmidhuber, 1997) , CNNs (Kalchbrenner et al., 2014; Kim, 2014) or recursive nets (Socher et al., 2013; Irsoy and Cardie, 2014; Li et al., 2015; Bowman et al., 2016) ; and (2) classification: the extracted representation is fed to a classifier such as SVM, logistic regression or the softmax function to output the category label.
This standard formalization for the task of text classification has an intrinsic drawback: categories are merely represented as indexes in the label vocabulary, and lack for explicit instructions on what to classify. Labels can only influence the training process when the supervision signals are back propagated to feature vectors extracted from the feature extraction step. Class indicators in the text, which might just be one or two keywords, could be deeply buried in the huge chunk of text, making it hard for the model to separate grain from chaff. Additionally, indicators for different classes can be convoluted. Take the task of aspect sentiment classification as an example, the goal of the task is to classify the sentiment of a specific aspect of a review. A review might contain diverse sentiments towards different aspects and that they are entangled together, e.g. "clean updated room. friendly efficient staff . rate was too high.". Under the standard formalization, the label of a text sequence is merely an index indicating the sentiment of a pre-defined but not explicitly mentioned aspect from the view of the model. The model needs to first learn to associate the relevant text with the target aspect, and then decide the sentiment.
Inspired by the current trend of formalizing NLP problems as question answering tasks (Levy et al., 2017; McCann et al., 2018; Li et al., 2019a,b; Gardner et al., 2019; Raffel et al., 2019) , we propose a new framework for text classification by formalizing it as a SQuAD-style machine reading comprehension task. The key point for this formalization is to associate each class with a class description to explicitly tell the model what to classify. For example, the task of classifying hotel reviews with positive location in aspect sentiment classification for review x = {x 1 , x 2 , ..., x n } is transformed to assign a "yes/no" label to " [CLS] positive location [SEP] x", indicating whether the attribute towards the location of the hotel in review x is positive. By explicitly mentioning what to classify, the incorporation of class description forces the model to attend to the most salient texts with respect to the label, which can be regarded as a hard version of attention. This strategy provides a straightforward resolution to the issues mentioned in the previous paragraph.
One key issue with this method is how to obtain category descriptions. Recent models that cast NLP problems as QA tasks (Li et al., 2019a,b; Gardner et al., 2019) use hand-crafted templates to generate descriptions, and have two major drawbacks: (1) it is labor-intensive to predefine descriptions for each category, especially when the number of category is large; and (2) the model performance is sensitive to how the descriptions are constructed and human-generated templates might be sub-optimal. To handle this issue, we propose to automatically generate descriptions using reinforcement learning. The description can be generated in an extractive way, extracting a substring of the input text and using it as the description, or in an abstractive way, using generative model to generate a string of tokens and using it as the description. The model is trained in an end-to-end fashion to jointly learn to generate proper class descriptions and classify texts.
We are able to observe significant performance boosts against strong baselines on a wide range of text classification benchmarks including singlelabel classification, multi-label classification and multi-aspect sentiment analysis.
The rest of this paper is organized as follows: related work is presented in Section 2. Model backbone and the way descriptions are constructed are separately presented in Section 3 and 4. We present experimental results in Section 5 and ablation studies in Section 6, followed by a brief conclusion in Section 7.
Related Work

Text Classification
Neural models such as CNNs (Kim, 2014), LSTMs (Hochreiter and Schmidhuber, 1997; Tang et al., 2016a) , recursive nets (Socher et al., 2013) or Transformers (Vaswani et al., 2017; Devlin et al., 2019) , have been shown to be effective in text classification. Joulin et al. (2017) ; Bojanowski et al. (2017) proposed fastText, representing the whole text using the average of embeddings of constituent words.
There has been work investigating the rich information behind class labels. In the literature of zero-shot text classification, knowledge of labels are incorporated in the form of word embeddings (Yogatama et al., 2017; Rios and Kavuluru, 2018) , or class descriptions Srivastava et al., 2018) . Wang et al. (2018a) proposed a label-embedding attentive model that jointly embeds words and labels in the same latent space, and the text representations are constructed directly using the text-label compatibility. Sun et al. (2019b) constructed auxiliary sentences from the aspect in the task of aspect based sentiment analysis (ABSA) by using four different sentence templates, and thus converted ABSA to a sentence-pair classification task. proposed to frame ABSA towards question answering (QA), and designed a reinforced attention network to select aspect-specific words, which alleviates the effects of noisy words for a specific aspect. Descriptions in Sun et al. (2019b) and are generated from crowdsourcing. This work takes a major step forward, in which the model is able to learn to automatically generate proper label descriptions from reinforcement learning.
Formalizing NLP Tasks as Question Answering
Question Answering MRC models (Rajpurkar et al., 2016; Seo et al., 2016; Wang and Jiang, 2016; Xiong et al., 2016 Xiong et al., , 2017 Shen et al., 2017; Chen et al., 2017a; Rajpurkar et al., 2018) extract answer spans from passages given questions. The task can be formalized as two multi-class classification tasks, i.e., predicting the starting and ending positions of the answer spans given questions. The context can either be prepared in advance (Seo et al., 2017) or selected from a large scale open-domain corpus such as Wikipedia (Chen et al., 2017b) .
Query Generation
In the standard version of MRC QA systems, queries are defined in advance. Some of recent works have studied how to generate queries for better answer extraction. Yuan et al. (2017) combines supervised learning and reinforcement learning to generate natural language descriptions; Yang et al. (2017) trained a generative model to generate queries based on unlabeled texts to train QA models; Du et al. (2017) framed the task of description generation as a seq2seq task, where descriptions are generated conditioning on the texts; Zhao et al. (2018) utilized the copy mechanism (Gu et al., Vinyals et al., 2015) and Kumar et al. (2018) proposed a generator-evaluator framework that directly optimizes objectives. Our work is similar to Yuan et al. (2017) and Kumar et al. (2018) in terms of description generation, in which reinforcement learning is applied for description/query generation.
Formalizing NLP tasks as QA There has recently been a trend of casting NLP problem as QA tasks. Gardner et al. (2019) posed three motivations for using question answering as a format for a particular task, i.e., to fill human information needs, to probe a system's understanding of some context and to transfer learned parameters from one task to another. , Levy et al. (2017) transformed the task of relation extraction to a QA task, in which each relation type r(x, y) is characterized as a question q(x) whose answer is y. In a followup, Li et al. (2019b) formalized the task of entity-relation extraction as a multi-turn QA task by utilizing a template-based procedure to con-struct descriptions for relations and extract pairs of entities between which a relation holds. Li et al. (2019a) introduced a QA framework for the task of named entity recognition, in which the extraction of an entity within the text is formalized as answering questions like "which person is mentioned in the text?". McCann et al. (2018) built a multi-task question answering network for different NLP tasks, for example, the generation of a summary given a chunk of text is formalized as answering the question "What is the summary?". Wu et al. (2019) formalized the task of coreference as a question answering task.
Description Based Text Classification
Consider a sequence of text x = {x 1 , · · · , x L } to classify, where L denotes the length of the text x. Each x is associated with a class label y ∈ Y = [1, N ], where N denotes the number of the predefined classes. It is worth noting that in the task of single-label classification, y can take only one value. While for the multi-label classification task, y can take multiple values.
We use BERT (Devlin et al., 2019) as the backbone to illustrate how the proposed method works. It is worth noting that the proposed method is a general one and can be easily extended to other model bases with minor adjustments. Under the formalization of the description-based text classification, each class y is associated with a unique natural language description q y = {q y1 , · · · , q yL }. The description encodes prior information about the label and facilitates the process of classification.
For an N-class multi-class classification task, empirically, one can train N binary classifiers or an N-class classifier, as will be separately described below.
N binary classifiers For the strategy of training N binary classifers, we iterate over all q y to decide whether the label y should be assigned to a given instance x. More concretely, we first concatenate the text x and with the description q y , resulting in {[CLS]; q y ; [SEP]; x}, where [CLS] and [SEP] are special tokens. Next, the concatenated sequence is fed to transformers, from which we we obtain the contextual representations h [CLS] . Now that the representation h [CLS] has encoded interac-tions between the text and the description, another two-layer feed forward network is used to transform h [CLS] to a real value between 0 and 1 by using the sigmoid function, representing the probability of label y being assigned to the text x, as follows:
At test time, for a multi-label classification task, in which multiple labels can be assigned to an instance, the resulting label set is as follows:
and for single-label classification, the resulting label set is as follows:
One N-class classifier For the strategy of training an N-class classifier, we concatenate all descriptions with the input x, which is given as follows:
where [CLSn] 1 ≤ n ≤ N are the special place-holding tokens. The concatenated input is then fed to the transformer, from which we obtain the the contextual representations h [CLS1] , h [CLS2] , ..., h [CLSN] . The probability of assigning class n to instance x is obtained by first mapping h [CLSn] to scalars, and then outputting them to a softmax function, which is given as follows:
It is worth noting that the N-class-classifier strategy can not handle the multi-label classification case.
Description Construction
In this section, we described the three proposed strategies to construct descriptions: the template (Tem) strategy (Section 4.1), the extractive (Ext) strategy (Section 4.2) and the abstractive (Abs) strategy (Section 4.3). An example of descriptions constructed by different strategies is shown in Figure 1 .
The Template Strategy
As previous works (Li et al., 2019b,a; Levy et al., 2017) did, the most straightforward way to construct label descriptions is to use handcrafted templates. Templates can come from various sources, such as Wikipedia definitions, or human annotators. Examples are shown in Table 1 . More comprehensive template descriptions are listed in the supplementary material.
Extractive Model
Generating descriptions using templates is suboptimal since (1) it is labor-intensive to ask humans to write down templates for different classes, especially when the number of classes is large; and (2) inappropriately constructed templates will actually lead to inferior performances, as demonstrated in Li et al. (2019a) . The model should have the ability to learn to generate the most appropriate descriptions regarding each class conditioning on the current text to classify, and the appropriateness of the generated descriptions should directly correlate with the final classification performance. To this end, we describe two ways to generate descriptions, the extractive strategy, as will be detailed in this subsection, and the abstractive strategy, which will be detailed in the next subsection.
For the extractive strategy, for each input x = {x 1 , · · · , x T }, the extractive model generates a description q yx for each class label y, where q yx is a substring of x. As can be seen, for different inputs, the descriptions for the same class can be different. For the golden class label y with respect to an input x, there should be a substring of x relevant to y, and this substring will be chosen as the description for y. But for other classes, there might not be corresponding substrings in x that can be used as descriptions. To deal with this issue, we append N dummy tokens to x, providing the model the flexibility of handling the case where this is no corresponding substring within x to a class label. If the extractive model picks a dummy token as the description, the model actually degenerates into a model similar to Wang et al. (2018b) , where the the word vectors for dummy tokens can be thought as the label embeddings.
To back-propagate the signal indicating which span contributes how much to the classification performance, we turn to reinforcement learning, Text X sure sounds like they got a ringer. the 325is i drove was definitely faster than that. if you want to quote numbers, my AW AutoFile shows 0-60 in 7.4, 1/4 mile in 15.9. it quotes Car and Driver's figures of 6.9 and 15.3. … i don't know how the addition of variable valve timing for 1993 affects it. but don't take my word for it. go drive it.
Template Description A car (or automobile) is a wheeled motor ... transport people rather than goods.
Abstractive Description the car I drive is fast
Extractive Description the 325is i drove was definitely faster than that Figure 1 : An example of descriptions constructed via different strategies. Text is from the 20news dataset.
Label Description
COMP.SYS.MAC.HARDWARE
The Macintosh is a family of personal computers designed ... since January 1984.
REC.AUTOS
A car (or automobile) is a wheeled motor ... transport people rather than goods.
TALK.POLITICS.MISC
Politics is a set of activities ... making decisions that apply to groups of members. an approach that encourages the model to act toward higher rewards, to select the span. A typical reinforcement learning algorithm consists of three components: the action a, the policy π and the reward R.
Action and Policy For each class label y, the action is to pick a text span {x is , · · · , x ie } from x to represent q yx . Since a span is a sequence of continuous tokens in the text, we only need to select the starting index i s and the ending index i e , denoted by a is,ie .
For each class label y, the policy π defines the probability of selecting the starting index i s and the ending index i e . Following previous work (Chen et al., 2017b; Devlin et al., 2019) , each token x k within x is mapped to a representation h k using BERT, and the probability of x i being the starting index and the ending index of q yx are given as follows:
where W ys and W ye are 1 × K dimensional vectors to map h t to a scalar. Each class y has a classspecific W ys and W ye . The probability of a text span with the starting index being i s and ending index i e being the description for class y , denoted by P span (y, a is,ie ), is given as follows:
Reward Given x and a description q yx , the classification model in Section 3 will output the probability of assigning the correct label to x, which will be used as the reward to update both the classification model and the extractive model. Specifically, for multi-class classification, all q yx are concatenated with x, and the reward is given as follows
where n is the gold label for x.
For N-binary-classification model, each q yx is separately concatenated with x, and the reward is given as follows:
whereŷ is the golden binary label.
REINFORCE To find the optimal policy, we use the REINFORCE algorithm (Williams, 1992), a kind of policy gradient method which maximizes the expected reward E π [R(x, q y )]. For each generated description q yx and the corresponding x, we define its loss as follows:
REINFORCE approximates the expectation in Eq. 9 with sampled descriptions from the policy distribution. The gradient to update parameters is given as follows:
(10) where b denotes the baseline value, which is set to the average of all previous rewards. The reward is then used to jointly optimize the classification model and the description extraction model.
Abstractive Model
An alternative generation strategy is to generate descriptions using generation models. The generation model uses the sequence-to-sequence structure (Sutskever et al., 2014; Vaswani et al., 2017) as a backbone. It takes x as an input, and generate different descriptions q yx for different x.
Action and Policy For each class label y, the action is to generate the description q yx = {q 1 , · · · , q L }, defined by p θ . Different from the extractive strategy with policy P span , which defines the probability of selecting a text span, the policy P SEQ2SEQ defines the probability of generating the entire string of the description given x, which is equivalent to generating each token within the description, and is as follows:
where q <i denotes all the already generated tokens. P SEQ2SEQ (q y |x) for different class y share the structures and parameters, with the only difference being that a class-specific embedding h y is appended to each source and target token.
Reward The RL reward and the training loss for the abstractive strategy are similar to those for the extractive strategy, as in Eq. 7 and in Eq. 9. A widely recognized challenge for training language models using RL is the high variance, since the action space is large (Ranzato et al., 2015; Yu et al., 2017; Li et al., 2017) . To deal with this issue, we use the REGS -Reward for Every Generation Step proposed by Li et al. (2017) . Unlike standard RE-INFORCE training, in which the same reward is used to update the probability of all tokens within the description, REGS trains a a discriminator that is able to assign rewards to partially decoded sequences. The gradient is given by:
(12) Here R(q <i ) denotes the reward given the partially decoded sequence q <i as the description, and b(q <i ) denotes the baseline. The policy P SEQ2SEQ is initialized using a pretrained encoder-decoder with input being x and output being template descriptions defined in Section 4.1, and the classification model is initialized using the pretrained model when templates are used as descriptions, i.e., the model described in Section 4.1. Then the description generation model and the classification model are jointly trained based on the reward.
For all strategies parameters are updated by the Adam optimizer (Kingma and Ba, 2014) with initial learning rate 1 × 10 −5 .
Experiments
Benchmarks
We use the following widely used benchmarks to test the proposed model:
• Single-label Classification: The task of single-label classification is to assign a single class label to the text to classify. We use the following widely used benchmarks: (1) AGNews: • Multi-label Classification: The goal of multi-label classification is to assign multiple class labels to a single text. We use (1) Reuters 2 : A multi-label benchmark dataset for document classification. It has 90 classes and each document can belong to many classes. There are 7769 training documents and 3019 testing documents; and (2) AAPD: The arXiv Academic Paper dataset (Yang et al., 2018) . It is a multi-label benchmark. It contains the abstract and the corresponding subjects of 55,840 papers in the computer science. An academic paper may 2 https://martin-thoma.com/nlp-reuters/ have multiple subjects and there are 54 subjects in total. We use the splits provided by Yang et al. (2018) .
• Multi-aspect Sentiment Analysis: The goal of the task is to test a model's ability to identify entangled sentiments for different aspects of a review. Each review might contain diverse sentiments towards different aspects. Widely used datasets include (1) the BeerAdvocate review dataset (McAuley et al., 2012) . The reviews are multiaspect -each of which contains an overall rating and rating for one or more than one particular aspect(s) of a beer, including appearance, smell (aroma) and palate . Lei et al. (2016) processed the dataset by picking less correlated examples, leading to a de-correlated subset for each aspect, each containing about 80k to 90k reviews with 10k used as test set. There are three classes, positive, negative and neutral ; (2) the hotel TripAdvisor review (Li et al., 2016) , which contains 870,000 reviews with rating on four aspects, i.e., service, cleanliness, location and rooms. For each given aspect, 50,000 reviews (40k for training and 10k for testing) were selected. for which the score of this aspect deviates the most from the mean of the other aspects. Similar to the BeerAdvocate dataset, there are three classes, Table 3 : Test results on the Reuters and AAPD datasets for multi-label classification.
Model
Reuters AAPD
LSTMs (Zhang et al., 2015) 83.2 66.5 Hi-Attention (Yang et al., 2016) 86.1 69.7 Label-Emb (Wang et al., 2018b) 86 positive, negative and neutral.
Baselines
We implement the following widely-used models as baselines. Hyper-parameters for baselines are tuned on the development sets to enforce apple-toapple comparison. In addition, we also copy results of models from relevant papers.
• LSTM: The vanilla LSTM model (Zhang et al., 2015) , which first maps the text sequence to a vector using LSTMs (Hochreiter and Schmidhuber, 1997). For single-label datasets, the obtained document embeddings are output to the softmax layer. For multi-label datasets, we follow Adhikari et al. (2019a), in which each label is associated with a binary sigmoid function, and then the document embedding is fed to output the class label.
• Hierarchical Attention (Yang et al., 2016) : The hierarchical attention model which uses word-level attention to obtain sentence embeddings and uses sentence-level attention to obtain document embeddings. We follow the strategy adopted in the LSTM model to han-dle multi-label tasks.
• Label Embedding : Model proposed by Wang et al. (2018b) that jointly learns the label embeddings and document embeddings.
• BERT-large: We use the BERT-large model (Devlin et al., 2018) as the strong baseline. We follow the standard classification setup in BERT, in which the embedding of [CLS] is fed to a softmax layer to output the probability of a class being assigned to an instance. We follow the strategy adopted in the LSTM model to handle multi-label tasks. Table 2 presents the results for single-label classification tasks. The three proposed strategies consistently outperform the BERT-large baseline. Specifically, the template-based strategy outperforms BERT-large by i.e., +1.1 on AGNews, +1.6 on 20news, +0.1 on DBPedia, +1.2 on Yahoo, +0.3 on YelpP and +0.4 on IMDB. The extractive and abstractive strategies consistently outperform the template-based strategy, which is because of their ability to automatically learn the proper descriptions. The extractive strategy performs better than the abstractive strategy on the AGNews and IMDB, but worse on the others. Table 3 shows the results on the two multilabel classification datasets -Reuters and AAPD. Again, we observe performance gains over the BERT-large baseline on both datasets in terms of F1 score. 
Results and Discussion
Ablation Studies and Analysis
In this section, we perform comprehensive ablation studies for better understand the model's behaviors. More examples of human-crafted descriptions and descriptions learned from reinforcement learning will be shown in the supplementary material.
Impact of Human Generated Templates
How to construct queries has a significant influence on the final results. In this subsection, we use the 20newsgroup dataset for illustration. We explore different ways to construct queries and their influences, including:
• Label Index: the description is the index of a class, i.e. "one", "two", "three".
• Keyword: the description is the keyword extension of each category, e.g., comp.graphics → "computer graphics", rec.sport.baseball → "sport baseball", talk.religion.misc → "religion".
• Keyword Expansion: we use Wordnet to retrieve the synonyms of keywords and the description is their concatenation.
• Wikipedia: definition drawn from Wikipedia. Results are shown in Table 5 . As can be seen, the performance is sensitive to the way that descriptions are constructed. The performance for label index is very close to that of the BERT baseline. This is because label indexes do not carry any semantic knowledge about classes. One can think of the representations for label indexes similar to the vectors for different classes in the softmax layer, making the two models theoretically the same. Wikipedia outperforms Keyword since descriptions from Wikipedia carry more comprehensive semantic information for each class.
Impact on Examples with Different Lengths
It is interesting to see how differently the description based models affect examples with different lengths. We use the IMDB dataset to show illustrations. Since the model trained on the full set already has super low error rate (around 4-5%), we worry about the noise in comparison. We thus train different models on 20% of the training set, and test them on the test sets split into different buckets by text length.
Results are shown in Figure 2a . As can be seen, the superiority of description based models over vanilla ones is more obvious on long texts. This is in line with our expectation: we can treat the descriptions as a hard version of attentions, forcing the model to look at the most relevant parts. For longer texts, where grain is mixed with larger amount of chaff, this mechanism will immediately introduce performance boosts. But for short texts, which is relatively easier for classification, both models can easily detect the relevant part and correctly classify it, making the gap smaller.
Impact of the Size of Training Data
Since the description encodes prior semantic knowledge about categories, we expect that description based methods work better with less training data. We trained different models on different proportions of the Yahoo Answer dataset, and test them on the original test set. From Figure 2b , we can see that the gap between the BERT baseline and the description-based models is significantly larger with 20% of training data (56.2 vs 62.4) and the gap is gradually narrowed down with increasing amount of training data. the description based methods, the template model converges faster than the BERT baseline. This is because templates encode prior knowledge about the category. Instead of having the model to learn to attend to the relevant texts, template-based methods force the model to pay attention to the relevant part. The abstractive method converges slower than both the template-based method and the BERT baseline. This is because it has to learn to generate the relevant description using reinforcement learning. Since the REINFORCE method is known for large variance, the model is slow to converge.
Convergence Speed
Conclusion
We present a description based text classification method that generates class-specific descriptions to enhance the process of model predictions by the concatenation of the description and the text as an explicit guidance of what to classify, which mitigates the issue of "meaningless labels". We develop three strategies to construct descriptions, i.e., the template-based strategy, the extractive strategy and the abstractive strategy, and reinforcement learning is applied for training. The proposed framework achieves significant performance boost on a wide range of classification benchmarks.
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Ashutosh
Adhikari • rec.sport.baseball: Baseball is a bat-and-ball game played between two opposing teams who take turns bat-ting and fielding. The game proceeds when a player on the fielding team, called the pitcher, throws a ball which a player on the batting team tries to hit with a bat. The objective of the offensive team (batting team) is to hit the ball into the field of play, allowing its players to run the bases, having them advance counter-clockwise around four bases to score what are calledruns¨. The objective of the defensive team (fielding team) is to prevent batters from becoming runners, and to prevent runners advance around the bases. A run is scored when a runner legally advances around the bases in order and touches home plate (the place where the player started as a batter). The team that scores the most runs by the end of the game is the winner.
• rec.sport.hockey: Hockey is a sport in which two teams play against each other by trying to manoeuvre a ball or a puck into the opponents goal using a hockey stick. There are many types of hockey such as bandy, field hockey, ice hockey and rink hockey.
• talk.politics.misc: Politics is a set of activities associated with the governance of a country, state or an area. It involves making decisions that apply to groups of members.
• talk.politics.guns: A gun is a ranged weapon typically designed to pneumatically discharge solid projectiles but can also be liquid (as in water guns/cannons and projected water disruptors) or even charged particles (as in a plasma gun) and may be free-flying (as with bullets and artillery shells) or tethered (as with Taser guns, spearguns and harpoon guns).
• talk.politics.mideast: The Middle East is a transcontinental region which includes Western Asia (although generally excluding the Caucasus), and all of Turkey (including its European part) and Egypt (which is mostly in North Africa). The term has come into wider usage as a replacement of the term Near East (as opposed to the Far East) beginning in the early 20th century. The broader concept of the Greater Middle East (or Middle East and North Africa) also adds the Maghreb, Sudan, Djibouti, Somalia, Afghanistan, Pakistan, and sometimes even Central Asia and Transcaucasia into the region. The term Middle East has led to some confusion over its changing definitions.
• sci.crypt: In cryptography, encryption is the process of encoding a message or information in such a way that only authorized parties can access it and those who are not authorized cannot. Encryption does not itself prevent interference, but denies the intelligible content to a would-be interceptor. In an encryption scheme, the intended information or message, referred to as plaintext, is encrypted using an encryption algorithm cipher generating ciphertext that can be read only if decrypted. For technical reasons, an encryption scheme usually uses a pseudo-random encryption key generated by an algorithm. It is in principle possible to decrypt the message without possessing the key, but, for a well-designed encryption scheme, considerable computational resources and skills are required. An authorized recipient can easily decrypt the message with the key provided by the originator to recipients but not to unauthorized users.
• sci.electronics: Electronics comprises the physics, engineering, technology and applications that deal with the emission, flow and control of electrons in vacuum and matter.
• sci.med: Medicine is the science and practice of establishing the diagnosis, prognosis, treatment, and prevention of disease. Medicine encompasses a variety of health care practices evolved to maintain and restore health by the prevention and treatment of illness. Contemporary medicine applies biomedical sciences, biomedical research, genetics, and medical technology to diagnose, treat, and prevent injury and disease, typically through pharmaceuticals or surgery, but also through therapies as diverse as psychotherapy, external splints and traction, medical devices, biologics, and ionizing radiation, amongst others.
• sci.space: Outer space, or simply space, is the expanse that exists beyond the Earth and between celestial bodies. Outer space is not completely empty it is a hard vacuum containing a low density of particles, predominantly a plasma of hydrogen and helium, as well as electromagnetic radiation, magnetic fields, neutrinos, dust, and cosmic rays.
• talk.religion.misc: Religion is a social-cultural system of designated behaviors and practices, morals, worldviews, texts, sanctified places, prophecies, ethics, or organizations, that relates humanity to supernatural, transcendental, or spiritual elements. However, there is no scholarly consensus over what precisely constitutes a religion.
• alt.atheism: A theism is, in the broadest sense, an absence of belief in the existence of deities. Less broadly, atheism is a rejection of the belief that any deities exist.
• soc.religion.christian: Christians are people who follow or adhere to Christianity, a monotheistic Abrahamic religion based on the life and teachings of Jesus Christ. The words Christ and Christian derive from the Koine Greek title Christ, a translation of the Biblical Hebrew term mashiach.
