Abstract-Moving target defense (MTD) techniques that enable a system to randomize its configuration to thwart prospective attacks are an effective security solution for tomorrow's wireless networks. However, there is a lack of analytical techniques that enable one to quantify the benefits and tradeoffs of MTDs. In this paper, a novel approach for implementing MTD techniques that can be used to randomize cryptographic techniques and keys in wireless networks is proposed. In particular, the problem is formulated as a stochastic game in which a base station (BS), acting as a defender seeks to strategically change its cryptographic techniques and keys in an effort to deter an attacker that is trying to eavesdrop on the data. The game is shown to exhibit a single-controller property in which only one player, the defender, controls the state of the game. For this game, the existence and properties of the Nash equilibrium are studied, in the presence of a defense cost for using MTD. Then, a practical algorithm for deriving the equilibrium MTD strategies is derived. Simulation results show that the proposed game-theoretic MTD framework can significantly improve the overall utility of the defender, while enabling effective randomization over cryptographic techniques.
I. INTRODUCTION
The emergence of reconfigurable wireless networks based on software defined networking and software defined radio concepts is expected to revolutionize the future of wireless communications. However, such reconfigurable systems are susceptible to many security threats that range from jamming to eavesdropping and node forgery. One effective way to thwart attacks on reconfigurable environments is via the use of moving target defense (MTD) techniques [1] . MTDs are built on the premise of continuously randomizing the network's configuration (e.g., cryptographic keys, network parameters, IP addresses) so as to increase the uncertainty and cost of attack on the adversary. The effective deployment of MTDs requires meeting several challenges that range from optimizing the randomization to analyzing the costs and benefits of MTDs [2] - [10] .
A number of research works have recently attempted to address some of these challenges [1] - [4] . First, in [1] , , the authors focus on the five dominant domains in which MTD techniques could be applied against cyber attacks in critical systems. In this work, defined these domains to be networks, platforms, runtime environments, software, and data. They studied the weakness and advantages of using MTD in these domains. In [2] , the authors proposed a three-layer model to evaluate the effectiveness of MTDs in software. These layers capture low-level contexts in separate programs, model damage propagation between different programs, and provide a user interface to expresses evaluation results. The work in [3] considers an MTD to be a subclass of system agility. In this work, system agility is defined as any reasoned modification to a system or environment in response to a functional, performance, or security need. In [4] , the authors propose a foundation for defining the theory of MTD. They defined key problems and hypothesis related to MTD such as the way to select the next valid configuration of the system, configuration space, and the timing problem.
The use of MTD in resource-constrained distributed devices, e.g., wireless sensor networks was studied in [5] . The authors proposed two different reconfigurations at different architectural layers. The first is applied at what they defined as a security layer by using a number of cryptographic techniques and each node in the network can choose its encryption method for each packet by adding a special identifier in the packet header. The second reconfiguration is to be applied at the physical layer by changing the node's firmware. In [6] , the authors use MTD to defend against selective jamming attacks. This work studies the problem of isolating a subset of the network by jamming the signals sent from this sub-network. The work in [6] also provides practical MTD solutions such as address flipping and random address assignment. The use of software defined networking in applying MTD was discussed in [7] . The authors defined a technique to MTD by assigning virtual IPs to hosts in the network beside their reals IPs. Software-defined networking was used to manage the IP translation. However, these works are mostly qualitative or experiment based and, as such, they do not address specific MTD problem formulations.
More recently, game-theoretic methods have recently attracted attention as a suitable tool for implementing MTDs [8] - [10] . In [9] , the authors develop a zero-sum stochastic game model to a feedback-driven multi-stage MTD. A feedback learning framework was used to implement MTD based on real-time data and observations made by the system. The purpose of the learning algorithm for the defender is to monitor its current state and update its randomized strategy based on its observation. In this model, the attacker launches a multi-stage attack and the defender responses at each layer. In [10] , the authors analyze a system in which the defender has a number of different platforms to run a critical application and the attacker has a set of attacks that are applicable against some of these platforms. The authors proposed two types of attackers, static and adaptive, and gave attack model to both of them. The authors in [3] , also suggested that MTD games should be modeled as tunable hierarchical games. The output of a game at one level should determine the level of risk associated with a game at a different level.
A recent collection of publications for applying game theory in MTD [8] does not provide clear approaches to concretely reach equilibrium strategies. Moreover, the works in [9] and [10] abstract many of the details of the network considered, and, thus, they cannot directly apply to practical systems. Moreover, the work in [9] assumes the presence of a highly intelligent layered attacker which may not be true in practice.
The main contribution of this paper is to develop a novel game-theoretic model for MTD that can be applied to securing a wireless network. In particular, we consider a wireless system in which a base station (BS) seeks to implement an MTD-based cryptographic approach in which it randomizes over various cryptographic keys and techniques so as to evade an eavesdropper that is trying to decrypt the messages. We formulate the problem as a single-controller non-zero-sum stochastic game in which the BS uses a number of cryptography techniques along with a number of keys for each technique. The BS can implement MTD by randomizing over various actions that include choosing an encryption method defined by specific encryption technique and key combination. We also consider a defense cost for applying MTD that depends on the number of consecutive changes in the system. Since our model deals with resource-constrained systems, the encryption techniques should not be highly resource consuming. Therefore, we develop an approach that attempts to avoid the use of encryption techniques with long encryption keys in order to decrease the power consumption. While shortkey encryption techniques are more vulnerable against attacks, MTD will allow the BS to switch between encryption techniques and so it is unlikely that the attacker will be able to reveal the key before it is changed. For this game, it is shown that a Nash equilibrium always exists. To find this equilibrium, we propose an algorithm based on bimatrix game equilibrium defined for all possible pure stationary strategies of the original game. Simulation results show that the proposed approach will yield a higher defender's utility when compared with other schemes that randomly pick the strategies.
The rest of the paper is organized as follows. Section II provides the system model, assumptions, and defines the defender's and attacker's utilities. In Section III, the stochastic game is formulated and the steps of calculating equilibrium points are shown, and also a way to define cost function in MTD. Simulation results are discussed in Section IV. Finally, conclusions are drawn in Section V.
II. SYSTEM MODEL AND PROBLEM FORMULATION
Consider a wireless sensor network that consists of a BS and a number of wireless nodes. The network is deployed for sensing and collecting data about some phenomena in a given geographic area. Sensors will collect data and use multi-hop transmissions to forward this data to a central receiver or BS. The multiple access follows a slotted Aloha protocol. Time is divided into slots and the time slot size equals the time required to process and send one packet. Sensor nodes are synchronized with respect to time slots. We assume that nodes are continuously working and so every time slot there will be data that must be sent to the BS.
All packets sent over the network are assumed to be decrypted using a given encryption technique and a previously shared secret key. All the nodes in the system are pre-programmed with a number of encryption techniques along with a number of encryption keys per technique, as what is typically done in sensor networks [5] . The BS chooses a specific encryption technique and key by sending a specific control signal over the network including the combination it wants to use. We note that the encryption technique and key sizes should be carefully selected in order not to consume a significant amount of energy when encrypting or decrypting packets. Increasing the key size will increase the amount of consumed energy particularly during the decryption [11] . Since the BS is mostly receiving data, it spends more time decrypting packets rather than encrypting them and, thus, it will be highly affected by key size selection.
In our model, an eavesdropper is located in the communication field of the BS and it can listen to packets sent or received by the BS. As packets are encrypted, the attacker will seek to decrypt the packets it receives in order to get information. The attacker knows the encryption techniques used in the network and so it can try every possible key on the received packets until getting useful information. This technique is known as brute-force attack.
The idea of using multiple encryption techniques was introduced in [5] . However, in this work, each node individually selects one of these technique to encrypt transmitted packets. The receiving node can know the used technique by a specific field in the packet header. Large encryption keys were used which require a significant amount of power to be decrypted. Nonetheless, these large keys are highly unlikely to be revealed using a brute-force attack in a reasonable time. Here, we propose to use small encryption keys to save energy and, in conjunction with that, we enable the BS to change the encryption method in a way that reduces the chance that the encryption key is revealed by the attacker. This is the main idea behind MTD. In MTD techniques, the defender aims to change the attack surface [12] which represents the points that could be attacked. In this model, the encryption key represents the attack surface, and by changing the encryption method, the BS will make it harder for the eavesdropper to reveal the key and get the information from the system. Naturally, the goals of the eavesdropper and the BS are not aligned. On the one hand, the BS wants to protect the data sent over the network by changing encryption method. On the other hand, the attacker wants to reveal the used key in order to get information. To understand the interactions between the defender and the attacker, one can use game theory to study their behavior in this MTD scenario. The problem is modeled as a game in which the attacker and the defender are the players. As the encryption method should be changed over time and depending on the attacker's actions, we must use a dynamic game.
Thus, we formulate a stochastic game Ξ described by the tuple N , S, A, P, U, β where N is the set of the two players: the defender p 1 , the BS, and the attacker p 2 , the eavesdropper. S is the set of game states and A is the set of actions defined for each player at every state. P is the set of transition probabilities between states. U is the set of utilities each player will get for a given combination of actions and state. Finally, 0 < β < 1 is a discount factor. The defender can choose to use one of the N available encryption techniques or to use the current encryption technique with one of the M available encryption keys predefined for this technique. Each game state is well defined by the current encryption technique and key combination. Therefore, there will be K = N · M states, i.e., S = {s 1 , s 2 , . . . , s K }. In each state s ∈ S, each player has a set of actions A i . Let
K } be the defender's actions which represent the choice of a specific technique and key combination among the available K combinations. Let A 2 = {a 2 1 , . . . , a 2 N } be the action set of the attacker which represents the set of techniques that the attacker is trying to decrypt.
In each state s ∈ S and for each action pair in A 1 × A 2 , there is an outcome (payoff) for each player. This outcome depends on the current state and actions taken by both players in this state. This outcome is defined by player-specific utility functions in U. For given actions a 1 ∈ A 1 and a 2 ∈ A 2 , the defender's utility at state s i is given by:
where R 1 is the reward gained from protecting a packet. This reward depends on the attacker's action as the defender will obtain a higher reward if the eavesdropper is attacking another encryption technique. P 1 is the power used to decrypt a packet and it depends on the technique (state). T 1 is the transition reward that the defender will gain from applying MTD and choosing a key-technique combination. This reward depends on the current system state, the defender's action taken at this state (which determines the next state), and attacker's action.
Similarly, the attacker's utility at state s i for given actions a 1 ∈ A 1 and a 2 ∈ A 2 will be given by:
where R 2 is the attacker's reward from examining the encryption keys for a given technique. Here, if the attacker can examine more keys, it will get closer to revealing the actual key. This reward depends on the attacker's action, current encryption technique (state), and defender's action. P 2 is the power used to decrypt a packet that depends also on the current technique.
Based on these rewards, the game is non-zero sum. Thus means, every player will try to maximize its reward and the sum of rewards is not zero. This stochastic game also exhibits an interesting property pertaining to the fact that the transition probabilities in P depend only on the actions of the defender. Moreover, when the defender selects an action at one state, the game moves to another state defined by the encryption technique and key combinations with a probability p = 1. This type of stochastic games is known as single-controller stochastic games [13] .
This type of games is most suitable for MTD problems in which the defender aims at randomizing system parameters, as the goal of MTD is to change system parameters in order to harden the attacker's mission. The defender should take actions to change these parameters within a reasonable time. Singlecontroller stochastic games satisfy this property by allowing the defender to control the actions thus changing the game state which maps to changing system parameters in MTD.
III. PROPOSED MTD GAME SOLUTION

A. Equilibrium Strategy Determination
The studied game is a finite stochastic games since the number of states and the number of actions per state are finite. Stochastic games are dynamic in the sense that the game moves between states each time step. In stochastic games we are interested in the accumulated (total) utilities of the players over time. Discounted utilities over time are typically used by summing the current utility and all the expected future utilities multiplied by a discount factor. In such cases, players are interested more in current payoffs than future ones. Each player seeks to take actions that maximize its utility given the other player's actions. When no player can improve its utility by solely changing its actions, the game is said to be at equilibrium.
For discounted stochastic games, the existence of Nash equilibrium points in stationary strategies was proven [14] . Stationary strategies are those strategies in which the actions taken at each state depend on this state only. If at each state, the player selects a specific action with probability p = 1 then this called pure stationary strategy. If the player chooses between actions with some probabilities then it is called a mixed stationary strategy.
In [15] , the authors propose a scheme that can find a Nash equilibrium point for discounted non-zero sum single-controller stochastic games. The key idea is to form a bimatrix game (one matrix for each player). The rows and columns of each matrix represent pure stationary strategies for each player. The elements of these matrices represent the accumulated discounted utilities over all states (recursion) for every strategies pair. Then, any mixed strategy Nash equilibrium of this bimatrix game can be used to get a Nash equilibrium of the stochastic game.
Since the defender is the controller which selects actions to move the game to a specific state, time steps of the stochastic game are controlled by the defender. Assuming that the attacker has enough power, it can complete the brute-force attack in time t i for i = 1, 2, . . . , N for each one of the encryption techniques. Then, the defender should choose the time step t to take the next action as follows:
By doing this, the defender can make sure that it takes a timely action before the attacker succeeds in revealing one of the keys. The accumulated utility of player i at state s will be:
where f and g are the strategies adopted by the defender and attacker, respectively. The strategy specifies a vector of actions to be chosen at each of the states, e.g., f = [f (s 1 ), . . . , f (s K )] for all the K states. Actions f (s t ) and g(s t ) are the actions chosen at s t , which is the state of the game at time t, according to strategies f , g. State s t ∈ S is determined by the defender's action at time t − 1. The game is assumed to start at a specific state s = s 1 . Note that the utility in (4) is always bounded at infinity due to the fact that 0 < β < 1. When designing the bimatrix, the defender needs to calculate the accumulated utility when choosing each pure strategy against all of the attacker's pure strategies. The defender, as a controller, can know the next state resulting from its actions, and, thus, it sums the utilities in all states using the discount factor β. Let X be the defender's accumulated utility matrix for all defender's pure strategies' permutations and all attacker's pure strategies' permutations. We let
the matrix of all attacker's pure strategies' permutation. Then each element X i,j of X will be given by:
where i = 1, · · · , K K and j = 1, · · · , N K . The attacker can only calculate its payoffs at time t = 1, as the attacker cannot know in advance the actions taken at each state and hence the reward it will get in future. Similarly, let Y be the attacker's accumulated utility matrix, then each element Y i,j of Y will:
where i and j are the same as the defender's case, and Φ 2 (F i· , G j· , s) is only evaluated at time t = 1. The solution of the bimatrix could be obtained by algorithms such as Lemke-Howson [16] , which is proven to always terminate at a solution and hence finds a mixed Nash equilibrium of the bimatrix game. This solution is then used as in [15] to find the equilibrium of the stochastic game. Let (x * , y * ) be any mixed strategy Nash equilibrium point for the bimatrix game (X, Y ). Each (x * , y * ) is a vector of probabilities with which each player can choose each strategy in all the strategies permutations.
As each strategy represents the set of actions per all states, the equilibrium point to the stochastic game, i.e, the probability of choosing each strategy, can be calculated as:
where x * l ∈ x * and y * l ∈ y * are the elements of x * , y * that represent strategies' probabilities. Each element E * i,j of E * and H * i,j of H * is the probability of taking action i in state j for the defender and the attacker, respectively. The summations in (7) give the probabilities of one action i which satisfies the condition. This is repeated for all values of i to get a column which is all actions' probabilities in one state. Different values of j give the rest of the states. E * is a K · K matrix that gives the probability of each of the defender's K actions in each of the K states. Similarly, H * is an N · K matrix that gives the probability of each of the attacker's N actions in each of the K states. These matrices are the equilibrium strategies for both players.
These probabilities specify the behavior of the game. The defender in each state will choose an action (selecting an encryption method) with some probability and so the game will move to another state (encryption method). Then, again in the new state, the defender chooses a new action and so on. Using this process, the defender will keep moving between encryption methods which effectively implements a highly randomized MTD.
Finally, the value (expected utility) of each player at equilibrium can be computed by applying the equilibrium strategies and finding the accumulated payoffs of both players. These expected utilities are calculated by following all the possible transitions due to defender's actions in each state. Let v * i (s) be player's i value at state s:
As the players get these values at equilibrium, both players will not have an incentive to deviate from these equilibrium strategies. The player who deviates will get a lower value when the other player uses its equilibrium strategy. This can be expressed as:
for anyÊ andĤ other than the equilibrium strategies.
B. Moving Target Defense Cost
In previous sections, the defender's utility included a reward from applying MTD which corresponds to the gain from randomizing system parameters. However, applying MTD may incur associated costs for the defender. Examples include the cost of reconfiguring the system and changing parameters. In our decryption model, the BS might not be able to change the encryption method unless it ensures that all nodes are informed by the change, which requires some propagation time. Changing the method before this time can lead to a conflict in the used method between various nodes around the BS (e.g., nearby and far away nodes).
We model this cost as a function of the number of consecutive encryption method changes in the past time steps. Let the number of consecutive method changes during the past time steps be n and the cost value be q. The cost function will be C(q, n) and it is an increasing function in the number of consecutive changes n. The defender's utility can then be written as:
Clearly, n will be zero at the first time step. The effect of this cost can appear in the accumulated utility in (4) which will affect the matrix X in (5) and the defender's equilibrium values in (8) .
We propose two different functions to express the cost. The first cost function can be expressed as C(q, n) = q · n. We need to make sure that the game will remain finite after adding this cost function so that the same solution can be applied. As the cost affects the utility, we can state the following lemma: Lemma 1. The accumulated defender's utility will remain bounded after adding a cost function in the form C(q, n) = q · n and, thus, the game will still admit an equilibrium point.
Proof: We prove this lemma by rewriting the defender's accumulated utility:
by noticing that the maximum for n is t − 1 and taking the limit as t reaches ∞ we get
A second form for the cost function is C(q, n) = q · ln(n + 1). We choose such a logarithmic function to reduce the effect of cost propagation. Note, Logarithmic function has a smaller rate of growth compared to the linear function in the first case. We need to ensure that the game will remain finite by adding this cost function, so we state the following lemma:
Lemma 2. The accumulated defender's utility will remain bounded after adding the cost function C(q, n) = q · ln(n + 1) and, thus, the game will still admit an equilibrium point.
Proof: We prove this lemma in a manner analogous to Lemma 1 where the limit will be zero also.
In general, any function could be used to represent the propagation cost when its limit is bounded at infinity.
IV. SIMULATION RESULTS AND ANALYSIS
For our simulations, we choose a system that uses 2 encryption techniques with 2 different keys per technique. Thus, the number of system states are 4 and the defender has 4 actions in each state. For the bimatrix, the attacker has 2 4 = 16 different strategy permutations and the defender has 4 4 = 256 different strategy permutations. The power values are set to 1 and 3 to pertain to the ratio between the power consumption in the two different encryption techniques. These values are the same for both players. We set R 1 and R 2 to be 10 and 5 depending on the opponent's actions. We choose these values to be higher than the power values in order for the utilities to be positive. The transition reward is set to 5 and 10 for switching to another state defined by another key or another technique, respectively. First, we run simulations when there is no transition cost, q = 0. The equilibrium strategies for both the attacker and defender are shown in Table I . Note that actions a 1 , a 2 represent the selection of two keys for the same encryption technique and actions a 3 , a 4 represent two keys for another technique. Table 1 shows the probabilities over all actions for each player. These probabilities show how players should select actions in every state. For the defender, if it starts in state s 3 then it should move to state s 1 with the highest probability and move to state s 2 with a very similar probability. This is because the defender will change the technique and so gets a higher transition reward. We can see that the probability of moving to the same state is always very low and can reach 0 as in state s 1 . The probability of moving to a state that has a similar encryption key is always less than that of moving to a state with different technique as the transition reward will be lower. For the attacker, the probability of attacking the same technique that is used in the current state is always higher than attacking any other technique.
In Fig. 1 , we show the effect of the discount factor on the defender's utility at equilibrium in every state. First, we can see that all utility values at all states increase as the discount factor increases. This is due to the fact that increasing the discount factor will make the defender care more about future rewards Percentage increase in the defender's expected utility when using the equilibrium strategy and when using equal probabilities over actions. This is shown in each state as function of the discount factor β.
thus choosing the actions that will increase these future rewards. Fig. 1 also shows that the defender's values at states 1 and 2 are higher than at states 3 and 4. This because states 1 and 2 adopt the first encryption technique which uses less power than the encryption technique used in states 3 and 4. The difference mainly arises in the first state before switching to other states and applying the discount factor. Clearly, changing the discount factor has a big effect on changing the equilibrium strategy, and, thus, the game will move between states with different probabilities resulting in a different accumulated reward.
In Fig. 2 , we study the effect of applying the proposed MTD technique against the case when the defender decides to use equal probabilities over its actions in each state, i.e., all entries equal 0.25 as there are four actions per state. Fig. 2 shows the percentage of increase in the defender's expected utility. We can see that the minimum increase is non-zero which means that the defender will not gain from deviating from equilibrium strategies. Moreover, at high discount factor values, i.e, β > 0.75, the percentage increase is higher than that at lower β values in all states. The percentage increase ranges from 5% to about 40% at β = 0.75 depending on the state, and it can reach values between 20% and above 40% at β > 0.95. This is due to the fact that, at higher β values, future state transitions have higher impact on calculating equilibrium strategies and the defender considers more state changes in the future. This makes equilibrium strategies differ more from equal probabilities. For other β values, the percentage increase depends on how different the equilibrium strategy from the equal allocation scheme.
In Fig. 3 we study the effect of changing the power on the defender's expected utility at equilibrium. We study three cases, first when the power required for technique 1 is less than the power required for technique 2, similar to the previous experiments. Then, we study the cases in which they are equal and in which technique 1 requires more power than technique 2. Here, we set β = 0.75. From Fig. 3 , we can see that, when the first technique's power is less than the second one, the defender gets higher reward at states s 1 and s 2 than at states s 3 and s 4 . This stems from the fact that, at states s 1 and s 2 , the defender begins the game using technique 1 (lower power) thus getting a higher reward. A similar result can be seen when the defender gets a higher reward at states s 3 and s 4 when the technique used in these states needs less power. When the two techniques use the same power, we can see that the defender's expected utility is almost the same for all states. Fig. 3 clearly shows the effect of first state parameters on the expected utility.
In Fig. 4 , we study the effect of adding cost to the defender's expected utility. We calculate the expected utility at different discount factor values at state s 2 . Clearly, the expected utility is higher when no cost is applied. When applying cost function C(q, n) = q · ln(n + 1), the utility is barely reduced. When applying the cost function C(q, n) = q ·n, we notice a significant decrease in the defender's expected utility. In our problem, the cost function C(q, n) = q · n will be more suitable as the other cost function does not show a significant change.
V. CONCLUSIONS
In this paper, we have studied the use of MTD in a wireless network security problem. We have formulated the problem using a non-zero sum stochastic game theory model in which the defender controls state transition. The next state is determined only by defender's actions which is suitable for MTD cases where the defender want to change system parameter's before the attacker can reveal them. This property of the game ensures that the game will always have an equilibrium point. We have provided the mathematical model for deriving an equilibrium in such games. We then provided a novel way to define cost in MTD systems that depends on the number of consecutive changes in system parameters. We have shown two different functions to define cost and have proved that the game will still have equilibrium. Simulation results have shown that this model helps the defender to get higher expected utility in all system state than the case of assigning equal probabilities over different actions.
