Abstract. Assume that G is a finite group. For every a, b ∈ N, we define a graph Γ a,b (G) whose vertices correspond to the elements of G a ∪ G b and in which two tuples (x 1 , . . . , xa) and (y 1 , . . . , y b ) are adjacent if and only if x 1 , . . . , xa, y 1 , . . . , y b = G. We study several properties of these graphs (isolated vertices, loops, connectivity, diameter of the connected components) and we investigate the relations between their properties and the group structure, with the aim of understanding which information about G are encoded by these graphs.
Introduction
The generating graph Γ(G) of a finite group G is the graph defined on the elements of G in such a way that two distinct vertices are connected by an edge if and only if they generate G. It was defined by Liebeck and Shalev in [22] , and has been further investigated by many authors: see for example [4, 5, 6, 7, 9, 20, 25, 27, 28, 31] for some of the range of questions that have been considered. Many deep structural results about finite groups can be expressed in terms of the generating graph, but of course Γ(G) encodes significant information only when G is a 2-generator group. The aim of this paper is to introduce and investigate a wider family of graphs which encode the generating property of G when G is an arbitrary finite group.
We introduce the following definition. Assume that G is a finite group and let a and b be non-negative integers. We define an undirected graph Γ a,b (G) whose vertices correspond to the elements of G a ∪ G b and in which two tuples (x 1 , . . . , x a ) and (y 1 , . . . , y b ) are adjacent if and only x 1 , . . . , x a , y 1 , . . . , y b = G. Notice that Γ 1,1 (G) is the generating graph of G, so these graphs can be viewed as a natural generalization of the generating graph.
There may be many isolated vertices in the generating graph Γ(G) of a finite group G. However in [9] it is considered the subgraph Γ * (G) of Γ(G) that is induced by all of the vertices that are not isolated and it is proved that if G is a 2-generator soluble group, then Γ * (G) is connected. This result is indeed equivalent to say that "swap conjecture" is satisfied by the 2-generator finite soluble groups.
Recall that the swap conjecture concerns the connectivity of the graph Σ d (G) in which the vertices are the ordered generating d-tuples and two vertices (x 1 , . . . , x d ) and (y 1 , . . . , y d ) are adjacent if and only if they differ only by one entry. Tennant and Turner [34] conjectured that the swap graph is connected for every group. Roman'kov [33] proved that the free metabelian group of rank 3 does not satisfy this conjecture but no counterexample is known in the class of finite groups. We prove that if the swap graph Σ a+b (G) is connected, then the graph Γ The bound diam(Γ * a,b (G)) ≤ 4 that we prove for finite soluble groups cannot be generalized to an arbitary finite group. Assume that S is a finite non-abelian simple group and, for d ≥ 2, let τ d (S) be the largest positive integer r such that S r can be generated by d elements. In Section 4 we will prove that if a and b are positive integers, then In Section 5 we investigate how one can deduce information on G from the knowledge of the graphs Γ the information to which group G these graphs correspond and the labels a, b: do not panic, a big amount of the lost information can be reconstructed! We prove that from the knowledge of Λ * (G) we may recover d(G), |G| and the labels a, b, at least when a + b > d(G). Moreover considerations on the number of edges of the graphs in Λ * (G) allows us to determine, for every t ∈ N, the number φ G (t) of the ordered generating t-tuples of G. Philip Hall [21] observed that the probability φ G (t)/|G| t of generating a given finite group G by a random t-tuple of elements is given by P G (t) = n∈N a n (G) n t where a n (G) = |G:H|=n µ G (H) and µ is the Möbius function on the subgroup lattice of G. In other words, for a given finite group G, there exists a uniquely determined Dirichlet polynomial P G (s) (where s is a complex variable) with the property that for t ∈ N the number P G (t) coincides with the probability of generating G by t randomly chosen elements. The reciprocal of P G (s) is the "probabilistic zeta function" of G, studied by N. Boston [2] , A. Mann [30] and the second author [13] . We prove that P G (s) can be determined from Λ * (G) and consequently we may also recover from Λ * (G) all the information that can be determined from P G (s). In particular we may deduce whether G is soluble or supersoluble and, for every prime power n, determine the number of maximal subgroups of G of index n. But we also prove that from Λ * (G) we may deduce whether G is nilpotent and the order of the Frattini subgroup (information that cannot be recovered from P G (s)). We also prove that all the above mentioned properties of G could be deduced taking into account only the graphs of the form Γ * 1,b (G) for b ∈ N.
The graphs Γ 1,b (G) play a central role in the last section of the paper. In [7] an equivalence relation ≡ m has been introduced, where two elements are equivalent if each can be substituted for the other in any generating set for G. This relation can be refined to a new sequence ≡ m become finer as r increases, and in [7] the authors study the value ψ(G) of r at which they stabilise to ≡ m . Indeed results about ≡ m , ≡ (r) m and ψ(G) can be reformulated and reinterpreted in terms of properties of the graphs Γ 1,b (G). A significant role in this investigation is played by the groups G with the property that (g) is not isolated in the graph Γ 1,d(G)−1 (G) for every g = 1 (generalising a terminology used for 2-generator groups, we say that G has non-zero spread if it satisfies such property). Let L be a monolithic primitive group and let A be its unique minimal normal subgroup. For each positive integer k, let L k be the k-fold direct product of L. The crown-based power of L of size k is the subgroup L k of L k defined by L k = {(l 1 , . . . , l k ) ∈ L k | l 1 ≡ · · · ≡ l k mod A}. It follows easily from the results in [12] that if G has non-zero spread then there exist a monolithic primitive group L and a positive integer t such that G ∼ = L t and d(L t−1 ) < d(L t ) (setting L 0 = L/ soc(L)). In the final part of the paper we prove, conversely, that if G ∼ = L t and d(L t−1 ) < d(L t ) then G has non-zero spread, except possibly when t = 1 and d(L) = 2.
2. The graphs Γ a,b (G) and Γ * a,b (G). Let G be a finite group. We will denote by d(G) the smallest cardinality of a generating set of G. Moreover, given d ∈ N, we will denote by Φ G (d) the set of the ordered generating d-tuples of G and by φ G (d) the cardinality of this set.
Definition 1.
Assume that G is a finite group and let a and b be non-negative integers with a ≤ b. We define an undirected graph Γ a,b (G) whose vertices correspond to the elements of G a ∪ G b and in which two tuples (x 1 , . . . , x a ) and (y 1 , . . . , y b ) are adjacent if and only x 1 , . . . , x a , y 1 , . . . , y b = G.
is an empty graph, so in general we will implicitly assume a + b ≥ d(G). In that case Γ a,a (G) has |G| a vertices, φ G (a) loops and other (φ G (d) − φ G (a))/2 edges connecting two different vertices (in other words if e is the the number of edges, excluding the loops, and l is the number of loops, then 2e + l = φ G (d)); indeed the two elements (g 1 , . . . , g a , g a+1 , . . . , g d ) and (g a+1 , . . . , g d , g 1 , . . . , g a ) give rise to the same edge in Γ a,a (G).
Lemma 3. Let G be any non-trivial finite group and let a be any positive integer. Then any edge, which is not a loop, of the graph Γ * a,a (G) lies in a 3-cycle, except when a = 1 and G ∼ = C 2 .
Proof. Take any edge in Γ * a,a (G), which is not a loop, and let us call x = (x 1 , . . . , x a ) and y = (y 1 , . . . , y a ) its vertices. If x and y are different from the tuple (1, . . . , 1), then both vertices are adjacent to a third vertex z = (x 1 y 1 , . . . , x a y a ) and we are done. Next assume that one vertex, let us say y, has all trivial entries. This implies that x is a generating a-tuple for G, so the vertex x is adjacent to all other vertices of Γ * a,a (G). If (a, G) = (1, C 2 ), then there exists a generating a-tuple for G different from x, and this is adjacent to both x and y. This concludes the proof. a = 1, the graph Γ * 1,1 (G) is again not bipartite since we have a loop on the vertex corresponding to the unique generator of G. 
Assume that x is a vertex of degree 1 in Γ * a,b (G) and that a > 0. We may assume x = (x 1 , . . . , x r ) with r ∈ {a, b}. Let s = a + b − r. Then there exists (y 1 , . . . , y s ) such that G = x 1 , . . . , x r , y 1 , . . . , y s . If x i = 1 for some i ∈ {1, . . . , r}, then x is also adjacent to the tuple (x i y 1 , y 2 , . . . , y s ), a contradiction. So x = (1, . . . , 1) and consequently y = (y 1 , . . . , y s ) is a tuple of generators for G. For every π ∈ Sym(s), the element y π = (y 1π , . . . , y sπ ) is adjacent to x. Since x has degree 1, we must have that y 1 = · · · = y s , G = y 1 and y 1 is the unique element generating G: this implies |G| ≤ 2.
The Möbius function µ G is the function defined on the lattice of subgroups of G by K≥H µ G (K) = δ H,G , where δ G,G = 1 and δ H,G = 0 if H = G. The following is a consequence of [23, Section 3] .
Lemma 5. Let a and b be non-negative integers. Let x = (x 1 , . . . , x r ) ∈ G r with r ∈ {a, b} and set K = x 1 , . . . , x r , s = a + b − r and let δ a,b (x) be the degree of x in Γ a,b (G). We have
Recall that for a d-generator finite group G, the swap graph Σ d (G) is the graph in which the vertices are the ordered generating d-tuples and in which two vertices (x 1 , . . . , x d ) and (y 1 , . . . , y d ) are adjacent if and only if they differ only by one entry.
We write any generating d-tuple ω in the form ω = (α, β), with α ∈ G a and β ∈ G b . Now let σ, σ * be two non-isolated vertices of Γ * a,b (G): there exist two generating d-tuples ω = (α, β) and ω * = (α * , β * ) with σ ∈ {α, β} and σ * ∈ {α * , β * }. Since Σ d (G) is connected, there exists a path in Σ d (G) joining ω to ω * . In order to complete our proof, it suffices to prove that if
is a path in Σ d (G), then the vertices α 1 , β 1 , α 2 , β 2 , . . . , α u , β u belong to the same connected component of Γ
The swap conjecture states that Σ d (G) is connected for every finite group G and every d ≥ d(G). In [10] it was proved that this conjecture is true if d > d(G), while in [15] it is proved that it is true also when d = d(G) and G is soluble. So we have:
It remains an open problem to decide whether Γ * a,b (G) is connected when a + b = d(G) and G is unsoluble. We conjecture that the answer is positive. However we think that proving results in this direction would be quite difficult and would require deep information about the generation properties of the finite almost simple groups.
We conclude this section, with the following result, that will be used later.
Lemma 8. Let N be a normal subgroup of a finite group G and let a and b be non-negative integers and assume that a
This lemma in an easy consequence of the following result due to Gaschütz [16] .
Theorem 9. Let G be any group that can be generated by d elements and N be any finite normal subgroup of G. Let η : G →Ḡ = G/N be the natural homomorphism given by η : g →ḡ = N g for all g ∈ G. Then for any generating d-tuple
3. Bounding the diameter of Γ * a,b (G) when G is soluble In [24] it is proved that if G is a 2-generator finite soluble group, then the graph Γ * 1,1 (G) obtained from the generating graph by removing the isolated vertices has a very small diameter: indeed diam(Γ * 1,1 (G)) ≤ 3. Moreover diam(Γ * 1,1 (G)) ≤ 2 if G has the property that | End G (V )| > 2 for every non-trivial irreducible G-module V which is G-isomorphic to a complemented chief factor of G. The aim of this section is to bound diam(Γ * a,b (G)) for arbitrary values of a and b when G is soluble.
Before dealing with the general case of a soluble group G, we need to collect a series of results in linear algebra. Denote by M r×s (F ) the set of the r × s matrices with coefficients over the field F. 
Lemma 11. Assume that a and b are non-negative integers. Let V be a vector space of dimension δ over a finite field F and let x = (v 1 , . . . , v a ) and y = (w 1 , . . . , w a ) be two elements of
Clearly we may assume s < δ. We prove our claim by induction on s. If s = 0, then b ≥ δ and it suffices to choose z 1 , . . . , z b so that z 1 , . . . , z b = V. Assume s = 0. Notice that b + s ≥ δ. Letṽ 1 , . . . ,ṽ s be linearly independent elements of U 1 and w 1 , . . . ,w s linearly independent elements of U 2 . Moreover letŨ 1 = ṽ 1 , . . . ,ṽ s and
Lemma 12. Let F be a finite field and assume α ≤ β. Given R ∈ M α×β (F ) and S ∈ M α×γ (F ) consider the matrix R S ∈ M α×(β+γ) . Assume that rank R S = α and let π R,S be the probability that a matrix Z ∈ M γ×β (F ) satisfies the condition rank(R + SZ) = α. Then
Proof. There exist m ≤ min{α, γ}, X ∈ GL(α, F ) and Y ∈ GL(γ, F ) such that
where I m is the identity element in M m×m (F ). Since
it is not restrictive (replacing R by XR, S by XSY and Z by Y −1 Z) to assume
.
Denote by v 1 , . . . , v α the rows of R and by z 1 , . . . , z γ the rows of Z. The fact that the rows of (R S) are linearly independent implies that v m+1 , . . . , v α are linearly independent vectors of F β . The condition rank(R + SZ) = α is equivalent to ask that
. . , v α are linearly independent. The probability that z 1 , . . . , z m satisfy this condition is
Lemma 13. Let F be a finite field. Given positive integers u, v, n, t satisfying n ≤ min{u, v} and t + n = u + v, suppose that
with the property that
Then there exists C ∈ M t×v (F ) such that
except when |F | = 2, n = v and det B = 0.
Proof. Let r = rank(B). There exist X ∈ GL(n, F ) and Y ∈ GL(v, F ) such that
, where I r is the identity element in M r×r (F ). Let A 11 , A 21 ∈ M r×u (F ) and A 12 , A 22 ∈ M (n−r)×u (F ) such that
For i ∈ {1, 2}, since
it must be rank(A i2 ) = n − r. In particular there exists Z i ∈ GL(u, F ) such that
This means that it is not restrictive to assume
0 (n−r)×u−(n−r) I n−r , 
If C 2 is a matrix whose columns are a basis for U, then
is a matrix with the request property. Set
The previous observation implies that a matrix C with the requested properties exists if, and only if, there exists Z ∈ M r×t (F ) such that
. If either |F | = q > 2 or u − (n − r) < t, then, by applying Lemma 12 with α = u − (n − r), β = t, γ = r, we have π R1,S1 > 1 2 and π R2,S2 > 1 2 and this is sufficient to ensure that a matrix Z with the requested property exists. Therefore we may assume u − (n − r) = t and q = 2. This implies that v = r, and so that v = n = r, i.e. det B = 0. This concludes the proof.
Next we recall some properties of the crowns of a finite soluble group. Let G be a finite soluble group, and let V G be a set of representatives for the irreducible G-groups that are G-isomorphic to a complemented chief factor of G. For V ∈ V G let R G (V ) be the smallest normal subgroup contained in C G (V ) with the property that C G (V )/R G (V ) is G-isomorphic to a direct product of copies of V and it has a complement in G/R G (V ). The factor group
is called the V -rank of G and it coincides with the number of complemented factors in any chief series of G that are G-isomorphic to V . If δ G (V ) = 0, then the V -crown is the socle of G/R G (V ). The notion of crown was introduced by Gaschütz in [18] . We have the following results. Now let V be a finite dimensional vector space over a finite field of prime order. Let K be a d-generated linear soluble group acting irreducibly and faithfully on V and fix a generating d-tuple (k 1 , . . . , k d ) of K. For a positive integer u we consider the semidirect product G u = V u ⋊ K, where K acts in the same way on each of the u direct factors. Put F = End K (V ). Let n be the dimension of V over F . We may identify K = k 1 , . . . , k d with a subgroup of the general linear group GL(n, F ). In this identification k i becomes an n × n matrix X i with coefficients in F ; denote by A i the matrix
Then every v i,j can be viewed as a 1 × n matrix. Denote the u × n matrix with rows
Proposition 18. Let K be a non-trivial d-generator linear soluble group acting irreducibly and faithfully on V and consider the semidirect product
Let a and b be non-negative integers such that a + b = d, s ∈ {a, b} and t = d − s. Assume that (t, |F |) = (1, 2) and there exist, for i ∈ {1, 2}, x i1 , . . . , x is and y 1 , . . . , y t in K, and w i1 , . . . , w is in V δ such that
(1) (x 11 w 11 , . . . , x 1s w 1s ) and (x 21 w 21 , . . . , x 2s w 2s ) are non-isolated vertices be-
suffices to prove the statement in the particular case where
We may identify the elements x i1 , . . . , x is , y 1 , . . . , y t with matrices X i1 , . . . , X is , Y 1 , . . . , Y t ∈ GL(n, F ), respectively, where F = End G (V ) and w i1 , . . . , w is , w 1 , . . . , w t ∈ V n(d−1) with matrices D i1 , . . . , D is and C 1 , . . . , C t in M n(d−1)×n (F ), respectively. We now apply Proposition 17. Let A ij = I n − X ij , for i ∈ {1, 2} and j ∈ {1, . . . , s},
Conditions (1) and (2) Moreover our statement is equivalent to say that there exist t matrices C 1 , . . . ,
Put, for i ∈ {1, 2}
The existence of
is ensured by Lemma 13. Notice that the fact that K is a non-trivial subgroup of GL(n, F ) implies that n ≥ 2 if |F | = 2. Moreover if |F | = 2 and rank B = rank(B 1 . . . B t ) = nt, we necessarily have
Theorem 19. Let G be a finite soluble group, a and b be non-negative integers, s ∈ {a, b} and t = a+b−s. Assume that either t = 1 or G has the following property: if A is a non-trivial irreducible G-module G-isomorphic to a complemented chief factor of G, then | End G (A)| > 2 (this holds in particular when the derived subgroup of G is either nilpotent or of odd order). Then in the graph Γ * a,b (G) given any two vertices x 1 , x 2 ∈ V s , there exists y ∈ V t which is adjacent to both x 1 and x 2 .
Proof. We may assume d := a + b ≥ d(G). We argue by induction on the order of G. Choose two vertices x 1 = (x 11 , . . . , x 1s ) and x 2 = (x 21 , . . . , x 2s ) in V s . Let F = Frat(G) be the Frattini subgroup of G. Clearly x 1 F = (x 11 F, . . . , x 1s F ) and x 2 F = (x 21 F, . . . , x 2s F ) are vertices of the graph Γ * a,b (G/F ). If F = 1, then, by induction, there exists a t-tuple yF = (y 1 F, . . . , y t F ) which is simultaneously adjacent to x 1 F and x 2 F in the graph Γ * a,b (G/F ). This implies that G = x 11 , . . . , x 1s , y 1 , . . . , y t F = x 21 , . . . , x 2s , y 1 , . . . , y t F = x 11 , . . . , x 1s , y 1 , . . . , y t = x 21 , . . . , x 2s , y 1 , . . . , y t , hence y = (y 1 , . . . , y t ) is a ttuple adjacent to both x 1 and x 2 in Γ * a,b (G). Therefore we may assume F = 1. In this case, by Lemma 15, there exist a crown C/R of G and a normal subgroup U of G such that C = R × U. We have R = R G (A) where A is an irreducible G-module and U ∼ =G A δ for δ = δ G (A). By induction, in the graph Γ * a,b (G/U ), there exists a t-tuple yU = (y 1 U, . . . , y t U ) which is adjacent to both x 1 U = (x 11 U, . . . , x 1s U ) and x 2 U = (x 21 U, . . . , x 2s U ). In particular we have (3.2)
x 11 , . . . , x 1s , y 1 , . . . , y t U = x 21 , . . . , x 2s , y 1 , . . . , y t U = G.
We work in the factor groupḠ = G/R. Corollary 20. Let G be a finite soluble group and let a and b be non-negative
In the remaining part of this section we want to prove that Theorem 19 does not remain true, when t = 1, if we drop out the assumption that G has the property that | End G (A)| > 2 whenever A is a non-trivial irreducible G-module G-isomorphic to a complemented chief factor of G. Indeed we want show that, for every d ≥ 2, it can be constructed a d-generator soluble group G with the property that Γ * 1,d−1 (G) contains two distinct vertices α 1 = (g 1,1 , . . . , g 1,d−1 ) and α 2 = (g 2,1 , . . . , g 2,d−1 ) without a common adjacent vertex. First we note that Proposition 17 has the following corollary.
where F 2 is the field with 2 elements and let
Now let H = GL(2, 2) × GL(2, 2) and let
be the direct product of 2u 2-dimensional vector spaces over the field F 2 with two elements. We define an action of H on W by setting
and we consider the semidirect product G = H ⋉ W. Let
A set of representatives for the G-isomorphism classes of the complemented chief factors of G contains precisely 5 elements:
We want to apply Proposition 14 to check whether g 1 , . . . , g d = G. The three conditions
Applying Corollary 21 we conclude that
if and only if the following conditions are satisfied:
Consider the following elements of GL(2, 2):
and the following elements of F 
It can be easily checked that either a 11 , a 2 , . . . , a d−1 , b 1 as a 12 , a 2 , . . . , a d−1 , b 2 satisfy the three conditions (1), (2) (3) and therefore
Now we want to prove that there is no b ∈ G with
, and assume by contradiction that a 11 , a 2 , . . . , a d−1 , b = a 12 , a 2 , . . . , a d−1 , b = G. We must have in particular that condition (1) holds, i.e. (x, x), (h 1 , h 2 ) = H. Since (x, x) has order 2 and H cannot be generated by two involutions (otherwise it would be a dihedral group) at least one of the two elements h 1 , h 2 must have order 3: it is not restrictive to assume h 1 = y. Let
Conditions (2) must be satisfied, hence we must have
However, since α ∈ F 2 either α = 0 or α + 1 = 0, so there is no b ∈ G with a 11 , a 2 , . . . ,
We conclude this section noticing that Theorem 19 can be applied to bound the diameter of the swap graph.
Hence Σ d (G) contains the following path of length 2d − 1:
. . .
Since this path has length 2d − 1, we are done.
Direct powers of simple groups
In this section we will try to generalize some results proved in [11] . As a byproduct, we will see that the bounds on the diameter of the graphs Γ * a,b (G), proved in Section 3, does not remain true if we drop the solubility assumption: for every positive integer η and every pair a, b of positive integer, a finite group G can be constructed such that d(G) = a + b and Γ * a,b (G) is connected with diameter at least η.
Let S be a non-abelian finite simple group and denote by A the automorphism group Aut(S) of S. As usual we identify S with the subgroup of A consisting of the inner automorphisms. Let d ≥ 2 be a positive integer and define τ = τ d (S) to be the largest positive integer r such that S r , the direct product of r copies of S, can be generated by d elements. Notice tha the group S r cannot be generated by d elements whenever r is larger than the number of A-orbits on the set of d-tuples generating S. Actually, τ is equal to the number of A-orbits on ordered d-tuples of generators for S and, for arbitrary elements x 1 = (x 1,1 , . . . , x 1,τ ) , . . . , 
for every a, b with a + b = d. The following easy remark will play a crucial role in our discussion. (x i,1 , . . . , x i,τ ), y j = (y j,1 , . . . , x j,τ ) for 1 ≤ i, j ≤ d. Both  (x 1,1 , . . . , x d,1 ), . . . , (x 1,τ , . . . , x d,τ ) and (y 1,1 , . . . , y d,1 ), . . . , (y 1,τ , . . . , y d,τ ) (a 1 , . . . , a τ 
It follows that
Clearly we have a similar description for D = C K (y), with the only difference that the role of s 1 , . . . , s u will be played by a set of representatives t 1 , . . . , t v for the A-orbits of S b that can be completed to a generating d-tuple of S. are a set of representatives of the A-orbits on the generating d-tuples of S. Since s 1 = (1, . . . , 1), t 1 must be a generating b-tuple of S, so (s i , t 1 ) (being a generating d-tuple of S) is A-conjugate to the j-th column of E for some τ 1 < j ≤ τ. This means that the j-th column of E is Let W a be the set of the elements of V a which belong to the connected component of Γ * a,b (S τ ) which contains the vertexx. The set W a is a block for the action of K on V a . In particular the setwise stabilizer H of W a in K contains the point stabilizer C = C K (x) = 1≤i≤u C A (s i ) ≀ Sym(τ i ). We identify K with A ≀ Sym(τ ): in particular every element k ∈ K can be written in the form k = (a 1 , . . . , a τ )σ with a i ∈ A and σ ∈ Sym(τ ) and the map π : k → σ is a group homomorphism from K to Sym(τ ).
Since C ≤ H, we have that
The orbits of C π are Ω 1 = {1, . . . , τ 1 }, Ω 2 = {τ 1 + 1, . . . , τ 1 + τ 2 }, . . . , Ω u = {τ − τ u + 1, . . . , τ }. Let j ∈ {2, . . . , u} and chooseȳ j as in Lemma 25. It follows from Corollary 24 that y j =x k for some k j ∈ K. In particularȳ j ∈ W a ∩ W kj a so, since W a is a block, W a = W kj a and k j ∈ H. Let σ j = k π j : we have σ j = (1, i j ) with i j ∈ Ω j . This means that Sym(τ ) = σ 2 , . . . , σ u , Sym(τ 1 ), . . . , Sym(τ u ) ≤ k 2 , . . . , k u , C π ≤ H π , hence H π = Sym(τ ). We identify S with Inn(S) ≤ A. Let z ∈ A and consider k = (z, 1, . . . , 1) ∈ K. Clearlyx k =x, hence k ∈ H. But then H contains (z, 1, . . . , 1) for every z ∈ A: being H π = Sym(τ ), this implies that H = K. Now we have that
Let S = SL(2, 2 p ) with p > 3. We are going to prove that
for every pair a, b of positive integer. Let q = 2 p . We have |S| = (q 2 − 1)q and A = Aut(S) = S ⋊ φ with φ the Frobenius automorphism. Note that, since p = 3, then p does not divide |S|; in particular φ is a Sylow p-subgroup of A. Given k = (u 1 , . . . , u τ )π ∈ K ≤ A ≀ Sym(τ ), let σ k be the number of i ∈ {1, . . . , τ } with u i / ∈ S.
Proof. It suffice to prove (1) (the argument for (2) is the same). Assume that s ∈ S has the property that |C A (s)| is divisible by p. By Sylow Theorem, φ ∈ C A (s) α = C A (s α ) for some α ∈ A. It follows that s α ∈ C S (φ) = SL(2, 2) ∼ = Sym(3). In particular, exactly three of the representatives η 1 , . . . , η v for the A-orbits of S satisfy the condition that p divides |C A (η i )|. More precisely we may assume:
(1) η 1 = 1; (2) |η 2 | = 2 and |C A (η 2 )| = p · q; (3) |η 3 | = 3 and |C A (η 3 )| = p · (q + 1); First assume a = 1. We order the elements s 1 , . . . , s u ∈ S a is such a way that C A (s i ) ≤ S if and only if i ≤ l. If i ≤ l and s i = (z 1 , . . . , z a ), then we may assume {z 1 , . . . , z a } ⊆ C S (φ) ∼ = Sym(3). Hence
Moreover if (s i , t) and (s i , t * ) are generating d-tuples for S which are not Aconjugate, then t and t * belong to different orbits for the action of C A (s i ) on S b , so for i ∈ {1, . . . , l}
The case a = 1 follows with a similar argument, noticing that if i ≤ l, then s i ∈ {η 1 , η 2 , η 3 } and that |C A (η j )| ≤ |S|/pq for j ∈ {1, 2, 3}.
Theorem 28. Let S = SL(2, 2 p ) with p > 3, assume that a ≤ b are positive integers and let τ = τ a+b (S).
(1) If a = 1 and p is large enough, then
Proof. By [22] , the probability P (S) of generating a simple group with 2 elements tends to 1 as |S| tends to infinity. In particular if p is large enough, then However, by Lemma 27
with w i / ∈ S for at most
2 · p and this implies 2r + 1 ≥ |S| a−1 2 · 6 a . Now assume a = b. We may choosex = (x 1 , . . . , x τ ) andȳ = (y 1 , . . . , y τ ) with the property: if (x i , y i ) and (y i , x i ) are not A-conjugate, then there exist i * such that x i * = y i and y i * = x i . Now let J = {i | (x i , y i ) and (y i , x i ) are not A-conjugate}. We have already noticed that there exists k = (a 1 , . . . , a τ )σ ∈ K such thatȳ =x k andx =ȳ k . Clearly k can be chosen so that: 
2 · p and this implies 2r + 1 ≥ q 6 .
We conclude this section with the following application of Theorem 26.
Theorem 29.
Assume that G is a direct product of finite non-abelian simple groups and let a, b non-negative integers with a 5. Properties of G that can be recognized from the graphs Γ * a,b (G). In this section we will denote by Λ(G) the collection of all the connected components of the graphs Γ a,b (G), for all the possible choices of a ≤ b in N. However for each of this graph, we don't assume to know from which choice of a, b it arise. In particular Λ(G) contains lot of graphs just consisting of only one vertex and with no edge. From these graphs we cannot recover any information, so we may restrict our attention to the collection Λ * (G) of all the connected components of the graphs Γ * a,b (G), for all a, b ∈ N. We deal with two questions:
• Given a graph Γ ∈ Λ * (G), can we determine the integers a, b such that Γ is a connected component of Γ * a,b (G) ?
• Which information on G can be deduced from the knowledge of Λ * (G)? We already noticed that a graph Γ ∈ Λ * (G) can contain loops: we will denote bỹ Γ the graph obtained from Γ by deleting the loops. In this way we produce a new collectionΛ * (G) of graphs. In this section we will also prove that Λ * (G) can be reconstructed from the knowledge ofΛ * (G) which means that we do not lose information if we remove all the loops from the graphs. (G) with the same number of edges. If we imagine to remove the loops, then we can still recognize the cyclic groups since we have two situations: either we see only two stars of type K 1,1 , or we still see two stars with no bipartite graphs with the same number of edges. In the former case the group is C 2 and in the latter one it is any other cyclic group of order greater than two. Once we know that G is a non-trivial cyclic group, we consider all the stars in Λ * Theorem 31. Let G be a non-cyclic finite group. Assume that there exists Γ ∈ Λ * (G) containing a 3-cycle and a vertex x which is adjacent to all the other vertices of Γ. Then either there is a loop in Γ around x or d(G) = 2 and G is isomorphic either to the Klein group or to the dihedral group D p , for some odd prime p.
Proof. Assume that x = (x 1 , x 2 , . . . , x r ). Since Γ contains a 3-cycle, it is a connected component of Γ * r,r (G), for r ≥ 1. In particular there exists y = (y 1 , . . . , y r ) such that G = x 1 , x 2 , . . . , x r , y 1 , . . . , y r .
First assume r ≥ 2. If x has at least two distinct entries, say x i and x j with i < j, then x * = (x 1 , . . . , x j , . . . , x i , . . . , x r ) is also a vertex of Γ, since it is adjacent to y. Hence x is adjacent to x * and G is generated by the r elements x 1 , . . . , x r : in this case we have a loop around x. If x 1 = · · · = x r and x 1 = 1, then again x * = (x 1 , 1, . . . , 1) is adjacent to y and consequently to x and this implies that G is cyclic. Finally if x = (1, . . . , 1) , then any tuple of type (z, 1, . . . , 1), with z ∈ G, is adjacent to y and consequently to x and again G is cyclic. Now assume r = 1. As a consequence Γ is a connected component of the generating graph Γ * 1,1 (G) and d(G) = 2. Since x is a non-isolated vertex, there exists y such that G = x, y . First of all observe that x must have order 2, otherwise also x −1 would be adjacent to y and, in particular to x, contradicting the fact that G is 2-generated. If x is not the unique involution in Γ, then G is generated by two involutions and so it is a dihedral group. Otherwise, since the element x y also generates G with y, we have x = x y . Therefore x belongs to x ∈ Z( x, y ) = Z(G) and, consequently, G is abelian and Γ = Γ * 1,1 (G). Since G is not cyclic, we must have that x has a cyclic complement, say H, in G and that |H| is even: but in this case H contains an involution, say z, such that xz is a non-isolated involution, contradicting the uniqueness of x.
We have so proved that G is isomorphic to the semidirect product of
G).
Corollary 32. Let G be any non-cyclic group which is not isomorphic neither to C 2 × C 2 nor to D p , for any odd prime p, and let Γ ∈ Λ * (G). There is a loop around a vertex x of Γ if and only if Γ contains a 3-cycle and x is adjacent to all the other vertices of Γ.
Proposition 33. From the knowledge of either Λ * (G) orΛ * (G) we may recognize whether G is isomorphic either to the Klein group or to the dihedral group D p for some odd prime p, and, in that case, determine |G|.
Proof. It follows from Theorem 31 that G is either the Klein group or the dihedral group D p if and only if every Γ ∈ Λ * (G) containing a 3-cycle contains also a vertex adjacent to all the other vertices. In this case G is the Klein group if and only if Λ * (G) contains the complete graph K 3 . If K 3 is not in Λ * (G), then G ∼ = D p for some p. In order to determine p, we consider all the stars in Λ * (G) : they correspond to Γ * 0,r (G) ∼ = K 1,φG(r) , with r ≥ 2: so we may determine φ G (2) = min r≥2 φ G (r). On the other hand
that is an injective function on p, whenever p ≥ 2. Hence by the knowledge of φ G (2) we recognize p and consequently |G|.
Corollary 34. Let G be a finite group. We may determine Λ * (G) from the knowledge ofΛ * (G).
Proof. By Propositions 30 and 33 we may assume that G is neither cyclic nor dihedral of order 2p. But then, by Corollary 32, assuming that we have removed all loops in advance, we can easily recognize which vertices have a loop around and put them back.
, let e(Γ) be the the number of edges, excluding the loops, l(Γ) be the number of loops and set ν(Γ) = 2e(Γ) + l(Γ) if Γ contains a 3-cycle, ν(Γ) = e(Γ) otherwise. Proof. For any x = (x 1 , . . . , x a ) ∈ V a , there exists a generating (a + b)-tuple z = (z 1 , . . . , z a+b ) for G such that x i = z i for 1 ≤ i ≤ a. We have that y = (z 1 , . . . , z b ) ∈ V b , since its entries generate G together with the a-tuple (z b+1 , . . . , z a+b ). We define an injective map φ : V a → V b by setting φ(x) = y. Assume by contradiction that φ is surjective: it can be easily seen that this implies that every x ∈ V a has degree 1 in Γ * a,b (G): by Lemma 4 this is possible only when G = 1. Lemma 40. Let G = 1 be a finite group. If Γ ∈ Λ * (G) has level at least d(G) + 1, then there exists a uniquely determined pair a ≤ b such that Γ ∼ = Γ * a,b (G). Proof. Let d = d(G) and assume that Γ has level r = d + i with i ≥ 1. We easily recognize the star Γ * 0,r (G) and, if r is even, Γ * r/2,r/2 (G), which is the unique graph, at that level, containing a 3-cycle. Now we want to sort somehow all the bipartite graphs Γ * a,b (G), with 1 ≤ a < r/2 and b = r − a. In this case Γ * a,b (G) is a bipartite graph with the unique partition given by the two sets V a and V b , and, as we have seen in the previous lemma, |V a | < |V b |. We claim that |V a | < |V a+1 | whenever 2a < r − 2. It is enough to construct φ : V a → V a+1 which is injective but not surjective. For any x = (x 1 , . . . , x a ) ∈ V a , there exists y = (y 1 , . . . , y b ) ∈ V b such that G = x 1 , . . . , x a , y 1 , . . . , y b . Therefore the (a + 1)-tuple (x 1 , . . . , x a , y 1 ) is obviously an element of V a+1 , since it generates G with the tuple (y 2 , . . . , y b ). We set φ(x) = (x 1 , . . . , x a , y 1 ). The map φ defined in this way is clearly injective. As in the proof of the previous lemma, it can be easily seen that φ is not surjective.
Proposition 41. Let G be a finite group. We may determine |G| from the knowledge of Λ * (G). Theorem 42. Let G be a finite group. We may determine P G (s) from the knowledge of Λ * (G).
Corollary 43. Let G be a finite group. From the knowledge of Λ * (G) we may determine whether G is soluble, whether G is supersoluble and, for every prime power n, the number of maximal subgroups of G of index n.
Proof. If we know Λ * (G), then we know P G (s) and so we may deduce whether G is soluble ( [13, Theorem 5] ), whether G is supersoluble ( [13, Corollary 6] ) and for every prime power n, the number of maximal subgroups of G of index n ( [13, Corollary 18] ).
Although several properties of G can be recognized by the knowledge of the coefficients of the Dirichlet polynomial P G (s), this is not always the case. For example we cannot deduce from P G (s) whether G is nilpotent. Consider for example G 1 = C 6 × C 3 and G 2 = Sym(3) × C 3 . It turns out that
We want to show that on the contrary Λ * (G) encodes enough information to decide whether G is nilpotent. Before proving this result, we need an auxiliary lemma. 
Proof. By induction on r + s. We have
divides a i if and only if i > r
* and divides b j if and only if j > s * , we deduce that r − r * is the multiplicity of p in the left term of (5.1) and s − s * is the multiplicity of p in the right term of (5.1). In particular r − r * = s − s * and a r * +1 = · · · = a r = b s * +1 = · · · = b s = p. But then
and we conclude by induction.
Theorem 45. Let G be a finite nilpotent group. If H is a finite group and Λ * (H) = Λ * (G), then H is nilpotent.
Proof. Let G be a finite nilpotent group. For every p ∈ π(G) let d p = d(P ) where P is a Sylow p-subgroup of G. For every nonnegative integer δ consider the Dirichlet polynomials
We have
Q p,dp (s). Since H is supersoluble, H = H/ Frat(H) can be written in the form
pi,ri (s).
Let π = {p 1 , . . . , p t }. Since P G (s) = P H (s), by [13, Lemma 16] we deduce that the primes p 1 , . . . , p t are pairwise distinct, d pi = r i + 1 and δ pi = 1 for 1 ≤ i ≤ t.
corresponds to a non-isolated vertex of ∆, then the degree of ω in ∆ is δ ω = |G|P G (X, 1), with X = g 1 , . . . , g d (here we denote by P G (X, 1) the probability than a randomly chosen element of G generates G toghether with X). Notice that P G (X, 1) = P G (X Frat(G), 1) = P G/X Frat(G) (1) so there exists a subset π ω of π(G) such that
In order to conclude that H is nilpotent, it suffices to prove that π = {p 1 , . . . , p t } = ∅. Assume, by contradiction, π = ∅, and let q = p 1 . We have X = Y × Q, where Q, the Sylow q-subgroup of X, is cyclic. Let K be a subgroup of H such that
We deduce from (5.2) that there exists π ⊆ π(G) such that
in contradiction with Lemma 44.
Another information that we cannot recover from the knowledge of |G| and P G (s) is the order of Frat(G). For example consider
We have that |G 1 | = |G 2 | = 20 and
This motivates the following proposition.
we obtain Γ a,b (G/ Frat(G)) from Γ a,b (G), by deleting from every equivalence class Ω x precisely |Ω x |(1 − 1/f γ ) vertices.
By the previous results, at least in the case of finite soluble groups, the knowledge of Λ * (G) is equivalent to the the knowledge of Λ * (G/ Frat(G)) and | Frat G|.
From what we proved in this section, a question naturally arises:
The answer is negative. Indeed, consider the following example. Let C 1 = x 1 and C 2 = x 2 be two cyclic groups of order 5 and let V 1 = a 1 , b 1 , V 2 = a 2 , b 2 be two vector space over the field with 11 elements. We define an action of C 1 on V 1 in which x 1 takes a 1 to 3a 1 and b 1 to 4b 1 , and an action of C 2 on V 2 in which x 2 takes a 2 to 3a 2 and b 2 to 5b 2 . The semidirect products G 1 = V 1 ⋊ C 1 and G 2 = V 2 ⋊ C 2 are both of order 605. It is easy to see that G 1 ∼ = G 2 , since every element of C 1 has determinant 1 while this is not true for C 2 . For j = 1, 2 let W 1,j = a j , W 2,j = b j and let π i,j be the projection G j → G j /W i,j . We now construct a bijection τ : G 1 → G 2 in the following way:
We claim that g 1 , . . . , g d = G 1 if and only if g , and so we conclude g
We conclude noticing that most of the arguments in this section use only a partial amount of the information given by the family Λ * (G). In particular it seems a natural question to ask whether a smaller family of graphs can efficiently encode the generating property of G. In same crucial steps of the proofs of our results (for example in the proof of Theorem 45 and Proposition 46) a decisive role is played by the graphs Γ * 1,t (G). So a good candidate to consider seems to be the family Λ 1 * (G) of the connected components of the graphs Γ * 1,t (G) for t ∈ N. We assume Λ 1 * (G) = {∆ k } k∈N , where the graphs are enumerated in such a way that ν(∆ k ) ≤ ν(∆ k+1 ) for every k ∈ N.
Theorem 49. Assume that the family Λ 1 * (G) is known. We may determine |G|, d(G), P G (s) and | Frat(G)|. Moreover we may recognize whether or not G is soluble, supersoluble, nilpotent.
Proof. If G is cyclic, then ∆ 0 = Γ * 1,0 (G) is a non-trivial connected graph containing a vertex of degree 1, while, by Lemma 4, if G is not cyclic none of the graphs {∆ k } k∈N can contain a vertex of degree 1. So we may recognize from Λ 1 * (G) whether G is cyclic. Therefore, from now on we will assume that G is not cyclic.
Let d = d(G). There exists τ ∈ N such that ∆ 0 , . . . , ∆ τ are the connected components of Γ * 1,d−1 (G). By Corollary 7, for k > τ we have ∆ k = Γ * 1,d+k−τ −1 (G). We need to recognize τ. Notice that if k > τ, then ∆ k is a bipartite graph with one of the two parts consisting precisely of |G| vertices and the second part containing a subset of φ G (d + k − τ − 1) vertices connected to all the vertices of the first part. We claim that ∆ k does not behave in this way whenever k ≤ τ. If d = 2, then none of the connected components of Γ 1,1 (G) is bipartite. So we may assume d = 2. Assume by contradiction that there exists a connected component of Γ * 1,d−1 (G), say ∆, which is a bipartite graph with two parts A and B such that |A| = G and at least one vertex in B is connected to all the vertices in A. Since (1) is an isolated vertex of Γ 1,d−1 (G), it must be A ⊆ G d−1 and B ⊆ G. Let (x) ∈ B be a vertex connected to all the vertices of A. Fix (g 1 , . .
we have (x, g 2 , . . . , g d−1 ) ∈ A, hence (x) and (x, g 2 , . . . , g d−1 ) are adjacent, but this would imply
Once that τ has been determined, we have that |G| is the cardinality of the smaller part in the bipartite graph ∆ k , for any choice of k > τ. Alternatively, we may notice that
But now we know P G (k) for every positive integer k = d(G) and this is enough to determine the Dirichlet polynomial P G (s). In particular we may recognize whether G is soluble, supersoluble, nilpotent (for this we repeat the argument in Theorem 45). Moreover we may determine | Frat(G)| (same proof as Proposition 46).
6.
Generalizing some definitions and results from [7] The following equivalence relation ≡ m was introduced in [7, Section 2]: two elements are equivalent if each can be substituted for the other in any generating set for G. By For r ≥ ψ(G), we have that (x) and (y) have the same neighbours in the graph Γ 1,r−1 (G) if and only if x ≡ m y. In particular from the knowledge of the family of graphs {Γ 1,r−1 (G)} r∈N we may determine the precise value of ψ(G).
Given a subset X of a finite group G, we will denote by d X (G) the smallest cardinality of a set of elements of G generating G together with the elements of X. In [7, Definition 2.15 ] the following notion is also introduced: a finite group G is efficiently generated if for all x ∈ G, d {x} (G) = d(G) implies that x ∈ Frat(G).
Proposition 50. Assume that the family Λ 1 * (G) = {Γ * 1,r−1 (G)} r∈N is known. We may deduce whether G is or not efficiently generated. Generalizing a definition given in [7] for 2-generator groups, we say that a finite G has non-zero spread if (g) is not isolated in the graph Γ 1,d(G)−1 (G) for every g = 1. Moreover we define an equivalence relation ≡ Γ on the elements of G by the rule x ≡ Γ y if (x) and (y) have the same set of neighbours in the graph ∈ N ) . So G has the property that every proper quotient can be generated by d − 1 elements, but G cannot. The groups with this property have been studied in [12] . By [12 -generated. In [3] , Breuer, Guralnick and Kantor make the following remarkable conjecture: a finite group is 3 2 -generated if and only if every proper quotient is cyclic. This conjecture has recently been reduced by Guralnick [19] to almost simple groups but is still an open problem whether it is always true. Suppose t = 1 (and consequently d = 2) and let x = (l, ln 2 , . . . , ln t ), with l ∈ L, n i ∈ N , be a non-identity element of G = L t . Since d(L t−1 ) < d, there exist y 1 = (l 1 , l 1 m 1,2 , . . . , l 1 m 1,t−1 The following are equivalent.
(1) L t = N t ⋊ H = h 1 w 1 , . . . , h k w k ;
(2) rank
In particular d(L t ) ≤ k if and only if m + t ≤ kn. 
In our case
d(G) = d(L t ) = d but d(L t−1 ) ≤ d − 1, since L t−1 is a
