Abstract: We discuss in this paper the numerical simulation of unsteady incompressible flows modeled by the N avier-Stokes equations, concentrating most particularly on flows at Reynold number of the order of 10 3 to 10 4 . The numerical methodology described here is of modular type and well suited to super computers; it is based on time discretization by operator splitting, and space discretization by low order finite element approximations, leading to highly sparse matrices. The Stokes subproblems originating from the splitting are treated by an efficient Stokes solver, particularly efficient for flow at high Reynold numbers; the nonlinear subproblems associated with the advection are solved by a least squares/preconditioned conjugate gradient method. The methodology discussed here is then applied to the simulation of jets in a cavity, using a CRAY X-MP supercomputer. Various visualizations of the numerical results are presented, in order to show the vortex dynamics taking place in the cavity.
1.

Introduction and Synopsis
As shown by various lectures at this meeting, finite element methods (h and p versions), combined with other numerical techniques have produced efficient algorithms for the simulation of steady or unsteady flows in two and three dimensions. As well known, their main superiority on other methods lies in their ability at handling very complicated geometries; this fact was recognized a long time ago by structural engineers, and, so far, when elasticity problems are concerned, finite element techniques are definitely superior to any competitor. It is our opinion, that a similar conclusion holds for fluid flow simulation, and, for example, one of the best (if not the best) incompressible viscous flow simulators namely the ULYSSE code developed by Electricite de France (EDF) is based on finite element approximations; ULYSSE can be used for laminar and turbulent, steady and unsteady flow, and it has simulated very complicated three-dimensional flows taking place in, or around, nuclear reactors and off-shore structures.
Our goals here are more modest; concentrating on the Navier-Stokes equations for incompressibe viscous fluids, we would like to discuss some of the progress achieved during these last years concerning a particular class of finite element methods. In fact, our starting point is the lecture given in 1984 at the Israel -USA Conference on Computational Fluid dynamics and Supercomputing (see [1) , [2] ). Compared to [2) , substantial improvements have been obtained concerning the numerical treatment of the incompressiblity condition, and also the iterative solution of the various subproblems associated with the numerical methodology. Indeed, the possibility of routinely using supercomputers has, almost paradoxically, forced us to analyze more carefully the various steps of the solution process, in order to take better advantage of the specific architecture of these new machines. This deeper understanding has implied the development of new variants of our basic algorithms, making them more efficient even on serial machines.
The content of this paper is as follows:
In section 2, we describe the Navier-Stokes equations for incompressible viscous fluids. In sections 3 and 4, we describe operator splitting methods for initial value problems, and their application to the unsteady Navier-Stokes equations. In sections 5 and 6, we discuss the iterative solution of the basic subproblems encountered at the various steps of the solution process. In section 7, we discuss the finite element approximation of the Navier-Stokes equations, and, finally, in section 8, we discuss the results of numerical experiments showing the possibilities of the methodology which has been discussed in this paper.
2.
The Navier-Stokes equations for incompressible viscous flows.
Unsteady, isothermal flows of incompressible, viscous, Newtonian fluids are modeled by the following Na vier-Stokes equations
Y ·y = 0 in n ( incompressibility condition).
In (2.1), (2.2), 0( CIRN; N = 2, 3 in practice) denotes the flow region; its boundary will be denoted by rand we shall denote by x = {xi}i:l the generic point of IRN. Also, in (2.1), (2.2) ax. ·-1 ·-1 ax 2 The existence, and possible uniqueness of solutions for problem (2.1) -(2.4) is discussed in, e.g., [6] - [10] .
Solving numerically (2.1) -(2.4) is not at all trivial for the following reasons:
(ii)
The incompressibility condition (2.2);
(iii) It is a system of partial differential equations, coupled through the nonlinear term (y · y')y and the incompressibility condition y' ·lJ = 0.
In the following section, we shall see that a time discretization by operator splitting will partly overcome the above difficulties; we shall be, in particular, able to decouple those difficulties associated to the nonlinearity with those associated to the incompressibility condition.
3.
Operator splitting methods for initial value problems.
We follow here the approach in [2] and [3] (see also [12] - [15] A. The Peaceman-Rachford Scheme: B. The 0-scheme.
Let 0 be a number in the open interval (0,1/2); we can then integrate the initial value problem (3.1), (3.2) by the following variant of scheme (3.4) -(3.6): 
The stability and accuracy properties of schemes (3.4) -(3.6) and (3.7) -(3.10) are discussed in detail at least for simple model problems in [2] , [12] - [14] . Operator splitting methods are also described and discussed in [16] .
4. Time discretization of the Navier-Stokes equations by operator splitting methods.
There are several ways of applying the above operator splitting schemes to the time discretization of the Navier-Stokes equations (2.1) - (2.4) . Concentrating on the 0-scheme (3.7) -(3.10) (since it is the one providing the best numerical results) we should obtain with such a choice there will be a large commonality between the programs used for solving problems ( 4.3) and ( 4.2), ( 4.4) . Concerning the choice of 0 it follows from [2] , [3] , [13] that a "good" value is 1 -1/..J°2 (this choice being also supported by numerical experiments).
Iterative methods for solving subproblems ( 4.3) and ( 4.2), ( 4.4) will be discussed in Sections 5 and 6, respectively. with a and v two positive constants. The solution of (5.1) by Newton's method is discussed in [3] ; we shall concentrate here on the solution of (5.1) by conjugate gradient algorithms, preconditioned by the elliptic operator al -v'y 2 ; indeed, we shall not solve problem (5.1) directly, but instead a minimization problem obtained from (5.1) by a (nonlinear) least squares formulation, like those systematically discussed in [4] , [17] for the solution of nonlinear boundary value problems.
_Some Useful Functional Spaces and Notation: In the sequel we shall need the following Sobolev functional spaces (whose fundamental properties are discussed in, e.g., [18) , [19] ):
If ~ is sufficiently smooth, then V g =j:. 0. We shall use quite frequently the following notation: We observe that if y E V g is a solution of the nonlinear problem (5.1), then the corresponding function r is equal to Q; conversely if y E V g is such that r = Q, then y is a solution of (5.1); from these obvious observations, we associate to (5.1) the following least squares problem:
l being obtained from y, through the solution of (5.6).
Conjugate Gradient Solution of the Least Squares Problem (5.7): Among the possible methods which can be used to solve the least squares problem (5.7) we shall concentrate on conjugate gradient algorithms operating in the spaces V g and V 0 , both equipped with the scalar product {y, w}--+ Q' J r/"W dx + II J n "ify·Yw dx, and the corresponding norm. We obtain then (cf. [3] , [4] , [17] ):
Step 0: Initialization
compute then ~o E V 0 , the solution of the linear Dirichlet system
and set
as follows:
Step 1 (i) As stopping criteria, we have been using with f "' 10-9 .
(ii) In (5.10), (5.14), < ·,· > denotes the duality paring between (ff 1 (n))N and V 0(=(H6(0))N). We recall that ff 1 (n) is the dual space of H5(n) and that, V g E ff 1 (n), we have the following
A fairly simple pertubation analysis would show that (5.20) where in (5.20) , ;r is the solution of (5.5) associated to y.
(iv) A crucial step which has to be discussed with some detail 1s (5.12). Actually smce the nonlinearity in (5.1) is quadratic it is easy to see that the function is a quartic polynomial. Therefore solving the minimization problem (5.12) can be reduced to the solution of the cubic equation h 1 n (p) = 0, whose solutions are computed by the single variable Newton's method (in practice, starting from p = 0, 2 to 3 Newton's iterations are sufficient to accurately compute p ). To compute the coefficients of the polynomial hn, one has to solve two n Dirichlet systems associated to the elliptic operator al-vy' 2 ; hence each iteration of algorithm (5.9) -(5.16) requires the solution of three elliptic systems associated to al -vy' 2 , namely the above two, and also the elliptic system (5.14). For more details about the calculation of Pn, see [3] . 0
Some aspects of the finite element implementation of algorithm (5.9) -(5.16) will be discussed in Section 7. Solving problem (6.1) is not trivial, mainly because the condition Y ·y = 0. However supposing for a moment that p is known, then one can obtain y from the solution of a fairly simple Dirichlet problem, associated to the operator al -v"y 2 ; this observation is, in a sense, at the foundation of the methods to be described below (see also [3] ).
A functional equation satisfied by the pressure.
We suppose from now on that n is bounded. Let's define then H by
To q E H we associate Yq E V O by (6.3) { ayq -ay 2 yq = -"yq inn,
We define then an operator A defined over H, by
We observe that Aq E L 2 (n), smce Yq E(H5(n))N; we also have (from the divergence theorem, and from (6.4)) j Aq dx = j 'l·Yq dx = j Yq·Q df = 0, n n r implying in turn that Aq E H, V q E H. We have more, since A is continuous from H into H. We also have (with obvious notation) (6.5)
It follows from (6.5) that operator A is self adjoint and strongly elliptic from H onto H (this last property means that there exists a constant 1 > 0 such that
Operator A is therefore an isomorphism from H onto H.
In order to derive the equation satisfied by p, we introduce y 0 E V g satisfying (6.6) Substracting (6.6) from (6.1), we obtain (6.7)
where "iJ = y -y 0 • Suppose now that we take for p the unique pressure solution of (6.1), satisfying p E H. We have then from (6.3), (6.4) and (6.7) We observe that problem (6.9) is equivalent to the linear variational problem
n n In (6.10) the bilinear form (resp. the linear functiona0
(resp. 
where V is a real Hilbert space for the scalar product (·,·) and the corresponding norm 11·11; where Step 0: Initialization.
(6.12)
solve then
and set (6.14)
D Then for n ~ 0, assuming that un, gn, wn are known compute u n+ 1 , as follows:
Step 1: Descent
and then
Step 2: Testing the convergence and updating the new descent direction. (6.15) .
For finite dimensional problems (6.11) (for which algorithm (6.12) -(6.20) is nothing but a preconditioned conjugate gradient algorithm for solving a linear problem), we have been quite successful, taking£= 10-7 in (6.18), when running on the CRAY-XMP. Back to problem (6.9), (6.10), which can be solved by algorithm (6.12) -(6.20), a very important issue is the right choice for the H-scalar product. Indeed, the usual L 2 -scalar product, i.e. { q,q'} --+ j1 dx, n is not well suited for the solution of (6.9), (6.10) by algorithm (6.12)-(6.20); a quasi optimal scalar product (cf., e.g., [20, chapt.3] , and the references therein, for a justification) is provided by Numerical experiments show that the above algorithm behaves quite uniformly for a wide range of values of a and v; in practice 4 to 5 iterations will be sufficient to obtain good approximations of y and p. We observe also that each iteration requires the solution of a Dirichlet system ((6.25) or (6.29)) and of a Neumann problem ((6.26) or (6.33)). As we shall see in Section 7, for flows at large Reynold numbers, for which vis small and a(-1/.6.t) is large, solving the discrete variants of (6.25) and (6.29) is easy, since the matrix approximating al -v'?, 2 will be very well conditioned; on the other hand the Neumann problems (6.26) and (6.33) do not enjoy these good properties and their practical solution still deserves further investigations; multigrid methods (geometric or algebraic) are interesting candidates to provide efficient Neumann solvers.
As a last comment, we would like to observe that algorithm (6.24) -(6.38) converges even if p 0 ¢ H; in this case we shall have where { y,p} is the solution of (6.1) such that j p dx = j po dx.
n n
7.
Finite Element Approximation of the Navier-Stokes Equations.
We shall describe in this section a specific class of finite element approximations for the time dependent Navier-Stokes equations. Actually these methods, which lead to continuous approximations for both pressure and velocity, are fairly simple and some of them have been known for years (cf.
Hood and Taylor [21] ). Other finite element approximations of the incompressible Navier-Stokes equations can be found in, e.g. , references [4] , [5] , [11] , [22] (see also the references therein).
The two fundamental references (in our opinion) concerning the convergence of the fully discrete Navier-Stokes equations (finite elements in space, finite differences in time) are [23] , [24] .
Basic hypotheses. Fundamental discrete spaces.
We suppose that n is a bounded polygonal domain of R 2 . With ".!"' h a standard finite element triangulation of n, and h the maximal length of the edges of the triangles of ".!"' h' we introduce the following discrete spaces (with Pk = space of the polynomials in two variables of degree ~ k):
Two useful variants of V h (and V oh) are obtained as follows: either or (this space has been introduced in (25)) In (7.4), ' 3' h is the triangulation of O obtained from er h by joining ~he midpoints of the edges of T E er h' as shown in Fig. 7.1 . We have the same global number of unknowns if we use V h defined by either (7.2) or (7.4), however, the matrices encountered in the second case are more compact and sparse and also better conditioned.
(7.6) In (7.5), P lT is the subspace of P 3 defined as follows { plT = {qjq = Q1 + ~S"T, with q 1 E P 1 , ~ER
and <pT E P 3 , S"T = 0 on oT, si,T(GT) = 1}, where, in (7.6), GT is the centroid of T (see Figure 7. 2). A function like <pT is usually called a bubble ,, function.
.2 Approximation of the boundary conditions.
If the boundary conditions are defined by We define an approximation !} h of Q as the solution of the following linear variational problem in rV h:
r r Problem (7.11) is in fact equivalent to a linear system whose matrix is sparse, symmetric, positive definite, well-conditioned and easy to compute.
Define ~ h by ( 7 -12 )
It is easy to check that (7.11), (7.12) imply (7.10).
7.4 Space approximation of the time dependent Navier-Stokes equations.
Using the spaces H k• V h and V oh' we approximate the time dependent Navier-Stokes equations as follows.
(7.13)
In (7.13) -(7.16), f h' Yoh and ~h are convenient approximations off, Yo and t;, respectively.
7.2
Time discretization by operator splitting methods.
We consider now a fully discrete version of scheme ( 4.1) 
and finally n n
We shall take again a = (1-20) / (1-0), /3 = 0 / (l-0).
7.3 Remarks concerning the computer solution of the discrete problems.
The solution of the subproblems encountered at each step of (7.17) -(7.20) can be obtained by iterative methods which are the discrete analogues of the methods discussed in Sections 5 and 6. In 
It is well known that the matrix in (7. 2 ' -P = fin n, ~: = 0 on r ; j ' -P dx = 0 n (with J f dx = 0). The matrix approximating the Neumann-Laplace operator occuring in (7.27) n does not enjoy the nice properties of al -vy 2 and therefore the approximate solution of (7.27) may be costly.
At the moment we use a direct method (a la Cholesky) for solving these discrete Neumann problems (after deleting one equation and setting to zero the corresponding unknown). As already mentioned, the above strategy may seem costly. We have however to remember that the above discrete Neumann problems have to be solved in the pressure space H 1 and therefore correspond to a grid twice coarser than the velocity grid. Nevertheless, in view of three-dimensional flow problems, we are now considering multigrid approaches for the solution of these discrete Neumann problems.
Numerical experiments.
Combining the numerical methods described in the above sections we have been considering the following test problem ( double jet in square cavity; this problem was inspired to us by the Finally, we assume that the flow is initially at rest, i.e. 11(x,0) = Q in n. 9. Further Comments. Conclusions.
We have discussed in this paper, a problem whose accurate solution -at least by the methods described here -requires supercomputing. The numerical results presented here have been obtained using a CRAY X-MP, taking benefit of the architecture of this vector machine. Indeed, the author is quite convinced that the level of vectorization of the various algorithms discussed here can be substantially increased, and he strongly hopes that the software tools for super and parallel computers developed at Rice University by K. Kennedy and his collaborators will allow his own collaborators and himself to take better advantage of the supercomputers used for the calculations described in the above sections, and to related calculations even more demanding (the three dimensional variants, for example). Variation of the kinetic energy
