Let k be a commutative ring of characteristic p > 0. We prove that leaps of chain formed by modules of integrable derivations in the sense of Hasse-Schmidt of a k-algebra only occur at powers of p.
INTRODUCTION
Let k be a commutative ring and A a commutative k-algebra. A Hasse-Schmidt derivation of A over k of length m ∈ N or m = ∞ is a sequence D = (D n ) m n≥0 such that:
for all x, y ∈ A. We denote by HS k (A; m) the set of Hasse-Schmidt derivations of A of length m. The component D n of a Hasse-Schmidt derivation is a differential operator of order ≤ n vanishing at 1, in particular D 1 is a k-derivation.
Hasse-Schmidt derivations of length m, also called higher derivations of order m (see [Ma] ), were introduced by H. Hasse and F.K. Schmidt ([H-S] ) and they have been used by several authors in different contexts (see [Na1] , [H-K] , [Se] , [Tr] or [Vo] ). An important notion related with Hasse-Schmidt derivations is integrability. Let m ∈ N or m = ∞, then we say that δ ∈ Der k (A) is m-integrable if there exists D ∈ HS k (A; m) such that δ = D 1 . The set of all m-integrable k-derivations is an A-submodule of Der k (A) for all m, which is denoted by IDer k (A; m).
If k has characteristic 0 or A is 0-smooth over k, then any k-derivation is ∞-integrable ( [Ma] ), that means that Der k (A) = IDer k (A; ∞). However, if we consider k a ring of positive characteristic and A any commutative kalgebra, then we do not have the same property, i.e., there could be n, a positive integer, for which IDer k (A; n − 1) = IDer k (A; n) (see [Na2] , [Ti] ). In this case, we say that A has a leap at n. Nonetheless, the modules IDer k (A; m) have better properties than Der k (A) (see [Mo] ) and so their exploration could help us to better understand singularities in positive characteristic.
The aim of this paper is to prove that leaps of modules of integrable k-derivations, where k is a ring of characteristic p > 0, only occur at powers of p.
This paper is organized as follows:
In section 1 we recall the definition of Hasse-Schmidt derivations and give some properties that will be useful in later sections. Moreover, we associate to any Hasse-Schmidt derivation a special Hasse-Schmidt derivation that we use to prove the main theorem of this paper.
In section 2 we prove that any k-algebra does not have leaps at certain integers. Namely, if k is any commutative ring and A any commutative k-algebra, we show that A does not have leaps at any integers invertible in k; If the characteristic of k is p = 2, then we show that A does not have a leap at 6, and if the characteristic of k is p = 2, then we prove that A does not have leap at 2p.
In section 3 we give an integral of the first non-vanishing component of a Hasse-Schmidt derivation and in section 4, we prove our main result, namely that A only has leaps at powers of p. for all n. Moreover, the D n component is a k-linear differential operator of order ≤ n vanishing at 1. In particular, the D 1 component is a k-derivation. So, the map (Id, D 1 ) ∈ HS k (A; 1) → D 1 ∈ Der k (A) is an isomorphism of groups. There are three important operations in this paper:
1. For any a ∈ A and any D ∈ HS k (A; m), the sequence a • D = (a i D i ) ∈ HS k (A; m).
2. For any 1 ≤ n ≤ m and any D ∈ HS k (A; m), we define the truncation map by τ mn (D) = (Id, D 1 , . . . , D n ) ∈ HS k (A; n). • D is I-logarithmic if D i (I) ⊆ I for all i. The set of I-logarithmic Hasse-Schmidt derivations is denoted by HS k (log I; m), HS k (log I) := HS k (log I; ∞) and Der k (log I) := HS k (log I; 1).
For any D ∈ HS
• D is n-integrable if there exists E ∈ HS k (A, n) such that τ nm (E) = D. Any such E will be called a n-integral of D. If D is ∞-integrable we say that D is integrable. If m = 1, we write IDer k (A; n) for the set of n-integrable derivations and IDer k (A) := IDer k (A; ∞).
• D is I-logarithmically n-integrable if there exists E ∈ HS k (log I; n) such that E is a n-integral of D. We put IDer k (log I; n) for the set of I-logarithmically n-integrable derivations when m = 1 and IDer k (log I) := IDer k (log I, ∞). Notation 1.3 Let D ∈ HS k (A; m) be a Hasse-Schmidt derivation where m ∈ N, r < m and I an ideal of A.
We say that D is r − I-logarithmic if τ mr (D) ∈ HS k (log I; r).
2. IDer k (A; n) is an A-submodule of Der k (A) for all n ∈ N thanks to the group structure of HS k (A; n) and operation 1. • If D ∈ HS k (A; m) and 1 < e ≤ m, then ℓ(D[e]; e) = ⌈m/e⌉ if m < ∞ and ℓ(D[e]; e) = ∞ when m = ∞.
• If ℓ(D; e) = i ≥ 1 and ℓ(E; je) ≥ i/j where 1 ≤ j ≤ i, then ℓ(D • E; e) ≥ i.
Proof. The first two statements are obvious, we will prove the third one. We denote
To show that ℓ(D ′ ; e) ≥ i, we have to see that D ′ α = 0 for all α < ie such that α = 0 mod e. Let us consider α with these properties. Since ℓ(E; je) ≥ i/j ≥ 1 then ie ≤ ℓ(E; je)je, so we have that E γ = 0 for all γ = 0 mod je such that γ ≤ ie. Thanks to this,
Note that α − jeγ = 0 mod e and α − jeγ < ie − jeγ ≤ ie. So,
Lemma 1.10 Let D ∈ HS k (A; m) be a Hasse-Schmidt derivation of length m ∈ N and 1 < e ≤ m an integer. Let us assume that ℓ(D; e) = i ≥ 1, then D ie+α ∈ Der k (A) for all ie + α ≤ m where α = 0, . . . , e − 1.
Proof. From the definition of Hasse-Schmidt derivation,
In the second term, D α−a = 0 for all a = α because 0 < α − a < e and ℓ(D; e) ≥ 1. In the first one, since ℓ(D; e) = i, if a = 0 mod e, then D a = 0, so we can write the previous equation as:
Note that if a = 0, then ie + α − ae < ie. Moreover ie + α − ae = 0 mod e, so D ie+α−ae = 0. Then,
Lemma 1.11 Let m > 1 and n > 0 be two integers and D ∈ HS k (A; mn) a Hasse-Schmidt derivation such that
Proof. Let δ 1 , . . . , δ m−1 ∈ Der k (A) be k-derivations and let us consider the sequence
To prove this claim we have to show that the following equality must hold for all α = 1, . . . , m − 1:
By hypothesis, D β = 0 for all β = 0 mod m and β ≤ n.
In the first term, if β > 0, then 0 < (n − β)m + α < mn and (n − β)m + α = 0 mod m, so D
Observe that, for each α = 1, . . . , m − 1, we can choose any k-derivation to be δ α . In particular, we can put δ α = 0 for all α. In that case, ℓ(D ′ ; m) = n + 1. Thanks to this, it is easy to see that if D is I-logarithmic, then D is I-logarithmically (n + 1)m − 1-integrable. Lemma 1.12 Let m > 1 be an integer and n ∈ N. If D ∈ HS k (A; mn) is a Hasse-Schmidt derivation such that ℓ(D; m) = n then, there exists
Proof. We have to prove that D ′ is a Hasse-Schmidt derivation, so
where the third equality holds thanks to ℓ(D; m) = n.
Proof. We know that ′ is also I-logarithmic and, by Lemma 1.11, E is I-logarithmic too. Definition 1.14 For each D ∈ HS k (A; n) and m > 1, we denote by E D,m ∈ HS k (A; (n + 1)m − 1) the HasseSchmidt derivation defined in Lemma 1.13.
Some technical lemmas about composition of Hasse-Schmidt derivations
In this section, we give some results related with the composition of Hasse-Schmidt derivations.
Proof. From the definition of the composition between Hasse-Schmidt derivations, we have that
By hypothesis, D β and E γ are I-logarithmic for all β < n and all γ ≤ n. Since β +γ = α ≤ n and β = α, the last term is always I-logarithmic.
which is an I-logarithmic differential operator, so we have the result. Lemma 1.16 Let e > 1 and i ≥ 1 be two integers and n ≥ ie. Let D, E ∈ HS k (A; n) be two Hasse-Schmidt derivations such that ℓ(D; e) = i ≥ 1 and ℓ(E) > ie and denote
Let us consider α = ie + a ≤ n where a ∈ {1, . . . , e − 1}. Then, the previous equation can be written as
Note that if γ = a, then 0 < a − γ < e and, since ℓ(D; e) ≥ 1,
Lemma 1.17 Let e > 1 and j > 0 be two integers, n ≥ je and D, E ∈ HS k (A; n) two Hasse-Schmidt derivations such that ℓ(D) = je and ℓ(E; je) = ⌈n/je⌉. Let us denote
and for each i ∈ N such that j ≤ i ≤ ℓ(D; e), we have that, for α ≤ n:
Let us denote ℓ(D; e) = s ≥ j. Then, (s − 1)e < n, so (s − 1)/j = (s − 1)e/je < ⌈n/je⌉. Then, s − 1 < ⌈n/je⌉j, i.e, s/j ≤ ℓ(E; je). Hence, by Lemma 1.9, ℓ(D ′ ; e) ≥ ℓ(D; e). By hypothesis, E γ = 0 for all γ = 0 mod je so,
If α = je, then γ can only take the values 0 and 1, so
Let us consider i such that j ≤ i ≤ ℓ(D; e) and α = ie + a ≤ n where a ∈ {1, . . . , e − 1}. Then, in the equation (1), β = α − jeγ = (i − jγ)e + a. Hence, when γ > 0, β < ie and it is not a multiple of e, so D β = 0 and the only non-zero term is when γ = 0, i.e., D
The proof of the following lemma is easy by induction:
be an orderer family of Hasse-Schmidt derivations for a = 1, . . . , t. We
Lemma 1.19 Let e, i ≥ 1 be integers and
Proof. Since ℓ(D a ; ie + a) ≥ 1 for all a = 1, . . . , e − 1, then ℓ(D a ) ≥ ie + a ≥ ie + 1 and, by Lemma 1.7, we can deduce that ℓ(D) ≥ ie + 1. Suppose now that α = ie + a ≤ n where a ∈ {1, . . . , e − 1}. From Lemma 1.18, we have that
Let us consider β = (β 1 , . . . , β e−1 ) such that |β| = α. If there is b ∈ {1, . . . , e − 1} such that 0 < β b < ie + b, then the term associated to β is zero so, we can consider
Hence, there is only one b ∈ {1, . . . , e − 1} such that 
Therefore, the only summand which is not zero is the one associated to β = (0, . . . , 0, ie + a, 0, . . . , 0) where ie + a is in the a-th position, i.e, D ie+a = D a ie+a for all a = 1, . . . , e − 1.
Polynomial rings and Hasse-Schmidt derivations
Let us consider R = k[x i | i ∈ I] the polynomial ring over k in an arbitrary number of variables and I ⊆ R an ideal. In this section, we recall some general result about integrability of k-derivations in polynomial rings. Theorem 1.20 [Ma, Th. 27 .1] If the ring A is 0-smooth over a ring k, then a Hasse-Schmidt derivation of length m < ∞ over k can be extended to a Hasse-Schmidt derivation of length ∞.
Proof. Since R is 0-smooth, Theorem 1.20 gives us the corollary.
The proof of the following proposition is analogous to that of Proposition 1.3.4 of [Na2] :
be the polynomial ring and I ⊆ R an ideal. Then, the map Π n :
The following result generalizes Corollary 2.1.9 of [Na2] .
be the polynomial ring and I ⊆ R an ideal. Then, the map Π : IDer k (log I; n) → IDer k (R/I; n) defined by Π(δ) = δ where δ(r + I) = δ(r) + I is a surjective group homomorphism.
Proof. Let δ ∈ IDer k (R/I; n) be a n-integral derivation. From the definition, there exists D ∈ HS k (R/I; n) an n-integral of δ. By Proposition 1.22, there exists E ∈ HS k (log I; n) such that Π n (E) = D, in particular Π(E 1 ) = δ and E 1 ∈ IDer k (log I; n).
. Then, R/I has a leap at s > 1 if and only if the inclusion IDer k (log I; s − 1) IDer k (log I; s) is proper.
Multivariate Hasse-Schmidt derivations
In this section we recall some notions and results of [Na3] . Throughout this section, k will be a commutative ring and A a commutative k-algebra. Let q ≥ 1 be an integer and let us call s = {s 1 , . . . , s q } a set of q variables.
The monoid N q is endowed with a natural partial ordering. Namely, for α, β ∈ N q , we define
The support of a series
and if a = 0 we define ord(a) := ∞.
Definition 1.26 For each co-ideal ∆ ⊂ N q , we denote by ∆ A the ideal of A[|s|] whose elements are the series
From now on, ∆ will be a non-empty co-ideal.
for all x, y ∈ A and for all α ∈ ∆. We denote by HS 
and so we can consider HS
Corollary 1.29 ([Na3] , Corollary 1) Let k be a ring, A a k-algebra, q ≥ 1 an integer and ∆ ⊆ N q a nonempty co-ideal. Then, HS q k (A; ∆) is a group. Namely, the group operation in HS q k (A; ∆) is explicitly given by
Lemma 1.31 ([Na3] , §4) Let k be a ring, A a k-algebra, q ≥ 1 an integer, s = {s 1 , . . . , s q } a set of q variables and ∆ a non-empty co-ideal. Then, the map
is a group isomorphism.
Substitutions
Let k be a commutative ring, A a commutative k-algebra, s = {s 1 , . . . , s q }, t = {t 1 , . . . , t m } two sets of variables where q, m ≥ 1 and ∆ ⊆ N q and ∇ ⊆ N m non-empty co-ideals.
Remark 1.35 Thanks to the previous expression, it is easy to see that, if φ :
Examples 1.36 The operations defined in 1 are examples of substitution maps. Namely, let D ∈ HS k (A; m) a Hasse-Schmidt derivation of length m ∈ N.
For any
Lemma 1.39 Let I be an ideal of A and let us consider 
It is easy to proof the next lemma:
Lemma 1.45 Let I be an ideal of A and let us consider
A special Hasse-Schmidt derivation
In this section, we define a Hasse-Schmidt derivation that we will use in later sections and give some properties about it. Throughout this section, k will be a commutative ring, A a commutative k-algebra, I ⊆ A an ideal and D ∈ HS k (A) a Hasse-Schmidt derivation.
k (A) (see Notations 1.37 and 1.43). Namely, G
From now on, we will omit the superscript and we will write
Proof. First, we calculate G (m,0) :
The calculation of G (0,m) is analogous. Now, by definition of multivariate Hasse-Schmidt derivation:
It is analogous for G (m,1) .
Lemma 1.48 Let us suppose that D ∈ HS k (A) is (n − 1) − I-logarithmic. We have the following properties:
2. If i and j are not zero and i + j = n > 0, then G (i,j) = n i D n + H where H is an I-logarithmic differential operator.
Proof.
1. If i + j = 0, then G (i,j) = Id and, if i = 0 or j = 0 then, G (i,j) = 0 so the result is obvious and we can suppose that i, j > 0. We have that
Since i and j are not zero, 1 ≤ i, j < n − 1 so, β 1 , β 2 < n − 1. Moreover, α 1 + β 1 + α 2 + β 2 = i + j < n, so α 1 + α 2 < n. By Lemmas 1.39 and 1.45, the sum is I-logarithmic.
By definition,
If α = (i, j), then α 1 < i or α 2 < j so, α 1 + α 2 < i + j = n and, by Lemma 1.39, B α (I) ⊆ I. On the other hand, β 1 , β 2 < n because i, j < n. Hence, F * β (I) ⊆ I (Lemma 1.45). So, the sum is an I-logarithmic differential operator.
From now on, k will be a commutative ring of characteristic p > 0, A and I as before and n = e s p s +· · ·+e t p t a positive integer expressed in base p expansion where s ≥ t ≥ 1 and 0 ≤ e i < p with e s , e t = 0 (note that t and s could be equal). It is easy to proof the next lemma:
Lemma 1.49 Let p, n be as before. Then,
Thanks to this lemma, we can prove the next result:
Lemma 1.50 Let p be a prime and n = e s p s + · · · + e t p t a positive integer expressed in base p expansion where e s , e t = 0 and s ≥ t ≥ 1. Let us consider i, j ≥ 0 such that i + j = n and i < p Let us consider the following substitution map:
Notation 1.51 Let p be a prime and n = e s p s + · · · + e t p t a positive integer expressed in base p expansion where s ≥ t ≥ 1 and 0 ≤ e i < p with e s , e t = 0. Let D ∈ HS k (A) be a Hasse-Schmidt derivation and let us
Lemma 1.52 Let p, n be two positive integers as before. Then, ℓ G
Proof. Note that 
t + 1. Now, we will suppose that D is (n − 1) − I-logarithmic and will prove the rest of the lemma. Let us consider a pair (i, j) with i, j = 0 and i + j = n + l where l ≥ 0. Then,
On the other hand, if i = p t , then j = n − p t and
n+1)p t and it is the only component that is not
where the last equality holds because of Lemma 1.48.
Some partial integrability results
In this section, k will be a commutative ring of characteristic p > 0 and A a commutative k-algebra. We will give some results about leaps of modules of integrable k-derivations of A. Namely, we prove that A does not have leaps at the integers that are not a multiple of p and on the first multiple of p which is not a power of p.
Lemma 2.1 If m is invertible in k, any Hasse-Schmidt derivation of length m − 1 is m-integrable.
Proof. Since A is a k-algebra, we can write A := R/I where R is a polynomial ring (in an arbitrary number of variables) and I ⊆ R an ideal. Let D ∈ HS k (A; m − 1) be a Hasse-Schmidt derivation of A of length m − 1. Then, there exists D ∈ HS k (log I; m − 1) such that Π m−1 ( D) = D. Thanks to Corollary 1.21, we can integrate D, so we have E ∈ HS k (R; m) such that τ m,m−1 (E) = D. From Definition 1.2.11 and Proposition 3.1.2 of [Na4] , ε m (E) = mE m + H ∈ Der k (R) where H is an I-logarithmic differential operator. Then, Proof. As in the previous proof, we can write A := R/I where R is a polynomial ring and I ⊆ R an ideal. By Corollary 1.24, IDer k (A; 5) = IDer k (A; 6) if and only if IDer k (log I; 5) = IDer k (log I, 6). The inclusion IDer k (log I; 6) ⊆ IDer k (log I; 5) is always true, so let δ ∈ IDer k (log I; 5) be an I-logarithmically 5-integrable k-derivation and we consider D ∈ HS k (log I; 5) an integral of δ. By Corollary 1.21, we can integrate D until ∞.
On the other hand, by definition of multivariate Hasse-Schmidt derivation and Lemma 1.47:
Since G (1,j) ∈ Der k (A) by Lemma 1.47,
Hence, IDer k (log I; 5) = IDer k (log I; 6) and we have the result. Now, we prove that IDer k (A; 2p − 1) = IDer k (A; 2p) when p = 2. We will start with some previous results.
Definition 2.4 Let p be a prime and n = e s p s + · · · + e 0 a positive integer expressed in base p expansion where e s = 0. We define s p (n) := s i=0 e i .
Remark 2.5 If
Definition 2.6 For each j ≥ 0, we define s
Lemma 2.7 There exists j ≥ 0 such that s
Proof. If n ≤ p− 1, n = s p (n). Hence, the lemma holds for j = 0. If n ≥ p, then s p (n) < n. So, if s p (n) ≤ p− 1, then s 2 p (n) = s p (n) and the lemma holds for j = 1. Otherwise, s 2 p (n) < s p (n) < n. By performing this process recursively, we obtain that s j p (n) ≤ p − 1 for some j. So, s j p (n) = s j+1 p (n) and the lemma holds for this j.
Definition 2.8 Let p be a prime and n a positive integer. Let us consider j = min{l ≥ 0 | s
Lemma 2.10 For all x ∈ F p and n ≥ 1, we have that
Tp(m) for all m < n where n ≥ p and we express n = s i=0 e i p i in base p expansion where e s = 0. Then,
Lemma 2.11 Let p be a prime. Then, for all m such that 1 < m < p, there exists a finite number of elements a i ∈ F * p (multiplicative group) such that
Proof. Note that p > 2 because there is not m ∈ N such that 1 < m < 2. Since F * p is a cyclic group, there exists g ∈ F * p a generator of F * p = {g, g 2 , . . . , g p−1 = 1}, so g = g m for all m = 2, . . . , p − 1. We call a ′ 0 = g and let us consider h = g m mod p with 0 < h < p. Then, we put a
, we have the result.
Theorem 2.12 Let k be a ring of characteristic p > 0 and A a k-algebra. Let n ≥ 1 be an integer such that T p (n) = 1. Then, IDer k (A; n − 1) = IDer k (A, n).
Proof. Since A is a k-algebra, we can see A = R/I where R is a polynomial ring (in an arbitrary number of variables) and I ⊆ R an ideal. By Corollary 1.24, A has not leap at n if and only if IDer k (log I; n − 1) = IDer k (log I; n). The inclusion IDer k (log I; n − 1) ⊇ IDer k (log I; n) is always true. Let us consider δ ∈ IDer k (log I; n − 1) and D ∈ HS k (log I; n − 1) an integral of δ. By Corollary 1.21, we can integrate D until n. So, we rewrite D = (Id, D 1 , . . . , D n−1 , D n ) ∈ HS k (R; n) as an integral of the previous D and we obtain an integral of D 1 = δ which is (n − 1) − I-logarithmic.
Let us consider (a i ) i a solution of the system of Lemma 2.11 where m = T p (n). Then,
By Lemma 2.10, a
Therefore D 1 ∈ IDer k (log I; n − 1) = IDer k (log I, n) and, by Corollary 1.24, IDer k (A; n − 1) = IDer k (A; n).
Corollary 2.13 Let k be a ring of characteristic p ≥ 3 and A a k-algebra. Then, IDer k (A; 2p − 1) = IDer k (A, 2p).
Proof. Since T p (2p) = 2, we have the result by Theorem 2.12.
Integrating the first non-vanishing component of a Hasse-Schmidt derivation
In this section, k will be a commutative ring, A a commutative k-algebra and I ⊆ A an ideal. We start with some numerical properties that we will use in later sections and we end up calculating an integral for the first non-vanishing component of a Hasse-Schmidt derivation which will be the key to prove the main theorem of section 4.
Numerical results
In this section, we give some numerical results that will be useful in later results.
Definition 3.1 Let p, s, m, e be integers such that p, s ≥ 1. Then, we define From now on, k will be a commutative ring, A a commutative k-algebra, I ⊆ A an ideal and p ≥ 2 an integer.
Lemma 3.10 Let us assume that A satisfies H I p,1 . Let e > 1 be an integer and D ∈ HS k (A; ep) a Hasse-Schmidt derivation that is (ep − 1) − I-logarithmic and ℓ(D; e) = i with 0 < i < p. Then, there exists
Proof. Since ℓ(D; e) = i ≥ 1, from Lemma 1.10, we have that D ie+α ∈ Der k (log I) for all α = 1, . . . , e − 1 and, thanks to the condition H I p,1 , we know that all derivations are I-
, defined in 1.14, for all α = 1, . . . , e − 1. Note that (ie + α)p − 1 > iep ≥ ep, so we can truncate all these derivations. We denote
Remember that E α ie+α = −D ie+α and ℓ(E α ; ie + α) = ⌈ep/ie + α⌉ ≥ 2 for all α because ie + α < (i + 1)e ≤ ep.
We denote Proof. If e = 1, the result is trivial, so we will suppose that e > 1. We prove the result by reverse induction on p ≥ ℓ(D; e) ≥ 1 (note that ℓ(D; e) ≥ 1 because ℓ(D) ≥ e and ℓ(D; e) ≤ ⌈ep/e⌉ = p).
If ℓ(D; e) = p, by Lemma 1.12, there exists
′ satisfies the lemma. Now, let us assume that if D is a Hasse-Schmidt derivation with ℓ(D) ≥ e and ℓ(D; e) ≥ i + 1 where 1 ≤ i < p, then we have the result. We will prove it for a Hasse-Schmidt derivation D such that ℓ(D) ≥ e and ℓ(D; e) = i.
By Lemma 3.10, there exists Lemma 3.12 Let us assume that A satisfies H I p,a for some a ≥ 1. Let e, s, m be integers such that 1 ≤ s ≤ a and 1 < e ≤ m < ep s . We denote r := max C p m,e,s and we consider δ ∈ IDer k (log I; p r ). We have the following properties:
1 If m = 0 mod e, then there exists E ∈ HS k (log I; ep s − 1) such that E m = −δ and ℓ(E; m) = ⌈ep s − 1/m⌉.
2 If m = 0 mod e, then there exists E ∈ HS k (log I; ep s ) such that E m = −δ and ℓ(E; m) = ⌈ep s /m⌉.
Proof. By Lemma 3.2, we have that 0 ≤ r < s ≤ a, so p r+1 ≤ p a . Thanks to the condition H I p,a , we have that δ ∈ IDer k (log I; p r ) = IDer k (log I; p r+1 − 1). Let D ∈ HS k (log I; p r+1 − 1) be an integral of δ. Let us consider E D,m ∈ HS k (log I, mp 
Proof. We prove the result by induction on s ≥ 1. Note that if s = 1, we have the theorem from Lemma 3.11. So, let us assume that the theorem is true for all j such that 1 ≤ j < s ≤ a. Note that we can suppose that e > 1 (if e = 1 the theorem is trivial). We will divide this proof in several lemmas: Proof. Note that the only components that can be not zero before ie + 1 are those that are in the multiples of e. If ℓ(D) > ie then the lemma is obvious, otherwise ℓ(D) = je for some 1 ≤ j ≤ i. We will prove the result by reverse induction on 1 ≤ j ≤ i. Let us suppose now that the lemma is true for all derivation with ℓ(·) > je and we will prove it for j < i.
By Lemma 3.15, D je ∈ IDer k (log I; p r ) where r = max C p je,e,s < s. From Lemma 3.12, there exists E ∈ HS k (log I; ep s − 1) such that E je = −D je and ℓ(E; je) = ⌈ep s − 1/je⌉ ≥ 1. We can apply Lemma 1.17 to D and E and we obtain
Since ℓ(D; e) = i, there exists a ∈ {1, . . . , e − 1} such that D ie+a = 0 and, since Let us assume that the lemma is true for all Hasse-Schmidt derivations such that ℓ(·) = ie + β with 1 ≤ j < β ≤ e − 1 and we will prove it for a Hasse-Schmidt derivation D such that ℓ(D) = ie + j.
As before, from Lemma 3.15 and Lemma 3.12, there exists E j ∈ HS k (log I; ep s ) such that E j ie+j = −D ie+j and ℓ(E j ; ie + j) = ⌈ep s /ie + j⌉. We can apply Lemma 1.17 to D and 
Integrability and leaps
In this section, we prove that, any commutative k-algebra, where k is a commutative ring of characteristic p > 0, only has leaps at powers of p, or what is the same: Theorem 4.1 Let k be a ring of char(k) = p > 0 and A a k-algebra. Then, for all n > 1 not a power of p, IDer k (A; n − 1) = IDer k (A; n).
Proof. It is enough to show the theorem when n is a multiple of p, not a power of p because, if n = 0 mod p, by Corollary 2.2, we have the result. We will prove this theorem by induction on n multiple of p, not a power of p. We have two base cases, when p = 2 and p = 2. In the first case, we have to prove that IDer k (A; 5) = IDer k (A; 6). Proposition 2.3 gives us the theorem. In the second one, we have to prove that IDer k (A; 2p − 1) = IDer k (A; 2p) and we have the result by Corollary 2.13. Let us assume that for all m < n not a power of p, IDer k (A; m − 1) = IDer k (A; m) and we will prove the equality for n, a multiple of p, not a power of p.
Since A is a k-algebra, we can express A = R/I where R = k[x i | i ∈ I] is a polynomial ring of an arbitrary number of variables and I ⊆ R an ideal. Then, by Corollary 1.24, we have that IDer k (log I; m − 1) = IDer k (log I; m) for all m < n not a power of p and it is enough to prove that IDer k (log I; n−1) = IDer k (log I; n).
Let us express n = e s p s + · · · + e t p t in base p expansion where 1 ≤ t ≤ s and 0 ≤ e i < p with e s , e t = 0. By induction hypothesis, we have that R satisfies H
