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The main idea running throughout the thesis is that of a normal element. An 
element in a ring is normal if the one sided ideal it generates is actually two sided.
In the first half of the thesis (Chapters 2, 3 and 4), our aim is to study certain 
quantum coordinate algebras. We are particularly interested in two classes of 
subalgebras of the coordinate ring of quantum matrices, namely quantum Grass- 
mannians and quantum Flag varieties. A basis is constructed for each of these 
algebras, from which we calculate their Gelfand-Kirillov dimensions.
A well known result in the classical theory is that the dehomogenisation of the 
coordinate ring of the ra x n Grassmannian at the 'rightmost' minor is isomor- 
phic to the coordinate ring of the ra x (n — m) matrices. The commutative 
notion of dehomogenisation does not immediately pass over to non-commutative 
theory. However, in the graded case, we show that it is possible to define non- 
commutative dehomogenisation at a regular normal homogeneous element, x, 
of degree 1 by considering a subring of the localisation of the ring at that el- 
ement. The relationship between the prime spectrum of the original ring and 
that of the dehomogenisation is considered and a homeomorphism between the 
graded primes in the ring (not containing x) and a certain subset of primes in 
the dehomogenisation is constructed. Turning our attention back to quantum 
Grassmannians, we obtain the desired result, that the dehomogenisation of the 
quantum Grassmannian at the 'rightmost' minor is isomorphic to the quantum 
matrices.
The smallest instructive example of a quantum Grassmannian is the 2x4 quantum 
Grassmannian Gg (2,4), and we restrict our attention to this case. By presenting 
the algebra as a factor ring of an iterated Ore extension, we see that Gg (2,4) is 
Auslander Gorenstein and Cohen Macaulay. We conjecture that this is also true 
in the general case. Finally, we consider the graded prime spectrum of G9 (2,4). 
The homeomorphism mentioned above obtains for us a correspondence between 
the graded primes in Gq (2,4) and a subset of the prime spectrum of 2 x 2 quantum 
matrices, the latter of which is known. Therefore, we can obtain those graded 
primes in Gq (2,4) not containing the 'rightmost' minor. Using the classical cell 
decomposition of a projective space as inspiration, we then sequentially deho-
mogenise and factorise the algebra, allowing us to completely describe its graded 
prime spectrum.
Van Oystaeyen and Li Huishi have shown that given a noetherian ring R and a 
regular central element x £ R, if the factor ring R/Rx and the localisation Rx 
are Auslander Regular, then R is Auslander Regular. The aim in Chapter 5 is 
to relax the condition of x being central in this result, to x being normal. This 
is achieved by considering methods and results used to prove the original result 
and 'twisting' them to meet our needs.
Finally, in Chapter 6, we study the Krull dimension of g-skew polynomial rings 
over commutative rings of finite Krull dimension. It is well known that the Krull 
dimension of a skew polynomial ring over a ring R is either equal to that of R, 
or exceeds that of R by exactly 1. We establish a criterion on the maximal ideals 
of R which will determine which of the two possibilities holds for a given g-skew 
polynomial ring over a commutative ring of finite Krull dimension.
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In this chapter, we will cover some basic results regarding
  noetherian rings and modules,
  graded rings and modules,
  localisation at Ore sets,
  Gelfand-Kirillov Dimension and
  homological algebra, in particular homological dimensions,
which will be required in the remainder of the thesis. The material appearing 
here is for the most part well known and thus references are given in place of 
proofs unless the proof is felt to be particularly instructive.
Throughout the thesis, rings and modules will be associative, rings will possess 
an identity element IR and modules will be unital. The reader should note that 
a definition or result given for right (left) modules will automatically be assumed 
for left (right) modules.
General references for what follows are [23] and [33].
1.1 Noetherian Rings and Modules
Definition 1.1.1. Let R be a ring and M be a right ^-module.
(i) The .R-module M is finitely generated if there is a finite subset {mi,... , mn ] 
of M such that M is generated by {mi,... , mn }, so
n
M = ^ rriiR - {m\r^ + m2r2 + ... + mnrn r{   R}. 
1=1
In particular, MR is cyclic if there exists an element m in M such that M = mR.
(ii) The module M satisfies the ascending chain condition (ACC) if every 
infinite chain of submodules of M
! C M2 C M3 C . . .
has only finitely many distinct terms.
(iii) The module M is noetherian if every nonempty collection S of submodules 
of M contains a maximal member; that is, S contains a submodule N such that 
there is no submodule T of M in S which properly contains in N. Thus
N is maximal <£> if T   S and N C T, then T = N.
Note: M# is cyclic if and only if M = R/I for some right ideal / of R.
Proposition 1.1.2. Let R be a ring and M be a (right or left) R-module. The 
following are equivalent:
(i) M is noetherian;
(ii) M satisfies the ascending chain condition;
(iii) all submodules of M are finitely generated.
Proof. See [23] Proposition 1.1. D
Definition 1.1.3. A ring R is right (left) noetherian if it is noetherian as a 
right (left) ^-module. We say that R is noetherian if it is both right and left 
noetherian.
Prime and Semiprime Ideals
Definition 1.1.4. Let R be a ring. A proper ideal P of R is a prime ideal if
whenever I, J are ideals of R with / J C P, then either / C P or J C P. 
A prime ring is a ring in which 0 is a prime ideal.
We will denote the set of prime ideals of R by Spec (R) .
Proposition 1.1.5. Let P be a proper ideal in a ring R. Then the following are 
equivalent:
(i) P is a prime ideal;
(ii) R/P is a prime ring;
(Hi) if /, J are right ideals of R such that IJ C P, then I C P or J C P; 
(iv) if /, J are left ideals of R such that IJ C P, then I C P or J C P; 
(v) ifr,seR with rRs C P, then either r e P or s 6 P.
Proof. See [23] Proposition 2.1. D
Thus, when R is commutative, the definition above coincides with the usual 
commutative definition of a prime ideal.
Definition 1.1.6. An ideal M of R is a maximal ideal if it is a maximal element 
in the family of proper ideals of R.
Definition 1.1.7. A prime ideal of R is a minimal prime if it does not contain 
any other prime ideal.
Proposition 1.1.8. A maximal ideal of a ring R is also a prime ideal of R.
Proof. See [23] Proposition 2.2. D
Definition 1.1.9. An ideal / of a ring R is semiprime if it is equal to an
intersection of prime ideals of R.
A semiprime ring is a ring in which 0 is a semiprime ideal.
Thus an ideal / is semiprime if and only if R/I is a semiprime ring.
Definition 1.1.10. The prime radical of a ring R is the intersection of all 
prime ideals of R, and is denoted by TV (R).
We immediately obtain the following result.
Proposition 1.1.11. A ring R is semiprime if and only if N (R) =0. D
Skew Polynomial Rings and Skew Laurent Extensions
Definition 1.1.12. Let R be a ring and a : R —>  R be an automorphism of R. 
A cr-derivation on R is an additive map 6 : R —> R such that
6 (rs) = a (r) 8 (s) + 5 (r) s for all r, s   R.
We call the pair (cr, 6) a skew derivation on R. Given a skew derivation (cr, 6) 
on R, we can construct the skew polynomial ring S := R[x; cr, 8\ with elements 
of the form Erixi and multiplication satisfying the relation
XT = a (r) x + 8 (r) for all r   R', 
the reader is referred to [23] for precise details of the construction.
Notes
1. Above we have taken a to be an automorphism of the ring. In fact it is enough 
for a to be an endomorphism; however, this degree of generality will never be 
required in this thesis.
2. The skew polynomial ring defined above is in fact a left skew polynomial ring. 
There is of course a similar construction for right skew polynomial rings with 
elements of the form Y,xl ri . However, we make the choice to use the left version 
whenever constructing a skew polynomial ring.
3. When 5 = 0 we denote the skew polynomial ring by R[x;cr], and similarly 
when cr = 1 we denote the skew polynomial ring by R[x; <5j.
4. The ring S = R\x\ cr, S\ is often referred to as an Ore extension of R.
Definition 1.1.13. An iterated skew polynomial ring (or iterated Ore ex- 
tension) is a ring of the form
R[xi\ai, 6i][x2 ] <J2 , 62] . . . [xn \ an , 6n]
where (01, <$i) is a skew derivation on R, whilst (02, £2) is a skew derivation on 
, etc.
Let S = R[x\ a, S\ be a skew polynomial ring. Then every nonzero element of S 
can be written uniquely in the form
n
s = TiX* with rn ^ 0.
i=0
Definition 1.1.14. We call rn the leading coefficient of 5 and say that s has 
degree n and write deg (s) = n. If s is the zero polynomial, we say that s has 
leading coefficient 0 and deg (5) :=   1. Let / be a right ideal of S and let
el\ deg (s) < n} 
and
An (/) = {rn | rn is the leading coefficient of some s G / }.
Then An (/) is a right ideal of R, called the nth leading right ideal of /.
6
The An (/) in Definition 1.1.14 form an ascending chain of right ideals of R; that 
is, \n (I) C An+i (7), and it is this property which is used to prove the noetherian 
result in the following Theorem ([33] Theorem 1.2.9).
Theorem 1.1.15. Let S = R[x; a, 6} be a skew polynomial ring. Then
(i) if a is injective and R is an integral domain, then S is an integral domain;
(ii) if <j is an automorphism and R is a prime ring, then S is a prime ring;
(Hi) if a is an automorphism and R is right (left) noetherian, then S is right 
(left) noetherian.
Proof. See [33] Theorem 1.2.9. D
Let R be a ring with an automorphism a and let x be an indeterminate. Then 
we can construct a ring T such that T is a free left .R-module with a basis 
1, x, x" 1 , x2 , x~2 , . . . and multiplication given by
XT — a (r) x for all r € R\ 
again, the reader is referred to [23] for exact details of the construction.
Definition 1.1.16. The ring T = R[x, x~ l ;o] is called a skew Laurent exten­ 
sion of R or a skew Laurent ring.
Theorem 1.1.17. Let R be a ring, a be an automorphism of R and let T =
R[x,x~ l ;a\. Then,
(i) if R is an integral domain, T is an integral domain;
(ii) if R is a prime ring, then T is a prime ring;
(Hi) if R is right (left) noetherian, then T is right (left) noetherian.
Proof. See [33] Theorem 1.4.5. D
1.2 Graded Rings and Modules
Let G be an additive group with identity IQ-
Definition 1.2.1. Let R be a ring. We say that R is (G-)graded if there is a 
family of additive subgroups {Rg g   G} such that
R = (Bg^cRg and RgRh C Rg+h for all g, h G G.
7
Definition 1.2.2. Let R be a G-graded ring and let M be a right P-module. 
Then M is a (G-) graded right .R-module if there exist additive subgroups {Mg \ 
g e G} such that
M = ®g€GMg and M9Rh C Mg+h for all g,h€G.
For any m e M, there is a unique decomposition m = ^L,g£G m9 w^n a^ but 
finitely many ra5 non-zero; we call the mg the graded components of m. If 
m = mg for some g G G, we say that m is homogeneous of degree g. 
A graded submodule of M is a submodule N such that N = 0^eG (TV n Rg ).
Equivalently, a graded submodule of M is a submodule N such that, if n   A7",
then all the graded components of n are also in N.
In particular, a graded ideal of R is an ideal I of R such that / = ®g€G (I n Rg ).
Definition 1.2.3. A graded prime ideal of R is a proper graded ideal P, such 
that whenever A, B are graded ideals of R with AB C P, then A C P or B C P.
We denote the set of graded prime ideals of R by GrSpec (R).
Definition 1.2.4. Let R = @i^zRi be a Z-graded ring. If Ri = 0 for all i < 0, 
we say that R is N-graded.
Let R = ®i>0 Ri be an N-graded ring. Then the ideals R and R+ := 0<>i^ are 
called the irrelevant ideals of .R, while all other ideals are called relevant.
Proposition 1.2.5. Let R be a Z- graded ring. A graded ideal P is prime if and 
only if for homogeneous elements a, b   .R such that aRb C P, it follows that
Proof. See [35] Proposition II. 1.4. D
Corollary 1.2.6. Let R be a It-graded ring. An ideal P of R is a graded prime 
ideal if and only if P is a prime ideal which is graded; that is,
GrSpec (R) = {P 6 Spec (R) \ P is graded}.
Proof. Clearly {P e Spec (R) P is graded} C GrSpec (R).
Suppose P G GrSpec (R). We must show that P is prime. Let a, b e P be
homogeneous elements such that aRb C P. Then
aRbCP => (aR) (bR) C P
=> aRCPoibRCP 
a 6 P or 6 G P. 
8
Therefore, by Proposition 1.2.5, P is prime. D 
For the most part, the rings which we will encounter will be N or Z-graded.
1.3 Gelfand-Kirillov dimension
Let A; be a field and recall that a ^-algebra is affine if it is finitely generated as 
an algebra. The material covered in this section can, for the most part, be found
in [26].
Throughout this thesis we will only be concerned with the Gelfand-Kirillov di- 
mension of finitely generated fc-algebras, and therefore we only deal with the 
definition for affine fc-algebras.
Let k be a field and A be an affine fc-algebra with generating set {ai, 02, ... , am }. 
We say that a finite dimensional subspace V of A is a finite dimensional gen­ 
erating subspace for A, if every element in A can be written as a linear com- 
bination of monomials formed by elements of V. For example, we could take V 
to be the k- vector space spanned by ai, 0,2, . . . ,Q>m , since every element of A can 
be written as a linear combination of monomials formed with ai, a<2, . . . , am . Let 
V° — k and Vn be the /c-subspace spanned by monomials of the form aJJaJJ . . . aj , 
where a^. G {ai, a^ . . . , am } and Es; = n. Then
An := V° + V1 + . . . + Vn and A = U~=0An .
Notice that ifleV, then An = Vn . Define dv (n) = dimfc (An).
Definition 1.3.1. The Gelfand-Kirillov dimension of the finitely generated k- 
algebra A is
GKdim (A) := HE (
\ log n 
where V is a finite dimensional generating subspace of A.
Note that the Gelfand-Kirillov dimension of A is independent of the choice of V 
(see [26] for details).
Of course, we have that logn dy (n) = log dy (n) / log n and thus
GKdim (A) = Iimlogn dv (n) .
In calculating Gelfand-Kirillov dimension we will need the following result.
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Lemma 1.3.2.
) 7/0 =£ / e Q[x] is a polynomial of degree d, then there exist a0 , ai, . . . , ad € Q, 
with ad ^ 0, such that
r f \ (U\ ( U \ fn\f(n) = ad [,]+ dd-i , _ I + • • • + ai 1 + a0 , 
Vd/ Vd-iy V 1 /
/or a// n G Z.
fnj For a function f : N — * Q, t/ie following are equivalent:
(a) there exist a0 , ai, • • • , fld € Q a^d m > 0 s^c/i tfia£ for all n>m,
f / \ nf (n) = ad d + **-* + • • • + ai + ao;
(b) there exist ai, a2 , . . . , a^ G Q and m > 0 sitc/i t/iot for all n>m,
/ n \ f n \
f (n + 1) - / (n) = ad ( + ad_i + . . . + fll .
\a — 1 / \a — 2 J
Proof. See [26] Lemma 1.5. D
We now give some results concerning Gelfand-Kirillov dimension of related alge­ 
bras.
Lemma 1.3.3. Let A be a (finitely generated) k-algebra and B be a subalgebra 
of A. Then GKdim(B) < GKdim(A).
Proof. See [26] Lemma 3.1. D
The two results that follow appear in [24], the proofs are given here to demonstrate 
how one may find the Gelfand-Kirillov dimension of an algebra.
Lemma 1.3.4. Let A be an affine k-algebra and let B — A[x;cr, 5] be an Ore 
extension of A. Then
GKdim (B) > GKdim (A) + 1.
Proof. Let V be a finite dimensional generating subspace of A such that 1^ G V. 
Then W = kx © V is a finite dimensional generating subspace of B. Now
Vn © Vnx 0 Vnx2 0 ... © Vnxn C
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and so
ndim (Vn ) < dim (W2n ) 
Therefore
GKdim (5) > IEnlogn ^(2n)
> limlogn ndim(yn )
= lim logn n + lim logn dim (Vn ) 
= 1 +GKdim (A).
D
Proposition 1.3.5. Let A be a (finitely generated) k-algebra and let
B = A[x; a, S] be an Ore extension of A. Suppose that A has a finite dimensional
generating subspace V such that I A G V and cr (V") C V. Then
GKdim (B) = GKdim (A) + 1.
Proof. Let W = kx + V . Then W is a finite dimensional generating subspace of 
B.
We have that 6 (V) is finite dimensional and since A = UVm , there exists an 
integer p > 0 such that 5(V) C Vp . We claim that
8 (Vn ) C Vn+p for all n.
For n = 0 it is trivially true. Suppose n > 1 and note that by induction,
6(Vn~ l ) CVn~ l+p . Then
8 (Vn ) =
C a (Vn~ l ) 5 (V) + 6 (Vn~ 1 } V 
C yn~lyl+p





for all n € N. To show this inclusion we use induction on n.
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For n = 0 it is trivially true. Suppose n > 0. Then
wn+l = wwn
n















dim (Wn ) < (n + 1) dim
Let C7 = yp . Then [/ is a finite dimensional generating set for A and dw (n) < 
+ l)du (n). Therefore
GKdim (B) = lim logn dw (n)
= lim logn (n + 1) + lim logn dv (n) 
= 1 + GKdim (A)
and Lemma 1.3.4 gives us the required equality. D
We now extend the definition of Gelfand-Kirillov dimension to modules over afrlne 
fc-algebras. Note that we will only be concerned with finitely generated modules 
and thus only the definition for such modules appears here.
Let A be an affine fc-algebra with finite dimensional generating subspace V such 
that 1 G V. Let M be a finitely generated right A-module with finite dimensional 
subspace F, which generates M as an A-module. Then
M = L£LQJFVn .
Define dV}F (n) = dimk (FVn).
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Definition 1.3.6. The Gelfand-Kirillov dimension of M is
GKdim (M) := limlogn dy,F (n).
Note that the Gelfand-Kirillov dimension of M is independent of the choice of V 
and F (see [26] for details).
Clearly,
GKdim (A) = GKdim (AA ) ;
that is, the Gelfand-Kirillov dimension of A as an algebra coincides with the 
Gelfand-Kirillov dimension of A as a right A-module. The following proposition 
considers the Gelfand-Kirillov dimension of some related modules.
Proposition 1.3.7. Let A be an affine k-algebra and M, MI, ... , Mn be finitely 
generated right A-modules.
(i) Suppose M = MI 0 ... 0 Mn . Then GKdim (M) = maxijGKdim (Mi)}.
(ii) Let Q-*K—*M—*L-*Qbean exact sequence of right A-modules. Then 
GKdim (M) > max{GKdim (K) , GKdim (L)}.
(Hi) If MI = 0 for some ideal I of A, then GKdim (M^) = GKdim (MA/I) • 
(iv) GKdim (M) < GKdim (A).
(v) Let a : M —* M be an injective module homomorphism. Then 
GKdim (Mla (M)) < GKdim (M) - 1.
(vi) Suppose M = MI + ... + Mn . Then GKdim (M) = maxi{GKdim (Mi)}.
Proof. See [26] Proposition 5.1. D
Definition 1.3.8. Let M be a right A-module and let £ € A We say that x is 
a non-zero divisor on M if whenever mx = 0, we have m = 0.
From Proposition 1.3.7 (v), we have the immediate corollary.
Corollary 1.3.9. Let A be an affine k-algebra and M be a right A-module. Sup­ 
pose that x G A is central and x is a non-zero divisor on M. Then
GKdim (M/Mx) < GKdim (M) - 1.
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Of course, in non-commutative algebra there is no guarantee that a central ele­ 
ment will exist; the 'next best thing' is a normal element. Recall that x G R is 
normal if it generates a two sided ideal; that is, x € R is normal if xR = Rx. In 
the above Corollary it is possible, with a little more work, to relax the condition 
of x being central to x being normal.
Proposition 1.3.10. Let A be an affine k-algebra and M be a right A-module. 
Suppose that x G A is normal and is a non-zero divisor on M. Then
GKdim(M/Mz) < GKdim(M) - 1.
Proof. This proof is adapted from [26] Proposition 3.15.
Note that MX is a submodule of M due to the normality of x. Define M :=
Ml MX.
Let V be a finite dimensional generating subspace of A such that 1^, x € V, and 
let F be a finite dimensional subspace of M, which generates M as an A-module.
I r\ OY"I 4" n £»v^} 1 Q o Tl Til 4*/^ /"I im £*YI 01 /"vn ri 1 on r-vo-r\r\ r*r\ fi ^-VT A/7 TTrr* i /-*r\ rm-v^ /"k-wrv-f f\c* A /I r\ o r\ •*-»
b  
Then there is a finite di ensional subspace F of M which generates M 
A-module and has image F under the canonical homomorphism M —> A
Thpn
as an
l >• M/Mx. 
e
M = UFI/n and M = UFV = UFV™. 
Now let Dn be a vector space complement of FVn fl MX in FVn ; that is,
(FVn n MX) e Dn =
as vector spaces. Then
_ = c* — —— s D
MX FVn nMx 
as vector spaces. Now, since Dn n MX = 0, the sum
Dn + £>nx + £>nz2 + . . . + £Un 
is direct. Also,
FV2n D Dn 0 Dnx 0 LU2 0 ... 0 Dnxn 
and thus
dim (FV2n ) > ndim (Dn ) = ndim
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Therefore
GKdim (M/Mx) + 1 = lim logn dvy (n) + 1
= lim logn dvj (n) 4- lim logn n
* /n _±r*~\n—>oo
< lim logn dy (2n) 
< GKdim (M),
as required. D
In fact in the case that A is N-graded and £ is a normal homogeneous element of 
degree d > 0, we have equality in Proposition 1.3.10. In order to prove this we 
introduce the following definition.
Definition 1.3.11. Let R be a ring, M be a right ^-module and a : R — » R be 
an automorphism of R. Then Ma is the right .R- module with the same underlying 
abelian group as M, but with multiplication given by
m *0. r \— racr(r) for all m E M0".
To emphasise whether we are thinking of an element in M or in M°", we will 
sometimes give elements in Ma a superscript a.
The reader should note that this idea of 'twisting' the module map is extremely 
useful when working with normal elements and will be used extensively in later 
chapters.
Lemma 1.3.12. Lei R be a ring and x be a normal non-zero divisor in R. Let 
a : R — > R be the automorphism obtained by conjugating by x; that is, xr = o~(r)x. 
Let M be a right R-module and let
be right multiplication by x. The map fj, is an R-module homomorphism.
Proof. Clearly ^ is an additive map, we check that it is an ^-module map. Let 






= fj, (m) r. 
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D
We will require the following result.
Lemma 1.3.13. Let A = ©iez^i be a finitely 1,-graded affine k-algebra (so each
Ai is a finite dimensional vector space) and let M = @i&iMi be a finitely graded, 
finitely generated right A-module. Let
A (n) = ®^_nAi and M (n) = ©JL 
and define
dA (n) — dimfc (A (n)) and dM (n) = dimfc (M (n)) 
Then,
GKdim (A) = lim logn dA (n) and GKdim (M) = lim logn dM (n)
Proof. See [26] Lemma 6.1. D 
Lemma 1.3.14.
GKdim (M) = GKdim (Ma )
A module M, as above, is said to have polynomial growth of degree 5 if there 
exist C, m £ N such that G?M (n) < Cns and ns < dM (mn) for almost all n. Note 
that the following proposition appears in [27] Lemma 5.7, with the restriction 
that M must have polynomial growth.
Proposition 1.3.15. Let A = ©i<=NA be a finitely ^-graded affine k-algebra and 
let x € Ad, d > 0, be normal in A. Let M = ®ie%Mi be a finitely graded, finitely 
generated non-zero right A-module such that x is a non-zero divisor in M. Then
GKdim (M/Mx) = GKdim (M) - 1.
Proof. By Lemma 1.3.10, we have that GKdim (M/Mx) < GKdim (M) - 1 and
we must show the reverse inequality. Let 0 ^ M = ©igz-Wf- We may assume that 
Mi = 0 for alH < p < 0, and so M = ®i>
Let M = M/Mx. Then M» = Mi/Mi-dx gives a grading on M. Since x is a 
non-zero divisor in M, we have exact sequences
0 -> Mf_d --> Mi -* M -> 0, 
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where p is right multiplication by x. We deduce that
dw (n) = dM (n) - dM* (n - d) 
and since
AM* (n — d) = du (n — d} , 
we have that
dM (n) = djz (n) + dM (n - d).
Note that Mp = Mp and if i > (n - p) /d, then dM (n - id) = 0. Therefore
_7 / " 7\M-r-i- I T) —— t ft I
M \ V '
i=0
where E(n) is the integer part of (n — p) /d.
Certainly E(n) < n, and <% (n - id) < d-^ (n) for z = 0,... , E(ri), so
dm (n) < (n+l) c% (n). 
Therefore
GKdim (M) = limlogn dM (n) < Hmlogn {(n 4-1) djj (n)}
= lim logn (n + 1) + lim logn % (n) 
= 1-h GKdim (M);
that is, GKdim (M/Mx) > GKdim (M) — 1 and we have equality, as required. D
1.4 Localisation
Let R be a commutative ring and P be a prime ideal of R. The factor ring R/P 
is a commutative domain and thus has a field of fractions, K say. In this case 
the study of K can yield much information about R, and thus passing from R 
to the factor ring R/P and then to K has proved to be a useful technique in 
commutative ring theory. As one would expect, in the non-commutative case it 
does not necessarily work out quite as nicely. Let R be a non-commutative ring 
and let P be a prime ideal of R. It is not even clear, as yet, what one would mean 
by a 'quotient field' of R/P. 
Recall the following definition.
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Definition 1.4.1. A multiplicative set X of a ring R is any subset of the ring 
such that 1 G X and X is closed under multiplication.
The problem above of finding a 'quotient field' of R/P is a special case of the 
general theory of non-commutative rings of fractions (or non-commutative local­ 
isation). Let us return for a moment to the commutative case. A well known, 
and indeed well used construction is the localisation of a commutative ring R at 
a multiplicatively closed set X (such that 1 G X). A new ring RX is constructed 
consisting of fractions of the form r/x where r 6 R and x G X subject to the 
following equivalence relation:
r/x ~ r' /x' & there exists y G X such that (rx1 — r'x) y = 0.
In this section, we summarise how this construction can be extended to the non- 
commutative case and look at the relationship between the prime spectrum of a 
noetherian ring and the prime spectrum of its localisation. The material contained 
in this section can be found in more detail in [23] Chapter 9 and to some extent 
Chapter 5.
In the commutative case we have the following result.
Lemma 1.4.2. Let X be a multiplicative subset of the (commutative) ring R and 
let $ : R — •» RX be the ring homomorphism defined by </> (r) = r/l. Then
(i) for each x G X, <j> (x) is a unit in RX; 
(ii) ker</> = {r € R \ xr = 0 for some x £ X};
(Hi) if ip '• R — * T is a ring homomorphism such that ijj (x) is a unit if T for all 
x £ X, then if) factors uniquely through <j>; that is, there exists v : RX — » T such 
that ijj = vcf). D
The corresponding construction in the non- commutative case should 'mimic' the 
commutative theory in that our ring of fractions should satisfy the same kind of 
properties as those above. With this in mind, the following definition is made.
Definition 1.4.3. Given a multiplicative subset X of a ring R, a (right) lo­ 
calisation of R with respect to X is a ring homomorphism 0 : R — > S such 
that
(i) for each x £ X, 0 (x) is a unit in 5;
(ii) ker0 = {r £ R \ xr = 0 for some x £ X}]
(iii) each element of S has the form 0 (r) ^(x)~ l for some r G R, x e X.
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Definition 1.4.4. Let X be a multiplicative subset of R. Then 
1. X is said to satisfy the right Ore condition if
rX PI xR + 0 for all r 6 R and x G X;
2. ^ is said to be right reversible if
whenever r G R, x e X such that xr = 0, then 3 x' e X such that rz' = 0;
3. X is called a right denominator set if it is a right reversible, right Ore set.
Lemma 1.4.5. Let X be a multiplicative subset of R and suppose that there exists 
a localisation 0 '• R — * S of R with respect to X. Then X is a right denominator 
set.
Proof. See [23] Lemma 9.1. D
Notice that in the definition of localisation we do not have a condition equivalent 
to that of Lemma 1.4.2 (iii). This is rectified in the following Proposition.
Proposition 1.4.6. Let X be a right denominator set in R and suppose that 
there is a right localisation 0 : R — > S for R with respect to X. If^:R-^Tisa 
ring homomorphism such that ip (x) is a unit in T, for all x £ X, then -0 factors 
uniquely through 0; that is, there is a unique ring homomorphism v : S — » T such 
that - =
Proof. See [23] Proposition 9.4. D
Corollary 1.4.7. Let X be a right denominator set in a ring R. Suppose that
0i : R — > 5i and 02 : R — > $2 are right localisations of R with respect to X. Then 
there is a unique ring isomorphism r\ : S\ — »• 52 such that r/0i = 02.
Proof. See [23] Corollary 9.5. D
Lemma 1.4.5 establishes that X being a right denominator set is a necessary 
condition for the existence of a right localisation of R with respect to X. In fact 
it is necessary and sufficient.
Theorem 1.4.8. Let X be a multiplicative subset of R. Then there exists a 
(right) localisation of R with respect to X if and only if X is a right denominator 
set.
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Proof. See [23] Theorem 9.7. D
Definition 1.4.9. Let M be a right ^-module and X C M be any subset of M. 
The annihilator of X is the right ideal
ami/? (X) = {r 6 # | xr = 0 for all x e X}.
Of course, there is an equivalent definition for left modules and when M = R 
we use the notation ramiR (X) and lann# (X) to make it clear whether we are 
thinking of .R as a right or left module over itself.
A right annihilator in R is any right ideal which is equal to the right annihilator 
of some subset of R.
Proposition 1.4.10. Let X be a right Ore set in a ring R. If R satisfies the 
ascending chain condition on right annihilators of elements, then X is right re­ 
versible.
Proof. See [23] Proposition 9.9. D
Corollary 1.4.11. Let X be a multiplicative subset of a noetherian ring R. Then 
there exists a (right) localisation of R with respect to X if and only if X is a right 
Ore set.
In the main body of this thesis the rings in which we are interested will be 
noetherian; thus for the existence of a right localisation of a ring at a set X, we 
need only check that the set satisfies the right Ore condition.
Let X be a right denominator set in a ring R. Then by Theorem 1.4.8 there exists 
a right localisation </> : R —> S of R with respect to X which by Corollary 1.4.7 
is essentially unique. Henceforth, we will denote S by RX- In a standard misuse 
of notation, we will refer to the ring RX as the (right) localisation of .R at X and 
to (f) : R —> RX as the natural map. We will also take the liberty of writing 
elements in the localisation as rx~ l rather than 0(r)0(x)~ 1 , which can become 
rather cumbersome.
Goldie Theory
Let # be a noetherian prime ring. Among other things, Goldie Theory solves for 
us the problem of finding a right 'quotient field' of R, as discussed at the beginning 
of the section. Recall that a non-zero divisor in a ring R is also referred to as a 
regular element in R.
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Definition 1.4.12. Let X be the set of regular elements in a ring R. Then if the 
localisation of R at X exists, we will say that it is the right ring of fractions 
of #.
Example 1.4.13. Let .R be a noetherian domain. Then R has a right ring of 
fractions.
Proof. Since R is noetherian we need only check that X = R\ {0} is a right Ore 
set in R. Let x £ X, r € R and suppose that
xRr\rX = 0. 
Equivalently,
xR D rR = 0 
and so the infinite sum
rR + xR + xrR + zr2 ^ + ... + orn# + ... 
is direct, contradicting R being noetherian. D
We now give a brief summary of Goldie's Theorems, for which we require the 
following definitions.
Definition 1.4.14. Let R be a ring and M be a non-zero right /^-module.
1. A non-zero submodule N of M is essential in M if the intersection of N with 
any other non-zero submodule of M is non-zero.
2. We say that M is uniform if every non-zero submodule of M is essential in
M.
3. We say that M has finite rank if and only if M has an essential submodule 
which is a finite direct sum of uniform submodules. Equivalently M has finite 
rank if and only if M contains no infinite direct sums of non-zero submodules 
([23] Theorem 4.13).
Definition 1.4.15. A right Goldie ring is a ring R which has finite rank (as a 
right R-module) and satisfies the ascending chain condition on right annihilators.
In particular, a right noetherian ring is right Goldie.
The following Proposition is the crucial result in proving Goldie's Theorem.
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Proposition 1.4.16. Let R be a semiprime right Goldie ring and I be a right 
ideal of R. The ideal I is essential in R if and only if I contains a regular element.
Proof. See [23] Proposition 5.9. D
Theorem 1.4.17. A ring R has a semisimple right ring of fractions if and only 
if R is a semiprime right Goldie ring.
Proof. See [23] Theorem 5.10. D
Corollary 1.4.18. A prime noetherian ring R has a semisimple right ring of 
fractions. D
Lemma 1.4.19. Suppose that a ring R has a right ring of fractions, S. Then S 
is a simple ring if and only if R is a prime ring.
Proof. See [23] Lemma 5.11. D
Theorem 1.4.20. A ring R has a simple artinian right ring of fractions if and 
only if R is a prime right Goldie ring.
Proof. See [23] Theorem 5.12. D
Example 1.4.21. Let R be a noetherian domain. Then R has a division ring of 
fractions (cf. Example 1.4.13).
The following example is, for our purposes, the most important and will often be 
used in later chapters.
Example 1.4.22. Let # be a noetherian ring and x G R be a normal non-zero 
divisor in R. Then X = {xi \ i > 0} is a right Ore set in R and therefore RX, the 
localisation of R at X, exists. In fact we will call this localisation the localisation 
of R at x.
Proof. The set X is certainly a multiplicative subset of R. Let r € R and xn € X 
for some n > 0. Since x is normal in R there exists r' G R such that
rxn = xnr'. 
Therefore
rX H xnR ^ 0
and X is a right Ore set. D
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Localisation of a module
Lemma 1.4.23. Let R be a ring, X be a right Ore set in R and M be a right 
R-module. Then
tx (M) = {ra 6 M mx = 0 for some x 6 X}
is a submodule of M. If X is also right reversible, then tx (R) = ker (0) (where 
4> is the natural map of the localisation).
Proof. See [23] Lemma 9.3. D
Definition 1.4.24. The module tx (M) is called the X-torsion submodule of 
M. We say that M is X-torsion if tx (M) = M and that M is X-torsionfree
if tx (M) = 0.
Having denned the localisation of a ring at a set X, we now concern ourselves with 
the localisation of modules over the ring. The preceding theory would indicate 
that we should be considering 'fractions' with numerators from the module and 
denominators from the set X.
Let X be a right denominator set in a ring R and let M be a right .R-module. 
A localisation of M with respect to X is a right .R^-module N together with a 
module homomorphism / : M —> N such that
(1) each element of N has the form / (ra) x" 1 for some ra 6 M and x € X;
(2)kerf = **(M).
The following proposition mirrors property (iii) of Lemma 1.4.2.
Proposition 1.4.25. Let X be a right denominator set in a ring R and let M 
be a right R-module. Suppose there is a localisation of M with respect to X, 
f : M —> N. If T is a right Rx -module and g : M —»• T is an R-module 
homomorphism, then there is a unique RX-module homomorphism h : N —> T, 
such that g = hf.
Proof. See [23] Proposition 9.10. D
The following Corollary establishes the uniqueness of the localisation of a right 
.R-module, if such a localisation exists.
Corollary 1.4.26. Let X be a right denominator set in a ring R and let M be a 
right R-module. Suppose fi : M —> N\ and /2 : M —» 7V2 are localisations of M
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with respect to X. Then there is a unique RX -module isomorphism g : NI — > TV2 
such that gfi = /2 .
Proof. See [23] Corollary 9.11. D
In fact if X is a right denominator set in R, then the localisation of a right 
.R-module exists.
Theorem 1.4.27. Let X be a right denominator set in R. Then for every right 
R-module M, there exists a localisation f : M — > N of M.
Proof. See [23] Theorem 9.13. D
Thus, given a right denominator set in a ring R and a right .R-module M, there 
exists a localisation / : M — > TV of M, which, by Corollary 1.4.26, is essentially 
unique. In the usual abuse of notation, we will refer to the module N as the 
localisation of M at X and denote it by MX . We will also simplify the notation 
by writing elements of MX in the form raz" 1 , rather than / (m) a;" 1 .
Proposition 1.4.28. Let X be a right denominator set in a ring R and let M 
be a right R-module. Then the map
g : M x Rx -> Mx 
(m, s) i— » (ml" 1 ) s
induces an RX -module isomorphism from M ®R RX onto MX-
Proof. See [23] Proposition 9.14. D
Proposition 1.4.28 gives us an alternative definition of the localisation of a right 
.R-module in terms of tensor products. In later chapters, this definition will be 
used without further comment.
Let X be a right denominator set in R and let M be a right .R-module.
Let TV be a submodule of MX- The contraction of TV to M is the set {m |
ml" 1 € TV} and is sometimes denoted TVC . In the remainder of the thesis we will
use the convenient notation TV Pi M to denote the contraction of TV to M. The
reader should note that this is merely a useful abuse of notation and that it is
possible for the localisation to have a kernel.
Let T be a submodule of M. Then the extension of T to MX is the set TRx,
which is sometimes denoted by Te .
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Proposition 1.4.29. Let X be a right denominator set in R and let M be a right 
R-module.
(i) If N is an Rx-submodule of MX, then N fl M is an R-submodule of M, the 
factor M/ (N n M) is X-torsion free and N = (N D M) Rx ; that is, N = 7Vce .
(ii) If T is an R-submodule of M, then TRx is an Rx-submodule of MX and 
T C TRX H M. Also, (TRX n M) /T = tx (M/T), and thus T = TRX n M (that 
is, T = Tec) if and only if M/T is X-torsion free.
In fact,
(Hi) contraction and extension are inverse lattice isomorphisms between the lattice 
of Rx-submodules of MX and the lattice of R-submodules T of M such that M/T 
is X-torsion free.
Proof. See [23] Theorem 9.17. D
Corollary 1.4.30. Let X be a right denominator set in R and let M be a right 
R-module. Then
(i) if M is noetherian (artinian), then MX is a noetherian (artinian) RX-module; 
(ii) if M is simple, then either MX = 0 or MX is a simple RX-module. D
In particular, Proposition 1.4.29 applies to ideals in localisations of rings. As 
promised, the following set of results establishes the relationship between the 
prime spectrum of a ring R and the prime spectrum of its localisation at a right 
denominator set.
Proposition 1.4.31. Let X be a right denominator set in a ring R and let J be 
an ideal of RX- Then
(i) J fi R is an ideal of R and (J n R) RX = Jj
(ii) if J D R is a prime (semiprime) ideal in R, then J is a prime (semiprime) 
ideal in RX-
Proof. See [23] Proposition 9.19. D
Note that if / is an ideal of R, then IRX need not be an ideal of RX whilst if J 
is prime, then J n R is not necessarily prime or even semiprime.
However, the rings which we will be interested in later will all be noetherian and 
the above note can be dealt with by Proposition 1.4.32. First recall that given an
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ideal I of a ring R, an element r e R is said to be regular modulo / if the coset 
T + / is regular in the ring R/I. The set of all elements in R which are regular 
modulo / is denoted by C (I).
Proposition 1.4.32. Let X be a right denominator set in a ring R and suppose 
that Rx is noetherian. Then
(i) if I is an ideal of R, then IRx is an ideal of RX- Suppose that (R/I)R 
is X-torsion free. Then I is prime (semiprime) if and only if IRx is prime 
(semiprime);
(ii) if J is an ideal of RX, then J is prime (semiprime) if and only if J fl R is 
prime (semiprime);
(Hi) if P is a prime (semiprime) ideal of R, then P = Q fl R for some prime 
(semiprime) ideal Q of RX if and only if X C C (P).
Proof. See [23] Theorem 9.20. D
Theorem 1.4.33. Let X be a right denominator set in a noetherian ring R. 
Then contraction and extension are inverse bijections between the set of prime 
ideals of RX and the set of those primes in R disjoint from X.
Proof. See [23] Theorem 9.22. D
In particular, we have the following important example (cf. Example 1.4.22).
Example 1.4.34. Let # be a noetherian ring and let x be a normal non-zero 
divisor in R. Then contraction and extension are inverse bijections between the 
set of prime ideals in Rx , and the set of those primes in R not containing x.
1.5 Homological Algebra
Definition 1.5.1. A right #-module is free if it is a direct sum of copies of R.
An ^-module P is projective if for ^-modules B, C with a surjective ^-module 
homomorphism /3 : B —> C
a
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and any .R-module map a : P — »• C, there is an ^-module map 7 : P — > B such 
that the above diagram commutes; that is, a = /3j.
Note that a module P is projective if and only if it is direct summand of a free 
module.
A projective resolution of a module M is an exact sequence
+ 0 
such that Pn is projective for all n. The deleted resolution is then
p d™+i, p , . p rfi v p „ n ...—>• .rn+ i ——— > /"„—>...—> /"i — *• -M) — * U.
Note that no information is lost in removing M from the resolution, since M = 
coker (di).
If there exists an integer n such that M has a projective resolution of the form
0 -> Pn -4 Pn_! -* . . . -H. Pi -> PO -> M -> 0,
then the projective dimension of M, denoted pd(M), is at most n. If n is 
the least such integer, then pd (M) = n. If no such finite integer exists, then 
pd(M) = oo.
Clearly, M is projective if and only if pd (M) = 0.
Definition 1.5.2. A right ^-module E is injective if for any ^-modules A C B, 
every /^-module map / : A — »• E can be extended to an .R-module map g : B — > 






An injective resolution of a module M is an exact sequence
0 _+ M -> £;° -> E1 -» ... -* ^n -»• En+1 -> ... 
where each El is an injective module.
One can go on in the manner of Definition 1.5.1 to define the deleted resolution 
and injective dimension, id (M). We leave this as an exercise for the reader.
The following results establish some of the basic properties of the projective di­ 
mension of a module.
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Proposition 1.5.3. Consider a short exact sequence of right R-modules,
0 _-> M' -> M -> M" -> 0. 
T/ien pd (M) < maxjpd (M') , pd (M")}.
Proof. See [33] 7.1.6. D
Proposition 1.5.4. Let x be a regular normal element of R and let M be a right 
R-module. If MR/RX is non-zero andpd^p^. (M) = n < oo ; thenpdR (M) = n+1.
Proof. See [33] Theorem 7.3.5(1). D
Definition 1.5.5. Let R be a ring and let MR be the category of right R- 
modules. The (right projective) global dimension of R is given by
gldim( JR) := sup{pd(A) | A G MR}.
It is also possible to consider the right injective global dimension of R, given by 
sup{id(A) | A G MR}. However, these two values coincide and are sometimes 
referred to as the right global dimension of R. Of course, by considering left 
modules one may define the left global dimension of R. It should be noted that 
the right and left global dimensions of a ring do not always coincide, though in the 
case that R is left and right noetherian the two values are equal ([37] Corollary 
9.23). Throughout this thesis when we refer to the global dimension of a ring, we 
will mean the right global dimension.
Theorem 1.5.6. The Comparison Theorem.
Suppose that A, B G MR and f : A — > B. Consider the diagram
I I
y y
where ... —> PI —» PO —>• A —> 0 is a projective resolution for A and ... —> 
P( —* PQ —> B —> 0 is a projective resolution for B. Then there is a map 
f = {fn '. Pn -* Pn} (represented by the dashed line in the diagram) such that the 
diagram commutes. D
We say that the map / is a chain map over /.
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Let MR denote the category of right ^-modules and let M € MR. Recall the 





and if / : A -» B, then
Horn* (A, M)T/ : Horn* (B, M)
The following definition is an important and well studied example of a right 
derived functor. The reader is referred to [37] Chapter 6 for more details.
Definition 1.5.7. Consider an .R-module A and choose a projective resolution 
... -> Pn -^ Pn_! -> ... -» P! -^ Po -> A -» 0 for A. Let T := Horn/? (_, M) 
for some M £ MR and apply T to the deleted resolution ... —> Pn -A Pn_i —>
, M)
. . . — » PI -A P0 — >• 0; that is, form
0 -
We define the functor Ext^ (_, M) on .M^ as follows:
ker
, M)
— • (rr, J \ »im (2 an j
for A € MR. We must also define the action of Ext^ (_, M) on a map / : A — » B. 








P.. e ^ n ^
Then, if z'n+l G ker (Td;+1 ), we define 
Ext£ (_, M) / : Ext£ (B, M)
im (Td'n )
^ (A, M)
To simplify the notation we will denote Ext^ (_, M) / by /
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Note that ExtJ (A, M) is independent of the choice of projective resolution of A 
and /* is independent of the choice of / (since any two chain maps over / are 
homotopic - see [37] for details).
Theorem 1.5.8. Let 0 — > M' -?-> M -^ M" — » 0 be an exact sequence of right 
R-modules. Then, there is an exact sequence
0 -* Ext^ (M", N) -> Ext£ (M, TV) -> Ext°R (M', N) -> . . .
-» Ext£ (M", TV) -C Ext£ (M, TV) -C ExtJ (M', TV) -+ Ext£+1 (M" ', N) -+ . . . 
/or an?/ rip/it R-module N.
Proof. See [37] Theorem 6.27. D
The following Theorem shows the relationship between the projective dimension 
of a module M, and Ext^ (_, M).
Theorem 1.5.9. Let M be a right R-module. The following are equivalent:
(i) pd (M) < n;
(ii) Ext^ (N, M) = 0 for all right R-modules N and allk>n + l;
(Hi) Ext +̂1 (TV, M) = 0 for all right R-modules N.
Proof. See [37] Theorem 9.5. D
Let R be a noetherian ring and recall the following definitions.
Definition 1.5.10. The grade of a finitely generated (right or left) .R-module 
M is defined by
The Auslander condition: The ring R satisfies the Auslander condition if for
each finitely generated .R-module M, and for alH > 0 and every .R-submodule N 
of Extk (M, R), we have jR (N) > i.
A ring of finite injective dimension which satisfies the Auslander condition is 
called Auslander Gorenstein.
A ring of finite global dimension which satisfies the Auslander condition is called 
Auslander Regular.
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A fc-algebra, where k is a field, is calledCohen Macaulay if
GKdim (M) + jR (M) = GKdim (R) .
Theorem 1.5.11. Let k be a field and let R = ®n>oRn be a finitely generated 
N-graded k-algebra with dim^^o < oo. Suppose x G Rd, d > 0, is a normal non­ 
zero divisor in R. Then B = R/Rx is Auslander Gorenstein if and only if R is. 
Furthermore, in this case B is Cohen Macaulay (CM) if and only if R is.
Proof. See [27] Theorem 5.10. D
Recall that an N-graded /c-algebra R = 0i>o-Ri is said to be connected if .Ro = k.
Theorem 1.5.12. Suppose that R is a noetherian ring that is Auslander Regular 
and Cohen Macaulay. Let S = R[x; a, S\ be an Ore extension of R.
(i) The Ore extension S is Auslander Regular.
(ii) Assume that R = ®i>oRi is a connected graded k-algebra such that o~(Ri) C 
for each i > 0. Then S is Cohen Macaulay.
Proof. See [28] Lemma. D
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Chapter 2
Quantum Grassmannians and 
Quantum Flag Varieties
Let k be a field. A Quantum Coordinate Algebra is a deformation of the 
coordinate ring of some affine variety which is dependent on a nonzero element 
q of the field k. One such quantum coordinate algebra is the coordinate ring of 
m x n quantum matrices, Oq (Mmn ) - a quantisation of the coordinate ring of 
m x n matrices O (Mmin (fc)). This quantum coordinate algebra has been widely 
studied in recent years (see for example, [12], [18], [21], [28], [32], [36] and many 
more). In particular, it is a well known result that Oq (Mmn ) can be constructed as 
an iterated Ore extension of the field, from which many desirable properties can 
be obtained. For example, Oq (Mmn ) is a noetherian domain of Gelfand-Kirillov 
dimension ran.
In this chapter we study two classes of subalgebras of the coordinate ring of quan­ 
tum matrices. The first is a deformation of the coordinate ring of grassmannians, 
and the second is a deformation of the coordinate ring of the flag variety. The 
chapter begins with the definition of the coordinate ring of quantum matrices, 
where the reader should note that the relations given by various authors often 
differ by powers of q. Thus one should take care when using results from works 
by other authors. We continue by defining the coordinate ring of the quantum 
Grassmannian and in Section 2.3 a basis for this algebra is constructed, allowing 
us to calculate its Gelfand-Kirillov dimension. The basis constructed closely fol­ 
lows the construction given in [18] for a basis of the coordinate ring of quantum 
matrices. In Section 2.4 we define the coordinate ring of the quantum flag variety 
and proceed to construct a preferred basis using the same methods as before.
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2.1 The Coordinate Ring of Quantum Matrices
Throughout this chapter k denotes a field and 0 ^ q € k. We have the following 
definitions.
Definition 2.1.1. The coordinate ring of 2 x 2 quantum matrices
Oq (Mt) := k a b c d I '
is the fc-algebra generated by indeterminates a, 6, c, d, subject to the following 
relations:
ab = qba; ac = qca; ad — da— (q — q~ 1 } be;
be = c6; bd = qbd\ cd = qdc. 
The 2 x 2-quantum determinant is given by
D — ad — qbc.
It is easy to check that D is a central element, while b and c are normal elements
ofOq (M2 ).
More generally, let ra, n G N. Then we have the following definition.
Definition 2.1.2. The coordinate ring of m x n quantum matrices
Oq (Mmn ) := k
\
\
is the /c-algebra generated by the mn indeterminates 
1 < j < ft > subject to the following relations:
Xij (i<i}\
J
where 1 < i < m and
(i<l, r < j) ;
i<l, j<
that is, if we choose 2 elements on the same row or column in the matrix, then 
they ^-commute. Otherwise, the 2 elements will define a 2 x 2 minor/matrix
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whose elements satisfy the relations given above for the 2x2 case. 
When n — m we define the quantum determinant
°
ere Sn
where / (a) denotes the number of inversions in the permutation a ([36] Lemma 
4.1.1).
The quantum determinant D is a central element of Oq (Mn ) ([36] Theorem 4.6.1).
For brevity, we refer to the fc-algebra defined above as the algebra of ra x n- 
quantum matrices.
Note that our choice of relations for Oq (Mmn ) differs slightly from those in [36]; 
thus whenever we use a result from [36] we must interchange q and q~l .
The algebra of m x n quantum matrices can be constructed as an iterated Ore 
extension of the field k ([21] Section 3.1). By studying the commutation relations 
for Oq (Mmn\ it is not difficult to see that we can insert the generators Xij into 
the Ore extension in lexicographic order. In fact we construct the iterated Ore 
extension
5 012? \ (7in ,
where
q 1 Xij when i = s, j < t,
q~ lXij when i < s, j = t,
Xij when z < s, j ^t
and
! 0 when i = s, j < t,0 when i < s, j > t,1 ~ q) XitXsj when i < s, j < t.
It is clear that there is a map from this iterated Ore extension onto Oq (Mmn). In 
fact this map is an isomorphism. The proof of this for 2 x 2 quantum matrices 
can be found in [25] IV.4.
The following two results are immediate consequences of this construction. 
Lemma 2.1.3. The algebra ofmxn quantum matrices is a noetherian domain.




GKdim((9g (Mmn)) = ran.
Proof. This result follows from Proposition 1.3.5. D
Definition 2.1.5. Consider an ra x n quantum matrix. Let / be a subset of 
{!,... ,m}, and J be a subset of {!,... , n} with |/| = / = |J|. Write / in 
descending order and J in ascending order. The quantum minor, denoted by 
[/| J], is denned to be the quantum determinant of the / x / quantum submatrix 
defined by rows / and columns J.
Example 2.1.6. Consider the algebra of 3 x 3-quantum matrices
X2l X22
Then [32|12] denotes the quantum minor given by rows 2 and 3, and columns 1 
and 2; that is,
[32|12] = X21^32 - 0^22^31-
2.2 The Coordinate Ring of Quantum Grass- 
mannians
Recall that in the classical theory the Grassmannian G (ra, n) is the set of ra 
dimensional subspaces in Cn (see [11] pg!93 for details). The coordinate ring of 
the Grassmannian, O(G(m,ri)), is the subalgebra of O (Mmn ) (the coordinate 
ring of the mxn matrices) generated by the ra x ra minors of the mxn matrix. 
This suggests a quantum analogue/deformation Gq (m,ri).
Definition 2.2.1. Let ra, n G N with n > ra. The coordinate ring of the mxn 
quantum Grassmannian, denoted by Gq (m,ri), is denned as the subalgebra of 
Oq (Mmn ) generated by the ra x ra quantum minors of the mxn quantum matrix.
For brevity, we refer to the /c-algebra denned above as the mxn quantum 
Grassmannian .
Note. In the quantum Grassmannian Gq (m,n), any minor will involve rows 
1, ... , ra of the quantum matrix Oq (Mmn ). Thus to simplify the notation, we may 
denote a minor by only its columns; that is, the minor given by rows {!,... , ra} 
and columns J, will be denoted by [J].
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Example 2.2.2. G9 (2,4)
G9 (2,4) is the fc-algebra generated by the 2x2 minors of the 2x4 quantum
matrices: [12] , [13] , [14] , [23] , [24] and [34] .
Using the relations for Oq (Mmn ) and [18] 5.1, we can calculate the following
commutation relations:
[12] [13] = q [13] [12] , [12] [14] = q [14] [12] , [12] [23] = q [23] [12] , 
[12] [24] = q [24] [12] , [12] [34] = q2 [34] [12] , [13] [14] = q [14] [13] ,
[13] [23] = q [23] [13] , [13] [24] = [24] [13] + (q - q~ l ) [14] [23] ,
[13] [34] = q [34] [13], [14] [23] = [23] [14] , [14] [24] = q [24] [14] ,
[14] [34] = q [34] [14] , [23] [24] = q [24] [23] , [23] [34] = q [34] [23] ,
[24] [34] = q [34] [24] , 
and the Quantum Pliicker relation
[12] [34] - q [13] [24] + q2 [14] [23] = 0.
Note that since any pair of 2 x 2 minors will involve at most 4 columns, these 
relations in fact determine the commutation relations for the more general algebra
More generally, given any two minors in Gq (m,ri) we can consider their product 
as a product in Gq (m, 2m) as follows.
A combination of any two minors [/] and [ J] will use a maximum of 2m columns. 
Suppose that the columns used between the two minors are i\ < i<i < . . . < 
ii, where I = 2m — |/ PI J|. We can identify column i\ with column 1 of the 
m x 2m quantum matrix; column i^ with column 2 of the m x 2m quantum 
matrix; . . . ; column i\ with column I of the m x 2m quantum matrix. Then 
the commutation relation in Gq (m, 2m) corresponding to the original product 
determines the commutation relation for the minors in Gq (m, n) that we started 
with.
Example 2.2.3. Commutation Relations for G9 (2,n)
Let r<c<s<£€{l,...,n}. Then we can identify the product [re] [st] in
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Gg (2,n) with the product [12] [34] in <3g (2,4). So, from the relations for <3g (2,4) 
given above:
[re] [st] = q2 [st] [re] .
We find the remaining commutation relations for Gg (2,n) in a similar manner. 
Let r < c and s < t. Then
[re] [st] = q [st] [re] if |{r, c} D {s, t}\ = I and r < s or c<t;
[re] [st] = q2 [st] [re] if r < c < s < t;
[re] [st] = [st] [re] if r < s < t < c;
[re] [st] = [st] [re] + (q - q' 1 ) [sc] [rt] if r < 5 < c < t.
In [7], Fioresi calculates commutation relations for a general mxn quantum Grass- 
mannian. However, we must note that in Fioresi's work, Oq (Mmn ) and Gq (m,ri) 
(and later the quantum Flag variety) are defined over the ring k[h, h' 1 ], where k 
is an algebraically closed field of characteristic 0, and h is an indeterminate. In 
particular, we wish to make use of some commutation relations from [7]. Though 
the restrictions to the field are necessary elsewhere in Fioresi's work, inspection 
of the proofs reveals that the commutation relations given in [7] Theorem 3.6 
remain true over an arbitrary field. Thus we state this result without restricting 
the field. We require the following total lexicographic ordering on minors:
[JiJ/2 • • • 3m] <iex [iii* . . . im] <=> 3 an index a such that ji = ii for / < a,
but ja < ia .
We will denote the version of the mxn quantum Grassmannian constructed by 
Fioresi by Qh (ra, n) . Note also that the relations in [7] use h where we would use 
/i" 1 ; thus we should interchange h and h~ l .
Proposition 2.2.4. Let /, J C {1, . . . , 2m} with \I\ = \J\ = m, and [I] <\ex [J]. 
Then in Qh (™>,ri),
[I] [J] = hs [J] [I] + X [L] (h - h- 1 )™ (-h)W [L] [Lf ] ,
where A [L] € k, i(L},J(L] € N, s = \Ir\J\-m andL' is the set (I n J)U((/ U J) \ L).
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Proof. See [7] Theorem 3.6. E
Using Proposition 2.2.4, one can easily observe that [/] e Qh (m, n) is normal 
modulo the ideal generated by the set {[J] : [J] <iex [/]}• We claim that this 
remains true for our construction of the quantum Grassmannian.
Lemma 2.2.5. A minor [I] G Gq (m,n) is normal modulo the ideal generated by
the set {[J] | [J] <lex [/]}.
Proof. We have a homomorphism
9 : Qh (m,n) — > Gq (m,n)
h \— > q
The map 0 is certainly onto, but there may be a non-trivial kernel. However, it 
is clear that hs [I] [J] £ ker (9). Therefore
[J] = V [J] [/] + £ \ [L] (h - h-* (-h)W [L] [L'}
[L]< lex [7]
[J] = Vs [ J] W + "lower terms" ,
where by "lower terms" we mean products of the form A [L] [L'] with A e k 
and [L] <iex [/]. Therefore [J] is normal modulo the ideal generated by the set
{[J] M<lex[/]}. 0
Lemma 2.2.5 shows that the quantum Grassmannian satisfies a property known 
as "enough normal elements" . Recall that an N-graded A;-algebra A is said to be 
connected if A = 0;>oA with A0 = k.
Definition 2.2.6. If A is a connected N-graded /c-algebra such that every non- 
simple graded prime factor ring A/P contains a nonzero homogeneous normal 
element in 0i>i (A/P) i then we say that A has enough normal elements ([39]).
Suppose that A has a homogeneous normalising sequence {xi, . . . xn }; that is, x» 
is homogeneous and is normal in A/ (x\, . . . Zi_i) for all i, and A/ (xi, . . . , xn ) is 
finite dimensional. Then A has enough normal elements.
38
We use this property to show that Gq (m, n) is noetherian, and therefore that the 
quantum Grassmannian is a noetherian domain.
Theorem 2.2.7. The m x n quantum Grassmannian Gq (m,n) is a noetherian 
domain.
Proof. The quantum Grassmannian Gq (m,n) is generated by the (^) minors 
of size m in Oq (Mmn). Denote these minors by u\ <iex u2 <iex ••• <iex ut n \
\m)
and set UQ — 0. Then by Lemma 2.2.5, {UQ, ... ,U( n \} is a normalising subset of
\m)
Gq (m,n); that is, HI is normal modulo the ideal generated by {UQ, . .. ,^_i}, for 
1 = 0,...,(;y. Let
Gq(m, n)
where RI is the ideal generated by u\, ii2 ,... ,U( n \_,. We will show by induction
\m)
on I that GI, for J = 1,... , ( n ), is noetherian.
VTri'
If 2 = 0, then GO = k and GO is noetherian. Now suppose that GI-I is noethe­ 
rian. Consider GI] from above, w/n\ z+1 is normal in GI. We factor by the ideal
\mj '
generated by u/n\_j, j and note that
\m/ '
Thus by [2] Lemma 8.2, GI is noetherian.
In particular, we have shown that G/ n \ = Gq (m,n) is noetherian.
Finally, Gq (m,ri) is a subalgebra of Oq (Mmn ) which is a domain, and it follows 
that Gq (m, n) is a noetherian domain. D
2.3 A Basis for Quantum Grassmannians
The method used to construct the basis follows exactly the process given in [18] 
(Section I). In this section we rewrite the relevant results from [18] in terms of 
quantum Grassmannians.
Let m, n € N with n > m. We define a partial ordering on certain m-element 
subsets of {!,... ,n}.
Definition 2.3.1. Let A,B C {!,..., n} with \A\ = m = \B\. We define the 
partial ordering, denoted <„,. Write A and B in ascending order:
A = {ai < a2 < • - - < am } and B = {bi < 62 < • • • < bm }.
Define A <* B to mean that a; < bi for i = 1,..., m.
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This naturally defines a partial ordering on the generators of Gq (m, n).
Definition 2.3.2. Let [/] and [J] belong to the generating set of Gq (m, n). Then 
we write that [/] <c [J] if / <„ J.
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Figure 2.1: The partial ordering <c on Gg (3,6)
The basis of Gq (m,n) is to be constructed and indexed by certain allowable 
tableaux. Recall the following definition.
Definition 2.3.3. A Young Diagram ([10] pgl) is a collection of boxes or cells 
arranged in left-justified rows with a weakly decreasing number of boxes in each 
row. A tableau is a filling of a Young Diagram; that is, a tableau is any way of 
putting a positive integer in each cell. A Young Tableau ([10] pg2) is a filling 
of a Young diagram which is: 
(a) strictly increasing along rows; (b) weakly increasing down columns.
Note that the above definition is actually the transpose of the definition appearing 
in [10].
We consider tableaux (T), with entries from {1,... ,n}. Allowable tableaux 
are of the form:
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(a) each row in (T) has m entries; (b) (T) has strictly increasing rows.
Rows of (T) can be identified with m-element subsets of {!,..., n} listed in 




Definition 2.3.4. An allowable tableau (T) is preferred if and only if Ji <„
Note that preferred tableaux are in fact Young tableaux.






i V *^ / ^' '
L2
then (T) -< (5) if t > s, or if s = t and
, ... , Jt} <lex
that is, there exists an index i such that Ja = La for a. < i, but Jj <* Li.
Any allowable tableau determines a product of quantum minors in the quantum 
grassmannian as follows.
Definition 2.3.5. For any (allowable) tableau
define [T] = [Ji][J2]...W.
Definition 2.3.6. The content of a tableau (T) is the multiset {l fl ,2t2 , 
where ti is the number of times i appears in T.
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We will use the content of a tableau to define a natural Zn-grading on the m x n 
quantum Grassmannian.
Consider a product of minors [T] in Gq (m,n). If the tableau (T) has content 
{l*1 ^*2 ,... ,71*"}, then we assign the degree (£i,£2 , ••• ,*n) to [T]; that is, [T] 
is homogeneous of degree (ti,t%,... ,tn ). One can easily check that this is a 
valid Zn-grading on Gq (m, n), where the degree of a product is dependent on the 
number of times each column of the m x n quantum matrix appears in it.
Theorem 2.3.7. Generalised Quantum Plucker Relations for Quantum Grass-
mannians
Let I = {!,... ,n} ; J^J2 ,K C {1,2,... ,2n} and \K\ = 2n - |Ji| - |J2 > n.
Then
u
^ -» f LI*
K'UK"=K
where t (I; J) = \{(ij) € / x J : i > j}\.
Proof. This follows from the Exchange Formulae given in [18] B2(a). Notice 
that since \K\ > n, there is no contribution here from the right hand side of the 
formula. D
Lemma 2.3.8. Let (T) be a tableau with content 7 and suppose that (T) is not 
preferred. Then
(a) (T) is not minimal with respect to -< among tableaux with content 7;
(b) [T] can be expressed as a linear combination of products [S], where each (S) 
is a tableau with content 7 such that (S) -< (T).
Proof.(cf. [18] Lemma 1.7.)




Then Jj ^* Jj+i for some j. We may assume that j is minimal with respect to 
this property so that Ji <* J2 <* ... <* Jj. Let
< a2 < ... < am }, 
<62 < ...<6m}- 
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Then a; > bi for some i < n. Assume i is minimal. So a\ < &i, 
Set
i-\ < bi-\.
= {ai < a-2 < . . . < fli-
K = di< ... < am }.
Since {61} . . . , 6f } has one more element than AI, there must be an index p < i
such that bp £ AI. In addition, bp < bi < a; < . . . < am , and so bp £ Jj. Similarly, 
there is an index q > i such that aq £ Jj+i, and bp < bi < ai < aq . Now set
'j+l = Jj+l U{aq}\{bp}.
Notice that Jj U Jj+1 = Jj U J and Jj <* Jj because bp < aq . Let
Then (/?) is a tableau with the same content as (T), and since Jj <* Jj, we have 
(R) -< (T).
(b) The Generalised Quantum Plucker relations (Theorem 2.3.7) give us a relation 
of the form
(f)l u K'][K" u At] = o,
K=K'\JK"
with all the terms of the same degree. Note that [«7j][J,-+i] occurs in (|) when 
K' = {di < • • - < am } and K" =• {b\ < — • < bi}. In any other term on the left 
K1 contains at least one of &i, ...,&», from which we see that AI U K' <* Jj. So 
we have the relation
(-9)* W ' ' ' [4-iPi U K'](K" U A2}(Jj+t] • • • [J,] = 0,
K=K'\JK"
where * = £(A 1 ;KI ) +t(K'-K"} +e(K";A2), and all terms are of the same 
degree as [T].
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for some K' ^ {af < ... < an }. Now, AI U K' <* J, and thus (5) -< (T). 
Therefore we have the result. D
Theorem 2.3.9. Let 6 = (GI, ... , cn ), let V be the homogeneous component of 
Gg (ra, n) m#i degree 5, and set 7 = (1 C1 2C2 • • • n0"). The products [T], as (T) runs 
over all preferred tableau with content 7, form a basis for V.
Proof.
We use induction on -< to show that the products [T], as (T) runs over all preferred 
tableau with content 7, span V.
Suppose that (U) is minimal with respect to -< in V. Then by the previous result 
the tableau (U) is preferred.
Suppose that for any allowable tableau (S') -< (S) with content 7, we can rewrite 
the product [S'} as a linear combination of products [Si] G V, where each (Si) 
is preferred. Consider the product [5]. By Lemma 2.3.8, [S] can be expressed 
as a linear combination of products [U] G V, with (U) -< (S). By the induction 
hypothesis, we can rewrite each of the products [U] as a linear combination of 
preferred products in V. Therefore [S] can be written as a linear combination 
of preferred products. Hence the products [T], as (T) runs over all preferred 
tableaux with content 7, span V.
Recall that Gq (m,ri) is a subalgebra of Oq (Mmn ) and notice that the products 
[T], as (T) runs over all preferred tableaux of content 7, form a subset of the basis 
of Oq (Mmn ) constructed in [18]. Therefore, they are linearly independent and we 
have the result. D
Corollary 2.3.10. The products [T], as (T) runs over all preferred tableaux, 
form a basis for Gq (m, n). D
This basis can be used to calculate the Gelfand-Kirillov dimension of the m x n 
quantum Grassmannian.
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Consider the diagram of the partial ordering <c on the minors of Gq (m,n). A 
saturated path between two minors a <c b will be an 'upwards path' a = ai <c 
a>2 <c • - • <c 0,1 = b of minors such that no additional terms can be added; that 
is, for any index i there is no minor d such that o,i <c d <c a,i+\. The length of 
such a saturated path is denned to be /.
Example 2.3.11. An example of a saturated path between the minors [134] and 
[256] inGg (3,6)is
[134] <c [234] < c [235] < c [236] <c [246] <c [256] . 
The length of this saturated path is 6.
A maximal path is a saturated path between the two minors [1 . . . m] and 
[n — m + 1 . . . n] . We claim that any maximal path will have length
(n-ra + l + n-ra + 2 + ... + n)-(l + 2 + ... + n) + l = m(n - m) 4- 1.
First we describe one example of a maximal path and show that it has the desired 
length. We will need the following definition from [7].
Definition 2.3.12. Let m, n be natural numbers and let / = {ii < . . . < im } C 
{1, . . . , n}. If / ^ {1, . . . , m}, let p be the least integer such that ip — ip-\ > 1 
(IQ = 0). Let cr be the elementary transposition a = (ip ip — 1) and call this 
transposition the standard transposition of /. We define the standard tower
of [/] to be the sequence
[/] = [IN ] , [/AT_I] , . . . , [/i] , [/o] = [l...m] where lj 
and (jj is the standard transposition of Ij .
Note: If [/] = [IN] , [IN-I] , • • • , [Ii] , [!Q] = [1 • • • m] is the standard tower for /, 
we have
[/] = [IN] >c [IN.,] >c . . . > c [7J >c [/o] = [1 . . . m] .
Example 2.3.13. Consider the minor [34] in the 2x5 quantum Grassmannian
Gq (2, 5). The standard tower of [34] is
[34] >c [24] >c [14] >c [13] >c [12] .
Let [n + m- I . ..n] = [/AT] , [/jv-i] , • • • , [h] , [/o] = [1 . . . m] be the standard 
tower for [n - m + 1 . . . n] in Gq (m, n). Then it is clear that [/o] = [1 . . . m] <c
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[Ii] <c • . - <c [IN] = [n - ra + 1 . . .n] is a maximal path in Gq (m, n). We will 
call this the standard maximal path in Gq (m,n). In the standard tower for 
[n — m + l...n] each entry must be decreased by 1 exactly n-m times and there 
are m entries. Therefore the length of the standard maximal path is m(n—m) + 1.
Consider a maximal path
[1 . . . m] = a\ <c a% < c . . . <c di = [n — m 4- 1 . . . n]
in Gq (m, n). Let a^ = [a\ . . . am] <c a»+i = [ft • • • /3m] for some 1 < i < I — 1. 
Clearly £>* < ZI A • We claim that £ a* + 1 = £ ft . Suppose that X) «» + 2 < 
5^ ft. Then either there exists an index j with a,j + 1 < ft or there are two 
indices j < k such that a.j < /3j and c^ < ft.. Suppose we have an index j with 
OLj + 1 < ft. Then
. . . ty . . . am] < c [ai . . . a, + 1 . . . am] <c [A ... ft- ... ftj ,
which is a contradiction. Now suppose there are two indices j < k such that 
OLJ < /3j and o^ < ft. Then
. . . am] <c [&i . . . OLJ + 1 . . . ak . . . am] <c [ft ..
and again we have a contradiction. Therefore ^0^ + 1 = ]T}ft. Thus in any 
maximal path we may only increase one entry of a minor by exactly one at any 
point in the path. To get from [1... m] to [n — m + 1... n] in this manner will 
take
(n — ra + 1 — 1) + (n — ra + 2 — 2) + ... + (n — ra + ra — ra) = ra(n — m)
steps. Therefore the length of any maximal path in Gq (m,n) is m(n — m) + 1. 
We are now in a position to calculate the Gelfand-Kirillov dimension of Gq (m, n).
Proposition 2.3.14. Let G = Gq (m,n) and let a be the length of a maximal 
path in G. Then
GKdim (Gq (m, n)) = a. = m(n — m) + 1.
Proof. Let V be the /c-subspace of G spanned by the m x m minors which 
generate G. Then
/ » \ _
dy (n) = dinifc V V* \ and GKdim (G) = lim logn dv (n). 
\i=o /
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Let GI, a2 ,... , aa be a maximal path in G. Then
a
at 1 <42 ... at" € Kn+1 where V 5* = n + 1.
The set {a^a^2 . . . asa« \ £s; = n + 1} is linearly independent. Therefore




which is a polynomial in n of degree a -1. So by Lemma 1.3.2 (i), we can rewrite 
this as
n \ (n
i , -« , , I + • • • + Z<2 ( .. I +a -IJ \a - 
for some ^ € Q with za ^ 0. Then
n(n + 1) - dv (n) > za ( }+ . . . + z2\a-l
So by Lemma 1.3.2 (ii)
7 / \ fn\ dv (n)> za ( I +...21 . I +ZQ,\a/ V 1
which is a polynomial in n of degree a. Therefore
GKdim (G) = limlogn dv (n) > a.
Let aj 1 . . . Ojn G yn . Note that in Lemma 2.3.8 when we rewrite a product of 
length n in terms of preferred products, the length of these preferred products is 
also n. Then since preferred products form a basis for V:
a^ . . . ain = E (preferred products of length n) .
There are finitely many maximal paths in Gq (m,n). Suppose there are c such 
paths and index them 1, ... , c. Let a\ < c 0,2 <c • • • <c aa be the iih maximal 
path and let W™ denote the subspace generated by monomials
a 1 . . . o Q such that ES = n.
Then Vn C ^ci=1 Wtn . Consider dim(Win ). The products a{1 ...asaa such that 
J = n are linearly independent. Therefore
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Therefore dim(W/1 ) = dim(W?) for all i,j <E {1,... , c}. Thus
and
dim (Vn) < dim I ^J W? } < cdim (WJ1 )
\z=l
(n) < cdwi (n). Therefore
GKdim (G) = lim logn dy (n)— H
~~ W
< lim logn
= lim logn c -I- lim logn
n^oo
= lim logn c + a
= a.
Therefore GKdim (<£)=« = m(n - m) + 1. D
Example 2.3.15. Figure 2.2 shows the partial ordering <c on Gg (2,5) and the 














Figure 2.2: The partial ordering <c on C?9 (2, 5)
Therefore GKdim (<7,(2, 5)) = 7.
2.4 Quantum Flag Varieties
In the classical theory a flag is a strictly increasing sequence of subspaces in Cn . 
For a fixed set {i\, . . . , is } C N, such that 1 < i\ < . . . < is < n, the flag variety
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F — F(ii, ... ,is ;ri) is the set of all flags
Q<Vil <Vi2 <...Vis <V = Cn
such that dimVir = ir , for 1 < r < s. The coordinate ring of the flag variety
O(F) is generated by the ir x ir minors of the ir x n matrices (1 < r < s) and is 
therefore a subalgebra of the coordinate ring of is x n matrices. This suggests a 
quantum analogue/deformation.
Definition 2.4.1. Let 1 < ii < . . . < is < n. The coordinate ring of the 
quantum flag variety, Fq (i\,... , ia ; n) is the /c-subalgebra of the is xn quantum 
matrices generated by the ir x ir quantum minors formed using rows 1, 2, ... ,ir 
of the ir x n quantum matrices.
For brevity, we will refer to Fq (i\, . . . , is ; n) as the quantum flag variety. Note 
that in the quantum flag variety Fq (ii,... , 2 s ;n), any ir x ir minor will involve 
rows 1, ... , ir of the quantum matrix Oq (MiSyn ). Thus we will denote a minor by 
only its columns; that is, the minor given by rows 1, ... ,ir and columns J will 
be denoted by [J].
The definition is clarified when we consider some examples.
Example 2.4.2. The quantum flag variety Fq (1, 2; 5) is the fc-subalgebra of
Y Y Y YA22 A23 ^.24 A25
generated by the 1x1 minors
and the 2x2 minors
[12] ; [13] , [14] , [15] , [23] , [24] , [25] , [34] , [35] , [45] .
Using the relations from [18] and the commutation relations given in Exam­ 
ple 2.2.3 for C?9 (2,n), it is possible to calculate the commutation relations for
Example 2.4.3. The mxn quantum Grassmannian is an example of a quantum 
flag variety:
Gq (m } n) — Fq (m;ri) .
49
Of course, the results regarding quantum Grassmannians in the previous sections 
can be obtained as special cases of those appearing here and in Section 2.5. 
However, since the quantum Grassmannian is the focus for much of Chapters 3 
and 4, it seems reasonable to present the results separately. In several of the 
proofs of results for the quantum flag variety the reader is referred to the proof 
of the corresponding result for quantum Grassmannians.
Fioresi [8] has also done some work on quantum flag varieties. However, as with 
results on quantum Grassmannians, one should be aware of the differences in the 
definitions given in [8] and those given here. We denote the version of the quantum 
flag variety constructed by Fioresi by ^(ii, . . .is ;n), which is denned over the 
ring k[h, /i" 1 ], where k is an algebraically closed field of characteristic 0 and h is 
an indeterminate. In particular, Fioresi has calculated commutation relations for 
Fhfyi, • • • i s ', n) ( for which the restrictions to the field are unnecessary). We have 
a total lexicographic ordering on minors: [ri . . . r»J <iex [$i • • • si/3 ] if and only if 
there exists an index m such that rj = si for / < ra but rm < sm or ia < ip and 
rm = sm for 77i = 1,. .. ,ia .
Proposition 2.4.4. Let /, J C {1, . . . , n} with \I\ = ia and \J\ = ip for some
1 < a, /? < s. Let [I] <iex [J]- Then in Fh(i\> •••**;
[I] [J] = g"*>W, [ J]
where A^] G k, I(L\, m[i\ € N and L' is the set (I n J) U ((/ U J) \ L). In fact 
the set L U L' (with repetitions) is equal to the set I (J J (with repetitions) and 
\L\ = |/| and\L'\ = \J\.
Proof. See [8] Theorem 3.8. D
From Proposition 2.4.4 one easily observes that a minor [/] 6 ^(^b • • -is \n) is 
normal modulo the ideal generated by those minors beneath [/] in the lexico­ 
graphic ordering. We claim that this remains true in Fq (i\^... , is ; n).
Lemma 2.4.5. A minor [I] € Fq (z 1? ... ,zs ;n) is normal modulo the ideal gen­ 
erated by the set {[J] [J] <iex [/]}.
Proof. The reader is referred to the proof of Lemma 2.2.5, the corresponding 
result for quantum Grassmannians. D
Proposition 2.4.6. The quantum flag variety Fq (i 1} . . . ,is ;ri) is a noetherian 
domain.
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Proof. Let F := Fq (z l5 . . . , is - n). Then F is generated by £^= . (?) = a elements 
on which we have a total lexicographic ordering. Denote these elements
0 = UQ <iex Ul <lex • • • <lex
Let FI = F/ (HI, . . . , ua-i) for I = 0, 1, ... , a. We claim that FI is noetherian. 
We use induction on 1. If I - 0, then FI = F0 = F/ (ui,...ua ) = k and F0 is 
noetherian. Now suppose that FI is noetherian and consider F/+I. Then F/+I = 
F/ (i6i, . . . ,ua-i-i) and ua_j is normal in F/+I. Factor Fj+i by ua-i'
Therefore, by the induction hypothesis, FI+\/ (ua_i) is noetherian. Thus by [2] 
Lemma 8.2, FI+I is noetherian, and this holds for I = 0,... , a. In particular we 
have that Fa = F is noetherian. D
2.5 A Basis for the Quantum Flag Variety
The basis constructed here is a generalisation of the basis constructed in Section 
2.3 for quantum Grassmannians and so follows the process given in [18]. First we 
define a partial ordering on certain subsets of {1,... , n}.
Definition 2.5.1. Let 1 < a, 0 < s and let A, B C {1,... , n} such that \A\ = ia 
and \B\ = ip. Write A and B in ascending order:
a
A = {ai < at < • • • < aia } and B = {b± < 62 < • • • < bi/3 }. 
Then A <* B if and only if ia > 1/3 and a^ < bi for i = 1,... , ip.
Let F := Fq (i\,... ,is ;ri). Then the partial ordering <* naturally defines 
partial ordering on the generators of F.
Definition 2.5.2. Let [/], [J] belong to the generating set of F and define [/] <c 
[J] to mean that / <* J.
Example 2.5.3. Figure 2.3 shows the partial ordering <c on the generators of 
F9 (l,2;5).
As we have seen in the case of quantum Grassmannians, the basis will be indexed 
by certain tableaux. Consider tableaux with entries from 1 to n and no repetitions 













Figure 2.3: The partial ordering <c on Fq (1,2; 5)
(i) each row in (T) has ia entries for some 1 < a < 5;
(ii) the rows of (T) are strictly increasing.
A tableau (T) is preferred if
(i) it is allowable;
(ii) The columns of (T) are non-decreasing.
Allowable tableaux can be written (T) = and (T) is preferred if and only
\ /
if J\ <* • • • <* Jt> For induction purposes we require an ordering on allowable









and (5) = . Then (T) -< (5) if and
(i) the shape of (T) is larger than the shape of (S) relative to the lexicographic 
ordering on shapes, or
(ii) (T) and (S) have the same shape and
(Li,... ,
that is, there exists an index i such that La = Ja for a < i but Li <
Any allowable tableau (T) =
Ji
\Jtj
defines a product in F. Define [T] :=
[ Ji] [72] • • • [Jt] • Such a product is said to be preferred if the tableau (T) is 
preferred.
Definition 2.5.5. The content of a tableau (T) is denned to be the multiset 
{lmi , 2m2 , . . . , nmn }, where m* is the number of times i appears in (T).
Shortly, we will see that by using the content of allowable tableaux we can define a 
Zn-grading on F. We have seen that any allowable tableau determines a product 
in F. The aim now is to show that any product in F can be rewritten as a linear 
combination of products which can be represented by allowable tableaux. First 
we will show that given any two minors in F, their product can be expressed as 
a linear combination of products represented by allowable tableaux. The proof 
of this relies on using the commutation relations from [8] for our version of the 
quantum Flag variety. We state the relevant result in our terms (Proposition 
2.4.4 restated).
Lemma 2.5.6. Let I, J C {1, . . . , n} with |/| = ia , |J| = ip for some 1 < a, /3 < 
s. Let [I] < ]m [J]. Then
[I] [J] = [J] [/] + AT,
where N is a linear combination of products [L] [L'] such that
53
ft) [L] <lex [/]/
(ii) L1 = (/ n J) U ((/ U J) \ L) and in fact the set L U L' (with repetitions) is 
equal to the set I U J (with repetitions);
(in) \L\ = |/| and\L'\ =
Proof. This result follows from Proposition 2.4.4 (and the existence of a homo- 
morphism similar to that in the proof of Lemma 2.2.5). D
Lemma 2.5.7. Given any two minors [J] and [C] in F, if ( ~ \ is not a tableau\°/
(so | J| < \C\) we can rewrite the product [J] [C] as a linear combination of
products which are represented by allowable tableaux (/), say. Furthermore, each
( tableau (I) has the same content as the tableau I
\ J ,
Proof. We use induction on [J] with respect to the lexicographic ordering on 
minors. The minor minimal with respect to such an ordering is [1 ... ii]. Suppose 
that [J] = [1 . . . ii]. We will show that for any minor [C] we can rewrite [J] [C] in 
the required form. We may assume that [C] ^ [J] and therefore
[J] <lex [0\ -
Thus by Lemma 2.5.6
[ J] [C] = </<' [C] [ J] .
( c \The tableau ( . 1 is clearly allowable and so we are done.
Now suppose that [1 ...ii] <iex [J] and that if [S] <iex [«/], then given any minor 
[C], we can rewrite the product [S] [C] in the required form. If | J| > |C|, then
J is an allowable tableau. Suppose | J\ < \C\; then there are two cases to deal
/
with.
Case 1. [J] <iex [C\ 
By Lemma 2.5.6
[J] [C] = q™> c [C] [J] + TV,
where TV is a linear combination of products of the form [L] [L'] with |L| = |J| 
and | L'| = \C\. Thus I ,., ) is not an allowable tableau. However [L] <iex [J], 
so by the induction hypothesis we can rewrite [L] [L'} as a linear combination of
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products given by allowable tableau (J) which have the same content as I ,
fc\ fc\which has the same content as I 7 ]. Since I , I is allowable we are done.
\J) \J )
Case 2. [C] <lex [J] 
By Lemma 2.5.6
._min{|JLICI} r 71 r/^Yi _ r/on r 71 i n.f
*d L J I J — L^J L J "*" '
where M is a linear combination of products of the form [L] [Lr ] where |L| = |C|
and 11/ = | J|. So the tableau (/) = ( r/ 1 is allowable and has the same content\L )
as ( 7 J. D
Lemma 2.5.8. Let [Ci] , [C<2\ ,... , [Ci] be minors in F and let a be a permutation 
on {1,... , 1} such that \Ca(l] > ... > |CCT (0 |. Then the product [d] [C2 ] ... [C/] 
can be expressed as a linear combination of products [T] which can be represented 
by allowable tableaux (T) with the same shape and content as the allowable tableau
Proof. This result follows from Lemma 2.5.7. D
Thus the content of allowable tableaux allows us to place an Zn-grading on 
F. If a tableau (T) has content {lmi ,2m2 ,... ,nmn }, then we assign the de­ 
gree (mi,... ,mn ) to the product [T]; that is, [T] is homogeneous of degree 
(mi, . . . , mn). So the degree of a product is dependent on the number of times 
each column of the is x n matrix appears in it.
Lemma 2.5.9. Generalised Quantum Plucker Relations for Quantum Flag Va­
rieties
Let F = Fq (ii, ... ,is ;n) and let /i,/2, «/i, J^K C {1, . . .n} such that \IV \ = iav , 
= i/3v for some &v,$v £ {*i, • • • >^s} and \K\ = |/i + |/2 | - |Ji| - \Ji\ > 
. Then
^ (-q)-[Il \Jl UK'][I2 \K"UJ2}=Q
K'\JK"=K
where • = i(Jl : K')+£(Ji : J2 ) +^(J2 : K").
Proof. The result follows from [18] Proposition B2(a), noting that the right hand 
side is zero since, \K\> max{zai,}. D
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Lemma 2.5.10. Let (T) be an allowable tableau with content 7 and suppose that 
(T) is not preferred. Then
(i) (T) is not minimal with respect to -< among tableaux of content 7;
(ii) [T] can be expressed as a linear combination of products [S], where each (S) 
is an allowable tableau with content 7 such that (S) -< (T).
Proof. Let (T) =
\Jtj
. Since (T) is not preferred t > 2 and Jj ^* Jj+\ for
some j. Assume that j is minimal with respect to this property and let
Jj = {ai < e&2 < . . . < aa },
where a = ii and (3 = im for some 1 < ra < / < s. Then a^ > 6; for some i < (3. 
Assume that i is minimal with respect to this property and proceed as in the 
proof of Lemma 2.3.8 with
= {ai < a2 < . . . < Oi_i},
K = {bi < ... <bi <ai < ... < aa }.
(ii) From the generalised Quantum Pliicker relation we obtain
0 (ft)
with all the terms of the same degree. The proof concludes in exactly the same 
manner as the proof of Lemma 2.3.8(b). D
Theorem 2.5.11. Let 8 = (ci,C2, • • .cn ) and let V be the homogeneous compo­ 
nent of Fq (ii, ... , is ; n) with degree 5 and set 7 = (lmi , 2m2 , . . . , nmn ).
The products [T] as (T) runs over all preferred tableaux with content 7 form a 
basis for V .
Proof. We refer the reader to the proof of Theorem 2.3.9. D
Corollary 2.5.12. The products [T] as (T) runs over all preferred tableaux form 
a basis for Fq (i\ , . . . , v, n) . D
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This basis allows us to calculate the Gelfand-Kirillov dimension of the quantum 
flag variety. Consider the diagram of the partial ordering <c on the minors of 
Fq (*i, • . . ,is ',ri). A saturated path between two minors a <c b will be an 
'upwards path' a = ai <c a2 <c • . . <c a>i = b of minors such that no additional 
terms can be added; that is, for any index i there is no minor d such that a^ <c 
d < c ai+ i. The length of such a saturated path is denned to be /.
Example 2.5.13. An example of a saturated path between the minors [134] and 
[35] in Fg (2, 3; 5) is
[134] <c [234] < c [235] <c [245] <c [24] <c [25] <c [35] . 
The length of this saturated path is 7.
A maximal path is a saturated path between the two minors [1 ... is \ and 
[n — i\ + 1 . . . n}. We claim that any maximal path will have length
1=1
where z'o = 0. First we construct one example of a maximal path and show that 
it has the required length.
Consider the diagram of the partial ordering < c on the minors of Fq (z'i, . . . , z' s ; n). 
Begin at the top of the diagram at the minor [n — ii + 1 . . . n] and work down the 
diagram following the standard tower for [n — i\ + 1 . . . n] until we reach [1 . . . i-\]. 
It is clear that this will involve i\(n — ii) 4- 1 minors. Immediately beneath 
[1 ... ii] we have the minor [1 . . . i\ n — 1-2 4- i\ + 1 . . . n]. Proceed down the dia­ 
gram following the standard tower for [1 . . . i\ n — 1-2 + i\ + 1 . . . n] until we reach 
the minor [1 . . . i?]. This will involve (1% — i\)(n — 1%) -f 1 minors. We repeat this 
process until we get to the minor [1 . . . zj. It is clear that when we reverse the se­ 
quence of minors described above, we obtain a maximal path in Fq (ii, . . . , z' s ; n). 
We will call this maximal path the standard maximal path for Fq (i\, . . . , z' s ; n). 
The length of the standard maximal path is clearly 53J=1 {(it — it-i)(n — *t) + 1}.
An argument similar to that in the case of quantum Grassmannians establishes 
that the length of any maximal path is
as required.
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Proposition 2.5.14. Let a be the length of a maximal path in the diagram of 
the partial ordering <* on the minors of Fq (i\, . . . , is \ n). Then
GKdim (F) = a = 1}.
Proof. Once again, we refer the reader to the corresponding result for quantum 
Grassmannians, Proposition 2.3.14. D
Example 2.5.15. Figure 2.4 shows the partial ordering <c on F := Fg (2,3;5) 





























Figure 2.4: The partial ordering <c on Fq (2,3; 5)





Consider a commutative graded algebra R and let £ be a regular homogeneous 
element of degree 1. The dehomogenisation of R at x is denned to be the factor 
ring
A R•™ '~ 1———TV' 
(x-l)
where (x — 1) is the ideal generated by x — 1 ([4] pg. 38). In this situation the 
algebra R and the dehomogenisation A are closely related, and we can hope to 
study R by first studying A. In particular, there is a bijective correspondence 
between the set of ideals / G GrSpec/2 such that x is normal modulo /, and the 
set of all ideals in the dehomogenisation.
In the non-commutative case, this definition of dehomogenisation becomes un­ 
suitable. In this case, setting x — 1 can create too many relations and make 
R/ (x — 1) small and of little interest.
Example 3.0.1. Consider the quantum plane kq [x,y\; that is, the fc-algebra 
generated by indeterminates x, y subject to the relation xy = qyx, where I ^ q £ 
k. The quantum plane has an obvious N-grading where we take both x and y to 
have degree 1. It is clear that y is a regular normal element of degree 1, so factor 
kq [x, y] by the ideal generated by y — 1 and identify x with its image in the factor 
ring. Then
x = qx =$• x = 0 
and the algebra 'collapses' to the field.
Returning to the commutative setting, there is an alternative description of de­ 
homogenisation. As above, let R be a commutative graded algebra and x be a
59
regular homogeneous element of degree 1. Then we can also study 5 := R*, the 
localisation of R at x. The algebra S has an induced Z-grading from R and we 
have the following result.
Proposition 3.0.2. Let R be a commutative graded algebra and x be a regular 
homogeneous element of degree 1 . Let A denote the dehomogenisation of R at x 
and let S denote the localisation of R at x. Then
Proof. See [4] Proposition 1.5.18.
Let TT : R — » A be the natural map from R to A. We can factor TT through a 
homomorphism ip '• S — > A. Then the kernel of -0 is (x — 1) 5 and there is an 
induced isomorphism S/ (x - 1) S = A. We also have that So = S/ (x - 1) S. 
Therefore A ^ S0 . D
In this chapter we will use this alternative description of dehomogenisation to 
define the dehomogenisation of a non-commutative N-graded algebra at a regular 
normal homogeneous element of degree 1. We then proceed to find a correspon­ 
dence between those graded ideals of the ring, modulo which x is normal, and a 
certain subset of ideals of the dehomogenisation. This correspondence will be sim­ 
ilar to the correspondence mentioned above in the commutative case. In Chapter 
4 we will make extensive use of this correspondence in our hunt for the graded 
prime spectrum of the 2x4 quantum Grassmannian.
In Section 3.2 we turn our attention to a specific example of non-commutative 
dehomogenisation: the dehomogenisation of the m x n quantum Grassmannian at 
the 'rightmost' minor. In a reflection of a well known classical result, we show that 




Let R be a non-commutative N-graded ring and let x be a regular normal ho­ 
mogeneous element of degree 1. Then by Example 1.4.22, the set {x 1 \ i > 0} 
is a right Ore set in R and therefore Rx , the localisation of R at x, exists. Let 




for i G Z. Let cr be the automorphism obtained by conjugating by x. Notice that 
and so cr (Ri) = #;. Then
/ 00 \ / 00
SiSj =











Thus the family of additive subgroups {Si i € Z} of S forms a Z-grading on 5 
and
S = . . . 0 5_i 0 S0 © Si © . . . .
In particular, note that 5o = Y^^o ^-i x~ •
The commutative theory suggests that we make the following definition.
Definition 3.1.1. Let R be a non-commutative N-graded ring and let x be a 
regular normal homogeneous element of degree 1. Let S be the localisation of R 
at x. We define the dehomogenisation of R at x:
:=50 .
We can write Rx as a skew Laurent extension of Dhom (R, x).
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Lemma 3.1.2. Let R be an N-graded ring and let x be a regular normal homo­ 
geneous element of degree 1. Then
#x ^ Dhom (fl, z) [?/, ?T V]
for some indeterminate y, where a is the automorphism obtained by conjugating 
by x; that is, xr = a (r) x.
Proof. Consider the linear map
r r~mni i— > r r~m+i ' m-L ^* I *L
for rm G Rm, m G N and i € Z. Then 0 is an additive map which is injective and 
onto. Let rm € Rm , rn € Fin, m, n 6 N and i, j € Z. Then
0 ((V'V) (rn2TV)) = 0 (r™z-*V (rn )
= 0 (rmx-*V (rn)
mo-*-™ (rn ) 
= TYn^-"1 (rn )
— r —i-m rrJ— ' -*' ' '*/
as required. D
Lemma 3.1.2 proves to be useful in proving some relationships between properties 
of the ring and properties of the dehomogenisation of the ring at a regular normal 
homogeneous element.
Corollary 3.1.3. Let R be an N- graded noetherian ring and let x be a regular 
normal homogeneous element of degree 1. 7/Dhom(.R, x) is a domain, then R is 
a domain. D
Proposition 3.1.4. Let R be an N-graded noetherian ring and let x be a regular 
normal homogeneous element of degree 1 . Then Rx and Dhom (R, x) are also 
noetherian.
Proof. Let S = Rx and let / be a non-zero right ideal of S. We will show that / 
is finitely generated, thereby proving that 5 is noetherian. Let 0 ^ a G /. Then 
a. = rx~* for some £ € Z. Therefore
ax* = r e I H R 
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and
a = (ax*) 2T* € (/ n
Therefore / = (/ n R) S. Now R is noetherian and therefore finitely generated, 
thus / is finitely generated and S is noetherian.
Now suppose that Dhom (R, x) is not noetherian. Then by Lemma 3.1.2, S is not 
noetherian, which is a contradiction. Therefore Dhom (R, x) is noetherian. D
The first part of the following result is well known and can be found in [17] Lemma 
3.3.
Proposition 3.1.5. Let R be a finitely generated N- graded algebra with a regular 
normal homogeneous element x of degree 1. Let a be the automorphism obtained 
by conjugating by x. Suppose that R has a finite dimensional generating subspace 
V containing 1 such that a (V) = V . Then
(i) GKdim (Rx ) = GKdim (R);
(u) GKdim (Dhom (R, x)) = GKdim (R) - 1.
Proof.
(i) See [17] Lemma 3.3.
(ii) By Lemma 3.1.2, Rx = Dhom(.R, x) [y,y~ l ;cr], where a is the automorphism 
obtained by conjugating by x. Now
Dhom (R, x) [y : y~ l ; a] = Dhom (R, x) [y, ai\ y . 
Therefore, by Proposition 1.3.5 and (i) above,
GKdim (Dhom (R,x)[y,y~ l \ o-}) = GKdim (Dhom (R, x) [y, a])
= GKdim (Dhom ( JR, 
Therefore GKdim (Dhom (R, x)) = GKdim (Rx ) - 1 = GKdim (R)-l. D
The remainder of this section is devoted to finding the correspondence between 
the graded ideals of a noetherian ring R and the ideals in the dehomogenisation 
of the ring at a regular normal homogeneous element of degree 1. Let us return 
for a moment to the commutative setting where we have the following result ([4], 
Exercise 1.5.26).
Proposition 3.1.6. Let R be a commutative graded ring and let x be a regular 
homogeneous element of degree 1 . Let A be the dehomogenisation of R at x and
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S be the localisation ofRatx and identify A with SQ. If IT : R — > A is the natural 
homomorphism, we have
(a) TT (/) = IS n A for every graded ideal I of R and J = TT ( JS fl R) for every 
ideal J of A;
(b) TT induces a bijective correspondence between those graded ideals of R, modulo 
which x is regular, and the set of all ideals of A;
(c) the above correspondence preserves inclusions and intersections and the prop­ 
erty of being prime. D
The correspondence in our case should follow the above closely. However, we will 
need to restrict to a certain subset of the ideals in the dehomogenisation.
Definition 3.1.7. Let R be a ring and a : R — » R be an automorphism of R. 
An ideal / of R is called a a-ideal if <j (/) C I. In particular, if R is noetherian 
and / is a cr-ideal of R, then a(I) = I. An ideal P of R is <j-prime if P is a 
proper cr-ideal of R and whenever A, B are cr-ideals of R such that AB C P, then 
A C P or B C P. We denote the set of cr-prime ideals of R by cr-Spec/?.
The correspondence that we find will be a homeomorphism with respect to the 
Zariski topology on SpecR. Recall the following definition (see for example, [23] 
Chapter 12).
Definition 3.1.8. For any ideal / of R, let
V (I) = {P G Spec/? /CP},
W (I) = {P G Spec/? | l£P}.
Then W = {W (I) I is an ideal of R} is closed under finite intersections and 
arbitrary unions, Spec/? = W (R) and W (0) = 0. Thus W is the family of open 
sets for a topology on Spec/? and the closed sets are precisely V (I) . This topology 
is the Zariski topology.
There is an induced topology on GrSpec/?, the graded prime spectrum of R. For 
each graded ideal / define
Vgr (/) = {P € GrSpec/? / C P},
(I) = {P G GrSpec/? \l£P}. 
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Then we have a topology on GiSpecR with closed sets Vgr (7) and open sets 
Wgr (7). Similarly, we have an induced topology on the cr-prime spectrum of R 
with closed sets
Vff (I) = {Pe o--SpecR 7 C P}, 
and open sets
Wa (I) = {P G cr-Spec7? \ I <t P} 
for a cr-ideal 7 of R.
Let R be an N-graded noetherian ring and x be a regular normal homogeneous 
element in R of degree 1. Let S := Rx . Then Dhom(#, x) = S0 . Let 7 be a 
graded ideal of R. Then we have the following chain of ideals:
*-' \ * /
Let o~x : S —» S be the automorphism obtained by conjugating by x; that is, 
o~x (s) — x~ l sx for 5 € 5. Note that crx restricted to Sb is an automorphism. We 
will show that the chain of ideals (f) defines a map Fx from the set of graded ideals 
of 72 modulo which x is normal, to the set of proper crx-ideals of 5o- Furthermore, 
we will show that the restriction of F-,. to the relevant graded prime ideals of R 
not containing x is a homeomorphism from Wgr ((#)) to ax-SpecSo with respect 
to the Zariski topology.
Lemma 3.1.9. Let Y be the set of graded ideals of R modulo which x is regular 
and let I £ Y. The chain of ideals
defines a map
Fx : Y —> {proper ax -ideals of So}
such that Fx is:
(i) inclusion preserving;
(ii) one to one;
(Hi) onto.
Proof. Let 7 € Y. Then by Proposition 1.4.32, IS is an ideal of S. In fact 
since R/I is z-torsion free we have that 7 = 75 fl R and 7 is a proper ideal
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of R. Therefore 75 is a proper ideal of 5. Also, / is a graded ideal, therefore
7 = 0 (7 n Rd) and
is = (e (/ n Rd)) 5 =;> 75 = © (75 n
Thus IS is a proper graded ideal of 5.
Now, <jx (IS) C xISx~l C 75, and since ax restricts to an automorphism on 5o 
we have that 75 n S0 is a crx-ideal of 50 . Suppose that 75 H 50 — 50 . Then 
SQ C IS and I G 75, contradicting 75 being a proper ideal of 5. Therefore 
Fx (7) = 75 Pi 50 is a proper crx-ideal of SQ.
(i) Let 7, J G y be such that 7 C J. Certainly 75 C J5 and 75 n 50 C JS n 50 ; 
that is, Fx (7) C TX (J) and Fx is inclusion preserving.
(ii) Let 7, J e F such that 7 ^ J. Then 75 ^ J5. Let y G 7 be homogeneous 
of degree t such that y £ J. Then yx~* G 75 n 50 , but yx~* ^ JS. Therefore 
rx (7) ^ FX (J) and Fx is one to one.
(iii) Let T be a proper crx-ideal of 5o- Then TS is a graded ideal of 5, since if 
siX-j G 5i? then Six-'(TS) = s^-^x^S) C 50<(T)5 C 50T5 C T5. By 
Proposition 1.4.31, TS fl R is an ideal of R. In fact T5 n R is a graded ideal of 
R and x is regular modulo T5 n T£, since if rx G T5 n R for some r 6 R, then 
r G T5. Finally,
rx (T5 n R) = (TS n #)5 n 50 = T5 n 50 = T.
n
Let P G Wgr ((x)). Then since x is normal, x is regular modulo P and we have 
the following Lemma.
Lemma 3.1.10. Let P G Wgr ((x)). Then TX (P) G ax -SpecS0 .
Proof. Let P G Wgr ((x)) = {Q G GrSpec(tf) (z) g Q}. By Lemma 3.1.9, 
TX (P) is a proper <jx-ideal of 50 . Consider PS. By the proof of Lemma 3.1.9, 
PS is a proper graded ideal of 5. Now, since R/P is x-torsion free, we have from 
Proposition 1.4.29 that P = PS n R. Thus by Proposition 1.4.31, PS is a prime 
ideal of 5. It follows from Corollary 1.2.6 that P G GrSpec(5). Let A,B be 
<jx-ideals of 50 such that AB C PS n 50 . Then
ABC PS => (AS) (£5) C PS.
Therefore, without loss of generality, AS C PS. Thus AS n 50 C PS n 50 and 
A C PS H 50 ; that is, TX (P) G ax-Spec50 . D
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In the third part of the proof of Lemma 3.1.9 an inverse for Tx has been con­ 
structed:
F" 1 : {proper crx-ideals of So} — > Y
given by F^T) = TS 0 R for T G {proper ^-ideals of So} • The following 
Proposition proves that when we restrict Fx to Wgr ((x)) ( and F" 1 to crx-Spec(So)) 
we obtain a homeomorphism with respect to the Zariski topology.
Proposition 3.1.11.
Fx : Wgt((x)) — > ffx-SpecSo
P i-> PSnSo
is a homeomorphism with respect to the Zariski topology.
Proof. Lemma 3.1.9 gives us that Fx is one to one and inclusion preserving. Let 
T G crx-SpecSo and consider TS n R, which by the proof of Lemma 3.1.9 is a 
graded ideal of R, modulo which x is normal. We show that TS n R € Wgf((x)). 
Suppose that A, B are graded ideals of S with AB C TS. Then
n ft)(# n ft) c (AB) n So c (TS) n ft
Since An ft and Bnft are crx-ideals of So, without loss of generality, AD So C T. 
Thus A = (A H S0 )S C TS and TS G GrSpecS. Therefore, by Theorem 1.4.33, 
TS Pi R is a graded prime ideal of R disjoint from {xl \ i G N}, and therefore
We have shown that Fx is inclusion preserving, one to one and onto, and con­ 
structed the map
r~ l : <7x-SpecS0 -> 
T^> TS
It is clear that F" 1 is also inclusion preserving. It remains to show that both F 
and F" 1 are continuous.
Let Wind (/) = {P € Wgc((x)) | / £ P}, for any graded ideal / of R. Let J be a 
proper crx -ideal of So and consider the open set Wffx (J) in ax-SpecSo- Then
Q G Wffm (J)
Therefore T^(Q) G Wind (T- l (J)) and thus T~ l (Wax (J)) C Wind (T- 1 (J)) .
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Now let T 6 Windtr-^J)). Then
» rx (T) £ TX (T-\J)) = J.
Therefore rx (T) G W^(J) and Tx (Wind (T- l (J))) C Wa,(J); thus we have the 
reverse inequality, V^r- 1 ^)) C T'^W^J)). Therefore
and Fx is continuous. D
In Chapter 4 we will need to use the map T~ l to explicitly find graded primes in 
G,(2,4).
Proposition 3.1.12. Let R = ©i>o-ftj be a connected N-graded noetherian k- 
algebra (so RQ = k) and let x be a regular normal homogeneous element in R of 
degree 1. Let S := Rx and suppose that R = k[Ri]; that is, R is generated over k 
by RI. Then
So = k(RlX- 1 }- 
that is, SQ is generated over k by R\x~ l .
Proof. Let 5 G SQ. Then 5 = s0 + s\x~ l + . . . + snx~n for some Si G Ri. Consider 
SiX~l . Since R = k[Ri],
\j rji • • • rji f°r some Xj G /c, rjt G #1. 
So
c T— l — \ XT- r • T l 
1 — ^L-/ J J1 ' ' Ji
Therefore s G fcf-Rio;" 1 ] and since the reverse inequality is trivial, we have that
So = k[RlX- 1 ].
D
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3.2 Dehomogenisation of Gq (n, 2n) at [n + 1 . . . 2n]
In the classical theory, a well known result is that the dehomogenisation of the co­ 
ordinate ring of the n x 2n Grassmannian at the minor [n + 1 . . . 2n] is isomorphic 
to the coordinate ring of the n x n matrices; that is,
0(G(n,2n)) 
([n + l...2n}-l)~ U( n(k>>'
Having given a suitable definition of non-commutative dehomogenisation, it is 
natural to ask if we have a similar result in the quantum case. We will consider 
Gq (n, 2n) as an N-graded fc-algebra with each nxn minor denned to have degree 
1. Our aim is to dehomogenise Gq (n, 2n) at [n + 1 . . . 2n] and show that this de­ 
homogenisation is isomorphic to Oq (Mn). First we must check that [n + 1 . . . 2n] 
is normal in Gq (n, 2n).
Let / C {1, . . . , 2n} with |/| = n. Then from [7] Lemma 2.11 and Theorem 3.6, 
we obtain the following commutation relation in Qh (n, 2n):
[I] [n + 1 . . . 2n] = hn~a [n + 1 . . . 2n] [/]
where a = |/ n {n + 1, . . . , 2n}|. We use this relation to prove that [n + 1 . . . 2n] 
is normal in Gg (n, 2n).
Lemma 3.2.1. Let I C {1, . . . , 2n} with \I\ = n. T/ien
[/] [n + 1 . . . 2n] = gn~a [n + 1 . . . 2n] [/] 
where a = \I D {n + 1, . . . , 2n}| and thus [n + 1 . . . 2n] is normal in Gq (n, 2n).
Proof. Recall the homomorphism
0:
h i-» g 
from the proof of Lemma 2.2.5. In Qh (n, 2n) we have the commutation relation
[/] [n + 1 . . . 2n] = /in~a [n + 1 . . . 2n] [/] , 
and since [n + 1 . . . 2n] [I] ^ ker^ it follows that
[/] [n + 1 . . .2n] = gn~a [n + 1 . . .2n] [/] .
D 
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Therefore the n x 2n quantum Grassmannian is an N-graded fc-algebra and 
[n + 1 . . . 2n] is a regular normal element of degree 1 in Gq (n, In). Thus we may 
localise at [n + 1...2n]:
5 := G9 (n,2n)[n+i...2n].
There is an induced Z-grading on S and Dhom (Gq (n, 2n), [n + 1 . . . 2n]) = 5o is 
generated by elements of the form
Before proceeding we establish some notation.
Given a set / = {i1? . . . , in} C {1, . . . , 2n} we will denote the set with i^ omitted
«*+*
by {zi, . . . , i fc , . . . , in }. Given two sets /, J C {1, . . . , 2n} we define
The following Lemma allows us to expand quantum determinants in Oq (Mn ) 
along rows or down columns. These relations are special cases of the Laplace 
expansions for quantum matrices (see [36] Section 4.4).
Lemma 3.2.2. Let i, k < n. Then
n n
SikD = (-qr XtjA (kj) = (-«)- A (ij) Xkj
3=1 3=1
n n 
j-k= (-qy~ XijA (jk) = (-qr A (ji) Xjk
where A(kj) is the quantum minor in Oq (Mn ) obtained by deleting row k and 
column j and 6ik is the Kronecker delta. D
Recall that if 0 : R — > R is an anti-endomorphism on a ring R, then 0 (rs) = 
(f) (s) 0 (r) for r, s G R. We will require the following anti-endomorphism on 
Oq (Mn ) given in [36] Corollary 5.2.2:
T : Oq (Mn ) -> Oq (Mn }
where A (ji) is the (n - 1) x (n - 1) minor in Oq (Mn ) obtained by removing row 
j and column i. It will be necessary for us to know what F will do to a minor in 
Oq (Mn ).
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Lemma 3.2.3. Let 1 < ii < i2 < . . • ir < n and 1 < j\ < h < • • -Jr < n. Then
Proof. We use induction on r.
In the case that r = 1 the claim is true by definition. Now let r > I and suppose
that the result is true for all k < r. Then
r
r "0) 1 "* r • • - ik • • -*
(-9) 1"" r (*»J.) r <,... Ii ... nl hhz^,
k=l
\ •»• / \ * / \ •*• /
fc=l












(-qrm+31 A O'l m) ^lm - 53 (~^)~m+Jl ^ O'l 771) Xl™
m=l m^i..
where 8^1 is the Kronecker delta. Therefore,
)^/m
x -
JS Dr~ l [n . . .£ . . . £ . . . 
The penultimate equality here is due to Lemma 3.2.2:
(il ~ l} Xlm [l . . .jJ2 . . . £T. . .n] = (5m<1 D = 0.
/e5
Let A be the /c-subalgebra of Dhom (Gg (n, 2n), [n + 1... 2n]) = 50 generated by 
the set {{j n + 1.. .i... 2n} :l<j<n<«< 2n}. In Proposition 3.2.4 we 
show that there exists a map from the n x n quantum matrices onto A. In Lemma 
3.2.5 we prove that the subalgebra A is actually the whole of So and therefore we 
have a map from Oq (Mn ) onto So- We should note that in [9] an isomorphism 
between the quantum matrices Oq (Mn ), and A is established. However in [9], 
there is no proof that A is actually the whole of the dehomogenisation, SQ.
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Proposition 3.2.4. There is a homomorphism p from Og (Mn ) onto A defined 
by
p:Oq (Mn ) -> A 
X2n+i-ij *-*
for I < j < n < i < 2n.
Proof. It is clear that the map p is onto. In order to show that it is a homomor­ 
phism we have to show that the images of the X^ under p still obey the relevant 
commutation relations. There are four types of products to be considered.
(1) Let 1 < i < I < n and 1 < j < n. Then
and we must show that
P (Xij) p (Xij) = qp (Xij) p 
Let t = 2n + 1 — i and s = 2n -f- 1 — I and consider the product
n + l...f. . .2n] [j n + l...s\..2n]
in Gq (n, 2n). We can think of this as a product in Oq (Mn+\) and by applying the 
anti-endomorphism F to the commutation relation XSjn+iXt,n+i = qXt,n+iX 
we obtain:
[j n + 1 . . .t . . . 2n] [j n + 1 . . . s . . . 2n]
= q [j n + 1 ...?... 2n] [j n + 1 . ..?... 2n] .
Multiplying through by [n 4- 1 ... 2n]~2 on each side gives
{ j n + 1 • • • f • • • 2n}{j n + 1 . . . ?. . . 2n}
= g{j n + 1 ...?... 2n}{j n + 1 ...?... 2n};
that is, p (^j-) p (Xy) = ^p (Xtj ) p (X^). 
(2) Let I < j <r <n and 1 < i < n. Then
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Let t = 2n -f 1 — i and, as in (1), think of the product
[j n + 1 ...?... 2n] [r n + 1 ...?... 2n] 
as sitting inside (9g (Mn+i). Then F applied to the relation
US
[j n + 1 ...?... 2n] [rn + 1 ...?... 2n]
= g [rn + 1 ...?... 2n] [j n + 1 . . .? . . . 2n] .
Therefore, multiplying through by [n + 1 ... 2n]~2 we get
{j n + 1 ...?... 2n}{r n + 1 ...?... 2n}
= g{r n + 1 . . .F. . . 2n}{j n + 1 ...?... 2n}.
(3) Let 1 < i < I < j < r < n. Then
XijXir = XirXij + (q — q 
Let t = 2n + 1 — i and s = In + 1 — / and consider the product
[j n + 1 . . . f . . . 2n] [rn + 1 . . . ?. . . 2n] 
as a product in Og (Mn+2). By Example 2.2.3 (and the symmetry of relations in
7][rt|/] = [rf /] fa | /] + (q - q- 1 ) \jt \ I] [rs \ I] (f)
where / = {n 4- 1, n + 2}. Let V be the quantum determinant for the copy of 
(99 (Mn+2 ) we are interested in; that is,
D = [n + 2 n + 1 . . . l|j rn + 1 n + 2 . . . 2n] . 
Then by applying F to (f) we obtain
£> [rn + 1 . . . 5 . . . 2n] V [j n + 1 . . . f . . . 2n]
= P [j n + 1 . . .?. . . 2n] £> [r n + 1 . . . s . . . 2n]
- (g - q- 1 ) V [rn + 1 . . .? . . . 2n] P [j n + 1 . . . s . . . 2n]
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where each of the minors in this relation involves rows 1, ... , n of the (n + 2) x 
(n + 2) quantum matrix. Since V is central in the domain Oq (Mn+^), we can 
cancel D2 from each side and multiplying through by [n + 1 . . . 2n]~ we get
{rn + 1 . . . 5 . . . 2n}{ j n + 1 . . . t . . . 2n}
2n}{r n+l...s\ . .2n}
n + 1 ...?... 2n}{j n + 1 ...?... 2n}.
(4) Let 1 < i < I < j < r < n. Then
Let t = 2n 4- 1 — i and s = 2n + 1 — I and as in (3), applying T to the relation
\js n + 1 n + 2] [rt n + 1 n + 2] = [r* n + 1 n + 2] [js \ n + 1 n + 2] 
in Og (Mn+2 ) gives us
[r n + 1 . . . s . . . 2n] [7 n + 1 . . .?. . . 2n]
= [j n + 1 . . .?. . . 2n] [r n + 1 . . . s . . . 2n] . 
Multiplying through by ii~2 we get
{rn + 1 . . . s . . . 2n}{j n + 1 . . . t . . . 2n}
= {j n + 1 . . . t . . . 2n}{r n + 1 ...?... 2n}.
n
Therefore we have a homomorphism p from the algebra of n x n quantum matrices 
onto a subalgebra of So- The following Lemma shows that p actually maps onto 
the whole of S0 .
Lemma 3.2.5. The k-algebra SQ is generated by the set {{j n + 1 . . . i . . . In} : 
1<J<™<2< 2n}; that is,
Proof. We show that any minor {21 ... in } 6 50 can be expressed as a /c-linear 
combination of products of elements of the form
{ j n + 1 . . . i . . . 2n} 
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where 1 < j < n < i < 2n.
Let {ii < ... < in] be an ordered subset of {1, . . . , 2n} and let 2 < t < n be 
such that it > n + 1 but zt_i < n + 1; that is, / n {n + 1, . . . , In} = {it , . . . ^n }- 
We will use induction on t.
If t ~ 2, then { 1} e A. Suppose that the result is true for t < k and consider [/] = 
[ii . . . in ] with / D {n + 1, . . . , 2n} = {^, . . . in }. We use the generalised Quantum 
Pliicker relations (Theorem 2.3.7) to rewrite the product [n + 1 . . . 2n] [ii . . . in].
Let AT = {i 1} n + 1, . . . , 2n}, Ji = 0 and J2 = {z2 , ... , in }. Then
where either
X' = {n + i . . . 2n} and AT" - fa},
or
AT' = {n + 1.. T... 2n} and AT" = {/} 
where / ^ {2 2 , • • • , ^n}- Let S = {n + 1,... , 2n} \ {^2,... , in }- Then
(-q)n [n + 1... 2n] fa . .. in] = - (-g)* [ii n + 1... 2n] [H2 ... tn]
-2 „•
where • = I (K1 : tf") +.£ (A™ : J2 ). Multiplying through by [n + 1 . . . 2n] gives
Now |{/, z2 , . . . , in } n {n + 1, . . . , 2n}| = n - fc + 2 and so, by the induction 
hypothesis, {/ z2 . . . in ] € A. Clearly {ii n+1 . . . 2n} € A, therefore {zi . . . in } € A 
and
Theorem 3.2.6 is the result we have been aiming for: the dehomogenisation of 
the n x 2n quantum Grassmannian at the 'rightmost' minor is isomorphic to the 
/c-algebra of n x n quantum matrices. The proof of the injectivity of the map p 
illustrates the usefulness of Gelfand-Kirillov dimension.
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Theorem 3.2.6. The map
p : Oq (Mn ) ->A = S0 
is an isomorphism; that is,
Dhom (Gg (n, 2n), [n + 1 . . . 2n]) =
Proof. We already know that p is surjective. By using Gelfand-Kirillov dimen­ 
sion we will show that kerp = 0.
Note that from Lemma 2.1.4 and Theorem 2.3.14, we have that
GKdim (Oq (Mn)) = n2 and GKdim (Gq (n, 2n)) = n2 + 1.
Suppose that kerp ^ 0. Then, since Oq (Mn ) is a domain,
GKdim (SQ ) = GKdim (Oq (Mn)/Kerp)
< GKdim (Oq (Mn))-l
= n2 -!.
However, we also have from Proposition 3.1.5 that
GKdim (S0 ) = GKdim (Gq (n, 2n)) - 1 = n2 , 
which is a contradiction. Therefore kerp = 0 and p is an isomorphism. D
The map p would perhaps be of more use if we knew what it did to a general 
minor in Oq (Mn).
Lemma 3.2.7. Let [jt . . . j\ i\ . . . it ] G Oq (Mn ) and let si = 2n + 1 - jt for I = 
I,...,*. Then
p(\jt-" Ji Ki • • • «*]) = {*i • • • i* n + 1 . . . si . . . si . . . 2n}.
Proof. We use induction on t, the size of the minor. If t = 1 then the result is 
true by definition. Suppose the result is true for t < k — 1 and consider the minor
ii . . . in ] = [ii . . . ik-i n + 1 . . . s)^i . . . si ... 2n] 
We will show that
p~ l ({ii ...in }) = [jk-i ... ji Mi ... ik
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= n + l-2. 
Therefore
fe-1
E (-4)'" 1 /»"' (Oi " + 1 • • • «i • • • 2"}) p- 1 ({«i *a . . . U)
/=!
fc-1
*2 • • • ik-i\
1=1
= [jk-i ...ji \ii • • .ik 
by Lemma 3.2.2. D
The reader should note that all the results appearing in this section can be applied 
to the more general setting of Gq (m, n). We have chosen to restrict to Gq (n, 2n) 
to make the calculations involved easier to follow. The more general result is 
given in Theorem 3.2.8.
Theorem 3.2.8. Let 1 < m < n. Then
Dhom (Gq (m, n), [n - m + 1 . . . n]) ^ Og (Mm, (n_m) ).
D
We concentrate on the following example in Section 4.2. 
Example 3.2.9. Dehomogenisation of Gq (2,4)
Let S = <7,(2,4)[34]. Then Dhom(Gq (2,4), [34]) ^ 50 and 50 is generated by the 
elements
[12] [34]- 1 , [13] [34]- 1 , [14] [34]- 1 , [23] [34]-' , [24] [34]-' .
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Recall that {ij} = [ij] [34] 1 . From Example 2.2.2 we can calculate the following 
commutation relations:
{13}{23} =
{13}{24} = {24}{13} + (q ~ q~ l
{14}{23} = {23}{14}; {14}{24} = 
and from the Quantum Pliicker relation;
= {13}{24}-9{23}{14}.
We can immediately see the correspondence (or we can use p to find the corre­ 
spondence) :
Oq (M2 ) <—> So
a < — > {13}
b < — > {23}
c <—> {14}
d < — > {24}
D —— {12},
and from Theorem 3.2.6
In Section 4.2 we not only look at the dehomogenisation of Gg (2, 4) at the minor 
[34], we study a sequential dehomogenisation and factorisation of the algebra 
in order to describe its graded prime spectrum. As we will see, the motivation 




The 2x4 Quantum Grassmannian
In this chapter we turn our attention to the study of the simplest, while instruc­ 
tive, example of a quantum Grassmannian, <3g (2,4). First we demonstrate how 
the 2x4 quantum Grassmannian can be presented as a factor ring of an iterated 
Ore extension. This result not only establishes many basic ring theoretic proper­ 
ties for Gg (2,4), it also obtains for us some homological properties. In Theorem 
4.1.2 we observe that G9 (2,4) is Auslander Gorenstein and Cohen-Macaulay. We 
also make the conjecture that this is true for the general quantum Grassmannian, 
Gq (m,n).
The remainder of the chapter is devoted to finding the graded prime spectrum 
of Gg (2,4). Recall that the dehomogenisation of G9 (2,4) at the minor [34] is 
isomorphic to the coordinate ring of 2 x 2 quantum matrices. The prime spectrum 
of Oq (Mi) has been completely described, and so we use the correspondence found 
in Section 3.1 to obtain those graded primes in Gg (2,4) not containing [34]. Then, 
by mimicking the cell decomposition of a projective space, we describe how, by 
a sequential dehomogenisation and factorisation, we can completely describe the 
graded prime spectrum of Gq (2,4).
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4.1 G9 (2,4) as the factor ring of an iterated Ore 
extension
Recall the commutation relations for Gg (2,4):
[12] [13] = q [13] [12] , [12] [14] = q [14] [12] , [12] [23] = q [23] [12] ,
[12] [24] = q [24] [12] , [12] [34] = q2 [34] [12] , [13] [14] = q [14] [13] ,
[13] [23] = q [23] [13] , [13] [24] = [24] [13] + (q- q- 1 ) [14] [23] ,
[13] [34] = q [34] [13] , [14] [23] = [23] [14] , [14] [24] = q [24] [14] ,
[14] [34] = q [34] [14] , [23] [24] = q [24] [23] , [23] [34] = q [34] [23] ,
[24] [34] = q [34] [24] .
Following these relations, we construct an iterated Ore extension R of the field k 
in indeterminates {ij} (1 < i < j < 4) (with the obvious intention that {ij} will 
correspond to [ij] in Gg (2, 4)). First construct the polynomial ring over k in the 
indeterminate {12}:
Next we add {13}. Define <TI : TI -> T\ by




We now add {14}. Define




T3 :=T2 [{14};<72]. 
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Now we add {24}. Notice that [13] [24] = [24] [13] + (q - q' 1 ) [14] [23] and so we 
will need to define an automorphism 04 and a ^-derivation on T^. Let
(74 : T*4 — > T"4 
{12}









r5 :=r4 [{24}; (74 
Finally we must add {34}. Define
a5 : T5 — + T5 
{12} ^ ^ 
{13} ~ g- 
{14} ^ g- 
{23} ^ ^" 




By construction, the elements of R satisfy the commutation relations for 6^(2, 4) 
and we have a map
0 : fl-»
{ij} i-» [ij] .
Recall the Quantum Pliicker relation for <2g (2,4):
[12] [34] - q [13] [24] + q2 [14] [23] = 0.
Thus, if p = {12}{34}-g{13}{24}+g2 {14}{23}, then 0 (p) = 0. Thus p € ker (6). 
In fact we will show that ker (9) is generated by p. Note that an easy calculation 
establishes that p is normal in R, so that pR = Rp. Let R := R/Rp. Then we 
have an induced map 0 from R to Gg (2, 4):
9 : #^G
where {27} is the image of {zj} in R.
Now, # is an N-graded domain, R — k © R\ 0 _R2 © • • • , with {ij} denned to have
degree 1 . Then p has degree 2 and
= 0 0 0 0 fcp 0 Rip 0 ... 
and
^ = k 0 #1 0
where Rn = Rn /Rn-2P for n > 2.
We also have that G9 (2, 4) is a graded algebra with [ij] denned to have degree 1:
Now, if we can show that dim (Ri) = dim (Gi) and dim (Rn ) = dim (Gn ) for all 
n > 2, then we are done.
Consider Gn . Then Theorem 2.3.9 implies that the elements of the form
i [13] 02 [14] a3 [24] 04 [34] as and [12] 61 [13] 6a [23] 6s [24] 64 [34] 6s ,
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where La* = n = E&i, form a basis for Gn . Thus
3
Now consider Rn. The elements {12} C1 {13} C2 {14} C3 {23} C4 {24} C5 {34} C6 , where 
= n, form a basis for Rn. So
dim 
Since k is a domain, R is a domain. Thus
dim (Rn) = dim (Rn) — dim (-Rn-2)
/n-f5\ /n+3\ 
( 5 ) ~ U )•
Recall that (^) + (nk ) = (n+ 1). Then
dim (Gn ] =
\ *
+ 4\ (n + 3
4 / + V 4
5 J VV 5 
+ 5\ _ (n + 3' 
5 J \, 5
= dim (Rn) .
Thus we have the required result.
Proposition 4.1.1. The 2x4 quantum Grassmannian, G9 (2,4) is isomorphic 
to a factor ring of an iterated Ore extension R. In fact
where p G R^ is a normal non zero divisor in R. D
Theorem 4.1.2. The 2x4 quantum Grassmannian is Auslander Gorenstein and 
Cohen Macaulay.
Proof. This follows from Theorems 1.5.11 and 1.5.12. D
Note. Though we can always write Gq (m,ri) as a factor ring of an iterated Ore 
extension, it is not at all easy to write down "minimal relations" in such a way 
that we can make use of Theorems 1.5.11 and 1.5.12. However, we make the 
following conjecture.
Conjecture 4.1.3. Gq (m,n) is Auslander Gorenstein and Cohen Macaulay. D
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4.2 The 'Cell Decomposition' of G,(2,4)
In the remainder of the chapter we aim to describe the cell decomposition (and 
therefore the graded prime spectrum) of Gg (2,4) in the case that the field k is 
algebraically closed and 0 ^ q 6 k is not a root of unity.
Prom Example 3.2.9 we have that Dhom(G9 (2,4), [34]) =• Oq (M2 ). The prime 
spectrum of 0g (M2 ) has been completely described by Goodearl [13] (and almost 
certainly others). Thus using the homeomorphism
r[34] : <7[34]-Spec0,(M2 ) -> {P e GrSpecGg (2,4) | [34] £ P}
from Section 3.1, we can hope to find those graded primes in Gg (2,4) not con­ 
taining [34]. However, we would like to completely describe the graded prime 
spectrum of Gg (2,4). To obtain a method for doing this we look to the classical 
theory for inspiration.
The 2x4 quantum Grassmannian is a deformation of a coordinate ring of a 
projective manifold and a projective manifold has a cell decomposition. This cell 
decomposition presents the space as a disjoint union of cells; as an example, we 
look at the cell decomposition of projective 2-space, P2 .
Example 4.2.1. The Cell decomposition of P2 .
x
We can think of P2 as being A2 U {points at infinity} in the following manner: 
the plane defined by z = I is a copy of A2 and each point at infinity is in one 
to one correspondence with a direction vector in the plane 2 = 0 (we should 
think of the projective line being 'wrapped' around the xy-plane at infinity).
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Thus P2 = A2 U P1 . By further decomposing P1 = A1 U A°, we obtain the cell 
decomposition
P2 = A2 U A1 U A°. 
Alternatively, we can think of P2 as being lines through the origin in A3 . Then
P2 = {direction vectors in A3 }
= {[a:b:c] | (a,6,c) € A3 \ {0}}.
So [a : b : c] = [a : /3 : 7] in P2 if and only if there exists 0 ^ A G k such 
that (a, 6, c) = A (a,/?, 7). Consider a point [a : b : c] G P2 . Exactly one of the 
following is true.
(1) c 7^ 0. Then [a : b : c] = [u : v : 1} where u — a/c and v = b/c. Then 
[u : v : 1] = [a : j3 : I] if and only if u = a and v = /3. Thus
[u : v '. 1] <-> (u,v) € A2 , 
and therefore
{[a:6:c]£P2 | c ^ 0} ^ A2 .
(2) c = 0 and 6^0. Then [a : 6 : c] = [w : 1 : 0], where w = a/6. Then 
[w : 1 : 0] = [a : 1 : 0] if and only if w = a. Therefore
[w : I : 0] <-»• w € A1 
and
{[a:b:c]€P2 | c = 0, 6 ^ 0} ^ A1 .
Note how this case ties in with the geometrical discussion, since
[a : b : 0] = (a : ft : 0] if and only if (a, b) = X (a, /3) for some 0 ^ A 6 fc, if and
only if (a, 6) and (a, /?) determine the same direction vector in the plane.
(3) c = b = 0 and a ^ 0. Then [a : 6 : c] = [1 : 0 : 0] and therefore
{[a : 6 : c] 6 P2 | c = b = 0, a 7^ 0} ^ A°.
Therefore we again have the cell decomposition
P2 = A2 UA1 UA°.
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We can use this cell decomposition to obtain a disjoint partition of the graded 
maximal ideals of the coordinate ring of P2 , k[x,y,z]. The projective Nullstel- 
lensatz gives a one to one correspondence between points in P2 and the relevant 
maximal graded ideals of k[x, y, z]:
[a : b : c] <—> (bx — ay, ex — az, cy — bz) =: /.
Then, as before, the point [a : b : c] 6 P2 sits inside exactly one of three cases. 
We work through the three cases again, this time considering the ideal /.
(1)c^O
Suppose that z € /. Then since cy — bz€ 7, we have y € / and since ex — az G /, 
we have x € /. Therefore (x,y,z) C I and / is an irrelevant ideal. Therefore 
z £ I and we dehomogenise k[x, y, z] at z\ that is, we factor k[x, y, z] by the ideal 
generated by z — 1. Now, / = (vx — uy, x — uz, y — vz) = (x — uz, y — vz), so 
the dehomogenisation of 7 is
TT (7) = (x — u, y — v) 
and
(x — u, y — v) G maxSpec (k[x, y]).
Notice that k[x>y] is the coordinate ring of A2 and that Hilbert's Nullstellensatz 
gives us the correspondence
(u,v) <—> (x-u,y-v)
between points in A2 (and therefore points of the form [u : v : 1] in P2 ) and the 
maximal ideals of k[x, y].
(2) c = 0, b + 0
Then [a : b : c] = [w : 1 : 0] and 7 = (x — wy, z), so clearly, z e I. Factor k[x,y, z]
by z and identify 7 with its image in the factor ring. Since 7 is not an irrelevant
ideal, y £ I and we dehomogenise k[x,y, z}/ (z) at y. The dehomogenisation of 7
is
TT (7) = (x — w) 6 maxSpec (k[x\).
Notice that O (A1 ), the coordinate ring of A 1 , is equal to k[x] and that the 
Nullstellensatz gives us a correspondence
w <—> (x — w) 
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between points in A1 (and therefore points of the form [w : I : 0] in P2 ) and the 
maximal ideals in k[x].'
(3) c = b = 0, a ^ 0
Then [a : 6 : c] = [1 : 0 : 0] and / = (y,z). We factor k[x,y,z] by the ideal 
generated by y and z and dehomogenise at x. Identify / with its image in the 
factor ring k[x,y,z]/ (y,z). Then
TT (I) = (!) € maxSpec (k).
Therefore the cell decomposition of P2 not only provides us with a disjoint parti­ 
tion of the space, we also have a disjoint partition of the relevant graded maximal 
ideals of the coordinate ring of the space:
maxGrSpec (k[x, y, x]) = A2 LJ A\ U A0 ,
where
A2 w maxSpec (k[x,y}), 
A\ w maxSpec (k[x\) and 
AQ w maxSpec (k) .
The cell decomposition of (2(2,4) is well known (see for example, [11], Chapter 
1, Section 5):
G (2,4) - C4 U C3 U C2 U C2 U C 1 U C°.
As in the case of projective 2-space, this decomposition will provide us with a 
disjoint partition of the relevant graded maximal ideals of the coordinate ring of 
G (2,4). In the discussion that follows we wish to give an analogous partition for 
the relevant graded prime ideals of Gg (2,4). The discussion in the classical case 
suggests that we consider sequentially dehomogenising and factorising Gg (2,4).
Before proceeding, we require some general results. Recall that if R is a noetherian 
ring and / is an ideal of R, then the nil radical, N (/), of / is the intersection 
of all those prime ideals in R minimal over /.
Lemma 4.2.2. Let R be a noetherian ring and let a be an automorphism of R. 
If I is a a-ideal of R, then N (I) is also cr-stable.
Proof. Let {Qj}jej be the family of primes ideals of R minimal over /. If P is 
prime, then a (P) is prime and {a (Qj)}j^j is the family of prime ideals minimal
over a (I). Therefore
N (I) = N (cr (/)) =
Lemma 4.2.3. Let R be a noetherian ring and let a be an automorphism of R. 
If P € cr-Spec(-R), then P is semiprime.
Proof. By Lemma 4.2.2, N (P) is cr-stable. Also, N (P)m C P for some ra e N, 
and therefore N(P) = P. D
Proposition 4.2.4. Let R be a noetherian ring and a : R — > R be an automor­ 
phism of R. Then
cr-Spec (R) = {(P: a) \P € Spec (R)},
where (P : a) = flcrn (P). Furthermore, if P is a a -prime ideal in R and Q is a 
minimal prime over P, then (Q : cr) = P.
Proof. Suppose P € Spec (R) and let (P : cr) = Q C P. Then, clearly, Q is 
cr-stable. Let A, B be cr-ideals of R such that AB C Q. Then A£ C P and 
thus, without loss of generality, A C P. Thus A = o-n (A) C crn (P) for all n and 
therefore A C Q; that is, Q € <7-Spec (.R).
Now suppose P G cr-Spec (P). Then by Lemma 4.2.3, P is semiprime. Therefore
P = Qi n Q2 n . . . n Q/
where Qi are the minimal primes over P (of which there are finitely many). Then
P = an (P) = an (Qi) H crn (Q2 ) n . . . n an (Q{) 
and
1=1
Now, P is cr-prime and so, without loss of generality, (Qi : cr) C P and since 
P C Qj, we have P = (Qi : a), as required.
Let Q — Qi for some 1 < i < J. Each <JJ (Q) is a minimal prime over P, of which 
there are finitely many. Therefore an (Q) = Q for some n. Let X = {aj (Q) \ j =
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1, ... , n - 1}. If n = I, then X = {Qi, . . . , Qi} and we are done. Otherwise, let 
Y = (Qi, • • • , Qi} \ X = {/!,..., /J say, and let J := n/j. Then J is a a-stable 
ideal and
Thus J C P or (Q : a) C P. Suppose J C P. Then A . . . 7, C J C P C Q and 
Ij C Q for some j. However, since Q and 7j are minimal over P, we have that 
Q — Ij, which is a contradiction. Therefore P = (Q : a). D
Lemma 4.2.4 says that for any minimal primes Qi, Q2 over a a-prime P, we have 
that (Qi : a) = P = (Q2 '• o") and so Qi = a* (Q2 ) for some i Therefore, in the 
proof above we always have the case that X = {Qi, ... , Qi}.
The 'Cell Decomposition' of G9 (2,4)
Let 0 7^ q G fc such that qn ^ 1 for any n and let G := Gg (2, 4). Figure 4.1 shows 






Figure 4.1: The partial ordering <c on Gg (2,4)
graded prime ideal of G. Then exactly one of the following cases holds:
1. [34] i P,
2. [34] G P, [24] i P,
3. [34] , [24] € P, [23] i P,
4. [34] , [24] , [23] e P, [14] g P,
5. [34] , [24] , [23] , [14] 6 P, [13] $ P,
6. [34] , [24] , [23] , [14] , [13] € P, [12] $ P.
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Note. In the following discussion we will use [ij] to denote the minor in G and 
also its image in the various factor rings that appear. The way in which we are 
thinking of [ij] should be clear from the context.
Case 1: [34] £ P
We have seen that [34] is a regular normal element in G and that if 5 := G[34], 
then
Let <7[34] : So — > S0 be the automorphism obtained by conjugating by [34] and 
recall the homeomorphism
r[34] : {P e GrSpec(G) | [34] <£ P} — » a[34]-Spec(So) 
where r [34] (P) = PS n S0 .
Therefore, in order to find those graded primes in G not containing [34], we must 
identify the <j[34]-prime spectrum of Oq (M^). Recall the isomorphism p from 
Example 3.2.9:
p:Oq (M2 ) — » S0
a i-> [13] [34]" 1
b H-> [23] [34]" 1
c H* [14] [34]- 1
d •-» [24] [34]' 1
D H+ [12] [34]" 1 .
Then from the commutation relations for G we can calculate
a 
6
c i-> q~ l c
d
Let A := Oq (Mi). Goodearl [13] has completely described the prime spectrum of 
A in the following way. The torus H = (/c x ) 4 acts on A via
a5b
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Under this action there are 14 Ti-stable prime ideals which are displayed in Figure 




Figure 4.2: The ft-stable primes of Oq (M2 )
each (P : H) is one of the 14 Ti-stable prime ideals in Figure 4.2 and this gives 
us a stratification of the prime spectrum of A. Let J be an H-prime and define
Specj (A) = {P<E Spec (A) \(P:H) =
Then
Spec (A) = [J SpeCj (A) .
JeH-Spec (A)
Thus one aims to identify Specj (A) for each of the possibilities for J. This is 
possible by following the recipe given in [22] Theorem 6.6. For example, when 
J = 0 we have homeomorphisms (via extension and contraction)
Spec0 (A) -> Spec (B) -> Spec (Z(B)) ,
where B = Apr 1 , c~\ D' 1 } and Z(B) = k [(for 1 )*1 , D* 1 ] is the centre of B. By 
identifying the prime spectrum of Z(B) and using these homeomorphisms, we 
obtain
Spec0 (A) = {(0) , (b - ac, D -/?>,{/> n A}
where 0 7^ a,/? € fc and / € Z(B) is irreducible. Continuing in this way, we 
can complete the stratification of Spec (A) . In 5 cases the stratum Spec j (A) is a 
singleton:
Spec(M) ( A) = { (6, a) } , Spec (M> (A) = { (6, d) } , Spec (C)a) (A) = { (c, a) } ,
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SpecM) (A) = {(c, d)}, Spec<d>CiM (A) = {(d, c, 6, a)}.
In 7 cases, Specj (A) is 1-dimensional:
Spec 6 (A) = {(6), (6, ad -a)},
Spec (jD> (A) =
= {(c,a,d),(c,a,d,6-a)},
Spec (6)C>a) (A) = {(6,c,a),(&,c,a,d-a)},
Spec (6)C)d> (A) = {{6,c,d>,(&,cj d) a-a>}
where in each case 0 ^ a € /c. The remaining 2 cases are 2-dimensional. As we 
have seen
Spec0 (A) = {(0) , (b - ac, D -/?),{/) n
where 0 ^ a, /5 € k and / € k [(fo 1 )* 1 , is irreducible. Finally
Spec (6)C) (A) = {(b, c) ,(b,c,a-a,d-p), (b, c, g) n A}
where 0 7^ a, /? G fc and ^ € /c [a±:L , d"111 ] is irreducible
By Lemma 4.2.4
cr[34]-Spec (A) = {(P : a[34]) | P e Spec
and so we must find (P : cr[34]) for each of the primes above. Note that the action 
of CT[34] on A corresponds to the action of (q~ l , q~ l , 1,1) E H. Thus the Testable 
primes are <J[^}- primes. For many of the remaining primes identifying (P : crp^) 
proves to be relatively straightforward. The only problematic cases arise when 
p = (f)r\A and P = (b, c, g) fl A. Here, we give a straightforward example 
of finding (P : ffpq) when P = (b — ac, D — /3) and then use this to find the 
<7[34]-prime, ({/) HA : a[34] ).
Let P = (6 - ac, D - /3). Then
= H (b - ac, D - q2np) 
= (b — ac) . 
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The final equality here stems from each of the ideals (6 — ac,D — q2n/3) being 
distinct and A/ (b — ac) having dimension 1.
Now let P = {/) n A = fB H A where B = A [6" 1 , c' 1 , D~ 1 } and / is irreducible 
in Z(B) = k[(bc~ l ) ±l ,D±l}. The homeomorphisms mentioned earlier give the 
following correspondence:
Spec0 (A) -> Spec (B) -> Spec (Z(B)) 
A ^ fB » fZ(B).
Then fZ(B) is contained in a maximal ideal of Z(B), so
fZ(B)C(bc~1 -a,D-0)
for some 0 ^ a, /? € fc. Therefore P = fBnAC(b-ac,D-/3) and
: a[34]) C Haf34] ((6 - ac, D - 0)) = (b- ac) .
Suppose that (P : cr[34]) ^ 0. Then since (b — ac) is a prime of height 1, we must 
have that (b — ac) is minimal over (P : <J[34]). Therefore, by Lemma 4.2.4,
(P '• <7[34]) = ((& ~ ac) : <7[34]) = (b - ac) .
The remaining d[34] -primes are found in the same manner and we are now in a 
position to write down the <7[34]-prime spectrum of A:
o- [34] -Spec (A) = { (0) , (b) , (c) , (D) , (b - ac) , (6 - ac, D) ,
, a) , (b, d) , {c, a) , (c, d) , (6, c) , (6, a, d) , 
, c, a - ad) , (c, a, d) , (b, c, a) , (6, c, d) , 
(6,c,d,a)}
where 0 ^ a € £. Let [i/] := [zj] [34] "^ Then Figure 4.3 shows the poset of 
0"[34] -primes in So (where the dotted line indicates inclusion if and only if a = /?).
We should trace these ideals back to G using Fj^,. Let / be a graded ideal of 
G. Recall that if G/I is [34]-torsion free and F[34](/) = J E cr[34]-Spec5o; then 
r^j(J) = I. Consider the ideal ([13], [23]) = ([12], [13], M) € fT[34] -Spec50 .
Then r[34](([12] , [13] , [23])) = ^[12], [13], [23JV We will show that the factor 
ring G/ {[12] , [13] , [23]) is [34]-torsion free. Recall that a basis for G is given by 
elements of the form
i [13] a2 [14] 03 [24]a4 [34] 05 and [12] bl [13] fc2 [23] 63 [24] 64 [34]6s
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([23l,[i4J,[13]-7 [24]) (J23],[14J,[24J)
Figure 4.3: The poset cr[34] -Spectrum of SQ (a,/3, 7 e fc x
and we can represent such a product by a tableau [T] and refer to it as a preferred 
product. Let / = {[12] , [13] , [23]) = [12] G + [13] G + [23] G. We claim that a 
/c-basis for / is given by those preferred products containing at least one of [12], 
[13] or [23] non-trivially. That these products are linearly independent is clear. 
Let V be the space spanned by such products. Then V C /. Suppose that there 
exists y = ^a.i [T»] G / \ V with c^ ^ 0 where [T»] is a preferred product and, 
without loss of generality, [T»] does not contain [12], [13] or [23] non-trivially, for 
any i. Now, y € / and so
where 0 = J] A [5»], /i = £}<5j [f/i] and j = 
[SJ, [C/J and [VJ. Then
[Vi] for some preferred products
and [12] [5»] is clearly a preferred product containing [12] non-trivially. Also,
where [C/t-] is a preferred product containing [13] non-trivially. Finally consider 
[23] [K]. If the preferred product [K] does not contain [14], then 7i [23] [VI] =
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7i [V-] where [V/] is a preferred product containing [23] non-trivially, since [23] 
g-commutes with all the other generators. If [V*] does contain [14], then we must 
rewrite any product [23] [14] appearing using the Quantum Pliicker relation and 
we can rewrite 7* [23] [V;] as a sum of preferred products 7^ [V?] where [V-] contains 
either [12] or [13] non-trivially. Therefore
where each [WJ is a preferred product containing at least one of [12] , [13] , [23] 
non-trivially. Then
which is a linear equation between elements of a basis. Therefore each [Tj] is 
equal to some [Wi\ and we have a contradiction. Therefore V = I.
Now consider the factor ring G = G/I. The images of those preferred products 
not containing [12], [13] or [23] span G. Suppose that they are not linearly 
independent. Then there exists preferred products [T»] not containing [12], [13] 
or [23] non-trivially such that
<* Pi] e [12] G + [13] G + [23] G.
By the same argument as above we obtain a contradiction. Suppose that [34] is 
a zero divisor m G. So there exists g 6 G \ / such that g [34] € / and without 
loss of generality, g is a sum of preferred products not containing [12], [13] or [23]; 
that is, g = £ on [T;]. Then g [34] = £ af [Tj [34]. However, we also have that
0 [34] =
where [$] is a preferred product containing [12], [13] or [23] non-trivially. Thus, 
once again we obtain a contradiction. Therefore G/I is [34]-torsion free and
A similar argument can be repeated for all but six of the ideals in
The poset of graded primes in G not containing [34] is displayed in Figure 4.4
(where the dotted line indicates inclusion if and only if a =
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<[12],[14],[24])
Figure 4.4: Poset of graded primes in G not containing [34], where a, (3, 7 6
andP:=([14J,[23i,[13]- 7 [24J\
Case 2: [34] G P, [24] £ P
As suggested by the classical theory, we proceed by factoring G by the ideal 
generated by [34] and identifying P with its image in this factor ring. A brief 
inspection of the commutation relations and the Quantum Pliicker relation for G 
establishes that [24] is normal modulo the ideal generated by the minor [34]. We 
also require that [24] is regular modulo the ideal generated by [34]. Note that [T] 
is a preferred product if and only if [T] [34] is. Let I := G [34] = [34] G. Then a 
fc-basis for I is given by the preferred products which contain [34] non-trivially. 
That these preferred products are linearly independent is clear. Let V be the 
space spanned by such products. Then certainly V C /. Suppose that there 
exists y = J] a; [Ti] G / \ 1^ with on ^ 0 and, without loss of generality, such 
that [34] does not appear in [Tj for any i. Then since y G /, we have y = a [34]
for some a G G. We can write a as a fc-linear combination of preferred products,
a = £&&]• Then
y = $> [TJ = $> [$] [34]
which is a linear equation between elements of a basis and so [H] = [5,-] [34], 
contradicting the assumption that [34] does not appear in [Tj. Therefore V = I.
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Consider the factor ring G\ := G/I. The images of those preferred products not 
involving [34] form a fc-basis for G\. These images obviously span G\. Suppose 
they are not linearly independent. Then there exist preferred products [Ti\ not 
containing [34] such that ^ on [TJ G / with on ^ 0. By the same argument as 
above, this yields a contradiction.
Now suppose that the image of [24] is a zero divisor in G\\ that is, there exists 
a G G \ / such that a [24] G /. Then, without loss of generality, we can write a 
as a /c-linear combination of preferred products not containing [34]. So
Then
and note that [T»] [24] is a preferred product, since [T»] does not involve [34]. 
However, we must also have that
a [24] =
where the [Sj] are preferred products involving [34] non-trivially, thus obtaining 
a contradiction in the now usual way.
Therefore [24] is a regular normal element in G\ — G/ ([34]} and we may invert 
[24] in GI. Let T be the localisation of G\ at [24]; that is,
Then T is Z-graded and T0 = Dhom (Gi, [24]) is generated by
[12] [24]" 1 , [13] [24]" 1 , [14] [24]' 1 and [23] [24]' 1 .
From the Quantum Pliicker relation modulo [34] we have that q2 [14] [23] = 
q [13] [24] in GI. Therefore in T,
[13] [24]- 1 = [14] [24]- 1 [23] [24]' 1 . 
Thus a generating set for Dhom(Gfi, [24]) is in fact
[12] [24]' 1 , [14] [24]' 1 and [23] [24]-1 .
Using the commutation relations for G modulo [34], we obtain the commutation 
relations:
[12] [24]- 1 [14] [24]- 1 = q [14] [24]- 1 [12] [24]- 1 ,
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[12] [24]-1 [23] [24]-1 = q [23] [24]' 1 [12] [24]' 1 ,
[14] [24]- 1 [23] [24]- 1 = [23] [24]' 1 [14] [24]' 1 .
Let R be the /c-algebra generated by the three indeterminates X, V, Z subject to 
the relations
= qYX, XZ = qZX, YZ = ZY. 
Certainly there is a map p\ from R onto Dhom(Gi, [24]):
pi:R — > Dhom (Gi, [24])
X H+ [12] [24]' 1
y •-> [14] [24]' 1
Z •-> [23] [24]' 1 .
As in the original case, we use Gelfand-Kirillov dimension to show that pi is an 
isomorphism.
Suppose that ker (pi) ^ 0 and note that GKdim (R) = 3. Then
GKdim (Dhom (Gi, [24])) = GKdim (R/kei (Pl )) < 2. 
The final inequality here is due to R being a domain. Also,
GKdim (Dhom (Gi, [24])) = GKdim (T) - 1
= GKdim (Gi)-l
= GKdim (G) - 2
= 3,
and we have a contradiction. Therefore
Note that since Dhom (G\, [24]) is a domain (since R is a domain), Corollary 3.1.3 
implies that G\ is a domain.
Let cr[24] be the automorphism on Dhom (Gi, [24]) obtained by conjugating by [24] 
and recall that we have a homeomorphism
r[24] : {P € GrSpec (Gi) | [24] $ P} — > cr[24]-Spec (Dhom (Gi, [24])) ,
where r [24] (P) = PTn Dhom (Gi, [24]). Thus, to find those graded primes in GI 
not containing [24] (and therefore those graded primes in G containing [34] but 
not [24]), we must identify the o^-prime spectrum of R. In finding 0-[24]-Spec(.R) 
we make repeated use of the following result.
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Proposition 4.2.5. [20] Proposition 14.2(ii).
Let S = R[x; cr] where R is a noetherian ring and a is an automorphism of R.
The prime ideals of S that contain x are precisely those of the form 1 + xS where
D
We use the commutation relations for G modulo [34] to calculate what a^ does 
to the generators of R\
(7[24] '• R —— » R
X ^ q~lX
Y H+ q~ lY
Z H4 q~ l Z.
Note that we can write R as an Ore extension of the quantum plane, kq [X, Y]; 
that is,
R = kq [X, y][Z, rj; n : X ^ q~lX
Now suppose Q is a prime ideal of R and that Z G P. Then by Proposition 4.2.5 
P is an ideal of the form
Q = / + ZR
where / G Spec (kq [X, Y}). The prime spectrum of the quantum plane is well 
known:
Spec (kq [X,Y}) = {(0) , (X) , (Y) , (X - a,Y] , (X,Y - (3) \ a,p € 
Thus
Q G {(Z) , (X,Z) , (y,Z> , (X - a,Y,Z) , (Xt Y-/3,Z) \ <x,(3 G k} 
and it is clear that
{(Q : <7[24] ) | Z G Q G Spec(^)} = {{Z) , (X, Z) , (y, Z) , (X,y,
Now suppose that y G Q and note that we can rewrite R as an Ore extension of 
the quantum plane kg [X, Z]:
R = kq [X, Z}[Y, r2], r2 : X ^ q~ lX
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Then, as above,
Q 6 { (Y) , (X, Y) , (Y, Z},(X- a, Y, Z) , (X, Y, Z - 0) \ a, ft € k} 
and hence
{(Q : <7[24]) I Y e Q e Spec(#)} = {{y> , (x, Y) , (y, z) , (X, y, z)}.
Now suppose that X e Q and notice that once again we can rewrite R, this time 
as an Ore extension of the plane k[Y, Z}; that is,
Z^qZ. 
Then by Proposition 4.2.5 we have that
Q = I + XR 
where / is a prime ideal of the plane k\Y, Z]. Now,
Spec(/c[y, Z}) = {{0} , (Y - a, Z - (3) , (/) | a, (5 e 
where / £ fc[y, Z] is irreducible. Thus
Speedy, z]) = {{0} , <y - a, z - (5} , {/) n *[y, z] | a, 0 € A;}
where / G /cfy^ 1 , Z^11 ] is irreducible and
Q € 
where / £ /cp^ 1 , Z±1 ] is irreducible.
We must find (Q : 0-[24]) for each of the primes listed above. The only case here 
which causes any concern is when Q = (X, f) fl R. However, notice that the 
techniques employed in Case 1 can also be applied here to obtain,
({X, /> H R : <7 [24] ) = {(X, y - aZ) | 0 ^ a € *}. 
Thus
{(Q:a[24] ) | X e Q G Spec(tf)}
, <x,z> , (x,y,z> , (x,y - az> | o ^ a
Finally suppose that X, y, Z ^ Q. Then Q is a prime ideal of R not containing 
y or Z. Thus by [20] 14.7(ii),
= IR
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where I is a prime ideal of k[Y, Z] not containing Y or Z. Therefore
where / £ k\Y, Z] is irreducible. Therefore
/e{(o) ; <£-a,y-/?),</)n k[Y, Z]\Q ^ a, p e k}
where / 6 fcp^ 1 , Z±l ] is irreducible. Therefore
{(0 : *[24l) I *, ̂  Z i Q 6 Spec(^)} - {(0) , (Y - aZ) \ 0 ^ a e A;}.
Combining the 4 cases (Z € P, X € P, X € P, X, r, Z £ P) we obtain
= {(Q:<7[24])
= {(o) , (x) , (y> , (z) , (x, y) , (x, z) , (y, z) ,
, (X, y, Z) | 0 + a 6 A;}.
Then using p\ we can write down the <7[24]-prime spectrum of Dhom (G\, [24]). 
Let [ij] :— [ij] [24] ~ l . Then the poset of ^[24]-prime ideals in Dhom (<7i, [24]) can 
be seen in Figure 4.5 (where the dotted line indicates inclusion if and only if 
a — j3). Once again, we can use a preferred product argument to obtain F^ (/)
{[12J,[23],[l3J}
([23J,fl3j>
Figure 4.5: Poset of cr^j-prime ideals in Dhom (d, [24]) (a, /? G
for all but two of the cr^] -primes appearing in Figure 4.5. The resulting ideals 
are displayed in Figure 4.6 (where the dotted line indicates inclusion if and only
if a = 0.)
Thus,
{P e GrSpec(G) [34] e P, [24] g P} = {([34] ,/)[/€ {GrSpec(G!) | [24] ^ /}}
and to see the poset of graded primes in G containing [34] but not [24], insert 
[34] into the generating set of each in the primes in Figure 4.6.
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{[12],[23],[13]>
Figure 4.6: Poset of graded primes in G± not containing [24] (a, (3 G 
Case 3: [34] , [24] € P, [23] £ P
Consider the Quantum Pliicker relation in G:
[12] [34] - q [13] [24] + q2 [14] [23] = 0.
Then since [34], [24] <E P we have that [14] [23] G P and since [23] is normal in G 
(this is easily seen from the relations given in Example 2.2.2), we have
[14] G [23] G C P.
Now, P is a graded prime ideal and [23] ^ P, therefore [14] G C P and so [14] G P. 
Thus, instead of factoring G by the ideal generated by [34] and [24], we should 
factor by the ideal generated by [34] , [24] and [14] . Let
c G
^' {[34], [24], [14])' 
Then in G% we have the commutation relations
[12] [13] = q [13] [12] , [12] [23] = q [23] [12] and [13] [23] = q [23] [13] .
Certainly [23] is normal in G^. By a similar argument involving preferred products 
to that in Case 2 (where it is shown that [24] is regular in GI), we can show that 
[23] is regular in G^. Therefore we may dehomogenise GI at [23]. Let
Then U has an induced Z-grading and Dhom (G2 , [23]) = UQ is generated by the 
elements
[12] [23]' 1 and [13] [23]' 1 , 
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which ^-commute:
[12] [23]- 1 [13] [23]- 1 = q [13] [23]" 1 [12] [23]' 1 . 
Thus there is a map pi from the quantum plane kq [x, y] onto Dhom (G2 , [23]):
— > Dhom (G2 , [23])
x ^ [12] [23]" 1
y ^ [13] [23]' 1 .
As in the previous cases we aim to show that /o2 is an isomorphism by using a 
Gelfand-Kirillov dimension argument. Clearly
Now consider the Gelfand Kirillov dimension of G2 . Since G2 = <3i/ {[24] , [14]) 
and [24] is a normal non-zero divisor in GI, we have that
GKdim (G2 ) = GKdim (d/ {[24] , [14])) < GKdim (Gi) - 1
= GKdim (G) - 2
- 3.
Suppose that GKdim (G2 ) < 2. Inspection of the commutation relations for G2 
and our usual argument for proving regularity of elements, obtains for us a regular 
normalising sequence of elements {[23] , [13] , [12]} in G2 . Therefore
GKdim(fc) = GKdim ( ([23l[ g]|[12]) ) = GKdim (G2)- 3
< 0.
Therefore GKdim (G2 ) = 3 and GKdim (Dhom (G2 , [23])) = 2. Now if kerp2 ^ 0, 
then
GKdim (Dhom (G2 , [23])) = GKdim (kq [x,y}/keip2 )
< GKdim (kq[x,y})-l
— i— j">
which is a contradiction. Therefore kerp2 = 0 and p2 is an isomorphism. Thus 
Dhom ((72 , [23]) is a domain and so G2 is a domain by Corollary 3.1.3.
Let <7[23i : Dhom(G2 , [23]) — > Dhom(G2 , [23]) be the automorphism obtained by 
conjugating by [23] and recall the homeomorphism
r[23] : {P € GrSpec(G2 ) | [23] g P} -> a[23]-Spec (Dhom (G2 , [23]))
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such that T[23] (P) = PU n Dhom (G2 , [23]). In order to identify those primes in 
G2 not containing [23], we should find the <7[23]-prime spectrum of Dhom (<72 , [23]). 
Equivalently, we identify the <7[23]-prime spectrum of the quantum plane. We have 
already seen (in Case 2) that the prime spectrum of the quantum plane has been 
completely described:
Spec (kq [x, y]) = {(0) , (x) , (y) , (x - a, y) , (x, y - (3) \ a, 0 <E k}. 
By Proposition 4.2.4
a[23]-Spec(A;q[x,y]) = {(P : a[23] ) | P E Spec (/c 
Now, from the commutation relations for G2 ,
Therefore
<7[23]-Spec (kq [x, y}) = {(0) , (x) , (y> , (x, y)}. 
Thus
^[23]-Spec (Dhom (G2 , [23])) =
{(0) , ([12] [23]- 1 ) , ([13] [23]- 1 ) , ([12] [23]' 1 , [13] [23]' 1 )}.
As in Cases 1 and 2, we can use a preferred product argument to obtain those 
graded ideals in G2 not containing [23]:
{P € GrSpec (G2 ) [23] $ P} = {(0) , <[12]) , {[13]) , {[12] , [13])}. 
Therefore
{P € GrSpec (G) [34] , [24] , [14] € P, [23] £ P} =
{{[14], [24], [34]), ([14] , [24] , [34] , [12]) ,
{[14] , [24] , [34] , [13]) , {[14] , [24] , [34] , [12] , [13])}.
Case 4: [34] , [24] , [23] € P, [14] £ P
As we proceed, the reader should notice the similarity between this case and Case 
3.
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We factor G by the ideal generated by [34] , [24] , [23]:
G °
*"• {[34] , [24] , [23]) '
In GS we have the following commutation relations:
[12] [13] = q [13] [12] , [12] [14] = q [14] [12] , [13] [14] = q [13] [12] .
Our usual argument establishes that [14] is a regular normal element in G$ and 
we may dehomogenise G3 at [14]. Let
V '•=
Then V has an induced Z-grading and Dhom ((£3, [14]) = VQ is generated by
[12] [14]" 1 and [13] [14]' 1 , 
which are subject to the relation
[12] [14]-' [13] [14]- 1 = 9 [13] [1C1 [12] [14]- 1 . 
Thus, there is a map p3 from the quantum plane kq [x,y] onto Dhom(Gs, [14]):
to'kq [x,y] — » Dhom (G3 , [14])
x ^ [12] [14]" 1
y » [13] [14]- 1 .
By a similar argument to that in Case 3, pz is in fact an isomorphism:
Thus Dhom (G3 , [14]) is a domain and so G3 is a domain by Corollary 3.1.3. 
Let cr[i4] be the automorphism obtained by conjugating by [14]. Then
• kq [x,y] — > kq [x,y\
x t-* q~ lx
y *-* q~ ly-
Therefore, from Case 3,
(T(u}-Spec(kq [x,y}) = {{0> , (x) , (y) 
Thus 
t7 [ i4]-Spec(Dhom(Gf3 ,[14])) =
{(0) , {[12] [14]- 1 ) , ([13] [14]- 1 ) , {[12] [14]' 1 , [13] [H]' 1 )}.
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Then using the map
rfil] • qi4]-Spec(Dhom(G3 , [14])) —> {P € GrSpec(G3) | [14] $ P},
given by F^ J, (P) == PV n G4 , and a preferred product argument similar to that 
used in Case 1, we obtain
{P G G3 | [14] $ P} = {(0), ([12]), ([13]), ([12], [13])}. 
Thus
{P € G | [34], [24], [23] € P, [14] $ P} =
{([34], [24], [23]), ([34], [24], [23], [12]),
([34], [24], [23], [13]), ([34], [24], [23], [13], [12])}.
Case 5: [34], [24], [23], [14] € P, [13] £ P
We factor G by the ideal generated by [34], [24], [23] and [14]. So
_____G_____ 
G4 : ~ ([34], [24], [23], [14])'
Then certainly [13] is a regular normal element of G4 and thus we may deho- 
mogenise G4 at [13]. Let
W := (G4 ) [13] .
Then W is Z-graded and Dhom (G4 , [13]) = W0 is generated by [12] [13]' 1 . There 
is a map from k[x] onto Dhom (G4 , [13]):
P4'.k[x] — > Dhom (G4 , [13]) 
x h-* [12] [13]" 1 .
Now, GKdim (k[x\) = 1 and since G4 ^ G3/ ([14]), we have that GKdim (G4 ) = 2 
and therefore GKdim (Dhom (G4 , [13])) = 1 and p4 is an isomorphism.
Let a[i3] : Dhom(G4 , [13]) — » Dhom(G4 , [13]) be the automorphism obtained by 
conjugating by [13]. Then
X
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We now identify the o-jisj-prime spectrum of k[x] and therefore the crfis]-prime 
spectrum of Dhom (G4 , [13]). We then use the map
rfi3] : <T[i3]-Spec (Dhom (G4 , [13])) —> {P € GrSpec (G4 ) \ [13] £ P}i3]
to obtain the graded primes in G4 not containing [13]. The prime spectrum of 
k[x] is well known:
Spec (k[x\) = {(0) , (x - a) a e k}. 
So by Proposition 4.2.4,
and
<7 [13] -Spec (Dhom (G4> [13])) = {(0) , {[12] [IS]' 1 )}. 
By using a preferred product argument similar to that in Case 1 we obtain
{P € GrSpec (G4 ) I [13] £ P} = {(0) , {[12])}. 
Therefore
{P e GrSpec (G) | [34] , [24] , [23] , [14] e P, [13] g P} =
{{[34] , [24] , [23] , [14]) , <[34] , [24] , [23] , [14] , [12])}.
Case 6: [34], [24], [23], [14], [13] G P, [12] £ P
First we factor G by those minors which sit inside the ideal P. Let
______G_______
°5 '- {[34], [24], [23], [14], [13])'
Then [12] is a regular normal element in G$. Let Y be the localisation of G$ at 
[12]. Then Y is Z-graded and Dhom (<75 , [12]) = YQ is generated by [12] [12]' 1 = 1. 
Therefore Dhom (£5, [12]) is a copy of the field k. From this point it is easy to 
see that
{P € GrSpec (G) [34], [24], [23], [14], [13] € P, [12] g P} =
{([34], [24], [23], [14], [13])}.
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Figure 4.7: Poset of graded primes of Gg (2,4) containing [24] and [34]
We can get some feeling for how the graded primes obtained in Cases 3 to 6 fit 
together by combining them in a diagram. Figure 4.7 shows the partially ordered 
set of graded primes in G9 (2,4) containing [34] and [24], where I = {[34], [24]}. 
Certainly, a diagram showing the poset of all graded prime ideals of G9 (2,4) 
would be desirable, but rather too complicated for us to display.
Having worked through the 6 cases, we are now able to explicitly write down the 
graded prime spectrum of (79 (2,4) as a disjoint partition of 'cells':
GrSpec (Gq (2,4)) = Q4 U Q3 U Q2 U Q2 U Q 1 U Q° 
where
Q4 w (j[34]-Spec (Oq (M<2)) - cr^-prime spectrum of 2 x 2 quantum matrices, 
Q3 « <7[24]-Spec (R) - cr[24]-prime spectrum of a 'quantum 3-space', 
Q2 ~ crpsj-Spec (kq [x, y]) - <j[23]/cr[i4]-prime spectrum of the quantum plane, 
Q1 ~ 0"[i3]-Spec (k[x\) - cr[i3]-prime spectrum of a 'quantum 1-space', 
Q° ~ cr[i2]-Spec (k) - <j[i2]-prime spectrum of a 'quantum 0-space'.
Thus we have produced a 'cell decomposition' of 6^(2,4) (or more precisely of 
GrSpec (Gg (2,4))) which mimics exactly the cell decomposition of O (G(2,4)) in 
the classical case. In the process of finding this cell decomposition, we have also 
completely described the graded prime spectrum of the 2x4 quantum Grassman- 
nian.
Recall the following definition.
Definition 4.2.6. A ring R has normal separation if for all primes P, Q such 
that Q C P, there exists u € P \ Q such that u is normal modulo Q.
Of course, we have a similar definition in the graded set-up. Let R be a graded 
ring. Then R has graded normal separation if for all graded primes P, Q such
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that Q C P, there exists u € P \ Q such that u is homogeneous and normal 
modulo Q. Goodearl [12] has shown that when we have a graded noetherian 
ring which has graded normal separation, then it also has normal separation ([12] 
Corollary 4.6 ).
Proposition 4.2.7. Let R be a I/1 -graded noetherian ring. If R has graded nor­ 
mal separation, then R has normal separation. D
We will show that (7g (2,4) has graded normal separation. Consider P, Q G 
GrSpec(Gq (2,4)) such that Q C P. Let £ = {[12] , [13] , [14] , [23] , [24] , [34]} 
and recall that we have a total lexicographic ordering on £:
[12] < lex [13] < lex [14] < lex [23] < lex [24] < lex [34] . 
There are two cases to consider.
Then there exists [ij] G P D C such that [ij] £ Q D £. Let [ij] be the least such 
minor with respect to the lexicographical ordering. Then all minors beneath [ij] 
in the lexicographical ordering are contained in Q. By Lemma 2.2.5 any minor 
is normal modulo the ideal generated by the set {[rs] \ [rs] <\ex [ij]}. Therefore 
[ij] is normal modulo Q.
2. Pn£
In this case P and Q must belong to the same 'cell' in the decomposition of 
G9 (2,4). Since P n C = Q n C and P ^ Q, either P or Q must contain a 
generator which is not a single minor. Inspection of the diagrams, Figures 4.4, 
4.6 (with [34] inserted into the generating set of each of the ideals appearing) and 
4.7, displaying the graded primes of <79 (2,4), reveals that there are number of 
ways in which this can happen:
(ii) P = 1$, (([121, [23] - «M}), Q = ([12]),
(iii) P = l£, (([23], [14], [ISJ -7J24]}), Q = I^J, (([23], [u])),
(iv) P = 1$, (([23] - «[14]}) + ([34]>, Q = {[34]),
(v) P = IM (([12], [23] - a[14]}) + {[34]), Q = {[34] , [12]).
In each of these cases we must find a homogeneous element u e P \ Q such that
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u is normal modulo Q. Consider [23] - a [14] in G,(2,4). Then
[12] ([23] - a [14]) = q ([23] -a [14]) [12],
[13] ([23] - a [14]) = q ([23] -a [14]) [13],
[14] ([23] - a [14]) = ([23] - a [14]) [14],
[23] ([23]-a [14]) = ([23] - a [14]) [23],
[24] ([23] - a [14]) = g' 1 ([23] - a [14]) [24],
[34] ([23]-a [14]) = q' 1 ([23] - a [14]) [34].
In each of the cases (i), (ii), (iv) and (v), [23] - a [14] e P \ Q and thus in these 
cases we take u = [23] - a [14]. Now consider case (iii). Then modulo Q we have 
the commutation relations
[12] ([13] - 7 [24]) = q ([13] -7 [24]) [12],
[13] ([13]-7 [24]) = ([13]-7 [24]) [13],
[24] ([13]-7 [24]) = ([13] - 7 [24]) [24],
[34] ([13] - 7 [24]) = g-1 ([13]-7 [24]) [34].
So [13] — 7 [24] is normal modulo Q and in this case we take u = [13] — 7 [24].
Therefore 6^(2,4) has graded normal separation and we obtain the following 
result.
Proposition 4.2.8. The 2x4 quantum Grassmannian has normal separation.
D
Let R be a ring and P, P' be prime ideals of R such that PDF'. Recall that a 
chain of primes between P and P1
is saturated if no additional terms can be inserted. The ring R is said to be 
catenary if given any two primes PDF', any two saturated chains of primes 
between P and P' have the same length. The following result appears in [17] 
Theorem 1.6.
Theorem 4.2.9. Let R be an affine noetherian Auslander Gorenstein and Co- 
hen Macaulay k- algebra with finite Gelfand-Kirillov dimension. If R has normal 
separation, then R is catenary. D
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We have shown that the 2x4 quantum Grassmannian satisfies the hypotheses of 
Theorem 4.2.9 and thus we have the following result.
Corollary 4.2.10. The 2x4 quantum Grassmannian, Gg (2,4) ; is catenary. D
We also conjecture that the general quantum Grassmannian Gq (m, n) has normal 
separation. In view of our earlier conjecture that Gq (m,ri) is Auslander Goren- 
stein and Cohen Macaulay, we have the following conjecture.




Let R be a ring and let x € R be a regular central element. The relationship 
between the homological properties of the ring and those of the factor ring R/Rx, 
and the localisation of R at x, has been studied in [29] and [30]. In particular the 
following result ([30] Theorem 3.3.6) is obtained.
Theorem 5.0.1. Let R be a noetherian ring and let x G R be a regular central 
element. If R/Rx and Rx are Auslander Regular, then R is Auslander Regular.
D
In a noncommutative ring it is not always possible to find a regular central ele­ 
ment. Of course the 'next best thing' is to have a regular normal element; recall 
that x € R is normal if xR = Rx. The aim of this chapter is to prove the 
equivalent result to Theorem 5.0.1 for x € R a regular normal element.
In the case that R is & connected N-graded noetherian fc-algebra and x G R is 
homogeneous, we have from Theorem 1.5.11 that R/Rx is Auslander Gorenstein 
if and only if R is. Thus, in this case, it only remains to show that if R/Rx and 
Rx are Auslander Regular, then R has finite global dimension. In fact, we will 
show in Section 5.1 that for an arbitrary noetherian ring R with a regular normal 
element x G R, we have that
gldim(fl) < maxjgldim (R/Rx) + 1, gldim(flx )}, 
with equality if the global dimension of the factor ring is finite.
Let R be an arbitrary noetherian ring and let x G R be a regular normal element. 
In Section 5.2 the aim is to show that if R/Rx and Rx are Auslander Regular, 
then R is Auslander Regular. Clearly the result above says that R will have finite 
global dimension, thus we need to show that R satisfies the Auslander Condition.
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We achieve this by considering results of Li HuiShi and Van Oystaeyen from [31] 
Chapter III for the case that x e R is central, and deriving equivalent results for 
the case that x e R is only normal.
5.1 The Global Dimensions of Related Rings
Recall the following definitions from 1.5.10.
The grade of a finitely generated (right or left) .R-module M is defined by
The Auslander condition: The ring R satisfies the Auslander condition if for
each finitely generated .R-module M, and for alH > 0 and every #-submodule N
of Ext'fl (M, R), we have jR (N) > i.
A ring of finite injective dimension which satisfies the Auslander condition is
called Auslander Gorenstein.
A ring of finite global dimension which satisfies the Auslander condition is called
Auslander Regular.
Let a; be a regular normal element of a noetherian ring R. The aim in this section 
is to show that if R/Rx and Rx have finite global dimension, then R has finite 
global dimension. The following result appears in [29] Lemma 2.1.
Lemma 5.1.1. Let x be a regular central element of a noetherian ring R. Then
gldim (R) < max{gldim (R/Rx) + 1, gldim (Rx )} 
with equality if gldim (RJ Rx) is finite. D
A study of this Lemma indicates that its proof relies on two main steps; the first 
is an inductive step based on the following result ([29] Lemma 2.1).
Lemma 5.1.2. Let x be a regular central element of a noetherian ring R, and let 
M be a finitely generated x-torsion free right R-module. If M/Mx is a projective 
right R/Rx-module, and Mx = M ®R Rx is a projective Rx -module, then M is a 
projective R-module. D
The second step is actually in the proof of this Lemma and relies on the following 
well known result from [37] Theorem 7.16.
114
Theorem 5.1.3. Let R be a ring, x e R be central and M be a right R-module. 
If A* : M -»• M is multiplication by x, then /z* : Ext£ (M, R) -» Ext£ (M, #) is 
also multiplication by x. D
When x is only normal, multiplication by x is not even a module map. However, 
we have already seen a way to sidestep this problem. Recall (Definition 1.3.11) 
that if a : R — > R is an automorphism and M is a right .R-module, then Ma is the 
right .R-module with the same underlying abelian group as M, but with module 
multiplication given by
m * CT r — ma (r) .
Thus in order to use Theorem 5.1.3 (or at least a version of it) we should 'twist' 
the module action and adjust the result accordingly. First we should familiarise 
ourselves with the effect that twisting the module action has on the module 
homomorphisms .
Lemma 5.1.4. Let R be a ring, a : R — > R be an automorphism and M and N 
be right R-modules. Suppose we have a homomorphism
Then we also have a homomorphism
pa : M° -> N", defined by pa (m?) := p (m) for all m° € 
such that ker (pa ) = ker(p), and im (pa ) = im (p) as abelian groups. 
Moreover, if ... — » P\ — ̂  PQ —* M — > 0 is a projective resolution for M, then
d? ea
. . . — * Pf — ̂  PQ — > Ma — »• 0 is a projective resolution for Ma .
Note. As sets, M and Ma are the same, and as set maps p = pa . We distinguish 
the two maps to keep track of which module action we are using.
Proof. Clearly p" is additive. Let r G R and m° € Ma . Then
pa (ma *a r) = p (ma (r))
Thus p° : Ma — > Na is an R- module homomorphism and clearly ker(p<T ) = ker(p) 
and im(pa ) = im(p) as abelian groups. Therefore
PS - Ma -> 0 
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is an exact sequence. It remains to show that if P is a projective ^-module, then 
P° is a projective ^-module. Suppose we have the usual diagram
B C
To show that Pa is projective we must show that 7 exists and the diagram 
commutes. Applying a~ l to the previous diagram we get
r-l
and since P is projective we have
r>c B





with /?7 = a, where 7 = (Y) ff . D
Lemma 5.1.5. Let R be a ring and cr : R — > R be an automorphism. Then
p: RR -» ^ 
r H-» cr (r)
is a R-module isomorphism.
Proof Clearly p is an additive map which is both surjective and injective. It 
remains to show that p is a module homomorphism. Let r G R and 5 € RR.
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Then
p (sr) = a (sr)
= o-(s)o-(r)
as required. D
Lemma 5.1.6. Let R be a ring and a : R — » R be an automorphism. Then for 
any finitely generated right R-module M:
Horn/? (Ma , R) £* *[RomR (M, R)] 
via the R-module homomorphism
Moreover 9 induces an isomorphism
9 : Ext£ (MCT , R) -> a[Ext^ (M, R)] 
for n > 0.
Remarks.
1. Honifl (M, -R) is a left .R-module with module multiplication r.f :mi-> rf (m), 
/ <E EomR (M, ^), r G R, m 6 M.
2. CT[Hom^ (M, #)] is the left ^-module with the same underlying abelian group 
as Hom# (M, R), but with multiplication given by r^ f := a (r) ./.
Similar remarks hold for Ext£ (M, R) and a[Ext^ (M, R)].
Proof. The map 9 is easily seen to be additive. We check that 9 is an .R-module 
map. Let r e R, m e M and / G Horn/* (MCT , #). Then
0(r.f)(m) =
= o-(rf(m)) 
= a (r) a (f (m))
= [r«* 0 (/)] (ro) ,
as required.
Now suppose / e ker6>; that is, 6 (/) (m) = 0 for all m 6 M. Then a (/ (m)) = 0
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and so / (m) = 0, since a is an automorphism. Therefore d is injective. 
Now let g e a[RomR (M, R)], so g : M — » R. Then by Lemma 5.1.4, we have 
g° : Ma -> Ra such that g° (mff ) = g(m), for all ma G M° '. Also, recall from 
Lemma 5.1.5 the module isomorphism
p~ l : RaR -> RR such that p~l (ra ) = a~l (r) , for all r° € R°R . 
Then p~ V e Horn/? (MCT , 72) and
for all ra°" € Ma . Therefore 0 is an isomorphism.
Now let ... — > P! — i» P0 —^ M — »• 0 be a projective resolution for M. Then
d? e CT
. . . — * PI — > PQ — >• Ma — > 0 is a projective resolution for Ma and we have 
isomorphisms
9n : Horn* (Pn CT , /2) ^ CT[Homfl (Pn , R)]
f » 
Let T :— Horn/? (_,/?) and recall that
MM m_ fl (M, R) = ._, , > im (1 dn)
Define
J (M,
Clearly, ^ is a surjective .R-module homomorphism and 
ker(5) = {/ 6 ker (T<£+1 ) | ^n (/) G CT [i
Claim: ker(0) = im (Td£)
Suppose / € ker(0). Then 6n (f) € im (Tdn) and there exists g € Hom# (Pn-i,
such that On (/) = Tdn (p); that is, <9n (/) = gdn .
Now, by Lemma 5.1.4 there exists ga € Hom^ (Pn-i, R") such that pCT (pCT ) = ^ (p)
for all p° G P^_ 15 and p~l ga € Hom^ (P^!, H). Let p* € P^!- Then
= p- l (g(dn (p)))
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Therefore / € im (Tdan ) and fcer(0) C im (Td£) .
Now suppose h 6 im(Td*). Then there exists a € Hom# (P£_V R) such that
Tdja = ft; that is, ft = adan . Let pa € P*. Then
= (pa)dn (p)
t (pa)] (P)
Therefore On (h) € im (Ta!n ) and so 6n (h) e CT[im (Td*)}. 
Thus ^ induces an isomorphism
: Ext£ (P^ R) -H. -[ExtJ (Pnj 12)]
D
Now we are in a position to state and prove the required version of Theorem 5,1.3.
Proposition 5.1.7. Let R be a ring and x be a normal non-zero divisor in R. 
Let a : R — > R be the automorphism obtained by conjugating by x; that is, 
xr — a (r) x. Let M be a right R-module and let
be right multiplication by x.
Then the map p is an R-module homomorphism. Furthermore, from the exact
sequence
0 -» Ma —» M -» M/M^; -> 0, 
p
tye can construct a long exact sequence
... -> ExtJ (M/Mx, R) -» ExtJ (M, J?) -^
a[Ext5 (M, H)] -» Ext +̂1 (M/Mx, R) -> ... ,
where ip is left multiplication by x.
Proof. That p is an .R-module homomorphism is given in Lemma 1.3.12.
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Let ... —> Pl -^ P0 -i-> M —> 0 be a projective resolution for M. Then by
d*7 e°
-> MCT —> 0 is a projective resolution for M°'.Lemma 5.1.4, ... -> Pf -i» PQ^ 
Consider the diagram
rff^ pa Mc 0
Pl 0.
By the Comparison Theorem ([37] Theorem 6.9), there exists a chain map g over 
p, where g = {gn : P° —> Pn } and any chain map will result in the same p*. Define 
gn : P° —» Pn to be right multiplication by a; for all n > 0. It is easy to check that 
this defines a chain map over p, and we have the following commutative diagram:




Apply the contravariant functor T := Horn/? (_, R),
0
Td°,
, R) -* Horn/? (P0CT , R) —i- Hom/j (Pf,
0 *(M, HoniK (Po, ^) ^^ Hom/e (Plf P)
Consider Tp.
By definition, Tp (/) = f.p for all / € Horn/? (M, #). Let m*7 € AT. Then
= / (m) x (usual multiplication in the ring R). 
Thus
T9i :EomR (Pit R) -* Homfl (Pf , H)
/ •-> {/-Pi : P •-* / (P) ^} (t)
for all i > 0. Now, ExtnR (M, ^) = ker (Tdn+1 ) /im (Tdn ), so let zn+l + im (Trfn ) e 
Ext£(M,-R), where 2n+ i € ker (Tdn+1 ) C Homfi (Pn ,H). Recall that, by defini­ 
tion (Definition 1.5.7),
p* : Ext£ (M, R) - 
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is given by
p* (zn+1 + im (Tdn)) = Tgnzn+l + im 
and we have an exact sequence (Theorem 1.5.8)
£ (M/Mx, R) -> Ext£ (M,
(Mf MX, R) 
Recall the isomorphism
a[im 
from Lemma 5.1.6. Then
9 (Tgnzn+l + im (T<)) = 6n (Tgnzn+l ) + 
Now we consider what On (Tgnzn+i) does to an element of Pn . Let p 6 Pn . Then
= (7 (Tgn
= a (zn+i (p) x) from (f)
= xzn+i (p) , since xr = a (r) x for r G .R. 
Thus (by the left module action on CT[Homfl (M, R)]),
BnTgn (zn+i) (p) = (x.Zn+i) (p)
for all p € Pn - Thus ^nTpn multiplies an element of ^[Homfl (M, R)] on the left 
by x. Therefore
= On (Tgnzn+l ) + a[im (Tdn
= x(zn+l +'[im(Tdn)]), 
and we have a long exact sequence
. . . -> Ext£ (M/ MX, R) -> Ext£ (M,
^ (M, fl)] -> Ext +̂ x (M/Mx, R) -»...,
where ^ = £/o* and is therefore left multiplication by x. D
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Lemma 5.1.8. Let R be a noetherian ring and let M be a finitely generated right 
R-module. Then Ext# (M, R) is noetherian, for all i.
Proof. We can construct a free resolution of M
. . . -> Rn* -^ Rni -^» Rno -> M -> 0, 
and apply T := Hom# (_ , R) to the deleted resolution to obtain the exact sequence
0 -> Horn* (Rno ,R) ^ Horn* (Rn^R) ^ EomR (R 
Then Extk (M, fl) = ker(Tdi+1 )/im(T^). Now,
kerTdi+1 C Horn/? (Rni , fl) £ 0Homfi (fl, fl S
n copies »» copies
Therefore Hom# (Rni ,R) is a noetherian .R-module, and thus ker (Tdi+i) is also 
noetherian and so is Ext^ (M, R). D
Lemma 5.1.9. fc/ [29] Lemma 2.1) Let R be a noetherian ring and x e R be 
a normal element. If M is a finitely generated x-torsion free right R-module 
such that M/Mx is a projective right R/ Rx -module, and Mx := M <8>/? Rx is a 
projective right Rx -module, then M is a projective right R-module.
Proof. From [3] Proposition 1.6, we have
Rx ®R Ext^ (M, R) ^ Ext^x (M ®R Rx , R ®R Rx ) .
Now, Ext^ (M ®R RX ,R®R RX ) = 0 for i > 1 (Mx being a projective Rx- 
module). Thus, from [33] Proposition 2.1.17(iii), Ext^(M, R) is x-torsion for 
i> I.
Let <j : R — > R be the automorphism induced on R by conjugation by x; that is, 
xr = a (r) x, and recall the definition of M0". Then we have an -R-module map
/ : Ma — > Mx defined by ma H-» rax
and since M is x-torsion free, / is an isomorphism. We have the following exact 
sequence of ^-modules:
0 -> Ma — > M -» M/Mx -> 0, (f)
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where p is right multiplication by x.
By applying Ext/j (_ , R) to the exact sequence (f) and by using Proposition 5.1.7,
we get the long exact sequence
Ext| (M/ MX, R) -» Ext| (M, R) -
CT [Ext| (M, #)] -> Ex4 (Ml MX, R)
where -0 is left multiplication by x. Now, pdR/xR (M/Mx) = 0, and thus by 
[33] Theorem 7.3.5, pdR (M/Mx) = I . Therefore Ext2R (M/Mx,R) = 0 = 
(Ml MX, R) and
Ext (M, R) — > a [Ex4 (M,V»
is an isomorphism. Therefore a [Ext| (M, #)] = zExt| (M, R). Also, 
tfl (M, 7?)] =z Extfl (M, #) as abelian groups, and so
Ext| (M, R) ^i zExtfj (M, R)
as abelian groups. We claim that Ext^ (M, R) = 0.
Let E = Ext2R (M, R) and let K{ = {e € ^l^e = 0}. The Kt are submodules of 
E and 0 < K\ < K^ < . . . < -E. Now, by Lemma 5.1.8, E is noetherian and this 
chain must stop, at Kn , say. However, E is also x- torsion and therefore E = 
so E = Kn and xnE = 0. Also,
(M, R) ^% xExi2R (M, R)^z ...**z xnExt^ (M, ^) = 0;
that is, Ext^ (M, R) = 0, as required.
Therefore, by [5] Exercise 6.9, Ext^ (M, N) = 0 for all ^-modules N and so
pdR (M)<l.
Now consider the exact sequence of ^-modules:
^ (M, R) — > a [Ext^ (M, R)] -> Ext| (M/Mx, R) = 0.V>
Then ip is left multiplication by x and is surjective Therefore
xExt lR (M, fl) S ^[Ext^ (M, R)] ^z Ext^ (M, R)
and by the same argument as before, Ext^ (M, N) = 0 for all ^-modules N. Thus 
Extjj (M, R) = 0 and pdH (M) < 1; that is, pdR (M) = 0. D
Rather than hide the inductive step mentioned earlier in the proof of the main 
result, we choose to explicitly state and prove it as a separate proposition.
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Proposition 5.1.10. Let R be a noetherian ring and let x € R be a normal 
element. If M is a finitely generated x-torsionfree right R-module such that 
(M/Mx) < n and pdRx (Mx ) < n, then pdR (M) < n.
Proof. The proof is by induction on n. Lemma 5.1.9 implies that the result is
true for n = 0.
Suppose n > 0. We have the following sequence of .R-modules
0 -> K -> F -^ M -H. 0, (f) 
where F is a free .R-module and K = ker0.
Claim 1: pdR (M) < n => pdR (K) < n - I.
Proof of claim: Suppose that pdR (M) < n. For any .R-module B, apply
Extfl (_ , B) to the exact sequence (f ) to obtain the exact sequence
. . . -> Ext£ (F, B) -> Ext£ (K, B) -» Ext nR+ 1 (M, B) -»....
Then, since Ext£ (F, B) = 0 = Ext£+1 (M, B), we have Ext£ (K, B) = 0 for all 
.R-modules B; that is, pdR (K) < n — I.
Now, 9 induces a map 9 : F/Fx -> M/Mx defined by 0(/) = 9(f + Fx) := 
9 (f) + MX for / e F. It is easy to check that 0 is a well defined homomorphism 
of .R/z.R-modules.
Claim 2: ker (0) ^
Proof of Claim 2: We will show that ker (6) = (K + Fx) /Fx S
Now, ker (5) = {/ € F/Fz | 0 (/) = 0} = {/ + Fx e F/Fx \ 0 (/) € MX}. So
clearly,
(# + Fx) /Fx C ker (5) ,
since 9 (K) = 0. Suppose / € ker (0). Then 9(f) £ MX = 0(Fx), so 0(f) = 
6 (f'x) for some f 6 F. Then 6 (f - f'x) = 0 and / - fz e ker (0) = /C. 
Therefore / e K + Fx and / e A" 4- Fz/Fz. Thus, ker (0) = (K + Fx) /Fx. 
Clearly ker (9) = (K + Fx) /Fx ^ K/(Kn Fx) and Kx C K n Fx. Now 
suppose /c e /C D Fx. Then fc = gx, for some ^ e F and (g + A") x = 0 in F/.K". 
However, F/K = M and is therefore x-torsion free; that is, g + K = 0, so g e K 
and K n Fx = Kx. 
Therefore ker£ = K/Kx, as required.
Thus we have the following exact sequence of R/xR-modules:
0 -> K/Kx -» F/Fx -^ M/Mx -* 0,
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where F/Fx is a free R/Rx-modu\e.
By hypothesis we have pdR/Rx (M/Mx) < n. Therefore, by Claim 1, we have
P^R/RX (K/Kx] <n-l.
Also, Rx is flat as a left and right ^-module, so from the exact sequence of
^-modules (f) we obtain the exact sequence of ^-modules
with F ®R Rx a free ^-module. Therefore, as above, pd (K ®R Rx ) < n — 1. 
Therefore, by the induction hypothesis, pd (K) <n—l.
Apply Extfl (-, B), where B is some /^-module, to the exact sequence (|) to obtain 
the exact sequence
... -> Ext£ (K, B) -H. Ext£+1 (M, B) -> Ext£+1 (K, B) -* 0.
However, ExtnR (K, B) = 0 and Ext +̂1 (K, B) = 0. Therefore Ext£+1 (M, B) = 0 
and thus, pdR (M) < n as required. D
Theorem 5.1.11. (cf [29] Lemma 2.2.) Let x be a regular normal element of 
the noetherian ring R. Then gldim (R) < max{l + gldim (R/Rx) , gldim (Rx )}. 
In fact, if gldim (Rf Rx] is finite, then we have equality
gldim/? = max{l + gldim (R/Rx) , gldim (Rx )}.
Proof. If max{l + gldim (R/Rx) , gldim (Rx )} = oo, then there is nothing to 
prove. We may assume that max{l + gldim (R/Rx) , gldim (Rx )} =n < oo. 
Let M be a finitely generated right /^-module and let Mt denote the z-torsion 
submodule of M; that is, Mt := {m E M\mxl = 0 for some i}. Then we have 
an exact sequence of /^-modules
0 -» Mt -> M -» M/Mt -> 0. (*)
Now pd^(M) < max{pd^(Mt ) ,pdR (M/Mt)} (see, for example [37] Lemma 
9.26). We will show that pdR (Mt ) < n and pdR (M/Mt ) < n.
Since R is noetherian there exists an integer u € N such that Mtx" = 0. 
We apply induction on u to arrive at
pdR (Mt } < 1 + gldim (R/Rx) < n.
Suppose that u = 1. Then Mtx = 0 and Mt is a non-zero R/Rx-modu\e. There­ 
fore, by [33] Theorem 7.3.5, if pdR/Rx (Mt ) = m < oo, then pd^ (Mt ) = m + 1. 
Therefore
pdR (Mt ) = pdR/Rx (Mt ) + 1 < gldim (R/Rx) + 1.
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Now suppose LJ > 1 and consider the exact sequence of .R-modules
0 -> Mtx -> Mt -> Aft/Aftx -» 0.
Then pdfl (Mt ) < max{pd# (Mtx) , pdfi (Mt/Mtx)} and by the induction hypoth­ 
esis pd^ (Mtx) < n and pdR (Mt/Mtx) < n. Therefore pdR (Mt ) < n, as required.
Now consider the x-torsion free module N := M/Mt . Then, since gldim (R/Rx) < 
n and gldim (Rx ) < n, we have
P&R/RX (N/Nx) < n and pdRx (Nx ) < n.
Thus, by Proposition 5.1.10, we have pdR (M/Mt ) < n. Therefore 
gldim (R) < maxjl + gldim (R/Rx) , gldim (Rx )}.
It only remains to obtain equality. Let M be a non-zero R/Rx-module. Then by 
[33] Theorem 7.3.5, pdR (M) = pdR/Rx (M) + 1 and we obtain
gldim (#)>! + gldim (R/Rx) 
and gldim (R) > gldim (Ry.) gives the required equality. D
We obtain the immediate corollary.
Corollary 5.1.12. Let R = ®n>oRn be a finitely generated N-graded k-algebra 
with dimkRo < oo. Let R be noetherian and x € Rd, d > 0, be a normal non-zero 
divisor in R. If R/Rx and Rx are Auslander Regular rings, then R is Auslander 
Regular.
Proof. From [27] Theorem 5.10 we have that if R/Rx is Auslander Gorenstein, 
then R is Auslander Gorenstein. It remains to show that R has finite global 
dimension; but this follows immediately from 5.1.11 and we have the result. D
5.2 The Auslander Regularity of (non- graded) 
Rings
The purpose of the following work is to remove the graded condition from Corol­ 
lary 5.1.12. These results are derived from results of Van Oystaeyen and Li Huishi 
which appear in [31] Chapter III.
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Definition 5.2.1. Let R be a ring and M be a right .R-module. Let
JR (M) = inf {jR (AT) | N C M an tf-submodule} 
and let
C* = {M G R-Mod JR (M) > n}.
Now consider the following exact sequence of ^-modules
0 -> M! -> M -2L> M2 -> 0.
We have the following lemma from [31], Chapter III, Lemma 3.1.1. 
Lemma 5.2.2. With notation as above: 
(i) C^ is closed under: taking sub-modules, quotients, extension and direct limits;
(ii) Suppose MI G C£, M2 G C£ and M e C%. Let s = rran{ni,n2 } 
t = rmnjni, n}. Then M G C? and M2 G Cf ;
(Hi) if JR (ExiiR (Ml ,R)) > i and JR (ExtjR (M2 ,R)) > i for alii > 0, then 
JR (Extjj (M, R)) >iforalli>0.
Clearly, if JR (Ext^ (M, R)) > i for all z > 0, then M satisfies the Auslander 
Condition.
Lemma 5.2.3. Let R be a ring, cr : R -^ R be an automorphism of R and M be 
a right R-module. If M G C* } then Ma G C*.
Proof. If M G C^, then Jfl (M) > n. Let Na C Ma (so N C M). We must 
show that j^? (JV7 ) > n. Certainly j^ (N) > n and so
Extjj (N, R) = 0 for alH < n =» a Ext (N, #) = 0 for all i < n
Ext^ (7\T , /?) = 0 for all t < n 
JR (N*) > n,
as required. Therefore Ma G C*. D
In the following results, .R is a right and left noetherian ring and x is a normal 
non-zero divisor in R.
Lemma 5.2.4. Suppose we have an exact sequence of finitely generated right R- 
modules
0 -> M! -+ Ma — > M -> M2 -> 0,
M
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where fj, is right multiplication by x. Then
(i) if N is a submodule of M such that NX* = 0 for some t, then N has a 
finite filtration such that the corresponding ith subquotients are isomorphic to 
submodules o
(ii) if Q is a quotient module of M such that Qxt — 0 for some t, then Q has 
a finite filtration such that the corresponding ith subquotients are isomorphic to 
quotients o
Proof.
(i) Define Ni = {n € N \ nx1 = 0}, then we have a finite filtration of N
Consider the ^-module homomorphism
~ i+1Then ker0 = {m e Ni \ ntf- 1 = 0} = N^. Also, im0 C Aff~ and Wf C 
= MI. Therefore
Vr C MX,
(ii) Define Q^ = Qxl . Then we have a finite filtration of Q
Q = Qo 2 Qi 5 - • • 2 Qt = 0. 
Consider the homomorphism
77:
m + MX i— > mxz +
Then 77 is surjective and Q»/Oi+i is isomorphic to a quotient module of (M/Mx)a .
D
Lemma 5.2.5. Suppose we have the following exact sequence of finitely generated 
R-modules:
0 -> MI -> Ma — > M -» M2 -> 0, (f)
M
is right multiplication by x, such that
128
) Ml € C
T/ien Af € C*.
iL
Proof. First suppose that M is x-torsion free and notice that in this case M\ = 0. 
Let N be a submodule of M. Then we must show that JR (N) > n. We split the 
proof of this into two cases.
Case 1. M/N is an x-torsion free ^-module.
Note that N D MX = NX, and thus N/Nx is isomorphic to a submodule of
M/Mx ** M2 G C*+1 . Therefore j# (AT/Nx) > n + 1.
Note also that 7VX C Mx 6 C**, thus j^ (A^) > n and Ext^ (A^, #,) = 0 for all
i < n — 1. Now, by [3] Proposition 1.6
k (Nx , Rx ) ** Rx ®R Ext^ (N, R) ,
and so (by [33] Proposition 2.1.17) Ext^ (N, R) is x-torsion for all j <n — l. 
Consider the exact sequence
0 -> N* -> TV -> AT/ATo; -> 0. 
Apply Ext# (_ , J^) to obtain the long exact sequence
. . . -» Ext jj (A^/A^o;, H) -> Extjj (N,
where ^ is left multiplication by x. Now, if i < n — 1, then Ext^ (N/Nx, R) 
0 = Ext^1 (N/Nx, R) and
Extjj (AT, ^) — » ff [Extjj
is an isomorphism. Then by an exactly similar argument to that in the proof of 
Lemma 5.1.9, Extjj (N, R) = 0 for alH < n - 1; that is, jR (N) > n.
Case 2. M/N has a nonzero x-torsion module.
Let T := {m € M rax* e A/" some i}. Then T is an #-submodule of M. 
Consider M/T and suppose that (ra + T) x = 0 for some m € M. Then rax € T, 
and so ra € T. Therefore M/T is x-torsion free, and by Case 1 jR (T) > n. 
Also, since T n MX = Tx, we have that T/Tx is isomorphic to a submodule of 
M/MX € C*+1 . Therefore jR (T/Tx) > n + 1.
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Now consider T/N. Since R is noetherian there exists t > 0 such that (T/N) x* = 
0. Thus we can apply Lemma 5.2.4(ii) with M = T and Q = T/N. Then Q 
has a finite filtration such that the 2th quotient is isomorphic to a quotient of 
(T/Tz)*' 1 6 C*+1 . Therefore T/N G C*+1 . 
Consider the exact sequence
0 -H. AT -> T -> T/AT -> 0 
and apply Extfi (_ , 7?) to obtain the long exact sequence
. . . -» Ext'fl (T, H) -> Ext^ (TV, fl) -> Extjf 1 (T/JV, R) -*....
If i < n, then Ext'fl (T, fl) = 0 = Extjf 1 (T/N, R) and thus Extzfi (TV, fl) = 0 for 
all i < n; that is, j^ (TV) > n.
Therefore, the result holds if M is z-torsion free. Now suppose that M has a 
nonzero torsion module T' := {m e M | mx* = 0 for some i}, and consider the 
exact sequence
0 -> T' -^ M -> M/T' -» 0.
We will show that T' G C^ and M/T' € C£. First consider T'. Since # is 
noetherian there exists t > 0 such that T'x* = 0. Therefore, by Lemma 5.2.4(1), 
T' has a finite filtration such that the zth quotient module is isomorphic to a 
submodule of Mf "' G C^. Since C% is closed under taking submodules and 
extensions, we have T' G €„. Now consider M/T'. From the original exact 
sequence (t) we get the exact sequence
0 —» I — 1 —> — —* _» n 
\T'/ T' Mx + T'
which satisfies the criteria required for our result (with M/T' playing the part of 
M). Therefore, since M/T' is x-torsion free, we have that M/T' G C%. It follows 
from Lemma 5.2.2 that M G C*. D
Lemma 5.2.6. Let R be a noetherian ring and x G R be a regular normal ele­ 
ment. Let M be a right R/Rx-module. If M satisfies the Auslander Condition as 
an R/Rx-module, then M satisfies the Auslander Condition as as R-module.
Proof. Let / G RomR (M,R). Then f(m)x = f (rax) = / (0) = 0. However, 
x is regular in R, so f(m) = 0 and thus / = 0. Therefore Ext°R (M,R) = 
Honifi (M, R) = 0 and so we consider Ext^ (M, R), where i > 1. By [27] Remark 
3.4, we have
Ext +̂1 (M, R) * Exti/ftr (R, R/Rx) for i > 0.
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Let i > 1 and N C Ext^(M, #). We must show that jR (N) > i. By above, 
N is isomorphic to an #-submodule N' of Ext^,1̂  (M,R/Rx). By hypothesis, 
JR/RX (N1 ) >i-l therefore, by [33] Theorem 7.3.5, jR (N') > (i - 1) + 1 = t and 
thus JR (N)>ias required. D
Lemma 5.2.7. Let M be a finitely generated x-torsion free right R-module. Sup­ 
pose Mx satisfies the Auslander Condition as an Rx -module and M/Mx satisfies 
the Auslander Condition as an R/ Rx-module. Then M satisfies the Auslander 
Condition as an R-module.
Proof. Consider the exact sequence
0 _* M° —* M -> M/Mx -» 0,
where \L is multiplication by x and apply ExtR (_ , R) to obtain the long exact 
sequence
. . . -> Ext£ (M/Mx, R) -> Ext I (M, R) -^
a[ExtnR (M, R)] -+ Ext J+1 (M/Mx,
So we have an exact sequence
0 -> M! -> Ext^ (M, /E) — » CT[Ext J (M, H)] -»• M2 -^ 0
•0
where MI is a quotient module of Ext^ (M/Mx, .K) and MI is a subfactor of 
ExtJ+1 (M/Mx, 7?). By Lemma 5.2.6, M/Mx satisfies the Auslander Condition 
as an .R-module. Therefore MI 6 C^ and M2 e C +̂1 . Also, since M^ satisfies the 
Auslander Condition as an /t^-module,
S (M, ^)]s S Ext£ (M, 72) ®fl ^x = Extjx (M,, /?x ) 6 C*.
Now, from Proposition 5.1.7, $ is left multiplication by x, thus by Lemma 5.2.5 
for left modules, we have Ext£ (M, #) e C^.
Theorem 5.2.8. Let R be a noetherian ring and x € R be a regular normal 
element of R. If Rx and R/Rx are Auslander Regular, then R is Auslander 
Regular.
Proof. By 5.1.11
gldim (R) < max{l + gldim (R/Rx) , gldim
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so R has finite global dimension. It remains to show that if M is a finitely 
generated ^-module, then M satisfies the Auslander Condition. Let M be a 
finitely generated ^-module and let T := {ra e M | mxl = 0 some i}. We have 
an exact sequence of finitely generated modules
0 -> T -> M -> M/T -* 0.
By [31] Chapter III, Lemma 2.1.4, if T and M/T satisfy the Auslander Condition 
as .R-modules, then M satisfies the Auslander Condition as an ^-module.
Consider N := M/T.
Claim: N satisfies the Auslander Condition as an .R-module.
N is an x- torsion free finitely generated .R-module and since Rx and R/Rx are
Auslander Regular, Lemma 5.2.7 implies that N satisfies the Auslander Condition
as an ^-module.
Consider T.
Since R is noetherian there exists t > 0 such that Tx* = 0. We use induction on t 
to show that T satisfies the Auslander Condition as an ^-module. If t = 1 then T 
is an R/Rx-modu\e which, by hypothesis, satisfies the the Auslander Condition as 
an -R/fe-module. Therefore by Lemma 5.2.6, T satisfies the Auslander Condition 
as an .R- module. Now suppose t > 1. Then we have an exact sequence
0 -> TV" 1 -> T -> TlV-1 -> 0.
By the induction hypothesis, both TV" 1 and T/Txl~ l satisfy the Auslander Con­ 
dition as ^-modules. Therefore by [31] Chapter III, Lemma 2.1.4, T satisfies the 
Auslander Condition as an /^-module.




Krull Dimension of g-skew
polynomial rings over a
commutative ring
The concept of classical Krull dimension was first considered for commutative 
noetherian rings and was denned using (strictly decreasing) chains of prime ideals. 
Consider a chain PQ D P\ I) ... 3 Pn of prime ideals in a commutative noetherian 
ring R. We say that this chain has length n and define the classical Krull 
dimension of R to be the supremum of the lengths of all such chains. Notice 
that all commutative artinian rings have classical Krull dimension 0. Thus the 
classical Krull dimension can be seen as a measure of how far a ring is from being 
artinian. However, in noncommutative theory, the length of the chains of prime 
ideals is no longer necessarily indicative of this. In particular, we would have that 
all simple rings have Krull dimension 0, while not all simple rings are artinian. 
The definition of Krull dimension commonly used is due to Rentshler and Gabriel 
and is given by a transfinite induction. We introduce this definition in Section 
6.1, where we also state some basic results needed in the rest of the chapter. One 
should be aware that this notion of Krull dimension is not always defined, but in 
the case of noetherian rings/modules there is no problem.
The main aim of this chapter is to study the Krull dimension of a particular type 
of skew polynomial ring, namely q-skew polynomial rings over a commutative ring 
of finite Krull dimension. A skew polynomial ring R[X] cr, 8] is called a g-skew 
polynomial ring if 6a = qa5 for some scalar q. In general, calculations for a 
skew polynomial ring can quickly become unmanageable. However, in a g-skew 
polynomial ring the relationship between a and 8 enables us to handle calculations 
in a reasonable manner. This type of skew polynomial ring has been studied in 
[14], [20] and [38]. In particular, in [38], Woodward establishes some criteria on
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the maximal ideals of a commutative ring R (of finite global dimension) which 
determine the global dimension of a g-skew polynomial ring extension of R. In 
Section 6.3 we will show that the same criteria will establish the Krull dimension 
of a g-skew polynomial ring extension of a commutative noetherian ring of finite 
Krull dimension. This obtains for us the final result: the global dimension of a 
q-skew polynomial ring extension of R is equal to the Krull dimension of R.
6.1 Krull Dimension
Standard references for basic results regarding Krull dimension are [23] Chapter 
13 and [33] Chapter 6. We begin with the definition of the Krull dimension of a 
module.
Definition 6.1.1. Let R be a ring and M be an ^-module. We define the Krull 
dimension of M, denoted Kdim(M), by a transfinite induction. First define
Kdim (M) := -1 if and only if Af = 0.
Then consider an ordinal a > 0 and assume that we have already defined what it 
means for a module to have Krull dimension {3 for all (3 < a. Then M has Krull 
dimension a if
(i) we have not already defined Kdim (M) = j3 for some /3 < a, and 
(ii) for every countable descending chain
Mo D MI D M2 D ...
of submodules of M, we have Kdim (Mi/M»+i) < a for all but finitely many 
indices z; that is, for all but finitely many i the Krull dimension of Mi/M»+i has 
already been defined to be an ordinal less than a.
It may be the case that Kdim (M) = a does not hold for any ordinal a and in 
this event we say that Kdim (M) is not defined.
Given a ring R, the right Krull dimension of R is the Krull dimension of the 
ring when considered as a right module over itself and is sometimes denoted by 
rKdim (R). Of course there is an equivalent definition on the left and it remains 
an open question as to whether or not these two values are equal. In this thesis, 
when referring to the Krull dimension of a ring, we will mean the right Krull 
dimension.
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Example 6.1.2. The modules of Krull dimension 0 are precisely the artinian 
modules.
Example 6.1.3. The ring of integers Z has Krull dimension 1, since Z itself is 
not artinian, but all its factor rings are.
The following Lemma removes the need to worry about the existence of Krull 
dimension for a noetherian module.
Lemma 6.1.4. If M is a noetherian module, then Kdim(M) is defined.
Proof. See [23] Lemma 13.3. D
Definition 6.1.5. Let a > 0 be an ordinal. A module M is a-critical if
Kdim(M) = a and Kdim(M/./V) < a for all nonzero submodules N of M. 
A module is called critical if it is a-critical for some ordinal a.
Example 6.1.6. The 0-critical modules are precisely the simple modules.
Example 6.1.7. The ring of integers Z is 1-critical as a module over itself (cf. 
Example 6.1.3).
Lemma 6.1.8. Let M be an R-module and N be a nonzero submodule of M.
(i) If M has Krull dimension, then M contains a critical submodule.
(ii) If M is a-critical, then N is a-critical. D
Lemma 6.1.9 is a well known result (see, for example, [33] Proposition 6.5.4) 
which will, not surprisingly, be of great use when we come to calculating the 
Krull dimension of g-skew polynomial rings (Section 6.3).
Lemma 6.1.9. Let R be a noetherian ring, o~ be an automorphism on R and 5 
be a a-derivation. Then
Kdim (R) < Kdim (R[x\ a, <$]) < Kdim (R) + 1.
a
6.2 g-skew polynomial rings
Recall that a (left) skew derivation on a ring .R is a pair (a, 8) where a : R —> R is 
an automorphism of R and 6 is a (left) cr-derivation on R; that is, 8 is an additive
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map such that 8 (rs) = a(r)S (s) + 8(r)s for all r, s € R. We will say that q € R 
is a (cr, £)-constant if a (q) = q and 8 (q) = 0. If q is a (cr, £)-constant, then
cr (gr) = qa (r) and <5 (c/r) = q8 (r) for all r € R.
Definition 6.2.1. Let (cr, 8) be a skew derivation on R and let q be a central 
(<j, 5)-constant. If 5a = c/cr£, then (cr, 8) is a g-skew derivation. If (cr, 8) is a 
g-skew derivation on .R, then R[x; cr, 5] is called a g-skew polynomial ring.
If (cr, 8) is a g-skew derivation on R and S := R[x;o~, <5], then cr extends to an 
automorphism of S.
Lemma 6.2.2. Given a q-skew polynomial ring S = R[x; cr, <S] ; £/ie automorphism 
a extends to an automorphism of S via
x i-> q~ lx.
Proof. See [20] Section 2.4(ii). D
In q-skew polynomial rings, the relation 5a = qa5 allows us to derive g-Leibniz 
rules. First we familiarise ourselves with g-binomial coefficients.
Definition 6.2.3. For an indeterminate u and integers n > m > 0 we define 
w-binomial coefficients:
(a) (m)u := um~ l + um~ 2 + . . . + 1 for m > 0;
(b) (m\)u := (m)u (m-l)u ... (l)u for m > 0 and (0!) tt := 1;
If m > n, we define (") := 0.\7Ti'/ IJf
In fact u-binomial coefficients have many properties similar to those of the usual 
binomial coefficients.
Lemma 6.2.4. Let n > m > 0. Then
(a) (^) is a polynomial in u with non-negative coefficients;
„)„ = C) u = i;
- > «* > o.
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Proof. See [1] Theorem 3.2. D
The g-binomial coefficient Q) in R is defined as the evaluation of (£) u at 
u = q. Note that the 1-binomial coeeficient is just the usual binomial coefficient; 
that is, ( n ) = ( n ). We can now write down the g-Leibniz rules for g-skewVTTfc/ J. \TYl/
polynomial rings ([14] Lemma 6.2).
Lemma 6.2.5. The q- Leibniz rules
Let R[x; a, 8] be a q-skew polynomial ring. Then
(a) xnr = 2JL0 (i\^n"i<Ji (r ) *""' /or dl r £ R;
(b) 8" (rs) = Er=0 (? n"^ W ^ W /or a2Z r,seR. D
6.3 The Krull dimension of g-skew polynomial 
rings
The remainder of the chapter is devoted to finding the Krull dimension of a g- 
skew polynomial ring S over a commutative noetherian ring R with finite Krull 
dimension. By Lemma 6.1.9
Kdim (R) < Kdim (5) < Kdim (/?) + !,
so there are only two possibilities for the Krull dimension of S. Goodearl and 
Lenagan, [16], have calculated the Krull dimension of a skew Laurent extension 
T over a commutative noetherian ring R with finite Krull dimension. When M 
is a critical noetherian #- module, the Krull dimension of M ®# T is described in 
terms of the Krull dimension of modules of the form M' ®R T, where M' ranges 
over critical subfactors of M with Krull dimension less than M ([16], II). This 
expression is then used in an inductive procedure to calculate the Krull dimension 
of a module N &# T (where N is an ^-module) in terms of the Krull dimension 
of modules M ®/j T as M ranges over the simple subfactors of N ([16], III). We 
aim to use this method to obtain an expression for the Krull dimension of the 
5-module 7V<8>/?5, where TV is a noetherian .R-module with finite Krull dimension. 
This of course results in an expression for the Krull dimension of R®RS = S. We 
then manipulate this expression to establish a criterion on the maximal ideals of R 
which will determine which of the two possibilities holds for the Krull dimension 
of S.
A concept which will be useful is that of compressibility. An ^-module M is 
compressible if for any nonzero submodule N of M, there is a monomorphism
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M ^-> N. It is well known (and easy to see) that a compressible ^-module with 
Krull dimension is critical (see, for example, [33] Lemma 6.9.4). In fact, later 
we will see that (when R is a commutative noetherian ring) an ^-module M is 
compressible if and only if it is critical. As so often has been the case in this 
thesis, we must 'twist' the idea of compressibility.
Definition 6.3.1. Let R be a ring and let a be an automorphism of R. Let M 
be a right R module. We say that M is a-compressible if whenever AT is a 
nonzero submodule of M, there exists an integer n such that M"n «^-> N.
Remark. The lattice of submodules of M is exactly that of Ma . Therefore
Kdim (M) = Kdim (M*} 
and M is critical if and only if Ma is critical.
Lemma 6.3.2. Let M be a right R-module. If M has Krull dimension and is 
a-compressible, then M is critical.
Proof. Since M has Krull dimension, M has a critical submodule N (by Lemma 
6.1.8(1)). By hypothesis, M is cr-compressible, so there exists an integer n such 
that M°n <-* N. Thus, by Lemma 6.1.8(ii), M°n is critical, so by the remark 
above, M is critical. D
For the remainder of this section, R will denote a commutative noetherian ring 
with finite Krull dimension and S = R[x; or, 6] will be a g-skew polynomial ring. 
The following result (and indeed Proposition 6.3.6 and Corollary 6.3.7) appears 
in 'untwisted' form in [33] (Lemma 6.9.5, Proposition 6.9.6 and Corollary 6.9.7) 
for the cases that S = R[x, 5] or R[x,x~ l \a}.
Lemma 6.3.3. Let I be an ideal of R. Then
Proof. Recall that (S/IS)a is the same abelian group as 5/75, but has mul­ 
tiplication given by s *an t = scrn (t) for s G (5/75)a and t £ S. Consider the 
map
/ . c^n *-> 
^ : "* a-(7)5
s ^ o-~n (s) 4-o-~n (7) 5 
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(recall that a extends to S via a (x) = q~ lx). Clearly <j> is an additive map. Let 
san G S"7" and t e S. Then
an (t)) + °~n (I) S 
= a~n (s) t + (7~n (I) S
Thus ^ is a module homomorphism. It is clear that (f) is surjective while ker ((/>) =
Lemma 6.3.4. Let M be a right R-module. Then (M ®R S)" = Ma ®R S via
<I>\(M®R Sf — 
induced by
ma ®qnxn .
Proof. The map 0 is clearly a bijective additive map. To show that 0 is an 
5-module homomorphism it is enough to check that
<j) ((m <g> xnY *a x) = (t> ((m ® xn } a ) x 
and
(j> ((m 0 xn)a *a r) = (j) ((m <g> xn ) a) r 
for r 6 R. Firstly
</> ((m 0 xnY * CT x) =
= 0 (m <8) o^+V 1
qn+lxn+lq~ l
— m a— Ill
and
r = (ma ® qnxn) x
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Therefore 0 is an ^-module homomorphism. D 
Corollary 6.3.5. Let M be a right R-module. Then
Kdim (M°n ®R S} - Kdim ((M ®fl ST") = Kdim (M ®fl S)\ / \ ^ ' / *• '
/or any n G Z. D
Proposition 6.3.6. Suppose that M is a compressible R-module. Then M <S>nS 
is a a-compressible right S-module.
Proof. Note that from Lemma 6.2.5 we have
xnr = a (r) xn + terms of lower degree, 
so
xna~n (r) = rxn + terms of lower degree.
Let TV be a cyclic submodule of M. Then M ^ N and since 5 is a flat left 
.R-module, M ®/j S c-^ N ®# S. So, without loss of generality, we may suppose
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that M is cyclic. Let M = R/I for some ideal I of R and identify M ®R S with 
S/IS.
Let L be a nonzero right S-submodule of S/IS and choose 0 ^ y G L such that
n
rrij ® x3 with n minimal. 
j=o
Then mn ^ 0 and since M is compressible M c—> ran .R. Therefore, there exists 
T G R such that ann# (mnr) = I. Consider
ycr~n (r) =
= mn ® xn cr~n (r) 4- terms of lower degree 
= mnr ® xn + terms of lower degree.
So, by replacing y by ya~n (r), we may assume that ann# (ran ) = /.
Claim 1: ann# (mn 0 xn ) = o~n (I)
Let r G <7~n (/). Then r = a~n (s) for some s G / and
(mn <8> xn ) r = mn <g> xn cr~n (s)
= mns <E> xn + terms of lower degree
= 0 + terms of lower degree
= 0, by the minimality of n.
Now let r G ann# (ran ® xn ). Then
(mn 0 xn ) r = 0 => mncrn (r) 0 xn + terms of lower degree = 0
=> mnan (r) <8> xn = 0
=^> rancrn (r) = 0.
Therefore an (r) G ann^(mn ) = / and r € cr~n (J). Thus aimR (mn ®xn ) = 
cr~n (7), as required.
Claim 2: ann# (y) = ann# (mn ® xn )
Let r G ann^ (mn ® xn ). Then yr e L and yr has degree less than n. Therefore,
by the minimality of n, we have yr = 0. Now suppose r G ann# (y). Then
yr = 0 => r G a~n (/) = ann# (ran ® xn ) ,
by exactly the same argument as used above in Claim 1. Therefore ann# (y) = 
ann# (ran <8> xn ) as required.
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Claim 3: ann5 (y) = a~n (/) 5
Certainly a~n (I) S C ann5 (y). Suppose that s G S \ a~n (I) S and let
k
s = ^ TiX* with rk £ cr~n (/).
t=0
Consider the term of highest degree in ys:
(ran <g> xn ) rfcxfc = mnou (rk )
Since <jn (rfc ) £ / we have that mn an (rk ) <8> xn+k ^ 0. Therefore ys ^ 0 and 
ann5 (y) = a~n (/) 5, as required.
Therefore
Thus (5//5) CT ^ L; that is,
(M ®R syn -* L,
as required. D
Corollary 6.3.7. If P is a prime ideal of R, then (S/PS)S is a -compressible 
and critical
Proof. The result follows directly from R/P being a compressible /^-module 
([33] 6.9.3). D
We will now show that a noetherian module M over a commutative noetherian 
ring R is critical if and only if it is compressible. This result is presumably well 
known, but we have been unable to find it in the literature in the exact form that 
we require. We already have that when M is compressible, M is critical.
Lemma 6.3.8. Let M be a noetherian module over a commutative noetherian 
ring R. Then M is cyclic and critical if and only if M = R/P for some prime 
ideal P of R.
Proof. (-4=) Suppose that M = R/P. Then M is certainly cyclic. We will show 
that M is compressible and therefore critical.
Let 0 ^ B C M. Then B ^ I/P for some right ideal / such that P C I C R. 
Choose cG/\Pandlet0^6 = c + Pe I/P. Since cP C P we have that
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(c + P) P = 0. Also, if br = 0, then cr e P and since P is prime, r € P. 
Therefore ann# (6) = P and
£ fl/P ^ M;
that is, M «-». B.
(=>) Suppose that M is critical and cyclic, so M = mR for some m € M and 
let ann# (m) = /. We claim that / is prime. Let 0 ^ 6, c 6 R and suppose that 
be G /, but 6^7. Consider the map
M/Mc -> M6 
n + Me i-> n&,
which is well defined since Mcb = mRcb = mbcR = 0. This map is onto 
and therefore Kdim (Mb) < Kdim(M/Mc). Let Kdim(M) = a. Since M 
is critical, Kdim(M6) = a and a < Kdim(M/Mc). However, if Me ^ 0, 
then Kdim (M/Mc) < a, which is a contradiction, and so Me = 0. Therefore 
c E arnifl (m) = / and M = R/I, where / is a prime ideal of R. D
Lemma 6.3.9. Let M be a critical module over a commutative noetherian ring 
R. Then there exists a prime ideal P of R such that ann# (m) = P for all m € M.
Proof. Let 0 ^ m, n G M. By the proof of Lemma 6.3.8, ann# (m) = P and 
ann# (n) — Q for some prime ideals P and Q of #. Suppose that Q jt P. Then 
P + (3 D P. Now, M is critical and therefore uniform, so 0 ^ mR D nP. Let 
0 ^ c € raP H nR. Then
c (P + Q) = mrP + nsQ for some r, s G .R,
and since P = ann# (m) and Q = amiR (n), we have that c (P + Q) =0. There­ 
fore ann# (c) D P and
Kdim (cP) - Kdim (P/annH (c)) < Kdim (R/P) = Kdim (M) .
However, cR C M and M is critical, so Kdim (cP) = Kdim (M) and we have a 
contradiction. Thus, Q C P and similarly P C Q. D
Proposition 6.3.10. Let R be a commutative noetherian ring and let M be a 
noetherian R-module. Then M is critical if and only if M is compressible.
Proof. (4=) See [33] Lemma 6.9.4.
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(=») Suppose 0 ^ N C M. Since M is finitely generated, M = rai-R + m2R + 
• • • + mnR for some mi e M. By Lemma 6.3.9, ann# (ra^) = P for some prime 
ideal P of #. Consider Ij \= {r e R\ mp € N}. Then since P annihilates raj, 
we have P C Ij. Then
fl ^ mjfl + TV
j TV
and since rrijR + N is critical (being a submodule of the critical module M), we 
have
VA- ( R\ VA> frnjR^N\ __ /s/f . Kdim (-;-)= Kdim f -^— —— I < Kdim (M) .
\ •*• 3 / \ * * /
If /j = P, then Kdim (R/Ij) = Kdim(mjR) = Kdim(M), which is a contra­ 
diction. Therefore /,- D P and so / := /i n 72 H . . . H /„ D P. Let c € / \ P. 
Then
Me = miRc + m2 .Rc + . . . + mnRc
= m\cR + ra2 c.R 4- • • • + mncR
C TV.
Also, M = Me via m ^ me. Thus M = Me C TV and therefore M = Me <-> TV, 
as required. D
Corollary 6.3.11. Let M be a noetherian R-module. If M is critical, then the 
right S-module (M ®# S)s is critical.
Proof. Since M is critical, M is compressible by Proposition 6.3.10. So by 
Proposition 6.3.6, (M ®R S) s is cr-compressible and is therefore critical by Lemma 
6.3.2. D
Definition 6.3.12. Let R be a commutative noetherian ring and let S be a q-
skew polynomial ring over R] that is, 5 = R[x;a,8\. Let M be an arbitrary 
.R-module and consider an element 0 ^ m e M ®R S. Then m can be written 
uniquely in the form
n
m = > mi® xl with ran ^ 0.x j *> ^^ * v i
i=0
We say that the degree of ra, deg(ra), equals n and that ran is the leading 
coefficient of ra. If ra = 0, we define deg(ra) := — 1 and say that ra has leading 
coefficient 0. Let I be a submodule of M ®p 5 and define:
In '= {m € / = M®R S deg(ra)<n};
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An (I) := {mn e M | ran is the leading coefficient of some ra € In }\
X (I) := UAn (/) . 
Then An (/) is an #-submodule of M, called the nth leading submodule of /.
Let M be a module over a commutative noetherian ring R. Before we can express 
the Krull dimension of M ®# S in terms of the Krull dimension of modules of 
the form M' ®R S where M' is a critical subfactor of M with Krull dimension 
less than that of M, we should consider what such a subfactor could be. The 
following two results mirror results in [16] Section I and the proofs here are very 
similar to those in [16].
Proposition 6.3.13. Let M be a noetherian R-module and let I and J be S- 
submodules of M ®R S such that I C J. Suppose that 0 ^ N is a noetherian 
R-module such that N ®R S is isomorphic to an S -module subfactor C of J/I. 
Then there exists a nonzero subfactor C of X (J) /A (/) and an integer a such that
C°a C N.
Proof, (cf. [16] Proposition 1.4.) We may assume that J/I = N ®R S (if this 
is not the case, we may enlarge / or reduce J). Consider the following chain of 
.R-submodules of N <S> S:
Let j3i = Y?j=o N ® R%j for z > 0. Then N ®R S = Uft and we have a surjective 
additive map
n H-» n
Let r € R and n € Wa . Then
= (n 0 xi+l + ft) r
(r) <8) xi+l + S ® o>+1-j# (r) xi+ ~ + ft
= nai+l (r) ® xi+l + ft
= i}) (nai+l (r})
= -0 (n HV+I (r))
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and ty is a module homomorphism. Also,
ker £ N\n 
= {n € # | n 
= 0.
® xi+1 + A = 0}
xi+l = 0}
Therefore, ft+i/ft ^ 
exist jR- submodules
for i > 0 and /?0 = N. Therefore, in M ®a 5, there
I = N0 CN1 C...CJ
such that UNi = J and Ni+i/Ni ^ N**1 for i > 0. 
From Definition 6.3.12, we have an ascending chain of .R-submodules of M ®R S:
Jo C /! C I2 C ...
and
Ao(/)C
is an ascending chain of submodules of M. Similarly we have an ascending chain 
Jj of /^-submodules of M ®R S, and an ascending chain \j(J) of submodules of 
M. Since M is noetherian there exists an integer p such that
and
An (/) = Ap (7) and An (J) = \p (J) for all n > p
\n (I) = A (7) and An (J) = A (J) for all n > p.




We claim that this map is an .R-module homomorphism. It is clearly a surjective 
additive map. Let r € R. Then
n
t=0
n^"n (r) 0 xn + terms of lower degree)
= Sue" (r) + \n 
= [/n + An
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We claim that ker (9) = In + Jn-i- Clearly In + Jn-i C ker (6). Suppose / = 
£ fi ® x* € ker (0) = {/ e Jn | 0 (/) = 0}. Then fn 6 An (/); that is, fn is the 









gxn~m = n-i C Jn_
i=0 i=0
Also, e Jn . Therefore / G In + Jn-i and ker^ = /„ + Jn-i- Thus
In + Jn-1
We also have the isomorphisms
'n
So for n > p,
T O"
The /?- module {/ e
/ -f Jn_i /n + Jn-l
deg (/) < p} is noetherian and thus Jp is noetherian,




n 7 +/ /
for some positive integer g, so that Nq+ i D Jp C Nq . Now consider the following 
^-submodules of M <8>/z 5:
A := Nq+i + Jp and B := Nq + Jp .
Then B C A and
.A 'g+l
Nq + Jp Nq+l n (Nq 
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where the last equality here is due to the modular law. Therefore,
A
Now, the .R-module Nq+i/I is noetherian and Jp is finitely generated. Therefore 
A/ 1 is a finitely generated .R-submodule of J/I and A C / + Jn for some n > p. 
Thus we obtain two chains of ^-modules:
I + Jp CBCACI + Jn 
and
/ + JP C/ + Jp+iC...C/ + Jn .
The Schreier refinement theorem enables us to find refinements of the two chains 
which are equivalent. Thus, some submodule F of A/B is isomorphic to a sub- 





So there exists a subfactor C of A (J) /A (/) such that Ca™ = G. Also, since 
A/B = Naq+l , there is a submodule E of N such that E'q+1 £ F. Therefore
sicr™ r^ s~i ^ 771 r^ p
and
Proposition 6.3.14. Lei M be an a-critical R-module for some ordinal a, and 
let
be a chain of R-submodules of M <8># 5 with N an S -submodule of M ®R S. 
Then there exists a positive integer p such that for any integer j > p, all finitely 
generated R-module subfactors of Nj/Nj+i have Krull dimension less than a.
Proof, (cf. [16] Proposition 1.6.) Set Mn := {/ G M ®R S \ deg(/) < n} for 
each n = 0, 1, 2, .... Then Mn+i/Mn ^ MCT"+1 via the map
: Mn+1 —> M'
n+l
E * /m , ft?\ SY* L_v /m „ /'tt ^ u/ f—> nin+\.
i=Q
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Since M is a-critical, M"n+l is a-critical and Mn+i/Mn is a-critical.
Having noted the above, the reader is referred to [16] Proposition 1.6 for the 
completion of this proof. D
At this point in the work of [16] (and [15]), a certain subset of the critical modules 
over the ring is considered. Given an arbitrary ring R and a g-skew polynomial 
ring 5, an .R-module M is said to be 5-clean if it is critical as an .R-module and 
M ®R S is critical as an 5-module. This classification is necessary in the set-ups 
considered in [16] and [15], as there is no guarantee that starting with a critical 
module M over the ring will yield a critical module when tensored with the skew 
polynomial ring being considered. However, in the case that R is commutative 
and S is a g-skew polynomial ring, it is clear from Corollary 6.3.11 that the clean 
modules are precisely the critical modules.
Recall that a minor subfactor of an .R-module M is any submodule of a proper 
factor of M.
Definition 6.3.15. Let R be a commutative noetherian ring and M, TV be critical 
^-modules. Define h(M, TV) := 1 if M is isomorphic to a minor subfactor of TV 
but no nonzero submodule of M is isomorphic to a minor subfactor of a critical 
minor subfactor of N.
In the case that h(M, N) = 1 does not hold, we say that h(M, TV) ^ 1.
Lemma 6.3.16. Let R be a commutative noetherian ring and M be a critical 
noetherian R-module. Let
be a chain of R-submodules of M. Then there exists a positive integer p such that 
for all integers j > p, there are no critical sub factors X of Nj/Nj+i satisfying 
h(X,M) = 1.
Proof. This is a special case of [15] Lemma 4.3. HI
Lemma 6.3.17. Let N be a noetherian R-module and let D be a nonzero S- 
subf actor of N ®R S. Then there exists a nonzero subfactor C of N and an 
integer p such that CaP is isomorphic to a submodule of DR.
Proof. Set Ni := {/ € TV <8> H 5 | deg (/) < % - 2} for all positive integers i (then 
NI = 0) and write D = E/F for some S-submodules F C E in TV <8>/j 5. Then
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we have two chains of #-submodules:
QCFCECN®R S 
and
0 = NI C N2 C TV3 C . . . .
We use [15] Proposition 3.2(a) to obtain a common refinement of these chains. 
So there exist chains of .R-submodules
0 = Vbi < Vo2 < • • • < F;
F = Vn < Vi2 < . . . < F;
E = V2l < V22 < . . . < N ®R S
and
NJ = W0j < Wy < W2j < W3j = 
such that
Vij VV ij
for all i, j. Also, since UNj = N ®R 5, we have
\JVQj = F, \JVij = E and U V2j = N ®R S.
Let k be the least positive integer such that V\k 3 F (so k > 2) and set C' = 
. Then 0 C' is a #-submodule of D and
Vlk
F Vlifc_! t
Thus, C' is isomorphic to a subfactor of Nk/Nk-i, which (as seen in the proof of 
Proposition 6.3.14) is isomorphic to N° . So there exists a nonzero subfactor C 
of TV such that Cfffc ^ C' C D. D
Corollary 6.3.18. Lei N be a noetherian R-module and 0 ^ D be a S-module 
subfactor of N ®R S. Then there exists a critical subfactor M of N, a critical 
R-submodule E C D and an integer p such that MaP = E.
Proof. By Lemma 6.3.17, there exists a nonzero subfactor C of TV and an integer 
p such that CaP <— » DR. Now, C is noetherian and so contains a critical submodule 
M and MaP C CaP «^-> D/?. Therefore, there exists a critical submodule F of D 
such that MaP = E. D
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Proposition 6.3.19. Let N be a critical noetherian R-module with finite Krull 
dimension and let N be the family of critical minor sub factors of N. If N is not 
simple, then
Kdim (N ®R S) = max{Kdim (M ®R S) \ M 6 N} + 1.
Proof. First note that M is non-empty. Let (3 = Kdim (N). Then 0 is finite and 
therefore Kdim (TV ®fl S) is finite. Let
a - max{Kdim (M ®R S) \ M € Af}
and choose M e A/" such that Kdim (M®R S) = a. Since N ®R S is critical and 
M <8>js 5 is isomorphic to a minor subf actor of N ®R 5, we have
Kdim (TV <8>a S) > Kdim (M <g)^ S) = a.
Thus Kdim (N®R S)>at + l.
We now suppose that Kdim (N ®R S) > a 4- 1 and aim to obtain a contradiction. 
Since Kdim (N ®R S) > a + 1, there exists an S-submodule C of N <8>fl 5 such 
that
™- fN ®R Kdim I — —\ ^ 
Then there exists a chain of S-submodules
such that Kdim (Cj/Cj+i) > a for infinitely many j. By refining this chain, we 
may assume that each Cj/Cj+i is critical. Now, by Proposition 6.3.14, there exists 
a positive integer p such that for any j > p, all finitely generated .R-subfactors of 
have Krull dimension less than (3.
Sitting inside N we have a chain of J^-submodules
N D X (Ci) O X (C2 ) 2 • • • ^ A (C) > 0.
Lemma 6.3.16 says that there is a positive integer q such that for all integers j > q, 
there are no critical subfactors X of A (C,) /A (Cj+i) satisfying h(X,N) = 1. 
Choose m > max{p, q} such that Kdim(Cm/Cm+i) > «• By Corollary 6.3.18, 
there is a critical subf actor M of N, a critical .R-submodule M' of Cm/Cm+i 
and an integer k such that M°k = M'. Since m > p, we have Kdim(M') < j3 
and Kdim(M) = Kdim (M^) = Kdim(M; ) < /? = Kdim (AT). Now, M is
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a subfactor of the critical module N, so M must be a minor subfactor of N. 
Therefore M e A/" and
Kdim (M ®R S) < a.
Now, by Corollary 6.3.5, Kdim (M ®R S) = Kdim (M** ®R s] and since M°k £ 
M', we have that Kdim (M1 ®R S) = Kdim (M ®R S) < a.
Now let 0 ^ E = M'S. Then E is an S-submodule of Cm/Cm+l and
Kdim (£7) = Kdim (Cm/Cm+1 ) > a.
The 5-module E is a homomorphic image of the critical module M' ®R S, but 
Kdim (E) > Kdim (M1 ®R 5), so it cannot be a proper homomorphic image; that 
is, E^M'®R S and Kdim (£7) = Kdim (M' ®R S) = a.
Since M' ®# S is isomorphic to a submodule of Cm/Cm+i, there exists a nonzero 
subfactor X of A(Cm )/A(Cm+i) and an integer / such that X*7' = M' (Proposition 
6.3.13). Then X is a minor subfactor of N and since X certainly contains a 
critical module, there is no loss of generality in assuming X to be critical, forcing 
h(X, N) ^ 1, since m > q. Thus, there exists a nonzero submodule Y C X and 
a critical minor subfactor G of N such that y is isomorphic to a minor subfactor 
of G. Then G E N and V (g># S is isomorphic to a minor subfactor of the critical 
module G ®R S. Therefore
Kdim (Y ®R S) < Kdim (G ®R S) < a.
Also, Y < X and X"1 < M', so there is a submodule Y1 of M' such that Y°l & Y'. 
So, by Corollary 6.3.5, Kdim (Y ®R S) = Kdim (V^ ®R s} = Kdim (Yf ®R S). 
Now, y^ft/S is isomorphic to a nonzero submodule of the critical module M'®R S. 
Therefore
Kdim (Y ®fl S) = Kdim (Yf ®R S) = Kdim (M' ®« 5) = a, 
which is a contradiction. 
Therefore Kdim (B®R S)=ot + l. D
Proposition 6.3.19 gives an expression for the Krull dimension of N ®R S in terms 
of the Krull dimensions of S- modules of the form M ®# 5, where M is a critical 
minor subfactor of Af. We want to use this expression in an inductive process to 
obtain the Krull dimension of N®R S in terms of the Krull dimensions of modules 
of the form M' ®# 5, where M' is a simple subfactor of TV. In [16], the notion of 
the height of a simple module is denned to keep track of the number of steps in 
the inductive process. We make the corresponding definition here.
152
Definition 6.3.20. Let R be a commutative noetherian ring and 5 = R[x; cr, S\ 
be a g-skew polynomial ring. Let M be a simple ^-module and N be an arbitrary 
-ft-module. We define hs (M : N) to be the supremum of those nonnegative 
integers n for which there exists a sequence
Af = Afo > Mi,Af2j ... ,Mn
of critical .R-modules such that Mi is isomorphic to a minor subfactor of Mi+i for 
i = 0, 1, . . . , n — 1 while Mn is isomorphic to a subfactor of N. Such a sequence 
of P-modules is called a critical sequence of M with respect to N.
When TV = R we will see in Corollary 6.3.25 below that hs(M : R) is the usual 
height of a prime ideal P, where M = .R/P.
Theorem 6.3.21. Let N be a nonzero noetherian R-module with finite Krull 
dimension. Then
Kdim (N ®R S) = max{Kdim (M ®R S) + hs(M : N) \ M e M} 
where M. is the set of simple sub factors of N .
Proof. This proof follows exactly that of [16] Theorem 3.1 and there is nothing 
to be gained by repeating it here. D
Corollary 6.3.22. Let R be a commutative noetherian ring and let S = R[x; cr, 6] 
be a q-skew polynomial ring. Then
Kdim (S) = maxjKdim (M ®R S) + hs (M : R) \ M e M} 
where M. is the family of simple R-modules. D
Let P be a prime ideal in a commutative noetherian ring R and recall that the 
height of P, written ht(P), is the supremum of the lengths of all finite chains 
P = P0 D P! D . . . D Pn of prime ideals of R. We introduce a notion of height 
for a simple P-module M.
Definition 6.3.23. Let M be a simple ^-module such that M = R/P for some 
maximal ideal P of R. Let N be an arbitrary .R-module and define h(M : N) to 
be the supremum of the lengths of all finite chains P = PO 2 PI 2 • • • 2 Pn of 
prime ideals of R such that R/Pn is isomorphic to a subfactor of N.
Note that h(M : R) = ht(P).
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Proposition 6.3.24. Let R be a commutative noetherian ring and S = R[x\ o~, 6] 
be a q-skew polynomial ring. Let M be a simple R-module and let TV be an 
arbitrary R-module. Then
hs (M : N) = h(M : TV).
Proof. Let P be the maximal ideal of R such that M = R/P. Consider a chain 
of prime ideals in R:
where R/Pn is isomorphic to a subfactor of TV. Then we have a chain of critical 
^-modules
t ..., R/Pn 
with R/Pn isomorphic to a subfactor of TV. Furthermore,
and R/Pi is isomorphic to a minor subfactor of R/Pi+i for i — 0, . . . n — 1. So 
we have constructed a critical sequence of M with respect to TV. Therefore, 
h(M : TV) < hs (M : TV).
Now consider a critical sequence for M; that is, a sequence of critical ^-modules 
M = MO, MI, . . . , Mn such that Mi is isomorphic to a minor subfactor of Mj+i 
for i = 0, ... n — 1 and Mn is isomorphic to a subfactor of TV. Consider M0 . By 
Lemma 6.3.9 there exists a prime ideal PO of R such that ann# (<2o) = PO for all 
0 ^ a0 € M0 . In fact P - P0 and M0 = #/Po- Now, M0 is isomorphic to a 
minor subfactor of Mx ; therefore M = M0 = F/E for some E C F C MI. Again 
by Lemma 6.3.9, there exists a prime ideal PI such that arniR (ai) = PI for all 
a\ € MI. Since PI annihilates everything in MI, we have that PI annihilates 
everything in F and therefore annihilates everything in MQ. Thus PQ D PI. 
Continuing in this manner we obtain a descending chain of prime ideals
P = PO 2 Pi 2 • • • n?
where Pn is the prime ideal which annihilates everything in Mn . Therefore R/Pn 
sits inside Mn which is isomorphic to a subfactor of TV, so R/Pn is isomorphic to 
a subfactor of TV. Therefore
h(M:N) = hs (M:N).
D
In particular, we have the following Corollary.
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Corollary 6.3.25. Let R be a commutative noetherian ring and M be a simple 
R-module such that M = R/P for some prime ideal P. Then
hs (M:R) = ht (P) .
Corollary 6.3.26. Let R be a commutative noetherian ring and S = R[x;o~, 6} 
be a q-skew polynomial ring. Then
Kdim (5) = max{Kdim ((R/P) ®R S) + ht (P) | P is a maximal ideal ofR}.
D
We now seek a condition on the maximal ideals of R which will determine the 
Krull dimension of a g-skew polynomial ring over R.
Lemma 6.3.27. Let M be a noetherian R-module. Then
Kdim (M ®R S) < Kdim (M) + 1.
Proof. Let Sa (£(M)) be the set of eventually constant ascending chains of 
submodules of M (£ being the lattice of submodules of M) . This is a poset via the 
relation {A;} > {BJ if and only if A* > B{ for all z, for {A}, {#;} € Sa (£ (M)).
Let N be a submodule of M ®R S1 and consider the ascending chain
of submodules of M. Since M is noetherian, (Ai(7V)} belongs to 50 (£(M)).
Thus we have a map C (M ®R S) —> Sa (C (M)), which we claim preserves proper
inclusion.
Let A, B € C (M ®R S) with A C B and An = Bn for all n > 0. Suppose A ^ B.
Choose y 6 B \ A of least possible degree p, say. Then
bi ®xi with 0 ^ b e B = A
i=0
Then there exists g G A such that
xp
i=0
Then Q j^ y — g £ B\A and has smaller degree than ?/, which contradicts the 
minimality of p. Therefore the map
C (M ®R S) -> Sa (C (M)) 
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preserves proper inclusion.
We may now use [33] 6.1.16 and 6.1.17 to obtain the required result; that is,
Kdim (M ®R S) < Kdim (M) + 1.
D
Corollary 6.3.28. Let R be a commutative noetherian ring and S = R[x; a, 8] 
be a q-skew polynomial ring. If M is a simple R~module} then
0 < Kdim (M ®R S) < 1.
In fact, M ®R S is either 0-critical or I-critical; that is, M ®R S is either simple 
or I-critical.
Proof. This result follows from Lemma 6.3.27 and Corollary 6.3.11. D
The following definition is given by Woodward in [38].
Definition 6.3.29. Let R be a commutative noetherian ring and S = R[x; o~, 8] 
be a g-skew polynomial ring. Let P be a prime ideal of R. Then P is quasistable 
if there exists a right ideal / of S such that / D R = P and / strictly contains PS.
Though the above definition of quasistable is useful for our purposes, in a more 
'hands on' situation it is not always easy to check. Theorem 6.3.31 ([38] Theorem 
4.2) gives two equivalent conditions to P being quasistable which may be more 
accessible. First we require the following definition.
Definition 6.3.30. The ^-characteristic of a ring R is the least t G N such 
that (J) = q*~ l + g*~ 2 + ... + 1 = 0. If there is no such natural number, we say 
that the ^-characteristic of R is 0. Note that the 1-characteristic of R is just the 
usual characteristic of the ring.
Let P be a prime ideal of R. Then P has associated to it a set n(P) of natural 




{1, t, tp, tp2 , ...} if t > 0 and p > 0.
Theorem 6.3.31. Let R be a commutative noetherian ring, S = R[x;a,8} be a 
q-skew polynomial ring and P be a prime ideal of R. The following are equivalent:
(i) P is quasistable;
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(ii) there exist finitely many integers n0 , . . . , nj € n(P) and a0 , . . . , a/ € R \ P
and b e R such that P is stable under fej=o aj^nj' + b} ff~n° and under <rnj ~n° 
for all j;
(Hi) either P is not stable under a or if P is a- stable, there exist finitely many 
integers n0 , . . .HI € n(P) and a0 , . . .a* e R \ P such that P is stable under
Proof. See [38] Theorem 4.2. D
In [38], Woodward is concerned with calculating the global dimension of q-skew 
polynomial rings over a commutative noetherian ring. The main result in [38], 
Theorem 5.5, establishes a criterion on the maximal ideals of the original ring 
which determines the global dimension of the g-skew polynomial ring.
Theorem 6.3.32. Let R be a commutative noetherian ring with gldim (R) = n < 
co and S = R[x; a, 6] be a q-skew polynomial ring. Then gldim(5) = n + 1 if and 
only if R possesses a quasistable maximal ideal of height n. D
We claim that the same criterion on the maximal ideals of R will establish the 
Krull dimension of a <?-skew polynomial ring over R.
Lemma 6.3.33. Let P be a maximal ideal of R. Then (R/P) ®R S is l-critical 
if and only if P is quasistable.
Proof. Note that (R/P) ®R S^ S/PS.
(=>) Suppose (R/P) ®R S is l-critical. Then S/PS is not simple and there exists 
a right ideal / of S such that PS C I C S. Consider / n R. Certainly P C I n R 
and since P is maximal we have either P = lr\RoiR = lr\R. However, since 
5, we have / Pi R ^ R and therefore J = P n R; that is, P is quasistable.
Suppose P is quasistable. Then there exists a right ideal / of 5 such that 
/ n R = P and / strictly contains PS. If I = S then / fl R = R, which is 
a contradiction. Therefore PS C / C S and S/PS is not simple. Thus by 
Corollary 6.3.28, S/PS is l-critical. D
Theorem 6.3.34. Let R be a commutative noetherian ring with Kdim (R) = n < 
co and let S = R(x\ a, 6} be a q-skew polynomial ring. Then Kdim (S) = n + I if 
and only if R possesses a quasistable maximal ideal of height n.
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Proof. (=>) Suppose Kdim (5) = Kdim(R) + 1. Then there exists a maximal 
ideal P of R such that
Kdim ((R/P) ®R S) + ht (P) = Kdim (R) + l.
Since ht (P) < Kdim(#) we have Kdim((R/P) ®R S) > 1. So by Corollary 
6.3.28, Kdim ((R/P) ®R S) = I and so ht (P) = n. Thus, by Lemma 6.3.33, P is 
a quasistable maximal ideal of height n.
(•$=) Suppose P is a quasistable maximal ideal of height n in R. 
Then Kdim ((R/P) ®R S) = 1 and
<8> H 5) < Kdim ((fl/P) <8>* 5) and ht (Q) < ht (P) 
for all maximal ideals Q of P. Thus
Kdim (S) = max{Kdim ((R/Q) ®R S) + ht (Q) \ Q is a maximal ideal of 
= Kdim ((R/P) ®R S) + ht (P)
D
Recall the following result.
Proposition 6.3.35. Let R be a commutative noetherian ring with finite global 
dimension gldim (R) equal to n. Then Kdim (R) = n. D
Thus we obtain the following corollary.
Corollary 6.3.36. Let R be a commutative noetherian ring with gldim (R) = 
Kdim (R) = n < oo. Let S = R[x\o, 5} be a q-skew polynomial ring with a an 
automorphism of R. Then
Kdim (S) = gldim (5).
Proof. The result follows from [38] Theorem 5.5 and Theorem 6.3.34 above. D
We conclude with two examples of q-skew polynomial rings, one of which has 
Krull dimension greater than that of the original ring while the other has Krull 
dimension equal to that of the original ring. These examples are both taken from 
[38], Examples A and D.
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Example 6.3.37. Let R = k[0], where k is an algebraically closed field, and let 
0 7^ q € k such that qn ^ I for any n. Then there is a g-skew derivation (a, 8) on 
R such that (cr, <J) = (1, 0) on k and a(0) = qO and <f(0) = 1. Let 5 = R[x\ <J, (5]. 
Then Kdim (S) = Kdim (R) + l.
Proof. That (a, 6) is a g-skew derivation is given by [38] Lemma 6.1. Consider 
a maximal ideal (B - a) of R, where 0 ^ a E fc. Then a ((0 - a)) = (0 - a/g) 
and so (9 - a) is not stable under a. Therefore, by Theorem 6.3.31, (9 - a) is 
quasistable. Thus, by Theorem 6.3.34,
Kdim (S)= Kdim (R) + l.
D
Example 6.3.38. Let k,q,R and (a, 6) be as in Example 6.3.37. Let Q = 9R
and let T be the localisation of R at Q, so T := RQ. Then (cr, 5) extends to T 
and Kdim (T) - Kdim (T(x\ a, <$]).
Proof. The ring T is a commutative noetherian local ring with unique maximal 
ideal P = OT. Now, P is stable under a and therefore (0,8) extends to T. 
However, B € P but 5(0) = 1 ^ P and P is not stable under 6 and so P is not 
quasistable. Therefore
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