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Abstract
Let v be an odd real polynomial (i.e. a polynomial of the form
∑ℓ
j=1 ajx
2j−1). We utilize sets of
iterated differences to establish new results about sets of the form R(v, ǫ) = {n ∈ N | ‖v(n)‖< ǫ}
where ‖ · ‖ denotes the distance to the closest integer. We then apply the new diophantine re-
sults to obtain applications to ergodic theory and combinatorics. In particular, we obtain a new
characterization of weakly mixing systems as well as a new variant of Furstenberg-Sárközy theorem.
Keywords: Ramsey Theory, Diophantine approximations, Ergodic theory, Ultrafilters.
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1. Introduction
The goal of this paper is to establish new results pertaining to diophantine inequalities involving
odd real polynomials and to obtain some applications to combinatorial number theory and ergodic
Email addresses: vitaly@math.ohio-state.edu (Vitaly Bergelson), zeladacifuentes.1@osu.edu (Rigoberto
Zelada)
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theory.
Assume that v is a real polynomial, with deg(v) ≥ 1, satisfying v(0) = 0 and let ǫ > 0. Consider
the set
R(v, ǫ) = {n ∈ N = {1, 2, ...} | ‖v(n)‖ < ǫ}, (1)
where ‖ · ‖ denotes the distance to the nearest integer.
It is well known that sets of the formR(v, ǫ) are large in more than one sense. For example, it follows
from Weyl’s equidistribution theorem (see [22]) that R(v, ǫ) has positive natural density. One can
also show that R(v, ǫ) is syndetic ([12, Theorem 1.21]), meaning that finitely many translations of
R(v, ǫ) cover N (i.e. R(v, ǫ) has "bounded gaps"). As a matter of fact, the sets R(v, ǫ) posses a
stronger property which is called IP∗. A set E ⊆ N is an IP∗ set if it has a non-trivial intersection
with every set of the form
FS((nk)k∈N) = {nk1 + · · ·+ nkm | k1 < · · · < km; m ∈ N},
where (nk)k∈N is an arbitrary increasing sequence of natural numbers.1
One can show with the help of Hindman’s theorem2 that IP∗ sets have the finite intersection prop-
erty, meaning that if E1, ..., Em ⊆ N are IP∗ sets, then
⋂m
j=1Ej is also IP
∗.
When v is linear, R(v, ǫ) has an even stronger property than IP∗, namely that of ∆∗. A set
E ⊆ N is called a ∆∗ set if for any increasing sequence (nk)k∈N, there exist i < j for which
nj − ni ∈ E.
It is not hard to show that every ∆∗ set is IP∗. Moreover, the family of ∆∗ sets strictly contains
the family of IP∗ sets. For example, the set
N \ {2j − 2i | i, j ∈ N, i < j}
is ∆∗ but not IP∗ (See [5, pp. 165]).
One can show, with the help of Ramsey’s Theorem, that ∆∗ sets have the finite intersection property
(see [12, pp.179]). This implies, in particular, that for any α1, ..., αm ∈ R and any ǫ > 0, the set⋂m
j=1{n ∈ N | ‖nαj‖ < ǫ} is ∆∗.
Unfortunately, for polynomials of degree two, the sets R(v, ǫ) are no longer ∆∗ (see, for example,
[12, pp.177-178]). One is tempted to conjecture that the ∆∗2 sets, namely sets intersecting any set
of the form
{(nk4 − nk3)− (nk2 − nk1) | k4 > k3 > k2 > k1}, (2)
could be useful in dealing with polynomials of degree two and the corresponding sets R(v, ǫ).
However, one can show, by using a natural modification of the construction in [12], that there exists
ǫ > 0 such that for any irrational α, the set {n ∈ N | ‖n2α‖ < ǫ‖} is not a ∆∗2 set.
1Sets of the form FS((nk)k∈N) (or, sometimes, supersets of such sets) are called IP sets. IP
∗ sets form a dual
family in the sense of [12, Chapter 9 ].
2Hindman’s theorem states that if E ⊆ N is an IP set and C1, ..., Cr ⊆ N are such that E =
⋃r
j=1 Cj , then there
exists s ∈ {1, ..., r} such that Cs is an IP set (see [14]).
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To see this, fix an irrational number α and let (nk)k∈N be an increasing sequence in N such that
lim
k→∞
‖nkα‖ = 0 and lim
k→∞
‖n2kα−
1
3
‖ = 0.3 (3)
By passing, if needed, to a subsequence, we can also assume that for any j, k ∈ N with j < k,
‖njnkα‖ < 1
k
. (4)
So, for any large enough and distinct j, k ∈ N, we have ‖njnkα‖ < ǫ
16
and ‖n2kα − 13‖ <
ǫ
16
. It
follows by a simple calculation that for large enough k4 > k3 > k2 > k1,
‖[(nk4 − nk3)− (nk2 − nk1)]2α−
4
3
‖ < ǫ,
which implies that the set R(n2α, 16 ) is not ∆∗2.
It comes as a pleasant surprise that ∆∗2 sets work well with the sets R(n3α, ǫ).
Proposition 1.1. For any real number α and any ǫ > 0, the set
R(n3α, ǫ) = {n ∈ N | ‖n3α‖ < ǫ}
is ∆∗2.
It turns out that Proposition 1.1 generalizes nicely to odd real polynomials, namely polynomials
of the form
v(x) =
ℓ∑
j=1
ajx
2j−1. (5)
(Note that a real polynomial v satisfies v(−x) = −v(x) if and only if v is of the form (5)).
Before formulating a generalization of Proposition 1.1 to odd polynomials of arbitrary degree, we
have to introduce the family of ∆∗ℓ sets, ℓ ∈ N.
Define the function ∂ :
⋃
ℓ∈N Z
2ℓ → Z recursively by the formulas:
1. ∂(m1,m2) = m2 −m1.
2. ∂(m1, ...,m2ℓ) = ∂(m2ℓ−1+1, ...,m2ℓ)− ∂(m1, ...,m2ℓ−1), ℓ > 1.
Given ℓ ∈ N, we will say that a set E ⊆ N is ∆∗ℓ if for any increasing sequence (nk)k∈N in N, there
exist
k1 < k2 < k3 < · · · < k2ℓ
for which
∂(nk1 , ..., nk2ℓ ) ∈ E.4
3The existence of such a sequence (nk)k∈N follows from [13, Theorem 1.011]. One can also use, for example, the
two-dimensional version of Weyl’s equidistribution theorem [22]. Finally, one could also invoke the fact that the
transformation T : T2 → T2 defined by T (x, y) = (x+ α, y + 2x+ α) is minimal. See for example [12, Lemma 1.25].
4For example, a set E ⊆ N is ∆∗3 if for any increasing sequence (nk)k∈N in N, there exist k1 < · · · < k8 for which
[(nk8 − nk7)− (nk6 − nk5)]− [(nk4 − nk3)− (nk2 − nk1)] ∈ E.
3
One can show that for each ℓ ∈ N, ∆∗ℓ sets have the finite intersection property (See Section 2 for
more information on ∆∗ℓ sets).
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We are now in position to state a generalization of Proposition 1.1.
Theorem 1.2. For any odd real polynomial v(x) =
∑ℓ
j=1 ajx
2j−1 and any ǫ > 0, the set
R(v, ǫ) = {n ∈ N | ‖v(n)‖ < ǫ}
is ∆∗ℓ .
Remark 1.3. One can show that for ℓ > 1, the families IP∗ and ∆∗ℓ are, so to say, in general position.
Namely, IP∗ 6⊆ ∆∗ℓ (see Lemma 8.2) and ∆∗ℓ 6⊆ IP∗ (see Theorem 8.11).
The following theorem shows that odd real polynomials are, roughly, the only polynomials for
which the sets R(v, ǫ) are always ∆∗ℓ :
Theorem 1.4. Let ℓ ∈ N and let v(x) be a real polynomial. The set R(v, ǫ) is ∆∗ℓ for any ǫ > 0
if and only if there exists a polynomial w ∈ Q[x] with w(0) ∈ Z and such that v − w is an odd
polynomial of degree at most 2ℓ− 1.
There are two basic approaches to the proof of Theorem 1.2. The first approach is based on the
inductive utilization of (the finite) Ramsey Theorem. The second approach uses a special family of
ultrafilters in βN which is of interest in its own right and has not been utilized before in a similar
context. Each of these approaches has its own pros and cons.
The first approach allows to formulate and prove a finitistic version of Theorem 1.2 (this is a pro),
but the proof gets quite cumbersome (this is a con). This approach is carried out in Subsection 3.2.
The second approach, which is implemented in Subsection 3.1, has the advantage of being shorter
and much easier to follow. The disadvantage of this approach seems to be mostly lying with the
fact that some readers may not be familiar with ultrafilters. We remedy this by giving detailed
definitions and some of the necessary background in Section 2.
It is worth mentioning that we will also utilize the ultrafilter technique in the proofs of Theorem 1.4
(see Section 5) and of a converse to Theorem 1.2 (see Section 4).
In Section 6, we deal with applications to unitary actions. In particular, we establish the
following result.
Theorem 1.5. Let U : H → H be a unitary operator and let v(x) = ∑ℓj=1 ajx2j−1 be a non-zero
odd polynomial with v(Z) ⊆ Z. The following are equivalent:
(i) U has discrete spectrum (i.e. H is spanned by eigenvectors of U).
(ii) For any f ∈ H and any ǫ > 0, the set
{n ∈ N | ‖Uv(n)f − f‖H < ǫ}
is ∆∗ℓ .
Theorem 1.5 has the following ergodic-theoretical corollary.
5Note that the notion of ∆∗1 is the same as the notion of ∆
∗ defined above.
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Corollary 1.6. Let (X,A, µ) be a probability space6 and let T : X → X be an ergodic invertible
probability measure preserving transformation. The following are equivalent:
(i) (X,A, µ, T ) is isomorphic to a translation on a compact abelian group.
(ii) For any odd polynomial v(x) =
∑ℓ
j=1 ajx
2j−1 with v(Z) ⊆ Z, any A ∈ A and any ǫ > 0, the
set
{n ∈ N |µ(A ∩ T−v(n)A) > µ(A)− ǫ}
is ∆∗ℓ .
(iii) There exists a non-zero odd polynomial v(x) =
∑ℓ
j=1 ajx
2j−1 with v(Z) ⊆ Z such that for any
A ∈ A and any ǫ > 0, the set
{n ∈ N |µ(A ∩ T−v(n)A) > µ(A)− ǫ}
is ∆∗ℓ .
Another application of Theorem 1.5 to measure preserving systems requires the introduction of
the notion of an almost ∆∗ℓ set, denoted by A-∆
∗
ℓ . Given ℓ ∈ N, a set D ⊆ N is A-∆∗ℓ if there exists
a set E ⊆ N with d∗(E) = 0,7 such that D ∪E is ∆∗ℓ .
Theorem 1.7. Let (X,A, µ, T ) be an invertible probability measure preserving system and let v(x) =∑ℓ
j=1 ajx
2j−1 be an odd polynomial with v(Z) ⊆ Z. For any A ∈ A and any ǫ > 0, the set
RA(v, ǫ) = {n ∈ N |µ(A ∩ T−v(n)A) > µ2(A)− ǫ} (6)
is A-∆∗ℓ .
Remark 1.8. It was shown in [6] that the "sets of large returns" RA(v, ǫ) have the IP∗ property for
any polynomial v with v(Z) ⊆ Z and satisfying v(0) = 0. It will be shown in Section 8 that for each
ℓ ∈ N, there exists an IP∗ set which is not A-∆∗ℓ . So, Theorem 1.7 provides new information about
sets of large returns when v is an odd polynomial.
We remark that the quantity µ2(A) in (6) is optimal (consider any strongly mixing system8).
The following corollary of Theorem 1.7 is a result in additive combinatorics which might be seen as
a variant of the Furstenberg-Sárközy theorem (see [19] and [12, Theorem 3.16]).
Corollary 1.9. Let E ⊆ N be such that d∗(E) > 0 and let v(x) = ∑ℓj=1 ajx2j−1 be an odd
polynomial with v(Z) ⊆ Z. Then the set
{n ∈ N | v(n) ∈ E − E}
is A-∆∗ℓ .
6Throughout this paper we will assume that the probability spaces we deal with are standard, that is, isomorphic
mod 0 to a disjoint union of an interval equipped with the Lebesgue measure and a countable number of atoms.
7The upper Banach density of a set E ⊆ N, d∗(E), is defined by
d
∗(E) = lim sup
N−M→∞
|E ∩ {M + 1, ..., N}|
N −M
,
where, for a finite F ⊆ N, |F | denotes the cardinality of F .
8A probability measure preserving system (X,A, µ, T ) is strongly mixing if for any A,B ∈ A,
lim
n→∞
µ(A ∩ T−nB) = µ(A)µ(B).
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We also have a new characterization of weakly mixing systems9:
Corollary 1.10. Let v(x) =
∑ℓ
j=1 ajx
2j−1 be a non-zero odd polynomial with v(Z) ⊆ Z. An
invertible probability measure preserving system (X,A, µ, T ) is weakly mixing if and only if for any
A,B ∈ A and any ǫ > 0, the set
RA,B(v, ǫ) = {n ∈ N | |µ(A ∩ T−v(n)B)− µ(A)µ(B)| < ǫ}
is A-∆∗ℓ .
In Section 7, we provide an example of a weakly mixing system (X,A, µ, T ) which shows that
in the statement of Corollary 1.10, A-∆∗ℓ can not be replaced by ∆
∗
ℓ .
We conclude the introduction with formulating a recent result [10] which demonstrates yet
another connection between ∆∗ℓ sets and ergodic theory.
Theorem 1.11 (Cf. [17]). Let (X,A, µ, T ) be an invertible probability measure preserving system.
The following are equivalent:
(i) (X,A, µ, T ) is strongly mixing.
(ii) There exists an ℓ ∈ N such that for any A ∈ A and any ǫ > 0, the set
RA(v, ǫ) = {n ∈ N | |µ(A ∩ T−nA)− µ2(A)| < ǫ}
is ∆∗ℓ .
(iii) For any ℓ ∈ N, any A0, ..., Aℓ+1 ∈ A and any ǫ > 0, the set
{n ∈ N | |µ(A0 ∩ T−nA1 · · · ∩ T−(ℓ+1)nAℓ+1)−
ℓ+1∏
j=0
µ(Aj)| < ǫ}
is ∆∗ℓ .
The structure of the paper is as follows. In Section 2, we provide the necessary background on
ultrafilters and establish the connection between ultrafilters and ∆∗ℓ sets. In Section 3, we prove
Theorem 1.2 as well as its finitistic version. In Section 4, we prove a converse to Theorem 1.2.
In Section 5, we prove Theorem 1.4. In Section 6, we focus on applications to unitary actions. In
Section 7, we provide an example of a weakly mixing system which demonstrates that Corollary 1.10
can not be improved. In Section 8, we discuss the relations between the various families of subsets
of N that we deal with throughout this paper.
9A probability measure preserving system (X,A, µ, T ) is weakly mixing if for any A,B ∈ A,
lim
N→∞
1
N
N∑
j=1
|µ(A ∩ T−nB)− µ(A)µ(B)| = 0.
2. βN and ∆∗
ℓ
sets
In this section we provide some background on the space of ultrafilters βN and connect the
notion of ∆∗ℓ with a natural family in βN.
Let p be a family of subsets of N. We say that p is a filter if it has the following properties:
(i) ∅ 6∈ p and N ∈ p.
(ii) If A,B ∈ p, then A ∩B ∈ p.
(iii) If A ∈ p and A ⊆ B, then B ∈ p.
If, in addition, p satisfies
(iv) for any r ∈ N and any C1, ..., Cr ⊆ N such that
r⋃
s=1
Cs ∈ p,
we have that for some t ∈ {1, ..., r}, Ct ∈ p,
then we say that p is an ultrafilter. In other words, an ultrafilter is a maximal filter. The set of
all ultrafilters on N is denoted by βN.
One can introduce a natural topology on βN: given A ⊆ N, let
A = {p ∈ βN |A ∈ p}.
The family {A |A ⊆ N} forms a basis for the open sets (and a basis for the closed sets) for this
topology. With this topology, βN becomes a compact Hausdorff space. Identifying n ∈ N with
the principal ultrafilter n = {A ⊆ N |n ∈ A} allows us to interpret βN as a representation of
the Stone-Čech compactification of N. We remark in passing that the cardinality of βN is that of
P(P(N)) (and so, βN is a non-metrizable topological space).
An alternative way of looking at βN is to identify each ultrafilter p ∈ βN with a finitely additive,
{0, 1}-valued probability measure µp on the power set P(N). The measure µp is naturally defined
by the condition µp(A) = 1 if and only if A ∈ p. In this way, we can say that A ⊆ N is p-large
whenever µp(A) = 1 (or equivalently, if A ∈ p).
One can naturally extend the operation + from N to an associative binary operation + : βN×βN→
βN by defining p+ q to be the unique ultrafilter such that A ∈ p+ q if and only if
{n ∈ N | − n+A ∈ q} ∈ p (7)
(the set −n+A is defined by m ∈ (−n+A) if and only if n+m ∈ A).
With the operation +, βN becomes a compact right topological semigroup (meaning that the func-
tion ρp : βN→ βN, defined by ρp(q) = q + p is continuous).
In a similar way, one can define (βZ,+) (This kind of construction actually works for any discrete
semigroup. For more on the Stone-Čech compactification of a discrete semigroup see [15]). Note
that (βN,+) is a closed sub-semigroup of (βZ,+).
For each non-principal ulltrafilter p ∈ βN, the family of subsets of N
{A ⊆ N | {n ∈ N |n+A ∈ p} ∈ p} (8)
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is again a non-principal ultrafilter, which we denote by −p + p. Note that the notation −p + p
for the ultrafilter defined by (8) has to be taken with a grain of caution. To justify the notation,
−p+p, observe that given a non-principal ultrafilter p ∈ βN, one can naturally define the ultrafilter
−p ∈ Z∗ = βZ \ Z by the rule −A ∈ p if and only if A ∈ −p. Now, it is not hard to check that
N∗ = βN \ N is a left ideal of the semigroup (βZ,+), and so, if p ∈ N∗, then −p+ p ∈ N∗.
Let X be a topological space and let p ∈ βN be a non-principal ultrafilter. Given a sequence
(xk)k∈N, we will write
p-lim
n∈N
xn = x
if for any neighborhood U of x
{n ∈ N |xn ∈ U} ∈ p.
It is easy to see that p-limn∈N xn exists and is unique in any compact Hausdorff space.
The proof of the following useful lemma is similar to the proof of Theorem 3.8 in [3].
Lemma 2.1. Let X be a compact Hausdorff space, let p ∈ βN be a non-principal ultrafilter and let
(xk)k∈N be a sequence in X. Then
(−p+ p)-lim
n∈N
xn = p-lim
m∈N
p-lim
n∈N
xn−m. (9)
Proof. For a non-empty open set U ⊆ X, let
AU = {n ∈ N |xn ∈ U}.
For any m ∈ N, let
BU (m) = {n ∈ N |n > m and xn−m ∈ U}.
Note that for each m ∈ N,
BU (m) = (m+AU ).
So, by (8), AU ∈ −p+ p if and only if {m ∈ N |BU (m) ∈ p} ∈ p. Hence,
(−p+ p)-lim
n∈N
xn = p-lim
m∈N
p-lim
n∈N
xn−m.
In what follows we will need an extension of Lemma 2.1 for "iterated differences" of ultrafilters
which are defined for any ℓ ∈ N and any non-principal ultrafilter p ∈ βN by
pℓ = −pℓ−1 + pℓ−1,
where, by convention, p0 = p.10 Before formulating this extension, let us recall the recursive
definition of the map ∂ :
⋃
ℓ∈N Z
2ℓ → Z which was introduced in the Introduction:
1. For (n1, n2) ∈ Z2, ∂(n1, n2) = n2 − n1.
2. For each ℓ > 1 and any (n1, ..., n2ℓ) ∈ Z2ℓ ,
∂(n1, ..., n2ℓ) = ∂(n2ℓ−1+1, ..., n2ℓ)− ∂(n1, ..., n2ℓ−1).
10Note that for any ℓ ∈ N and any t ≤ ℓ, pℓ = (pℓ−t)t.
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For instance ∂(1, 2) = 2− 1 = 1, ∂(5, 3) = 3− 5 = −2 and ∂(1, 2, 5, 3) = ∂(5, 3) − ∂(1, 2) = −3.
By induction on ℓ ≥ 2, one can show that for any n1, ..., n2ℓ ∈ Z,
∂(n1, ..., n2ℓ) = ∂(∂(n1, n2), ..., ∂(n2ℓ−1, n2ℓ)). (10)
To verify (10), one just needs to note that for any ℓ ≥ 3,
∂(∂(n1, n2), ..., ∂(n2ℓ−1, n2ℓ))
= ∂(∂(n2ℓ−1+1, n2ℓ−1+2), ..., ∂(n2ℓ−1, n2ℓ))− ∂(∂(n1, n2), ..., ∂(n2ℓ−1−1, n2ℓ−1)).
We are in position now to formulate the desired extension of Lemma 2.1, the proof of which can be
done by routine induction with the help of (10) and is omitted.
Lemma 2.2. Let X be a compact Hausdorff space, let p ∈ βN be a non-principal ultrafilter and let
(xk)k∈N be a sequence in X. Then for each ℓ ∈ N,
pℓ-lim
m∈N
xm = pℓ−1-lim
m1∈N
pℓ−1-lim
m2∈N
x∂(m1,m2)
= pℓ−2-lim
m1∈N
pℓ−2-lim
m2∈N
pℓ−2-lim
m3∈N
pℓ−2-lim
m4∈N
x∂(∂(m1,m2),∂(m3,m4))
= pℓ−2-lim
m1∈N
pℓ−2-lim
m2∈N
pℓ−2-lim
m3∈N
pℓ−2-lim
m4∈N
x∂(m1,m2,m3,m4)
= · · · = p-lim
m1∈N
· · · p-lim
m
2ℓ
∈N
x∂(m1,...,m2ℓ),
Now we turn our attention to ∆ℓ sets, ℓ ∈ N. When ℓ = 1, E ⊆ N is a ∆1 set (or ∆ set for
simplicity) if there exists an increasing sequence (nk)k∈N in N with the property that
{nj − ni | i < j} ⊆ E.
The following result, which establishes the connection between ultrafilters of the form −p + p and
∆ sets, is a version of Lemma 3.12 in [8].
Proposition 2.3. Let A ⊆ N. There exists a non-principal ultrafilter p ∈ βN such that A ∈ −p+ p
if and only if there exists an increasing sequence (nk)k∈N in N such that
{nj − ni | i < j} ⊆ A.
Given ℓ ∈ N, a set E ⊆ N is a ∆ℓ set if it contains the ℓ-th differences set generated by
an increasing sequence (nk)k∈N in N. Given a sequence (nk)k∈N in Z, the ℓ-th differences set
generated by (nk)k∈N is the set defined by
Dℓ((nk)k∈N) = {∂(nj1 , ..., nj2ℓ ) | j1 < · · · < j2ℓ}. (11)
(Note that the class of all ∆1 sets is exactly the class of all ∆ sets.)
The following theorem forms a natural extension of Proposition 2.3 to ∆ℓ sets.
Theorem 2.4. Let d ∈ N and let A0, ..., Ad ⊆ N. The following are equivalent:
(i) There exists a non-principal ultrafilter p ∈ βN such that for each ℓ ∈ {0, ..., d}, Aℓ ∈ pℓ.
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(ii) There is an increasing sequence (nk)k∈N in N such that for each ℓ ∈ {0, ..., d},
Dℓ((nk)k∈N) ⊆ Aℓ,
where by convention D0((nk)k∈N) = {nk | k ∈ N}.
(iii) There exist infinite sets I0, ..., Id ⊆ N such that for each ℓ ∈ {0, ..., d}, Iℓ ⊆ Aℓ and if ℓ < d,
we have that for all n ∈ Iℓ, the cardinality of
Iℓ \ (n+ Iℓ+1)
is finite11.
Proof. (i) =⇒ (ii): We will consider the compact Hausdorff space X = {0, 1}N∪{0} with the contin-
uous map σ : X → X given by
(σ(x))(n) = x(n+ 1).
Note that for each ℓ ∈ {0, ..., d} there exists xℓ ∈ X such that
pℓ-lim
n∈N
σn1Aℓ = xℓ.
So, since for any n ∈ Aℓ,
σn1Aℓ(0) = 1Aℓ(n) = 1
and Aℓ ∈ pℓ, we have that xℓ(0) = 1.
Now observe that by Lemma 2.2 we have
p-lim
n1∈N
· · · p-lim
n
2ℓ
∈N
σ∂(n1,...,n2ℓ)1Aℓ = xℓ,
which implies that for any ℓ ∈ {0, ..., d} there exists a Bℓ1 ∈ p such that for any r ∈ {2, ..., 2ℓ},
there exists a set Bℓr(n1, ..., nr−1) ∈ p defined recursively for n1 ∈ Bℓ1, n2 ∈ Bℓ2(n1),..., nr−1 ∈
Bℓr−1(n1, ..., nr−2) with the property that if n1 ∈ Bℓ1 and for each r ∈ {2, ..., 2ℓ}, nr ∈ Bℓr(n1, ..., nr−1),
then
σ∂(n1,...,n2ℓ)1Aℓ(0) = xℓ(0) = 1.
So, ∂(n1, ..., n2ℓ) ∈ Aℓ.
With the definition of Bℓr(n1, ..., nr−1) in mind and adhering to the convention that
⋂
j∈∅ Fj = N,
we can pick the sequence (nk)k∈N inductively as follows:
First, pick
n1 ∈
d⋂
ℓ=0
Bℓ1 ∈ p. (12)
For t ≤ 2d − 1, pick
nt+1 ∈
d⋂
ℓ=0

Bℓ1 ∩ ⋂
s∈{1,...,min{2ℓ,t}}\{2ℓ}
⋂
1≤j1<···<js≤t
Bℓs+1(nj1 , ..., njs)

 ∈ p. (13)
11Note that for d = 1, (iii) provides an alternative definition of a ∆ set avoiding the use of the "-" operation. This
"additive" definition of a ∆ set can be extended to any semigroup (See [7]).
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Finally, for t ≥ 2d, pick
nt+1 ∈
d⋂
ℓ=0

Bℓ1 ∩ ⋂
s∈{1,...,2ℓ}\{2ℓ}
⋂
1≤j1<···<js≤t
Bℓs+1(nj1 , ..., njs)

 ∈ p. (14)
Since the sets in (12), (13) and (14) are members of p and p is a non-principal ultrafilter, we can
assume without loss of generality, that for each k ∈ N, nk+1 > nk; which completes the proof of
(i) =⇒ (ii).
(ii) =⇒ (iii): Let (nk)k∈N be an increasing sequence of natural numbers such that for each
ℓ ∈ {0, ..., d},
Dℓ((nk)k∈N) ⊆ Aℓ.
For each ℓ ∈ {0, ..., d}, let
Iℓ = Dℓ((nk)k∈N). (15)
Let ℓ ∈ {0, ..., d − 1}. It follows from (15) that
Iℓ+1 = {∂(nj2ℓ+1 , ..., nj2ℓ+1 )− ∂(nj1 , ..., nj2ℓ ) | j1 < · · · < j2ℓ+1},
so, for any n ∈ Iℓ,
Iℓ \ (n+ Iℓ+1)
is a finite set. In particular, if Iℓ is infinite, Iℓ+1 is infinite as well. So, since (nk)k∈N is increasing,
we have that for each ℓ ∈ {0, ..., d}, Iℓ is infinite. Hence (ii) =⇒ (iii) follows from the observation
that, by (15), for each ℓ ∈ {0, ..., d},
Iℓ = Dℓ((nk)k∈N) ⊆ Aℓ.
(iii) =⇒ (i): First note that since Iℓ ⊆ Aℓ for any ℓ ∈ {0, ..., d}, it suffices to show that there exists
a non-principal p ∈ βN with the property that for each ℓ ∈ {0, ..., d}, Iℓ ∈ pℓ.
There exists a non-principal ultrafilter p ∈ βN such that
I0 ∈ p0.
We claim that for any ℓ ∈ {1, ..., d}, Iℓ ∈ pℓ. To see this, assume that Iℓ−1 ∈ pℓ−1. Then, by (iii),
we have that
{n ∈ N |n+ Iℓ ∈ pℓ−1} ∈ pℓ−1.
So, by the definition of pℓ, Iℓ ∈ pℓ. We are done.
Recall that, given ℓ ∈ N, a set E ⊆ N is a ∆∗ℓ set if for any increasing sequence (nk)k∈N, there
exists j1 < · · · < j2ℓ for which ∂(nj1 , ..., nj2ℓ ) ∈ E. As a corollary to Theorem 2.4, we obtain the
following characterization of ∆∗ℓ sets.
Proposition 2.5. Given ℓ ∈ N, a set E ⊆ N is a ∆∗ℓ set if and only if E has a non-trivial
intersection with any ∆ℓ set.
Proof. If E is a ∆∗ℓ set, it is clear that it has a non-trivial intersection with every ∆ℓ set.
Now suppose that E has a non-trivial intersection with any ∆ℓ set. Let (nk)k∈N be an increasing
sequence in N and let p ∈ βN be a non-principal ultrafilter with {nk | k ∈ N} ∈ p. Since N ∈ pℓ,
Theorem 2.4 implies that there exists a subsequence (nkj)j∈N of (nk)k∈N for which
Dℓ((nkj)j∈N) ⊆ N.
But Dℓ((nkj )j∈N) is itself a ∆ℓ set. Thus, since E ∩Dℓ((nkj )j∈N) 6= ∅, there exist j1 < · · · < j2ℓ for
which ∂(nj1 , ..., nj2ℓ ) ∈ E, completing the proof.
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We record for the future use two immediate corollaries of Theorem 2.4 and Proposition 2.5:
Corollary 2.6. Let E ⊆ N and let ℓ ∈ N. E is a ∆∗ℓ set if and only if E ∈ pℓ for any non-principal
ultrafilter p ∈ βN.
Corollary 2.7. For any N ∈ N and any ∆∗ℓ sets E1, ..., EN , the set E1 ∩ · · · ∩ EN is also ∆∗ℓ .
We conclude this section by noting that if D is a ∆∗ℓ set, then it is syndetic (i.e. there exist
n1, ..., nN ∈ N such that N ⊆
⋃N
j=1D − nj).
Lemma 2.8. For any ℓ ∈ N, any ∆∗ℓ set is syndetic.
Proof. Let ℓ ∈ N. We will show that if D ⊆ N is not syndetic, then it is not ∆∗ℓ . If D is not
syndetic, then there exist increasing sequences of natural numbers (Lk)k∈N and (Rk)k∈N such that
(1) for each k ∈ N, Lk < Rk < Lk+1; (2) limk→∞Rk − Lk = ∞ and (3) D ∩
⋃
k∈N[Lk, Rk] = ∅.
Without loss of generality we can assume that for any k ∈ N
k∑
s=1
Rs + Lk+1 < Rk+1.
So, for any k ≥ 2ℓ − 1 and any 1 ≤ j1 < · · · < j2ℓ−1 ≤ k,
Lk+1 < Rk+1 −
k∑
s=1
Rs < ∂(Rj1 , ..., Rj2ℓ−1 , Rk+1)
< Rk+1 −Rj2ℓ−1 +
j
2ℓ−1
−1∑
s=1
Rs < Rk+1 − Lj2ℓ−1 < Rk+1.
This shows that
Dℓ((Rk)k∈N) ⊆
⋃
k∈N
[Lk, Rk].
Hence, D is not a ∆∗ℓ set.
3. ∆∗
ℓ
sets and diophantine inequalities
As was mentioned in the introduction, we have two approaches to proving Theorem 1.2: an
ultrafilter approach which is, so to say, soft and clean, and an elementary approach which is based
on Ramsey’s theorem and which, while being more cumbersome, allows to obtain somewhat stronger
finitistic results. The first approach is implemented in Subsection 3.1, the second — in Subsection.
3.2.
3.1. The ultrafilter approach
In order to establish the ∆∗ℓ property of the set
R(v, ǫ) = {n ∈ N | ‖v(n)‖ < ǫ}
we will find it convenient to work with the torus T = R/Z (which is identified with the unit interval
[0, 1] with the endpoints glued up). In what follows we will tacitly assume that v(n) is "reduced" mod
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1 and while considering limits of the form p-limn∈N v(n), will think of the sequence (v(n))n∈N ⊆ T
as corresponding to the sequence v(n) mod 1 ∈ [0, 1). In particular
p-lim
n∈N
v(n) = α if and only if p-lim
n∈N
‖v(n)− α‖ = 0,
where ‖ · ‖ denotes the distance to the closest integer.
We start with proving Proposition 1.1 from the introduction (which in this section becomes
Proposition 3.1). While this result forms a special case of Theorem 1.2 (=Theorem 3.2 below), we
believe that its short proof will help the reader to better understand the underlying ideas.
Proposition 3.1. For any real number α and any ǫ > 0, the set
R(n3α, ǫ) = {n ∈ N | ‖n3α‖ < ǫ}
is ∆∗2.
Proof. By Corollary 2.6, it suffices to show that for any non-principal ultrafilter p ∈ βN,
p2-lim
n∈N
n3α = (−p1 + p1)-lim
n∈N
n3α = 0.
As a preliminary result, we will show that for any γ ∈ T and any non-principal p ∈ βN,
(−p+ p)-lim
n∈N
nγ = 0.
Indeed, let p-limn∈N nγ = c and (−p+ p)-limn∈N nγ = β. Then
β = p-lim
m∈N
p-lim
n∈N
(n−m)γ = p-lim
m∈N
(c−mγ) = c− c = 0.
Now, let p1 = −p+ p, let p1-limn∈N n3α = β and let p1-limn∈N n2α = γ. We have
p2-lim
n∈N
n3α = (−p1 + p1)-lim
n∈N
n3α = p1-lim
m∈N
p1-lim
n∈N
(n−m)3α
= p1-lim
m∈N
p1-lim
n∈N
(n3α− 3mn2α+ 3m2nα−m3α)
= p1-lim
m∈N
(β − 3mγ + 0−m3α) = β − 0 + 0− β = 0.
We proceed now to the proof of the general case.
Theorem 3.2. For any odd real polynomial v(x) =
∑ℓ
j=1 ajx
2j−1 and any non-principal ultrafilter
p ∈ βN,
pℓ-lim
n∈N
v(n) = 0.
Equivalently, for any ǫ > 0, the set
R(v, ǫ) = {n ∈ N | ‖v(n)‖ < ǫ}
is ∆∗ℓ .
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Proof. We first note that it is sufficient to prove Theorem 3.2 for odd polynomials of the special
form v = n2ℓ−1α, where α ∈ R. Indeed, the general case follows, via the identity
pℓ-lim
n∈N
ℓ∑
j=ad
ajn
2j−1 =
ℓ∑
j=1
pℓ-lim
n∈N
ajn
2j−1,
from the fact that for any non-principal ultrafilter p, pℓ = (pℓ−t)t for any t ≤ ℓ.
Let p be a non-principal ultrafilter and let α be a real number. We proceed by induction on ℓ ∈ N.
If ℓ = 1, then we have that
p1-lim
n∈N
nα = p-lim
m∈N
p-lim
n∈N
(n−m)α = p-lim
n∈N
nα− p-lim
m∈N
mα = 0.
Now let ℓ > 1 and suppose that Theorem 3.2 holds for t < ℓ. Let γ ∈ T be such that
p-lim
n∈N
n2ℓ−1α = γ.
Then
pℓ-lim
n∈N
n2ℓ−1α = pℓ−1-lim
m∈N
pℓ−1-lim
n∈N
(n−m)2ℓ−1α =
pℓ−1-lim
m∈N
pℓ−1-lim
n∈N

n2ℓ−1α−m2ℓ−1α+ vm(n)α+ ℓ−1∑
j=1
m2j−1wj(n)α

 , (16)
where for each m ∈ N,
vm(n) =
ℓ−1∑
j=1
(2ℓ− 1)!
(2j)!(2(ℓ − j) − 1)!m
2jn2(ℓ−j)−1
and for each j ∈ {1, ..., ℓ − 1},
wj(n) =
(2ℓ− 1)!
(2j − 1)!(2(ℓ − j))!n
2(ℓ−j).
Since vm is an odd polynomial for each m ∈ N, the inductive hypothesis implies that
pℓ−1-lim
m∈N
pℓ−1-lim
n∈N
vm(n)α = 0.
It also follows from the inductive hypothesis that for each j ∈ {1, ..., ℓ − 1},
pℓ−1-lim
m∈N
(
m2j−1
(
pℓ−1-lim
n∈N
wj(n)α
))
= 0.
Thus, the right-hand side of (16) equals
γ − γ + 0 + 0 = 0,
completing the proof.
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3.2. The finitistic aproach
The finitistic approach to the proof of Theorem 1.2 requires the use of the following version of
Ramsey’s Theorem. For any k ∈ N and any set S, we denote by S(k) the set of all k-element subsets
of S.
Theorem 3.3 (Ramsey’s Theorem). Let ℓ,M ∈ N and r ≥ 2ℓ. There exists a natural number
R = R(ℓ,M, r), with the following property:
For any M -partition
{1, ..., R}(2ℓ) =
M⋃
t=1
Ct,
one of the Ct’s contains D(2
ℓ) for some set D with |D| ≥ r.
Remark 3.4. Note that, in the above theorem, {1, ..., R}(2ℓ) can be replaced (when convenient) by
the set {n1, ...., nR}(2ℓ), where (nj)Rj=1 is an R-element increasing sequence in N.
Let ℓ ∈ N and r ≥ 2ℓ. A set E ⊆ N is called a ∆ℓ,r set if there exists an r-element sequence
(nk)
r
k=1 in Z such that
Dℓ((nk)
r
k=1) = {∂(nj1 , ..., nj2ℓ ) | 1 ≤ j1 < · · · < j2ℓ ≤ r}
is a subset of E. If, in addition, E contains a ∆ℓ,r set for each r ≥ 2ℓ, then we say that E is a ∆ℓ,0
set.
A set E ⊆ N is a ∆∗ℓ,r set if it has a non-trivial intersection with any ∆ℓ,r set. Similarly, E ⊆ N is
a ∆∗ℓ,0 set if it has a non-empty intersection with any ∆ℓ,0 set.
We summarize in the following proposition the relations between the families of sets which were
just introduced above. These relations follow directly from Theorem 3.3; we omit the proofs.
Proposition 3.5. Let ℓ, ℓ1, ℓ2 ∈ N, let r ≥ 2ℓ, let r1 ≥ 2ℓ1 and let N ∈ N. The following statements
hold:
(i) If ℓ1 ≤ ℓ2 and 2ℓ2−ℓ1r1 ≤ R, then, any ∆∗ℓ1,r1 set is a ∆∗ℓ2,R set.
(ii) A set E ⊆ N is a ∆∗ℓ,0 set if and only if there exists R ≥ 2ℓ for which E is a ∆∗ℓ,R set.
(iii) There exists R ≥ r such that for any ∆∗ℓ,r sets E1, ..., EN ⊆ N, the set E1 ∩ · · · ∩ EN is ∆∗ℓ,R.
In particular, ∆∗ℓ,0 sets have the finite intersection property.
Remark 3.6. The finite intersection property of ∆∗ℓ,0 (item (iii) in Proposition 3.5) also follows from
a general set-theoretical fact which states that if Φ is a partition regular family of non-empty subsets
of N12, then
Φ∗ = {A ⊆ N | ∀B ∈ Φ, A ∩B 6= ∅}
has the finite intersection property.
12A family Φ of non-empty subsets of N is called partition regular if for any N ∈ N and any sets C1, ..., CN with⋃N
j=1 Cj ∈ Φ, one has that some Cj belongs to Φ.
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To visualize the relations between the various classes of sets which were introduced above, let
us denote by ∆∗ℓ , ∆
∗
ℓ,0 and ∆
∗
ℓ,r the families of sets with the corresponding properties. Then for
ℓ1 < ℓ2 and r1 < r2, we have the following diagram of equalities and inclusions:
...
...
...
...
...
= ⊆ ⊆ ( (
∆∗
ℓ2,2ℓ2
⊆ · · · ⊆ ∆∗
ℓ2,2ℓ2r1
⊆ · · · ⊆ ∆∗
ℓ2,2ℓ2r2
⊆ · · · ⊆ ∆∗ℓ2,0 ( ∆∗ℓ2= ⊆ ⊆ ( (
...
...
...
...
...
= ⊆ ⊆ ( (
∆∗
ℓ1,2ℓ1
⊆ · · · ⊆ ∆∗
ℓ1,2ℓ1r1
⊆ · · · ⊆ ∆∗
ℓ1,2ℓ1r2
⊆ · · · ⊆ ∆∗ℓ1,0 ( ∆∗ℓ1= ⊆ ⊆ ( (
...
...
...
...
...
= ⊆ ⊆ ( (
∆∗1,2 ⊆ · · · ⊆ ∆∗1,2r1 ⊆ · · · ⊆ ∆∗1,2r2 ⊆ · · · ⊆ ∆∗1,0 ( ∆∗.
(The strict inclusions appearing in the two right-most columns of the above diagram follow from
Theorem 5.1 and Lemma 8.7 below.)
Before embarking on the proof of the finitary version of Theorem 1.2, we will illustrate the main
ideas in the special case v(n) = n3α.
Proposition 3.7 (Finitary version of Proposition 1.1). For any ǫ > 0, there exists r ∈ N such that
for any real α, the set
R(n3α, ǫ) = {n ∈ N | ‖n3α‖ < ǫ}
is ∆∗2,r.
Proof. Let ǫ > 0 and let N ∈ N be such that 7
N
< ǫ. We will show that for any R ∈ N large
enough, any R-element sequence (nj)Rj=1 in Z with Dℓ((nj)
R
j=1) ⊆ N and any α ∈ R, there exist
1 ≤ j1 < · · · < j4 ≤ R such that
‖(∂(nj1 , ..., nj4))3α‖ < ǫ. (17)
Define the sets Q(k1, k2, k3) for k1, k2, k3 ∈ {0, ..., N − 1} by
Q(k1, k2, k3) = {(α1, α2, α3) ∈ T3 |αj ∈
[
kj
N
,
kj + 1
N
)
}
Let R = R(2, N3, 6) be as in the statement of Theorem 3.3. Let (nj)Rj=1 be any R-element sequence
in Z, let α ∈ R and let
D = {((nj2 − nj1)3α, nj3(nj2 − nj1)2α, (nj3 − nj2)2nj1α) ∈ T3 | 1 ≤ j1 < · · · < j4 ≤ R}.
Since
D =
N−1⋃
k1,k2,k3=0
(Q(k1, k2, k3) ∩D) ,
Theorem 3.3 implies that there exists 1 ≤ t1 < · · · < t6 ≤ R and 0 ≤ s1, s2, s3 ≤ N − 1 for which
the set
D′ = {((ntj2 − ntj1 )3α, ntj3 (ntj2 − ntj1 )2α, (ntj3 − ntj2 )2ntj1α) ∈ T3 | 1 ≤ j1 < · · · < j4 ≤ 6}
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is a subset of Q(s1, s2, s3).
Since D′ ⊆ Q(s1, s2, s3), we have
‖((nt4 − nt3)3 − (nt2 − nt1)3)α‖ <
1
N
,
‖3((nt4 − nt3)(nt2 − nt1)2)α‖ <
3
N
and
‖3((nt4 − nt3)2(nt2 − nt1))α‖ <
3
N
;
which proves (17).
We move now to the finitary version of Theorem 1.2.
Theorem 3.8. Let ℓ ∈ N. Then for any ǫ > 0, there exists an r = r(ǫ, ℓ) ≥ 2ℓ such that for any
odd real polynomial v(x) =
∑ℓ
j=1 ajx
2j−1, the set
R(v, ǫ) = {n ∈ N | ‖v(n)‖ < ǫ}
is a ∆∗ℓ,r set.
Proof. By Proposition 3.5, it suffices to show that for any ℓ ∈ N and any ǫ > 0 there exists an
R ∈ N such that for any α ∈ R the set R(n2ℓ−1α, ǫ) is ∆∗ℓ,R.
We proceed by induction on ℓ ∈ N. The case ℓ = 1 follows from the pigeon hole principle. Now let
ℓ ≥ 2 and suppose that the result holds for any t < ℓ. Let ǫ > 0 and let R1 ≥ 2ℓ−1 be a natural
number guaranteeing that for any α1, ..., αℓ−1 ∈ R, and any R1-element sequence (nk)R1k=1 in Z with
Dℓ((nk)
R1
k=1) ⊆ N, the set
{∂(nk1 , ..., nk2ℓ−1 ) | 1 ≤ k1 < · · · < k2ℓ−1 ≤ R1}
has a non-empty intersection with the set R(∑ℓ−1j=1 n2j−1αj , ǫ5).
By Theorem 3.3, there exists R ∈ N such that for any α ∈ R and any R-element sequence (nk)Rk=1 in
Z with Dℓ((nk)Rk=1) ⊆ N, there exist β1, β2 ∈ T and a 2R1-element subsequence (ms)2R1s=1 of (nk)Rk=1
such that for any 1 ≤ s1 < · · · < s2ℓ−1 ≤ R1 and any R1 + 1 ≤ t1 < · · · < t2ℓ−1 ≤ 2R1,
‖(∂(mt1 , ...,mt2ℓ−1 ))2ℓ−1α− (∂(ms1 , ...,ms2ℓ−1 ))2ℓ−1α‖ <
ǫ
5
, (18)
‖
ℓ−1∑
j=1
(2ℓ− 1)!
(2j)!(2(ℓ − j)− 1)! (−∂(ms1 , ...,ms2ℓ−1 ))
2j(∂(mt1 , ...,mt2ℓ−1 ))
2(ℓ−j)−1α
− β1‖ < ǫ
10
, (19)
and
‖
ℓ−1∑
j=1
(2ℓ− 1)!
(2(ℓ− j)− 1)!(2j)! (−∂(ms1 , ...,ms2ℓ−1 ))
2(ℓ−j)−1(∂(mt1 , ...,mt2ℓ−1 ))
2jα
− β2‖ < ǫ
10
. (20)
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By our choice of R1, we have that for any 1 ≤ s1 < · · · < s2ℓ−1 ≤ R1 there exists R1 + 1 ≤ t1 <
· · · < t2ℓ−1 ≤ 2R1, such that
‖
ℓ−1∑
j=1
(2ℓ− 1)!
(2j)!(2(ℓ − j)− 1)! (−∂(ms1 , ...,ms2ℓ−1 ))
2j(∂(mt1 , ...,mt2ℓ−1 ))
2(ℓ−j)−1α‖ < ǫ
5
,
which, together with (19), implies that for any 1 ≤ s1 < · · · < s2ℓ−1 ≤ R1 and any R1 + 1 ≤ t1 <
· · · < t2ℓ−1 ≤ 2R1,
‖
ℓ−1∑
j=1
(2ℓ− 1)!
(2j)!(2(ℓ − j)− 1)! (−∂(ms1 , ...,ms2ℓ−1 ))
2j(∂(mt1 , ...,mt2ℓ−1 ))
2(ℓ−j)−1α‖ < 2ǫ
5
.
Similarly, by (20), we have that for any 1 ≤ s1 < · · · < s2ℓ−1 ≤ R1 and any R1 + 1 ≤ t1 < · · · <
t2ℓ−1 ≤ 2R1,
‖
ℓ−1∑
j=1
(2ℓ− 1)!
(2(ℓ− j)− 1)!(2j)! (−∂(ms1 , ...,ms2ℓ−1 ))
2(ℓ−j)−1(∂(mt1 , ...,mt2ℓ−1 ))
2jα‖ < 2ǫ
5
.
So, by (18), we have that for any 1 ≤ s1 < · · · < s2ℓ−1 ≤ R1 and any R1+1 ≤ t1 < · · · < t2ℓ−1 ≤ 2R1,
‖(∂(mt1 , ...,mt2ℓ−1 )− ∂(ms1 , ...,ms2ℓ−1 ))2ℓ−1α‖ < ǫ;
completing the proof.
As we mentioned in the Introduction, for any real polynomial v, with v(0) ∈ Z, the set R(v, ǫ)
is an IP∗ set (see [12, Theorem 1.21]). As a matter of fact, R(v, ǫ) is actually an IP∗r set. Given
r ∈ N, a set E ⊆ N is called an IPr set if it contains the finite sums set of the form
FS((nk)rk=1) = {nk1 + · · · + nkm | 1 ≤ k1 < · · · < km ≤ r, 1 ≤ m ≤ r},
where (nk)rk=1 is an r-element sequence in N. A set E ⊆ N is an IP∗r set if it has a non-trivial
intersection with any IPr set. It is of interest to juxtapose Theorem 3.8 with the following result.
Theorem 3.9 (see the proof of Theorem 7.7 in [4]). Let N ∈ N. Then for any ǫ > 0 there exists
r = r(N, ǫ) ∈ N such that for any real polynomial v(x) =∑Nj=1 ajxj the set R(v, ǫ) is an IP∗r set.
It is natural to ask what is the relation between Theorem 3.8 and Theorem 3.9 when v is an
odd real polynomial. We will show in Section 8 that the families of sets ∆∗ℓ,r and IP
∗
r are, so to say,
in general position and so Theorem 3.8 provides a new diophantine approximation result when v is
an odd real polynomial.
4. A converse to Theorem 1.2
In this section we prove the following converse of Theorem 1.2.
Theorem 4.1. Let ℓ ∈ N and let v(x) be an odd real polynomial with irrational leading coefficient.
If for each ǫ > 0 the set
R(v, ǫ) = {n ∈ N | ‖v(n)‖ < ǫ}
is ∆∗ℓ , then deg(v) ≤ 2ℓ− 1.
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We will derive Theorem 4.1 from the following Lemma which will be also used below in Section
8.
Lemma 4.2. Let p ∈ βN be a non-principal ulltrafilter, let ℓ ∈ N and let α0, ..., αℓ ∈ T be such that
for j ∈ {1, ..., ℓ},
p-lim
n∈N
nαj = 0 (21)
and
− 2j−1 (2j + 1)!
2!(2j − 1)! p-limn∈N
n2αj = αj−1. (22)
Then
pℓ-lim
n∈N
n2ℓ+1αℓ = p-lim
n∈N
nα0. (23)
Proof. The proof is by induction on ℓ ∈ N. When ℓ = 1, note that
(−p+ p)-lim
n∈N
n3α1 = p-lim
m∈N
p-lim
n∈N
(
(n3 −m3)α1 + 3m2nα1 − 3mn2α1
)
.
So by (21) and (22), we have that
(−p+ p)-lim
n∈N
n3α1 = p-lim
m∈N
mα0
as desired.
Let ℓ ≥ 2, let p ∈ βN be a non-principal ultrafilter and let α0, ..., αℓ ∈ T satisfy (21) and (22).
Suppose that Lemma 4.2 holds for all ℓ0 < ℓ. For any α ∈ T and any d ∈ {1, ..., ℓ − 1}, let
q(d) = pℓ−d and define β
(d)
d−1, ..., β
(d)
0 ∈ T by letting β(d)d−1 = α and setting
β
(d)
j−1 = −2j−1
(2j + 1)!
2!(2j − 1)! q
(d)-lim
n∈N
n2β
(d)
j
for each j ∈ {1, ..., d − 1}.
Since for any non-principal ultrafilter q ∈ βN and any β ∈ T,
q1-lim
n∈N
nβ = q-lim
m∈N
q-lim
n∈N
(
(n−m)β) = 0,
it follows from the inductive hypothesis that for any d ∈ {1, ..., ℓ − 1},
pℓ−1-lim
n∈N
n2d−1α = q
(d)
d−1-lim
n∈N
n2d−1β
(d)
d−1 = q
(d)-lim
n∈N
nβ
(d)
0 = 0. (24)
Note now that for each j ∈ {2, ..., ℓ},
−2j−2 (2j − 1)!
2!(2j − 3)! p-limn∈N
(
n2αj · 2j−1 (2j + 1)!
(2j − 1)!
)
= αj−1 · 2j−2 (2j − 1)!
(2j − 3)! .
Thus, the inductive hypothesis applied to
α1 · 3!
1!
, ..., αℓ · 2ℓ−1 (2ℓ+ 1)!
(2ℓ− 1)!
implies that
2ℓ−1
(2ℓ+ 1)!
(2ℓ− 1)! pℓ−1-limn∈N
n2ℓ−1αℓ = p-lim
n∈N
(
nα1 · 3!
1!
)
= 0. (25)
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So, (24) and (25) imply that for any t ∈ {1, ..., ℓ},
pℓ−1-lim
n∈N
n2(ℓ−t)+1αℓ = 0. (26)
By the Binomial Theorem, the left-hand side of (23) equals
pℓ−1-lim
m∈N
pℓ−1-lim
n∈N
2ℓ∑
j=1
(2ℓ+ 1)!
j!(2ℓ + 1− j)! (−m)
jn2ℓ+1−jαℓ, (27)
which in turn equals
pℓ−1-lim
m∈N
pℓ−1-lim
n∈N
ℓ∑
s=1
(2ℓ+ 1)!
(2s − 1)!(2(ℓ − s) + 2)! (−m)
2s−1n2(ℓ−s)+2αℓ
+ pℓ−1-lim
m∈N
pℓ−1-lim
n∈N
ℓ∑
t=1
(2ℓ+ 1)!
(2t)!(2(ℓ − t) + 1)! (−m)
2tn2(ℓ−t)+1αℓ
By (24),
pℓ−1-lim
m∈N
pℓ−1-lim
n∈N
ℓ−1∑
s=1
(2ℓ+ 1)!
(2s − 1)!(2(ℓ − s) + 2)! (−m)
2s−1n2(ℓ−s)+2αℓ = 0
and by (26),
pℓ−1-lim
m∈N
pℓ−1-lim
n∈N
ℓ∑
t=1
(2ℓ+ 1)!
(2t)!(2(ℓ − t) + 1)! (−m)
2tn2(ℓ−t)+1αℓ = 0.
So, the expression in (27) equals
pℓ−1-lim
m∈N
pℓ−1-lim
n∈N
(2ℓ+ 1)!
2!(2ℓ− 1)! (−1)
2ℓ−1m2ℓ−1n2αℓ.
Finally, by (21), we have that for any m ∈ N,
pℓ−1-lim
n∈N
(2ℓ+ 1)!
2!(2ℓ − 1)! (−1)
2ℓ−1m2ℓ−1n2αℓ
= p-lim
n1∈N
· · · p-lim
n
2ℓ−1
∈N
(2ℓ+ 1)!
2!(2ℓ − 1)! (−1)
2ℓ−1m2ℓ−1(∂(n1, · · · , n2ℓ−1))2αℓ
= p-lim
n1∈N
· · · p-lim
n
2ℓ−1
∈N
(2ℓ+ 1)!
2!(2ℓ − 1)! (−1)
2ℓ−1m2ℓ−1(
2ℓ−1∑
j=1
n2j)αℓ
= m2ℓ−1
(
−2ℓ−1 (2ℓ+ 1)!
2!(2ℓ − 1)! p-limn∈N n
2αℓ
)
.
Thus, by (22) and the inductive hypothesis,
pℓ-lim
m∈N
m2ℓ+1αℓ = pℓ−1-lim
m∈N
m2ℓ−1
(
−2ℓ−1 (2ℓ+ 1)!
2!(2ℓ − 1)! p-limn∈N n
2αℓ
)
= pℓ−1-lim
m∈N
m2ℓ−1αℓ−1 = p-lim
m∈N
mα0,
completing the proof.
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Now we proceed to the proof of Theorem 4.1.
Proof of Theorem 4.1. Let ℓ ∈ N and let v(x) =∑ℓ′j=1 ajx2j−1 be an odd polynomial with irrational
leading coefficient. In order to prove the contrapositive of Theorem 4.1, it suffices to show that if
ℓ′ > ℓ, then there exists a non-principal ultrafilter p ∈ βN such that
pℓ-lim
n∈N
v(n) 6= 0.
To prove this, suppose that ℓ′ > ℓ. Choose ℓ′ irrational numbers α0, ..., αℓ′−1 with αℓ′−1 = aℓ′ and
with the property that α0, α1, ..., αℓ′−1 are rationally independent. By a classical result of Hardy
and Littlewood [13], the set
{(nα0, ..., nαℓ′−1, n2α0, ..., n2αℓ′−1) |n ∈ N}
is dense in T2(ℓ
′) and hence there exists an increasing sequence (nk)k∈N such that, in T,
(1) limk→∞ nkα0 = 12 .
(2) For any j ∈ {1, ..., ℓ′ − 1},
lim
k→∞
nkαj = 0.
(3) For any j ∈ {1, ..., ℓ′ − 1},
lim
k→∞
n2k
(
−2j−1 (2j + 1)!
2!(2j − 1)!αj
)
= αj−1.
Let q ∈ βN be a non-principal ultrafilter with {nk | k ∈ N} ∈ q. By Theorem 3.2,
q(ℓ′−1)-lim
n∈N
v(n) = q(ℓ′−1)-lim
n∈N
n2ℓ
′−1αℓ′−1.
So, by Lemma 4.2, we have
q(ℓ′−1)-lim
n∈N
v(n) = q-lim
n∈N
nα0 =
1
2
.
Finally, let t ≥ 0 be such that t+ ℓ = ℓ′ − 1. Letting p = qt, we have
q(ℓ′−1) = q(t+ℓ) = (qt)ℓ = pℓ.
It follows that pℓ-limn∈N v(n) =
1
2 . We are done.
5. Odd polynomials and the combinatorial properties of sets of the form R(v, ǫ)
In this section we will show that, roughly speaking, odd real polynomials are the only polynomials
v(x) such that for any ǫ > 0, the set
R(v, ǫ) = {n ∈ N | ‖v(n)‖ < ǫ}
is ∆∗ℓ for some ℓ ∈ N. More precisely:
Theorem 5.1. Let ℓ ∈ N and let v(x) be a real polynomial. The following are equivalent:
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(i) There exists a polynomial w ∈ Q[x] such that w(0) ∈ Z and v − w is an odd polynomial of
degree at most 2ℓ− 1.
(ii) For any ǫ > 0, there exists r ∈ N for which R(v, ǫ) is ∆∗ℓ,r.
(iii) For any ǫ > 0, R(v, ǫ) is ∆∗ℓ .
In order to prove Theorem 5.1 we will need the following two lemmas. The first lemma deals
with polynomials with rational coefficients and is an easy consequence of the pigeon hole principle.
The second more technical lemma emphasises the distinct properties of R(v, ǫ) for even and odd
polynomials.
Lemma 5.2. Let v(x) be a polynomial with rational coefficients satisfying v(0) ∈ Z. Then there
exists r ∈ N such that for any ǫ > 0, R(v, ǫ) is ∆∗1,r Equivalently, for each a ∈ N, aN is ∆∗1,a+1.
Proof. Let v(x) =
∑N
j=0
aj
bj
xj, where aj ∈ Z, bj ∈ N and b0 = 1. Let b =
∏N
j=1 bj and let (nk)
b+1
k=1 be
a (b+1)-element sequence in Z. Since there exists s, t ∈ {1, ..., b+1} with s < t for which b|(nt−ns),
we have that v(nt − ns) ∈ Z. Thus,
{n ∈ N | v(n) ∈ Z}
is ∆∗1,b+1.
Lemma 5.3. Let v(x) =
∑s
j=0 ajx
2j be a non-zero even polynomial such that each aj is either zero
or irrational. Then there exists an ǫ > 0 such that for any ℓ ∈ N, the set R(v, ǫ) is not ∆∗ℓ .
Proof. It suffices to show that there exist a finite set F ⊆ T \ {0} and a non-principal ultrafilter
p ∈ βN such that for any ℓ ∈ N,
pℓ-lim
n∈N
v(n) ∈ F. (28)
Indeed, (28) implies that there is an ǫ > 0 with the property that for any ℓ ∈ N the set R(v, ǫ) 6∈ pℓ.
Hence, R(v, ǫ) is not ∆∗ℓ for any ℓ ∈ N.
We now proceed to prove (28). Let s ∈ N ∪ {0} be such that deg(v) = 2s. If s = 0, then
v(x) = v(0) ∈ R \Q, and hence for any ℓ ∈ N and any non-principal ultrafilter p ∈ βN,
pℓ-lim
n∈N
v(n) = v(0) 6= 0.
To take care of the case s 6= 0, we will first show, by induction on t ∈ N, that for any irrational
numbers γ1, ..., γt there exist rationally independent irrational numbers β1, ..., βr with the property
that for each j ∈ {1, ..., t} there exist b(j)1 , ..., b(j)r ∈ Z for which
γj = b
(j)
1 β1 + · · · + b(j)r βr. (29)
When t = 1, there is nothing to prove. Now let t > 1 and suppose that the result holds for any
t′ < t. Note that either γ1, ..., γt are rationally independent or there exist c1, ..., ct ∈ Z for which
c1γ1 + · · · + ctγt = 0
where, without loss of generality, ct 6= 0. In the former case, it is easy to see that (29) holds. In the
latter case, we have
c1
γ1
ct
+ · · ·+ ct−1 γt−1
ct
= −γt.
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Thus, by applying the inductive hypothesis to the irrationals γ1
ct
, ..., γt−1
ct
, we can obtain irrational
numbers β1, ..., βr satisfying (29) for j ∈ {1, ..., t}. This completes the induction.
Now, assuming s 6= 0, choose rationally independent irrational numbers β1, ..., βr such that for each
j ∈ {1, ..., s},
aj = b
(j)
1 β1 + · · ·+ b(j)r βr,
where b(j)1 , ..., b
(j)
r ∈ Z.
By a result by Hardy and Littlewood [13], the set
{(nβ1, . . . , nβr, n2β1, ..., n2βr, ..., n2sβ1, ..., n2sβr) |n ∈ N}
is dense in T(2s)r. Thus, we can find an increasing sequence (nk)k∈N in N such that for each
t ∈ {1, ..., r} and l ∈ {1, ..., 2s − 1},
lim
k→∞
nlkβt = 0,
and if b(s)t 6= 0,
lim
k→∞
n2sk βt =
sign(b(s)t )∑r
l=1 |b(s)t |
1
3
,
where sign(b(s)t ) =
b
(s)
t
|b
(s)
t |
.
So for any ℓ ∈ N and any non-principal ultrafilter p ∈ βN for which
{nk | k ∈ N} ∈ p,
we have
pℓ-lim
m∈N
v(m) = p-lim
m1∈N
· · · p-lim
m
2ℓ
∈N
v(∂(m1, ...,m2ℓ))
= p-lim
m1∈N
· · · p-lim
m
2ℓ
∈N
2ℓ∑
j=1
asm
2s
j + a0 = 2
ℓ p-lim
m∈N
(
r∑
t=1
b
(s)
t βtm
2s
)
+ a0 =
2ℓ
3
+ a0.
So, since a0 is either zero or irrational, the set {(2ℓ3 + a0) ∈ T | ℓ ∈ N} has exactly two non-zero
elements, completing the proof.
Remark 5.4. Using a method similar to the one used in the proof of Lemma 5.3, one can actually
show that for any ǫ ∈ (0, 13 ) and any real even polynomial v(x) with v(0) = 0 and with at least one
irrational coefficient, there exists an increasing sequence (nk)k∈N such that for each ℓ ∈ N,
Dℓ((nk)k∈N) ⊆ {n ∈ N | ‖v(n)‖ > ǫ}.
Proof of Theorem 5.1. (i) =⇒ (ii): Assume that there exists a polynomial w(x) with rational co-
efficients and w(0) ∈ Z such that v − w is a non-zero odd polynomial of degree at most 2ℓ − 1 (if
v − w = 0, there is nothing to prove). Let ǫ > 0. By Lemma 5.2, there exists r1 ∈ N such that
R(w, ǫ2 ) is ∆∗1,r1 . By Theorem 3.8, there exists r2 ∈ N for which the set R(v − w, ǫ2) is ∆∗ℓ,r2 . So,
since
R(v, ǫ) ⊇ R(w, ǫ
2
) ∩R(v − w, ǫ
2
),
Proposition 3.5 implies that there exists R ∈ N for which R(v, ǫ) is ∆∗ℓ,R.
(ii) =⇒ (iii): Note that for any r ∈ N, a ∆∗ℓ,r set is a ∆∗ℓ set.
(iii) =⇒ (i): Let ve, vo, vr be the (unique) real polynomials such that:
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(1) v(x) = ve(x) + vo(x) + vr(x).
(2) Each of the coefficients of ve and vo are either zero or an irrational number.
(3) ve is an even polynomial.
(4) v0 is an odd polynomial.
(5) vr ∈ Q[x].
Let ℓ′ ≥ ℓ be such that deg(v) ≤ 2ℓ′ − 1. Note that it follows from (iii) that for any non-principal
ultrafilter p ∈ βN,
pℓ′-lim
n∈N
v(n) = 0.
We also have by Theorem 3.2 that
pℓ′-lim
n∈N
vo(n) = 0
and by Lemma 5.2 that
pℓ′-lim
n∈N
vr(n) = 0.
So for any non-principal p ∈ βN,
pℓ′-lim
n∈N
ve(n) = 0.
Hence, by Lemma 5.3, ve = 0.
Furthermore, by (iii) and Lemma 5.2, we have that for any non-principal ultrafilter p ∈ βN,
0 = pℓ-lim
n∈N
v(n) = pℓ-lim
n∈N
vo(n).
So by Theorem 4.1, deg(vo) is at most 2ℓ− 1.
Remark 5.5. The natural number r appearing in Theorem 3.8, which guarantees that R(v, ǫ) is a
∆∗ℓ,r set for any polynomial of degree at most 2ℓ−1, while depending on ǫ and the degree of v, does
not depend on v itself. The situation with Theorem 5.1 is different: the number r appearing in (ii)
not only depends on ǫ and the degree of v, but also on v itself.
To see this, let α be an irrational number and let ǫ ∈ (0, 13). Note that by Remark 5.4, there is
an increasing sequence (nk)k∈N in N with the property that for any ℓ ∈ N, Dℓ((nk)k∈N) does not
intersect the set R(n2α, ǫ).
Thus; since for each n ∈ N, the map x 7→ nx from R to T is continuous; for each ℓ ∈ N and each
r ≥ 2ℓ, there is an increasing r-element subsequence (nkj)rj=1 of (nk)k∈N and a rational number ab
close enough to α, for which Dℓ((nkj )
r
j=1) ⊆ N and
Dℓ((nkj )
r
j=1) ∩R(n2
a
b
, ǫ) = ∅.
So R(n2 a
b
, ǫ) is not ∆∗ℓ,r.
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6. Applications to polynomial recurrence
The goal of this section is to prove (slightly amplified versions of) Theorems 1.5, 1.7 and Corol-
laries 1.6, 1.9 and 1.10.
We start with recalling the classical Koopman-von Neumann decomposition theorem [16].
Theorem 6.1. Given a unitary operator U : H → H one has an orthogonal decomposition
H = Hc ⊕Hwm, (30)
where the U and U−1-invariant subspaces Hc and Hwm are defined as follows:
Hc = 〈{f ∈ H | ∃λ ∈ T, Uf = e2πiλf}〉 (31)
and
Hwm = {f ∈ H | lim
N−M→∞
1
N −M
N∑
n=M+1
|〈Unf, f〉| = 0}, (32)
Throughout this section we will be using the fact that for any non-constant polynomial v with
v(Z) ⊆ Z
Hwm = {f ∈ H | ∀g ∈ H, lim
N−M→∞
1
N −M
N∑
n=M+1
|〈Uv(n)f, g〉| = 0}.13 (33)
Theorem 6.2 (Cf. Theorem 1.5). Let U : H → H be a unitary operator and let v(x) =∑ℓj=1 ajx2j−1
be a non-zero odd polynomial with v(Z) ⊆ Z. The following are equivalent:
(i) U has discrete spectrum (i.e. H is spanned by eigenvectors of U).
(ii) For any f ∈ H and any ǫ > 0, the set
{n ∈ N | ‖Uv(n)f − f‖H < ǫ}
is ∆∗ℓ,0.
(iii) For any f ∈ H and any ǫ > 0, the set
{n ∈ N | ‖Uv(n)f − f‖H < ǫ}
is ∆∗ℓ .
Proof. (i) =⇒ (ii): Note that U has discrete spectrum if and only if H = Hc. So, by Theorem 3.8,
we have that for any ǫ > 0, there exists an r ∈ N such that for any f ∈ H and λ ∈ T with the
property that Uf = e2πiλf , the set
{n ∈ N | ‖Uv(n)f − f‖H < ǫ} = {n ∈ N | ‖f‖H|e2πiv(n) − 1| < ǫ}
is ∆∗ℓ,0. Since ∆
∗
ℓ,0 sets have the finite intersection property, (ii) follows.
(ii) =⇒ (iii): Every ∆∗ℓ,0 set is a ∆∗ℓ set by definition.
(iii) =⇒ (i): Suppose, by way of contradiction, that U does not have discrete spectrum. Choose
13This is a special case of [2, Theorem 3.7].
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f ∈ Hwm such that f 6= 0. Note that if D is a ∆∗ℓ set, then, by Lemma 2.8, D is syndetic. Thus,
we have by (iii) that
lim sup
N→∞
1
N
N∑
n=1
|〈Uv(n)f, f〉| > 0,
which contradicts (33), completing the proof.
Corollary 6.3 (Cf. Corollary 1.6). Let (X,A, µ, T ) be an ergodic invertible probability measure
preserving system. The following are equivalent:
(i) (X,A, µ, T ) is isomorphic to an (ergodic) translation on a compact abelian group.
(ii) For any odd polynomial v(x) =
∑ℓ
j=1 ajx
2j−1 with v(Z) ⊆ Z, any A ∈ A and any ǫ > 0, the
set
{n ∈ N |µ(A ∩ T−v(n)A) > µ(A)− ǫ}
is ∆∗ℓ,0.
(iii) For any odd polynomial v(x) =
∑ℓ
j=1 ajx
2j−1 with v(Z) ⊆ Z, any A ∈ A and any ǫ > 0, the
set
{n ∈ N |µ(A ∩ T−v(n)A) > µ(A)− ǫ}
is ∆∗ℓ .
(iv) There exists a non-zero odd polynomial v(x) =
∑ℓ
j=1 ajx
2j−1 with v(Z) ⊆ Z such that for any
A ∈ A and any ǫ > 0, the set
{n ∈ N |µ(A ∩ T−v(n)A) > µ(A)− ǫ}
is ∆∗ℓ,0.
(v) There exists a non-zero odd polynomial v(x) =
∑ℓ
j=1 ajx
2j−1 with v(Z) ⊆ Z such that for any
A ∈ A and any ǫ > 0, the set
{n ∈ N |µ(A ∩ T−v(n)A) > µ(A)− ǫ}
is ∆∗ℓ .
Proof. The equivalence of (i), (ii), (iii), (iv) and (v) follows by applying Theorem 6.2 to the unitary
operator UT induced by T on L2(µ) via the formula
UT f = f ◦ T.
Indeed, all we need to note is that an ergodic invertible probability measure preserving system
(X,A, µ, T ) is isomorphic to a translation on a compact abelian group if and only if L2(µ) = Hc
(see [20] or [21, Theorem 3.6]).
Given ℓ ∈ N, we will say that a set D ⊆ N is A-∆∗ℓ,0, (or almost ∆∗ℓ,0) if there exists a set
E ⊆ N with d∗(E) = 0, such that D ∪ E is ∆∗ℓ,0.
Theorem 6.4 (Cf. Theorem 1.7). Let (X,A, µ, T ) be an invertible probability measure preserving
system and let v(x) =
∑ℓ
j=1 ajx
2j−1 be an odd polynomial with v(Z) ⊆ Z. For any A ∈ A and any
ǫ > 0,
RA(v, ǫ) = {n ∈ N |µ(A ∩ T−v(n)A) > µ2(A)− ǫ} (34)
is A-∆∗ℓ,0.
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Proof. It suffices to show that for each f ∈ L2(µ) and any ǫ > 0,
{n ∈ N | |〈Uv(n)T f, f〉 >
(ˆ
X
fdµ
)2
− ǫ} (35)
is A-∆∗ℓ,0.
Let f ∈ L2(µ), fc ∈ Hc and fwm ∈ Hwm be such that f = fc + fwm. Since Hc and Hwm are
orthogonal, UT - and U−1T -invariant subspaces of L
2(µ), we have that 〈Uv(n)T f, f〉 = 〈Uv(n)T fc, fc〉 +
〈Uv(n)T fwm, fwm〉. Now let ǫ > 0. Note that by Theorem 6.2, the set
{n ∈ N | |〈Uv(n)T fc, fc〉 − ‖fc‖2L2 | <
ǫ
2
}
is ∆∗ℓ,0. Applying Cauchy-Schwarz inequality we get
‖fc‖2L2 = 〈fc, fc〉〈1X ,1X〉 ≥ |〈fc,1X〉|2 =
(ˆ
X
fcdµ
)2
=
(ˆ
X
fdµ
)2
,
which implies that the set
D = {n ∈ N | 〈Uv(n)T fc, fc〉 >
(ˆ
X
fdµ
)2
− ǫ
2
}
is ∆∗ℓ,0.
On the other hand, it follows from (33) that the set
E = {n ∈ N | |〈Uv(n)T fwm, fwm〉| ≥
ǫ
2
}
has zero upper Banach density. So, since for any n ∈ D \E,
〈Uv(n)T f, f〉 >
(ˆ
X
fdµ
)2
− ǫ,
we have that
D ⊆ {n ∈ N | 〈Uv(n)T f, f〉 >
(ˆ
X
fdµ
)2
− ǫ} ∪ E.
Since D is ∆∗ℓ,0, the set in (35) is A-∆
∗
ℓ,0. We are done.
We remark that the quantity µ2(A) in (34) is optimal (consider any strongly mixing system).
Similarly to the situation with the sets R(v, ǫ) which was discussed in Subsection 3.2, there is
an IP-flavored result dealing with the sets RA(v, ǫ). We need first to introduce some terminology.
A set E ⊆ N is called an IP0 set if it is an IPr set for each r ∈ N. The set E ⊆ N is an IP∗0 set if
it has a non-trivial intersection with any IP0 set. Finally, a set D ⊆ N is called A-IP∗0 (or almost
IP∗0) if there exists a set E ⊆ N with d∗(E) = 0 such that D ∪E is IP∗0.
Theorem 6.5 (Cf. [9], Theorem 1.8, case k = 1). Let (X,A, µ, T ) be an invertible probability
measure preserving system and let v(x) =
∑N
j=1 ajx
j be a polynomial with v(Z) ⊆ Z. For any ǫ > 0,
the set
RA(v, ǫ) = {n ∈ N |µ(A ∩ T−v(n)A) > µ2(A)− ǫ}
is A-IP∗0.
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We will show in Section 8 below (see Corollary 8.5) that for each ℓ ∈ N, there exists an A-IP∗0 set
which is not A-∆∗ℓ,0. Thus, Theorem 6.4 provides new information about sets of the form RA(v, ǫ).
We will give now two corollaries of Theorem 6.4. The first one is a variant of the Furstenberg-
Sárközy theorem (see [19] and [12, Theorem 3.16]). The second provides yet another characterization
of weakly mixing systems.
Corollary 6.6 (Cf. Corollary 1.9). Let E ⊆ N and assume that d∗(E) > 0. Then for any odd
polynomial v(x) =
∑ℓ
j=1 ajx
2j−1 with v(Z) ⊆ Z, the set
{n ∈ N | v(n) ∈ E − E}
is A-∆∗ℓ,0.
Proof. By Furstenberg’s correspondence principle (see [1, Theorem 1.1]), there exists an invertible
probability measure preserving system (X,A, µ, T ) and a set A ∈ A with µ(A) = d∗(E) such that
for all n ∈ Z,
d∗(E ∩ (E − n)) ≥ µ(A ∩ T−nA).
Theorem 6.4 implies that the set
D = {n ∈ N | d∗(E ∩ (E − v(n))) > 0}
is A-∆∗ℓ,0. Since
D ⊆ {n ∈ N | v(n) ∈ E − E},
we are done.
Remark 6.7. Actually, Furstenberg’s correspondence principle allows us to get a finer result. Namely,
given any ǫ > 0, any odd polynomial v(x) =
∑ℓ
j=1 ajx
2j−1 with v(Z) ⊆ Z and any set E ⊆ N with
d∗(E) > 0,
{n ∈ N | d∗(E ∩ (E − v(n))) > (d∗(E))2 − ǫ}
is A-∆∗ℓ,0
Corollary 6.8 (Cf. Corollary 1.10). Let v(x) =
∑ℓ
j=1 ajx
2j−1 be a non-zero odd polynomial with
v(Z) ⊆ Z and let (X,A, µ, T ) be an invertible probability measure preserving system. The following
are equivalent:
(i) T is weakly mixing.
(ii) For any A,B ∈ A and any ǫ > 0,
RA,B(v, ǫ) = {n ∈ N | |µ(A ∩ T−v(n)B)− µ(A)µ(B)| < ǫ}
is A-∆∗ℓ,0.
(iii) For any A,B ∈ A and any ǫ > 0,
RA,B(v, ǫ) = {n ∈ N | |µ(A ∩ T−v(n)B)− µ(A)µ(B)| < ǫ}
is A-∆∗ℓ .
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Proof. (i) =⇒ (ii): Since (X,A, µ, T ) is weakly mixing, we have that
L2(µ) = C1X ⊕Hwm.
Hence, it follows from (33) that for any ǫ > 0 and any f, g ∈ L2(µ), the set
E = {n ∈ N | |〈Uv(n)T f, g〉 −
ˆ
X
fdµ
ˆ
X
gdµ| ≥ ǫ}
satisfies d∗(E) = 0, which, in turn, implies that
{n ∈ N | |〈Uv(n)T f, g〉 −
ˆ
X
fdµ
ˆ
X
gdµ| < ǫ}
is A-∆∗ℓ,0.
(ii) =⇒ (iii): Every A-∆∗ℓ,0 set is an A-∆∗ℓ set.
(iii) =⇒ (i): Suppose that (X,A, µ, T ) is not weakly mixing. It suffices to show that for some A ∈ A
and some ǫ > 0, the set
Eǫ(A) = {n ∈ N | |µ(A ∩ T−v(n)A)− µ2(A)| < ǫ}
is not A-∆∗ℓ .
Since T is not weakly mixing, there exists a non-zero function f ∈ Hc \ C1X and a1, a2, b1, b2 ∈ R
for which the set
A = {x ∈ X | a1 ≤ Re(f(x)) < a2 and b1 ≤ Im(f(x)) < b2}
satisfies µ(A) ∈ (0, 1).
By Theorem 6.2, for any ǫ > 0 the set
Dǫ = {n ∈ N |µ(A ∩ T−v(n)A) > µ(A)− ǫ}
is ∆∗ℓ . Since µ(A) > µ
2(A), we can find an ǫ > 0 such that for any n ∈ Dǫ,
µ(A ∩ T−v(n)A) > µ2(A) + ǫ.
It follows that given E ⊆ N with d∗(E) = 0, (Eǫ(A) ∪ E) ∩Dǫ = E ∩Dǫ and hence
d∗((Eǫ(A) ∪ E) ∩Dǫ) = 0.
By noting that the intersection of any two ∆∗ℓ sets is again ∆
∗
ℓ and that for any ∆
∗
ℓ set D, d
∗(D) > 0,
we conclude that Eǫ(A) ∪ E is not ∆∗ℓ . Since E was arbitrary, Eǫ(A) is not A-∆∗ℓ , completing the
proof.
Remark 6.9. In the next section we will show that in the statement of Corollary 6.8, A-∆∗ℓ,0 and
A-∆∗ℓ can not be replaced by ∆
∗
ℓ (see Remark 7.2 below).
7. Corollary 1.10 cannot be improved
Our goal in this section is to prove the following result:
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Proposition 7.1. For any odd polynomial v(x) with v(Z) ⊆ Z, there exists a weakly mixing in-
vertible probability measure preserving system (X,A, µ, T ), a set A ∈ A with µ(A) ∈ (0, 1) and a
non-principal ultrafilter p ∈ βN such that for any ℓ ∈ N,
pℓ-lim
n∈N
µ(A ∩ T−v(n)A) = µ(A). (36)
Remark 7.2. Let the invertible probability measure preserving system (X,A, µ, T ) and the set A ∈ A
be as in the statement of Proposition 7.1. Then for any small enough ǫ > 0,
RA(v, ǫ) = {n ∈ N | |µ(A ∩ T−v(n)A)− µ2(A)| < ǫ}
is not ∆∗ℓ for any ℓ ∈ N. In particular, in the statement of Corollary 6.8, A-∆∗ℓ and A-∆∗ℓ,0 can not
be replaced by ∆∗ℓ (or ∆
∗
ℓ,0).
In the proof of Proposition 7.1, we will be using the fact that for any continuous symmetric
probability measure γ on T,14 there exists a weakly mixing invertible probability measure preserving
system (X,A, µ, T ) called a Gaussian system. Such a system has the property that for some f ∈
L2(µ):
(1) For any Borel-measurable B ⊆ R,
µ(f−1(B)) =
1√
2π
ˆ
B
e−
x2
2 dx (37)
(i.e. f has a Gaussian distribution with mean 0 and variance 1).
(2) For any n ∈ Z,
〈UnT f, f〉 =
ˆ
T
e2πinxdγ(x). (38)
Note that for such a function f , ‖f‖L2 = 1. For information on Gaussian systems see for example
[11, Chapters 8.2 and 14].
Proof of Proposition 7.1. Let v(x) be an odd polynomial with v(Z) ⊆ Z. It is not hard to check
that v(z) ∈ Q[x] and hence, there exists an m ∈ N for which mv(x) ∈ Z[x]. Suppose that Proposi-
tion 7.1 holds for the odd polynomial mv(x). Then, there exists a weakly mixing invertible measure
preserving transformation T and a set A ∈ A satisfying (36). By considering the weakly mixing
transformation Tm, one sees that Proposition 7.1 also holds for v(x) ∈ Q[x]. Thus, without loss
of generality, we can assume that v(x) ∈ Z[x]. For convenience, we will prove Proposition 7.1 for
v(x) = x3. The proof for a general odd polynomial with integer coefficients can be done similarly.
Note that it is enough to show that there exists a continuous symmetric probability measure γ on
T with the property that for some non-principal ultrafilter p ∈ βN and any ℓ ∈ N,
pℓ-lim
n∈N
ˆ
T
e2πin
3xdγ(x) = 1. (39)
14A Borel probability measure γ on T is called symmetric if for any n ∈ Z
ˆ
T
e
2πinxdγ(x) =
ˆ
T
e
−2πinxdγ(x).
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Indeed, if such a probability measure γ exists, we would be able to find a Gaussian system
(X,A, µ, T ) and a function f ∈ L2(µ) satisfying (37) and (38). For such a function and each
ℓ ∈ N we will have that
pℓ-lim
n∈N
〈Un3T f, f〉 = pℓ-lim
n∈N
ˆ
T
e2πin
3xdγ(x) = 1 = ‖f‖2L2 .
So,
pℓ-lim
n∈N
Un
3
T f = f
in the norm-topology of L2(µ). Thus, for A = f−1([−1, 1]), we will have
pℓ-lim
n∈N
µ(A ∩ T−n3A) = µ(A),
which proves (36).
Note also that, in order to achieve our goal, it is enough to find a not necessarily symmetric
continuous Borel probability measure ρ on T such that for some non-principal ultrafilter p ∈ βN
and any ℓ ∈ N,
pℓ-lim
n∈N
ˆ
T
e2πin
3xdρ(x) = 1. (40)
Indeed, let ρ be such a measure. Define ρ˜ to be the unique probability measure satisfying
ˆ
T
e2πinxdρ˜(x) =
ˆ
T
e−2πinxdρ(x)
for each n ∈ Z. Then, the measure γ = ρ+ρ˜2 is a symmetric continuous Borel probability measure
on T for which (39) holds.
Let C = {0, 1}N be endowed with the product topology. Let ν be the (12 , 12)-probability measure
on C. We will introduce now a continuous function F : C → T such that the measure ρ = ν ◦ F−1
is a continuous Borel probability measure on T satisfying (40).
For each k ∈ N, let nk = 26k and let F : C → T be defined by
F (ω) =
∑
s∈N
ω(s)
n3s
, ω ∈ C.
Note that F is continuous, injective and for each ω ∈ C,
lim sup
k→∞
‖n3kF (ω)‖ = lim sup
k→∞
‖n3k
∑
s∈N
ω(s)
n3s
‖ = lim sup
k→∞
‖
∑
s∈N
n3k
n3s
ω(s)‖
= lim sup
k→∞
‖
k−1∑
s=1
23·6
k
23·6s
ω(s) + ω(k) +
∞∑
s=k+1
23·6
k
23·6s
‖
≤ lim sup
k→∞
(
‖
k−1∑
s=1
23(6
k−6s)ω(s)‖+ ‖ω(k)‖ + ‖
∞∑
s=k+1
ω(s)
23(6s−6k)
‖
)
.
So, since
k−1∑
s=1
23(6
k−6s)ω(s) ∈ Z
31
and
|
∞∑
s=k+1
ω(s)
23(6s−6k)
| ≤ 1
26k
∑
s∈N
1
2s
<
1
26k
,
we have that limk→∞ ‖n3kF (ω)‖ = 0.
We also have that for any M ∈ Z and any ω ∈ C,
lim sup
k→∞
‖Mn2kF (ω)‖ = lim sup
k→∞
‖M
∑
s∈N
22·6
k
23·6
s ω(s)‖
≤ |M | lim sup
k→∞
(
‖
k−1∑
s=1
22·6
k−3·6sω(s)‖+ ‖ω(k)
26k
‖+ ‖
∞∑
s=k+1
ω(s)
23·6s−2·6k
‖
)
= 0,
which implies that limk→∞ ‖Mn2kF (ω)‖ = 0.
Similarly, for any M ∈ Z and any ω ∈ C,
lim
k→∞
‖MnkF (ω)‖ = 0.
Thus, for any continuous function g : T→ C and any M1,M2 ∈ Z,
lim
k→∞
ˆ
C
g(F (ω))e2πi(n
3
k
+M1n2k+M2nk)F (ω)dν(ω) =
ˆ
C
g(F (ω))dν(ω). (41)
Now let p ∈ βN be a non-principal ultrafilter with {nk | k ∈ N} ∈ p. We will show that for any
ℓ ∈ N, any M1,M2 ∈ Z and any continuous function g : T→ C, we have
pℓ-lim
n∈N
ˆ
C
g(F (ω))e2πi(n
3+M1n2+M2n)F (ω)dν(ω) =
ˆ
C
g(F (ω))dν(ω). (42)
We proceed by induction on ℓ ∈ N ∪ {0}. When ℓ = 0, p0 = p and, by (41), we have that
p-lim
n∈N
ˆ
C
g(F (ω))e2πi(n
3+M1n2+M2n)F (ω)dν(ω) =
ˆ
C
g(F (ω))dν(ω).
Next, fix ℓ ∈ N and suppose that (42) holds for ℓ′ < ℓ. Then, by Lemma 2.1, we have that the
left-hand side of (42) equals the expression
pℓ−1-lim
m∈N
pℓ−1-lim
n∈N
ˆ
C
g(F (ω))e2πi((n−m)
3+M1(n−m)2+M2(n−m))F (ω)dν(ω),
which in turn equals
pℓ−1-lim
m∈N
pℓ−1-lim
n∈N
ˆ
C
g(F (ω))e−2πi(m
3−M1m2+M2m)F (ω)
e2πi(n
3−(3m−M1)n2+(3m2−2mM1+M2)n)F (ω)dν(ω) (43)
By applying the inductive hypothesis to the function
Gm(x) = g(x)e
−2πi(m3−M1m2+M2m)x,
we have that (43) equals
pℓ−1-lim
m∈N
ˆ
C
Gm(F (ω))dν(ω).
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It follows that
pℓ-lim
n∈N
ˆ
C
g(F (ω))e2πi(n
3+M1n2+M2n)F (ω)dν(ω)
= pℓ−1-lim
m∈N
ˆ
C
g(F (ω))e−2πi(m
3−M1m2+M2m)F (ω)dν(ω)
= pℓ−1-lim
m∈N
ˆ
C
g(F (ω))e2πi(m3−M1m2+M2m)F (ω)dν(ω) =
ˆ
C
g(F (ω))dν(ω),
completing the induction.
Finally, since ρ = ν ◦ F−1, we have that for any ℓ ∈ N,
pℓ-lim
m∈N
ˆ
T
e2πim
3xdρ(x) = pℓ-lim
m∈N
ˆ
C
e2πim
3F (ω)dν(ω) = 1,
showing that (40) holds for any non-principal ultrafilter p ∈ βN for which
{nk | k ∈ N} ∈ p.
8. Hierarchy of notions of largeness
In this section we will review the relations between various notions of largeness which played
an instrumental role in the formulations and proofs of the results concerning the sets R(v, ǫ) and
RA(v, ǫ). In particular, we will supply the proofs of the results mentioned in Subsection 3.2 and
Section 6 which juxtapose the ∆∗-flavored theorems 3.8 and 6.4 with the IP∗-flavored theorems 3.9
and 6.5 (see Corollary 8.5 and Corollary 8.12 below).
8.1. Some classes of subsets of N
In this subsection we review the definitions and properties of the families of sets (such as, say
∆ℓ,r) which appeared before in this paper and which were employed in the formulations and proofs
of various results dealing with diophantine approximation and recurrence. The material presented
in this subsection will facilitate the discussion in Subsection 8.2, where the relation between these
families of sets are discussed and summarised.
The following table presents in a compact form the pertinent definitions.
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Symbol Parameters
Each member contains a set of the
form...
∆ℓ,r ℓ ∈ N, r ≥ 2ℓ Dℓ((nk)
r
k=1), where (nk)
r
k=1 is an r-
element sequence in Z.
∆ℓ,0 ℓ ∈ N
Dℓ((nk)
r
k=1) for each r ≥ 2ℓ. Here, for
each r ≥ 2ℓ, (nk)rk=1 is an r-element se-
quence in Z.
∆ℓ ℓ ∈ N Dℓ((nk)k∈N), where (nk)k∈N is an increas-ing sequence in N.
∆ℓ,0-rich ℓ ∈ N A set D ⊆ N such that for any E ⊆ N withd∗(E) = 0, D \ E is a ∆ℓ,0 set
∆ℓ-rich ℓ ∈ N A set D ⊆ N such that for any E ⊆ N withd∗(E) = 0, D \ E is a ∆ℓ set
IPr r ∈ N FS((nk)
r
k=1), where (nk)
r
k=1 is an r-
element sequence in N.
IP0 –
FS((nk)rk=1) for each r ∈ N. Here, for each
r ∈ N, (nk)rk=1 is an r-element sequence in
N.
IP –
FS((nk)k∈N) for some increasing sequence
(nk)k∈N in N.
IP0-rich –
A set Γ ⊆ N such that for any E ⊆ N with
d∗(E) = 0, Γ \ E is an IP0 set.
IP-rich –
A set Γ ⊆ N such that for any E ⊆ N with
d∗(E) = 0, Γ \ E is an IP set.
If Φ is a family of subsets of N, Φ∗ will usually stand for the family of subsets of N having a non-trivial
intersection with any member of Φ. For instance, IP∗ denotes the family of all subsets of N having
a non-trivial intersection with any IP set. When dealing with the families (∆ℓ-rich)∗, (∆ℓ,0-rich)∗,
(IP-rich)∗ and (IP0-rich)∗ we will find it more convenient to denote these families, correspondingly,
by A-∆∗ℓ , A-∆
∗
ℓ,0, A-IP
∗ and A-IP∗0 (where "A" stands for "almost"). The following lemma provides
a useful characterization for each of these families.
Lemma 8.1. Let D ⊆ N and let ℓ ∈ N. Then:
(i) D is almost ∆∗ℓ (or A-∆
∗
ℓ ) if and only if there exists a set E ⊆ N with d∗(E) = 0 such that
D ∪ E is a ∆∗ℓ set.
(ii) D is almost ∆∗ℓ,0 (or A-∆
∗
ℓ,0) if and only if there exists a set E ⊆ N with d∗(E) = 0 such that
D ∪ E is a ∆∗ℓ,0 set.
(iii) (See [18]) D is almost IP∗ (or A-IP∗) if and only if there exists a set E ⊆ N with d∗(E) = 0
such that D ∪ E is an IP∗ set.
(iv) D is almost IP∗0 (or A-IP
∗
0) if and only if there exists a set E ⊆ N with d∗(E) = 0 such that
D ∪ E is an IP∗0 set.
Proof. We will only prove (i). The proofs of (ii), (iii) and (iv) are similar.
First, suppose that there exists a set E ⊆ N with d∗(E) = 0 such that D ∪ E is ∆∗ℓ . Let S be a
∆ℓ-rich set. Since S \E is a ∆ℓ set, we have that
∅ 6= (D ∪ E) ∩ (S \E) ⊆ D ∩ S.
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This shows that D has a non-trivial intersection with every ∆ℓ-rich set.
For the other direction, suppose that for any E ⊆ N with d∗(E) = 0, D∪E is not ∆∗ℓ . Since for any
E ⊆ N, (N \D) \E = N \ (D ∪E), we have by our assumption that N \D is a ∆ℓ-rich set. So, D is
not A-∆∗ℓ (recall that, by definition, A-∆
∗
ℓ denotes the family of subsets of N having a non-trivial
intersection with every ∆ℓ-rich set).
8.2. Relations between various notions of largeness
The following diagram (where ℓ1, ℓ2 ∈ N and ℓ1 < ℓ2) presents in a unified way the relations
between the various families of sets which were introduced in the previous sections.
IP0 6) ∆1-rich ( ∆1 ( ∆1,0 ) IP0
=
( ( ( (
IP0 6) ∆2-rich ( ∆2 ( ∆2,0 6) IP ( IP0
=
( ( (
= =
...
...
...
...
...
...
=
( ( (
= =
IP0 6) ∆ℓ1-rich ( ∆ℓ1 ( ∆ℓ1,0 6) IP ( IP0=
( ( (
= =
...
...
...
...
...
...
=
( ( (
= =
IP0 6) ∆ℓ2-rich ( ∆ℓ2 ( ∆ℓ2,0 6) IP ( IP0=
( ( (
= =
...
...
...
...
...
...
In what follows we will provide explanations/proofs for the non-obvious inclusions presented in the
diagram above.
We begin with noting that by Theorem 5.1 and the definitions of the families ∆ℓ-rich, ∆ℓ and
∆ℓ,0, the following diagram holds for any ℓ1 < ℓ2:
∆ℓ1-rich ⊆ ∆ℓ1 ⊆ ∆ℓ1,0
⊆ ( (
∆ℓ2-rich ⊆ ∆ℓ2 ⊆ ∆ℓ2,0
We will show now that the following relations hold for any ℓ ∈ N:
IP0 6⊇ ∆ℓ-rich
(
∆ℓ+1-rich
Lemma 8.2. For each ℓ ∈ N, there exists a ∆ℓ-rich set which is not an IP0 set nor a ∆ℓ′ set for
any ℓ′ > ℓ.
Proof. First we will show that, given ℓ ∈ N and D ⊆ N with d∗(D) = δ > 0, for any M ≥ 2ℓ,
n1, ..., nM ∈ N and any E ⊆ N with d∗(E) = 0, there exists an n ∈ D for which
{∂(nj1 , ..., nj2ℓ−1 , n) | 1 ≤ j1 < j2 < j3 < · · · < j2ℓ−1 ≤M} ∩ E = ∅. (44)
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To prove the contrapositive, note that for any m1,m2,m3, · · · ,m2ℓ ∈ Z,
∂(m1, ...,m2ℓ) = ∂(m2ℓ−2ℓ−1+1, ...,m2ℓ)− ∂(m1, ...,m2ℓ−2ℓ−1)
= ∂(m2ℓ−2ℓ−2+1, ...,m2ℓ)− ∂(m2ℓ−2ℓ−1+1, ...,m2ℓ−2ℓ−2)− ∂(m1, ...,m2ℓ−2ℓ−1)
= ∂(m2ℓ−2ℓ−2+1, ...,m2ℓ)−
1∑
t=0
∂(m2ℓ−2ℓ−t+1, ...,m2ℓ−2ℓ−t−1)
= · · · = m2ℓ −
ℓ−1∑
t=0
∂(m2ℓ−2ℓ−t+1, ...,m2ℓ−2ℓ−t−1).
So if (44) does not hold for any n ∈ D, we have
D ⊆
⋃
m∈E
{m+
ℓ−1∑
t=0
∂(nj
2ℓ−2ℓ−t+1
, ..., nj
2ℓ−2ℓ−t−1
) | 1 ≤ j1 < · · · < j2ℓ−1 ≤M}
and hence d∗(E) ≥ δ
M2
ℓ > 0.
Now let ℓ ∈ N, let E ⊆ N with d∗(E) = 0 and let α0, ..., αℓ ∈ T be rationally independent
irrational numbers. By Weyl’s equidistribution theorem [22], the sequence
(nα0, n
2α0, nα1, n
2α1, ..., nαℓ, n
2αℓ), n = 1, 2, ...
is uniformly distributed on T2(ℓ+1). Hence, by (44), we can choose inductively an increasing sequence
(nk)k∈N in N such that
(1) Dℓ((nk)k∈N) ∩ E = ∅.
(2) For each j ∈ {1, ..., ℓ},
lim
k→∞
nkαj = 0.
(3) For each j ∈ {1, ..., ℓ},
−2j−1 (2j + 1)!
2!(2j − 1)! limk→∞n
2
kαj = αj−1.
(4) limk→∞ nkα0 = 12 .
Let p ∈ βN be a non-principal ultrafilter with {nk | k ∈ N} ∈ p. Since p satisfies the hypothesis of
Lemma 4.2, we have
pℓ-lim
n∈N
n2ℓ+1αℓ = p-lim
n∈N
nα0 =
1
2
.
By Theorem 2.4 there exists a subsequence (nkj)j∈N of (nk)k∈N such that for each n ∈ Dℓ((nkj )j∈N),
‖n2ℓ+1αℓ − 1
2
‖ < 1
4
and hence
‖n2ℓ+1αℓ‖ ≥ 1
4
.
So for any E ⊆ N with d∗(E) = 0 we can find an increasing sequence (nk)k∈N in N for which
Dℓ((nk)k∈N) ⊆ {n ∈ N | ‖n2ℓ+1αℓ‖ ≥ 1
4
} \ E.
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Thus, the set
{n ∈ N | ‖n2ℓ+1αℓ‖ ≥ 1
4
}
is ∆ℓ-rich. However, by Theorem 3.2 and Theorem 3.9, it is not an IP0 set nor a ∆ℓ′ set for any
ℓ′ > ℓ.
Remark 8.3. An argument similar to the one used to prove Lemma 5.3 can be utilized to show that
for any ǫ ∈ (0, 13) and any even polynomial v(x) with no constant term and at least one irrational
coefficient, the set
{n ∈ N | ‖v(n)‖ > ǫ}
is ∆ℓ-rich for each ℓ ∈ N. On the other hand, by Theorem 3.9, this set is not an IP0 set.
Question 8.4. In [9, Section 2], it was shown that A-IP∗0 6)A-IP∗. Hence IP-rich 6⊇ IP0-rich. Is it
true that for any ℓ ∈ N, ∆ℓ-rich 6⊇ ∆ℓ,0-rich?
Corollary 8.5. Let v(x) =
∑ℓ
j=1 ajx
2j−1 be a non-zero odd real polynomial and let (X,A, µ, T ) be
an invertible probability measure preserving system. Then:
(i) There exists r ∈ N and E ⊆ N such that for any R ≥ r, E is IP∗R but not ∆∗ℓ,R′ for any
R′ ≥ 2ℓ (i.e. the mere fact that given ǫ small enough, there exists R ≥ r for which R(v, ǫ) ∈
IP∗R \ IP∗R−1,15 does not imply that there exists R′ ≥ 2ℓ for which R(v, ǫ) ∈ ∆∗ℓ,R′).
(ii) There exists a set E ⊆ N such that E is A-IP∗0 but not A-∆∗ℓ,0 (i.e. if v(Z) ⊆ Z, the mere fact
that RA(v, ǫ) is A-IP∗0 does not imply that it is A-∆∗ℓ,0).
Proof. We will only show (i), the proof of (ii) is similar. For this we will first note that by Lemma 8.2,
there exists a set D ⊆ N which is a ∆ℓ-rich set but not an IP0 set. In particular, D is ∆ℓ,0 but not
IP0. Thus, there exists r ∈ N such that for any R ≥ r, D is not an IPR set. It follows that for any
R ≥ r, the set E = N \D is an IP∗R set but not a ∆∗ℓ,R′ set for any R′ ≥ 2ℓ.
Now we prove that for each ℓ ∈ N,
∆ℓ-rich ( ∆ℓ.
Lemma 8.6. Let ℓ ∈ N. Any ∆ℓ set contains a ∆ℓ set with zero upper Banach density.
Proof. Let D ⊆ N be a ∆ℓ set and let (nk)k∈N be an increasing sequence such that Dℓ((nk)k∈N) ⊆ D.
Note that for any s ∈ N and any subsequence (mk)k∈N of (nk)k∈N, there exist a further subsequence
(mkj )j∈N of (mk)k∈N for which
Dℓ((mkj )j∈N) ⊆ sN.
By using a diagonalization argument we can find a subsequence (nkj)j∈N such that for each s ∈ N,
Dℓ((nkj)
∞
j=s) ⊆ ssN.
15For any ǫ > 0, let r(ǫ) ∈ N be the least natural number for which the set R(v, ǫ) is IP∗r(ǫ) (such a constant is
guaranteed to exist by Theorem 3.9) and let r ∈ N. Since r(ǫ)→∞ as ǫ→ 0, for any ǫ small enough, r(ǫ) ≥ r. Thus,
if we let R = r(ǫ), we have that R ≥ r and R(v, ǫ) ∈ IP∗R \ IP
∗
R−1.
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Without loss of generality we will assume that (nkj)j∈N = (nk)k∈N.
Given s ≥ 2ℓ, t ∈ {1, ..., 2ℓ − 1} and any j1 ∈ {1, ..., s − 1},...,jt ∈ {jt−1 + 1, ..., s+ t− 2}; we define
the set
A(j1, ..., jt) = {∂(nj1 , ..., nj2ℓ ) | s+ t ≤ jt+1 < · · · < j2ℓ}.
Associated to A(j1, ..., jt) there exists a constant z = z(j1, ..., jt) ∈ Z with the property that for any
s+ t ≤ jt+1 < · · · < j2ℓ ,
∂(nj1 , ..., nj2ℓ ) + z = ∂(ns, ..., ns+t−1, njt+1, ..., nj2ℓ ).
It follows that
A(j1, ..., jt) + z(j1, ..., jt) ⊆ Dℓ((nk)∞k=s).
So, since
Dℓ((nk)k∈N) \ Dℓ((nk)s+2ℓ−2k=1 ) ⊆ Dℓ((nk)∞k=s) ∪
2ℓ−1⋃
t=1
s−1⋃
j1=1
· · ·
s+t−2⋃
jt=jt−1+1
A(j1, ..., jt),
we have that
d∗(Dℓ((nk)k∈N)) = d
∗(Dℓ((nk)k∈N) \Dℓ((nk)s+2ℓ−2k=1 ))
≤ (s + 2ℓ)2ℓd∗(Dℓ((nk)∞k=s)) ≤
(s + 2ℓ)2
ℓ
ss
.
Thus, d∗(Dℓ((nk)k∈N) = 0, completing the proof.
Next we show that for any ℓ ∈ N,
∆ℓ ( ∆ℓ,0.
Lemma 8.7. There exists a set E ⊆ N that is a ∆ℓ,0 set for each ℓ ∈ N but is not a ∆ℓ set for any
ℓ ∈ N.
Proof. For each k ∈ N, let Ek = {(2k)!, (2k)!2..., (2k)!k} and let
E =
⋃
k∈N
Ek.
Let ℓ ∈ N. Since for any r ≥ 2ℓ, there exists an R ≥ r for which ER is a ∆ℓ,r set, E is a ∆ℓ,0 set.
It only remains to show that E does not contain any ∆1 set (this will imply that E contains no ∆ℓ
set for any ℓ ∈ N).
Given a ∆1 set D there exists an increasing sequence (nk)k∈N in N such that D1((nk)k∈N) ⊆ D.
Note that for such a sequence
(nk − n1)− (nk − n2) = n2 − n1 (45)
for each k ≥ 3. Since maxEs < minEs+1 − (2s)! for any s ∈ N, we have that for n,m ∈ E large
enough, |n−m| > n2 − n1. It follows from (45) that D can not be a subset of E, which completes
the proof.
Remark 8.8. The set E in the proof of Lemma 8.7, is an IP0 set which is not an IP set. Hence
IP ( IP0.
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The next two results show that
IP0 ( ∆1,0.
Lemma 8.9. Any IP0 set is a ∆1,0 set.
Proof. The proof is similar to the well known fact that any IP set is a ∆ set (see for example [12,
Lemma 9.1]). We will actually show that any IPr set contains a ∆1,r set.
Let r ≥ 2 and let Γ be an IPr set containing FS((nk)rk=1) for some n1, ..., nr ∈ N. For each
k ∈ {1, ..., r}, let sk = n1+n2+ · · ·+nk. Then for any k > l, sk− sl ∈ Γ. Thus, Γ is a ∆1,r set.
The result contained in the following short lemma is similar to a remark made in the Introduction
to [5] .
Lemma 8.10. The set
D = D1((10
k)k∈N) = {9
j∑
s=i
10s | 0 ≤ i ≤ j},
is a ∆ set but not an IP3 set.
Proof. If x, y, z ∈ D and x ≤ y ≤ z. Then, if y+z ∈ D, we have by analysing the decimal expansion
of y, z and y + z, that x+ z 6∈ D or x = y. But in the latter case x+ y 6∈ D. So, D is not an IP3
set.
Finally, we prove that for ℓ ≥ 2,
∆ℓ,0 6⊇ IP.
We will denote by F the set of all finite non-empty subsets of N.
Theorem 8.11. Let (nk)k∈N be an increasing sequence of natural numbers. Suppose that for any
α, β, γ ∈ F , ∑
j∈α
nj +
∑
j∈β
nj =
∑
j∈γ
nj if and only if α ∪ β = γ and α ∩ β = ∅. (46)
Then for any ℓ ≥ 2, FS((nk)k∈N) is not a ∆ℓ,2ℓ−214 set.16
Proof. By the definition of ∆ℓ,r sets, all we need to show is that given a 14-element sequence
(ck)
14
k=1 in Z with D2((ck)
14
k=1) ⊆ N, D2((ck)14k=1) 6⊆ FS((nk)k∈N). Assume for contradiction that
D2((ck)
14
k=1) ⊆ FS((nk)k∈N). For any k1, k2 ∈ {3, ..., 14} with k1 < k2, let α(k1, k2) ∈ F be such
that
(ck2 − ck1)− (c2 − c1) =
∑
j∈α(k1,k2)
nj. (47)
Since D2((ck)14k=1) ⊆ FS((nk)k∈N), for any k1, ..., k4 which satisfy 3 ≤ k1 < k2 < k3 < k4 ≤ 14, there
exists α ∈ F such that
(ck4 − ck3)− (ck2 − ck1) =
∑
j∈α
nj. (48)
It follows from (47) and (48) that ∑
j∈α(k3,k4)
nj =
∑
j∈α
nj +
∑
j∈α(k1,k2)
nj. (49)
16Equation (46) holds for any sequence (nk)k∈N in N which satisfies
nk+1
nk
≥ 3 for every k ∈ N.
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Thus, we get from (49) and (46) that
α(k1, k2) ⊆ α(k3, k4).
Consider now the set A = {c5 − c4, c8 − c7, c11 − c10, c14 − c13} and note that |A| ≥ 3, (otherwise
we would have that 0 ∈ N). Hence, at least two of the elements of A are either strictly positive or
strictly negative. Without loss of generality, we will assume that c5 − c4, c8 − c7 > 0.
Let λ1 = α(k3, k5) \ α(k3, k4) and let ρ1 = α(k3, k4) \ α(k3, k5), then
c5 − c4 = (c5 − c3)− (c4 − c3) =
∑
j=α(k3,k5)
nj −
∑
j=α(k3,k4)
nj =
∑
j∈λ1
nj −
∑
j∈ρ1
nj.
(Note that a priori λ1 or ρ1 could be empty. We follow the convention that
∑
j∈∅ nj = 0.)
Since c5 − c4 > 0, we must have that λ1 6= ∅. A similar argument shows that if we let λ2 =
α(k6, k8) \ α(k6, k7) and ρ2 = α(k6, k7) \ α(k6, k8), then
c8 − c7 =
∑
j∈λ2
nj −
∑
j∈ρ2
nj
and hence λ2 6= ∅.
Since α(k3, k5) ∪ α(k3, k4) ⊆ α(k6, k8) ∩ α(k6, k7), the sets λ1, λ2, ρ1, ρ2 are pairwise disjoint. Let
α ∈ F be such that ∑
j∈α
nj = (c8 − c7)− (c5 − c4) ∈ FS((nk)k∈N),
then ∑
j∈α
nj +
∑
j∈λ1∪ρ2
nj =
∑
j∈λ2∪ρ1
nj. (50)
By noting that λ1 6⊆ λ2 ∪ ρ1, we see that (50) contradicts (46). This completes the proof.
Corollary 8.12. Let v(x) =
∑ℓ
j=1 ajx
2j−1 be a non-zero odd real polynomial. There exists r ∈ N
and E ⊆ N such that for any R ≥ r, E is ∆∗ℓ,R but not IP∗R′ for any R′ ∈ N (i.e. the mere fact
that given ǫ small enough, there exists R ≥ r for which R(v, ǫ) ∈ ∆∗ℓ,R \∆∗ℓ,R−1, does not imply that
there exists R′ ∈ N for which R(v, ǫ) ∈ IP∗R′).
Proof. The proof is similar to the proof of Corollary 8.5.
Question 8.13. Is it true that A-∆∗ℓ,0 6⊆ A-IP∗?
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