Abstract. In this paper, we consider three types of polynomial equations in quantum computer: linear divisibility equation, which belongs to a special type of binary-quadratic Diophantine equation; quadratic congruence equation with restriction in the solution and exponential congruence equation in finite field. Quantum algorithms based on Grover's algorithm and Shor's algorithm to these problems are given. As for the exponential congruence equation, which has been considered by Dam and Shparlinski [17] at 2008, a relatively simple quantum algorithm is given here. And some other results and generalizations are discovered.
Introduction
Quantum computer provide us more advantages to solve some problems efficiently than the classical Turing machine. Many efficient quantum algorithms towards some problems which are difficult to solve in the classical computer were discovered in the past decades (for example see the review [6] ).
The polynomial equation solving problem is a typical hard but important problem with a lot of applications. Different from numbers, polynomial is a little complicate to deal with in quantum computer now. By Shor's work [16] , congruence equation can be solved efficiently in quantum computer. The HHL algorithm [12] seems to be another breakthrough related to this problem, although it can only give a state about the solution of linear system. A work about diagonal equation with three terms in finite field was studied in [17] . And recently, two works about polynomial interpolation in finite field were given in [5] , [7] .
In this paper, we consider three types of polynomial equation solving problem, which seems cannot solved efficiently by the already existed quantum algorithms, especially Shor's algorithms.
The first equation is linear divisibility equation. It is a problem aims at finding a nontrivial factor of a positive integer b with the form ax + 1. This problem is a candidate of NPI problem [2] . It is a special type of binary-quadratic Diophantine equations, and was considered in [2] to study P and NP problem. It is proved to be γ-complete, but not known to be NP-complete. A result in [10] shows that if the linear divisibility equation can be solved in polynomial time, then NP = co-NP. Besides this, this problem has its own importance to study. Since it is a factoring problem, however, Shor's algorithm can only provide some partial helps.
The second equation studied in this paper is quadratic congruence equation with restriction in the solution. The general quadratic congruence equation x 2 ≡ a mod b can be solved efficiently be Shor's algorithms. However, it is a NP-complete problem [14] if we want to find a solution satisfies 0 ≤ x ≤ c. Some people believes that quantum computer cannot solve NP-complete problem efficiently (for example see [1] ). This might be a problem to study the potential of quantum computer.
The third equation considered in the paper is about exponential congruence equation in finite field, i.e., diagonal equation studied in [17] . The importance of this equation was discussed in paper [17] . However, here we care about this equation is because of its relations to polynomial equation in finite filed.
As for these three types of polynomial equations, Grover's algorithm and Shor's algorithm can only provide partial helps. We cannot rely on these two algorithms to solve these equations efficiently in quantum computer. As for the first two equations, we can achieve a cubic speedup in quantum computer based on the two algorithms. As for the third equation, we present a relatively simple quantum algorithm to it compared with [17] . But the worst complexity is not improved here. And some generalizations of this equation and the relation to general polynomial equation in finite field of this equation were also discussed in this paper.
Linear divisibility problem
The linear divisibility problem [10] states that for any two positive integers a, b, does there exists a positive integer x, such that ax + 1 divides b? This is equivalent to decide whether or not the following Diophantine equation
contains positive solutions for x, y? In the following, we try to find quantum algorithm towards this problem. We first consider in the case when a is prime. By Shor's quantum factoring algorithm [16] , we can completely factor b = p
Since a is prime, so Z * a has a generator g, which can be computed in time O(poly(log a)) [9] . By Shor's quantum discrete logarithm algorithm, we can computer λ i (i = 1, 2, . . . , n) in time O(poly(log a)), such that
Thus (2.1) is equivalent to the following linear equation with restrictions:
The total costs of the reduction from (2.1) to (2.3) is O(poly(log b)).
In order to test whether (2.3) contains a solution or not, a naive method is searching all possible cases of t i . It contains
A classical result in number theory [13] states that for any ǫ, we have
And when ǫ is small, A ǫ can be very large. For example if ǫ = 1/5, then A ǫ ≈ 1.2 × 10 37 . Although A ǫ is a constant, not good to be vary large in algorithm. Another classical result in number theory [13] states that for almost b, we have D = O(log b). So the average complexity of linear divisibility problem in quantum computer is O(poly(log b)).
Direct searching by Grover's algorithm [11] only provides a quadratic speedup. However, based on the linear properties of (2.3), we can actually achieve a cubic speedup, i.e., O(b ǫ/3 poly(log b)) in quantum computer, by the method introduced in [4] . The basic idea is dividing {1, 2, . . . , n} into two parts {1, 2, . . . , j} ∪ {j + 1, j + 2, . . . , n}, such that (
and S 2 is the set by sorting S 1 . The total complexity to get the set
The value of the map f can be computed by binary searching in the set S 2 , which costs O(log D).
And the way to find a solution of f can be achieved by Grover's searching with complexity O(D 1/3 ). Therefore, the total complexity to solve (2.3) is O(b ǫ/3 poly(log b)). In the above searching procedure, equation (2.3) actually does not provide too much help to solve (2.1). Since the above searching procedure can be done directly in (2.2) and this does not depends on whether a is prime or not. And most importantly, when a is not prime, (2.3) will be changed into a linear system, which will be difficult to solve. At least, the above searching algorithm does not works anymore. Anyway, we have 
for some λ 1 , . . . , λ n , s. If d i = 1 for all i, then this is the subset sum problem, which brings new evidence to the difficulty of linear divisibility problem.
Quadratic congruence
With the finding of efficient factoring and discrete logarithm quantum algorithm, quadratic congruence equation can be solved efficiently in quantum computer. But quadratic congruence equation with restrictions on the solution cannot solved easily by Shor's work. In [10] , it introduces the following problem: For any three positive integers a, b, c, does there exists 0 < x < c, such that x 2 ≡ a mod b? This problem is proved to be NP-complete [14] . A basic idea to solve this problem in quantum computer is as follows:
We first factor b = p 
where
. Therefore, the problem reduces to find suitable µ i ∈ {1, −1} such that
2)
The method analyzed above to linear divisibly problem still works here and achieves a cubic speedup. Since n < log b, so Proposition 2. There is a quantum algorithm that solves the problem whether or not there exists 0 < x < c, such that
Remark 2. This special type of quadratic congruence induces a more general problem as follows: Let a 1 , a 2 , . . . , a n , b, c be some positive integers, does there exists x 1 , x 2 , . . . , x n ∈ {1, −1}, such that 0 < a 1 x 1 + a 2 x 2 + · · · + a n x n mod b < c.
Exponential congruence equation
Let F q be a finite field, g be the generator of F * q . Given a, b, c, d ∈ F * q and a, c are factors of q − 1, then does there exists x, y ∈ F q satisfies the following equation in F q :
A direct method is combining Grover's searching and Shor's discrete logarithm algorithm, just like the algorithm given in [17] . The method provided in [17] contains some hard estimations about the number of solutions of the equation (4.1). In the following, we give a much simpler quantum algorithm to this problem compared with [17] . The worst complexity given in [17] does not improved here, but we get some different results from [17] . And some generalizations and observations about polynomial equation in finite field are discovered.
Assume that a ≤ c. A result [15] about the number N of solutions of equation (4.1) states that
Note that if (x 0 , y 0 ) is a solution of (4.1), then there will exist x 1 , . . . , x a−1 , such that (x i , y 0 ) (1 ≤ i ≤ a − 1) are solutions of (4.1). So in the searching space F q of y, we have a probability at least 3 4 q/aq = 3/4a to get the right y, such that by putting y into (4.1), we will get a x such that (x, y) is a solution of (4.1). So direct searching will cost O(
. Since a, c are factors of q − 1, so we can set q − 1 = as = ct. Then we know that we only need to search x and y in space {0, 1, . . . , s − 1} and {0, 1, . . . , t − 1} respectively. Moreover, given any y 0 ∈ Z t , if there is a x 0 ∈ Z s such that (x 0 , y 0 ) is a solution of (4.1), then x 0 can be computed efficiently by Shor's algorithm. So we only need to search y in space Z t and then check whether or not the (4.1) has a solution for x by Shor's algorithm. At this time, the complexity to find one solution of (4.1) or decide whether (4.1) has a solution is
). This result also holds for c ≥ 1 2 q 1/4 + 1. with in the same complexity, the quantum algorithm will return one solution.
Besides the efficiency of this problem, we can do more generalizations about polynomial equation in finite field based on the above problem. Note that (4.1) is equivalent to diagonal equation
The general diagonal equation with n terms in finite field F q has the form
where a 1 , . . . , a n , b ∈ F * q and k 1 , . . . , k n ∈ Z q−1 . This equation can also written in the form (4.1). If there is a 1 ≤ i ≤ n such that gcd(k i , q − 1) = 1, then (4.3) is trivial to solve by Shor's discrete logarithm algorithm. So we can assume k 1 , . . . , k n are factors of q − 1 in (4.3) .
In the general case, the result in [15] states that the number N of solution of equation (4.3) satisfies
We can also assume
The following analysis is similar to the equation (4.1).
we have a probability larger than 1 2 q n−1 /k 1 q n−1 = 1/2k 1 to get the right x 2 , . . . , x n , such that by putting them into (4.3), we will find a x 1 such that (x 1 , x 2 , . . . , x n ) is a solution of equation (4.3).
, then N ≥ 0, which means equation (4.3) may not contains a solution, so the above analysis does not works anymore. For any i, set k i l i = q − 1. Different from the above case, we only need to search each x i in the space Z li . And we only need to search (x 2 , . . . , x n ) ∈ Z l2 × · · · × Z ln , then check whether or not the equation (4.3) has a solution for x 1 . Therefore, at this time, the size of the searching space is
As we know, the quantum searching and discrete logarithm algorithm will provide a quadratic speedup to this case, so the complexity is
). This also holds
Proposition 4. Assume a 1 , . . . , a n , b ∈ F * q and k 1 ≤ k 2 ≤ · · · ≤ k n are factors of q − 1. Then there is a quantum algorithm can decides whether or not the equation
Moreover, if it has solution, then with in the same complexity, the quantum algorithm will return one solution.
Remark 3. Equation (4.1) can be written in the form g
. From the point of discrete logarithm, this problem is equivalent to find x such that the discrete logarithm l of
in finite field F q must divisible by c. So we can consider a general discrete logarithm problem, i.e., try to solve the equation
in finite filed F q , here c | (q − 1) and f is any polynomial belongs to F q [x 1 , . . . , x n ]. This problem aims at finding suitable x 10 , . . . , x n0 ∈ F q , such that the discrete logarithm of f (x 10 , . . . , x n0 ) in finite field F * q is divisible by c. Direct generalization of Shor's discrete logarithm seems impossible to this problem. This is because the following problem cannot be solved efficiently in quantum computer due to the optimality of Grover's algorithm: Let F (t 1 , . . . , t n ) be any function over a set, such as Z n M , and given a number d ∈ Z M , then does there exists s 1 , . . . , s n ∈ Z M , such that d is a factor of F (s 1 , . . . , s n )?
In finite field F q , a single polynomial equation in n variables can always be changed into the form λ 1 g a11x1+···+a1nxn + λ 2 g a21x1+···+a2nxn + · · · + λ k g a k1 x1+···+a kn xn = c. 
Note that, if there is a 1 ≤ i ≤ k, such that d i = 1, then (4.7) always has a solution in F q . Let y 1 , y 2 , . . . , y k be a solution of (4.7), then in order to recover one solution of (4. 
