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Abstract 
We discuss a possibility of the extension of a primal--dual interior-point algorithm suggested recently by Alizadeh 
et al. (1994). We consider optimization problems defined on the intersection of a symmetric one and an affine subspace. 
The question of solvability of a linear system arising in the implementation f the primal--dual algorithm is analyzed. 
A nondegeneracy theory for the considered class of problems is developed. The Jordan algebra technique suggested by 
Faybusovich (1995) plays major role in the present paper. 
Keywords: Interior-point methods; Linear systems; Jordan algebras 
AMS classification: 17C27; 90C25; 15A06 
1. Introduction 
Recently, Alizadeh et al. [1] suggested a primal-dual interior-point algorithm for solving semidef- 
inite problems that shows extremely good convergence properties and a high degree of accuracy [2]. 
In the present paper we discuss a possibility of an extension of this algorithm to a broader class 
of optimization problems defined on the intersection of an affine subspace with a symmetric (i.e., 
self-dual, homogeneous) cone. This class of problems includes linear programming, semidefinite pro- 
gramming, problems with constraints determined by second-order cones and various combinations of
these types of problems. It provides a natural framework for the analysis of primal--dual algorithms. 
Our approach is based on the possibility of the realization of a symmetric cone as a cone of squares in 
the attached Euclidean Jordan algebra (see, e.g., [4]). We essentially use the fact that the optimal bar- 
rier function (in the sense that such a choice of the barrier leads to optimal complexity estimates for 
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corresponding algorithms) for this class of problems can be described in terms of the attached Jordan 
algebra [5]. Certain technical tools associated with computations in Jordan algebras [5] turn out to be 
very useful for the situation considered in the present paper. The plan of the paper is as follows. In 
Section 2 we describe major properties of central trajectories. In Section 3 we analyze various non- 
degeneracy assumptions which are natural generalizations of those considered in [3]. In Section 4 we 
address the question of solvability of linear systems arising in the implementation f the primal-dual 
algorithm. Section 5 contains a brief description of necessary properties of Euclidean Jordan algebras. 
2. Central trajectories 
We will use throughout this paper some major properties of Euclidean Jordan algebras. The reader 
who is not familiar with this technique is adviced to read Section 5 of the paper first. Let V be 
a Euclidean Jordan algebra (see Section 5 for definitions). Denote by (2 its cone of squares. Let, 
further, X be a vector subspace of V and X ± its orthogonal complement relative to the canonical 
scalar product (,): 
(x, y) = tr(x o y). 
(See Proposition 5.3 for the definion of tr; here o stands for the multiplication in the Jordan algebra 
V, Definition 5.1 ) . Given a E X, b cA "±, consider the following optimization problem: 
(a, x) --~ min, (2.1) 
xE(b  +X)A I2=P (2.2) 
and its dual 
(b, y) ~ min, (2.3) 
y E (a + X ±) A f2 --- D. (2.4) 
Throughout this paper we will assume that the relative interiors are nonempty 
ri(P) : (b + X)  A int(O) ¢ ~3, ri(D) = (a + X ±) N int(O) ¢ 0. (2.5) 
One can show that under assumptions (2.5) both (2.1), (2.2) and (2.3), (2.4) have solutions, the 
corresponding sets of optimal solutions F and G are bounded and moreover, if x E F and y E G then 
(x, y) = 0. (2.6) 
Hence, we arrive at the following necessary and sufficient conditions for optimality: 
Proposition 2.1. Let (x ,y)E  V x V. Then x is an optimal solution to (2.1), (2.2) and y is an 
optimal solution to (2.3), (2.4) i f  and only /f (2.2), (2.4) and (2.6) holds true. 
Given x E V, we denote by L(x) the linear operator on V multiplication by x (see Definition 5.1). 
The next lemma will be used several times in this paper in a crucial way. 
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Lemma 2.2. Let (x, y)  E f2 x f2 and tr(x o y) = 0. Then 
x o y = 0. (2.7) 
Proof. Since y E f2, y = z 2 for some z E V. Then 
0 = tr(x o z 2) = tr(z(x o z)) = (z, L(x)z). 
Here in the second equality we used (5.16). But, by Theorem (5.13) L(x) is a nonnegative definite 
symmetric operator on V. Hence, L(x)z = 0. Further, 
(y,L(x)y) = (z2,x o (z2)) = tr(z 2 o (x oz2)) = tr((z 4) ox) = (L(z)z3,x) = (z3,L(z)x) = 0, 
since L(z )x=L(x)z=xoz .  Here in the third equality we used (5.16) again and the fifth equality 
follows from the fact that L(x) is a symmetric operator relative to the canonical scalar product. Thus 
(y,L(x)y) =0 or L(x )y=xo y=O.  [] 
We see that (2.2), (2.4) and (2.7) yield necessary and sufficient conditions for the optimality. We 
next briefly describe the concept of the central trajectory for the problems (2.1), (2.2) and (2.3), 
(2.4). Given ~ >0, consider the following optimization problems: 
f~(x) = [3(a,x) - In det(x), x E ri(P), (2.8) 
g~(x) = ~(b, y) - In det(y), y E ri(D). (2.9) 
It can shown that, under assumptions (2.5), problem (2.8) has a unique solution x(/~) which can be 
characterized by the conditions: 
(2.10) x(fl) E ri(P), fla - x(fl) -1EX ±. 
Similarly for the problem (2.3), (2.4) we arrive at the condition: 
y(/?) E ri(D), fib - y(/?)-i EX. (2.11) 
We immediately see that if we choose for fl > 0 y( f l )= x(fl)-l/fl, then conditions (2.11) are satisfied. 
Thus we arrive at the following optimality conditions for problems (2.8) and (2.9): 
x(fl) E (b + X) M int(~2), 
y(//) E (a + X ~- ) A int((2), 
x(//) o y(/~) = e//~, 
(2.12) 
(2.13) 
(2.14) 
where fl > 0 and e is the unit element in the Jordan algebra V. The choice of the barrier function In det 
is optimal (in the sense of available complexity estimates of corresponding interior-point algorithms) 
and was justified in [5]. Comparing (2.12)-(2.14) with (2.2), (2.4), (2.7), it is reasonable to expect 
that x(f l) ,y(f l)  converge to optimal solutions of problems (2.1), (2.2) and (2.3), (2.4), respectively 
when fl tends to +co. It turns out to be true. Observe that in the case where ~2 is the positive 
orthant in R" we arrive at the standard primal--dual system of equations for the linear programming 
problem. In the case where f2 is the cone of nonnegative definite symmetric matrices we arrive at the 
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primal-dual system suggested in [1] for semidefinite programming. The crucial step in primal-dual 
algorithms involves solving systems of the type (2.12)-(2.14) using Newton's method. In the present 
paper we study under what conditions the Newton method is applicable for solving (2.12)-(2.14). 
The Newton's direction (4, t/)E V × V for the system (2.12)-(2.14) at the point (x, y )E  ri(P) × ri(D) 
can be obtained as the solution of the following system of linear equations in the Jordan algebra V 
(fl > 0 is fixed): 
e 
~EX, f lEX ±, xoq+ yo~=-~- -xoy .  (2.15) 
Consider a linear map M(x,y) : V ~ V 
M(x,y) (~+q)=xor l+yo~,  ~EX, qEX ±. (2.16) 
Thus we are interested under what conditions M(x,y) is invertible. In particular, if (2, 33) is a pair 
of optimal solutions of (2.1), (2.2) and (2.3), (2.4), respectively, is it true that M(~,y) is invertible? 
To answer this question we have to impose certain nondegeneracy assumptions on the problems 
(2.1), (2.2) and (2.3), (2.4). 
3. Nondegeneracy assumptions 
Consider, first, the case where V is a simple Jordan algebra. Given x E (2, let 
r 
x= ~_,)~iei (3.1) 
i=1 
be the spectral decomposition of x (see Theorem 5.12). Here el . . . . .  er is an appropriate Jordan frame 
in V. We can assume without loss of generality that 21 > 0,. . . ,  2m >0, 2m+l . . . . .  ).r = 0. We call 
m the rank of x (notation: rank(x)= m). Then 
e(x) = el + e2 + .. .  +em (3.2) 
is an idempotent uniquely determined by x. Consider the Peirce decomposition of V with respect o 
e(x) (see (5.37)): 
V = V0(x)~ VII(X)~ V1/2(x ). (3.3) 
Definition 3.1. We say that x E (b +X)N f2 =P is (primal) nondegenerate if 
V0(x) MX ± = 0. (3.4) 
Remark 3.2. In the case where V is the Jordan algebra of real symmetric matrices (see Example 
5.25) this definition coincides with the one in [1]. 
Similarly, we say that y E (a +X ±) f3 f2 is (dual) nondegenerate if 
V0(y) AX = 0. (3.5) 
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In general 
V = V~ G V2 ®. . -  ED Vt (3.6) 
is a direct sum of simple Euclidean Jordan algebras. If x E P, then x = Xl + x2 +-  • • + xt with x; E f2i 
(cone of squares in Vi), i=  1,... ,  l. Hence, Vj(xi), j = 0, 1, 1, i = 1,2,. . . ,  l are well-defined. We say 
that x E P is (primal) nondegenerate if 
(/=~1 V0(xi))AX± =0.  (3.7) 
By definition 
l 
rank(x) = ~ rank(xi). 
i=1 
Similarly, one defines the nondegeneracy of y E D in general. For example, in the case where V = R" 
(see Example 5.24) 
~"=RO~®.- .GR,  
f2 is the positive orthant in R". If x = (xl,... ,x,) T E 12, then Vo(xi) = {0} if xi >0 and V0(xi) = R if 
xi = 0. The nondegeneracy assumption (3.7) takes the form: 
(R(1)® R(2)®- . .® ~(n) )NX ± =0,  
where R( i )= ~ for x~ =0 and ~( i )= 0 for x~ >0 which is the standard nondegeneracy assumption 
in linear programming. 
Theorem 3.3. Let the primal problem (2.1), (2.2) has a nondegenerate optimal solution x. Then 
the dual problem (2.3), (2.4) has a unique optimal solution. 
Proof. Let Yl,Y2 be optimal solutions of (2.3), (2.4). Consider first the case where V is simple. 
By (2.7) xoy i=0 or by (3.1) 
m 
~j(e j  o Y i )  : O, m = rank(x) ,  
j= l  
which implies 
m 
~f~ 2j(ej, yi) =O, 
j= l  
i.e. 
(ej, yi)=O, j=1 ,2  .. . .  ,m, i=1 ,2 ,  
since Yi E f2, ej E O. Hence, (e(x), Yi) = 0, i.e., 
e(x) o Yi = 0 (3.8) 
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by Lemma 2.2. We conclude that yi E V0(x), i=  1,2 and hence Yl - -  Y2 ff Vo(x). But Yl - Y2 EX  ±, 
since Yl, Yz E D. Thus 
Y: - Y2 E V0(x )NX ±.  
In general, V admits a decomposition (3.6). One can apply the above reasoning to components of 
x and y relative to this decomposition. [] 
Definition 3.4. Let (x, y )be  a pair of optimal solutions of the problems (2.1), (2.2) and (2.3), (2.4), 
respectively. We say that (x, y) is strictly complementary if x + y E int(£2). 
Proposition 3.5. Let (x,y) be a pair of  optimal solutions to (2.1), (2.2) and (2.3), (2.4), respec- 
tively. Then x and y are strictly complementary if and only if rank(x)+ rank(y)= rank(V)= r. 
Proof. Without loss of generality we can assume that V is simple. From the proof of Theorem 3.3 
we know that y E V0(x). Let rank(x) = l. Since x E int(~2x), where f2x is the cone of squares in the 
subalgebra Vi(x), we have rank Vl(x)= l and rank V0(x)= r - l. Let 
y = ~ #idi 
i=1+1 
be the spectral decomposition of y in the subalgebra V0(x). Here •i ~ 0 and d~ are pairwise orthogonal 
idempotents in V0(x). If 
l 
X = Z ,~iei 
i=1 
is the spectral decomposition o fx  in Vl(x), then e:,. . . ,el ,  dt+l ... .  ,dr is a Jordan frame in V. Hence, 
' ± 
x + y = ~ 2iei ÷ Itidi 
i=1 i=l+1 
is the spectral decomposition of x ÷ y. Now 
and 
i.e., 
rank(y) = card{i E [I + 1, r]: /z~ > 0} 
rank(x ÷ y) = l + card{/E [l ÷ 1, r]: #i > 0}, 
rank(x + y) = rank(x) + rank(y). 
We see, therefore, that x ÷ y E int(f2) is equivalent to rank(y) = r - l. 
(3.9) 
(3.10) 
[] 
L. Faybusovich / Journal of Computational nd Applied Mathematics 86 (1997) 149-175 155 
Remark 3.6. We see from the proof of Proposition 3.5 that if (x, y) is strictly complementary, then 
V~(y) = V0(x). (3.11) 
Theorem 3.7. Let (x,y) be strictly complementary pair of optimal solutions to (2.1), (2.2) and 
(2.3), (2.4), respectively. I f  x is a unique solution to (2.1), (2.2), then y is (dual) nondegenerate. 
I f  y is unique, then x is (primal) nondegenerate. 
Proof. Suppose that y is (dual) degenerate. This means according to our definitions that there exists 
zE V0(y)MX, z¢0 .  By (3.11) V0(y)= Vl(x). Since (x,y) is strictly complementary, we know (see 
(3.9)) that x E int(t2x), y E int(f2y), where f2x is the cone of squares in the Jordan algebra Vl(x). 
But then x + ~z Eint(f2x) for sufficiently small e>0,  i.e., (x + ez)E V0(y)M I2. Thus, x + e.z is an 
optimal solution to (2.1), (2.2). Contradicts the uniqueness of the optimal solution x. The proof of 
the second statement is completely similar. [] 
Given an integer d > 0, introduce a function 
(Pd(X)----X + x (x ) l ,  d 
2 
One can easily see that (Pd is strictly increasing for x > L 2" 
Theorem 3.8. Suppose that V is a simple Jordan algebra of the rank r and degree d (see 
Proposition 5.23). Let (x,y) be a pair of nondegenerate optimal solutions of problems (2.1), 
(2.2) and (2.3), (2.4), respectively. Then 
r - q~dl(dimX) ~< rank(x) ~< tpdl(dimX ±), (3.12) 
r -- ~Odl(dimX ±) ~< rank(y) ~< q)ffl(dimX). (3.13) 
Proof. By (3.4), (3.5) 
dim V0(x) ~< dimX, (3.14) 
dim V0(y) ~< dimX ±. (3.15) 
On the other hand, (see (5.42)) 
dim Vo(x) = q~a(r - rank(x)), 
dim V0(y) --- (pa(r - rank(y)). 
Hence, 
qoa(r - rank(x)) ~< dimX, (3.16) 
q)a(r - rank(y)) ~< dimX J-. (3.17) 
But (see (3.10)) 
rank(x) + rank(y) ~< r. (3.18) 
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We have by (3.16) 
rank(x)/> r - q~-I (dim X). 
On the other hand, 
rank(x) ~< r - rank(y) ~< ~Odl(dimX ±), 
where in the first inequality we used (3.18)) and in the second inequality we used (3.17)). This 
proves (3.12). The proof of (3.13) is completely similar. [] 
Remark 3.9. In the case where V is the Jordan algebra of symmetric matrices rank(x) coincides 
with the matrix rank o fx  and (3.12), (3.13) were obtained in this case in [1] . 
Remark 3.10. In general a Euclidean Jordan algebra V admits a decomposition (3.6). Inequalities 
(3.14), (3.15) take the form 
l 
~_,  Cpd,(ri - -  rank(x/))~< dimX, (3.19) 
i=l  
l 
q~di(ri - -  rank(y/)~< dimX ±, (3.20) 
i=1 
where r / ,d i  are the rank and the degree of the simple algebra V~ and 
X = Xl + . . . + xt ,  Y = Y l  + " " + Y t ,  x i ,  Y i  E Vi. 
We also have 
rank(xi) + rank(yi) ~< ri, i = 1 , . . . ,  l. (3.21) 
One can easily deduce from (3.19)-(3.21) that, in the case where V= ~n: 
rank(x) + rank(y) = n. (3.22) 
In this case, of course, rank(x) is simply the number of positive components of x E R~_ which implies 
(along with x o y = 0) the classical result that x and y are strictly complementary. 
Example 3.11. If V is the exceptional 27-dimensional Jordan algebra (see Example 5.29), then 
r=3,  d= 8. Inequalities (3.12) and (3.13) easily imply 
rank(x) = 2, 1 ~<dimX< 10, 
1 ~<rank(x) ~<2, 10~< dimX~< 17, 
rank(x)= 1, 17< dimX ~<26. 
(3.23) 
(3.24) 
(3.25) 
In particular, nondegenerate optimal solutions X and y are always complementary in cases (3.23), 
(3.25). 
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We next give a characterization f extreme points of P. Suppose x E P and H = {z E V: (e - 
e(x),z) = 0} (see Eq. (3.2)) for the definition of e(x)). 
Lemma 3.12. We have 
V~(x) fq (2 = n N f2. (3.26) 
Proof. If z E Vl(x), then e(x) oz =z, i.e., (e - e(x)) oz = 0. Consequently, 
(e - e(x),z) -~ O, 
i.e., zEH.  Thus, VI(x)AI2cHMI2. Inversely, if zEHMf2,  then (e -e (x ) , z )=O.  By Lemma 2.2 
(e -  e (x) )oz=O or e(x)oz=z.  In other words, zE Vl(x) which proves (3.26). [] 
Proposition 3.13. Suppose that x E P. Then x is an extreme point of  P if  and only if  
Vl(X) NX = 0. (3.27) 
Proof. Suppose zE V1(x)MX, z¢0 .  Let I2x be a cone of squares in the subalgebra Vl(X). By the 
definition of Vl(X), x C ri(f2x). Hence, x-4-ezE I2x c f2 for sufficiently small e>0. But 
x = ½((x - ez) + (x + e,z)), x 4- 8z E P, 
i.e., x is not an extreme point of P. Inversely, suppose that V~(x)nX = O. Let 
1 X : ~(X 1 -~- X2) , (3.28) 
xl,x2 E P. Then XhX2 C f2 and consequently 
(e -  e(x),xi)>~O, i= 1,2. 
Here we used the self-duality of f2. On the other hand, (e - e(x),x) --0. Thus (3.28) implies (e - 
e(x),xi) =0,  i=  1,2. We see that xi EHM(2 and hence by Lemma 3.12 xi C Vl(x) M f2, i=  1,2. But 
then (since xl,x2 Eb +X)  xl -XzC  VI(x)AX, i.e., xl =x2. This proves that x is an extreme point 
of P. [] 
Remark 3.14. Condition (3.27) implies 
dim Vl(x) ~< dimX ± 
or in the case where V is simple: 
q~a(rank(x)) ~< dimX ± 
(compare with (3.12), (3.13)). 
(3.29) 
(3.30) 
Theorem 3.15. Suppose that x, y are respectively primal and dual optimal solutions satisfying the 
strict complementarity condition. Then x is an extreme point of  P if  and only if  y is the dual 
nondegenerate. 
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Proof. Since x and y are strictly complementary, we have 
e(x) + e(y) = e (3.31 ) 
(see (3.2) and (3.11)). According to Proposition 3.13 x is an extreme point of P if and only if 
VI(x)AX=0. But (3.31) implies Vl(x)= Vo(y). Hence, V l (x)•X=0 is equivalent to Vo(y)MX=0 
which means that y is dual nondegenerate. []
4. Solvability of linear systems related to primal-dual algorithms 
Given x E V, recall that we denote by L(x) the linear operator on V of the form: 
L(x)(y) =x o y. 
We return now to the analysis of the question under what conditions the operator M(x,y) (see (2.16)) 
is invertible. 
Theorem 4.1. Suppose that (x, y) c int(f2) x int(I2). Let 
A(x, y) =L(x)-XL(y) + L(y)L(x) -1. 
Then M(x,y) is invertible if and only if either 
(A(x,y)~,~)>O, ~ EX\{0}, (4.1) 
or 
(A(x,y)~,¢)<O, ~ EX\{0}. (4.2) 
Proof. The operator M(x,y ) is invertible if and only if KerM(x,y) = O. 
But ~ + q E KerM(x,y), ~ EX, I /EX -L if and only if L(y)~ + L(x)rl ---- 0 or r/= - L(x)-lL(y)~. 
In other words, 
+ r/E Ker M(x,y) 
if and only if 
(A(x, y)¢, ~) = 0. (4.3) 
If one of the (4.1) and (4.2) holds, then (4.3) is satisfied only if ~ = 0. Conversely, if ~l, ~2 E X are 
such that (A(x, Y)¢1, ¢1) > 0, and (A(x, Y)~2, ~2) < 0, consider the function f (~)  = (A(x, y)~, ~) on the 
unit ball B in X. Since f is continuous and B is connected there is ~3 EB such that f (~3)=0 and 
Ker M(x,y) ~ O. [] 
Corollary 4.2. Under the assumptions of Theorem 4.1, if L(x)L(y) + L(y)L(x) is positive definite 
on V, then M(x,y) is invertible. 
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Proof. Indeed, (A(x, y){, {) = 0 is equivalent to (L(y){,L(x)- l{) = 0 or 
((L(x)L(y) ÷ L(y)L(x)){, ~) = O, 
~=L(x) - l{ .  This would imply ~=0 and hence { = 0. The result follows by Theorem 4.1. [] 
Corollary 4.3. In the case where V = E" (linear programming) M(x,y ) is always invertible. 
Proof. L(x) is in this case the operator of multiplication by the diagonal matrix with positive entries. 
Thus L(x)L(y)+ L(y)L(x) is obviously positive definite in this case. [] 
Corollary 4.4. I f  (x, y) E int(~) × int(D) and x o y E ~, then M(x,y) is invertible. 
Proof. It suffices to prove that L(x)L(y) + L(y)L(x) is positive definite. We prove that 
L(x)L(y) + L(y)L(x) > L(x o y). (4.4) 
Then x o y E £2 implies L(x o y) >~ 0 (see Theorem 5.13) and consequently L(x)L(y) + L(y)L(x) > O. 
To prove (4.4) observe that 
L(x)L(y) ÷ L(y)L(x) - L(x o y) = ½(P(x + y) - P(x) - P(y)), 
where P(.) is the quadratic representation f V (see (5.15)). On the other hand, as it is easily seen, 
P(x + y) - P(x) - P (y )= P(x)'/2(P(e + A) - P(e) - P(A ))P(x) 1/2, 
where A =P(x)- l /2y and 
P(e + d ) - P(e) - P(A ) = 2(2L(A ) - L(A )) = 2L(A ) > 0, 
since A E int(f2) (see Theorem 5.13). Thus, 
P(x+y) -P (x ) -P (y )>O,  (x, y) E int(12) × int(f2). [] (4.5) 
Remark 4.5. This result is in [8] for the case where V is the Jordan algebra of symmetric matrices. 
Corollary 4.6. The operator M(x,y ) & invertible along the central path. 
Proof. Indeed, by (2.14) x(fl)o y(f l )= e/fl E int(Q), f l>0. The result follows by Corollary 4.4. [] 
Lemma 4.7. Given x E ~2, we have 
Ker L(x) = Vo(x) 
(see (3.3)). 
Proof. Consider first the case where V is simple. Let 
X ~ ~ ,~iei, 
i=1 
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where 2i>0, i=  1,...,s, 2 i=0,  i>s and el .. . .  ,er is the Jordan frame of V. Let 
V= ~)  W~j (4.6) 
1 <~i<~j<~r 
be the Peirce decomposition of V corresponding to the Jordan frame ei. Recall that Wii = Vl(ei), W,-j = 
Vz/2(ei) N V1/2(ej), i< j  (see Theorem 5.22). Then 
Vk(x)= Vk ej = 1~ ~j (4.7) 
( i , j )  C ~ 
k = O, ½, 1, where 
F0 = {(i,j): s + 1 <~i<<.j<<.r}, (4.8) 
FI = {(i,j): 1 <.i<.j<.s}, (4.9) 
F1/2 ----- {(i,j): 1 <~i<<.s,  + 1 <~j<~r}. (4.10) 
In particular, 
L(x)~lij=O, (i, j)EFo, ~lijE Wij. (4.11) 
L(x)~lij = 1(2i + J.j)qij, qij E Wij, (i,j) E F1, (4.12) 
L(x)qij = ½2iqij, ?]ij E Wij, (i,j) E 1"1/2. (4.13) 
By (4.11)-(4.13) we immediately conclude that KerL(x)= V0(x). In general, V is a direct sum of 
simple Jordan algebras and decomposition (3.6) holds. But then 
l 
KerL(x) = ~ KerL(x/), 
i=1 
where 
X = X l  At-X2 "~- " " " --~ X l ,  Xi  E V i. 
Since KerL(xi)= Vo(xi), we obtain 
l 
KerL(x) = ~ Vo(xi)= Vo(x). [] 
i=1 
Theorem 4.8. Let (x, y) E (2 × Q, x o y = O, x + y E int(~). Then 
Ker M(x,y) = (V0(x)NX ±) @ (V0(y) AX). 
Corollary 4.9. I f  (x, y) is a pair of strictly complementary nondegenerate optimal solutions of  
(2.1), (2.2) and (2.3), (2.4), respectively, then M(x,y) is invertible. 
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Proof. Consider first the case where V is simple. As we already know (see (3.9)) there exists a 
Jordan frame el , . . . ,  e~ in V such that 
x=~2ie i ,  y= ~#jes ,  2;>0, #j>0.  
i=l j=s+l 
Then 
Vk(x)= Vk ~--~e, , Vk(y)= V __  ej , 
\ i=1 / j=s+l 
' (4 . I4 )  k=O, l , i .  
Let 4 E X,  ~1 E X x and 
L(x)~ + L(y)4 = 0. 
We have x E Vffx), y E Vo(x). Consider the decompositions: 
4 = 4o + 41/2 + 41, 
= q0 "~ r/l/2 -t- q l ,  
(4.15) 
(4.16) 
(4.17) 
where 4k, qk E V~(x), k = 0, 1, 1/2. Then 
L(x ) r l=XO~h/2  -~ x o ~]1 ,
L(y)4 = y o 41/2 + Y o 4o, 
since Vo(X)O Vt(x)=0 (see (5.38)). Moreover, by (5.39) 
XOql/2, yo41/2EV1/2(x), XOthEVffx), yo4oEVo(x). 
Thus (4.15) is equivalent to the three equations: 
XO~h/2 + yo 41/2 ~-0 ,  (4.18) 
y o 40 = 0, (4.19) 
x o t/1 = 0. (4.20) 
Taking into account that the restriction of L(x) is invertible on Vffx) and the restriction of L(y) 
is invertible on V0(x)= Vffy) (since, say, x is in the interior of the cone of squares of Vffx)), 
we conclude from (4.19) and (4.20) that t/l---0, 40==0. Thus, r/=t/0 + r/1/2, 4=41 + 41/2- 
But (4, r/)= 0. Hence, taking into acccount hat 
v = Vo(x)• Vl/ffx)~ V~(x) 
is the orthogonal decomposition, we obtain 
(41/2, rh/2) = (4, t/) = 0. (4.21) 
On the other hand, 
41/2= 4,j. .1/2= .,j. 
(i,j) E 1"1/2 (i,j) E Ft/2 
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where ¢ij, r/ij E W 0 (see (4.7)). Hence, 
(41/2, t]l/2) = Z (~ij, qi j)  (4.22) 
(i,j) C Ft'2 
(the decomposition (4.6) is orthogonal) and (4.18) takes the form (see (4.11)-(4.13)): 
Z 1 2irlij + E 1 ~&(ij = 0, 
(i,j) E FI,2 (i,j) E FI,'2 
which is equivalent to 
•iqij Av ]Aj~ij = O, ( i , j )  E F1/2 (4.23) 
or  
2i 
~ij = I~j qij, ( i , j )  E F1/2. 
Substituting this into (4.22), we obtain 
- II II 2 = 0.  
(i,j) E FI ,'2 ~Aj 
Now, /tj>0, 2i>0 for ( i , j )EF  m. Hence, qij=O, ( i , j )EFI/2 which implies by (4.23) that ~ij=0. 
Thus ~1/2=ql/2=0. We finally obtain ~=~1 E Vl(x)= Vo(y) and t/=qoE V0(x), i.e., C E V0(y) 
AX and r/E Vo(x)NX ±, i.e., 
KerM(x,y) C (Vo(x) AX  ±) ® (Vo(y) NX) .  
By Lemma 4.7 Vo(y) C KerL(y) and V0(x) C KerL(x). Hence, 
(Vo(x) AX ± ) ® (V0(y) NX) C Ker M(x,y> 
This completes the proof of the theorem for the case where V is simple. In general, V admits a 
decomposition (3.6) and Eq. (4.15) splits into the system: 
L(xi)qi + L(y,)~i=O, i=  l , . . . , l ,  
xi, Yi, tli, ~i E Vi, xi o Yi = O, (xi, Yi ) E f2i x f2i, xi + Yi E int(f2i). 
Applying the previous reasoning, we can conclude that ¢i E Vo(y), rli E Vo(xi), i = 1, . . . ,  l and con- 
sequently 
= ~1 +""  + ~t E V0(y), 
= ~1 "~- "" " "-~ ~l ~ V0(x). 
This completes the proof. [] 
Remark 4.10. This result is in [1] for the case where V is the Jordan algebra of symmetric matrices 
(see Example 5.25). 
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5. Necessary results from the theory of Euclidean Jordan algebras 
In this section we briefly describe without proofs some results from the theory of Jordan algebras. 
For further details see [4, 9, 10]. 
Definition 5.1. A real vector space V is called an algebra if a bilinear mapping (x, y)--~x o y 
(product) from V x V into V is defined. 
For an element x in V let L(x)  be the linear map of V defined by 
L(x )y=xo y. (5.1) 
An algebra V over ~ is called a Jordan algebra if 
xo  y= yox  (5.2) 
for all x, y E V and 
[L(x), L(x 2 )] = o, (5.3) 
where [S, T] = ST - TS; T, S are two endomorphisms of the vector space V. We will assume that 
the Jordan algebra V has an identity element e, i.e., ex = xe for any x in V. One defines recursively 
x" = x • x n-~ . An algebra V is said to be power associative if, for any x E V, x p • x q = x p+q.  This 
means that the algebra generated by x and e is associative. 
Proposition 5.2. A Jordan algebra is power associative. 
We denote by N[X] the algebra of polynomials in one variable with real coefficients. Given x in 
a Jordan algebra V, define 
N[x] = {p(x): p E N[X]}. 
Assuming that V is a finite-dimensional real vector space, we can introduce the notion of rank of V. 
Namely, given x E V, define m(x) to be the minimal positive k such that the vectors 
e,  x~ . . . , x k 
are linearly dependent. We define the rank r of V as 
r = max{re(x): x C V}. 
An element x is said to be regular if m(x) = r. 
Proposition 5.3. The set o f  regular elements is open and dense in V. There exist polynomials 
al, a2,... ,at on V such that the minimal polynomial  o f  every regular element is given by 
f (2 ;x )  =2 r - a l  (x  ),~ r - I  -~- a2(x  ) ) f  -2  -~- . . . -~- (-1)rat(x). 
The polynomials a l , . . . ,  ar are unique and aj is homogeneous o f  degree j. 
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The coefficient al(x) is called trace of x (notation: tr(x)=al(x)). The coefficient ar(X) is called 
the determinant of x (notation: det (x)= ar(X)). 
Remark 5.4. We use notations Tr(A) and Det(A) for the trace and the determinant of  an automor- 
phism A. 
Proposition 5.5. For all u E V, x ,  y E ~[u], 
[L(x), L(y)] ---- 0, (5.4) 
det(xy) = det(x)det(y ), (5.5) 
tr(e) --- r, det(e) -- 1. (5.6) 
An element x E V is said to be invertible i f  there exists- an element y E ~[x] such that x o y = e. 
Proposit ion 5.6. An element x is invertible if and only if det (x )# 0, and then 
x-  1 = Q(x )/ det(x ), 
where Q(x) is a V-valued polynomial of  degree r - 1. 
We now introduce a very important object - the quadratic representation of V. For x in V define 
P(x) = 2L(x) 2 - L(x2). (5.7) 
Proposition 5.7. An element x is invertible if and only if P(x) is invertible. In this case 
P(x)x -1 =x, (5.8) 
P(x) -1 = e(x-1),  (5.9) 
P(x )L(x -1 ) = L(x). (5.10) 
l f  x and y are invertible, then P(x)y is invertible and 
(p(x )y )-l = p(x -1  )y-1. (5.1 1) 
The map &~o :x --* x-1 defined on the open set of invertible elements in V is differentiable and 
Od(x)  • ¢ =- -P (x  -1 ) • ¢, (5.12) 
where ~ E V and D~(x)  • ~ stands for the Frechet derivative of  ~ at the point x evaluated on the 
vector ~. For any x, y E V: 
P(P(y)x) = P(y)P(x)P(y),  (5.13) 
P(exp(x)) = exp(2L(x)). (5.14) 
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Remark 5.8. Since P(x) is a quadratic function of x, it follows from (5.12) that L~' is C ~ map. 
Observe further, that 
DP(x) • ~ = P(x + ~) - P(x) - P(~) 
= 2(L(x)L(~) ÷ L(~)L(x) - L(x~)). (5.15) 
Proposition 5.9. The functions tr and det are invariant under automorphisms of  the Jordan 
algebra V. We have 
tr((x o y) o z) = tr(x o (y o z)) (5.16) 
for all x, y, z C V. 
Definition 5.10. We say that a Jordan algebra V over R is Euclidean if 
t r (x2)>0 (5.17) 
for any nonzero x in V. 
We introduce a Euclidean scalar product on V: 
(x, y) = tr(x o y). (5.18) 
By (5.16) we see that L(x)=L(x)  T. Hence, P(x)=P(x)  T by the definition of P. 
An element c in V is called an idempotent i f c 2 = c. Two idempotents c and d are called orthogonal 
if c o d = 0. Since 
(c, d) = (c 2, d) ~- (c, cd), 
we see that orthogonal idempotents are orthogonal with respect o our scalar product. We say that 
Cl,... ,ck is a complete system of orthogonal idempotents if
c2i=ci, ciocj=O, i¢ j ,  
cl +c2+ . . .+ck=e.  
(5.19) 
(5.20) 
Theorem 5.11. For x in V there exist real numbers 21 .... ,2k all distinct, and a unique complete 
system of  orthogonal idempotents cl,...,c~ such that 
X=•IC I  -~- • " " -~ 2kC k. 
For each j = 1,2 .... , k, cj E ~[x]. The numbers 2j are called the eioenvalues and 
k 
j= l  
the spectral decomposition of  x. 
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We say that an idempotent is primitive if it is nonzero and cannot be written as the sum of two 
(necessarily orthogonal) nonzero idempotents. A Jordan frame is a set of primitive idempotents 
C 1 . . . .  ,C m such that 
cjock=O, jT~k, (5.21) 
m 
~-'c j=e. (5.22) 
j= l  
Theorem 5.12. Suppose V has rankr. Then for x in V there exist a Jordan frame C1, . . . ,C  r and 
real numbers 21,..., ~r such that 
r 
x= E 
j=l 
The numbers 2j (with their multiplicities) are uniquely determined by x. Furthermore, 
r I  r det(x) = 2j, tr(x) = ~ 2j. (5.23) 
j=l j=l 
Let V be a Euclidean Jordan algebra. Let Inv be the (open) set of invertible elements in V. 
Theorem 5.13. The set 
int(f2) = {x 2" x E Inv} (5.24) 
is an open convex cone with the followin9 properties. 
The closure f2 of  int(f2) is 
0 = {x2: x E v}. (5.25) 
I f  y E V is such that 
(y,x) >0, Vx E f2\{0}, (5.26) 
then y E int(f2). 
For y 6 int(~2) we have 
(y,x) > 0, Vx c a\{0}.  (5.27) 
P(x)int(O) = int(f2), Vx C Inv, (5.28) 
(see Proposition 5.7). 
The cone int(I2) is the connected component of  e in Inv, and also int([2) is the set of  elements 
in V for which L(x) is positive definite. 
Remark 5.14. Properties (5.25)-(5.28) in particular mean that I2 is a symmetric one. A cone C in 
a vector space is called symmetric if it coincides (under an appropriate choice of the scalar product) 
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with its dual and the group of its linear automorphisms acts transitively on C. It is important for 
our considerations that every (pointed) symmetric one can be realized as a cone of squares in the 
appropriate Jordan algebra (see e.g. [4] for details). 
A Jordan algebra is said to be simple if it does not contain any nontrivial ideal. 
Proposition 535. Let V be a simple Euclidean Jordan algebra, dimR V=n,  rank(V)=r.  Then 
Tr(L(x)) n = -tr(x), (5.29) 
r 
Det(P(x)) = [det(x)] 2n/r, (5.30) 
det(P(y)x) = [det(y)] 2det(x). (5.31) 
Relative to the scalar product 
(x, y) = tr(xy), 
the gradient of  the function In det(x), x E int(f2) has the form: 
V" In det(x) = x -1 . (5.32) 
For the cone of squares f2 in a Euclidean Jordan algebra V we define a characteristic function ~o 
in the following way: 
qg(X) = [ e -(x'y) dy, (5.33) 
aa 
where dy is the standard Lebesgue measure on V normalized by the condition q~(e) = 1. The definition 
of the characteristic function makes sense for an arbitrary pointed cone (see, e.g., [4]). We denote 
by G(f2) the identity component of the group of linear automorphisms of a cone int(f2). Let 
K = {g E G(f2): ge = e}. (5.34) 
Proposition 5.16. The group K is the connected component of  the group of  automorphisms of  the 
Jordan algebra V. 
Proposition 5.17. Let V be a simple Euclidean Jordan algebra. Then 
~o( x) = ~o( e )[ det( x ) ] -n/r, (5.35) 
det(gx) = Det(g) r/n det(x), (5.36) 
x~V, gEG(~2)). 
Proposition 5.18. I f  V is a Euclidean Jordan algebra then it is, in a unique way, a direct sum o/ 
simple ideals. 
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A symmetric one f2 in a Euclidean space E is called irreducible if there do not exist nontrivial 
subspaces El,E2 and symmetric ones f21 cE1, £22 cE2 such that 
E = El G Ez, f2 ~- ff~l @ ~2. 
Proposition 5.19. Any symmetric cone is, in a unique way, the direct product of irreducible 
symmetric ones. 
Theorem 5.20. I f  V is simple, then K acts transitively on the set of primitive idempotents, and 
also on the set of Jordan frames. 
Let c be an idempotent in a Jordan algebra V (i.e., c2= c). The only possible eigenvalues of the 
1 operator L(c) are 1, ~, 0. Therefore V is the direct orthogonal sum of the corresponding eigenspaces 
VI(c), V1/2(c), Vo(c), i.e., 
V = Vl(c)® V0(c)~3 V1/2(c). (5.37) 
This decomposition is called the Peirce decomposition of V with respect o the idempotent e. 
Proposition 5.21. I f  V is a Jordan algebra and c an idempotent, the subspaces V1(c) and Vo(c) 
are subaloebras of V. They are orthooonal in the sense that 
vl(c) o Vo(c) = (0}.  (5.38) 
Furthermore, 
(VI(c) + Vo(e)) o V1/2(c) C V1/2(c), (5.39) 
V1/2 o V1/2 C Vl(c) + V0(c). (5.40) 
Let c1,..., cr be a Jordan frame of V. Then (symmetric) operators L(Cl) .. . .  ,L(cr) pairwise com- 
mute and, hence, admit a simultaneous diagonalization. Consider the following subspaces in V: 
= V (ci) = wq = Vl/2(c ) n Vl/2(cj). 
Theorem 5.22. The vector space V decomposes into the followin9 orthooonal direct sum: 
@ 
V= ~ W~j. (5.41) 
i~<j 
Furthermore, 
F~ijoWijcWii+Wjj, Wiq o Wjk C W,-k, iT~k, W,.j o Wk/= (0} 
i f  {i, j} n (k, l) = O. 
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Proposition 5.23. Suppose that V is simple. Let (a,b) and (al,bl) be two couples of  orthogonal 
primitive idempotents. Then 
dim(Vm(a ) N Vl/2(b)) = dim(V1/2(al ) fq Vl/2(bl )). 
Let d denote this dimension. It is called the degree of a simple algebra V. If V is simple, 
dim(V) = n, then 
1 dr(r - 1). (5.42) n=r+~ 
This easily follows from the Peirce decomposition (5.41) and Proposition (5.23). Consider several 
examples of Euclidean Jordan algebras. 
Example 5.24. Let V = ~, x o y --- xy. Here x o y is the Jordan multiplication and xy is the standard 
product of real numbers. The identity element is e = 1. The set Inv of invertible elements in V is 
V\  0 and int(12) = ~+ (the set of positive real numbers). Further, for any x E V, 
px(X)=X -x  
is the minimal polynomial of x. We conclude (see Proposition 5.3) that rank(V)= 1 and 
tr(x) = det(x) = x. (5.43) 
Consider V = ~n as a direct product of Jordan algebras ~. Since the minimal polynomial in the 
product is the product of minimal polynomials, we conclude 
int(~2) = (R+) ", rank(V) = n, e = (1,.. . ,  1 )T 
[(xl,...x,)T] . . . . . .  
tr(xl,... ,x,) T =Xl + ..- + x,, (5.44) 
det(xl, x2 • •., x, )T = XlX2''' X,. (5.45) 
Example 5.25. Let S(m) be a vector space of symmetric m x m matrices with real entries. Set 
XY + YX 
X o Y - 2 , X, Y E S(m), (5.46) 
where X Y is the standard matrix multiplication. We have 
X oX =XZ, . . . ,X  oX  o .  • • oX  =X n. 
By the Cayley-Hamilton theorem the degree of the minimal polynomial o fX  E S(m) does not exceed 
m and coincides with m for a generic X. We conclude 
rank S(m) --- m, tr(X) = Tr(X), det(X) =- Det(X). (5.47) 
(We recall that, say, det(X) stands for the determinant of X in the sense of Jordan algebras and 
Det(X) stands for the determinant of the matrix X). The inverse of X (in the Jordan algebra S(m)) 
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is X -1 (the inverse of X in the matrix sense). Further, e=1 (the identity matrix). If we use the 
standard notation E,j for the m × m matrix with (i,j)th entry 1 and all other entries are equal to 0, 
then 
Ell,E22,... ,Emm 
is a Jordan frame in S(m). It is obvious that int(f2) coincides with the cone of positive definite 
symmetric matrices. By Theorem 3.15 each primitive idempotent in S(m) has the form kEll for 
some k E K (see (5.34)). Since K---SO(m) and acts on S(m) by similarity transformations ( ee 
[4, pp. 97-98]) we conclude that 
rank(u) = 1 (5.48) 
for every primitive idempotent u E S(m). Here 
rank(u) = dimR(u(~")). 
Example 5.26. Let Sc be the vector space of Hermitian m x m matrices with complex entries. Define 
XY + YX 
XoY- -  
2 
The analysis in this example is exactly the same as in Example 5.25 and leads to following conclu- 
sions: 
rank Sc(m ) = m, (5.49) 
tr(X) = Tr(X), det(X) = Det(X), (5.50) 
Ell,E22 .... ,Em,n is a Jordan frame, int(f2) is a cone of positive definite hermitian matrices. By 
Theorem 5.20 each primitive idempotent in Sc(m) has the form kEll for some k EK (see (5.34)). 
Since K = SU(m) (the group of unitary transformations with determinant one) and acts on Sc(m) 
by similarity transformations (see [4, pp. 97-98]) we conclude that 
rank(u) = 1 (5.51 ) 
for every primitive idempotent u C Sc(m). Here 
rank( u ) = dimc(u(C 'n ) ). 
Example 5.27. Let B be a positive-definite bilinear form on a real vector space W. Let V = • × W. 
For (2, u), (#, v) C V set 
(2, u) o (#, v) : (2# + B(u, v), 2v + #u). (5.52) 
Let us check that V is a Jordan algebra. By (5.52) for x : (2, u): 
X 2 = (2  2 ~- B(u,u),22u). 
If T=L(O,u)  (see (5.1)), then 
L(x) = A1 + T, L(x 2) = (22 + B(u, u))I + 22T. 
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Therefore, 
[L(x ),L(x2)] = 0 
and by the Definition 5.1 V is a Jordan algebra. Using (5.52), we can easily verify 
X 2 - -  22x + (2  2 - B(u,u))e = O, 
with e = (1,0). We conclude that rank(V)= 2 and 
det(x) = )2 _ B(u, u). tr(x) = 22, 
In particular, 
tr(x2) > 0, x¢0 .  
Thus V is a Euclidean Jordan algebra. Let us check that 
x - tr(x)e x- l__  
det(x) 
Indeed, 
( x - tr(x)e~ _ det(X)e 
X 
det(x) J de - -~ '  \ 
where in the last inequality we used (4.19). Let us check that 
int(Q) = {x = (2,u): 22 >B(u,u), 2>0}.  
Indeed, if x = (2, u) satisfies (5.57), then take 
y= (#,v), 
where 
2 + v/22 B(u,u u 
I t= v= - - .  
' 2# 
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(5.53) 
(5.54) 
(5.55) 
(5.56) 
(5.57) 
ExampLe 5.28. The Jordan algebra SH(m) of hermitian m × m matrices with quatemion entries can 
be described as follows (see, e.g., [4]). 
One can check by the direct computation that y2=x. On the other hand, if x=(2,u)Eint(12) ,  
then det (x )¢0  and x belongs to the connected component of e in Inv (see Theorem 5.13). Since 
e=(1 ,0 ) ,  one should have 2>0 and det (x )=22-  B(u,u)>O. This proves (5.57). Let wE W be 
such that B(w,w)= ¼. Set cl----(½,w), c2 =(½, -w) .  We have 
c l+c2=(1,O)=e,  c,c2=0, c~=c,, c~=c2. 
Thus, cl, c2 is a Jordan frame of V. 
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Let J be 2m x 2m matrix of the form: [o 
We define 
Si4(m) = {z E Sc(2m):  Y.J = Jz} ,  (5.59) 
where ~ stands for the matrix obtained from z by (complex) conjugation of its entries. It is easy to 
see that 
c d C Sn(m)  
if and only if it has the form 
( X_y xY) (5.60) 
with x* =x  (i.e., x E S¢(m))  and ya'__ _y  (i.e., y is a skew-symmetric matrix with complex entries). 
The Jordan multiplication is defined as usual: 
zaz2 + z2zl 
Z 10Z 2 - -  (5.61) 
2 
It is clear from our description that 
dimR S~(m)=m + m(m - 1) + m(m - 1) = m(2m - 1). (5.62) 
Observe now that if z E S~l(m), then Jz  is a skew-symmetric 2m x 2m matrix. Indeed, 
( Jz ) T = -zT  J = - i J  = - J z ,  
where in the second equality we used z* =z. Recall (see, e.g., [7]) that for any even dimensional 
skew-symmetric matrix X a polynomial matrix Pf(X) (Pfaffian of X)  of its entries exists with the 
following properties: 
Pf( J )  = 1, Det(X) = Pf(X) 2. (5.63) 
Furthermore, the analogue of the Hamilton-Cayley theorem holds. If 
fz(2) = Pf(J2 - Jz) ,  2 C C, (5.64) 
then f~(z)=0. Observe that the leading coefficient of f~(2) is P f ( J )=  1, degfz (2 )=m.  Hence, the 
minimal polynomial of z E Sn(m)  divides f~. On the other hand, 
ci = Eii + E,,+i,,,+i, i=  1, . . . , m, (5.65) 
form a system of pairwise orthogonal idempotents in SH(m). Hence, rank(Sl4(m))>~m. We conclude 
that rank(S/4(m))=m, the minimal polynomial of a generic element z in Sn(m)  is equal to fz(2). 
In particular, 
det(z) = ( -  1 )" f~(0) = ( -  1 )"Pf ( - Jz )  = Pf(Jz). (5.66) 
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Further, 
Det(2I - z) = Det(J2 - Jz) = [Pf(J2 - Jz)] 2. 
Hence, 
Tr(z ) = 2tr(z). (5.67) 
The cone of squares in S/~ is the cone of positive-definite hermitian matrices z (over C) such that 
Jz = £J. Suppose that z C int(f2). Then 
det(z 2) -- Pf(Jz 2 ) = Pf(i Jz) = Pf(zXJz) ~ Det(z)Pf(J) -~ Det(z), 
where the second equality follows from (5.59) and the fourth equality is a standard property of 
Pfaffians. In particular, 
In det(z) = ½ In Det(z), z E (f2). (5.68) 
The set ci, i=  1,... ,m, described in (5.65) forms a Jordan frame. By Theorem 5.20 each primitive 
idempotent in SH(m) has the form k(Eml +Em+l,m+l) for some k~K (see (5.34)). Since 
K = {g E SU(2m): .19 = ~J} 
and acts on Sz-z(m) by similarity transformations (see [4, pp. 97-98]) we conclude that 
rank(u) = 2 (5.69) 
for every primitive idempotent u E Si-1(m). Here 
rank(u) = dimc(u(cZ'n)). 
Example 5.29. Consider the Jordan algebra So(3) of 3 × 3 hermitian matrices with octonion entries. 
We briefly describe here results which are due to Freudenthal [6]. Octonions can be described as 
pairs of quaternions (a,b) with the following multiplication operation: 
(a, b)(c, d) = (ac +db, da + b?). 
Here a ~ ci is the standard conjugation in the skew-field of quaternions. Define 
(~i, b) = (d, -b) ,  (5.70) 
x+Yc=t(x) l ,  t (x )E~,  xEO,  (5.71) 
x~ = n(x)l, n(x) E ~, x E O. (5.72) 
We have 
t(xl (x2x3 ) ) = t( (xlx2 )x3 ), (5.73) 
Xl,X2,X3 E O. A general element A of So(3) has the form: 
c~2 a , (5.74) 
a 5 3 
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where ~1,~z,~3 E ~, a,b, cE O. Hence, dimRSo(3)--3 + 3 × 8=27.  Further, let 
Yr(A) = ~l + ~z + cq, (5.75) 
Det(A)----0~1~2~ 3 - ~ln(a) - ~2n(b) - ~3n(c )  -[- t((ca)b), (5.76) 
where t and n are defined in (5.71) and (5.72) respectively. Let 
i (Tr(A)2 _ Tr(A 2 ))2 - Det(A ). (5.77) fA(2) = 23 - Tr(A)22 + 
We claim that 
fA(A)=O (5.78) 
It tums out that So(3) endowed with the multiplication 
1 (AB + BA) AoB= 5 
is a Jordan algebra and by (5.78) rankSo(3)~<3. The following theorem is due to Freudenthal and 
is crucial for the analysis of the Jordan algebra So(3). 
Theorem 5.30. For any automorphism k of the Jordan algebra So(3) we have 
Tr(k(A)) = Tr(A), Det(k(A)) = Det(A). (5.79) 
Given A E So(3), there exists an automorphism k and real numbers 
such that 
21 0 0 ) 
k(A)= 0 22 0 . (5.81) 
0 0 23 
The numbers 21,22,23 determined by A and conditions (5.80) and (5.81) uniquely. They are called 
eigenvalues of A. 
It immediately follows from this theorem that 
Det(A) = 212223, Tr(A) = 21 + 22 + 23, 
Tr(A2) = 2l z + 222 + 2~. 
We deduce: 
fA(2) = (2 - 21)(2 - 22)(2 - 23). 
It is also clear that the minimal polynomial of the elements of the form (5.81) (for pairwise distinct 
2i) has degree 3. Hence, rankSo(3)=3 and fA(2) is a minimal polynomial of a generic element A
in So(3). We conclude 
det(A) = Det(A), tr(A) = Tr(A), 
21/> 22/> 23 (5.80) 
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ci=Eii, i= 1,2,3 is a Jordan frame in So(3) and the cone of squares is the set of AESo(3) with 
nonnegative eigenvalues. 
Remark 5.31. Observe that (5.76) gives a standard expression for the determinant for a matrix with 
entries in a commutative subalgebra of O. 
Remark 5.32. Examples (5.24)-(5.29) describe all simple Jordan algebras and, respectively, all 
irreducible symmetric ones. 
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