Abstract-In this work, we provide design concepts of efficient physical and lightpath topology architectures for a LAN/MAN all-optical network that support Optical Flow Switching. We found good architectures are coupled intimately with media access control protocol designs and must be optimized jointly. Two architectures that represent extreme cases were examined: Quasi-Static Architecture and Dynamic Per Flow Routing Architecture. The performance and costs are compared to provide an economical architecture design.
I. INTRODUCTION
O ptical Flow Switching (OFS) is an agile, scheduled, end-to-end, all-optical network service to accommodate ultra-large transactions of emerging applications [1] . To achieve high performance and cost efficiency, we recommend that an all-optical network that supports OFS should be designed from the physical to the transport layers [1, 2] . In our previous works, we approximated physical metropolitan area network (MAN) topologies with regular graphs and used bounding of irregular graphs with regular graphs for analysis and to gain insights into architectural designs. We also generated parametric cost models that included both capital expenditure and power consumption to find optimum architectures. Those works showed generalized Moore graphs with node degrees between 0.05N and 0.08N, where N is the number of nodes, and are both power and cost minimal for an all-optical network [3, 4] . Further research on the architecture constructs, cost, and efficiency on the dynamic network management and control in response to time varying stochastic traffic especially for unscheduled and bursty large transactions is needed.
In this work, a MAN traffic model is used to describe the bursty and unscheduled traffic characteristics of the ultra-large traffic transactions. We propose two extreme architectures: 1) Quasi-Static (physical and routing) Architecture (QSA) that only changes with traffic trends; 2) Dynamic Per Flow Routing Architecture (DPFRA) that allows per flow routing and switching. For QSA, the network management and control algorithms (for spatial and wavelength switches) reconfigure the network topology slowly only in response to traffic trends and not per flow. On the other hand, DPFRA, though certainly more efficient, (using optical switching) uses fast per flow network management and control in the physical and routing layers, which can be a challenge to the scalability of a largescale network. We assume that wavelength tunnels are set up between the MAN pairs to slow down the control plane and decouple the traffic between MAN pairs in the wide area network (WAN), reducing the complexity of cross traffic scheduling in the WAN [5] . Three relevant metrics commonly used to evaluate performances of different network architectures are delay, blocking probability, and cost (via throughput or number of wavelengths, switches and fibers used and network management and control efforts) of implementing the network.
The objective of this work is to determine which of the two architectures (or a hybrid) is cost efficient and to recommend an appropriate physical and routing architecture and media access control (MAC) protocol for the access network and the MAN. In particular, we are looking for efficient architectures that can avoid per flow switching (which is a big burden for network management and control and may not be scalable) if at all possible.
II. MAN TOPOLOGY AND TRAFFIC

A. Physical MAN Topology
In [3, 4] , we showed generalized Moore graphs are nearoptimal (optimum in the case of Moore graphs) for OFS in terms of both cost and power consumption. In this work, we will use Moore graphs and generalized Moore graphs as the MAN physical topology. If the fiber plant topology is not a generalized Moore graph, we can use optical switching to make the connection topology a generalized Moore graph. maximum node degree Δ [6] . Each node in a Moore graph can reach every other node in a fully populated Δ-ary minimum hop routing spanning tree. A generalized Moore graph has a Δ-ary minimum hop routing spanning tree with all levels fully filled, except possibly the last level, level D. In other words, Moore graphs are a special class of generalized Moore graphs [6] .
One example of a Moore graph is the Petersen graph with N 10, Δ 3, D 2, and the number of edges M 15, which is shown in Fig. 1 . As the physical MAN topology, the Petersen graph can be transformed into a spanning tree with the topmost node denoted as V 0 , which is the hub to the WAN. All the other nine end nodes at different levels interconnect local area networks (LANs), sending/receiving traffic to/from the hub. The solid lines in Fig. 1(b) represent the fiber connections in the embedded routing spanning tree topology in Fig. 1(a) . Dashed lines are fiber connections not included in the spanning tree. Because sending and receiving are assumed to be symmetric processes, only the direction of sending traffic from end nodes to the hub is considered in the following analysis. Also, to simplify the notation, the end nodes are referred to the nodes, which are distinguished from the hub.
B. All-to-One Stochastic MAN Traffic Model
We make three assumptions about MAN traffic originating from nodes destined for the hub. First, we assume the traffic is all-to-one, which best describes the characteristics of inter-MAN traffic for the WAN-traversing transmissions of ultra-large traffic transactions. The other commonly used all-to-all uniform traffic model is not addressed here because that model mainly models intra-MAN traffic among dense areas with uniform and well-balanced traffic. Denote T T i;j as the traffic matrix for MAN. The traffic volume is in units of number of flows for OFS. For the all-toone traffic pattern, each node V i sends T i;0 amount of traffic per second to the hub V 0 , and the traffic transmission between each node within the same MAN is suppressed. So T i;j 0 for i j, or i; j ≠ 0. Second, we assume the traffic is stochastic. This is due to the transmission of bursty unscheduled data traffic from the nodes of the MAN to the WAN. We assume the distributions of the arrival processes in all the nodes are independent and identically distributed (I.I.D.) Poisson processes with the average arrival rate of λ. The assumption of identical distributions comes from purposely partitioning the MAN into different size geographic areas with almost equal access traffic. The assumption of independence is due to the fact traffic from different geographic areas is considered statistically independent. Third, we assume the size of each traffic transaction has I.I.D. exponential distribution 1 with mean L. It is used to reflect the variability associated with the traffic and to simplify analyses. The average traffic from node i to the hub isT i;0 λL.
There is another time scale of interest that is the rate at which the average traffic load changes. This can occur in hours, minutes, or as short as seconds. With k wavelengths in total going out of the MAN with the hub V 0 , we evenly divide the k wavelengths to x k N−1 wavelength(s) per node. To ensure stability and/or no excessive blocking in the network, we invoke the constraint k ≥ P ET i;0 R , where R is the transmission rate of a wavelength channel. We define the average load ρ as
To facilitate further analysis, we define another variablē F as the offered load per node in unit of wavelength:
III. MAN ROUTING ARCHITECTURE DESIGN
A. Routing Options
In this section, we focus on routing options on the allto-one stochastic MAN traffic. All traffic first attempts to be routed along nodes via shortest path routing from where the traffic is received unless rerouting is enabled. Rerouting is to route traffic along another node's shortest path to the hub instead of the original attempted path. As illustrated in Fig. 2 , once a traffic transmission request is received at node V i i ≠ 0, there are two routing options:
1. The incoming traffic is scheduled to transmitted from node V i to the hub and no rerouting to any other node is allowed. In this work, we assume a first-comefirst-serve policy. 2. The incoming traffic can be rerouted to node V j j ≠ i, and traffic is then transmitted from node V j to the hub on a first-come-first-serve basis. This routing option will be discussed in detail in Subsection III.D.
The schedule holder at a node is considered as a marker to the corresponding wavelength channels at this node Other distributions may change the details of the analytical results in minute ways, but the overall conclusions using this distribution will provide the same behavior and dependencies on critical network parameters, thus satisfying our objectives of gaining some insights on what are sensible architectures.
specifying a future assignment [1, 5] . It is a virtual queue used to schedule future flows rather than a real queue physically storing real-time traffic data. Each node has a schedule holder with a number of slots that can hold the transmission requests when all wavelengths are busy serving flows. The schedule holder at a node only holds transmission requests from this node to the hub of the egress MAN and the destination (including the ingress MAN and the receiving node). In the example of Fig. 2 , the schedule holder at node V i only holds requests from node V i to the hub. To simplify the notation, the number of slots in a schedule holder and the schedule holder size are used interchangeably, denoted as s.
Because we assume a tunneled MAN architecture in this work, i.e., there is a dedicated path between each node pair [5] , there is no conflict in transmission between flows received at a node that is multi-hops away from the hub and flows received from the intermediate nodes on this path. The dedicated paths between node pairs also enable the flows received at a node to be rerouted to any other node, even if there is no direct fiber link connection. In addition, we ignore the propagation delays in this work because they are much less than the transmission delays, the setup delays, and queueing delays for traffic appropriate for OFS (<1 s) [1, 5] .
B. Schedule Holder Size Design
In a MAN, flows scheduled to be transmitted at each node can be modeled as a queue with a finite number of slots in the schedule holder (i.e., a queue with loss or blocking in this case). The finite schedule holder size guarantees reasonable delay performance once flows are in the queue but discourage blocked users enough to back off. The traffic will be dropped out of the queueing system once the schedule holder is full. The final blocking probability of the traffic can tend to zero with a reasonable blocking probability of a single transmission if we allow multiple retransmissions with sufficient back-off delays. In this work, we design the size of the schedule holders to meet the target blocking probability of a single transmission.
Assume m flow(s) in the queueing system of a node, including the flow(s) in the process of being transmitted (in some cases by multiple wavelengths) to the same destination MAN and the traffic transmission request(s) waiting in the schedule holder. The size of the schedule holder of a node should at least be the average number of flows in the queueing system of this node minus the number of flows in the process of being transmitted. We need to add some margin to the number of holders to account for fluctuations. Here, we can use Little's theorem [7] to determine the average number of flows in the system: Little's theorem: The average number of customers in a queueing system (with possibly infinite holding time) is equal to the average arrival rate of customers to that system times the average time spent in the system. Denote the average queueing time of a flow as τ Q and the average transmission time of a flow as τ T . Thus, the average total delay of a flow in the queueing system is τ Q τ T . With the average arrival rate of the traffic at each node as λ, we have the average number of flows in the queueing system of each node as N S ∼ λτ Q τ T . The equality in Little's theorem is replaced by ∼ because of blocking. Notice this approximation is valid when the blocking probability is low.
The fluctuations in the traffic arrival process can be characterized by the moments of the arrival process. Here, we consider only the variance σ 2 . We determine the number of flows in the queueing system just before overflow to be expressed as N S ασ, where ασ is a design margin over the mean. Because N S ασ may not be an integer, we round it up to give an integer value to the number of flows in the queueing system:
where ⌈·⌉ is the ceiling function. The size of the schedule holder is then s m − x N S ασ − x, where x is the number of wavelengths per node. For the Poisson arrival process with the average arrival rate λ, the number of arrivals in time interval t; t τ Q τ T follows a Poisson distribution with associated parameter λτ Q τ T . The variance is λτ Q τ T , and the standard deviation is
Thus, the number of flows in the queueing system for the Poisson arrival process is
There are many ways to determine α depending on the specific network requirements. A common requirement is the blocking probability requirement used in this work. Assume that the blocking probability is expected to be below a certain threshold P b thr: . Thus, by Chebyshev's inequality [8] , we have
Finally, we obtain α p .
Chebyshev's inequality only provides a general upper bound on α for all distributions with the same σ. We can further tighten the bound with the arrival statistics. Assume an arrival counting process fNt; t > 0g with number of arrivals Nt at the epoch t. Let m be the maximum number of flows that can be accommodated in the queueing system before overflow. To satisfy the blocking probability constraint, we have
Apply the Chernoff bound [8] to obtain a tighter bound on the tail probability as
where g Nt r is the moment generating function (MGF) of the random variable Nt. For the Poisson arrival process assumed in this work, g Nt r e λe r −1 ; r > 0. To apply P b thr: to the bound, we first obtain the minimum of the bound by obtaining the derivative of the bound. We obtain r ln m λ , m > λ. Then we take it in to solve for m . We need to finally round m up to give an integer value for the bound of the number of flows in the system. Notice the Chernoff bound is a good exponential bound when P b thr: is low because lower P b thr: yields an exponentially tighter bound. However, the Chernoff bound will be too loose to provide a good estimation of the number of flows in the system when the blocking probability requirement is not so strict, although such a circumstance is not practical for network architecture designs. Under this circumstance, we need to adopt other techniques, which are beyond the scope of this work.
C. Quasi-Static Architecture
The key idea of Quasi-Static Architecture (QSA) is that no rerouting is allowed, and the incoming traffic is always transmitted by the traffic-receiving node to the hub. If one or more wavelengths are available when a flow arrives at the traffic-receiving node, it will be transmitted immediately. If all wavelengths are currently busy processing transmissions, the incoming flow request will be put in the schedule holder of this node for later transmissions, which incurs a waiting delay penalty. If the schedule holder is full, the flow will be blocked. So the blocking probability of QSA is
where p 0 qsa is the probability that the system is empty, and it is
The average queueing delay of QSA is
The detailed derivation can be found in Appendix A.
D. Dynamic Per Flow Routing Architecture
The key idea of Dynamic Per Flow Routing Architecture (DPFRA) is that rerouting is enabled for every flow. The incoming traffic flows can have a chance to utilize available wavelengths or schedule holder slots of other nodes rather than being blocked directly at the traffic-receiving node. The rerouting strategy depends on the wavelength occupancy and the schedule holder's slots occupancy. We propose two rerouting strategies: shortest-queueing-delay node first routing strategy (SQD-First Strategy) and traffic-receiving node first routing strategy (TR-First Strategy).
1) Shortest-Queueing-Delay Node First Routing Strategy:
In DPFRA with SQD-First Strategy, the arriving traffic transaction always goes to the node with the shortest queueing delay to minimize its waiting time for transmission. If the wavelength is available at a node, the traffic will be transmitted immediately from this node to the hub. If the wavelengths of all nodes are occupied, the traffic transmission request will be put in the schedule holder of the node with the shortest queueing delay. The waiting time is known for any incoming traffic transaction due to the scheduling in OFS. The flow will be blocked if all nodes' schedule holders are full.
Based on the routing algorithm, we can consider all N − 1 nodes in the MAN as an overall single node and all wavelengths are shared as a single group. All N − 1 nodes in DPFRA with SQD-First Strategy can thus be modeled as an M∕M∕N − 1x∕N − 1m queueing system with the average arrival rate N − 1λ. Notice that the load stays the same as QSA, which is ρ N−1λ N−1xμ λ xμ < 1. Thus, the blocking probability of DPFRA with SQD-First Strategy is
where p 0 sqd is the probability that the system is empty, and it is
The average queueing delay of DPFRA with SQD-First Strategy is
2) Traffic-Receiving Node First Routing Strategy: In DPFRA with TR-First Strategy, the arriving traffic transaction is always transmitted by the traffic-receiving node if there is an available wavelength, and it is always put in the schedule holder of the traffic-receiving node if there is an available spot. The flow is rerouted to the node with the shortest queueing delay only when the schedule holder of the traffic-receiving node is full. The traffic will be blocked if all nodes' schedule holders are full.
DPFRA with TR-First Strategy is not as efficient as DPFRA with SQD-First Strategy. SQD-First Strategy will use the earliest available time and wavelength slot for transmission, as opposed to TR-First Strategy where the incoming traffic flows will always be put in the schedule holder of the traffic-receiving node if it is not filled, even if the traffic-receiving node does not have the shortest queueing time. Sometimes there are available wavelengths for transmission at other nodes, while the incoming traffic has to wait in the traffic-receiving node. Such underutilization in TR-First Strategy leads to the average queueing delay and the blocking probability for TR-First Strategy being larger than or equal to the queueing delay of SQD-First Strategy with the same network resources in terms of wavelengths and schedule holder sizes [9] . Therefore, we will eliminate TR-First Strategy from further analysis, and we will only compare QSA and DPFRA with SQD-First Strategy.
E. Routing Architecture Performance Comparisons
In our analysis, we assume a Petersen graph as the underlying static network topology. Figure 3 is a 3D plot showing the schedule holder size s versus different average arrival rate λ and different blocking probability threshold P b thr: . Here, the number of wavelengths assigned to each node is x 2. The step shape is due to the quantization of the schedule holder size. We can see the required schedule holder size increases when the arrival rate of traffic grows under the certain blocking probability requirement. When the blocking probability requirement becomes stricter, the size of the schedule holder has to increase under the same average traffic arrival rate. For a different number of wavelengths assigned to each node, the shape of the plot remains the same, but it will move in parallel vertically accordingly. The more wavelengths assigned to the node, the less slots of schedule holder are required in each node in the same operation situation. Figure 4 shows the comparisons of schedule holder size per node s with different wavelengths assigned to each node versus load with the requirement that the blocking probability is within 10 −2 . We can see the size of schedule holder tends to infinity when the load tends to 1. It agrees with the fact the blocking probability increases dramatically when the load tends to 1 for the system with the fixed schedule holder size. Thus, the size of the schedule holder needs to increase at the same pace if we want to satisfy the blocking probability requirement. Besides, with the same load, the schedule holder size decreases when the number of wavelengths assigned to each node increases. For x 1, the schedule holder is always required to meet the requirement that the blocking probability requirement is less than 10 −2 . For x 2, the schedule holder is required when ρ > 0.1. When ρ ≈ 0.2, each wavelength requires one slot in the schedule holder, and the total schedule holder size of a node is 2. For x 10, the schedule holder is required when ρ > 0.45. When ρ ≈ 0.8, the schedule holder size of a node is 10, meaning that one slot in the schedule holder per wavelength is sufficient.
1) Schedule Holder Size Comparisons:
2) Normalized Delay Comparisons: Figure 5 shows the comparisons of the normalized delays with different x wavelength(s) of traffic versus the offered load per node in unit of wavelengthF of QSA (with the primary no-rerouting strategy) and DPFRA with SQD-First Strategy. We set the number of flows in the queueing system of each Fig. 3 . Comparisons of the schedule holder size per node s versus the average arrival rate λ and blocking probability threshold P bthr . Number of wavelengths assigned to each node x 2. node to be five times of the number of wavelengths at each node, including the flow(s) being transmitted. The normalized delay τ consists of both the transmission delay and the queueing delay. τ is the normalized delay in terms of the average transmission time of a flow. Notice the different numbers of wavelengths assigned to each node yield different limits ofF, which are denoted as the vertical straight lines in gray in Fig. 5 .
In Fig. 5 , the normalized delay grows exponentially with the increase ofF for both architectures. For each architecture, more wavelengths assigned can decrease the normalized delay under the sameF. The decrease is more obvious for the larger x. Under the sameF, DPFRA with SQD-First Strategy has the shorter normalized delay compared with QSA. When load is low, likeF < 0.6x in Fig. 5 , the normalized delay of DPFRA with SQD-First Strategy is almost the average transmission delay only. We can see that the DPFRA with SQD-First Strategy can decrease the average queueing delay more substantially than QSA because rerouting to the node with shortest queueing delay can maximize the utilization of resources of the whole MAN. Figure 6 shows the comparisons of the normalized delay with different schedule holder size plus the number of wavelengths m versus the offered load per node in unit of wavelengthF of QSA and DPFRA with SQD-First Strategy. We assign x 2 wavelengths to each node under all the cases. With the same load, the normalized delay increases with the increasing schedule holder size as expected. Besides, we still have the same results that DPFRA with SQD-First Strategy can substantially decrease the queueing delay compared with the QSA. Notice that the limits of the normalized delay are different for different schedule holder sizes. The smaller size of the schedule holder yields a lower limit of the normalized delay due to the blocking when the schedule holder is full. However, the delay due to re-entry into the system is not included in this result. The overall delay if that is counted will actually be worse. It is better to design a large schedule holder size if we want to minimize the overall delay because the re-entry of users will introduce extra delays due to backoff. If we discourage users to wait once they come, we should design a short queue and enable the re-entry mechanism. For DPFRA with SQD-First Strategy, the queueing delay does not increase much when the load is not extremely high, like larger thanF 0.8x in Fig. 6 . Thus, we can assign more slots in the schedule holders to avoid long overall delay for a single user in a light-loading situation.
3) Blocking Probability Comparisons: Figure 7 shows the comparisons of the blocking probability with different x wavelengths assigned to each node versus load ρ of QSA and DPFRA with SQD-First Strategy. Again, we fix the number of flows in the queueing system of each node to be five times the number of wavelengths at each node, including the flow(s) being transmitted. From it, the blocking probability decreases with increasing x. When the load ρ increases, the blocking probability increases as expected. Compared with QSA, DPFRA with SQD-First Strategy can greatly reduce the blocking probability. When the load tends to 1, the blocking probability of DPFRA with SQDFirst Strategy tends to 0.01, which is 10% of that of QSA. For larger x, the decrease in the blocking probability for the same load ρ becomes obvious. This is due to statistical multiplexing making the normalized spread around the mean smaller resulting in a smaller blocking probability. Now the blocking probability of DPFRA with SQD-First Strategy is small enough to be within the tolerance. Thus, for heavy traffic, which is the case of interest for OFS, we need not consider the blocking probability as an evaluation criterion, provided we are mindful in keeping it low. Figure 8 shows the comparisons of blocking probabilities with different schedule holder size plus the number of wavelengths m versus load ρ of different routing architectures. Again, here we assign x 2 wavelengths to each node. We can see with the increase of the size of schedule holders, the blocking probability decreases. It agrees with the design principle of schedule holder size and the results in Figs. 3 and 4 . Also, it still holds that DPFRA with SQDFirst Strategy can greatly reduce the blocking probability. Notice that the system with a smaller number of schedule holder size has a higher blocking probability. As a result, we need to introduce the re-entry mechanism for the dropped traffic to fulfill the transmission requirements. Because the blocking probability of the first entry and because each re-entry becomes higher, the average overall delay will be longer when the schedule holder size is insufficient. It agrees with the analysis of Fig. 6 . Besides, we need to further decide the schedule holder size depending on whether we want to encourage or discourage users to wait in the queue once they come. Figure 9 shows the maximum load of both QSA and DPFRA with SQD-First Strategy versus the number of wavelength traffic per node with a given blocking probability. From Fig. 9 , we can see that rerouting in DPFRA with SQD-First Strategy guarantees higher load compared with no-rerouting in QSA for the same blocking probability. Also, for blocking probability ∼0.01, the network tends to be nearly fully loaded in DPFRA with SQD-First Strategy when the number of wavelengths per node x is larger than 2. Therefore, DPFRA with SQD-First Strategy has the greater efficiency, which should be intuitively obvious.
4) Load Comparisons:
In summary, we find DPFRA has a lower delay and lower blocking probability compared with QSA. However, rerouting in DPFRA requires higher computational complexity due to a more complex routing decision at each node. Furthermore, sending additional routing decisions to MAN nodes will result in a higher volume of control traffic.
IV. PARAMETRIC COST MODEL FOR MAN
In this work, we will consider both the static network costs and the dynamic control costs based on the all-toone stochastic traffic model. Static network costs generally consist of both the capital expenditure and the operating expenditure. The capital expenditure includes the cost to construct the physical network and the cost of the network components. The operating expenditure includes the cost of power consumption and cooling of network components, and the cost of basic network management/control and maintenance [3, 4] . The other component of network cost .
is the dynamic control costs, which are associated with dynamic network management and control. The costs of dynamic control architecture with routing decisions are not considered in static network costs, though it will incur extra operating expenditure of the network components in the category of static network costs. Besides, we do not consider ALL the operating costs involving humans in this work.
The total costs of the MAN for both architectures consist of five parts: transceiver cost (C qt ; C dt ), fiber connection cost (C qf ; C df ), switch cost (C qsw ; C dsw ), control traffic cost (C qct ; C dct ), and computational complexity cost (C qcx ; C dcx ). Moreover, the transceiver cost, the fiber connection cost, and the switch cost are in the category of static network costs, while the control traffic cost and the computational complexity cost are in the category of the dynamic control costs. We assume the average life of the switches is five years. So here we perform the cost comparison in terms of one life cycle of the switches, which is five years. The total costs in five years of QSA and DPFRA (with SQD-First Strategy) are denoted as C q and C d , respectively.
The network architecture topology, the traffic demands, and the cost coefficients are the three factors driving the cost model. The cost coefficients are derived from the marginal costs of network components [3] . Therefore, the network costs are modeled as functions of the number of nodes N, the node degree Δ, the number of wavelengths assigned to each node x, the offered load per node in unit of wavelengthsF, the load ρ, the operating time length T, and the different cost coefficients.
A. Cost Model for Quasi-Static Architecture 1) Transceiver Cost: For all-to-one traffic, each node sends traffic to the hub and receives traffic from the hub. Thus, a total of N − 1 transceivers are needed for all the N − 1 nodes. We assume no transceiver is needed for the hub because the traffic will be directly transmitted to the switches in the WAN through this gateway. Therefore, the cost of the transceiver is [3] 
where α t is the cost per transceiver.
2) Fiber Connection Cost: From [4] , amplifiers or regenerators are not used in MANs because the distances in the MAN are much shorter than those in the WAN. Besides, the fiber connection cost only includes the capital expenditure of the fibers, and no operation expenditure is included because fibers are not active network components. For a single mode fiber, it can support hundreds of wavelengths. So we assume that the changes of the number of wavelengths will not affect the fiber connection cost. Therefore, the cost of fiber connection for a certain network topology is [3] C qf α f ΔN;
where α f is the marginal cost of a new fiber connection.
3) Switch Cost: As stated in [3] , the cost of a switch is a linear function of the number of switch ports (for at least a low to modest number port count switches), which is determined by the amount of traffic going through the switch. This is a close enough approximation for the purpose of this work, though for large port counts > 1000 the cost becomes nonlinear. Each node can generate at most x wavelengths of traffic, and each wavelength of traffic is sent from the node to the hub via H min hops, where H min is the average minimum hop distance of the MAN topology [3] . When the traffic reaches one node in the path, it occupies a port pair in that node. Because there are H min 1 nodes in total, the number of switch port pairs consumed in a lightpath is xH min 1. The total number of switch port pairs for N − 1 identical nodes is N − 1xH min 1. Therefore, the switch cost is
where α s 1 is the cost coefficient of the capital expenditure of switching, α s 2 is the cost coefficient of the operating expenditure of switching, and T is the operating time length.
4) Control Traffic Cost:
The control traffic is the information the scheduler sends to the nodes for preparation and reconfiguration. It consumes resources when the scheduler has to send the control traffic to the source node to announce the schedule and reconfigure that node. Because there are N − 1 source nodes in total, the control traffic cost is
where α ct is the cost of control traffic for one flow.
5) Computational Complexity Cost:
Computational complexity is a part of the dynamic control costs. Once the routing table is established, the scheduler uses a look-up table, and no rerouting decision is needed. Thus, the complexity in the QSA is O1. The computational complexity cost is
where α cx is the cost coefficient of complexity.
6) Total Network Cost:
The total network cost for QSA is C q C qt C qf C qsw C qct C qcx
In practical situations, the sum of C qt , C qf , and C qsw takes up approximately 90% of the cost. C qct and C qcx are relatively insignificant and can be ignored. This is because the tunneled architecture for OFS reduces control plane traffic and processing complexity by orders of magnitude [5] . So the formulation can be simplified as
B. Cost Model for Dynamic Per Flow Routing Architecture 1) Transceiver Cost: The transceiver cost in DPFRA (with SQD-First Strategy) is the same as that in QSA due to the unchanged network topology. So the transceiver cost is [3] C dt α t N − 1:
2) Fiber Connection Cost: Similarly, the fiber connection cost in DPFRA is the same as that in QSA due to the unchanged network topology. The cost of fiber connection is [3] 
3) Switch Cost: Rerouting in DPFRA with SQD-First Strategy requires additional cost over the QSA cost, which is determined by the number of rerouting hops. The difference of the average minimum number of rerouting hops h min with the average minimum hops distance H min [3] is that the hub is not included in the rerouting topology. In other words, no traffic will be sent from or rerouted to the hub when rerouting is performed. Therefore, we cannot simply use H min to compute the average minimum number of hops.
For each node, β of average trafficF has to be rerouted from the traffic-receiving node to the shortest-queue node passing through h min hops. Because it is equiprobable for each node to be the node with the shortest queue, we have
The detailed derivation is shown in Appendix B.
The total number of extra switch port pairs used for rerouting is N − 1βxh min because additional β amount of traffic requires extra βxh min switch port pairs. Thus, the total switch cost in the dynamic per flow switching is
β is the average fraction of the average total traffic needed to be rerouted in the rerouting strategy. Because all the nodes are symmetric, for large N, we have β N−2 N−1 ≈ 1.
4) Control Traffic Cost:
Compared with QSA, DPFRA requires more control traffic to manage the extra per flow rerouting traffic. For a node, such extra control traffic to arrange the rerouting path for βx wavelengths of traffic has to be sent to all the nodes between the traffic-receiving node and the newly selected shortest-queue node. We assume the control traffic amount is proportional to the amount of data traffic. Because the number of hops that it passes through is h min , the number of nodes on the rerouting path is h min 1. For all h min 1 nodes, the total amount of extra control traffic is N − 1βxh min 1. Therefore, the control traffic cost is
5) Computational Complexity Cost:
The computational complexity of DPFRA is mainly generated in three steps: 1. Finding the shortest queue; 2. Assigning the wavelength(s); 3. Looking up the routing table. Both step 1 and step 2 of DPFRA require extra computation compared with QSA. Because the shortest path algorithm is adopted, the complexities of the three steps are ON, O1, and O1, respectively. Thus, the complexity is ON finally. Therefore, the computational complexity cost is
6) Total Network Cost: The total network cost for DPFRA is
Similarly, the cost of DPFRA can be simplified as the sum of the transceiver cost, fiber connection cost, and the switch cost. So we have
C. Overall MAN Architecture Cost Comparisons
We compare the overall MAN architecture cost between QSA and DPFRA with SQD-First Strategy. For consistency, we keep employing a Petersen graph as the underlying static network topology to demonstrate the results.
For the fiber connection cost, the marginal cost of a new fiber connection is in the range of $2,000/km to $25,000/km [4] . Because the typical length of a fiber is 5 km to 20 km [4] , the estimated value of α f lies between $10,000/fiber and $500,000/fiber.
For the switch cost, the capital expenditure of an 8 × 8 OXC switch is $10,000/port pair for five years [4] , so α s 1 $10,000/port pair. The operating expenditure is $3,700/port pair for five years [4] . We assume each flow takes 1 s per port pair; then α s 2 $2.35 × 10 −5 ∕ flow · port pair. The total life cycle of the hardware is assumed to be T 5 years.
Because the costs of transceivers and fiber connections are the same for the two architectures with the same traffic, we deduct this part of the cost and only compare the costs of switches.
1) Cost Comparisons With the Same Average
Normalized Delay Requirement: Figure 10 shows the cost comparisons of QSA and DPFRA with SQD-First Strategy with the same normalized delay requirement. We keep the average queueing delays of both architectures equal to the average transmission time of a flow. The zigzag shapes of the costs are due to the quantization of both the number of the wavelengths and the number of switch ports. The lines of cost per unit traffic for the two architectures cross approximately atF 0.8. This cost crossover shows the transition between the two preferred architectures, and it will move depending on the delay requirement. Note that, when the number of wavelength(s) of offered traffic is less than that of the cost crossover, the cost of DPFRA with SQDFirst Strategy is cheaper. When it goes beyondF of the cost crossover, QSA is cheaper. WhenF tends to 10, QSA tends to save cost by 35.7% in Fig. 10 .
2) Cost Comparisons With the Same Blocking
Probability Requirement: Figure 11 shows cost comparisons between QSA and DPFRA with SQD-First Strategy with both the blocking probability requirements to be 0.01. Similar to the result in the cost comparisons with the same average normalized delay, the costs of the two architectures intersect at the cost crossover, which denotes the preference for the architecture in terms of cost. Here, the crossover is approximately atF 1. When the offered traffic is light, DPFRA with SQD-First Strategy is cheaper; when the traffic is heavy, QSA is cheaper. QSA is cheaper by 31.4% whenF tends to 10 in Fig. 11 . Note that the blocking probability is below 0.1% in the DPFRA with SQD-First Strategy when the number of wavelengths assigned to each node is greater than 8.
3) Cost Boundaries: Figure 12 shows the cost boundary of QSA and DPFRA with SQD-First Strategy versus different delay requirements and differentF with the same blocking probability requirement equal to 0.01. For any point on the plot, it is marked as the one with the lower cost of two architectures. From Fig. 12 , DPFRA with SQD-First Strategy is preferred when the delay requirement is stringent andF is low. With either the relaxation of the delay requirement or increase ofF, QSA is cheaper to implement than DPFRA with SQD-First Strategy. When the product ofF and the normalized delay τ is approximately equal to or larger than 2, QSA is the only choice, indicating DPFRA with SQD-First Strategy costs more when the traffic volume is modest or high. This is mostly due to the fact that rerouting uses more resources for larger hop numbers and more switch ports, adding to the cost of the architecture. With the increase ofF, the difference of the cost between two architectures becomes larger, showing that QSA is preferred in the high offered load situation. 
D. Hybrid Architecture Discussion
The idea of the hybrid architecture is to dynamically choose between QSA and DPFRA to optimize the network performances. The decision on whether or not to allow rerouting for each flow is based on the real-time network scenarios and requirements. In this way, the hybrid architecture tries to take advantages of both extreme architectures.
However, we find such hybrid architecture is not practical and thus is not recommended. First, such change makes the architecture more complicated. It is less scalable and manageable when the size of the network increases. Second, such change of routing strategies makes no significant improvement to the architecture in terms of the cost. For a given network with certain numbers of wavelengths, QSA tends to use all the wavelengths at a lower loading, while DPFRA with SQD-First Strategy tends to fully utilize each wavelength to make the total number of wavelengths used as small as possible. It is only sensible to change QSA to DPFRA with SQD-First Strategy. With the rerouting enabled on the QSA architecture, the load of wavelengths will decrease. However, the cost increases rather than decreases because the operating cost of switches, the control traffic cost, and the computational complexity cost grow, while other costs remain the same. If the loads of several wavelengths are low enough, we may be able to turn off these wavelengths to reduce the cost. However, the reduced cost is insignificantly small if we only turn off a small number of wavelengths, like one or two. If there is not enough traffic to have at least one or two wavelengths between source nodes and the hub, then one may argue there is no need to use OFS because such change in architecture cannot help to reduce the cost.
E. Summary of Optimized Architecture
We propose two extreme architectures for the MAN, QSA, and DPFRA. The important metrics to distinguish the two options are delay, blocking probability, load, and ultimately cost for the same quality of service. The figures in Subsection III.E show that the expected performances of DPFRA with SQD-First Strategy is more efficient than that of QSA in terms of the blocking probability or the normalized delay. QSA is only ∼80% as efficient as DPFRA with SQD-First Strategy for a blocking probability requirement of 0.01. However, if costs of components such as switches and network management and control are factored in the decision, as illustrated in Fig. 12 , any time when the product of the required normalized delay and the traffic load ≥2, it is cheaper to pick the QSA albeit using more wavelengths. Notice here the extra switch port cost dominates the extra costs. The extra cost of network management and control is insignificant. Thus, we conclude the best architecture for the MAN is a quasi-static topology without per flow switching. This would make the MAC protocol much simpler, and the hardware switching speeds (part of MAC) are quasi-static (can be done >100 mS) as opposed to ∼10 mS.
V. CONCLUSION
In this work, we adopt Moore graphs and generalized Moore graphs as the MAN physical topology based on the designed-in regularity of the MAN topology and optimality of Moore graphs and generalized Moore graphs. We use the all-to-one stochastic traffic model to best address the bursty inter-MAN traffic transmission between the nodes and the hub. We consider two extreme routing architectures, Quasi-Static Architecture (QSA) where the rerouting is not performed, and Dynamic Per Flow Routing Architecture (DPFRA) where the rerouting is possible for each flow. For DPFRA, we design two rerouting strategies, shortest-queueing-delay node first routing strategy (SQD-First Strategy) and traffic-receiving node first routing strategy (TR-First Strategy). We eliminate DPFRA with TR-First Strategy due to its inefficiency compared with DPFRA with SQD-First Strategy. Also, we show the hybrid architecture, the intermediate state of QSA and DPFRA, is impractical. Therefore, we only consider the choice of either QSA or DPFRA with SQD-First Strategy based on the required operating conditions.
From the results in the performance comparisons of QSA and DPFRA with SQD-First Strategy, we find DPFRA with SQD-First Strategy has the lower queueing delay and lower blocking probability than that of QSA at the expense of more complexity in scheduling, switching, and network management and control. The network configuration and management of QSA are much simpler so that it reduces the extra operating expenditure and MAC complexity. Our analysis based on Moore graphs and generalized Moore graphs indicates that QSA becomes cheaper when the product of the average offered load per node and the normalized delay are equal to or larger than ∼2 units of wavelengths, with both architectures meeting the same blocking probability requirements. Also, the cost boundary shows that DPFRA with SQD-First Strategy is preferred only when the normalized delay requirement is stringent and the offered load is low, while QSA is much more suitable for the all-optical MAN to accommodate modest to heavy network traffic. Because each node of the MAN is generally tied to an access network that can be a tree or a bus, the quasi-static physical architecture for the MAN is favorable if the amount of traffic per access network to the same destination is ∼2 wavelengths or above. This result is a great relief because per flow switching is complicated, and the complexity of management and control (and MAC) may prevent OFS from being deployed in the near future. QSA can avoid such high cost of fast per flow switching and the high complexity of network management and control. In essence QSA uses wavelength channels a little more inefficiently in exchange for using less network resources and simpler network management and control.
APPENDIX A
For QSA, we model the transmission process of each node in the MAN into an M∕M∕x∕m queue with arrival rate λ and service rate μ · x is the number of servers, which is the number of wavelengths a node has access to. m is the number of the flows that the system can accommodate, including flows in the schedule holder and flows in the process of being transmitted. The state transition diagram is shown in Fig. 13 . Similar to the derivation of the M∕M∕m∕m queue model shown in [7] , we derive the M∕M∕x∕m queue model as follows.
Assume the steady-state probability of state i is p i . By the global balance equations for the steady-state probability, we obtain the equations as follows:
λp n−1 nμp n ; 0 < n ≤ x; (A1) λp n−1 xμp n ; x<n≤ m:
From these equations, we obtain 
We can get p 0 using the above equations and the condition P ∞ n0 p n 1. We obtain 
where ρ is given by ρ λ xμ < 1. Thus, the probability for a flow to be in the queue is 
The probability for a traffic transaction to be blocked from the system is the probability that the system is in state m, where the schedule holder with size m − x is full. Thus, the blocking probability is
Thus, the average number of flows waiting in the schedule holder is
By Little's theorem, we have the average waiting time for a flow to be transmitted as
APPENDIX B
To calculate h min , we should consider the nodes in different levels. To facilitate analysis, by definition in [3] , ni denotes the number of nodes that are i hops away from a node via minimum hop routing; D denotes the diameter of a topology; Δ denotes the degree of a topology. . Assume the selected node is the node where the traffic will reroute to. Therefore, the probability that the selected node is a level k node is 
; k D B1
The average minimum number of hops the traffic goes through from the other node to the selected node varies from different levels node to node because we have to consider that the nodes do not include the hub. Therefore, for level k nodes, the average minimum number of hops h k should be The average minimum number of rerouting hops h min is
Because the average minimum hop distance H min is defined as [3] H min 1 N − 1
Thus, the average minimum rerouting hop distance is
