Abstract. In this article we present and analyse new multilevel adaptations of stochastic approximation algorithms for the computation of a zero of a function f :
Introduction
Let D ⊂ R d be closed and convex and let U be a random variable on a probability space (Ω, F, P) with values in a set U equipped with some σ-field. We study the problem of computing zeros of functions f : D → R d of the form
where F : D × U → R d is a product measurable function such that all expectations E[F (θ, U )] are well-defined. In this article we focus on the case where the random variables F (θ, U ) cannot be simulated directly so that one has to work with appropriate approximations in numerical simulations. For example, one may think of U being a Brownian motion and of F (θ, U ) being the payoff of an option, where θ is a parameter affecting the payoff and/or the dynamics of the price process. Alternatively, F (θ, U ) might be the value of a PDE at certain positions with U representing random coefficients and θ a parameter of the equation.
In previous years the multilevel paradigm introduced by Heinrich [8] and Giles [7] has proved to be a very efficient tool in the numerical computation of expectations. By Frikha [5] it has recently been shown that the efficiency of the multilevel paradigm prevails when combined with stochastic approximation algorithms. In the present paper we take a different approach than the one introduced by the latter author. Instead of employing a sequence of coupled RobbinsMonro algorithms to construct a multilevel estimate of a zero of f we basically propose a single Robbins-Monro algorithm that uses in the (n + 1)-th step a multilevel estimate of E[F (θ n , U )] with a complexity that is adapted to the actual state θ n of the system and increases in the number of steps.
Our approach is universal in the sense that having multilevel implementations for a particular application at hand it is straightforward to implement the corresponding stochastic approximation algorithm. Moreover, previous research on multilevel Monte Carlo can be incorporated in a natural way. This is due to the fact that the analysis of the error and the computational cost of our method is based on similar assumptions on the biases, the p-th central moments and the simulation cost of the underlying approximations of F (θ, U ) as used in Giles [7] , see Assumptions C.1 and C.2 in Section 3. Additionally, we require that f satisfies a classical contraction property from stochastic approximation theory: there exist L > 0 and a zero θ * of f such that for all θ ∈ D,
where ·, · denotes an inner product on R d . Moreover, f has to satisfy a linear growth condition relative to the zero θ * , see Assumption A.1 and Remark 2.1 in Section 2. Note that the contraction property implies that the zero θ * is unique. Theorem 3.1 asserts that under these assumptions the maximum p-th mean error sup k≥n E[ θ k −θ * p ] of our properly tuned multilevel Robbins-Monro scheme (θ n ) n∈N satisfies the same upper bounds in terms of the computational time needed to compute θ n as the bounds obtained in Giles [7] for the multilevel computation of a single expectation. In general, the design of this algorithm requires knowledge on the constant L in the contraction property of f . To bypass this problem without loss of efficiency one may work with a PolyakRuppert average of our algorithm. Theorem 3.2 states that under Assumptions C.1 and C.2 on the approximations of F (θ, U ) and Assumption B.1 on f , which is slightly stronger than condition A.1 a properly tuned multilevel Polyak-Ruppert average (θ n ) n∈N achieves, for q < p, the same upper bounds in the relation of the q-th mean error E[ θ n −θ * q ] and the corresponding computational time as the previously introduced multilevel Robbins-Monro method.
We briefly outline the content of the paper. The multilevel algorithms and the respective complexity theorems are presented in Section 3 for the case where D = R d . General closed convex domains D are covered in Section 4. We add that Sections 3 and 4 are self-contained and a reader interested in the multilevel schemes only, can immediately start reading in Section 3.
The error analysis of the multilevel stochastic approximation algorithms is based on new estimates of the p-th mean error of Robbins-Monro and Polyak-Ruppert algorithms. These results are presented in Section 2. As a technical tool we employ a modified Burkholder-DavisGundy inequality, which is established in the appendix and might be of interest in itself, see Theorem 5.1.
We add that formally all results of the following sections remain true when replacing (R d , ·, · ) by an arbitrary separable Hilbert space. However in that case the definition (61) of the computational cost of a multilevel algorithm might not be appropriate in general.
New error estimates for stochastic approximation algorithms
Since the pioneering work of Robbins and Monro [21] in 1951 a large body of research has been devoted to the analysis of stochastic approximation algorithms with a strong focus on pathwise and weak convergence properties. In particular, laws of iterated logarithm and central limit theorems have been established that allow to optimise the parameters of the schemes with respect to the almost sure and weak convergence rates and the size of the limiting covariance. See e.g. [2, 3, 6, 9, 10, 13, 14, 15, 17, 18, 19, 20, 22, 23] for results and further references as well as the survey articles and monographs [1, 4, 11, 12, 16, 23] . Less attention has been paid to an error control in L p -norm for arbitrary orders p ≥ 2. We provide such estimates for the Robbins-Monro approximation and the Polyak-Rupert averaging introduced by Ruppert [23] and Polyak [20] under mild conditions on the ingredients of these schemes. These estimates build the basis for the error analysis of the multilevel schemes introduced in Section 3.
Throughout this section we fix p ∈ [2, ∞), a probability space (Ω, F, P ) equipped with a filtration (F n ) n∈N 0 , a scalar product ·, · on R d with induced norm · . Furthermore, we fix a measurable function f :
We consider an adapted R d -valued dynamical system (θ n ) n∈N 0 iteratively defined by
for n ∈ N, where θ 0 ∈ R d is a fixed deterministic starting value, (I) (R n ) n∈N is a previsible process, the remainder/bias, (II) (D n ) n∈N is a sequence of martingale differences, (III) (γ n ) n∈N is a sequence of positive reals tending to zero, and (ε n ) n∈N and (σ n ) n∈N are sequences of non-negative real numbers.
Estimates for the Robbins-Monro algorithm. Our goal is to quantify the speed of convergence of the sequence (θ n ) n∈N 0 to θ * in the p-th mean sense in terms of the step-sizes γ n , the bias-levels ε n and the noise-levels σ n . To this end we employ the following set of assumptions in addition to (I)-(III).
A.1 (Assumptions on
Remark 2.1 (Discussion of Assumption A.1). We briefly discuss A.1(i) and A.1(ii). Let θ ∈ R d and c 1 , c 2 , c 2 , γ ∈ (0, ∞), and consider the conditions
By the Cauchy-Schwartz inequality we have (2) f satisfies (ii) ⇒ f satisfies (ii') for every c 2 ≥ 1/c 2 , and the choice f (θ) = θ shows that the reverse implication is not valid in general. However, it is easy to check that f satisfies (i) and (ii') ⇒ f satisfies (ii) for any c 2 ≤ c 1 /(c 2 ) 2 .
and (12)
Observing (10) and (11) we may apply the BDG inequality, see Theorem 5.1, to the processes (ζ n ) n≥k 0 , (ξ n ) n>k 0 and (M n ) n≥k 0 to obtain for n ≥ k 0 that
where the constant κ 3 > 0 only depends on p. Using (12) we conclude that
,n , which completes the proof of the theorem up to the justification of (11) and (12) .
For the proof of (11) we use (6) and (8) to obtain that a.s. for n > k 0 ,
where the last inequality follows from the fact that
while in the case
Thus (11) holds for any
It remains to show (12) . Using (7) we get (14)
Hence (12) holds for any κ 2 ≥ κ 2/p 1 , which completes the proof. Remark 2.3. The proof of the p-th mean error estimate (5) in Proposition 2.2 for the times n ≥ k 0 ≥ n 0 makes use of the recursion (1) for n strictly larger than k 0 only. Hence, if m 0 ∈ N 0 and (θ n ) n≥m 0 is the dynamical system given by the recursion (1) with an arbitrary random starting valueθ m 0 ∈ L p (Ω, F m 0 , P ) then estimate (5) is valid forθ n in place of θ n with the same constant κ for all n ≥ k 0 ≥ max(n 0 , m 0 ).
The following theorem provides an estimate for the p-th mean error of θ n in terms of the product v n = √ γ n σ n .
It requires the following additional assumptions on the step-sizes γ n , the bias-levels ε n and the noise-levels σ n . A.3 (Assumptions on (γ n ) n∈N , (ε n ) n∈N and (σ n ) n∈N )
We have v n > 0 for all n ∈ N. Furthermore, with L according to A.1(i), 
Proof. Below we show that there exist r ∈ (0, L), κ 1 ∈ (0, ∞) and n 1 ∈ N such that for all n ≥ n 1 we have γ n < 1/L and
Then, by choosing n 0 ∈ N and κ ∈ (0, ∞) according to Proposition 2.2 and taking k 0 = max(n 0 , n 1 ) we have for n ≥ k 0 that τ k 0 ,n (r) = τ n 1 ,n (r)/τ n 1 ,k 0 (r), e k 0 ,n (r) ≤ e n 1 ,n (r) and s k 0 ,n (r) ≤ s n 1 ,n (r), and therefore for all n ≥ k 0
which finishes the proof of the theorem, up to the justification of (15) . By Assumption A.3 there exist r 1 ∈ (0, L), κ 2 ∈ (0, ∞) and n 1 ∈ N such that for all n > n 1 ,
Take r ∈ (r 1 , L) and assume without loss of generality that 1 − γ n r > 0 for all n ≥ n 1 . In the following we write τ k,n , e k,n and s k,n in place of τ k,n (r), e k,n (r) and s k,n (r), respectively. It follows from (16) and r > r 1 that the sequence (v n /τ n 1 ,n ) n≥n 1 is increasing and therefore, for all n ≥ n 1 ,
Furthermore, observing (17) we also have for all n ≥ n 1 ,
for n ≥ n 1 . Observing (16) we obtain that for n > n 1 ,
This entails that
Combining (18) to (20) yields (15) .
As a particular consequence of Theorem 2.4 we obtain error estimates in the case of polynomial step-sizes γ n and noise-levels σ n .
Corollary 2.5 (Polynomial step-sizes and noise-levels). Assume that conditions (I)-(III), A.1 and A.2 are satisfied and choose L according to A.1(i). Take γ 0 , σ 0 ∈ (0, ∞), r 1 ∈ (0, 1] and r 2 ∈ R with r 1 < 1 or r 1 = 1 and γ 0 > 1 + r 2 2L and let for all n ∈ N,
Then there exists a constant κ ∈ (0, ∞) such that for all n ∈ N,
Proof. We first verify that Assumption A.3 is satisfied. By definition of γ n and σ n we have
Thus, A.3(i) is satisfied due to the assumption on the sequence (ε n ) n∈N . Moreover, it is easy to see that Remark 2.6 (Exponential decay of noise-levels). Assumption A.3(ii) may also be satisfied in the case that the noise-levels σ n have a superpolynomial decay. For instance, if
for all n ∈ N, where a 1 , a 2 , a 3 > 0, r 1 > 0, r 2 ∈ R and r 3 ∈ (0, 1), then
On the other hand side, if the noise-levels σ n are decreasing with exponential decay and the step-sizes γ n are monotonically decreasing then Assumption A.3(ii) is typically not satisfied. In fact, if γ n ≥ γ n+1 for n ≥ n 0 , lim n→∞ γ n = 0 and lim sup n→∞ σ n+1 /σ n < 1 then lim n→∞ γ −1
The case of an exponential decay of the noise-levels σ n can be treated by applying Proposition 2.2. Assume that conditions (I)-(III), A.1 and A.2 are satisfied. Assume further that there exist r ∈ (0, L) and c ∈ (0, ∞) such that for all n ∈ N, (a) σ 2 n ≤ c exp(−2rn) and
Then there exists κ ∈ (0, ∞) such that for all n ∈ N,
Proof of (22) . Since lim n→∞ γ n = 0 and 1 − x ≤ exp(−x) for all x ∈ [0, 1] we have (1 − γ n r) ≤ exp(−rγ n ) for n sufficiently large. Hence there exists n 1 ∈ N such that for all n ≥ j ≥ n 1 ,
Using (23) as well as Assumption (b) we get for all n ≥ j ≥ n 1 ,
Choosing n 1 large enough we may also assume that γ n ≤ 1/2 for all n ≥ n 1 . Employing (23) and Assumption (a) we then conclude that for all n ≥ j ≥ n 1 ,
.
Combining (23) to (25) with Proposition 2.2 completes the proof of (22) .
So far we proved error estimates for the single random variables θ n . In the following theorem we establish error estimates, which allow to control the quality of approximation for the whole sequence (θ n ) n≥k 0 starting from some time k 0 .
To this end we employ the following assumption A.4, which is stronger than condition A.3.
A.4 (Assumptions on (γ n ) n∈N , (ε n ) n∈N and (σ n ) n∈N )
We have v n > 0 for all n ∈ N. Furthermore, with L according to A.1(i), there exist
Theorem 2.7 (Robbins-Monro approximation). Assume that conditions (I)-(III), A.1, A.2 and A.4 are satisfied and let
Then for all η ∈ (0, η * ) there exists a constant κ ∈ (0, ∞) and n 0 ∈ N such that for all k 0 ≥ n 0
Proof. Clearly, we may assume that θ * = 0. Fix η ∈ (0, η * ).
We again use the quantities introduced in (4). Since Assumption A.4 is stronger than Assumption A.3 we see from the proof of Theorem 2.4 that there exist r ∈ (0, L), κ 1 ∈ (0, ∞) and n 1 ∈ N such that for all n ≥ n 1 we have γ n < 1/L and
cf. (15). By A.4(ii) and A.4(iii) we may further assume that for all n ≥ n 1 ,
Fix k 0 ≥ n 1 and define a strictly increasing sequence (k
Observing the upper bound for γ n in (28) it is then easy to see that for all ∈ N,
In the following we write τ k,n , e k,n and s k,n in place of τ k,n (r), e k,n (r) and s k,n (r), respectively. We estimate the decay of the sequence (τ k 0 ,k ) ∈N . Let ∈ N. Using (28), the fact that 1 − x ≥ exp(−2x) for all x ∈ [0, 1/2], the estimate (29) and the fact that 1−x ≤ exp(−x) for all x ∈ [0, 1] we get
as well as
Next, we establish a lower bound for the growth of the sequence (k ) ∈N 0 , namely
for all ∈ N 0 , where
In fact, by A.4(iii) we get
which yields (32).
We are ready to establish the claimed estimate in p-th mean (26). Similar to the proof of Proposition 2.2 we consider the process (ζ n ) n≥n 1 and the martingale (M n ) n≥n 1 given by (9) , where k 0 is replaced by n 1 . As in the proof of Proposition 2.2 we obtain the maximum estimate in p-th mean (13) for the process (ζ n ) n≥n 1 and the estimate in p/2-th mean (14) for the quadratic variation ([M ] n ) n≥n 1 . Combining these two estimates we see that for sufficiently large n 1 there exists a constant κ 2 ∈ (0, ∞), such that for every n ≥ n 1 we have
Using the latter inequality as well as (30), Theorem (2.4) and (27) we may thus conclude that there exists a constant κ 3 ∈ (0, ∞), which may depend on n 1 but not on k 0 such that for every ∈ N we have
Hence, there exists a constant κ 4 ∈ (0, ∞) that does not depend on k 0 such that
Using (28), the fact that p(η 1 − η) > 1 − η 2 , due to the choice of η, and the lower bound in (32) we obtain
with a constant κ 5 ∈ (0, ∞) that does not depend on k 0 . Combining (33) with (34) yields the claimed maximum estimate in p-th mean.
In analogy to Corollary 2.5 we next treat the particular case of polynomial step-sizes γ n and noise-levels σ n .
Corollary 2.8 (Polynomial step-sizes and noise-levels). Assume that conditions (I)-(III), A.1 and A.2 are satisfied and choose L according to A.1(i). Take γ 0 , σ 0 ∈ (0, ∞), r 1 ∈ (0, 1] and r 2 ∈ (−r 1 , ∞) with
and let for all n ∈ N,
Then for all η ∈ (0,
Proof. We first verify Assumption A.4. By definition of γ n and σ n we have
Thus, A.4(i) is satisfied due to the assumption on the sequence (ε n ) n∈N and the first part of A.4(ii) is satisfied due to Assumption (a), see the proof of Corollary 2.5. Observing Assumption (b) it is obvious that the second part of A.4(ii) and Assumption A.4(iii) are satisfied for
Since conditions (I)-(III), A.1 and A.2 are part of the corollary, we may apply Theorem 2.7 to obtain the claimed error estimate.
Estimates for the Polyak-Ruppert algorithm. Now we turn to the analysis of PolyakRuppert averaging. For n ∈ N we let
where (b k ) k∈N is a fixed sequence of strictly positive reals and
We estimate the speed of convergence of (θ n ) n∈N to θ * in p-th mean in terms of the sequence (v n ) n∈N given byv
To this end we will replace the set of assumptions A. There exist L, L , L , λ ∈ (0, ∞) and a matrix H ∈ R d×d such that for all θ ∈ R d
We have σ n > 0 for all n ∈ N. The sequence (γ n ) n∈N is decreasing and the sequences (nγ n ) n∈N and (b n σ n ) n∈N are increasing. Moreover, with L and λ according to B.1 there
≤ c 1vn for all but finitely many n ∈ N,
i.e., the sequence (b n ) n∈N has at most polynomial growth. 
for every n ∈ N, which proves that B.3 implies A.3(i). Furthermore,
for every n ∈ N, which proves that B.3 implies A.3(ii). We add that, due to the presence of Assumption B.1(ii), it is sufficient to require that f satisfies the inequality in B.1(iii) on some open ball around θ * . In fact, let D ⊂ R d and δ ∈ (0, ∞) be such that B(θ * , δ) = {θ ∈ R d : θ − θ * < δ} ⊂ D. Let c 2 , c 3 , c 3 , λ ∈ (0, ∞) and H ∈ R d×d and consider the conditions
where H denotes the induced matrix norm of H.
For a proof of (37) we first note that (iii') implies that H(θ) = lim 0<ε→0
Observing the latter fact and using (2) again we conclude
As an immediate consequence of (37) with the choice δ ≤ 1 we obtain that if f satisfies 
For the proof of Theorem 2.10 we follow the approach of the classical paper [20] by first comparing the dynamical system (θ n ) n≥0 with a linearised version (y n ) n≥0 given by y 0 = θ 0 and 
Proof. Without loss of generality we may assume that θ * = 0. Using B.3(i),(ii) we see that there exist r ∈ (0, L), n 0 ∈ N and κ 0 ∈ (0, ∞) such that for all n ≥ n 0 we have
Since lim n→∞ γ n = 0 we may assume that γ n ≤ 1/(2r) for all n ≥ n 0 . By Remark 2.9 conditions A.1-A.3 are satisfied and we may apply Theorem 2.4 to obtain the existence of κ 1 ∈ (0, ∞) such that for all n ∈ N,
Furthermore, estimate (8) in the proof of Proposition 2.2 is valid, i.e., there exists n 1 ∈ N such that for all n ≥ n 1 and all θ ∈ R d ,
By Assumption B.1(iii) we have
for every θ ∈ R d . Using (41) we may therefore conclude that for all n ≥ n 1 and all θ ∈ R d ,
Let n 2 = max(n 0 , n 1 ). For n ≥ n 2 we put
Let n > n 2 . Using (43), Assumptions B.1(iii), B.2(i) and (38) we see that there exists κ 2 ∈ (0, ∞) such that
and employing (39), (40), B.3(ii) and the fact that γ n ≤ 1/(2r) we conclude that (44)
which yields,
Since k∈N γ k = ∞, due to Assumption B.3(iii), we conclude that
which finishes the proof.
Proof of Theorem 2.10. Without loss of generality we may assume that θ * = 0. For all n ∈ N we have
We separately analyze the two terms on the right hand side of (45). By Assumption B.3(iv) it follows that
where κ 1 = (c 3 (ν + 1)) −1 . Employing Lemma 2.11 as well as (46) and the fact that (b k σ k ) k∈N is increasing we see that there exists κ 2 ∈ (0, ∞) such that for all n ∈ N,
where we used n k=1 1/ √ k ≤ 2 √ n in the latter step. Next, put b 0 = 0 and let
where I d ∈ R d×d is the identity matrix, as well as
Using the Burkholder-Davis-Gundy inequality we obtain that there exists a constant κ 3 ∈ (0, ∞) such that for all n ∈ N,
By Assumption B.2(ii) there exists a constant κ 4 ∈ (0, ∞) such that for all n ∈ N,
We proceed with estimating the norms Ῡ k,n . Since c 2 > (ν + 1)/L we can fix r ∈ ((ν + 1)/c 2 , L) and proceed as in the proof of Lemma 2.11 to conclude that there exists n 1 ∈ N such that for all n ≥ n 1 I d + γ n H ≤ 1 − γ n (r + L)/2, see (43). The latter fact and the assumption that the sequence (nγ n ) n∈N is increasing jointly imply that for n ≥ k ≥ n 1 − 1
, where we used that 1−z ≤ e −z for all z ∈ R. Employing the latter estimate as well as Assumption B.3(iv) we get that for n ≥ k ≥ n 1 − 1
Put β k = (r + L)γ k k/2 − ν and note that by the choice of r and by B.3(iii) one has for k large enough that
Choosing n 1 large enough we therefore conclude that there exists κ 5 ∈ (0, ∞) such that for n ≥ k ≥ n 1 − 1,
In combination with (50) we see that there exists κ 6 ∈ (0, ∞) such that for all n ≥ k ≥ n 1 − 1,
and, observing (51), we may thus conclude that for 0 ≤ k < n 1 − 1 ≤ n,
Using (51) as well as (52) and the fact that the sequence (b n σ n ) n∈N is increasing we conclude that there exists κ 7 ∈ (0, ∞) such that for all n ∈ N,
Combining (48), (49) and (53), employing again that the sequence (b n σ n ) n∈N is increasing and observing (46) we see that there exists a constant κ 8 ∈ (0, ∞) such that for all n ∈ N ,
n Combining (47) with (54) completes the proof of the theorem.
We consider the particular case of polynomial step-sizes γ n , noise-levels σ n and weights b n .
Corollary 2.12 (Polynomial step-sizes, noise-levels and weights). Assume that conditions (I)-(III), B.1 and B.2 are satisfied and let q ∈ [ p 1+λ , p) with λ according to B.1(iii). Take γ 0 , σ 0 , b 0 ∈ (0, ∞), r 1 ∈ (0, 1), r 2 ∈ (−r 1 , ∞) and r 3 ∈ [r 2 /2, ∞) with 1 + r 2 r 1 + r 2 ≤ p q and let for all n ∈ N,
Assume further that lim sup n→∞ n (1+r 2 )/2 ε n < ∞ Then there exists a constant κ ∈ (0, ∞) such that for all n ∈ N,
Proof. Conditions (I)-(III), B.1 and B.2 are part of the corollary. Further note that by Remark 2.9 condition B.1(iii) remains true when replacing λ by λ = p q − 1 ∈ (0, λ]. We verify that condition B.3 holds as well with λ in place of λ. Then the corollary is a consequence of Theorem 2.10 and the fact thatv n = σ n / √ n = σ 0 n
(r 2 +1) . Since r 1 ∈ (0, 1) it is clear that (γ n ) n∈N is decreasing and (nγ n ) n∈N is increasing. Furthermore,
is increasing since r 3 ≥ r 2 /2. B.3(i) is satisfied due to the assumption on (ε n ) n∈N . Since r 1 < 1 the limes superior in B.3(ii) is zero. Moreover, the second estimate of B.3(ii) holds for an appropriate by assumption. Condition B.3(iii) is satisfied for any c 2 ∈ (0, ∞) since r 1 < 1, and thus condition B.3(iv) is satisfied with ν = r 3 .
Multilevel stochastic approximation
Throughout this section we fix p ∈ [2, ∞), a probability space (Ω, F, P ), a scalar product ·, · on R d with induced norm · , a non-empty set U equipped with some σ-field, a random variable U : Ω → U and a product-measurable function
and we assume that f has a unique zero θ * ∈ R d . Our goal is to compute θ * by means of stochastic approximation algorithms based on the multilevel Monte Carlo approach. To this end we suppose that we are given a hierarchical scheme
of suitable product-measurable approximations to F , such that F k (θ, U ) is integrable and F k (θ, U )− F k−1 (θ, U ) can be simulated for all θ ∈ R d and k ∈ N, where F 0 = 0. To each random vector F k (θ, U ) − F k−1 (θ, U ) we assign a positive number C k ∈ (0, ∞), which depends only on the level k and may represent a deterministic worst case upper bound of the average computational cost or average runtime needed to compute a single simulation of F k (θ, U ) − F k−1 (θ, U ). As announced in the introduction we impose assumptions on the approximations F k and the cost bounds C k that are similar in spirit to the classical multilevel Monte Carlo setting, see [7] .
C.1 (Assumptions on (F
There exist measurable functions Γ 1 , Γ 2 : R d → (0, ∞) and constants M ∈ (1, ∞) and K, α, β ∈ (0, ∞) with α ≥ β such that for all k ∈ N and all
We combine the Robbins-Monro algorithm with the classical multilevel approach taken in [7] . The proposed method uses in each Robbins-Monro step a multilevel estimate with a complexity that is adapted to the actual state of the system and increases in time.
The algorithm is specified by the parameters Γ 1 , Γ 2 , M, α, β from Assumption C.1, an initial vector θ 0 ∈ R d , (i) a sequence of step-sizes (γ n ) n∈N ⊂ (0, ∞) tending to zero, (ii) a sequence of bias-levels (ε n ) n∈N ⊂ (0, ∞), and (iii) a sequence of noise-levels (σ n ) n∈N ⊂ (0, ∞).
The maximal level m n (θ) and the number of iterations N n,k (θ) on level k ∈ {1, . . . , m n (θ)} that are used by the multilevel estimator in the n-th Robbins-Monro step depend on θ ∈ R d and are determined in the following way. We take
i.e. m n (θ) is the smallest m ∈ N such that Γ 2 (θ)M −αm ≤ ε n holds true for the bias bound in Assumption C.1(ii). Furthermore,
Take a sequence (U n,k, ) n,k, ∈N of independent copies of U . We use
as a multilevel approximation of f (θ) in the n-th Robbins-Monro step, and we study the sequence of Robbins-Monro approximations (θ n ) n∈N 0 given by
We measure the computational cost of θ n by the quantity
That means we take the mean computational cost for simulating the random vectors F k (θ, U j,k, )− F k−1 (θ, U j,k, ) for the first n iterations into account and we ignore the cost of the involved arithmetical operations. Note, however, that the number of arithmetical operations needed to compute θ n is essentially proportional to n j=1
, and the average of the latter quantity is captured by cost n under the weak assumption that inf k C k > 0.
Note further that the quantity cost n depends on the parameters Γ 1 , Γ 2 , M, α, β, θ 0 , (γ k ) k=1,...,n , (ε k ) k=1,...,n and (σ k ) k=1,...,n , which determine the algorithm (θ k ) k∈N up to time n. For ease of notation we do not explicitly indicate this dependence in the notation cost n .
To obtain upper bounds of cost n we need the following additional assumption C.2 on the functions Γ 1 , Γ 2 , which implies that both the variance estimate in C.1(i) and the bias estimate in C.1(ii) are at most of polynomial growth in θ ∈ R d with exponents related to the parameters α, β and p.
C.2 (Assumption on Γ 1 , Γ 2 )
With α, β, Γ 1 , Γ 2 according to Assumption C.1 there exists K 1 ∈ (0, ∞) and
We are now in the position to state the central complexity theorem on the multilevel RobbinsMonro algorithm. (1 + r) and for all n ∈ N,
In particular, for all δ ∈ (0, ∞) we have lim n→∞ n ρ−δ θ n − θ * = 0 almost surely. If additionally α > β ∧ 1/2 and r > β∧1/2 α−β∧1/2 then there exists κ ∈ (0, ∞) such that for all n ∈ N,
The implementation of the multilevel Robbins-Monro approximation from Theorem 3.1 requires the knowledge of a positive lower bound for the parameter L from Assumption A.1. This difficulty is overcome by applying the Polyak-Ruppert averaging methodology. That means we consider the approximations
were (θ n ) n∈N is the multilevel Robbins-Monro scheme specified by (60), (b k ) k∈N is a sequence of positive reals andb
Note that the cost to computeθ n differs from the cost to compute θ n at most by a deterministic factor, which does not depend on n. Therefore we again measure the computational cost for the computation ofθ n by the quantity cost n given by (61).
We state the second complexity theorem, which concerns Polyak-Ruppert averaging. (1 + r 2 ) and for all n ∈ N,
Then there exists κ ∈ (0, ∞) such that for all n ∈ N E θ n − θ
If additionally α > β ∧ 1/2 and r 2 ≥ β∧1/2 α−β∧1/2 then there exists κ ∈ (0, ∞) such that for all
Remark 3.3. Assume the setting of Theorem 3.1 or 3.2 and let e n = E[ θ n − θ * p ] 1/p or e n = E[ θ n − θ * q ] 1/q , respectively. Then there exists κ ∈ (0, ∞) such that for every n ∈ N,
Note that these bounds for the computational cost in terms of the error coincide with the respective bounds for the multilevel computation of a single expectation presented in [7] .
Remark 3.4. The multilevel stochastic approximation algorithms analysed in Theorems 3.1 and 3.2 are based on evaluations of the increments F k − F k−1 . Consider, more generally, a sequence of measurable mappings
and C k is a worst case cost bound for simulating P k (θ, U ). Then Theorems 3.1 and 3.2 are still valid for the algorithm obtained by using P k as a substitute for the increment
The proofs of Theorems 3.1 and 3.2 are based on the following proposition, which shows that under Assumptions C.1(i),(ii) the scheme (60) can be represented as a Robbins-Monro scheme of the general form (1) studied in Section 2. It further provides an estimate of the computational cost (61) based on Assumptions C.1(iii) and C.2 only. Proposition 3.5.
(i) Suppose that Assumptions C.1(i),(ii) are satisfied. Let F n denote the σ-field generated by the variables U m,k, with m, k, ∈ N and m ≤ n, and let F 0 denote the trivial σ-field. The scheme (θ n ) n∈N 0 given by (60) satisfies
for every n ∈ N, where (R n ) n∈N is a previsible process with respect to the filtration (F n ) n∈N 0 and (D n ) n∈N is a sequence of martingale differences with respect to (F n ) n∈N 0 and (R n ) n∈N and (D n ) n∈N satisfy Assumption A.2. (ii) Suppose that Assumptions C.1(iii) and C.2 are satisfied. Then there exists a constant κ ∈ (0, ∞) such that for all n ∈ N the computational cost (61) of θ n given by (60) satisfies
Proof. We first prove statement (i) of the proposition. Put f n (θ) = E[F n (θ, U )] and let
for n, k, ∈ N and θ ∈ R d . By Assumptions C.1(i),(ii) we have
for all n, k, ∈ N and θ ∈ R d . By (66) and the definition (56) of m n (θ) we get for all n ∈ N and θ ∈ R d that
Furthermore, by the Burkholder-Davis-Gundy inequality, the triangle inequality on the L p/2 -space, (66) and the definition (57) of N n,k (θ) there exists c 1 ∈ (0, ∞), which only depends on p, such that
Recalling the definition of κ n (θ), see (58), we conclude that there exists c 2 ∈ (0, ∞) such that for all n ∈ N and θ ∈ R d
With
and
we obtain that θ n = θ n−1 + γ n (f (θ n−1 ) + ε n R n + σ n D n ). We verify Assumption A.2. The process (R n ) n∈N is predictable and using the independence of (U n,k, ) k, ∈N and F n−1 we conclude with (67) that sup n∈N R n ≤ 1. By the latter independence it further follows that (D n ) n∈N is a sequence of martingale differences, which satisfies
as a consequence of (68). This completes the proof of statement (i).
We turn to the proof of statement (ii). Let j ∈ N and θ ∈ R d . Using Assumption C.1(iii), we conclude that there exists c ∈ (0, ∞), which only depends on K, M and β such that (69)
Furthermore, (56) yields that
Combining (69) with (70) and employing Assumption C.2 we see that there exists c 1 ∈ (0, ∞), which only depends on K, K 1 , M , β and α, such that (71)
Suppose that β = 1/2. Then (71) implies
which finishes the proof for the case β = 1/2. In the case β = 1/2 we have β 1 < 1/2 and therefore the existence of a constant c 2 ∈ (0, ∞), which does not depend on θ, such that
One completes the proof of statement (ii) by combining the latter estimate with (71).
We turn to the proof of Theorem 3.1.
Proof of Theorem 3.1. The error estimate follows by Corollary 2.8 since Assumption A.1 is part of the theorem and Assumptions (I)-(III) and A.2 are satisfied by Proposition 3.5(i). It remains to prove the cost estimate. The error estimate implies that sup n∈N E[(1 + θ n ) p ] < ∞. Employing Proposition 3.5(ii) we thus see that there exists c 1 ∈ (0, ∞) such that for every
If β ≥ 1/2 then α > 1/2 and r > 1 2α−1 , which implies that ρ/α < r = 2ρ − 1 and therefore n ρ/α+1 ≤ n 2ρ = n 2ρ(1+(1/2−β) + /α) .
If β < 1/2 then α > β and r > β α−β , which implies that 2ρ α−β α > 1 and therefore
This completes the proof.
We proceed with the proof of Theorem 3.2.
Proof of Theorem 3.2. The error estimate follows with Corollary 2.12 since Assumption B.1 is part of the theorem and Assumptions (I)-(III) and B.2 hold by Proposition 3.5(i). The cost estimate in the theorem is proved in the same way as the cost estimate in Theorem 3.1. One only observes that sup n∈N E[(1 + θ n ) p ] < ∞ is valid since the assumptions in Corollary 2.12 are stronger than the assumptions in Corollary 2.5.
General convex closed domains
In this section we extend the results of Sections 2 and 3 to convex domains. In the following D denotes a convex and closed subset of R d and f : D → R d is a function with a unique zero θ * ∈ D. We start with the Robbins-Monro scheme.
Let
denote the orthogonal projection on D with respect to the given inner product ·, · on R d and define the dynamical system (θ n ) n∈N 0 by the recursion
in place of (1), where θ 0 ∈ D is a deterministic starting value in D. Then the following fact follows by a straightforward modification in the proofs of Proposition 2.2 and Theorem 2.7 using the contraction property of pr D . 
has a unique zero θ * ∈ D. In this case we proceed analogously to Extension 4.1 and employ the projected multilevel Robbins-Monro scheme
with θ 0 ∈ D and Z n given by (59), in place of the multilevel scheme (60). Note that if pr D can be evaluated on R d with constant cost then, up to a constant depending on D only, the computational cost of the projected approximation θ n is still bounded by the quantity cost n given by (72) since the computation of θ n requires n evaluations of pr D and cost n ≥ C 1 n.
Employing Proposition 3.5 as well as Extension 4.1 one easily gets the following result. Next we consider the Polyak-Ruppert scheme. In this case we additionally suppose that D contains an open ball B(θ * , δ) = {θ ∈ R d : θ − θ * < δ} around the unique zero θ * ∈ D and we extend the function f on R d : for c ∈ (0, ∞) define
The following lemma shows that property B.1 is preserved for appropriately chosen c > 0. 
Proof. Using (3) with c 1 = L, c 2 = L and γ = 1/c it follows that r c ∈ [0, 1). By (3) and the contractivity of the projection pr D we have for any
which shows that f c satisfies B.
Using the latter estimate, (2) with c 2 = 1/L and the Lipschitz continuity of pr D we get for
Finally, let θ ∈ R d \D, which implies that θ−θ * ≥ δ. Using the latter fact and the projection property and the contractivity of pr D we get
Observing that H ≤ 1/L , see (37), completes the proof of the lemma.
Replacing f by f c in (1) we obtain the dynamical system
for n ∈ N, where θ c,0 ∈ D is a deterministic starting value in D. Employing Lemma 4.3 we immediately arrive at the following fact. 
We thus take
with m n , N n,k and Z n given by (56),(57) and (59), respectively, as a multilevel approximation of f c (θ) in the n-th Robbins-Monro step, and we use the multilevel scheme 
Numerical Experiments
We illustrate the application of our multilevel methods in the simple case of computing the volatility in a Black Scholes model based on the price of a European call.
Fix T, µ, s 0 , K ∈ (0, ∞) and let W denote a one-dimensional Brownian motion on [0, T ]. For every θ ∈ (0, ∞) we use S θ to denote the geometric Brownian motion on [0, T ] with initial value s 0 , trend µ and volatility θ, i.e.
In a Black Scholes model with fixed interest rate µ the fair price of a European call with maturity T , strike K and underlying geometric Brownian motion with volatility θ is given by
where C(θ, W ) = exp(−µT )(S θ T − K) + , and according to the Black-Scholes formula p satisfies
where Φ denotes the standard normal distribution function. Fix ϑ 1 < ϑ 2 as well as θ * ∈ [ϑ 1 , ϑ 2 ]. Our computational goal is to approximate θ * based on the knowledge of ϑ 1 , ϑ 2 and the value of the price p(θ * ).
Within the framework of sections 3 and 4 we take
Moreover, we approximate F (θ, W ) by employing equidistant Milstein schemes: for M, k ∈ N with M ≥ 2 and θ ∈ D we define
denotes the Milstein approximation of S θ T based on M k equidistant steps, i.e.
We briefly check the validity of Assumptions B.1, C.1 and C.2. Clearly, the mapping
Note that p is two times differentiable with respect to θ on (0, ∞) with
where ϕ denotes the density of the standard normal distribution. Let g(θ) = ln(s 0 /K)+(µ+θ 2 /2)T θ √ T and put u = 2(ln(s 0 /K) + µT )/T as well as
Using (83) it is then straightforward to verify that f satisfies Assumption B.1 on D with parameters
As is well known there exists a constant c(T, µ, ϑ 1 , ϑ 2 ) ∈ (0, ∞), which depends only on T, µ, ϑ 1 , ϑ 2 , such that sup
for some constant c(T, µ, ϑ 1 , ϑ 2 , M ) ∈ (1, ∞), which depends only on T, µ, ϑ 1 , ϑ 2 , M . Consequently, Assumption C.2 is satisfied on D as well. First, we consider the projected multilevel Robbins-Monro scheme (75) with step-size γ n , noise-level σ n and bias-level ε n given by
Note that the constant c(T, µ, ϑ 1 , ϑ 2 , M ) does not need to be known in order to implement the scheme. We have
with independent copies W n,k, of W . Then by Extension 4.2 of Theorem 3.1 there exists κ ∈ (0, ∞) such that for every n ∈ N,
In the following we use the model parameters Figure 1 shows a log-log plot of a simulation of the first 500 steps of the error process (|θ n − θ * |) n∈N 0 . Figure 2 shows the log-log plot of Monte Carlo estimates of the root mean squared error of θ n and the corresponding average computational times for n = 1, . . . , 100 based on N = 200 replications. Both plots are in accordance with the theoretical bounds in (87).log n log time Figure 2 . Multilevel Robbins-Monro: estimated root mean squared error and average computational time for n = 1, . . . , 500.
Next, we consider the multilevel Polyak-Rupert averaging (81) with step-size γ n , noise-level σ n , bias-level ε n , weight b n and extension parameter c given by 
We choose the parameters s 0 , T, µ, K, ϑ 1 , ϑ 2 , M, θ c,0 = θ 0 as in (88) and (89). Figure 3 shows the log-log plot of a trajectory of the error process (|θ c,n − θ * |) n∈N 0 until n = 500. Figure 4shows the log-log plot of Monte Carlo estimates of the root mean squared error ofθ c,n and the corresponding average computational times for n = 1, . . . , 100 based on N = 200 replications.
As for the multilevel Robbins-Monro scheme, both plots are in accordance with the theoretical bounds in (90).
