An extension of Karr's summation algorithm is presented by which symbolic sums involving radical expressions can be simplified. We discuss the construction of appropriate difference fields as well as algorithms for solving difference equations in these fields. The paper is concluded by a list of identities found with an implementation of our techniques.
INTRODUCTION
The algorithm of Karr [6] has often been called the summation analogue to Risch's integration algorithm [10] . Both algorithms are applicable only to expressions composed from building blocks that are algebraically independent. For the integration case, Bronstein [2] was able to remove this restriction by giving a generalized integration algorithm that can handle elementary functions with arbitrary algebraic relations among them.
No summation analogue to this algorithm is known. Even worse, while algebraic functions naturally belong to the elementary functions, it is not clear what the most natural class of sequences is that a summation algorithm allowing * Both authors were supported by the Austrian science foundation FWF, grants P16613-N12 and SFB F1305.
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Continuing earlier work [13, 11, 8, 7] on extending Karr's algorithm, we have obtained algorithms for handling telescoping, creative telescoping [9] and recurrence solving for nested sums and products involving radical expressions. Our algorithms are correct and complete as long as the difference fields by which the radical expressions are represented are properly constructed. In the construction of the difference field for a given expression, we need to assume a deep algebraic property of the sequences corresponding to the expression. The sequences
, d > 1) satisfy this property and are therefore covered by the algorithm, but in general it might be hard to decide if this property holds.
It is therefore important to note that on expressions for which the assumption is wrong (or undecided), our algorithms remain correct, but completeness may be lost: every identity found by the algorithm is true, but identities may be overlooked or the algorithms may inadvertently run into a division by zero. We have implemented our algorithms as a supplement to the summation package Sigma [14] . A collection of identities found with our implementation is given in Section 7. As summation identities involving radical expressions appear only very sparsely in the literature, this collection is likely to contain previously unpublished identities.
. The following prominent summation problems [9] are covered by the PLDE-problem; for further details see [14] :
1. Telescoping (1) can be obtained by restricting to r = m = 1 with a0 = −1 and a1 = 1.
2. Zeilberger's creative telescoping can be formulated by restricting to r = 1 with a0 = −1 and a1 = 1 and setting fi ≡ f (n + i − 1, k) for a parameter n which occurs in the constant field .
3. Solving linear difference equations (recurrences) can be handled by setting m = 1.
4. PLDEs are the backbone to treat the telescoping and creative telescoping problem for rather general classes of holonomic and ∂-finite sequences, see, e.g., [12] .
Problem PLDE can be solved for the rational case ¢ = (k) with σ(k) = k+1 and the q-rational case ¢ = (q)(k) where q is transcendental over and σ(k) = q k; for the corresponding literature we refer to [13, p 801] .
More generally, algorithms and methods exist for ΠΣ * -extensions which allow to model nested sums and products. Those difference fields are defined by difference field extensions. A difference field (¢ , σ) is a difference field extension of a difference field (¢ , σ ) if ¢ is a subfield of ¢ and σ = σ|£ ; usually we do not distinguish between σ and σ .
Definition 1. A ΠΣ
* -extension (¢ (t), σ) of (¢ , σ) is a difference field extension where σ(t) = t + a or σ(t) = a t for some a ∈ ¢ * and constσ
More generally, a tower of such ΠΣ * -extensions is called a ΠΣ * -extension.
Karr [6] presented algorithms that solve problem PLDE with r = 1 for the so-called ΠΣ * -fields: these are ΠΣ * -extensions (¢ , σ) of (¤ , σ) where constσ
. Analyzing Karr's machinery [6] , it turns out that one can lift various algorithmic properties from the ground field (¤ , σ) (not necessarily the constant field) to the field (¢ , σ). E.g., we obtain the following result [8] .
* -computable (see Definition 5 below) and one can solve PLDEs with r = 1 for (¤ , σ), then (¢ , σ) is σ * -computable and one can solve PLDEs with r = 1 for (¢ , σ).
Moreover, we get the following result; see [11, 8] .
Theorem 3. Let (¢ , σ) be a ΠΣ * -extension of (¤ , σ). If (¤ , σ) is σ * -computable and one can solve PLDEs with r = 1 for (¤ , σ), there is an algorithm for problem DOS 2 .
2 Note that the ΠΣ * -extension (¢ , σ) of (¤ , σ) itself must be constructed in a refined form. Again, if (¤ , σ) is σ * -computable, this task can be accomplished.
Depth optimal summation (DOS): Given a ΠΣ * -extension (¢ , σ) of (¤ , σ) and f ∈ ¢ . Find, if possible, a ΠΣ * -extension (¥ , σ) of (¢ , σ) such that g ∈ ¥ with (1) and such that the additional sums and products introduced by the extension ¥ are not more nested than the already given sums and products occurring in f ; for a formal definition we refer to [11] .
Furthermore, by Theorem 5.7 in [13] we obtain the following result if one can solve problem PLDE in the ground field (¤ , σ) by a recursive enumeration procedure; i.e. there is a method that produces after finitely many solve-attempts all solutions.
Theorem 4. Let (¢ , σ) be a ΠΣ * -extension of (¤ , σ). If (¤ , σ) is σ * -computable and one can solve PLDEs for (¤ , σ) by an enumerative procedure, then one can solve PLDEs for (¢ , σ) by an enumerative procedure.
SUMMARY. For a ΠΣ
* -extension (¢ , σ) of (¤ , σ) where (¤ , σ) is σ * -computable we can produce in a systematic fashion all solutions of a given PLDE (Theorem 4). Moreover, if one can solve all first order PLDEs in (¤ , σ), then one can solve all first order PLDEs in (¢ , σ) (Theorem 2); in particular, there are algorithms for DOS (Theorem 3).
So far it has been shown that the following two difference fields (¤ , σ) satisfy these properties:
2. (¤ , σ) is a tower of free difference field extensions over the constant field; see [8, 7] .
In this article we show that those properties hold also for what we call radical extensions (see Definition 7 below). In combination with Theorem 2 we obtain completely new input classes of difference fields for our algorithms.
Finally, we define σ * -computability. Here we need the following notions.
Let (¢ , σ) be a difference field. For f ∈ ¢ * we define
f (0,σ) := 1, and
If it is clear from the context we also write
Definition 5. A difference field (¢ , σ) is σ * -computable if the following holds.
1. There is an algorithm that factors multivariate polynomials over
3. Π-Regularity. Given f, g ∈ ¢ with f not a root of unity, there is at most one n ∈ ¡ such that f (n,σ) = g. There is an algorithm that finds, if possible, this n.
4. Σ-Regularity. Given k ∈ ¡ \ {0} and f, g ∈ ¢ with f = 1 or f not a root of unity, there is at most one n ∈ ¡ such that f {n,σ k } = g. There is an algorithm that finds, if possible, this n.
Orbit-Problem (OHG).
There is an algorithm for solving the orbit problem: Given (¢ , σ) and elements f1, . . . , fm ∈ ¢ * , find a basis of the following ¡ -module: with a ring automorphism σ; ( , σ) is a difference ring extension of (¡ , σ ) if ¡ is a subring of and σ = σ|¢ .
RADICAL EXTENSIONS
Let (¤ {x}, σ) be a free difference ring extension of (¤ , σ) and let I be a difference ideal of note that σ |£ = σ. Since I is a difference ideal, it is easy to see that σ is a ring automorphism.
Summarizing, given a difference ideal I, we obtain the difference ring extension (¤ {x}/I, σ ) of (¤ , σ). In particular we get a difference field extension if and only if the ideal I is maximal. We identify σ and σ from now on.
In this article, we are interested in difference ideals I = p which are generated by a polynomial p ∈ ¤ [x0], i.e., the ideal is given by
In order to turn the difference ring (¤ {x}/ p , σ) to a field, we need in addition the property that p is maximal. This leads to the following definition. It seems to be rather difficult to show for a particular p that p is maximal.
One of the referees observed that this argument can be straightforwardly carried over to obtain the following more general result: There is no polynomial p(x0, . . . , xr) ∈ [n][x0, . . . , xr] \ {0} with p(fn, . . . , fn+r) = 0, ∀n ≥ 0 (5) and deg
r).
This result has the following important consequence. Given the ground field ( (n), σ) with σ(n) = n + 1, the difference ring extension ( (n){x}/ x d 0 − n , σ) of ( (n), σ) is radical. (Otherwise, we could find a polynomial relation (5) for fn := n 1/d .) Therefore, we can model n 1/d in a radical extension by identifying xi with (n + i)
The following question is immediate.
Subsequently, we collect some basic properties of a simple algebraic extension (¤ {x}/ p , σ) of (¤ , σ).
Consider the ideal 
, we can compute a −1 by assumption. Otherwise, suppose we can invert elements from the
[xr] such that α a + β σ r (p) = 1. Such α, β can be computed by the extended Euclidean algorithm. Consequently, α is the inverse element of a.
If we write a+ p l,r ∈ ¤ {x}/ p l,r or a+ p ∈ ¤ {x}/ p we assume that a is in normal form, i.e., a ∈ R d . In particular, if we say that xi occurs in a ∈ ¤ {x}, then we mean that xi occurs in the normal form of a. 
Iterating this procedure for i = 1, . . . , r completes the job.
{x}/ p be a simple algebraic extension of (¤ , σ) and k ∈ ¡ \ {0}. Then:
; let r ∈ ¡ be maximal and l be minimal such that f depends on xr, x l , respectively. The property f n = 1 for some n will lead to a contradiction. Note that we can assume that n > 0 (If n < 0, take 1/f instead of f ).
n , the polynomial Y n − 1 has the roots σ i (f ) for i ≥ 0. Note that i + r is maximal such that xi+r occurs in σ i (f ). Hence all the roots σ i (f ) are different. But Y n − 1 can have at most n roots, a contradiction. Hence f n = 1 for any n ∈ ¡ \ {0}. Note that x (n−1) k+r occurs in f (n,σ k ) and in f {n,σ k } if n > 0 and k > 0. Similar arguments (using also the minimal index l) for the cases (n > 0, 
σ * -COMPUTABILITY
We show in this section that certain radical extensions are compatible with ΠΣ * -extensions: radical extensions of σ * -computable fields are again σ * -computable.
Theorem 13. Let (¤ , σ) be a σ * -computable field,
In , there is at most one n such that f (n,σ) = g by assumption. In particular, there is an algorithm to compute n, if it exists.
, the only choice is n = 0; check if g = 1.
Finally, consider the case f, g ∈ ¢ \¤ . Here the solution n = 0 is not possible. Let r f , rg be the maximum index i such that xi occurs in f, g, respectively. Similarly, let l f , lg be the minimum index. If for the possible n we have n > 0, the maximum index i for which xi occurs in f (n,σ) is n − 1 + r f . Therefore, g = f (n,σ) can only occur if n = rg − r f + 1. Hence there is at most one solution n > 0 and it suffices to check this candidate. Notice that a solution n > 0 implies that lg = l f . Similarly, if n < 0, then we get the constraint n = lg − l f . Again, we can conclude that there is at most one negative solution, and, in case of existence, it can be computed. Moreover, if there is such a solution, it follows that rg = r f . This proves in addition that there is either a positive or a negative solution. Summarizing, there is at most one solution n ∈ ¡ . (3) Σ-regularity can be shown along the lines of (2).
It only remains to provide an algorithm for solving the OHG problem. In the remainder of this section, we describe an algorithm for reducing the OHG problem in ¢ to OHG problems in the ground field ¤ . We use terminology from the theory of algebraic functions [3] , similar reasoning is used in Bronstein's integration algorithm for algebraic functions [2] . In particular, for f ∈ ¢ and a place p, we write νp(f ) for the order of f at p.
By P = x d 0 − h(t) with h irreducible, it follows that every xi is singular at precisely one finite place pi, and we have νp i (xi) = 1/d. We call these the critical places, and write Σ := {pi : i ∈ ¡ } for the set of critical places. ) and has its singular place pi over n = −i. We have νp i (xi) = 1/2 and νp(xi) = 0 for all other finite places.
Let f1, . . . , fm ∈ ¢ * be given. We seek a basis for the ¡ -module M (f1, . . . , fm; ¢ ). Karr [6] solves the OHG problem in transcendental extensions by factoring numerators and denominators of the fi, grouping shift equivalent factors and determining exponent vectors that cancel disturbing factors. In the algebraic case, factorization has no meaning. We will mimic Karr's OHG algorithm by considering singularities of the fi instead of irreducible factors. To make this work, we need the following observations. Lemma 16. We have
for all f ∈ ¢ * and for all finite places p.
Proof. For p ∈ Σ there is nothing to prove. If p ∈ Σ, then, by assumption on ¢ , there is exactly one index i such that p is a singular place of xi. Write f = Lemma 18. Let pi (i = l, . . . , r) be the branch places of xi (i = 1, . . . , r) and let νi ∈ we may take g =
The automorphism σ on ¢ naturally induces a bijection on the set of finite places, which we also denote by σ. Let p be a finite place. If p ∈ Σ, say p = pi, then we define σ(pi) = pi+1. If p ∈ Σ, then p is the vanishing place of some irreducible polynomial Q ∈
¤
[t], and we define σ(p) to be the vanishing place of the irreducible polynomial σ(Q). With this definition, we say that two finite places p, q are shift equivalent if p = σ k (q) for some k ∈ ¡ . We can now determine exponent vectors (e1, . . . , em) for which appropriate cancellations among the singularities happen. This is the main step in reducing the OHG problem in Let
and define
Proof. "⊆" Let e = (e1, . . . , em) ∈ M . Then there are g ∈ ¢ * and c ∈ ¤ * with f
only for finitely many k, summing over all k gives
) (fj ) = 0. Since i was arbitrary, it follows that e ∈ M fin .
Consider an arbitrary place p
because νp(σ(g)) = νp(g) for every g ∈ ¢ * when p is a place over infinity. Since i was arbitrary, it follows that e ∈ M∞.
"⊇" Now let e ∈ M fin ∩ M∞.
Consider an arbitrary place p The above lemma is constructive in the sense that not only can we compute a module basis for M ⊆ ¡ m , but also we can explicitly compute for every (e1, . . . , em) ∈ M a witness g ∈ ¢ with f
by just constructing the element g as described in the proof.
We are now able to prove the following structure theorems, which, together with the above lemma, correspond to Theorem 8 in [6] . These theorems complete the reduction to OHG problems in the ground field 
and therefore (e1, . . . , em) ∈ M (f1, . . . , fm; To complete the proof, it suffices to show that (ē1, . . . ,ēm) ∈ M . Indeed,
Since the left side belongs to ¤ , so does the right hand side. It follows that (ē1, . . . ,ēm) ∈M , as desired.
As it is easy to see that the rows ofB · B are linearly independent if the rows ofB and B are, the proof is complete.
If ¤ (t) is a Π-extension, we also have to take into account that σ(t)/t ∈ ¤ , while in a Σ-extension we have σ(f )/f ∈ ¤ * only if f ∈ ¤ * ; see [6, Thm. 4] . But since the proof is otherwise similar, we skip the details. . This algorithm differs from Karr's original algorithm for the transcendental case in that Karr's algorithm avoids the explicit computation of the elements g on the right hand side. However, if our algorithm is applied in the transcendental case, it is often faster than Karr's, because we often havem < m so the problem size may decrease during recursion whereas in Karr's algorithm the problem size never decreases during recursion.
SOLVING PLDES
We turn to the problem of solving difference equations in radical extensions of difference fields. The result is summarized in the following theorem. The second item is included in order to cover also sophisticated summation problems which can be formulated only in difference fields (¤ , σ) for which no solution algorithm is known.
In the remainder of the section, we show Theorem 23 by describing an algorithm. Let a0, . . . , ar ∈ ¢ (not all zero) and f1, . . . , fm ∈ ¢ be given. We need to determine a basis for the vector space
If, actually, the coefficients a0, . . . , ar and f1, . . . , fm belong to the ground field ¤ , then we solve the equation in that field, which we can do by assumption. Now suppose that at least one of the coefficients belongs to (2) and comparing coefficients with respect to the τi gives a coupled system of difference equations:
. . .
Here, Ai ∈ ¤ l×l and the Fi ∈ ¤ l are the coefficient vectors of the fi ∈ ¢ in the original equation. We can assume that ar = 1 in the original equation (otherwise divide by ar), and thus that Ar is the identity matrix.
The system can be reduced to a first order system using the companion matrix, this gives
where it is understood that the column vectors Fi on the right hand side are padded to length rl by prepending (r − 1)l zeros. After renaming the unknowns for convenience of notation, the system reads
with k = rl and A ∈ ¤ k×k . In the next step, we apply an uncoupling algorithm to this system. Several algorithms are available for uncoupling systems of difference equations with arbitrary difference fields as ground fields [1, 16] , in our implementation we use Gerhold's Mathematica implementation [4] of the Abramov/Zima algorithm. The uncoupling algorithm returns an equivalent system of the form
The latter system consists of inhomogeneous linear difference equations for each of the ui, whose right hand sides depend ¤ -linearly on c1, . . . , cm (which are still undetermined) and on u1, . . . , ui−1. (Uncoupling algorithms do, for efficiency reasons, represent the system in a slightly more complicated form, but this shall not bother us here.) The uncoupled system can be solved iteratively: The first equation is a univariate PLDE for u1 which can be solved by assumption on . . .
that generate the solution space of (8) , and hence of (7), as vector space. The solutions of the original difference equation are now obtained as (c
This completes the solution algorithm.
APPLICATIONS
Combining all the algorithmic steps from above, we can treat towers of difference field extensions is irreducible. Then by Theorems 2 and 13 we have shown that also ¢ e is σ * -computable. Therefore, as described in Section 2, we can solve problems OHG, PLDE, and DOS in (9) .
The following remarks are in place.
Checking the correctness of (9). If one finds answers to Question 9, one might check algorithmically, if radical extensions (10) in the tower (9) are constructed properly. In addition, using Karr's theory [6] , see also [11, Thm. 1] , the correctness of ΠΣ * -extensions can be checked by solving instances of problem OHG and PLDE in its sub-field.
Simple algebraic extensions. If one can solve problems PLDE and DOS without using our OHG-algorithm presented in Section 4, we can allow simple algebraic extensions in (9) . This happens, e.g., if (9) is free of Π-extensions.
Heuristic simplifier. If one thinks pessimistic, or if one even knows that a given ideal p with p = x d 0 − h is not maximal, one can use our algorithms as a heuristic simplifier.
First, one can check algorithmically if (6) is maximal in ¤ [x l , . . . , xr] for some interval l < r; see Remark 11. After this check we can carry out all the operations in the field ¢ l,r := ¤ [x l , . . . , xr]/ p l,r . In particular, we can run all our algorithms. E.g., for f ∈ ¢ l,r we can decide, if there is g ∈ ¢ l,r−1 with (1). Similarly, one can look for solutions of problems PLDE or OHG.
Our algorithms can be executed if several algebraic ring extensions occur in the tower (9) . Clearly, the more such extensions pop up, the more could go wrong: e.g., the attempt to invert elements which cannot be inverted or adjoining sums and products over a ring; notice that such extensions cannot be handled properly with ΠΣ * -extensions. Summarizing, we can run our algorithms in a heuristic fashion. Here we might fail within the computations or we could obtain results which are not optimal: this means that we do not model the algebraic expressions sufficiently well. Interesting enough, in all our test runs we never encountered such problems.
EXAMPLES
The following identities were found by our implementation. Once the right hand side of an identity is found, a proof can also easily be found independently of our algorithm. 
We denote by H k .
