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A generalization of the uniform distance 
P(f, d = 2: 1 f(x) - &)I 
between two bounded and continuous functions defined on the set Q of the 
real axis is the Hausdorff distance r(f, g; a) with a parameter cx > 0, which is 
defined as follows [l]: 
Let 
then 
a g; a) = 2: I f(x) - &)la * 
The distance r(f, g; a) can be considered as a generalization of p(S, g) 
since 
P(f, d = r(f, g; 0) = $9 r(f, g; 4. 
It is easy to obtain the following relation between r(f, g; a) and p(f, g) for 
every a > 0: 
r(f, g; 4 G f(L g> G 4.L g; 4 + +r(L g; OL)), (1) 
where w(6) is the modulus of continuity of f(x) or of g(x). 
Let I2 = R, be the real axis and T,, the set of trigonometrical polynomials 
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of degree <n. The best approximation EnT(f; CL) of the functionf(x) relative 
to the Hausdorff distance with elements of T, is defined by 
&=(s; 4 = $,, 4.L P; 4 
in analogy to the best uniform approximation 
It follows immediately from (1) that if w(f; 6) is the modulus of the con- 
tinuous functionf(x), then for every OL > 0 the inequalities (2) hold: 
The following estimate [l] is known for the best approximation with 
trigonometrical polynomials relative to Hausdorff distance with a fixed a > 0: 
EnT(f; a) = O(ln n/n). (3) 
The same estimate holds also for approximation with algebraic poly- 
nomials and with entire functions of exponential type [2, 31. 
The classic result of Jackson for the best uniform approximation is [4]: 
J%=(f> = w4f; n-9. (4) 
The estimate (3) cantnot be considered as a generalization of (4), because 
we can not obtain (4) directly from (3). 
This communication aims at the perfection of the estimate (3) in such a 
way, that (3) will imply (4). 
It turns out that an estimate of the kind 
EnT(f; a) = O(ln(anw(f; n-l))/~n) (5) 
can be found (naturally, if mw(f; n-l) >, e). 
For fixed CII the estimate (5) in the set of all continuous bounded functions 
is of the same order O(ln n/n) with respect o n as (3), but immediately from 
(5) we obtain (4). Actually, since CY is an arbitrary positive number, we can 
take LY = e/nw(f; n-l). Then from (2) and (5) follows 
E,=(f) = O(w(f; 7+)/e) + O(o(f; n-l)) = O(u(f; n-l)). 
The following exposition is devoted to the estimates of the type (5). 
Section 1 contains some auxiliary assertions. 
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In Section 2 we obtain an estimate of the type (5) for the best approximation 
E,(f; a) relative to Hausdorff distance with parameter cx of a bounded and 
continuous function on the real axis by means of entire functions of expo- 
nential type. 
In Section 3 we treat the similar case about the approximation of 2r-periodic 
continuous functions by means of trigonometrical polynomials. 
1. In studying the Hausdorff distance between functions the most 
suitable modulus turned out to be that of the nonmonotonicity [l]: 
Immediately it is ascertained that ~(f; 6) < o(f; 6). The following assertion 
is valid. 
LEMMA 1. If the function f(x) is monotonic in every interval with length 
<S, , then ~(f; 8,) = 0. 
The proof of the lemma follows immediately from the definition of p(f; 8). 
Besides the definition given at the beginning, the Hausdorff distance with 
parameter cx can be defined also in the following way. 
Let 
4.L g; 4 = maxV(f, g; 4, h(g,f; 41. (6) 
The two definitions are obviously equivalent. We shall call the number 
hcf, g; CX) the one-way distance between f(x) and g(x), and h( g,f; IX) the 
one-way distance between g(x) and f(x). 
The Hausdorff distance with parameter OL between two functions f(x) and 
g(x) can be expressed by the one-way distance betweenf(x) and g(x) and the 
modulus of nonmonotonicity of f(x). 
LEMMA 2. Iff(x) and g(x) are continuousfunctions, then 
r(.L g; 4 G h( g,f; 4 + PM 44g,f; 4). 
Proof. Let us denote 
6 = 4cuf-i a>, 0 = 6 + ~(f; 4ah( g,f; 4). 
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According to (6), it is enough to show that 
Nf, g; 4 G 4 
i.e., for every point (x,f(x)) there exists t such that 
maxKlb>l x - t I, If(x) - g(t)11 < 0. 
Let us assume the contrary, that there exists x0, such that no point of the 
graph of g(x) lies in the rectangle 
x E [X” - @ + E), x, + cu(B + c)l = 43 
YE[f(Xo>-6--,f(xg)+~+El, E>O. 
Then for every x E d, there will be fulfilled either the inequality 
g(x) > f(xo> + 0 + E 
or the inequality 
g(x) <f(&> - 0 - E* (7) 
Let us suppose more specifically, that for each x E d, the inequality (7) 
holds and therefore 
d&l - 4 < f(Xo) - 0 - t, 
g(xo + as> < f(x,) - e - E. 
But then by the definition of h( g, f; a) it follows that there exist x’ and x” 
for which 
) x0 - as - x’ ] < as, 1 x0 + 016 + xn ] < as 
(i.e., 
x’ < x, < X”, XI - x’ < 4CX8) 
and 
f(x’> d f(XcJ - f9 - E + 8 = f&J - p(f; 4cy8) - E, 
f(x") ,< f(Xo) - B - E + 6 = f(xJ - p(f; 4a6) - E. 
Then 
df; 4aS) 3 (W[lf(x’) -f(%)l + IfW> -f(%)l - If(x’) -fw?ll 
2 mM.f(xo) -f(x’>,f(Xo) -.fW~l 3 PW 4~8) + 6 
which contradicts the inequality E > 0. Thus the lemma is proved. 
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LEMMA 3. Let f (x) be a continuous bounded (2vperiodic) function on the 
real axis and let 6 > 0. Then there exists a continuous bounded (2rr-periodic) 
function on the real axis g(x), for which 
r(f, g; 4 < 4% p(g; 6) = 09 
4g; 0) < 1oQo-i 4 for 0 < 26. 
Proof. Let us denote xlc = k&; k = 0, fl, i-2,..., 
Let us consider the continuous function g(x), defined as follows: 
dx> = I m4k for hk-2 < x < X4k-1 , M4k for xgk < x < xgk+l , linear for x2&l < x < xzk . 
According to Lemma 1 p( g; S) = 0, and by the definition of r(f, g; a) it 
follows that r(’ g; a) ,< 46/01. On the other hand, if we denote 
M = my max[Mak - m4k , M4k - m4kt41, 
then obviously o(f; 8s) > M. Thus for 19 < 26 we shall have 
4j-i 86) < (1 + fw) 4-i 0) d (lO~/~) 4J 4 
or 
w(f; 0) >, eM/lO& (8) 
By the definition of g(x) it follows immediately that for 0 < 28 we have 
o(g; 6) < 9M/6. (9) 
From (8) and (9) follows 
4g; 6) d 1oN-i 0) for .8 < 26. 
The 2rr-periodic ase is considered in a similar way. 
2. Let us consider first the approximation of bounded continuous 
functions on the real axis by means of entire functions of exponential type 
relative to the Hausdorff distance r(f, g; IX) with parameter 01 > 0. 
Let f(x) be a continuous bounded function on the real axis, and let A, 
denote the class of all entire functions of the exponential type u 15, 61. The 
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best approximation off(x) by elements of &relative to the Hausdorffdistance 
with parameter a! is defined through 
We shall find an estimate for E,(f; CX) in terms of (Y, v and the modulus of 
continuity w(f; 8) = s~pl~-~l~ /f(x) -f(v)] of the function f(x). 
Let us consider the entire function of exponential type V: 
where 
g”(x) = (sin mx/mx)r, 
mr < v, r = 2s, s > 1, s - integral. 
Let py be a norming factor defined by the condition 
f,(x) = pv 1 m f(t) & - 0 dt --m 
is an entire function of exponential type v[5]. 
Let us find an estimate for the Hausdorf? distance r(ffv ; LX) with a 
parameter 01 by means of wp(f; S), 
4c 3 = ““,P oy*$8 I f(x + 4 - ?f(x) + f(x - Ml 
and the modulus of nonmonotonicity p(J; 8) of f(x). 
At first we shall estimate the one-way distance between f”(x) and f(x). 
We have 
L(x) -f(x) = TV 1-1 [ftx - t> - f(x)1 gv@> dt 
= TV 6 [f(x + t> - VW + f(x - 01 gvO> dt. 
If u E [--6,6], then 
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and therefore from (10) follows 
,x~$<g (f(4 -f(x)) G PY jo6 [f(x + 0 - VW + f(x - #>I g,(t) dt 
G ,x9f& (f(d - f(x))- 
Then through the continuity of f(x) we infer that there exists a point yz , 
I x - yr I d 8, such that 
f(vz) - f(x) = pv jo’ if@ + t> - ‘Xx> + f(x - t)l g,(t) dt. (12) 
From (11) and (12) we obtain’ 
ML ,.A 4 G sy max{a-l I x - ys I, I ft Y,) -fy(x)l> d maxW% ~vpY(~)), 
(13) 
where 
dS) = su,~ j~“y /am [f(x + t) - 20~) + f(x - t)l g&) dt /. 
Therefore we have to estimate ~~(8). Let us note, that 
%(f; x4 G (1 -I- A)2 w2(f; s> 
and consequently 
02u-l 0 d (1 + kt12 ~2u-i l/O 
From (10) we obtain for py 
(14) 
-1 = 
Pp lrn (sin m~/mx)~ dx > 2 /om’2m (sin mx/mx)T dx >, $ ($)‘-’ -co 
Therefore, 
EL, < (m/2)(~/2)‘-1. 
From (14) and (15) we obtain 
(15) 
< pvo2(S; k-l) rn+ s m (kt + 1)” t-’ dt 6 
1 
<Z 2m (q'~2u-i k-9 [(, &r-3 + Q. $p-e + (r _ :, p-11 
9 1 2(r - 3) ( 2: 1 
r-1 w + 1Y ST-1 w 2, (f. k-1) . (16) 
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From (13) and (16) follows 
h(f, ,f; a) < max 
i (II-%, 
1 5-l 
( 1 
r-l (k6 + 1)” 
2(r - 3) 2m p1 WB(f; k-l)/ 
Now, let us set in (17) 
6 = 2m-1e1/2 In(olvw,(S; v-l)), k = v, 
r = 2[ln(orvw,(f; v-l))] + 2, m = v/4 ln(olvw,(f; v-l)); 
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(17) 
(18) 
where [ ] denotes the integral part. (We suppose that CYVW~(S; v-l) b e, 
which further on we shall consider everywhere fulfilled. If olvw2(f; v-l) < e, 
then we can substitute 1 for ln(cuvw,(f; v-l)) everywhere). 
Then from (17) it follows that 
where c is an absolute constant. 
From (19) and Lemma 2 follows Theorem 1. 
THEOREM 1. If f (x) is a continuous and bounded function on the real axis, 
then 
where c is an absolute constant and 
are defined by (10) and (18), and ~vw~(f; v-l) > e. 
Now we shall obtain the desired estimate of Ey(S; a). Let v be fixed. By 
Lemma 3 there exists a continuous function g8(x) such, that 
r(Ji g8 ; 4 < 4+, p(gs;@ = 0, 
w(g, ; 0) d l@JJ(f; 0) for e < 28. 
From (20) and (21) we obtain for 6 = 4cv-1 In(20olvw(f; v-l)) 
KM 4 < r(f, a ; 4 + Ed& ; 4 
d 
16~ ln(2Ocuvw(f; v-l)) + c ln(olvw2( g, ; v-l) 
(YV 
+f+ 
(21) 
(22) 
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We have used in the above inequalities 
since 
and also 
w&g, ; v-f) < 2w( g, ; v-1) < 2OW(f; v-l) 
v-l < Scv-l In(20olvw(f; v-l)) = 28. 
(We can take c > 1 and as above the expressions under the logarithms 
>,e, otherwise we substitute 1 for the logarithms.) 
From (22) we obtain the wanted generalization of the estimate of Jackson’s 
type for the best uniform approximation of a continuous bounded function on 
the real axis with entire functions of exponential type v (see for instance [5]). 
THEOREM 2. Let f(x) be a continuous bounded function on the real axis. 
Then 
JUf; 4 < max ! 
c ln(~v4A 3) , f 
OW I 
where c is an absolute constant. 
Setting 01 = e/vw(f; v-l) in (23) and using (1) we obtain as a corollary of 
(23) the estimate of uniform approximations with entire functions of expo- 
nential type: 
3. Now let f (x) be a 2n-periodic function. An estimate of the type (5) 
for its best approximations relative to the Hausdorff distance with parameter 
01 by trigonometrical polynomials of the n-th degree is obtained in an entirely 
similar way to the corresponding estimate of Section 2. Therefore, we shall 
confine ourselves to some short notes. 
One has to consider the trigonometrical polynomials of n-th degree 
where 
mr Q n, r = 2s, s > 1, 
and m, s are integers. 
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Then by a suitable choice of the numbers m and r (the same as in (18), but 
m integer) we obtain 
where c is an absolute constant. 
From (24) and Lemma 3 for 2r-periodic functions, we obtain the following. 
THEOREM 3. Let f (x) be a 2n-periodic continuous function. Then 
E,T(S; a) < max 1 c ln(otnw(f; ‘-I)) , 21, 
an (25) 
where c is an absolute constant. 
Setting ~11 = e/nw(f; n-l) in (25) and using (2) we obtain as a corollary the 
classic theorem of Jackson: 
REFERENCES 
1. Bl. SENDOV, Several questions on the theory of continuous functions and polynomials 
in a Hausdorff metric, Uspehi Math. Nauk 24 (1969), 141-178. 
2. BL. SENDOV, Approximation of functions with algebraic polynomials with respect to a 
metric of Hausdorff type, GodiSnik Sofia University, FL-Math. Fats 55 (1962), l-39. 
3. V. A. POPOV, Approximation of continuous functions with entire Functions of the 
exponential type in a Hausdorff metric, Dokl. Bulgarian Acad. SC., in press. 
4. I. P. NATAHSON, Constructive theory of functions, Moscow, 1949. 
5. S. M. NIKOL'SKI, Continuous Functions of Many Variables, and Enclosure Theorems, 
Nauka, Moscow, 1969. 
6. N. I. ACHIEZER, Lectures on approximation theory, Nauka, Moscow, 1965. 
6401912-2 
