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Abstract
Distributed parallel stochastic gradient descent algorithms are workhorses for
large scale machine learning tasks. Among them, local stochastic gradient descent
(Local SGD) has attracted significant attention due to its low communication com-
plexity. Previous studies prove that the communication complexity of Local SGD
with a fixed or an adaptive communication period is in the order ofO(N
3
2T
1
2 ) and
O(N
3
4T
3
4 ) when the data distributions on clients are identical (IID) or otherwise
(Non-IID). In this paper, to accelerate the convergence by reducing the commu-
nication complexity, we propose STagewise Local SGD (STL-SGD), which in-
creases the communication period gradually along with decreasing learning rate.
We prove that STL-SGD can keep the same convergence rate and linear speedup
as mini-batch SGD. In addition, as the benefit of increasing the communication pe-
riod, when the objective is strongly convex or satisfies the Polyak-Łojasiewicz con-
dition, the communication complexity of STL-SGD isO(N logT ) andO(N
1
2T
1
2 )
for the IID case and the Non-IID case respectively, achieving significant improve-
ments over Local SGD. Experiments on both convex and non-convex problems
demonstrate the superior performance of STL-SGD.
1 Introduction
We consider the task of distributed stochastic optimization, which employs N clients to solve the
following empirical risk minimization problem:
min
x∈Rd
f(x) :=
1
N
N∑
i=1
fi(x), (1)
where fi(x) :=
1
|Di|
∑
ξ∈Di f(x, ξ) is the local objective of client i. Di’s denote the data distri-
butions among clients, which can be possibly different. Specifically, the scenario where Di’s are
identical corresponds to a central problem of traditional distributed optimization. When they are not
identical, Formulation (1) captures the federated learning setting [26, 15], where the local data in
each mobile client is independent and private, resulting in high variance of the data distributions.
As representatives of distributed stochastic optimization methods, traditional Synchronous SGD
(SyncSGD) [6, 7] and Asynchronous SGD (AsyncSGD) [1, 23] achieve linear speedup theoretically
with respect to the number of clients. Nevertheless, for both SyncSGD and AsyncSGD, communi-
cation needs to be conducted at each iteration and O(d) parameters are communicated each time,
incurring significant communication cost which restricts the performance in terms of time speedup.
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To address this dilemma, distributed algorithms with low communication cost, either by decreas-
ing the communication frequency [35, 30, 39, 28] or by reducing the communication bits in each
round [2, 31, 33], become widely applied for large scale training.
Among them, Local SGD [30] (also called FedAvg [26]), which conducts communication ev-
ery k iterations, enjoys excellent theoretical and practical performance [25, 30]. In the IID case
and the Non-IID case, the communication complexity of Local SGD is respectively proved to be
O(N
3
2T
1
2 ) [35, 30] and O(N
3
4T
3
4 ) [39, 28], where T is the number of iterations, while the linear
speedup is maintained. When the objective satisfies the Polyak-Łojasiewicz condition [16], [9] pro-
vides a tighter theoretical analysis which shows that the communication complexity of Local SGD
is O(N
1
3T
1
3 ). In terms of the communication period k, most previous studies of Local SGD choose
to fix it through the iterations. In contrast, [34] suggests using an adaptively decreasing k when
the learning rate is fixed, and [9] proposes an adaptively increasing k as the iterations go on. Nev-
ertheless, none of them achieve a communication complexity lower than O(N
1
3 T
1
3 ). For strongly
convex objectives, if a small fixed learning rate is adopted, Local SGD with fixed communication
period is proved to achieve O(N log (NT )) [32] communication complexity. However, the small
fixed learning rate results in suboptimal convergence rate O( log T
NT
). It remains an open problem as
to whether the communication complexity can be further reduced with a varying k when the optimal
convergence rate O( 1
NT
) is maintained, to which this paper provides an affirmative solution.
Main Contributions. We propose Stagewise Local SGD (STL-SGD), which adopts a stagewisely
increasing communication period , and make the following contributions:
• We first prove that Local SGD achievesO( 1√
NT
) convergencewhen the objective is general
convex. A novel insight from this analysis is that, the convergence rate O( 1√
NT
) can be
attained when setting k to be O( 1
ηN
) and O( 1√
ηN
) in the IID case and the Non-IID case
respectively, where η is the learning rate. This indicates that the communication period is
negatively relevant to the learning rate.
• Taking Local SGD as a subalgorithm and tuning its parameters stagewisely, we propose
STL-SGDsc for strongly convex problems, which geometrically increases the communi-
cation period along with decreasing learning rate. We prove that STL-SGDsc achieves
O( 1
NT
) convergence rate with communication complexities O(N log T ) and O(N
1
2T
1
2 )
for the IID case and the Non-IID case, respectively.
• For non-convex problems, we propose the STL-SGDnc algorithm, which uses Local SGD
to optimize a regularized objective fγxs(·) inexactly at each stage. When the Polyak-
Łojasiewicz condition holds, the same communication complexity as in strongly convex
problems is achieved. For general non-convex problems, we prove that STL-SGDnc
achieves the linear speedup with communication complexities O(N
3
2T
1
2 ) and O(N
3
4T
3
4 )
for the IID case and the Non-IID case, respectively.
2 Related Works
Local SGD. When the data distributions on clients are identical, Local SGD is proved to achieve
O( 1
NT
) convergence for strongly convex objectives [30] and O( 1√
NT
) convergence for non-convex
objectives [35] when the communication period k satisfies k ≤ O(T 12 /N 32 ). As demonstrated in
these results, Local SGD achieves a linear speedup with the communication complexity O(N
3
2T
1
2 )
for both strongly convex and non-convex objectives in the IID case. In addition, [9] justifies that
O(N
1
3T
1
3 ) rounds of communication are sufficient to achieve O( 1
NT
) convergence for objectives
which satisfy the Polyak-Łojasiewicz condition. On the other hand, for the Non-IID case, Lo-
cal SGD is proved with a O(1/
√
NT ) convergence rate under a communication complexity of
O(N
3
4T
3
4 ) for non-convex objectives [39, 28]. Meanwhile, for strongly convex objectives, a subop-
timal convergence rate of O( k
2
µNT
) [22] is obtained. Beyond that, when a small fixed learning rate
is adopted, [32] and [17] prove that the communication complexity of Local SGD isO(N log(NT ))
and O(N
1
2 T
1
2 ) for the IID case and the Non-IID case respectively, at the cost of a suboptimal con-
vergence rate O( log T
NT
). For general non-convex objectives, [11] proves a lower communication
2
complexity of O(N
3
2T
1
2 ) for the Non-IID case under the assumption of bounded gradient diversity.
From the practical view, [41] suggests to communicate more frequently in the beginning of the op-
timization process, and [9] verifies that using a geometrically increasing period does not harm the
convergence notably.
Stagewisely Training. For training both strongly convex and non-convex objectives, stagewisely
decreasing the learning rate is widely adopted. Epoch-SGD [12] and ASSG [36] use SGD as their
subalgorithm and geometrically decrease the learning rate stage by stage. They are proved to achieve
the optimal O(1/T ) convergence for stochastic strongly convex optimization. For training neural
networks, stagewisely decreasing the learning rate [21, 13] is a very important trick. From a theoret-
ical aspect, stagewise SGD is proved with O(1/
√
T ) convergence for both general and composite
non-convex objectives [3, 4, 5], by adopting SGD to optimize a regularized objective at each stage
and decreasing the learning rate linearly stage by stage. Stagewise training is also verified to achieve
better testing error than general SGD [40].
Large Batch SGD (LB-SGD). SyncSGD with extremely large batch is proved to achieve a linear
speedup with respect to the batch size [32]. Nevertheless, [14] shows that increasing the batch size
does not help when the bias dominates the variance. It is also observed from practice that LB-SGD
leads to a poor generalization [18, 8, 37]. [38] proposes CR-PSGD which increases the batch size
geometrically step by step and proves that CR-PSGD achieves a linear speedup with O(log T ) com-
munication complexity. However, after a large number of iterations, CR-PSGD essentially becomes
GD and loses the benefit of SGD.
Local SGD with Varaiance Reduction. Recently, several techniques are proposed to reduce
the communication complexity of Local SGD in the Non-IID case. [10] shows that using redun-
dant data among clients yields lower communication complexity. One variant of Local SGD called
VRL-SGD [24] incorporates the variance reduction technique and is proved to achieve a O(N
3
2T
1
2 )
communication complexity for non-convex objectives. SCAFFOLD [17] extends VRL-SGD by
involving two separate learning rates, and is proved to achieve O(log (NT )) and O(N
1
2 T
1
2 ) com-
munication complexities for strongly convex objectives and non-convex objectives respectively. As
SCAFFOLD adopts a small fixed learning rate, its convergence rate for strongly convex objectives is
O( log T
NT
), which is suboptimal. Nevertheless, these methods are orthogonal to our study. Combining
STL-SGD and variance reduction exceeds the scope of this paper.
For a comprehensive and detailed comparison of STL-SGD and the related works, please refer to
Table 3 in the Appendix.
3 Preliminaries
3.1 Notations and Definitions
Throughout the paper, we let ‖ · ‖ indicate the ℓ2 norm of a vector and 〈·, ·〉 indicate the inner
product of two vectors. The set {1, 2, · · · , n} is denoted as [n]. We use x∗ to represent the optimal
solution of (1). ∇f represents the gradient of f . E indicates a full expectation with respect to all the
randomness in the algorithm (the stochastic gradients sampled in all iterations and the randomness
in return).
The data distributions on different clients may not be identical. To quantify the difference of distribu-
tions, we define ζ∗f :=
1
N
∑N
i=1 ‖∇fi(x∗)‖2 = 1N
∑N
i=1 ‖∇fi(x∗) − ∇f(x∗)‖2, which represents
the variance of gradients among clients at x∗. Some literatures assume that the variance of gradients
among clients is bounded by a constant ζ2 [28] or the norm of stochastic gradients is bounded by a
constant G2 [39, 22]. Note that both ζ2 and G2 are larger than ζ∗f . When the data distributions are
identical, we have ‖∇fi(x∗)‖2 = 0, thus it holds that ζ∗f = 0.
To state the convergence of algorithms for solving (1), we introduce some definitions, which can be
also found in other works [4, 9].
Definition 1 (ρ-weakly convex). A non-convex function f(x) is ρ-weakly convex (ρ > 0) if
f(x) ≥ f(y) + 〈∇f(y), x− y〉 − ρ
2
‖x− y‖2, ∀x, y ∈ Rd.
3
Algorithm 1 Local-SGD(f , x0, η, T , k)
Initialize: xi0 = x0, ∀i ∈ [N ].
1: for t = 1, ..., T do
2: Client Ci does:
3: Uniformly sample a mini-batch ξit−1 ∈ Di and calculate a stochastic gradient
∇fi(xit−1, ξit−1).
4: if t divides k then
5: Communicate with other clients and update: xit =
∑N
j=1
1
N
(xjt−1 − η∇f(xjt−1, ξjt−1)).
6: else
7: Update locally: xit = x
i
t−1 − η∇fi(xit−1, ξit−1).
8: end if
9: end for
10: return x˜ = 1
N
∑N
i=1 x
i
t for the randomly chosen t ∈ {0, 1, · · · , T − 1}.
Definition 2 (µ-Polyak-Łojasiewicz (PL)). A function f(x) satisfies the µ-PL condition (µ > 0) if
2µ(f(x)− f(x∗)) ≤ ‖∇f(x)‖2, ∀x ∈ Rd.
3.2 Assumptions
Throughout this paper, we make the following assumptions, all of which are commonly used and
basic assumptions [30, 39, 22, 4, 3].
Assumption 1. fi(x) is L-smooth in terms of i ∈ [N ] for every x ∈ Rd:
‖∇fi(x) −∇fi(y)‖ ≤ L‖x− y‖, ∀x, y ∈ Rd, i ∈ [N ].
Assumption 2. There exists a constant σ such that
Eξ∼Di‖∇f(x, ξ)−∇fi(x)‖2 ≤ σ2, ∀x ∈ Rd, ∀i ∈ [N ].
Assumption 3. If the objective function is non-convex, we assume it is ρ-weakly convex.
Remark 1. Note that if f(x) is L-smooth, it is L-weakly convex. This is because Assumption 1
implies −L2 ‖x − y‖2 ≤ f(x) − f(y) − 〈∇f(y), x − y〉 ≤ L2 ‖x − y‖2 [27]. Therefore, for an L-
smooth function, we can immediately get that the weakly-convex parameter ρ satisfies 0 < ρ ≤ L.
3.3 Review: Synchronous SGD with Periodically Averaging (Local SGD)
To alleviate the high communication cost in SyncSGD, the periodically averaging technique is pro-
posed [30, 39]. Instead of averaging models in all clients at every iteration, Local SGD lets clients
update their models locally for k iterations, then one communication is conducted to average the
local models to make them consistent. Specifically, the update rule of Local SGD is
x
i
t =
{
1
N
∑N
j=1
(xjt−1 − η∇f(x
j
t−1, ξ
j
t−1)), if t% k = 0,
xit−1 − η∇f(x
i
t−1, ξ
i
t−1), else,
where xit is the local model in client i at iteration t. Therefore, when each client conductsT iterations,
the total number of communications is T/k. The complete procedure of Local SGD is summarized
in Algorithm 1. Different from previous studies [26, 30, 39], Algorithm 1 returns x˜ = 1
N
∑N
i=1 x
i
t
for a randomly chosen t ∈ {0, 1, · · · , T − 1}. In practice, we can determine t at first to avoid
redundant iterations.
Although several studies have analysed the convergence of Local SGD, they assume that the objec-
tive f(x) is µ-strongly convex or non-convex. [19] focuses on general convex objectives while they
use the full gradient descent. Besides, most of the existing analysis relies on some stronger assump-
tions, including bounded gradient norm (i.e., ‖∇fi(x, ξ)‖2 ≤ G2) [30, 22] or bounded variance of
gradients among clients [28]. Here, we give a basic convergence result of Local SGD for the general
convex objectives without these assumptions.
4
Algorithm 2 STL-SGDsc(f , x1, η1, T1, k1)
1: for s = 1, 2, ..., S do
2: xs+1 = Local-SGD(f , xs, ηs, Ts,max{⌊ks⌋, 1}).
3: Set ηs+1 =
ηs
2 , Ts+1 = 2Ts and
ks+1 =
{√
2ks, Non-IID case,
2ks, IID case.
4: end for
5: return xS+1.
Theorem 1. Suppose Assumptions 1 and 2 hold, f(x) is convex and η ≤ 16L . If we set
k ≤ min{ 16ηLN , 19ηL} and k ≤ min{ σ√6ηLN(σ2+4ζ∗
f
)
, 19ηL} for the IID case and the Non-IID
case respectively, we have
Ef(x˜)− f(x∗) ≤ 3‖x0 − x
∗‖2
4ηT
+
ησ2
N
. (2)
Remark 2. If we set η =
√
N
T
, we have Ef(x˜) − f(x∗) ≤ ‖x0−x∗‖2+σ2√
NT
, which is consistent with
the result of mini-batch SGD [6].
4 Local SGD with Stagewise Communication Period
To further reduce the communication complexity, we propose STagewise Local SGD (STL-SGD) in
this section with the following features.
• At the beginning, STL-SGD employs Algorithm 1 as a subalgorithm in each stage.
• Instead of using a small fixed learning rate or a gradually decreasing learning rate (e.g.
η1
1+αt ), STL-SGD adopts a stagewisely adaptive scheme. The learning rate is fixed at first,
and decreased stage by stage.
• The communication periods are increased stagewisely.
We propose two variants of STL-SGD for strongly convex and non-convex problems, respectively.
4.1 STL-SGD for Strongly Convex Problems
In this subsection, we propose the STL-SGD algorithm for strongly convex problems, which is
denoted as STL-SGDsc and summarized in Algorithm 2. At each stage, the learning rate is decreased
exponentially. In the meantime, the number of iterations and the communication period are increased
exponentially. Specifically, at the s-th stage, we set ηs =
ηs−1
2 and Ts = 2Ts−1. The communication
period ks is set as ks = 2ks−1 and ks =
√
2ks−1 for the IID case and the Non-IID case respectively.
Below, let xs denote the initial point of the s-th stage. Theorem 2 establishes the convergence rate
of STL-SGDsc.
Theorem 2. Suppose f(x) is µ-strongly convex. Let η1 ≤ 16L and T1η1 = 6µ . We set
k1 = min{ 16η1LN , 19η1L} and k1 = min{ σ√6η1LN(σ2+4ζf ) ,
1
9η1L
} for the IID case and the
Non-IID case respectively. Under Assumptions 1 and 2, when the number of stages satisfies
S ≥ log(N(f(x0)−f(x∗))
η1σ2
) + 2, we have the following result for Algorithm 2:
Ef(xS+1)− f(x∗) ≤ 9η1σ
2
2SN
. (3)
Defining T := T1 + T2 + · · ·+ TS , we have
Ef(xS+1)− f(x∗) ≤ O
(
1
NT
)
. (4)
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Algorithm 3 STL-SGDnc(f , x1, η1, T1, k1)
1: for s = 1, 2, ..., S do
2: Let fγxs(x) = f(x) +
1
2γ ‖x− xs‖2.
3: xs+1 = Local-SGD(f
γ
xs
, xs, ηs, Ts, max{⌊ks⌋, 1}).
4: Option 1: Set ηs+1 =
ηs
2 , Ts+1 = 2Ts and
ks+1 =
{√
2ks, Non-IID case,
2ks, IID case.
5: Option 2: Set ηs+1 =
η1
s+1 , Ts+1 = (s+ 1)T1 and
ks+1 =
{√
s+ 1k1, Non-IID case,
(s+ 1)k1, IID case.
6: end for
7: return xS+1.
Remark 3. Theorem 2 claims the following properties of STL-SGDsc:
• Linear Speedup. To reach a solution xS+1 with Ef(xS+1) − f(x∗) ≤ ǫ, the number of
iterations is O( 1
Nǫ
), which indicates a linear speedup.
• Communication Complexity for the Non-IID Case. For the Non-IID case, we set ks+1 =√
2ks for Algorithm 2. Therefore, the total communication complexity is
T1
k1
+ · · ·+ TS
kS
=
T1
k1
(1 + 2
1
2 + · · · + 2 s−12 ) = O(T1
k1
· ( T
T1
)
1
2 ) = O(N
1
2T
1
2 ), where the last equality holds
because
T
1
2
1
k1
= O(
√
T1η1N) = O(N
1
2 ).
• Communication Complexity for the IID Case. If the data distributions on different clients
are identical, we set ks+1 = 2ks for Algorithm 2. Thus, the total communication complexity
is T1
k1
+ · · ·+ TS
kS
= S T1
k1
= O(N logT ).
4.2 STL-SGD for Non-Convex Problems
In this subsection, we proceed to propose the variant of STL-SGD algorithm for non-convex prob-
lems (STL-SGDnc). Different fromAlgorithm 2, which optimizes a fixed objective during all stages,
STL-SGDnc changes the objective once a stage is finished. Specifically, in the s-th stage, the objec-
tive is a regularized problem fγxs = f(x) +
1
2γ ‖x − xs‖2, where xs is the initial point of the s-th
stage and γ is a constant that satisfies γ < ρ−1. fγxs(x) is guaranteed to be convex due to the ρ-weak
convexity of f(x). In this way, the theoretical property of Algorithm 1 under convex settings still
holds in each stage of STL-SGDnc. Other parameters are set in two different ways (Option 1 and
Option 2) for non-convex objectives satisfying the PL condition and otherwise, which are detailed
in Algorithm 3.
InOption 1, we set ηs, Ts and ks in the same way as in Algorithm 2. Here we analyse the theoretical
property of STL-SGDnc with Option 1 for non-convex objectives that satisfy the PL condition.
Theorem 3. Assume f(x) satisfies the PL condition defined in Definition 2 with constant µ.
Suppose Assumptions 1, 2 and 3 hold and f(x) is weakly convex with constant ρ ≤ µ16 . Let
η1 ≤ 112Lγ , T1η1 = 6ρ . Set k1 = min{ 16η1LγN , 19η1Lγ } and k1 = min{ σ√6η1LγN(σ2+4ζf ) ,
1
9η1Lγ
}
for the IID case and the Non-IID case respectively. When the number of stages satisfies S ≥
log N(f(x0)−f(x
∗))
η1σ2
+ 2, Algorithm 3 with Option 1 returns a solution xS+1 such that
Ef(xS+1)− f(x∗) ≤ O
(
1
NT
)
, (5)
where T = T1 + T2 + · · ·+ TS .
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Remark 4. As the result of Theorem 3 is the same as that of Theorem 2, properties stated in Re-
mark 3 all hold here.
Option 2 is employed for the non-convex objectives which do not satisfy the PL condition. Instead
of increasing the communication period geometrically as in Option 1 of Algorithm 3, we let it
increase in a linear manner, i.e., ks = sk1. Meanwhile, we increase the stage length linearly, that is
Ts = sT1, while keeping Tsηs a constant.
Theorem 4. Suppose Assumptions 1, 2 and 3 hold. Let η1 ≤ 16Lγ and T1η1 = 3ρ . Set k1 =
min{ 16η1LN , 19η1L} and k1 = min{ σ√6η1LN(σ2+4ζf ) ,
1
9η1L
} for the IID case and the Non-IID case
respectively. Algorithm 3 with Option 2 guarantees that
E‖∇f(xs)‖2 ≤ O
(
1√
NT
)
, (6)
where s is randomly sampled from {1, 2, · · · , S} with probability ps = s1+2+···+S .
Remark 5. STL-SGDnc with Option 2 has the following properties:
• Linear Speedup: To achieve E‖∇f(xS)‖2 ≤ ǫ, the total number of iterations when N
clients are used is O( 1
Nǫ2
), which shows a linear speedup.
• Communication Complexity for the Non-IID case: Algorithm 3 with Option 2 sets ks =√
sk1. Thus, the communication complexity is
T1
k1
+ T2
k2
+ · · ·+ TS
kS
= T1
k1
(1 +
√
2 + · · ·+√
S) = O(T1
k1
( T
T1
)
3
4 ) = O(N
3
4 T
3
4 ).
• Communication Complexity for the IID case: As ks = sk1, the communication complexity
is T1
k1
+ T2
k2
+ · · ·+ TS
kS
= T1
k1
S = O(T1
k1
( T
T1
)
1
2 ) = O
(
N
3
2T
1
2
)
.
5 Experiments
We validate the performance of the proposed STL-SGD algorithm with experiments on both convex
and non-convex problems. For each type of problems, we conduct experiments for both the IID case
and the Non-IID case. Experiments are conducted on a machine with 8 Nvidia Geforce GTX 1080Ti
GPUs and 2 Xeon(R) Platinum 8153 CPUs.
To simulate the Non-IID scenarios, we divide the training data among clients and make the distri-
butions of classes very different among them. Similar to the setting in [17], at first, we randomly
take s% i.i.d. data from the training set and divide them equally to each client. For the remaining
data, we sort them according to their classes and then assign them to the clients in order. In our
experiments, we set s = 50 for the convex problems and s = 0 for the non-convex problems.
We compare STL-SGD with SyncSGD, LB-SGD, CR-PSGD [38] and Local SGD [30]. We show
the comparison of these algorithms in terms of the communication rounds. The investigation regard-
ing convergence is included in the Appendix, which validates that STL-SGD can achieve similar
convergence as SyncSGD.
5.1 Convex Problems
We consider the binary classification problem with logistic regression, i.e.,
min
θ∈Rd
1
n
n∑
i=1
log(1 + exp(−yixTi θ)) +
λ
2
‖θ‖2, (7)
where (xi, yi), i ∈ [n] constitute a set of training examples, and λ is the regularization parameter.
It is notable that (7) is a strongly convex problem when λ > 0, and we set λ = 1/n. We take two
datasets a9a andMNIST from the libsvm website2. a9a has 32, 561 examples and 123 features. For
MNIST, we sample a subset with 11, 791 examples and 784 features from two classes (4 and 9).
Experiments are implemented on 32 clients and communication is handled with MPI3.
2https://www.csie.ntu.edu.tw/ cjlin/libsvmtools/datasets/
3https://www.open-mpi.org/
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Figure 1: Training objective gap f(x)−f(x∗)w.r.t the communication rounds for logistic regression
on a9a andMNIST.
Table 1: Communication rounds to reach 10−4 objective gap in convex problems. We also show the
speedup of these algorithms compared with SyncSGD.
Algorithms a9a (IID) a9a (Non-IID) MNIST (IID) MNIST (Non-IID)
SyncSGD 100683 (1×) 90513 (1×) 32664 (1×) 22021 (1×)
LB-SGD 7620 (13.2×) 12221 (7.4×) 7011 (4.7×) 7740 (2.8×)
CR-PSGD 5434 (18.5×) 5772 (15.7×) 6788 (4.8×) 7029 (3.1×)
Local-SGD 184 (547.2×) 10068 (9.0×) 289 (113.0×) 2642 (8.3×)
STL-SGDsc 61 (1650.5×) 4417 (20.5×) 79 (413.5×) 1518 (14.5×)
SyncSGD, LB-SGD and Local SGD are implemented with the decreasing learning rate ηt =
η1
1+αt as suggested in [30, 22] and we tune α in {10−2, 10−3, 10−4} for the best performance.
For STL-SGDsc, we set η1T1 =
1
λ
. The initial learning rate for all algorithms is tuned in
{N,N/10, N/100}. The communication period k and the batch size B for LB-SGD are tuned
in {100, 200, 400, 800, 1600} for the IID case, and {10, 20, 40, 80, 160} for the Non-IID case. The
scaling factor of batch size ρ for CR-PSGD is tuned in {1.001, 1.01, 1.1}. We report the largest k,
B and ρ which do not sacrifice the convergence.
Figure 1 shows the objective gap f(x) − f(x∗) with regard to the communication rounds. We
can observe that STL-SGDsc converges with the fewest communication rounds for both the IID
case and the Non-IID case. Although the initial communication period of STL-SGDsc may need
to be set smaller than Local SGD in the the IID case, the total number of communication rounds
of STL-SGDsc is still significantly lower, which validates that the communication complexity of
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Figure 2: Training loss w.r.t the communication rounds for ResNet18 and VGG16 on CIFAR10.
Table 2: Communication rounds to reach 99% training accuracy in non-convex problems. We run
all algorithms for 200 epochs, where an epoch indicates one pass of the dataset. LB-SGD and
CR-PSGD can not achieve 99% training accuracy on the VGG16 neural network until the end of
training.
Algorithms ResNet18 (IID) ResNet18 (Non-IID) VGG16 (IID) VGG16 (Non-IID)
SyncSGD 7644 (1×) 5390 (1×) 13622 (1×) 15092 (1×)
LB-SGD 3000 (2.5×) 3180 (1.7×) − (−) − (−)
CR-PSGD 1797 (4.3×) 1937 (2.8×) − (−) − (−)
Local-SGD 755 (10.1×) 1235 (4.4×) 1245 (10.9×) 3986 (3.8×)
STL-SGDnc-2 470 (16.3×) 1158 (4.7×) 696 (19.6×) 2732 (5.5×)
STL-SGDnc-1 434 (17.6×) 954 (5.6×) 602 (22.6×) 2179 (6.9×)
STL-SGDsc is much lower than Local SGD. As shown in Table 1, to achieve 10−4 objective gap,
the communication rounds of STL-SGDsc is almost 1.7-3 times fewer than Local SGD.
5.2 Non-Convex Problems
We train ResNet18 [13] and VGG16 [29] on the CIFAR10 [20] dataset, which includes a training
set of 50,000 examples from 10 classes. 8 clients are used in total.
For our proposed algorithm, we denote STL-SGDnc with Option 1 and Option 2 as STL-SGDnc-1
and STL-SGDnc-2 respectively. The learning rates of SyncSGD, LB-SGD, CR-PSGD and Local-
SGD are all set fixed as suggested in their convergence theory [7, 38, 39]. The initial learning rate for
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all algorithms is tuned in {N/10, N/100, N/1000}. The basic batch size at each client is 64. The
first stage length of STL-SGDnc is tuned in {20, 40, 60} epochs. The parameter γ in STL-SGDnc is
tuned in {100, 102, 104}. We tune the communication period k in {3, 5, 10, 20} and the batch size
B for LB-SGD in {192, 320, 640, 1280}. For ease of implementation, we increase the batch size
in CR-PSGD with B = ρB once an epoch is finished, and ρ is tuned in {1.1, 1.2, 1.3}. B stops
growing when it exceeds 512 as suggested in [38].
The experimental results of training loss regarding communication rounds are presented in Figure 2
and the communication rounds to achieve 99% training accuracy for all algorithms are shown in
Table 2. As can be seen, STL-SGDnc-1 and STL-SGDnc-2 converge with much fewer communi-
cations than other algorithms. In spite of the same order of communication complexity as Local
SGD, the performance of STL-SGDnc-2 is better as the benefit of the negative relevance between
the learning rate and the communication period. STL-SGDnc-1 converges with the fewest number
of communications, as it uses a geometrically increasing communication period.
6 Conclusion and Future Work
We propose STL-SGD, which adopts a stagewisely increasing communication period to reduce the
communication complexity. Two variants of STL-SGD (STL-SGDsc and STL-SGDnc) are provided
for strongly convex objectives and non-convex objectives respectively. Theoretically, we prove that:
(i) STL-SGD maintains the convergence rate and linear speedup as SyncSGD; (ii) when the objec-
tive is strongly convex or satisfies the PL condition, while attaining the optimal convergence rate
O( 1
NT
), STL-SGD achieves the state-of-the-art communication complexity; (iii) when the objective
is general non-convex, STL-SGD has the same communication complexity as Local SGD, while
being more consistent with practical tricks. Experiments on both convex and non-convex problems
demonstrate the effectiveness of the proposed algorithm.
Local SGD with variance reduction achieves outstanding communication complexity for the Non-
IID case. One interesting idea is to combine the techniques of stagewise training and variance
reduction to get better results for the Non-IID case. We will consider it in our future work.
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A Comparison to Previous Results
Table 3 summarizes the comparison of Local SGD and its state-of-the-art extensions with the re-
sults in this paper. The table shows the convergence rate and the communication complexity of
these algorithms when the data distributions are identical or otherwise. Strongly convex objectives,
non-convex objectives which satisfy the PL condition and general non-convex objectives are all
considered.
For both strongly convex objectives and non-convex objectives which satisfy the PL condition, STL-
SGD achieves the state-of-the-art communication complexity while attaining the optimal conver-
gence rate ofO( 1
NT
). For general non-convex objectives, STL-SGD keeps the same communication
complexity as Local SGD, but SCAFFOLD [17] achieves lower communication complexity when
data distributions are not identical. Nevertheless, the variance reduction technique used in SCAF-
FOLD is orthogonal to our study. It is an interesting direction to combine techniques in STL-SGD
and SCAFFOLD for the Non-IID case. Some existing studies make extra assumptions including
the bounded gradient and the bounded variance of gradients among clients, while the theoretical
analysis in this paper does not depend on these assumptions.
Table 3: A comparison of the results in this paper and previous state-of-the-art results of Local SGD
and its variants. Regarding orders of convergence rate and communication complexity, we highlight
the dependency on T (the number of iterations), N (the number of clients) and k (communication
period). Previous results may depend on some extra assumptions, which include: (1) an upper bound
for gradient, (2) an upper bound for the gradient variance among clients and (3) an upper bound for
the gradient diversity, which are shown in the last column.
Algorithms Objectives
Convergence
Rate
Communication
Complexity
Data
Distributions
Extra
Assumptions
Local SGD [30] Strongly Convex O( 1
NT
) O(N
1
2 T
1
2 ) IID (1)
Local SGD [32] 3 Strongly Convex O( log T
NT
) O(N log (NT )) IID No
STL-SGD Strongly Convex O( 1
NT
) O(N logT ) IID No
Local SGD [22] Strongly Convex O( k
2
NT
) O(T ) Non-IID (1)
Local SGD [17] 3 Strongly Convex O( log T
NT
) O(N
1
2 T
1
2 ) Non-IID No
SCAFFOLD [17]3 Strongly Convex O( log T
NT
) O(log (NT )) Non-IID No
STL-SGD Strongly Convex O( 1
NT
) O(N
1
2T
1
2 ) Non-IID No
Local SGD [9] 4 Non-Convex+PL O( 1
NT
) O(N
1
3 T
1
3 ) IID No
STL-SGD Non-Convex+PL O( 1
NT
) O(N logT ) IID No
STL-SGD Non-Convex+PL O( 1
NT
) O(N
1
2T
1
2 ) Non-IID No
Local SGD [35] Non-Convex O( 1√
NT
) O(N
3
2 T
1
2 ) IID (1)
STL-SGD Non-Convex O( 1√
NT
) O(N
3
2T
1
2 ) IID No
Local SGD [28] Non-Convex O( 1√
NT
) O(N
3
4 T
3
4 ) Non-IID (2)
Local SGD [11] Non-Convex O( 1√
NT
) O(N
3
2 T
1
2 ) Non-IID (3)
SCAFFOLD [17] Non-Convex O( 1√
NT
) O(N
1
2 T
1
2 ) Non-IID No
STL-SGD Non-Convex O( 1√
NT
) O(N
3
4T
3
4 ) Non-IID No
3Although these studies prove lower communication complexity, a suboptimal O( log T
NT
) convergence rate
is proved due to the small fixed learning rate.
4The adaptive variant of Local SGD proposed in [9] has the same order of communication complexity as
Local SGD.
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Figure 3: Training objective gap f(x)−f(x∗)w.r.t epochs for logistic regression on a9a andMNIST
datasets.
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Figure 4: Training loss w.r.t epochs for ResNet18 and VGG16 on CIFAR10 dataset.
B More About Experiments
B.1 Experimental Results for Validating the Convergence Rate
In this subsection, we supplement the experimental results not included in Section 5. The rules for
turning the hyper-parameters are presented in Section 5 and we turn all hyper-parameters to make
all algorithms to achieve the best convergence speed. We present the experimental results of the
training loss with regard to the epochs in this subsection. The results for strongly convex objectives
and non-convex objectives are shown in Figure 3 and Figure 4 respectively.
From the theoretical perspective, STL-SGD, CR-PSGD and Local SGD can maintain the same con-
vergence rate with SyncSGD: O( 1
NT
) for strongly convex objectives and O( 1√
NT
) for non-convex
objectives. As shown in Figure 3 and Figure 4, when the hyper-parameters are set properly, the con-
vergence speed of the above algorithms is similar. STL-SGD and Local SGD may converge slowly
in the beginning, but they match SyncSGD when the number of iterations is relatively large, which
is consistent with our theory in Theorem 2 and Theorem 3 that the number of stages can not be too
small. Although LB-SGD is theoretically justified to achieve a linear speedup with respect to the
batch size, it can not maintain the convergence of mini-batch SGD (or SyncSGD) when the batch
size B gets large. The reason could be that the bias dominates the variance as discussed in [14].
C Proofs for Results in Section 3
In this section, we first present some lemmas, then give the proof for Theorem 1.
C.1 Some Basic Lemmas
We bound the norm of the difference between gradients with the Bregman divergenceDf (x, y) :=
f(x)− f(y)− 〈∇f(y), x− y〉 for a smooth and convex function.
Lemma 1. Suppose f(x) is L-smooth and convex. The following inequality holds:
‖∇f(x)−∇f(y)‖2 ≤ 2LDf(x, y).
Proof. This Lemma is identical to Theorem 2.1.5 (2.1.10) in [27], which is a basic property of
smooth and convex functions.
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For ease of analysis, we define xˆt as the average of the local models, i.e., xˆt =
1
N
∑N
i=1 x
i
t. Accord-
ing to the update rule in Algorithm 1, we have
xˆt+1 =
1
N
N∑
i=1
xit+1 =
1
N
N∑
i=1
(xit − η∇f(xit, ξit)) = xˆt − η
1
N
N∑
i=1
∇f(xit, ξit).
We use tp to denote the last time to communicate, i.e., tp = ⌊t/k⌋ · k. Then, we get
xˆt = xˆtp −
η
N
t−1∑
τ=tp
N∑
i=1
∇f(xiτ , ξiτ ) and xit = xˆtp − η
t−1∑
τ=tp
∇f(xiτ , ξiτ ). (8)
As each client updates its model locally and communicates with others periodically, it is important
to make sure that the divergence of local models is not very large. We use Lemma 2 to bound the
difference between xˆt and x
i
t to guarantee this.
Lemma 2. Under Assumptions 1 and 2, for any x ∈ Rd, Algorithm 1 ensures that
1
N
N∑
i=1
T−1∑
t=0
E‖xˆt − xit‖2 ≤
k − 1
1− 2k2η2L2
(
Tη2σ2 + 8kη2L
T−1∑
t=0
EDf (xˆτ , x) + 4Tkη2ζxf
)
. (9)
Proof. According to (8), we have
‖xˆt − xit‖2 =
∥∥∥∥∥∥xˆtp −
η
N
t−1∑
τ=tp
N∑
j=1
∇f(xjτ , ξjτ )−

xˆtp − η t−1∑
τ=tp
∇f(xiτ , ξiτ )


∥∥∥∥∥∥
2
= η2
∥∥∥∥∥∥
t−1∑
τ=tp
∇f(xiτ , ξiτ )−
1
N
N∑
j=1
t−1∑
τ=tp
∇f(xjτ , ξjτ )
∥∥∥∥∥∥
2
.
Since 1
N
∑N
i=1
∥∥∥Ai − 1N ∑Nj=1 Aj∥∥∥2 = 1N ∑Ni=1 ‖Ai‖2 − ∥∥∥ 1N ∑Ni=1Ai∥∥∥2, we have
1
N
N∑
i=1
E
∥∥xˆt − xit∥∥2 = η2

 1
N
N∑
i=1
E
∥∥∥∥∥∥
t−1∑
τ=tp
∇f(xiτ , ξiτ )
∥∥∥∥∥∥
2
− E
∥∥∥∥∥∥
1
N
N∑
i=1
t−1∑
τ=tp
∇f(xiτ , ξiτ )
∥∥∥∥∥∥
2


≤ η
2
N
N∑
i=1
E
∥∥∥∥∥∥
t−1∑
τ=tp
∇f(xiτ , ξiτ )
∥∥∥∥∥∥
2
. (10)
Next, we bound E
∥∥∥∑t−1τ=tp ∇f(xiτ , ξiτ )
∥∥∥2:
E
∥∥∥∥∥∥
t−1∑
τ=tp
∇f(xiτ , ξiτ )
∥∥∥∥∥∥
2
= E
∥∥∥∥∥∥
t−1∑
τ=tp
∇f(xiτ , ξiτ )−
t−1∑
τ=tp
∇fi(xiτ ) +
t−1∑
τ=tp
∇fi(xiτ )
∥∥∥∥∥∥
2
(a)
= E
∥∥∥∥∥∥
t−1∑
τ=tp
∇f(xiτ , ξiτ )−
t−1∑
τ=tp
∇fi(xiτ )
∥∥∥∥∥∥
2
+ E
∥∥∥∥∥∥
t−1∑
τ=tp
∇fi(xiτ )
∥∥∥∥∥∥
2
(b)
=
t−1∑
τ=tp
E
∥∥∇f(xiτ , ξiτ )−∇fi(xiτ )∥∥2 + E
∥∥∥∥∥∥
t−1∑
τ=tp
∇fi(xiτ )
∥∥∥∥∥∥
2
(c)
≤
t−1∑
τ=tp
E
∥∥∇f(xiτ , ξiτ )−∇fi(xiτ )∥∥2 + (t− tp) t−1∑
τ=tp
E
∥∥∇fi(xiτ )∥∥2
(d)
≤ (t− tp)σ2 + (t− tp)
t−1∑
τ=tp
E
∥∥∇fi(xiτ )∥∥2 , (11)
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where (a) and (b) hold because E∇f(xiτ , ξiτ ) = ∇fi(xiτ ) and ξiτ ’s are independent; (c) follows
from Cauchy’s inequality; (d) is due to Assumption 2. We then bound E
∥∥∇fi(xiτ )∥∥2:
E
∥∥∇fi(xiτ )∥∥2 = E∥∥∇fi(xiτ )−∇fi(xˆτ ) +∇fi(xˆτ )∥∥2
(a)
≤ 2E‖∇fi(xiτ )−∇fi(xˆτ )‖2 + 2E‖∇fi(xˆτ )‖2
(b)
≤ 2L2E‖xiτ − xˆτ‖2 + 2E‖∇fi(xˆτ )−∇fi(x) +∇fi(x)‖2
(c)
≤ 2L2E‖xiτ − xˆτ‖2 + 4E‖∇fi(xˆτ )−∇fi(x)‖2 + 4E‖∇fi(x)‖2
(d)
≤ 2L2E‖xiτ − xˆτ‖2 + 8LEDfi(xˆτ , x) + 4E‖∇fi(x)‖2, (12)
where (a) and (c) come from ‖a + b‖2 ≤ 2‖a‖2 + 2‖b‖2, (b) holds because of Assumption 1, (d)
follows from Lemma 1. Substituting (12) into (11) and based on t− tp ≤ k − 1, we have
E
∥∥∥∥∥∥
t−1∑
τ=tp
∇f(xiτ , ξiτ )
∥∥∥∥∥∥
2
≤ (k − 1)σ2 + (k − 1)
t−1∑
τ=tp
(
2L2E‖xiτ − xˆτ‖2 + 8LEDfi(xˆτ , x) + 4E‖∇fi(x)‖2
)
. (13)
Substituting (13) into (10) and according to the definition of ζxf , we get
1
N
N∑
i=1
E
∥∥xˆt − xit∥∥2 ≤ η2(k − 1)σ2 + 2(k − 1)η2L2N
N∑
i=1
t−1∑
τ=tp
E‖xiτ − xˆτ‖2
+8(k − 1)η2L
t−1∑
τ=tp
EDf (xˆτ , x) + 4(k − 1)η2
t−1∑
τ=tp
ζxf .
Summing up this inequality from t = 0 to T − 1, we have
1
N
N∑
i=1
T−1∑
t=0
E
∥∥xˆt − xit∥∥2
≤ (k − 1)
(
Tη2σ2 +
2η2L2
N
N∑
i=1
T−1∑
t=0
t−1∑
τ=tp
‖xiτ − xˆτ‖2
+8η2L
T−1∑
t=0
t−1∑
τ=tp
EDf (xˆτ , x) + 4η2
T−1∑
t=0
t−1∑
τ=tp
ζxf
)
≤ (k − 1)
(
Tη2σ2 +
2kη2L2
N
N∑
i=1
T−1∑
t=0
‖xiτ − xˆτ‖2 + 8kη2L
T−1∑
t=0
EDf (xˆτ , x) + 4Tkη2ζxf
)
, (14)
where the second inequality comes from a simple counting argument:
∑T
t=0
∑t−1
τ=tp
Aτ ≤∑T
t=0
∑t−1
τ=t−k Aτ ≤ k
∑T
t=0At, At ≥ 0. Rearranging (14), we get
1
N
N∑
i=1
T−1∑
t=0
E‖xˆt − xit‖2 ≤
k − 1
1− 2k2η2L2
(
Tη2σ2 + 8kη2L
T−1∑
t=0
EDf (xˆτ , x) + 4Tkη2ζxf
)
.
Below, we use Lemma 3 to bound the average of stochastic gradients.
Lemma 3. Under Assumptions 1 and 2, we have
E
∥∥∥∥∥
N∑
i=1
1
N
∇f(xit, ξit)
∥∥∥∥∥
2
≤ σ
2
N
+
3L2
N
N∑
i=1
E
∥∥xit − xˆt∥∥2 + 32E ‖∇f(xˆt)‖2 . (15)
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Proof. Since ξit’s are independent, we have
E
∥∥∥∥∥ 1N
N∑
i=1
∇f(xit, ξit)
∥∥∥∥∥
2
= E
∥∥∥∥∥ 1N
N∑
i=1
∇fi(xit, ξit)−
1
N
N∑
i=1
∇fi(xit) +
1
N
N∑
i=1
∇fi(xit)
∥∥∥∥∥
2
=
1
N2
E
∥∥∥∥∥
N∑
i=1
∇f(xit, ξit)−
N∑
i=1
∇fi(xit)
∥∥∥∥∥
2
+ E
∥∥∥∥∥ 1N
N∑
i=1
∇fi(xit)
∥∥∥∥∥
2
=
1
N2
N∑
i=1
E
∥∥∇f(xit, ξit)−∇fi(xit)∥∥2 + E
∥∥∥∥∥ 1N
N∑
i=1
∇fi(xit)
∥∥∥∥∥
2
≤ σ
2
N
+ E
∥∥∥∥∥ 1N
N∑
i=1
∇fi(xit)
∥∥∥∥∥
2
, (16)
where the last inequality comes from Assumption 2. According to Young’s Inequality and Cauchy’s
Inequality, we have
E
∥∥∥∥∥ 1N
N∑
i=1
∇fi(xit)
∥∥∥∥∥
2
= E
∥∥∥∥∥ 1N
N∑
i=1
∇fi(xit)−
1
N
N∑
i=1
∇fi(xˆt) + 1
N
N∑
i=1
∇fi(xˆt)
∥∥∥∥∥
2
≤ 3E
∥∥∥∥∥ 1N
N∑
i=1
(∇fi(xit)−∇fi(xˆt))
∥∥∥∥∥
2
+
3
2
E
∥∥∥∥∥ 1N
N∑
i=1
∇fi(xˆt)
∥∥∥∥∥
2
=
3
N2
E
∥∥∥∥∥
N∑
i=1
(∇fi(xit)−∇fi(xˆt))
∥∥∥∥∥
2
+
3
2
E ‖∇f(xˆt)‖2
≤ 3
N
N∑
i=1
E
∥∥∇fi(xit)−∇fi(xˆt)∥∥2 + 32E ‖∇f(xˆt)‖2
≤ 3L
2
N
N∑
i=1
E
∥∥xit − xˆt∥∥2 + 32E ‖∇f(xˆt)‖2 , (17)
where the last inequality holds since fi(x) is L-smooth. Substituting (17) into (16), we complete the
proof.
Next, we bounded f(xˆt)− f(x) for any x ∈ Rd with Lemma 4.
Lemma 4. Suppose Assumptions 1 and 2 hold and f(x) is convex. When Algorithm 1 runs with a
fixed learning rate η, for any x ∈ Rd, we have
2η
T−1∑
t=0
E (f(xˆt)− f(x))− 3η
2
2
T−1∑
t=0
E ‖∇f(xˆt)‖2
− (ηL+ 3η
2L2)(k − 1)
1− 2k2η2L2 8kη
2L
T−1∑
t=0
EDf (xˆt, x)
≤ ‖xˆ0 − x∗‖2 + Tη
2σ2
N
+
(ηL + 3η2L2)(k − 1)
1− 2k2η2L2 (Tη
2σ2 + 4Tkη2ζxf ). (18)
Proof. Based on the update rule of Algorithm 1, we obtain
E‖xˆt+1 − x‖2 = E‖xˆt − x‖2 − 2ηE〈xˆt − x, 1
N
N∑
i=1
∇f(xit, ξit)〉+ η2E
∥∥∥∥∥ 1N
N∑
i=1
∇f(xit, ξit)
∥∥∥∥∥
2
.
= E‖xˆt − x‖2 − 2ηE〈xˆt − x, 1
N
N∑
i=1
∇fi(xit)〉+ η2E
∥∥∥∥∥ 1N
N∑
i=1
∇f(xit, ξit)
∥∥∥∥∥
2
.(19)
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Since fi(x) is convex and L-smooth, we have
−〈xˆt − x, 1
N
N∑
i=1
∇fi(xit)〉
= 〈x− xˆt, 1
N
N∑
i=1
∇fi(xit)〉
=
1
N
N∑
i=1
(〈x− xit,∇fi(xit)〉+ 〈xit − xˆt,∇fi(xit)〉)
≤ 1
N
N∑
i=1
((
fi(x) − fi(xit)
)
+
(
fi(x
i
t)− fi(xˆt) +
L
2
‖xit − xˆt‖2
))
=
1
N
N∑
i=1
(
fi(x)− fi(xˆt) + L
2
‖xit − xˆt‖2
)
.
= f(x)− f(xˆt) + L
2N
N∑
i=1
‖xit − xˆt‖2 (20)
Substituting (20) into (19) yields
E‖xˆt+1−x‖2 ≤ E‖xˆt−x‖2+2η
(
f(x)− f(xˆt) + L
2N
N∑
i=1
‖xit − xˆt‖2
)
+η2E
∥∥∥∥∥ 1N
N∑
i=1
∇f(xit, ξit)
∥∥∥∥∥
2
.
(21)
According to (15) in Lemma 3, we have
E
∥∥∥∥∥ 1N
N∑
i=1
∇f(xit, ξit)
∥∥∥∥∥
2
≤ σ
2
N
+
3L2
N
N∑
i=1
E
∥∥xit − xˆt∥∥2 + 32E ‖∇f(xˆt)‖2 (22)
Combining (21) and (22), we get
E‖xˆt+1 − x‖2 ≤ E‖xˆt − x‖2 + 2η
(
f(x)− f(xˆt) + L
2N
N∑
i=1
‖xit − xˆt‖2
)
+η2
(
σ2
N
+
3L2
N
N∑
i=1
E
∥∥xit − xˆt∥∥2 + 32E ‖∇f(xˆt)‖2
)
.
= E‖xˆt − x‖2 − 2ηE (f(xˆt)− f(x)) + 3η
2
2
E ‖∇f(xˆt)‖2
+
ηL+ 3η2L2
N
N∑
i=1
‖xˆt − xit‖2 +
η2σ2
N
. (23)
Summing up this inequality from t = 0 to T − 1, we have
E‖xˆT − x‖2 ≤ ‖xˆ0 − x‖2 − 2η
T−1∑
t=0
E (f(xˆt)− f(x)) + 3η
2
2
T−1∑
t=0
E ‖∇f(xˆt)‖2
+
ηL+ 3η2L2
N
N∑
i=1
T−1∑
t=0
‖xˆt − xit‖2 +
Tη2σ2
N
. (24)
18
Substituting (9) in Lemma 2 into (24), it holds that
2η
T−1∑
t=0
E (f(xˆt)− f(x))
≤ ‖xˆ0 − x‖2 − E‖xˆT − x‖2 + 3η
2
2
T−1∑
t=0
E ‖∇f(xˆt)‖2
+
(ηL+ 3η2L2)(k − 1)
1− 2k2η2L2
(
Tη2σ2 + 8kη2L
T−1∑
t=0
EDf (xˆt, x) + 4Tkη2ζxf
)
+
Tη2σ2
N
.
≤ ‖xˆ0 − x‖2 + 3η
2
2
T−1∑
t=0
E ‖∇f(xˆt)‖2
+
(ηL+ 3η2L2)(k − 1)
1− 2k2η2L2
(
Tη2σ2 + 8kη2L
T−1∑
t=0
EDf (xˆt, x) + 4Tkη2ζxf
)
+
Tη2σ2
N
.(25)
Rearranging (25), we get
2η
T−1∑
t=0
E (f(xˆt)− f(x))− 3η
2
2
T−1∑
t=0
E ‖∇f(xˆt)‖2
− (ηL+ 3η
2L2)(k − 1)
1− 2k2η2L2 8kη
2L
T−1∑
t=0
EDf (xˆt, x)
≤ ‖xˆ0 − x‖2 + (ηL+ 3η
2L2)(k − 1)
1− 2k2η2L2 (Tη
2σ2 + 4Tkη2ζxf ) +
Tη2σ2
N
. (26)
C.2 Proof of Theorem 1
Proof. Applying (18) in Lemma 4 with x = x∗, it holds that
2η
T−1∑
t=0
E (f(xˆt)− f(x∗))− 3η
2
2
T−1∑
t=0
E ‖∇f(xˆt)‖2
− (ηL+ 3η
2L2)(k − 1)
1− 2k2η2L2 8kη
2L
T−1∑
t=0
EDf (xˆt, x∗)
≤ ‖xˆ0 − x∗‖2 + (ηL+ 3η
2L2)(k − 1)
1− 2k2η2L2 (Tη
2σ2 + 4Tkη2ζ∗f ) +
Tη2σ2
N
. (27)
As fi(x), i ∈ [N ] are L-smooth, it is easy to verify that f(x) is L-smooth. According to Lemma 1,
we have
‖∇f(xˆt)‖2 = ‖∇f(xˆt)−∇f(x∗)‖2
≤ 2LDf(xˆt, x∗)
= 2L (f(xˆt)− f(x∗)) . (28)
Substituting (28) into the left hand side of (27) yields(
2η − 3η2L− (ηL+ 3η
2L2)(k − 1)
1− 2k2η2L2 8kη
2L
) T−1∑
t=0
E (f(xˆt)− f(x∗))
≤ ‖xˆ0 − x∗‖2 + (ηL + 3η
2L2)(k − 1)
1− 2k2η2L2 (Tη
2σ2 + 4Tkη2ζ∗f ) +
Tη2σ2
N
. (29)
Setting the learning rate η so that η ≤ 16L and ηk ≤ 19L , we have
ηL+ 3η2L2
1− 2k2η2L2 ≤
ηL+ ηL2
1− 281
≤ 7ηL
4
, (30)
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and
2η − 3η2L− (ηL+ 3η
2L2)8(k − 1)kη2L
1− 2k2η2L2 ≥ 2η − 3η
2L− (ηL + 3η
2L2)8k2η2L
1− 2k2η2L2
≥ 2η − η
2
− (η +
η
2 )8k
2η2L2
1− 281
≥ 2η − η
2
− 81
79
× 3
2
× 8
81
η
≥ 4
3
η. (31)
Substituting (30) and (31) into (29), we get
4η
3
T−1∑
t=0
E (f(xˆt)− f(x∗)) ≤ ‖xˆ0 − x∗‖2 + 7
4
Tη3L(k − 1)(σ2 + 4kζ∗f ) +
Tη2σ2
N
.
Dividing by 4ηT3 on both sides of the above inequality yields
1
T
T−1∑
t=0
E (f(xˆt)− f(x∗)) ≤ 3‖xˆ0 − x
∗‖2
4ηT
+
21
16
η2L(k − 1)(σ2 + 4kζ∗f ) +
3ησ2
4N
.
≤ 3‖xˆ0 − x
∗‖2
4ηT
+
3
2
η2L(k − 1)(σ2 + 4kζ∗f ) +
3ησ2
4N
.
Recall that we let x˜ = xˆt for randomly chosen t from {0, 1, · · · , T − 1}. Taking the expectation
with regard to t, we get
Ef(x˜)− f(x∗) ≤ 3‖xˆ0 − x
∗‖2
4ηT
+
3
2
η2L(k − 1)(σ2 + 4kζ∗f ) +
3ησ2
4N
. (32)
Under the result of (32), we set k as
k =
{
min{ 16ηLN , 19ηL} ζ∗f = 0,
min{ σ√
6ηLN(σ2+4ζf )
, 19ηL} else. (33)
For the IID case, i.e., ζ∗f = 0, based on the setting of k in (33), we have
3
2
η2L(k − 1)(σ2 + 4kζ∗f ) ≤
3
2
η2Lkσ2
≤ 3
2
η2L
1
6ηLN
σ2
=
ησ2
4N
. (34)
For the Non-IID case, we get
3
2
η2L(k − 1)(σ2 + 4kζ∗f ) ≤
3
2
η2Lk2(σ2 + 4ζ∗f )
≤ 3
2
η2L
σ2
6ηLN(σ2 + 4ζ∗f )
(σ2 + 4ζ∗f )
=
ησ2
4N
. (35)
Substituting (34) and (35) into (32) yields
Ef(x˜)− f(x∗) ≤ 3‖xˆ0 − x
∗‖2
4ηT
+
ησ2
N
, (36)
which completes the proof.
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D Proofs for Results in Section 4.1
Proof of Theorem 2
Proof. Based on the parameter settings in Algorithm 2, we have
ηsTs =
η1
2s−1
· 2s−1T1 = η1T1 = 6
µ
(37)
and
ks =
{
(
√
2)s−1k1
2s−1k1
≤
{
(
√
2)s−1 min{ σ√
6η1LN(σ2+4ζf )
, 19η1L}
2s−1min{ 16η1LN , 19η1L}
=
{
min{ σ√
6ηsLN(σ2+4ζf )
, 1
9(
√
2)s−1ηsL
}
min{ 16ηsLN , 19ηsL}
≤
{
min{ σ√
6ηsLN(σ2+4ζf )
, 19ηsL}, Non-IID case,
min{ 16ηsLN , 19ηsL}, IID case.
(38)
Thus, according to (37), (38) and (2) in Theorem 1, we get
Ef(xs+1)− f(x∗) ≤ 3E‖xs − x
∗‖2
4ηsTs
+
ηsσ
2
N
=
µE‖xs − x∗‖2
8
+
η1σ
2
2s−1N
. (39)
Since the objective f(x) is µ-strongly convex, we have
µE‖xs − x∗‖2
8
≤ Ef(xs)− f(x
∗)
4
. (40)
Substituting (40) into (39) yields
Ef(xs+1)− f(x∗) ≤ Ef(xs)− f(x
∗)
4
+
η1σ
2
2s−1N
. (41)
Subtracting η1σ
2
2s−2 on both sides of (41), we get
Ef(xs+1)− f(x∗)− 8η1σ
2
2s+1N
≤ 1
4
(Ef(xs)− f(x∗)− 8η1σ
2
2sN
).
Based on the property of geometric progression, we have
Ef(xS)− f(x∗)− 8η1σ
2
2SN
≤ 1
4S−1
(Ef(x1)− f(x∗)− 4η1σ
2
N
). (42)
Setting S ≥ log(N(f(x1)−f(x∗))
η1σ2
) + 2 gives
f(x1)− f(x∗) ≤ 2
S−2η1σ2
N
. (43)
By substituting (43) into (42) and rearranging the result further, we obtain
Ef(xS)− f(x∗) ≤ 8η1σ
2
2SN
+
1
4S−1
(Ef(x1)− f(x∗)− 4η1σ
2
N
)
≤ 8η1σ
2
2SN
+
Ef(x1)− f(x∗)
4S−1
≤ 8η1σ
2
2SN
+
η1σ
2
2SN
=
9η1σ
2
2SN
. (44)
Since Ts = 2
s−1T1, we have
T = T1 + T2 + · · ·+ TS
= T1(1 + 2 + · · ·+ 2S−1)
= T1(2
S − 1).
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Thus, it holds that
S = log (
T
T1
+ 1).
Replacing S with log( T
T1
+ 1) in (44) and combining η1T1 =
6
µ
, we have
Ef(xS)− f(x∗) ≤ 9η1σ
2
( T
T1
+ 1)N
=
9η1T1σ
2
(T + T1)N
=
54σ2
µ(T + T1)N
= O
(
1
NT
)
.
E Proofs for Results in Section 4.2
E.1 Proof for result of STL-SGDnc with Option 1
We will first analyse the convergence of Local-SGD for a single stage in Lemma 5. Then we extend
the result to S stages in Theorem 3.
Lemma 5. Suppose Assumptions 1, 2 and 3 hold. Let γ−1 = 2ρ, ηs ≤ 112Lγ and ksηs ≤ 19Lγ ,
where Lγ = L+ γ
−1. We have the following result for stage s of Algorithm 3 with Option 1:
Ef(xs+1)− f(x∗)
≤
(
3
4ηsTs
+
1127ρ
632
)
‖xs − x∗‖2 + 3ηsσ
2
4N
+
3
2
η2sLγ(ks − 1)(σ2 + 4ksζ∗f ). (45)
Proof. We let the objectives in all stages be convex by setting γ−1 > ρ, where ρ is the weakly
convex parameter in Assumption 3. Recall that f(x) is L-smooth. Denoting Lγ = L+
1
γ
, we have
‖∇fγxs(x) −∇fγxs(y)‖ =
∥∥∥∥∇f(x)−∇f(y) + 1γ (x− y)
∥∥∥∥
≤ ‖∇f(x)−∇f(y)‖+ 1
γ
‖(x − y)‖
≤
(
L+
1
γ
)
‖x− y‖
= Lγ‖x− y‖, (46)
where the first inequality comes from the Triangle Inequality. Thus, fγxs(x) is Lγ-smooth. Based on
Assumption 2, we further have
Eξ∼Di‖∇fγxs(x, ξ)−∇fγxs,i(x)‖2 = Eξ∼Di‖∇f(x, ξ)−∇fi(x)‖2 ≤ σ2. (47)
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As we set γ−1 > ρ, fγxs is (γ
−1 − ρ)-strongly convex, thus we have
−〈xˆt − x, 1
N
N∑
i=1
∇fγxs,i(xit)〉
= 〈x − xˆt, 1
N
N∑
i=1
∇fγxs,i(xit)〉
=
1
N
N∑
i=1
(〈x− xit,∇fγxs,i(xit)〉+ 〈xit − xˆt,∇fγxs,i(xit)〉)
≤ 1
N
N∑
i=1
((
fγxs,i(x)− f
γ
xs,i
(xit)−
γ−1 − ρ
2
‖xit − x‖2
)
+
(
fγxs,i(x
i
t)− fγxs,i(xˆt) +
L
2
‖xit − xˆt‖2
))
=
1
N
N∑
i=1
(
fγxs,i(x) − f
γ
xs,i
(xˆt) +
L
2
‖xit − xˆt‖2 −
γ−1 − ρ
2
‖xit − x‖2
)
.
≤ fγxs(x)− fγxs(xˆt) +
L
2N
N∑
i=1
‖xit − xˆt‖2 −
γ−1 − ρ
2
‖xˆt − x‖2, (48)
where the last inequality holds because the function g(x) = ‖x‖2 is convex. Respectively replacing
(20) with (48), L with Lγ and x with x
∗, going through the proof process in Lemma 4 again, we get
2ηs
Ts−1∑
t=0
E
(
fγxs(xˆt)− fγxs(x∗)
)− 3η2s
2
Ts−1∑
t=0
E
∥∥∇fγxs(xˆt)∥∥2
− (ηsLγ + 3η
2
sL
2
γ)(ks − 1)
1− 2k2sη2sL2γ
8ksη
2
sLγ
Ts−1∑
t=0
EDfγxs (xˆt, x∗)
≤ ‖xˆ0 − x∗‖2 − ηs(γ−1 − ρ)
Ts−1∑
t=0
‖xˆt − x∗‖2
+
(ηsLγ + 3η
2
sL
2
γ)(ks − 1)
1− 2k2sη2sL2γ
(Tsη
2
sσ
2 + 4Tsksη
2
sζ
∗
f
γ
xs
) +
Tsη
2
sσ
2
N
, (49)
whereDfγxs (xˆt, x∗) = fγxs(xˆt)− fγxs(x∗)− 〈∇fγxs(x∗), xˆt − x∗〉 and ζ∗fγxs =
1
N
∑N
i=1 ‖∇fi(x∗) +
x∗−xs
γ
‖2. We bound ‖∇fγxs(xˆt)‖2 as
‖∇fγxs(xˆt)‖2 = ‖∇fγxs(xˆt)−∇fγxs(x∗) +∇fγxs(x∗)‖2
≤ 2‖∇fγxs(xˆt)−∇fγxs(x∗)‖2 + 2‖∇fγxs(x∗)‖2
≤ 4LγDfγxs (xˆt, x∗) +
2
γ2
‖x∗ − xs‖2, (50)
where the last inequality comes from Lemma 1. As 1
N
∑N
i=1∇fi(x∗) = ∇f(x∗) = 0, we have
ζ∗fγxs =
1
N
N∑
i=1
‖∇fi(x∗) + x
∗ − xs
γ
‖2
=
1
N
N∑
i=1
‖∇fi(x∗)‖2 + ‖x
∗ − xs
γ
‖2
= ζ∗f +
1
γ2
‖x∗ − xs‖2 (51)
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and
Dfγxs (xˆt, x∗) = fγxs(xˆt)− fγxs(x∗) +
1
γ
〈x∗ − xs, x∗ − xˆt〉
(a)
= fγxs(xˆt)− fγxs(x∗) +
1
2γ
(‖x∗ − xs‖2 − ‖xs − xˆt‖2 + ‖x∗ − xˆt‖2) , (52)
where (a) is based on the fact that 〈x−y, x−z〉 = 12‖x−y‖2− 12‖y−z‖2+ 12‖x−z‖2. Substituting
(50), (51), (52) into (49) and taking the expectation regarding t, we get
Ts
(
2ηs − 6η2sLγ − 8Aγksη2sLγ
) (
fγxs(xs+1)− fγxs(x∗)
)
−
(
3η2sTs
γ2
+
3η2sLγTs
γ
+
4Aγksη
2
sLγTs
γ
)
‖x∗ − xs‖2
≤ (1 + 4Aγksη
2
sTs
γ2
)‖xs − x∗‖2 +
(
4Aγksη
2
sLγ
γ
+
3η2sLγ
γ
− ηs(γ−1 − ρ)
) Ts−1∑
t=0
‖xˆt − x∗‖2
+AγTsη
2
s (σ
2 + 4ksζ
∗
f ) +
Tsη
2
sσ
2
N
, (53)
where Aγ =
(ηsLγ+3η
2
sL
2
γ)(ks−1)
1−2k2sη2sL2γ . Setting γ =
1
2ρ , ηs ≤ 112Lγ and ηsks ≤ 19Lγ , we have
Aγksη
2
s =
(ηsLγ + 3η
2
sL
2
γ)(ks − 1)
1− 2k2sη2sL2γ
ksη
2
s ≤
(ηs +
ηs
4 )k
2
sη
2
sL
2
γ
(1− 281 )Lγ
≤
5ηs
4
79
81Lγ
1
81
=
5ηs
316Lγ
, (54)
2ηs − 6η2sLγ − 8Aγksη2sLγ ≥ 2ηs −
ηs
2
− 10
79
ηs ≥ 4
3
ηs (55)
and
4Aγksη
2
sLγ
γ
+
3η2sLγ
γ
− ηs(γ−1 − ρ) ≤ 10ηsρ
79
+
ηsρ
2
− ηsρ ≤ 0. (56)
Substituting (54), (55) and (56) into (53) yields
4ηsTs
3
(
fγxs(xs+1)− fγxs(x∗)
)
≤
(
1 +
20Tsηsρ
2
79Lγ
+ 12η2sTsρ
2 + 6η2sLγTsρ+
10Tsηsρ
79
)
‖xs − x∗‖2
+
3
2
Tsη
3
sLγ(ks − 1)(σ2 + 4ksζ∗f ) +
Tsη
2
sσ
2
N
. (57)
By the definition of fγxs(x) and γ
−1 = 2ρ, we have
fγxs(xs+1)− fγxs(x∗) = f(xs+1)− f(x∗) + ρ‖xs+1 − xs‖2 − ρ‖x∗ − xs‖2
≥ f(xs+1)− f(x∗)− ρ‖x∗ − xs‖2. (58)
Substituting (58) into (57) and rearranging the result further, we get
4ηsTs
3
(f(xs+1)− f(x∗))
≤
(
1 +
20Tsηsρ
2
79Lγ
+ 12η2sTsρ
2 + 6η2sLγTsρ+
10Tsηsρ
79
+
4ηsTsρ
3
)
‖xs − x∗‖2
+
3
2
Tsη
3
sLγ(ks − 1)(σ2 + 4ksζ∗f ) +
Tsη
2
sσ
2
N
.
Dividing by 4ηsTs3 on both sides of the above inequality yields
f(xs+1)− f(x∗) ≤
(
3
4ηsTs
+
15ρ2
79Lγ
+ 9ηsρ
2 +
9ηsLγρ
2
+
15ρ
158
+ ρ
)
‖xs − x∗‖2
+
3
2
η2sLγ(ks − 1)(σ2 + 4ksζ∗f ) +
3ηsσ
2
4N
.
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As L ≥ ρ, we have Lγ = L+ 1γ ≥ 3ρ, ηs ≤ 112Lγ ≤ 136ρ and
f(xs+1)− f(x∗) ≤
(
3
4ηsTs
+
1127ρ
632
)
‖xs − x∗‖2 + 3
2
η2sLγ(ks − 1)(σ2 + 4ksζ∗f ) +
3ηsσ
2
4N
.
Proof of Theorem 3
Proof. Since f(x) satisfies the PL condition with parameter µ, we have
µ
2
‖x− x∗‖2 ≤ f(x)− f(x∗). (59)
Combining (59) with the result of Lemma 5, we have
f(xs+1)− f(x∗)
≤
(
3
4ηsTs
+
1127ρ
632
)
‖xs − x∗‖2 + 3
2
η2sLγ(ks − 1)(σ2 + 4ksζ∗f ) +
3ηsσ
2
4N
≤
(
3
4ηsTs
+
1127ρ
632
)
2
µ
(f(xs)− f(x∗)) + 3
2
η2sLγ(ks − 1)(σ2 + 4ksζ∗f ) +
3ηsσ
2
4N
. (60)
According to the parameter settings in Option 1 of Algorithm 3, we have
ηsTs =
η1
2s−1
· 2s−1T1 = η1T1 = 6
ρ
(61)
and
ks =
{
(
√
2)s−1k1
2s−1k1
≤
{
(
√
2)s−1 min{ σ√
6η1LγN(σ2+4ζf )
, 19η1Lγ }
2s−1min{ 16η1LγN , 19η1Lγ }
=
{
min{ σ√
6ηsLγN(σ2+4ζf )
, 1
9(
√
2)s−1ηsLγ
}
min{ 16ηsLγN , 19ηsLγ }
≤
{
min{ σ√
6ηsLγN(σ2+4ζf )
, 19ηsLγ }, Non-IID case,
min{ 16ηsLγN , 19ηsLγ }, IID case.
(62)
Similar to the proof of (34) and (35), we have
3
2
η2sLγ(ks − 1)(σ2 + 4ksζ∗f ) ≤
ηsσ
2
4N
. (63)
Substituting (61) and (63) into (60), according to µ ≥ 16ρ, we have
f(xs+1)− f(x∗) ≤
(
3
4ηsTs
+
1127ρ
632
)
2
µ
(f(xs)− f(x∗)) + ηsσ
2
N
.
=
(
ρ
8
+
1127ρ
632
)
2
µ
(f(xs)− f(x∗)) + η1σ
2
2s−1N
≤ 1
4
(f(xs)− f(x∗)) + η1σ
2
2s−1N
. (64)
Note that the formula of (64) is the same as (41). Thus, the rest of the proof is a duplicate to that of
Theorem 2.
E.2 Proof for result of STL-SGDnc with Option 2
Proof of Theorem 4
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Proof. For convenience of analysis, we let x∗s denote the optimal solution of the objective used in
the s-th stage fγxs(x). According to (46) and (47), we have that f
γ
xs
is Lγ-smooth and the vari-
ance of its stochastic gradients is bounded by σ2. We set η1 ≤ 16Lγ , k1 = min{ 16η1LγN , 19η1Lγ }
when ζ∗f = 0 and k1 = min{ σ√6η1LγN(σ2+4ζ∗f ) ,
1
9η1Lγ
} when ζ∗f 6= 0. As ηs = η1/s and
ks =
{
sk1, IID case√
sk1, else
, we have
ηs ≤ 1
6Lγ
(65)
and
ks ≤
{
min{ 16ηsLγN , 19ηsLγ }, IID case,
min{ σ√
6ηsLγN(σ2+4ζ∗f )
, 19ηsLγ }, else.
(66)
By setting γ−1 > ρ, we can ensure that fγxs is strongly convex. Based on these settings, we apply
Theorem 1 in each call of Local-SGD in STL-SGDnc:
fγxs(xs+1)− fγxs(x∗s) ≤
3‖xs − x∗s‖2
4ηsTs
+
ηsσ
2
N
. (67)
Under the definition fγxs(xs+1) = f(xs+1) +
1
2γ ‖xs+1 − xs‖2, and the strong convexity fγxs(xs)−
fγxs(x
∗
s) ≥ γ
−1−ρ
2 ‖xs − x∗s‖2, we have
f(xs+1) +
1
2γ
‖xs+1 − xs‖2 + γ
−1 − ρ
2
‖xs − x∗s‖2 − f(xs) ≤
3‖xs − x∗s‖2
4ηsTs
+
ηsσ
2
N
. (68)
Setting γ−1 = 2ρ and rearranging (68) yields
ρ‖xs+1 − xs‖2 + ρ
2
‖xs − x∗s‖2 ≤ f(xs)− f(xs+1) +
3‖xs − x∗s‖2
4ηsTs
+
ηsσ
2
N
. (69)
As ηs = η1/s, Ts = sT1 and η1T1 =
3
ρ
, we have
ρ‖xs+1 − xs‖2 + ρ
4
‖xs − x∗s‖2 ≤ f(xs)− f(xs+1) +
η1σ
2
sN
. (70)
According to the Lγ-smoothness of f
γ
xs
(x), we have
‖∇f(xs)‖2 = ‖∇fγxs(xs)‖2 = ‖∇fγxs(xs)−∇fγxs(x∗s)‖2 ≤ L2γ‖xs − x∗s‖2. (71)
Combining (70) and (71) yields
ρ
4L2γ
‖∇f(xs)‖2 ≤ ρ
4
‖xs − x∗s‖2 ≤ f(xs)− f(xs+1) +
η1σ
2
sN
. (72)
Define ws = s and∆s = f(xs)− f(xs+1). Multiplying both sides by ws, we have
ρws
4L2γ
‖∇f(xs)‖2 ≤ ws∆s + wsη1σ
2
sN
. (73)
After telescoping (72) for s = 1, 2, · · · , S, we get
S∑
s=1
ws‖∇f(xs)‖2 ≤
4L2γ
ρ
(
S∑
s=1
ws∆s +
S∑
s=1
wsη1σ
2
sN
)
. (74)
Taking the expectation w.r.t s ∈ {1, 2, · · · , S} with probability ps = s1+2+···+S , we have
E‖∇f(xs)‖2 ≤
4L2γ
ρ
(∑S
s=1 ws∆s∑S
s=1 ws
+
∑S
s=1
wsη1σ
2
sN∑S
s=1 ws
)
. (75)
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Based on the definition of ws and∆s, setting w0 = 0, we have
S∑
s=1
ws∆s =
S∑
s=1
ws (f(xs)− f(xs+1)) =
S∑
s=1
f(xs)− Sf(xS+1)
≤ S(f(x¯)− f(xS+1)) ≤ wS(f(x¯)− f(x∗)), (76)
where x¯ = argmaxxi,i∈[S] f(xi). Substituting (76) into (75), we get
E‖∇f(xs)‖2 ≤
4L2γ
ρ
(
wS(f(x¯)− f(x∗))∑S
s=1 ws
+
∑S
s=1
wsη1σ
2
sN∑S
s=1 ws
)
=
8L2γ
ρ
(
f(x¯)− f(x∗)
S + 1
+
η1σ
2
(S + 1)N
)
. (77)
As Ts = sT1, we have
T = T1 + T2 + · · ·+ TS = T1(1 + 2 + · · ·+ S) = T1S(S + 1)
2
≤ T1 (S + 1)
2
2
. (78)
Substituting S + 1 ≥
√
2T
T1
into (77), we get
E‖∇f(xs)‖2 ≤
8L2γ
ρ

(f(x¯)− f(x∗))√
2T
T1
+
η1σ
2√
2T
T1
N


= O
(
(f(x¯)− f(x∗))√T1√
T
+
√
T1η1σ
2
N
√
T
)
= O
(
f(x¯)− f(x∗)√
Tη1
+
√
η1σ
2
N
√
T
)
, (79)
where the last equality holds since η1T1 = 3/ρ. We use η
N
1 to denote the learning rate when using
N clients. Setting ηN1 = Nη
1
1 yields
E‖∇f(xs)‖2 ≤ O
(
1√
NT
)
, (80)
which completes the proof.
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