In this paper, we use methods from spectral graph theory to obtain some results on the sum-product problem over finite valuation rings R of order q r which generalize recent results given by . More precisely, we prove that, for related pairs of two-variable functions f (x, y) and g(x, y), if A and B are two sets in R * with |A| = |B| = q α , then
Introduction
Let F q be a finite field of q elements where q is an odd prime power. Throughout the paper q will be a large prime power. Let A be a non-empty subset of a finite field F q . We consider the sum set A + A := {a + b : a, b ∈ A} and the product set A · A := {a · b : a, b ∈ A}.
Let |A| denote the cardinality of A. Bourgain, Katz and Tao ([3] ) showed that when 1 ≪ |A| ≪ q then max(|A + A|, |A · A|) ≫ |A| 1+ǫ , for some ǫ > 0. This improves the trivial bound max{|A + A|, |A · A|} ≫ |A|. (Here, and throughout, X ≍ Y means that there exist positive constants C 1 and C 2 such that C 1 Y < X < C 2 Y , and X ≪ Y means that there exists C > 0 such that X ≤ CY ). The precise statement of their result is as follows. Note that the relationship between ǫ and δ in Theorem 1.1 is difficult to determine. In [15] , Hart, Iosevich, and Solymosi obtained a bound that gives an explicit dependence of ǫ on δ. More precisely, if |A + A| = m and |A · A| = n, then
for some positive constant c. Inequality (1.1) implies a non-trivial sum-product estimate when |A| ≫ q 1/2 . Using methods from the spectral graph theory, the third listed author [27] improved (1.1) and as a result, obtained a better sum-product estimate.
Theorem 1.2 (Vinh, [27]).
For any set A ⊆ F q , if |A + A| = m, and |A · A| = n, then
Corollary 1.3 (Vinh, [27] ). For any set A ⊆ F q , we have If
It follows from Corollary 1.
where ∆(α) = min {1 − 1/2α, (1/α − 1)/2}. In the case that q is a prime, Corollary 1.3 was proved by Garaev [11] using exponential sums. Cilleruelo [9] also proved related results using dense Sidon sets in finite groups involving F q and F * q := F q \ {0} (see [9, Section 3] for more details).
We note that a variant of Corollary 1.3 was considered by Vu [29] , and the statement is as follows. Theorem 1.4 (Vu, [29] ). Let P be a non-degenerate polynomial of degree k in F q [x, y]. Then for any A ⊆ F q , we have
where we say that a polynomial P is non-degenerate if P can not be presented as of the form Q(L(x, y)) with Q is an one-variable polynomial and L is a linear form in x and y.
It also follows from Theorem 1.4 that if |A| = p α , then
Recently, Hegyvári and Hennecart [18] obtained analogous results of these problems by using a generalization of Solymosi's approach in [25] . In particular, they proved that for some certain families of two-variable functions f (x, y) and g(x, y),
, for some ∆(α) > 0. Before giving their first result, we need the following definition on the multiplicity of a function defined over a subgroup over finite fields.
Let G be a subgroup in F * p , and g : G → F p an arbitrary function, we define In particular, if f (x, y) = x(1 + y), then, as a consequence of Theorem 1.5, we obtain the following corollary which also studied by Garaev and Shen in [12] . Corollary 1.6. For any set A ⊆ F p \ {0, −1}, we have
The next result is the additive version of Theorem 1.5.
Theorem 1.7 (Hegyvári and Hennecart, [18] ). Let G be a subgroup of F * p , and f (x, y) = g(x)(h(x) + y) be defined on G × F * q where g and h are arbitrary functions from G into F *
Note that by letting C = A, this implies that
where ∆(α) = min {1 − 1/2α, (1/α − 1)/2}. In the case g and h are polynomials, and g is non constant, Theorem 1.4, or its generalization in [14] would lead to a similar statement with a weaker exponent ∆(α) = min{1/2−1/4α, 1/3α−1/3}. We also note that Theorem 6 established by Bukh and Tsimerman [6] does not cover such a function like in Theorem 1.7.
For any function h : F q → F q and u ∈ F p , we define h u (x) := h(ux). In [18] , Hegyvári and Hennecart obtained a generalization of Theorem 1.5 as follows.
Theorem 1.8 (Hegyvári and Hennecart
The condition on g and h in the theorem looks unusual. For instance, one can take g and h being monomial functions, or functions of the form λ α(x) x k , where λ ∈ F * p has order O(1) and α(x) is an arbitrary function. Note that in some particular cases, we can obtain better results. The following theorem is an example. Theorem 1.9 (Hegyvári and Hennecart, [18] ). Let A, B, C be subsets in F * p , and f (x, y) = xy(x + y) a polynomial in F p [x, y]. Then we have the following estimate
This result is sharp when |A| = |B| ≍ p α with 2/3 ≤ α < 1 since, for instance, one can take A = B = C being a geometric progression of length p α , it is easy to see that |A · A| ≪ |A|, and |f (A, A)| ≤ p. This implies that |f (A, A)||A · A| ≪ p|A|.
There is a series of papers dealing with similar results on the sum-product problem, for example, see [4, 5, 13, 14, 16, 17, 19, 20, 21, 22, 24, 26] .
Let R be a finite valuation ring of order q r . Throughout, R is assumed to be commutative, and to have an identity. Let us denote the set of units, non-units in R by R * , R 0 , respectively.
The main purpose of this paper is to extend aforementioned results to finite valuation rings by using methods from spectral graph theory. Our first result is a generalization of Theorem 1.5. Theorem 1.10. Let R be a finite valuation ring of order q r , G be a subgroup of R * , and f (x, y) = g(x)(h(x) + y) be defined on G × R * , where g, h : G → R * are arbitrary functions. Put m = µ(g · h). For any sets A ⊂ G and B, C ⊂ R * , we have
In the case, f (x, y) = x(1 + y), we obtain the following estimate.
As in Theorem 1.7, we obtain the additive version of Theorem 1.10 as follows.
Theorem 1.12. Let R be a finite valuation ring of order q r , G be a subgroup of R * , and f (x, y) = g(x)(h(x) + y) be defined on G × R * where g and h are arbitrary functions from
Combining Theorem 1.10 and Theorem 1.12, we obtain the following corollary.
Finally, we will derive generalizations of Theorem 1.8 and Theorem 1.9.
Theorem 1.14. Let R be a finite valuation ring of order q r , and f (x, y) = g(x)h(y)(x+y) where g, h : G → R * are functions defined on some subgroup G of R * . We assume that for any fixed z ∈ G, g(xz)/g(x) and h(xz)/h(x) take O(1) different values when x ∈ G and that max u µ(g · h u · id) = O(1). Then for any A, B, C ⊂ G, one has
Similarly, we can improve Theorem 1.14 for some special cases of f (x, y). The following theorem is an example, which is an extension of Theorem 1.9. Theorem 1.15. Let R be a finite valuation ring of order q r , and A, B, C be subsets in R * , f (x, y) = xy(g(x) + y), where g is a function from R * into R * , and µ(g
Note that we also can obtain similar results over Z/mZ by using Lemma 4.1 in [28] instead of Lemma 3.2.
Preliminaries
We say that a ring R is local if R has a unique maximal ideal that contains every proper ideal of R. R is principal if every ideal in R is principal. The following is the definition of finite valuation rings. Definition 2.1. Finite valuation rings are finite rings that are local and principal.
Throughout, rings are assumed to be commutative, and to have an identity. Let R be a finite valuation ring, then R has a unique maximal ideal that contains every proper ideals of R. This implies that there exists a non-unit z called uniformizer in R such that the maximal ideal is generated by z. Throughout this paper, we denote the maximal ideal of R by (z). Moreover, we also note that the uniformizer z is defined up to a unit of R.
There are two structural parameters associated to R as follows: the cardinality of the residue field F = R/(z), and the nilpotency degree of z, where the nilpotency degree of z is the smallest integer r such that z r = 0. Let us denote the cardinality of F by q. In this note, q is assumed to be odd, then 2 is a unit in R.
If R is a finite valuation ring, and r is the nilpotency degree of z, then we have a natural valuation ν : R → {0, 1, . . . , r} defined as follows:
. We also note that ν(x) = k if and only if x = uz k for some unit u in R. Each abelian group (z k )/(z k+1 ) is a one-dimensional linear space over the residue field F = R/(z), thus its size is q. This implies that |(z k )| = q r−k , k = 0, 1, . . . , r. In particular, |(z)| = q r−1 , |R| = q r and |R * | = |R| − |(z)| = q r − q r−1 , (for more details about valuation rings, see [2] , [8] , [10] , and [23] ). The following are some examples of finite valuation rings:
1. Finite fields F q , q = p n for some n > 0.
Finite rings Z/p
r Z, where p is a prime.
O/(p
where O is the ring of integers in a number field and p ∈ O is a prime.
4.
is an irreducible polynomial.
Properties of pseudo-random graphs
For a graph G of order n, let λ 1 ≥ λ 2 ≥ . . . ≥ λ n be the eigenvalues of its adjacency matrix. The quantity λ(G) = max{λ 2 , −λ n } is called the second eigenvalue of G. A graph G = (V, E) is called an (n, d, λ)-graph if it is d-regular, has n vertices, and the second eigenvalue of G is at most λ. Since G is a d-regular graph, d is an eigenvalue of its adjacency matrix with the all-one eigenvector 1. If the graph G is connected, the eigenvalue d has multiplicity one. Furthermore, if G is not bipartite, for any other eigenvalue θ of G, we have |θ| < d. Let v θ denote the corresponding eigenvector of θ. We will make use of the trick that v θ ∈ 1 ⊥ , so Jv θ = 0 where J is the all-one matrix of size n × n (see [7] for more background on spectral graph theory).
It is well-known (see [1, Chapter 9] for more details) that if λ is much smaller than the degree d, then G has certain random-like properties. For two (not necessarily) disjoint subsets of vertices U, W ⊂ V , let e(U, W ) be the number of ordered pairs (u, w) such that u ∈ U, w ∈ W , and (u, w) is an edge of G. We recall the following well-known fact (see, for example, [1] ). 
Sum-product graphs over finite valuation rings
The sum-product (undirected) graph SP R is defined as follows. The vertex set of the sum-product graph SP R is the set V (SP R ) = R × R. Two vertices U = (a, b) and V = (c, d) ∈ V (SP R ) are connected by an edge, (U, V ) ∈ E(SP R ), if and only if a+c = bd.
Our construction is similar to that of Solymosi in [25] .
Lemma 3.2. Let R be a finite valuation ring. The sum-product graph, SP R , is a q 2r , q r , 2rq 2r−1 − graph.
Proof. It is easy to see that SP R is a regular graph of order q 2r and valency q r . We now compute the eigenvalues of this multigraph (there are few loops). For any two vertices (a, b), (c, d) ∈ R × R, we count the number of solutions of the following system
there exists a unique u satisfying the system (3.1). Therefore, we only need to count the number of solutions of (3.2). Suppose that
has no solution. Thus we assume that ν(a − c) ≥ α. It follows from the definition of the function ν that there exist
The number of solutions of (3.2) equals the number of solutions v ∈ R satisfying
Since ν(b − d) = α, we have x ∈ R * , and the equation
has a unique solution for each t ∈ (z r−α ). Since |(z r−α )| = q α , the number solutions of
Therefore, for any two vertices U = (a, b) and V = (c, d) ∈ V (SP R ), U and V have q α common neighbors if ν(b − d) = α and ν(a − c) ≥ α and no common neighbor if ν(b − d) = α and ν(c − a) < α. Let A be the adjacency matrix of SP R . For any two vertices U, V then (A 2 ) U,V is the number of common vertices of U and V . It follows that
where:
• J is the all-one matrix and I is the identity matrix.
• E α is the adjacency matrix of the graph B E,α , where for any two vertices U = (a, b) and For any α > 0, we have |(z α )| = q r−α , thus B E,α is a regular graph of valency less than q 2r−α and B F,α is a regular graph of valency less than q 2(r−α) . Since eigenvalues of a regular graph are bounded by its valency, all eigenvalues of E α are at most q 2r−α and all eigenvalues of F α are at most q 2(r−α) . Note that E 0 is a zero matrix. Since SP R is a q r -regular graph, q r is an eigenvalue of A with the all-one eigenvector 1. The graph SP R is connected therefore the eigenvalue q r has multiplicity one. Note that for two adjacent vertices U = (2z 2α+1 , z α ) and V = (−z 2α+1 , z α+1 ), they have many common neighbors. This implies that the graph SP R contains (many) triangles, it is not bipartite. In the case |(z)| = 1, then U = V , and R is a finite field, we can also check that it contains many triangles. Hence, for any other eigenvalue θ, |θ| < q r . Let v θ denote the corresponding eigenvector of θ. Note that v θ ∈ 1 ⊥ , so Jv θ = 0. It follows from (3.4) that
Hence, v θ is also an eigenvalue of
Since absolute value of eigenvalues of sum of matrices are bounded by sum of largest absolute values of eigenvalues of summands. We have
The lemma follows. Proof of Theorem 1.10. First we set
Given a quadruple (u, v, w, t) ∈ (R * ) 4 , we now count the number of solutions (x, y, z) to the following system
This implies that
Since µ(g · h) = m, there are at most m different values of x satisfying the equality g(x)h(x) = t/w, and y, z are determined uniquely in terms of x by the second and the fourth equations. Therefore, the number of edges between S and T in the sum-product graph SP R is at least |A||B||C|/m. On the other hand, it follows from Lemma 3.1 and Lemma 3.2 that
|S||T |.
Solving this inequality gives us
2 m 2 q 2r−1 .
Thus, we obtain
which concludes the proof of theorem.
Proof of Theorem 1.12. The proof of Theorem 1.12 is as similar as the proof of Theorem 1.10 by setting
5 Proofs of Theorem 1.14 and Theorem 1.15
Proof of Theorem 1.14. Let
: (x, y, z) ∈ A × B × C .
Then S and T are two sets of vertices in the sum-product graph SP R , and |S| ≪ |f (A, B)||B · C|, |T | ≪ |C||A · C|. Given a quadruple (u, v, w, t) in (R * ) 4 , we now count the number of solutions (x, y, z) to the following system On the other hand, given a quadruple (u, v, w, t) in (R * ) 4 , we now count the number of solutions (x, y, z) to the following system xy(g(x) + y) yz = u, yz = v, z 2 x = t, zg(x) = w.
This implies that g(x) 2 x = w 2 /t. Since µ(g 2 · id) = O(1), there are at most O(1) values of x satisfying the equality g(x) 2 x = w 2 /t, and y, z are determined uniquely in terms of x by the second and the fourth equations. Therefore, we have e(S, T ) ≫ |A||B||C|. |S||T |.
This implies that
|S||T | ≫ min q r |A||B||C|,
2 q 2r−1 .
Therefore, |f (A, B)||B · C| ≫ min q r |B|, |A||B| 2 |C| q 2r−1 , and the theorem follows.
