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The transition of iris biometrics to large-scale, non-cooperative user environments
poses important research challenges, like maintaining high recognition accuracy
despite variations in iris image quality, and achieving robustness to security at-
tacks. The research presented in this thesis uses fusion techniques and mathemat-
ical modelling to increase the robustness of iris recognition systems against iris
image quality deterioration, changes in pupil size, and occlusion. These degra-
dations, which negatively affect iris recognition performance, can also lead to
security failures if provoked on purpose.
Iris images affected by degradations increase the error rates, especially the
false non-match rate. Varying a single threshold on the comparison score at one
classifier does not solve the problem, since reducing the rate of false non-matches
increases the rate of false matches. In a sequential decision fusion architecture
with multiple classifiers (instances) and multiple attempts (samples) it is possible
to control the trade-off between false matches and false non-matches at each clas-
sifier using the number of instances and the number of samples considered in the
architecture. Fused decisions from a multi-part, multi-sample sequential archi-
tecture are investigated for that purpose in this dissertation using iris recognition
as the test platform.
Different options can be considered for dividing an iris into parts and using
them as instances in the sequential decision fusion architecture, and choosing the
appropriate parts is a key issue to achieve the desired functioning. This way, bit
errors in iris codes are systematically analysed in this thesis in order to find the
most consistent parts of the iris. The statistics of such bit errors are computed for
genuine and impostor distributions in the case of radial partitions or rings, and
angular partitions or sectors. Three iris recognition systems and three different
data sets are used in the experiments to check the effect of a number of factors in
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the spatial distribution of bit errors in iris codes. Factors such as segmentation,
capture sensor, resampling, input iris image resolution, filter type, additive noise,
and changes in pupil size are thoroughly investigated.
Based on the knowledge acquired from the previous analysis, a specific imple-
mentation of the architecture is presented and the effect of the number of parts
and samples in the resultant error rate is analysed. The performance of the ar-
chitecture is then evaluated on test data to demonstrate its effectiveness for the
three cases under analysis: iris image quality degradation, changes in pupil size,
and occlusion of the iris. Results show that the proposed fusion approach yields
better performance than systems that use full iris codes from single samples, with
lower error rates that are statistically significant. The performance of the archi-
tecture is further demonstrated to depend on the selection and the order of parts
in the cascade. Experimental results obtained when selecting and ordering iris
parts according to relative bit error performance are proven to outperform those
obtained with the initial approach, in which radial partitions of the iris were
processed consecutively, from the pupillary boundary out to the limbus.
Although the proposed architecture reduces the impact of changes in pupil
size on iris recognition performance, a better understanding on the effect of pupil
dilation and constriction is desirable to further improve the results. In this the-
sis, a biomechanical model that describes the iris dynamics is used to define
a novel nonlinear normalisation scheme that improves iris recognition accuracy
when comparing iris images exhibiting significant differences in dilation levels.
The biomechanical model is used to predict the radial displacement of any point
in the iris at a given dilation level, and this information is incorporated in the
normalisation process. Experimental results indicate the efficacy of the proposed
technique, and show that linear normalisation schemes as the one performed by
the classical rubber sheet model are not suitable when comparing iris images with
highly different dilation levels. Instead, nonlinear normalisation schemes are to be
used. This result is reasonable considering the nonlinear nature of iris dynamics.
This research advances knowledge in the area of iris recognition and its ap-
plications. The framework developed to analyse the consistency of different iris
regions provides insight into the most effective manner in which iris information
can be used considering the spatial distribution of bit errors in iris codes. The
presented fusion approach allows controlling the trade-off between error rates,
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something desirable when biometric systems are in operation and the input im-
age quality or the threat level changes. Additionally, the proposed nonlinear
normalisation scheme can be used to deal with iris performance degradation due
to changes in pupil size. Although several studies have focused on mathematically
modelling the effects of iris deformation due to changes in pupil size, not many
solutions have been proposed to counteract its effect on recognition performance.
The original contributions in this thesis can be further developed for obtain-
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In this introductory chapter of the thesis, the motivation for the research
to be presented is detailed in Section 1.1, followed by the research ob-
jectives and questions in Sections 1.2 and 1.3 respectively. Section 1.4
outlines the research outcomes and their underlying significance. The
thesis organization is summarized in Section 1.5.
1.1 Motivation and Overview
The need for reliable person recognition has increased with the rising awareness
of security and privacy linked to the rapid technological advancements in our
vastly interconnected society. Securing logical access to computer systems and
information, restricting physical access to buildings and important facilities, or
providing secure web-based services like e-banking or e-commerce are issues of
major concern which require reliable identity management.
Biometrics is the automated recognition of individuals based on their biolog-
ical and behavioural characteristics. Different biometric characteristics such as
iris, face, fingerprint, signature and voice are commonly used for recognition in
commercially deployed systems. However, most of these systems are characterised
by strong acquisition constraints based on active subject cooperation, which is
usually undesirable and not always achievable in everyday scenarios. To solve
this problem, research has focused on lowering these constraints without signifi-
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cantly impacting performance, and new approaches have emerged. This is clearly
illustrated in Fig. 1.1, which shows the evolution of border control towards less
constrained person recognition.
Figure 1.1: Evolution of border control towards less constrained person recognition.
(a) Passport officer (www.visasouthafrica.org). (b) United Arab Emirates
iris expellees tracking and border control system in Dubai International
Airport (Dubai, UAE) (www.id.gov.ae). (c) Iris recognition system at
Schiphol Airport (Amsterdam, Netherlands) (www.schiphol.nl). (d) Iris-
on-the-move recognition system to be deployed in Dubai International
Airport (Dubai, UAE) in 2015 (www.emirates247.com).
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Among all possible biometric characteristics, this thesis focuses on the iris.
The use of iris texture for recognition of individuals has been proven to be highly
reliable [13]. The high recognition accuracy and speed of currently deployed iris-
based recognition systems are promising and can support not only large-scale [14,
15] but also less constrained user environments, as shown in Fig. 1.1 (c)-(d).
However, broadening iris recognition’s applicability still poses important research
challenges, which mainly include: ability to handle less constrained acquisition
(processing non-ideal iris images and maintaining high accuracy despite variations
in iris image quality), robustness to security attacks, and protection of privacy.
From the iris image acquisition perspective, relaxing the constraint on
the image capture process usually leads to undesired effects which can undermine
the performance of the iris recognition system.
(i) When iris recognition is performed in less constrained environments, the
quality of the captured data [16] generally decreases and its heterogeneity
increases. Some common noise factors that reduce the quality of iris im-
ages include motion blur, poor focus, eyelid and eyelashes obstruction, gaze
deviation, and specular reflections, among others [16,17].
(ii) If the iris image is captured under uncontrolled lighting conditions, it is
usual that the size of the pupil varies from one image acquisition to another.
The effect of changes in pupil size on iris recognition has become an active
research topic in recent years due to its negative effect on performance [13,
18]. Changes in pupil size are not only provoked by changes in the ambient
lighting conditions, but also by alcohol [19] or drugs [20, 21], which are
difficult to detect in less constrained and/or unsupervised scenarios.
(iii) Occlusion of the iris may occur if users wear cosmetic contact lenses at the
moment of image acquisition.
From the security perspective, performing iris recognition in less con-
strained environments may increase the security threats. When working with
biometric systems, it is very important to keep in mind the potential security
threats, as they can lead to security failures. Security failures can occur either
due to intrinsic limitations of the system, or due to explicit attacks, which can
be carried out by insiders (e.g. administrators and legitimate users) or external
attackers. When the iris acquisition conditions are not constrained, the proba-
bility of successfully carrying out explicit security attacks increases, and especial
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attention must be paid to minimize the effect of such attacks. In this regard,
the previous degradations (iris image quality deterioration, changes in pupil size,
and occlusion of the iris) are especially significant, since they can lead to security
failures if users provoke them on purpose to hide their true identity. This threat
is known as obfuscation or disguise attack [22]. Obfuscation attacks are mainly
applicable when the attacker wants to avoid being recognised (e.g. having a crim-
inal record or being in a blacklist), but they can also be used to illegitimately
gain access to a system by circumventing the main and most secure subsystem
and taking advantage of less secure fallback mechanisms if they exist.
Finally, from the privacy perspective [23], it is important to guarantee that
the biometric data of the users is not compromised. Although privacy problems
are not directly linked to iris recognition under less constrained conditions, they
can emerge when broadening iris recognition’s applicability, so it is important to
keep them in mind. In this regard, the main problem of storing iris patterns in a
database to use them as references for recognition is that an attacker could break
into the database and steal them. Since biometric patterns of an individual can-
not be replaced, it is important to protect them. To deal with this, the concept of
cancelable biometrics was introduced [24–26]. Cancelable biometric schemes dis-
tort biometric patterns through a revocable, non-invertible transformation. This
protects the original pattern and allows the revoke and reissue of new patterns.
Although not as robust as cancelable iris patterns, iris recognition using partial
iris [27, 28] can help to minimise the impact of iris pattern loss or theft. In this
case, only specific parts of the iris are used as references for recognition, so in
case they were compromised, other parts could be used as references instead.
In this thesis, biometric fusion, or simply multibiometrics, is used to improve
the robustness of iris recognition systems against degradations that undermine
their performance. Special attention is paid to iris image quality deterioration,
changes in pupil size, and occlusion. Unlike other techniques which deal with
a single specific degradation, the proposed approach is applicable to the three
degradations under investigation.
A typical biometric system operates by acquiring a biometric sample from
an individual, extracting a set of distinctive but repeatable features from the
acquired sample, and comparing this set of features with a biometric reference.
The output is a score that quantifies the similarity between the sample and the
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reference. The system decision is then regulated by a threshold. A given sample
is considered to match the reference only when the comparison score exceeds
such threshold. An error will occur if the sample incorrectly matches a non-self
reference (false match), or is incorrectly declared not to match the reference from
the user supplying it (false non-match). Iris images acquired under unconstrained
conditions and security attacks like obfuscation increase the error rates, especially
the false non-matches. Varying a single threshold on the comparison score at
one classifier does not solve the problem, since reducing the rate of false non-
matches increases the rate of false matches. In multibiometric or fused systems,
on the contrary, this can be achieved through systematic adjustment of a set of
parameters.
Recent investigations have addressed these issues using text-dependent
speech [29, 30]. Results show that in a sequential decision fusion architecture
with multiple classifiers (instances) and multiple attempts (samples) it is possi-
ble to control the trade-off between false matches and false non-matches at each
classifier using the number of instances and the number of samples considered in
the architecture. Such control is not guaranteed by other methods of classifier
combination such as adaptive boosting [31], for example, where the objective is
to obtain the least total error. In adaptive boosting, thresholds at each classifier
stage are set accordingly and once the chain of classifiers is selected there are no
parameters that control the trade-off between errors.
Fused decisions from a multi-part, multi-sample sequential architecture are
investigated in this dissertation to control the trade-off between errors using iris
recognition as the test platform. Controlled trade-off makes it possible to increase
robustness to iris degradations and security attacks like obfuscation. Besides,
using only specific parts of the iris in the architecture helps to improve the pro-
tection of privacy, since only parts and not the whole biometric trait would get
compromised in case of loss or theft.
From all challenges addressed in this thesis, special attention is paid to the
effect of changes in pupil size on iris recognition. In recent years, this has become
a very active research topic, and several factors have been demonstrated to in-
duce varying levels of pupil dilation that negatively affect the performance of iris
recognition systems. These factors include changes in the ambient lighting condi-
tions [18], alcohol [19], drugs [20], or aging [32,33]. Several studies have focused on
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mathematically modelling the effects of iris deformation due to changes in pupil
size [8, 34, 35]. However, not many solutions have been proposed to counteract
the effects of changes in pupil size on recognition performance. The few existing
approaches aimed at solving this problem mainly use pattern recognition tech-
niques [36,37], so their potential is limited by the fact that they are dependent on
the particular dataset. The proposed multi-part, multi-sample sequential decision
fusion architecture is also demonstrated to lower the error rates when changes in
pupil size occur, however, a better understanding on the effect of pupil dilation
and constriction on iris recognition is desirable to further improve the results. In
this thesis, a biomechanical model that describes the iris dynamics [35] is used
to define a novel nonlinear normalisation scheme that improves iris recognition
accuracy when comparing iris images exhibiting significant differences in dilation
levels. The biomechanical model is used to predict the radial displacement of any
point in the iris at a given dilation level, and this information is incorporated in
the iris normalisation process.
This research advances knowledge in the area of iris recognition and its ap-
plications. It also proposes novel approaches to improve the robustness of iris
recognition systems against iris degradations and obfuscation attacks, which are
typical challenges that arise when performing iris recognition in less constrained
user environments.
1.2 Research Objectives
Fusion techniques and mathematical modelling are used in this thesis to increase
the robustness of iris recognition systems against iris image quality deterioration,
changes in pupil size, and occlusion. These degradations, which negatively affect
iris recognition performance, can also lead to security failures if provoked on
purpose.
Motivated by the reasons stated in the previous section, the research presented
in this thesis has the following objectives:
(i) Development of a new error-based theoretical and testing framework to
analyse the consistency of bits in iris codes. Results are used to investigate
the most effective manner in which iris parts can be selected to improve the
performance and increase the robustness of iris recognition systems.
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(ii) Investigation and development of a decision fusion architecture applied in
original manner to iris recognition considering the different possible ways
of utilising multi-instance and multi-sample data.
(iii) Development of a novel model-based normalisation scheme to improve iris
recognition performance when comparing iris images exhibiting significant
differences in dilation levels.
(iv) Thorough analysis of the effect of changes in pupil size on iris recognition,
including (a) effect on the consistency of bits in iris codes, (b) differences
between light- and drug-induced changes in pupil size, and (c) mathematical
modelling of the effects of iris deformation due to changes in pupil size.
1.3 Research Questions
The following research questions are addressed in this thesis.
What is the most effective manner in which iris parts can be selected to
improve the performance of iris recognition systems?
This question entails an investigation aimed at identifying the best parts of
the iris to be used for recognition. Such investigation is motivated by the fact
that texture information within the iris is not uniform, and bits in iris codes differ
in their consistency from one sample to another for the same identity. This means
that not all iris parts are equally consistent. The following sub-questions arise in
relation to the selection of iris parts:
(a) What are the existing approaches to identify the most consistent parts of the
iris?
(b) Do the existing approaches aid the selection of iris parts in a satisfactory
manner?
(c) Which factors affect the consistency of bits in iris codes and how?
Once identified, the most consistent parts of the iris can be fused to increase
the robustness of iris recognition systems. Among the different possibilities to
fuse biometric information, sequential decision fusion with multiple instances and
7
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samples allows to control the trade-off between error rates. This fact could be
exploited for iris biometrics. The next question then arises:
How can sequential decision fusion be applied in original manner to iris
recognition considering the different ways of utilising multi-instance and
multi-sample data?
This question addresses the design of a sequential decision fusion architecture.
The architecture must be effectively used for iris recognition when iris image
degradation or obfuscation attacks occur. This further entails the investigation
to address the following sub-questions:
(a) How can an iris image or a set of iris images as obtained from time-lapsed
digital imaging be used to provide the inputs of the proposed multi-instance,
multi-sample architecture?
(b) What are the appropriate design parameters?
(c) How can the selection of iris parts be exploited to further improve the ar-
chitecture performance?
Although the proposed architecture reduces the impact of changes in pupil
size on iris recognition, a better performance would be desirable when compar-
ing iris images exhibiting significant differences in dilation levels. Physiological
studies indicate that the deformation of the iris tissue caused by changes in pupil
size is nonlinear. Therefore, the incorporation of a nonlinear iris normalisation
scheme will likely address the problems associated with large changes in pupil
size. Mathematical modelling of the effects of iris deformation can be used to
define such a normalisation scheme. Therefore, another key research question
can be posed:
How can iris normalisation be improved to increase the robustness of iris
recognition systems?
This question entails an investigation aimed at identifying how classical nor-
malisation approaches can be improved to deal with large changes in pupil size.
The following sub-questions must be addressed regarding this investigation:
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(a) Among the existing iris deformation models, which one is the most suitable
to define a nonlinear normalisation scheme?
(b) How can the information provided by the iris deformation model be incor-
porated in the normalisation process?
1.4 Research Outcomes
In addressing the research objectives and questions, this thesis presents a number
of original contributions and achievements in the field of iris-based biometric
systems. The research contributions and findings that will be discussed in this
dissertation have been published in several reputable conference proceedings and
journals (see List of Publications). The main contributions are summarized below.
(i) A consistent theoretical and testing framework has been developed to anal-
yse the consistency of different iris parts (Chapter 3 & Publications (ii) and
(v) in List of Publications).
– An error-based framework has been developed to investigate the con-
sistency of bits in iris codes. Although mainly aimed at identifying
the best iris parts to be used in the proposed multi-part, multi-sample
sequential decision fusion architecture as well as their order in the cas-
cade, the proposed framework provides quantitative results that allow
disambiguating some contradictory results existing in the literature.
The results presented can also be useful in applications such as (a)
performance improvement of iris recognition systems that use partial
iris images, (b) cancelable biometric signatures for privacy protection
where only selected bits from the iris may be used, and (c) biometric
cryptography where keys could be extracted based on bits of the iris
coming from selected parts.
– A set of factors that are likely to affect the consistency of bits of dif-
ferent iris regions is considered, and their effect is analysed in detail.
Apart from those factors that have a demonstrated effect on consis-
tency (e.g. segmentation, resampling, and filter type), other factors
that have not been investigated before are analysed. These include the




– A thorough analysis is carried out in order to investigate existing dif-
ferences in the effect of light-induced and drug-induced pupil dilation
and constriction on the consistency of bits in iris codes. Results show
that the number of bit errors, or number of bits that differ between
iris codes of the same subject, increase by over 10% when comparing
regular iris images with dilated or constricted images. Light-induced
pupil dilation/constriction is also demonstrated to cause fewer errors
than drug-induced pupil dilation/constriction.
(ii) A multi-part, multi-sample sequential decision fusion architecture has been
designed and developed with the aim of controlling the trade-off between
error rates in iris recognition (Chapter 4 & Publications (i) and (iv) in List
of Publications).
– Fused decisions from a multi-part, multi-sample sequential architec-
ture are investigated to control the trade-off between errors using iris
recognition as the test platform. Controlled trade-off is desirable when
biometric systems are in operation and the input image quality or the
threat level changes. A specific implementation of the architecture is
presented and the effect of the number of parts and samples in the
resultant error rate is analysed. The performance of the architecture
is evaluated on test data to demonstrate its effectiveness for the three
cases under analysis (iris image quality degradation, changes in pupil
size, and occlusion).Results show that the proposed architecture yields
better performance than systems that use full iris codes from single
samples, with lower error rates that are statistically significant.
– Based on the above-mentioned analysis on the consistency of bits in
iris codes, the selection of the best iris parts and their order in the
sequential architecture is investigated. Experimental results clearly
outperform those obtained with an initial approach in which iris parts
were processed consecutively, from the pupillary boundary out to the
limbus.
(iii) A novel nonlinear normalisation scheme based on a biomechanical model
of the iris has been developed to improve iris recognition accuracy when
comparing iris images exhibiting significant differences in dilation levels
(Chapter 5 & Publication (iii) in List of Publications).
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– A theoretical model that describes the nonlinear dynamics of the iris as
a result of pupil dilation is investigated in order to define a novel nor-
malisation scheme. The mathematical formulation of the model, based
on biomechanics and proposed by Clark et al . [35], is analysed in detail
and numerical simulation is used to predict the radial displacement of
any point in the iris at a given dilation level.
– A nonlinear normalisation scheme is developed using the radial dis-
placement predicted by the theoretical model. Experimental results
indicate the efficacy of the proposed technique, and show that linear
normalisation schemes are not suitable when the dilation level of iris
images to be matched is very different. Instead, nonlinear normalisa-
tion schemes are to be used. This result is reasonable considering the
nonlinear nature of iris dynamics.
(iv) Additional contributions include the collection of iris data to create a non-
ideal iris database, and the development of an iris recognition system used
to experimentally validate the proposed methodologies. A total of four
databases and three iris recognition systems are used in the experiments of
this thesis (Chapter 2).
– The Iris Degradations Data Set (IDDS) is an iris database collected by
the author of this thesis. It is divided into different subsets, accord-
ing to the different degradations to be evaluated (iris image quality
deterioration, changes in pupil size, and occlusion). The collection
of this database was motivated by the fact that no publicly available
databases with the appropriate images for this research existed at the
moment of starting this thesis. Some of the iris images affected by
quality deterioration and occlusion were collected by the author while
working as a R&D engineer in the University Group for Identification
Technologies (GUTI) at Carlos III University of Madrid (UC3M). The
rest of them were collected at QUT. The entire subset of images af-
fected by drug-induced pupil dilation and constriction was collected at
QUT with the assistance of an optometrist. Subjects were appropri-
ately debriefed and signed a consent form (specific details about ethics
clearance are provided in Appendix A).
11
Introduction
– The GUTI-QUT iris recognition system (GQ-Iris) has been developed
to obtain error rates that are close to the current state of the art when
using IDDS. One of the main problems encountered at the beginning
of this thesis was that existing open source systems could not prop-
erly segment the images in IDDS. In order to make the most of the
collected data, a suitable system was required. The original iris recog-
nition system was designed and developed by the author of this thesis
while working as a R&D engineer in GUTI at UC3M. The author was
assisted by other member of the group while performing this task. The
system used in this thesis is a modified version of it. Since it is not
publicly available for the time being, specific details are provided in
Appendix B.
1.5 Thesis Organization
The remainder of this thesis is organized as follows.
Chapter 2 captures the background of the proposed research of this thesis, with
an overview of iris biometrics. Apart from specific details on iris recognition,
relevant concepts of biometric systems are reviewed, including performance
and security evaluation. Challenges in iris recognition are then analysed,
paying special attention to those addressed in this dissertation. Finally,
the different databases and systems used to evaluate the methodologies laid
out in this thesis are described in detail. While a comprehensive literature
review on iris recognition is conducted in this chapter, a more specific liter-
ature review on each of the key research topics is provided at the beginning
of each chapter of this dissertation.
Chapter 3 presents a theoretical and testing framework developed to compre-
hensively analyse the consistency of bits of different iris regions. In this
chapter, bit errors in iris codes are systematically analysed to find those
parts of the iris that are more consistent. The statistics of bit errors are
computed for genuine and impostor distributions considering radial par-
titions or rings and angular partitions or sectors. Three iris recognition
systems and three different data sets are used in the experiments to check
the effect of a number of factors in the distribution of bit errors within the
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iris. Factors such as segmentation, capture sensor, resampling, resolution,
filter type, additive noise, and changes in pupil size are thoroughly investi-
gated. The differences in bit errors between annular rings of different width
are later exploited in Chapter 4 using a multi-part, multi-sample sequential
decision fusion architecture.
Chapter 4 presents the design, development and performance evaluation of a
multi-part, multi-sample sequential decision fusion architecture to control
the trade-off between errors in iris recognition. An overview of the design
of multibiometric systems is first provided. The operation of the fusion
architecture is then explained, together with the steps followed to design
it. The performance of the architecture depends on several factors, namely,
the number of parts, the number of samples, the selection of parts, and the
order of parts in the cascade. The effect of all these factors is analysed in
detail.
Chapter 5 presents a novel nonlinear normalisation scheme to improve iris
recognition accuracy when comparing iris images exhibiting significant dif-
ferences in dilation levels. First, a biomechanical model that describes the
nonlinear dynamics of the iris is investigated. The mathematical formula-
tion of the model is analysed in detail and numerical simulation is used to
predict the radial displacement of any point in the iris at a given dilation
level. This information is incorporated in the normalisation process and
used to define the resampling scheme in the radial direction. The proposed
normalisation method is compared against the classical linear normalisa-
tion approach for its experimental validation. Two different databases are
used to demonstrate the efficacy of the proposed technique regardless of the
particular database used.







This chapter captures the background of the proposed research of this the-
sis, with an overview of iris biometrics. In Section 2.2, relevant concepts
of biometric systems are reviewed, including performance and security
evaluation. Specific details of iris recognition systems are provided in
Section 2.3. After reviewing the main concepts of the key topic, chal-
lenges in iris recognition are pointed out in Section 2.4, paying special
attention to those addressed in this dissertation. The different databases
and iris recognition systems used to evaluate the methodologies laid out
in this thesis are described in detail in Sections 2.5 and 2.6 respectively.
Chapter summary and conclusions are provided in Section 2.7.
2.1 Introduction
In the modern automated world, the need for reliable person recognition has no-
ticeably increased, motivated by the necessity to provide secure environments and
services. Biometric systems are increasingly used for this purpose, since they im-
prove the convenience and efficiency of routine access transactions, reduce fraud,
and enhance security.
The term biometrics refers to the automated recognition of individuals based
on their biological and behavioural characteristics. The use of the conjunction
and in this definition acknowledges that both types of characteristics cannot be
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completely separated. The iris, for example, has a strong biological component,
but its features are also impacted by behaviours like the subject’s interaction with
the sensor or alcohol and drug consumption. Illustrations of the main biometric
characteristics are shown in Fig. 2.1, and specific details for each of them can be
found in [1,22,38].
Nowadays, biometrics is present in a large number of applications, which can
be categorized into three main groups: (a) forensic applications such as crim-
inal investigation, corpse identification, parenthood determination, and missing
people; (b) government applications such as passport, national ID card, driver’s
license, social security, welfare disbursement, and border control; and (c) com-
mercial applications such as physical access control, electronic devices login, com-
puter network login, electronic data security, e-commerce, e-banking, ATM access,
medical records management, and distance learning. Fig. 2.2 shows some specific
examples of deployed applications.
(a) Fingerprint (b) Face (c) Iris (d) Vein pattern
(e) Hand geometry (f) Ear (g) Retina (h) DNA
(i) Voice (j) Gait (k) Keystroke dynamics (l) Signature






Figure 2.2: Biometric systems in government and commercial applications. (a)
SmartGate, face recognition system for border control at Sydney airport
(www.customs.gov.au). (b) Iris recognition system used as part of the
UAE Iris Expellees Tracking System (www.id.gov.ae). (c) SEEK II, fin-
gerprint and iris capture device used by the U.S. marines to identify people
in Afghanistan (www.dtic.mil). (d) Face, iris, and fingerprint recogni-
tion systems used for Aadhaar enrolment in India. Aadhaar is a unique
identification number issued by the Unique Identification Authority of
India with the aim of facilitating efficient delivery of welfare schemes
(www.uidai.gov.in). (e) Finger vein pattern recognition system used in
ATM shared network Planet Cash in Poland (www.itcard.pl). (f) Touch
ID, fingerprint scanner for iPhone 5S (www.apple.com). (g) Face recog-
nition system used in vending machine (www.smartvendsolutions.com).
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In spite of significant advances in the field, biometric recognition is far from
being a solved problem. As discussed in Chapter 1, the transition of biometrics
to large-scale, non-cooperative user environments poses important research chal-
lenges. In this chapter, significant challenges in iris biometrics are identified by
looking at the development (i.e., design and evaluation) of existing iris recognition
systems, with a particular focus to performance evaluation and security threats.
There are several guidelines to evaluate the performance of biometric sys-
tems [38–41]. According to them, the evaluation can be divided into three stages:
technology, scenario, and operational evaluation. In this dissertation, technology
evaluation (Section 2.2) is used to determine the performance of novel approaches
to address relevant challenges in iris recognition (Section 2.3) when systems op-
erate in verification mode (Section 2.2). These challenges include image quality
degradation, changes in pupil size, and occlusion (Section 2.4), and they are espe-
cially significant because not only they degrade iris recognition performance, but
they can also lead to security failures if provoked on purpose. Tests are performed
using various public and in-house databases and iris recognition systems, which
are described in detail in Sections 2.5 and 2.6 respectively. Although evaluated
for systems operating in verification mode, the proposed approaches can have
wider applicability to any automated recognition problem.
A comprehensive literature review on iris recognition is conducted in this
chapter to describe the background of the proposed research work. Nevertheless,
a more specific literature review on each of the key research topics is provided at
the beginning of each chapter of this thesis.
2.2 Biometric Systems
2.2.1 General Biometric System
A biometric system is a pattern recognition system that allows automated recog-
nition of individuals. Although different biometric characteristics can be used for
this purpose, most biometric systems share the same general scheme, shown in
Fig. 2.3. This diagram illustrates both enrolment, and the operation of verifica-
tion and identification systems [1,22].
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Figure 2.3: Components of a general biometric system (adapted from [1]).
Enrolment. In enrolment, the biometric data of an individual is acquired and
processed by the system in order to generate a biometric reference. The reference
is stored in a database and used for comparison in recognition.
Recognition. In recognition, the biometric data of an individual is acquired,
processed, and compared to the stored reference(s). Depending on the applica-
tion, different recognition tasks may be performed [41]. Among them, verification
and identification are the most typical.
(a) Verification. In verification, a specific claim about a subject’s enrolment is
verified. Typically, verification systems are positive claim systems, aimed
at verifying a positive claim of enrolment. In order to do this, the subject’s
biometric data is processed, and then compared to the reference correspond-
ing to the claim (one-to-one comparison). In some cases, comparisons of
the biometric probe from one subject to biometric references from multiple
subjects may be required. Since the comparison score generated refers to
the similarity between probe(s) of one subject and a reference of another
subject, the process is considered a one-to-one comparison.
(b) Identification. In identification, the enrolment database is searched to find
similar references to a biometric probe from a subject. In order to do
this, the subject’s biometric data is processed and then compared to all
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the biometric references stored in the enrolment database (one-to-many
comparison). The identification outcome is a candidate list that may be
empty or contain one or more identifiers. Identification systems can be
either positive (to verify that a subject is enrolled in the system) or negative
(to verify that a subject is not enrolled in the system).
The main components of a general biometric system are also shown in Fig. 2.3.
These are: data capture, signal processing, data storage, comparison and decision
subsystems [1]. It should be noted that depending on the implementation of the
system, some of these components may be absent.
(i) Data capture subsystem. The data capture subsystem collects the raw bio-
metric data of the subject. This can be an image or signal of the subject’s
biometric characteristic presented to the biometric sensor. The data cap-
ture process plays a major role in the quality of the raw biometric sample,
which, at the same time, influences the system’s performance.
(ii) Signal processing subsystem. The main processes that might be included
in this subsystem are segmentation, feature extraction and quality control.
In segmentation, the subject’s biometric characteristics are located within
the captured sample. Repeatable and distinctive measures from the sample
are derived in the feature extraction process. The quality control process is
aimed at assessing the suitability of the biometric samples and/or features.
(iii) Data storage subsystem. The data storage subsystem holds the enrolment
database in which biometric references are stored. The term biometric
template is commonly used to refer to the reference biometric feature set.
However, not all biometric systems use templates. That is the case of
systems in which the biometric reference consists of an image, or other
captured biometric sample, rather than the corresponding feature set1.
(iv) Comparison and decision subsystems. The comparison subsystem compares
the features of the biometric probe to one or more references and provides
similarity scores. The probe is considered to match the reference(s) when
the similarity score exceeds a specified threshold. The final recognition
1Please note that under this consideration, the term reference will be used in this document
until specific information about iris recognition systems is provided (from Section 2.3 on). Since




outcome is obtained on the basis of the decision policy, which may allow or
require multiple recognition attempts.
It is important to note that two samples of the same biometric characteristic
from the same subject are not exactly the same. Differences might be due to
imperfect imaging conditions, changes in the ambient conditions, changes in the
subject’s biometric characteristic, and/or subject’s interaction with the sensor.
Therefore, the output of a biometric system is not directly a decision, but a score
that quantifies the similarity between a given probe and a reference (see Fig. 2.3).
If probe and reference belong to the same subject, the distribution of scores gen-
erated is called the genuine distribution, and if they belong to different subjects
it is called the impostor distribution. The system decision is then regulated by
a threshold, and a given probe is considered to match a reference only when the
similarity score exceeds such threshold. An error will occur if the probe incor-
rectly matches a non-self reference (false match), or it is incorrectly declared not
to match the reference from the subject supplying it (false non-match). This is
illustrated in Fig. 2.4. Further details about error rates in biometric systems are
provided in the next section.
Figure 2.4: Error rates for a given threshold displayed over the genuine and impostor
score distributions (adapted from [2]).
2.2.2 Biometric Systems Evaluation
There are several guidelines to evaluate the performance of biometric systems




(i) Technology evaluation. In technology evaluation, competing algorithms
from a single technology are tested on a standardised database. Since the
database is fixed, results are repeatable.
(ii) Scenario evaluation. In scenario evaluation, testing of a complete biometric
system is carried out in an environment that models the real-world applica-
tion. The evaluation is then performed in a laboratory where the conditions
of the final deployment are modelled. Each tested system has its own algo-
rithm and acquisition sensor, so uniformity in the environmental conditions
and sample population has to be ensured across the different prototype
systems.
(iii) Operational evaluation. In operational evaluation, testing of the complete
biometric system is performed, in a specific real-world application environ-
ment on a specific target population. Operational test results are generally
not repeatable due to unknown and undocumented differences between op-
erational environments.
According to ISO/IEC standard [39], the fundamental performance metrics are:
− Failure to Enrol Rate (FTE): Proportion of enrolment transactions in which
zero instances are considered valid to be enrolled. This happens when a sub-
ject is unable to present the required biometric feature, or cannot produce
an image of sufficient quality. It also happens if it is not possible to reli-
ably match a reference during attempts to confirm whether the enrolment
is usable.
− Failure to Acquire Rate (FTA): Proportion of transactions in which the
system fails to capture a biometric sample of sufficient quality when it is
presented to the sensor for recognition.
− False Match Rate (FMR): Proportion of probes that are incorrectly declared
to match a non-self reference.
− False Non-Match Rate (FNMR): Proportion of probes that are incorrectly
declared not to match the reference from the subject supplying the probe.
Verification and identification performance metrics can be defined from image
acquisition errors (FTE and FTA) and matching errors (FMR and FNMR) as
specified in [39]. While evaluating both operation modes is important for the
complete characterisation of a biometric system, attention is restricted in this
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thesis to verification2. Verification performance metrics or decision error rates
are defined as follows:
− False accept rate (FAR): Proportion of transactions with wrongful claims
of identity that are incorrectly confirmed.
− False reject rate (FRR): Proportion of transactions with truthful claims of
identity that are incorrectly denied.
How image acquisition and matching errors combine to determine decision
errors depends on whether a positive or negative identity is claimed, and which
is the decision policy (e.g. whether the system allows multiple attempts). This
way, if we consider a positive claim system in which multiple attempts are allowed
to match an enrolled reference, a false rejection will occur as a result of any
combination of failure to acquire and false non-match errors over all attempts. A
false acceptance will occur if an image is acquired and falsely matches an enrolled
image on any of the attempts. Analogously, if we consider a negative claim
system, a user’s claim not to be enrolled in the system will be falsely rejected if
an image is acquired and then falsely matched to one or more enrolled references.
Depending on the system policy, such claim might be falsely accepted if an image
cannot be acquired or if an acquired image is falsely rejected against the enrolled
image. If a verification transaction consists of a single attempt, decision errors
are calculated as follows:
FAR = FMR× (1− FTA),
FRR = FTA + FNMR× (1− FTA).
(2.1)
In technology evaluations like the one performed in this thesis, references
are generated from gallery images (images acquired during enrolment) that do
not cause failure-to-enrol errors, and probes are considered from sample images
(images acquired during verification) that do not cause failure-to-acquire errors.
In such case, the matching errors and decision errors are the same.
To analyse and compare the performance of different biometrics systems,
Receiver Operating Characteristic (ROC) curves and Detection Error Trade-off
(DET) curves are commonly used in verification. The Equal Error Rate (EER)
can also be used when a rapid comparison is required.
2Please note that under this consideration, explanations and results in subsequent sections
and chapters are given in terms of verification performance metrics. Nevertheless, the research
presented in this thesis can have wider applicability to any automated recognition problem.
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− ROC : The decision made by a biometric system depends on system pa-
rameters like the threshold, and a trade-off between the error rates can be
reached by changing those parameters. ROC curves plot, parametrically as
a function of the decision threshold, the false match rate (FMR) against
the verification rate (1−FNMR for 0 ≤ FNMR ≤ 1, or 100−FNMR if the
FNMR is expressed as a percentage).
− DET : DET curves are modified ROC curves which plot, parametrically as
a function of the decision threshold, the values of FAR against FRR (or
FMR against FNMR). If the graph is plotted using logarithmic axes, the
plot spreads out and well-performing systems can be distinguished more
clearly.
− EER: EER refers to the point in a DET (or ROC) curve where the FAR
equals the FRR. The EER is often used as a simple way to summarize the
performance of a biometric system, due to its convenience as a single value
with an intuitive interpretation. In general, the lower the EER the better
the performance.
2.2.3 Security Threats to Biometric Systems
When working with biometric systems, it is very important to keep in mind the
potential security threats, as they can lead to security failures. Security failures
can occur either due to intrinsic limitations of the system, or due to explicit
attacks, which can be carried out by insiders (e.g. administrators and legitimate
users) or external attackers.
Any biometric system comprises at least three different subsystems: data
capture, feature extraction, and comparison (Section 2.2.1). Each subsystem has
different points of attack, with one or more potential methods of exploitation of
each. Some of the early work by Ratha et al . [24] identified eight possible points
of attack. Further work by Jain et al . [42] sought to refine this approach. Way-
man [43] added the storage block to the general biometric schema, allowing a more
detailed analysis of the different points of attack. Combining elements of previous
works, Bartlow and Cukic extended this research by adding three new compo-
nents: administrative supervision, information technology environment and token
presentation. The resultant framework [44,45] identified a total of twenty poten-
tial attack points. Common Criteria [3, 46], an international standard used for
24
Biometric Systems
computer security, particularly by governments, also defines an extended gen-
eral biometric schema that includes storage and three different administrative
subsystems, apart from the three basic subsystems.
Fig. 2.5 shows a biometric system at the subsystem level and highlights the
potential attack points according to Common Criteria. The general threats that
need to be considered when evaluating biometric systems for vulnerabilities are
shown in Table 2.1. The numbers in the table correspond to locations identified
by the outlined numbers in Fig. 2.5. A complete description of the specific kind
of attacks corresponding to each threat can be found in [3]. Since the research
presented in this dissertation aims at dealing with biometric samples affected by
degradations, attention will be paid to user/capture threats (type 2) among all
possible threats shown in Fig. 2.5. These threats are more commonly referred to
as attacks at the user interface level or sample presentation attacks.
In general, any attempt by an attacker to break into the system by present-
ing an altered biometric sample can be considered a sample presentation attack.
These attacks can be categorized into three main groups [22]:
(a) Impersonation. In impersonation attacks impostors pose themselves as an
authorised user in an attempt to intrude the system. If the impersonation
is casual, the identity to attack is randomly chosen and the impostor’s
Figure 2.5: General threats for biometric systems (based on [3]). The outlined num-
bers are defined in Table 2.1.
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Table 2.1: General threats for biometric systems [3]. Numbers correspond to locations
identified in Fig. 2.5.
Threat ID Threat type
1 User Threats
2 User/Capture Threats (Sample presentation attacks)
3 Capture/Extraction Threats
4 Extraction/Comparison Threats during Verification
5 Extraction/Template Storage Threats during Enrolment
6 Template Storage Threats
7 Template Retrieval Threats
8 Administrator/Resource Manager Threats
9 User/Policy Management Threats
10 Policy Management Threats
11 Threats to Policy Management/Portal
12 Portal Threats
13 Threats to all hardware components
14 Threats to all software or firmware components
15 Threats to all connections (including network threats)
biometric characteristics are not modified. If the impersonation is targeted,
a specific identity is attacked. Targeting an identity which is known to be
easier to impersonate (e.g. weak biometric reference) or whose biometric
characteristics are known to be similar to the impostor’s (e.g. twin) are
some of the options.
(b) Spoofing. Spoofing attacks involve the presentation of a counterfeit biomet-
ric that does not come from a live person. The usage of fake or artificial
traits (e.g. gummy finger, recorded voice, etc.) or non-live samples (e.g. dis-
membered finger) from legitimate users are typical spoofing attacks [47–49].
(c) Obfuscation or disguise. Obfuscation attacks occur when the attacker de-
liberately changes his biometric characteristic in order to avoid being recog-
nised by the system. Intentionally presenting a noisy, poor-quality or null
biometric sample that may not match the reference, using disguises or plas-
tic surgery in the case of face, or applying techniques to obliterate finger-




In the case of impersonation or spoofing the attacker tries to illegitimately in-
trude the system by illegally achieving positive identification/verification. On the
contrary, obfuscation is mainly applicable when the attacker wants to hide his/her
true identity (e.g. having a criminal record or being in a blacklist), or equiva-
lently, achieve negative identification/verification. Nevertheless, obfuscation may
also be applicable in systems that employ fall-back mechanisms to handle false
non-matches. In these cases, the attacker may attempt to bypass the main bio-
metric system, and then exploit the loopholes in the fall-back mechanism, which
may be easier to circumvent.
The main problem for an impostor to successfully perform impersonation or
spoofing attacks is that it is necessary to have a good copy or some prior knowl-
edge of the biometric trait corresponding to the identity to be attacked. The
difficulty of this depends strongly on the trait, but there are several ways this
knowledge can be obtained [22]:
(i) Colluding with or coercing an authorised user.
(ii) Via covert acquisition (e.g. obtaining the latent fingerprint of an authorised
user, capturing a photograph of the user’s face or recording the user’s voice).
(iii) Estimating a close approximation of the user’s biometric reference through
hill-climbing or other repeated-attempt attack that is not detected via audit
trails.
(iv) Stealing the biometric reference from a database and reverse engineering
the reference.
Unlike impersonation or spoofing attacks, obfuscation attacks can be easily
carried out regardless of the trait and no previous knowledge is generally required.
Apart from that, these attacks can be used to illegitimately gain access to a system
by taking advantage of less secure fall-back mechanisms if they exist, and they
can be considered as dangerous as impersonation or spoofing. In this regard, it is
important to continue researching into this topic, and so, mechanisms to mitigate




2.3.1 Anatomy and Physiology of the Iris
The primary function of the iris is to regulate the size of the pupil in order to
prevent excessive light from entering the eye. The iris is a thin mobile diaphragm
that separates the anterior and posterior chambers of the eye. It is supported
by the lens and protected by the cornea, a transparent protective covering that
lies in front of it. At its base, the iris is attached to the eye’s ciliary body,
and at the opposite end, it opens into the pupil. The iris consists of two main
layers. The posterior layer, closest to the lens, is the iris pigmented epithelium.
Above these pigmented cells are the iridal muscles, and anteriorly lies a pigmented
fibrovascular layer known as stroma (see Fig. 2.6) [5, 50,51].
Figure 2.6: Structure of the iris: transverse section (adapted from [4]).
The posterior layer or iris pigmented epithelium consists of heavily pigmented
epithelial cells that make it impenetrable by light. This helps to form clear images
in the retina by preventing peripheral rays of light from entering the eye.
The anterior layer or stroma consists of cells and fibres that create a meshwork
of connective tissue in which the blood vessels and nerves are integrated. It is
separated into two zones: the pupillary zone and the ciliary zone. These two zones
are divided by a circular zigzag ridgeline known as the collarette. The ciliary zone
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contains many interlacing ridges resulting from stromal support. It also shows
contraction furrows that vary with the state of the pupil. Other visible features
of this layer include crypts, which are irregular atrophies of the border layer,
and freckles or moles, which are local collections of pigment cells. The pupillary
zone shows small connecting crests and a pigment frill where the posterior layer’s
heavily pigmented tissue shows at the pupillary boundary [4]. All these features
can be clearly seen in Fig. 2.7.
Figure 2.7: Structure of the iris: frontal section (adapted from [5]).
Figure 2.8: Pupillary light reflex. Parasympathetic stimulation causes sphincter mus-
cle to contract for pupil constriction (left), and sympathetic stimulation




The stroma connects to two different sets of involuntary muscles, the sphincter
pupillae, which contracts the pupil in a circular motion, and the dilator pupillae,
which pull the iris radially to enlarge the pupil in response to different levels of
light or during focal adjustment (see Fig. 2.8). The sphincter muscle is under
the control of the parasympathetic nervous system, while the dilator muscle is
controlled by the sympathetic system.
2.3.2 Iris as a Biometric Trait
The human iris shows several important characteristics which make it a suitable
trait for biometric recognition. In general, seven main requirements must be
considered to determine the suitability of a certain trait to be used in a biometric
application [22].
(i) Uniqueness. Iris patterns, whether genetically related or not, are distinc-
tive [52]. This is a consequence of the random morphogenesis of the textural
relief of the iris, which depends on the initial conditions in the embryonic
germ layers from which it develops [51].
(ii) Universality. Except in cases of pathology (e.g. aniridia) or severe injury
(e.g. enucleation), the iris is present in almost every individual.
(iii) Stability. The iris structure is considered to be invariant during a person’s
lifespan, however, the effects of physical aging in iris biometrics cannot be
completely disregarded [32,33].
(iv) Measurability. Although the iris is an internal organ, it is visible through the
cornea, a transparent dome which covers it. Iris images can be captured
at a distance without physical contact, in a non-intrusive manner. It is
possible to acquire usable iris images at distances over 8 meters [53, 54],
and important research work is being carried out in the field of iris on-the-
move and at-a-distance [55, 56]. Furthermore, the acquired raw iris data
can be processed in order to extract discriminative features suitable for
recognition.
(v) Performance. Apart from the low error rates reported for iris recognition
systems [13], the computational time required to perform iris recognition is
low, and real-time applications are possible.
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(vi) Acceptability. Since the iris capture process is non-intrusive and no direct
contact is required between the user and the sensor, users rarely object to
having this biometric trait captured. In addition, due to cultural issues, iris
detection is suitable for usage in places where other traits data such as face
or gait cannot be obtained.
(vii) Circumvention. This factor refers to the ease with which the trait of an
individual can be altered to impersonate another individual, spoofed or
obfuscated (Section 2.2.3).
– Impersonation. Given the distinctiveness of the iris, casual imperson-
ation is almost impossible in the case of iris recognition. Besides, due
to its anatomic characteristics, there is no possible way to modify the
iris in an attempt to match a specific identity, as aimed in targeted
impersonation.
– Spoofing. The main function of the iris is to control the light that en-
ters the eye through the pupil. Due to the changing muscle tone of the
dilator and sphincter muscles (Figs. 2.6, 2.8), the pupil is constantly
adjusting in size. These natural readjustments of the pupil are known
as hippus, and can be used to detect the liveness of the iris sample ex-
amined. Apart from that, the eye tissue, especially the iris, degrades
rapidly after death. This characteristic provides an extra countermea-
sure against the use of eyes from a corpse to illegitimately gain access
to the system. The fact that natural characteristics of the iris make
spoofing difficult, does not mean that it is impossible, and substantial
research work has been as is still carried out in this field [49,57–61].
– Obfuscation or disguise. Unlike the two previous cases, the iris can be
easily obfuscated. Intentional presentation of a noisy or poor-quality
sample, artificially provoked dilation or constriction, and iris occlusion
by using opaque contact lenses are the three main existing options.
Further details about these attacks are provided in Section 2.4.
2.3.3 General Framework of Iris Recognition
The four main stages in an iris recognition system are data capture, pre-
processing, feature extraction, and comparison (see Fig. 2.9). Each stage can be
implemented in many different ways, and very diverse approaches can be found
in the literature [62–66].
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Figure 2.9: Components of an iris biometric system.
(i) Data capture
The role of the data capture module is to obtain a 2D image of the eye.
Most commercial iris recognition systems use sensors that are sensitive to
the near-infrared (NIR) range (700-900 nm) of the electromagnetic spec-
trum, since this range is demonstrated to better reveal the richness of the
iris texture [67]. The main advantage of using NIR over visible wavelengths
is that longer wavelengths can better penetrate highly pigmented or dark-
coloured irides, which constitute the majority of the world’s population.
Conversely, iris imaging in the visible wavelength enables the capture of a
much higher level of detail, but also of more artifacts, including specular
and diffuse reflections, and shadows [54,68]. In order to exploit the advan-
tages of both wavelength ranges, multispectral iris imaging is also a valid
approach [69]. A review of the advances in iris image acquisition systems
can be found in [70].
(ii) Pre-processing
Once the raw iris image is captured, some pre-processing operations are usu-
ally required prior to extracting the iris features. Iris image pre-processing
can be divided into three main steps: quality control, localisation or seg-
mentation, and iris normalisation.
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Iris image quality plays an important role in iris recognition, since the per-
formance of the system can be undermined by poor quality input images.
The quality control module, when present, can be used for two main pur-
poses: screening out poor quality images and/or using a quality score in
the comparison process to improve the performance [71]. Specific terms
and quantitative methodologies relevant to the characterisation and assess-
ment of the quality of iris images are defined in ISO/IEC 29794-6 [16].
Also, an overview of the most relevant methods to assess the quality of iris
biometric data can be found in [17].
The segmentation module localises the iris and isolates it from the other
structures present in its vicinity, such as sclera, pupil, eyelids, and eye-
lashes. The location of the inner and outer boundaries of the iris, com-
monly referred to as pupillary boundary and limbic boundary (or limbus),
can be performed in several ways depending on the initial considerations.
The most intuitive approach is considering them as circular. Daugman’s
integro-differential operator [7], which searches for the circular path where
there is maximum change in pixel values in the radial direction, is one of
the most common segmentation methods in the literature. Another popular
option is the circular Hough transform [72, 73], which has been employed
by many authors over the course of decades [74–77]. The most common
approach when iris boundaries are not considered circular is the active con-
tour model [78]. One of the first approaches using this technique was pro-
posed by Ritter [79]. Following this approach, different approximations have
been presented, such as [80], in which Daugman relates active contours and
Fourier expansion coefficients, or [81], which performs iris segmentation us-
ing geodesic active contours. There are several options to locate and mask
the eyelids, eyelashes, and specular reflections. Some of the most renowned
are summarized in [62].
The normalisation module maps the annular iris region to a dimensionless
pseudo-polar coordinate system. This process results in a rectangular struc-
ture of fixed dimensions used to compensate for variations in the size and
scale of the iris pattern. These variations can be caused due to capturing iris
images at different distances or from changes in pupil size. The most com-
mon normalisation method in the literature was proposed by Daugman [7].
This method, usually referred to as the rubber sheet model, is used in most
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iris recognition approaches. Modifications, if existent, are normally related
to the selection of the reference points, which can be the centre of the pupil
or the iris, or a virtual centre. Some less usual normalisation methods are ex-
pounded in [4,10]. In this thesis, a novel normalisation scheme is presented
in Chapter 5, where further details about iris normalisation are provided.
(ii) Feature extraction
Several and very diverse approaches can be considered to represent the iris
texture as a set of features or iris code. Most of these approaches use
different mathematical formulations of filters. Some of the most well-known
texture filter formulations include Gabor filters, used by Daugman in [7];
Laplacian of Gaussian (LoG) filters, used by Wildes in [74]; zero-crossings
of the Dyadic Wavelet Transform, used by Boles in [82], or log-Gabor filters,
used by Masek in [75]. A detailed comparison of seven different filter types
(Haar, Daubechies, Coiflet, Symlet, Biorthogonal, Circularly symmetric and
Gabor wavelets) is given by Thornton et al . in [83], concluding that Gabor
wavelets are the most discriminative bandpass filters for iris patterns among
all candidates considered.
There are alternatives to texture filter formulations, like eigeniris-based ap-
proaches, which use Independent Component Analysis (ICA) [84], Principal
Component Analysis (PCA) [85] or the combination of PCA and Linear
Discriminant Analysis (LDA) [86].
A high number of variants of all previous approaches as well as some other
alternative methods of texture analysis can be found in [62,63].
(iv) Comparison
Comparison metrics provide a measure of similarity between sets of fea-
tures or iris codes. In his approach, Daugman [7] uses Hamming distance.
Wildes et al . [4, 74] use normalised correlation, and Zhu et al . [87] use
weighted Euclidean distance. The previous approaches are some of the
most intuitive comparison metrics; however, there are important consider-
ations to be taken into account when performing iris comparison. In [62],
Bowyer et al . highlight some of these considerations and present an exten-
sive list of approaches classified within four groups: comparison in the case
of multi-image iris enrolment, comparing sub-regions of the iris, indexing in
recognition comparison, and statistical analysis of iris code comparison.
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2.4 Challenges in Iris Recognition
The performance of iris recognition is promising [13], but most currently deployed
systems (see Fig. 2.2 (b)-(d)) require subjects to stand close to the capture device
and stare at it during a few seconds until the input image is obtained. In addition,
these systems are usually used in controlled environments, under homogeneous
lighting conditions. Such necessity of both the subject cooperation and controlled
image acquisition conditions restricts the usage of this type of systems. The
possibility of performing iris recognition in less constrained environments is of
evident interest for forensic and security purposes, but it poses three main research
challenges: ability to handle less constrained acquisition (processing non-ideal iris
images and maintaining high recognition accuracy despite variations in iris image
quality), robustness to security attacks, and protection of privacy.
As stated in Chapter 1, the research presented in this dissertation aims to
increase the robustness of iris recognition systems against image quality deteri-
oration, changes in pupil size, and occlusion. Apart from negatively affecting
iris recognition performance, these degradations can lead to security failures if
provoked on purpose. Although specific solutions to deal with these degradations
exist, biometric fusion is used in this thesis to address all of them simultane-
ously, from the perspectives of performance and security. Besides, mathematical
modelling of the nonlinear dynamics of the iris is used to define a novel normal-
isation scheme as an alternative to the limited number of approaches aimed at
counteracting the effects of changes in pupil size on iris recognition performance.
Specific information on the challenges to be faced in this thesis is provided in
the next sections.
2.4.1 Iris Image Quality Degradation
When iris recognition is performed in less constrained environments, the quality
of the capture data generally decreases and its heterogeneity increases. According
to [16,17], several global and local noise factors can affect iris images. Global noise
factors, which affect the whole image, include poor focus, motion blur, rotation, or
poor lighting. Local noise factors, which affect only specific iris regions, include
eyelid and eyelashes obstruction, gaze deviation, and reflections. This thesis
focuses on the latter.
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(i) Eyelid and eyelashes obstruction.
One of the most frequent noise sources in iris images is obstruction from
eyelids and eyelashes due to blinking. In this case, a logical mask must be
set so that only iris information is included in the iris code; however, the
amount of iris occluded must be taken into account, since enough usable
information has to remain after masking. According to [16], at least 70%
of the iris area should be available for recognition.
Several and very diverse approaches have been proposed in the literature to
deal with the presence of eyelids and eyelashes. These include Hough trans-
form [75] or active contours [80] for eyelids detection, and intensity-based
thresholding [75, 80, 88] or grey-level co-occurrence matrixes (GLCM) [89]
for eyelashes masking. In their approach, Huang et al . [90] extract edge
information based on phase congruency, and use it to find the boundary of
occlusion regions. Xu et al . [91] use a model of the eyelids and eyelashes to
mask them. Li and Savvides [92] address iris mask estimation as a two-class
classification problem. In their approach, Figueiredo and Jain’s Gaussian
Mixture Models (FJ-GMMs) are used to model the underlying probabilistic
distributions of both occluded and non-occluded regions on iris images, and
a Gabor filter bank is employed to obtain the feature set used for classifi-
cation.
(ii) Gaze deviation or off-angle imaging.
When acquiring the image under less constrained conditions, it is possible
that the gaze is deviated to any direction. Different solutions can be found
in the literature to deal with gaze deviation. The most intuitive approach
consists in using affine transformations to estimate the gaze angle and rotate
the off-angle image into a frontal view image [80, 93]. Since it only focuses
on the geometric distortion, this solution generally shows poor performance
beyond 30◦. Some other approaches deal with other challenges of off-angle
imaging like the corneal refraction of light [94] or the limbus effect [95].
In [95], authors state that the limbus, which is the region where the cornea
joins the sclera, has a semitransparent tissue that occlude the side portions
of the iris plane. This way, they claim, it is difficult to design an accurate off-
angle recognition system without considering the role of the limbus effect.
36
Challenges in Iris Recognition
(iii) Reflections.
Specular reflections are the result of light being reflected on the moist, highly
reflective surface of the cornea. Iris capture systems are usually designed to
limit the specular reflections to the pupil only, but depending on the lighting
conditions they can occur within the iris region as well. Specular reflections
are especially usual if users are wearing glasses at the moment of the data
collection. As occurs with eyelid and eyelashes obstruction, masking can be
used to prevent reflections, and most techniques that work for the former
also work for the latter [75,88,92]. Nevertheless, it is important that enough
iris information remain unmasked.
From the security perspective, the intentional presentation of a noisy or poor
quality iris sample is a well-known type of obfuscation attack. If the presented
sample is too degraded and does not match the attacker template in the database,
the attack succeeds. Purposely blinking, deviating the gaze, or using glasses are
typical ways to achieve this.
2.4.2 Changes in Pupil Size
The primary function of the iris is to regulate the size of the pupil to control the
amount of light entering the eye. A high intensity of light causes the pupil to
constrict, allowing less light in, whereas a low intensity of light causes the pupil
to dilate, allowing more light in. In both operations the texture and shape of the
iris undergoes changes due to the behaviour of the sphincter and dilator muscles
(Fig. 2.10). Changes in pupil size can also occur due to alcohol, drugs and aging.
Figure 2.10: Effect of changes in pupil size on the structure of the stroma. Highlighted
boxes show examples of changes suffered by features of the stroma such
as crypts or the collarette when the pupil dilates and constricts. Sample
images are from WVU Pupil Light Reflex database (Section 2.5.4).
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These changes are particularly important in iris recognition, since they have been
demonstrated to negatively affect performance [13,18–20,32,33].
Several studies have focused on mathematically modelling the effects of iris
deformation due to changes in pupil size [8,35]. However, not many solutions have
been proposed to counteract the effects of iris deformation on recognition perfor-
mance. Most of the few existing solutions use pattern recognition techniques,
like [36], in which Wei et al . present a deformation correction method which uses
a Gaussian function to model the deviation from the linear stretch, or [37], in
which Thornton et al . use the maximum a posteriori probability estimate of the
parameters of the deformation to define a distortion-tolerant similarity metric.
From the security perspective, altering the iris in any way is extremely difficult
given its anatomic characteristics. However, two types of iris alterations can be
easily provoked: mydriasis and miosis. Mydriasis is an excessive dilation of the
pupil arising from disease, trauma or the use of drugs or alcohol. It can also be
artificially provoked by using a mydriatic agent in the form of eye drops. Miosis,
on the other hand, is an excessive constriction of the pupil which can also be
pathological or artificially provoked by using a miotic agent.
Light- and drug-induced changes in pupil size and their effect on iris recogni-
tion are analysed in detail in Chapter 3. Further details are provided in Chapter 5,
where the non-linear dynamics of iris deformation are explored, taking into ac-
count relevant aspects of the iris physiology such as the changes in its elastic
properties or the muscle activity.
2.4.3 Occlusion of the Iris
Total occlusion of the iris can be easily achieved by using cosmetic or prosthetic
lenses, which are contact lenses with a pattern printed or painted on them. As
they are opaque, the corresponding iris texture becomes unavailable. Partial oc-
clusion is also possible by using lenses in which only a black inner circle simulating
the pupil has been printed or painted. While occlusion of the iris can be unin-
tentional and respond to purely aesthetic motivations, it can also be provoked on
purpose in order to perform an obfuscation attack.
The problem of automatically detecting cosmetic contact lenses has gained
relevance in recent years, considering the growing popularity of such lenses. An
early approach by Daugman [96] sought to detect printed iris patterns using spu-
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rious energy in 2D Fourier spectra, however, this approach only applies for lenses
created by a dot-matrix type process. The emergence of new means of manufac-
turing cosmetic contact lenses motivated the development of other approaches,
like those from He et al . [97], Wei et al . [59], or Zhang et al . [98], which use
different texture-based features for detection of printed contact lenses. In their
work, Hughes and Bowyer [99] use stereo image to solve the problem. A detailed
study on the effect of contact lenses on iris recognition, including a comparison of
existing lens detection techniques can be found in [100]. Some results presented
by Doyle et al . in [101] suggest that textured lens detection is a problem far from
being solved, since the accuracy of existing detectors can drop dramatically when
tested on a manufacturer of lenses not seen in the training data, or when the iris
sensor in use varies between the training and test data.
An illustration of how all previous degradations affect iris recognition perfor-
mance is shown in Fig. 2.11, which exhibits the error rates of the GUTI-QUT
iris recognition system (Section 2.6.1) when using a threshold value fixed under
normal operating conditions. The Iris Degradations Data Set, explained in Sec-
tion 2.5.1, was used to obtain the results. As observed, the above-mentioned
degradations clearly increase the false reject rate. The degradations that most
Figure 2.11: Decision error rates for different degradations considering system thresh-
old under normal operating conditions. Results are obtained using the
Iris Degradations Data Set (Section 2.5.1) and the GUTI-QUT iris recog-
nition system (Section 2.6.1).
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affect the performance are total occlusion of the iris, gaze deviation and eyelid
obstruction, followed by pupil dilation and constriction. In each case, the corre-
sponding DET curve was added to illustrate the fact that reducing the impact of
the attack is not possible by just varying a single threshold of the base system
because it results in a trade-off. A multi-part, multi-sample sequential fusion
architecture can be used for that purpose instead, as proposed in Chapter 4.
2.5 Iris Databases
A number of databases are used to evaluate the hypotheses and methodologies
laid out in this thesis.3 They are:
1. Iris Degradations Data Set (IDDS).
2. ICE 2005 [102] (publicly available).
3. CASIA-IrisV1 [103] (publicly available).
4. WVU Pupil Light Reflex database (WVU-PLR) [6].
IDDS is an in-house database specifically created to evaluate the degrada-
tions investigated in this thesis. As well as WVU-PLR, it is one of the very few
databases that contain pupil dilation and constriction data. On the other hand,
ICE 2005 and CASIA-IrisV1 are publicly available databases which are com-
monly used in the literature. In this thesis, CASIA-IrisV1 was considered due to
the ideal nature of its images, which contrasts with the non-ideal nature of ICE
2005 images. One of the main advantages of using publicly available databases
is that it supports the reproducibility of the research. For this same reason, two
of the three iris recognition systems used in the experimental validation of the
methodologies proposed in this research work are open-source.
Each of the selected databases was captured with a different sensor and in-
cludes a different number of subjects and acquisitions. Imaging conditions are
also particular to each database. Details of these are provided next.
3Please note that details provided in this document about the number of images in IDDS do
not exactly match those in publications (i), (ii) and (iv) in List of Publications. This happens
because the database has been further extended and also a manual segmentation process has
been performed to refine the masks resulting from the automatic segmentation process explained
in Section 2.6.1. This was not the case when the publications were written. Since the database
has grown in size, results presented in this document are more accurate and more up to date.
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2.5.1 Iris Degradations Data Set (IDDS)
IDDS is an iris database collected by the author of this thesis. The collection of
this database was motivated by the fact that no publicly available databases with
the appropriate images for this research existed at the moment of starting the
thesis. The database is divided into different subsets, according to the different
degradations to be evaluated (Section 2.4). Details about each of the subsets are
provided in Table 2.2, and explained in detail next. Table 2.2 also shows the
list of chapters in which each subset is used to obtain the relevant experimental
results. Some of the iris images affected by quality deterioration and occlusion
were collected by the author while working as a R&D engineer in GUTI at UC3M.
The rest of them were collected at QUT.
Human ethics clearance was obtained to carry out the data collection (QUT
ethics approval number 1200000048). Images affected by drug-induced pupil di-
lation and constriction were collected with the assistance of an optometrist. Sub-
jects were appropriately briefed and signed a consent form (see informed consent
form and screening test in Appendix A).
IDDS includes a total of 2183 iris images acquired at a resolution of 640×480
pixels. Images were taken from 59 different participants with ages between 16 and
70 years old, who provided images of both eyes. The total number of iris classes
is thus 118. The sensor used for the data collection was the IG-AD100, a dual
eye auto-focus camera which works in the near infrared (NIR) wavelength. The
camera has native built-in passive, behavioural and dynamic countermeasures to
detect eye liveness detection, but such countermeasures are deactivated with the
aim of avoiding any restriction when capturing the data.
Table 2.2: Size information about the different subsets of IDDS.
Conditions Iris classes Images Experimental results
Normal conditions 118 354 Chapters 3, 4 and 5
Quality degradation
Eyelid obstruction 15 114 Chapter 4
Gaze deviation 15 161 Chapter 4
Glasses 37 215 Chapter 4
Changes in pupil size
Dilation 38 292 Chapters 3, 4 and 5
Constriction 69 417 Chapters 3, 4 and 5
Occlusion
Partial 118 354 Chapter 4
Total 18 276 Chapter 4
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(i) Images captured under normal conditions (IDDS:NC).
This subset includes a total of 354 iris images captured under normal condi-
tions in a controlled environment (normal room illumination). Images were
taken from 59 different participants who provided 3 images per eye. Sample
images can be seen in Fig. 2.12.
Figure 2.12: Sample images from IDDS:NC.
(ii) Images affected by quality degradation due to local noise.
For collection of poor quality samples participants were told to blink, devi-
ate the gaze to any direction (up, down, left and right), and wear glasses
(see Fig. 2.13). As a result, the following databases were created respec-
tively: IDDS:Eyelid-obstruction, IDDS:Gaze-deviation, and IDDS:Glasses.
Details about the number of images in each case are provided in Table 2.2.
Figure 2.13: Sample images affected by quality degradation due to local
noise. (a) Eyelid obstruction (IDDS:Eyelid-obstruction), (b) gaze
deviation(IDDS:Gaze-deviation), and (c) reflections due to glasses
(IDDS:Glasses).
(iii) Images affected by changes in pupil size.
This set of images contains a total of 709 iris images affected by different
degrees of light- and drug-induced pupil dilation and constriction.
IDDS:Dilation. This data set contains 292 iris images from 38 iris classes.
It can be divided into the following subsets:
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– IDDS:Dilation-light. Images from this subset were obtained by turning
the ambient lighting off. The infrared LEDs used by the IG-AD100 to
illuminate the iris were enough to take high-quality iris images in the
absence of ambient light and did not modify the pupil dilation, which
is caused by the visible light.
– IDDS:Dilation-drugs. A mydriatic agent (1% tropicamide) in the form
of eye drops was instilled to participants to create this subset. Af-
ter the drug was applied, images were taken every few minutes, but
considerable time elapsed before full dilation occurred (usually 20-30
minutes).
IDDS:Constriction. This data set comprises 417 iris images from 69 iris
classes. Two different subsets can also be considered:
– IDDS:Constriction-light. Images from this subset were obtained by
pointing a visible light source directly at the participant’s eyes.
– IDDS: Constriction-drugs. A miotic agent (2% pilocarpine) in the
form of eye drops was instilled to participants to create this subset. In
those cases in which a high constriction level could not be reached just
with pilocarpine, 2.5% phenylephrine was used. After instillation of
the drug, images were taken every few minutes, but considerable time
elapsed before full constriction occurred (usually 20-30 minutes).
In order to quantify different levels of pupil dilation, the ratio between the
pupil and iris radii is used. This pupil-to-iris ratio, denoted as ∆, will be
referred to as dilation ratio throughout this document (see (2.2)). While the
dilation ratio could in principle vary between 0 and 1, the range of values
obtained for this data set is from about 0.2 (highly constricted pupil), to
about 0.75 (highly dilated pupil), as depicted in Fig. 2.14. Considering
the dilation ratios obtained under normal conditions for IDDS:NC, images
are divided into three categories: constricted images, images with a normal
dilation ratio, and dilated images. Further details of each category are







Figure 2.14: Distribution of dilation ratios of images affected by changes in
pupil size in IDDS.
Table 2.3: IDDS images categorized according to dilation ratio.
Conditions Dilation/constriction level Dilation ratio Images
Normal (IDDS:NC) Normal 0.265 < ∆ < 0.515 354
Light-induced dilation
(IDDS:Dilation-light)
Low 0.515 ≤ ∆ < 0.625 41
High ∆ ≥ 0.625 0
Drug-induced dilation
(IDDS:Dilation-drug)
Low 0.515 ≤ ∆ < 0.625 136
High ∆ ≥ 0.625 115
Light-induced constriction
(IDDS:Constriction-light)
Low 0.235 < ∆ ≤ 0.265 121
High ∆ ≤ 0.235 78
Drug-induced constriction
(IDDS:Constriction-drug)
Low 0.235 < ∆ ≤ 0.265 120
High ∆ ≤ 0.235 98
Figure 2.15: Sample images affected by changes in pupil size (high dilation
ratio). (a) Drug-induced dilation (∆ = 0.75), (b) light-induced
dilation (∆ = 0.58), (c) light-induced constriction (∆ = 0.22),
and (d) drug-induced constriction (∆ = 0.20).
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(iv) Images affected by occlusion.
This category includes 276 iris images affected by total occlusion and 354
iris images affected by partial occlusion (see Table 2.2).
– IDDS: Total-occlusion. Cosmetic and prosthetic lenses were used in
this case to completely occlude the iris. Cosmetic lenses are com-
monly used to change the eye appearance for purely cosmetic purposes.
Among them, colour and fantasy lenses are particularly common. In
most cases, colour cosmetic lenses are the result of the combination
of two or three layers of colour pigment, simulating the pupillary and
ciliary zones, as well as the radial iris coloration. This is done in order
to achieve a natural appearance. Unlike colour contact lenses, fantasy
lenses are used to achieve an unreal physical appearance. On the other
hand, prosthetic contact lenses are usually used to mask flaws and im-
prove the appearance of an eye disfigured from a birth defect, trauma
or disease. They are hand-painted and try to reproduce all the details
of a healthy eye. Cosmetic and prosthetic lenses are opaque and they
normally obscure the iris completely.
– IDDS: Partial-occlusion. In the case of partial occlusion, images
were synthetically created from the normal conditions image subset
(IDDS:NC) by increasing the pupil radius from Rp to 1.75×Rp. How-
ever, the same effect could have been achieved by using prosthetic
lenses in which only a black inner circle simulating the pupil has been
printed or painted. It is important to note that the increase in the
pupil radius can be adjusted for a more or less severe degradation.
Sample images from the previous subsets can be seen in Fig. 2.16.
Figure 2.16: Sample images affected by occlusion. (a) Colour cosmetic lens
(IDDS:Total-occlusion), (b) fantasy cosmetic lens (IDDS:Total-





The ICE 2005 database [102] was provided by the National Institute of Standards
and Technology (NIST) for the iris recognition challenge problem known as Iris
Challenge Evaluation (ICE) 2005. It comprises a total number of 2953 iris images
captured from 132 different participants at a resolution of 640× 480 in the NIR
wavelength. The database includes images of right irides (1425 images from 124
users) and left irides (1528 images from 120 users), acquired at the same time in
most cases. The sensor used for the data collection was the LG EOU 2200. The
images in this database are non-ideal and contain reflections, blur and interlacing
distortion (see Fig. 2.17).
(a) (b) (c) (d)
Figure 2.17: Sample images from ICE 2005. (a) Good quality image, (b) shadow
and reflection above lower eyelid, (c) motion blur, and (d) interlacing
distortion.
2.5.3 CASIA-IrisV1
CASIA iris image database version 1.0 (CASIA-IrisV1) [103] includes 756 iris im-
ages from 108 different eyes. There are a total of 7 images per eye, collected in
two different sessions. All images are stored with resolution 320× 280. The sen-
sor used for the data collection was a homemade iris camera [103] developed by
the Chinese Academy of Sciences, Institute of Automation. It uses eight 850nm
NIR illuminators circularly arranged around the sensor to ensure uniform illumi-
nation. The pupil regions of all iris images in CASIA-IrisV1 were automatically
detected and replaced with a circular region of constant intensity to mask out the
specular reflections from the NIR illuminators. While this kind of editing makes
the automatic detection of the pupillary boundary artificially simple [104], it does




Figure 2.18: Sample images from CASIA-IrisV1.
2.5.4 WVU Pupil Light Reflex (WVU-PLR)
The WVU pupil light reflex database (WVU-PLR) [6] includes images from 54
subjects collected under different illumination conditions. It was captured using a
multispectral camera which acquires colour infrared (CIR) imagery of four spec-
tral bands (near-infrared and visible spectrum wavelengths). A first subset was
collected considering a linear increase of light intensity by using a linear voltage
ramp generator (Experiment A), and a second subset was collected by alternating
periods of absence and presence of light (Experiment B). The voltage provided
to the tungsten krypton bulb used in the capture system in the two experiments
is depicted in Fig. 2.19.
Since large differences in pupil size are of interest in the experiments of this
research work, only images from Experiment B are considered. To guarantee
illumination homogeneity, only those images captured while the tungsten krypton
bulb was on are used. Illumination homogeneity within users is important, since
it guarantees that none of the results reported are unduly affected by photometric
(a) (b)
Figure 2.19: WVU-PLR: voltage provided to the tungsten krypton bulb used in the
capture system [6]. (a) Experiment A - Linear voltage ramp generator
(Ts ∈ 20s, 30s, 45s), and (b) Experiment B - Sudden flash of light (time
intervals [t0, t1], [t1, t2], and [t2, t3] are approximately 10s).
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variations on the iris stroma. Finally, only NIR (810nm) images are used. The
resultant data set, which will be referred to as WVU Flash Data Set (WVU-
FDS) from here on, consists of 2053 left-eye images from 48 users. Finally, it is
important to mention that although the initial image resolution is 1392 × 1040,
all images are resized to a resolution of 640× 480 before processing.
The dilation ratio ∆ (see (2.2)) is used in order to quantify different levels
of pupil dilation. The range of values obtained for this data set is from about
0.2 (highly constricted pupil), to about 0.7 (highly dilated pupil), as depicted in
Fig. 2.20. Based on the distribution of dilation ratios shown in Fig. 2.20, images
from WVU-FDS can be divided into three categories: constricted images, images
with a normal dilation ratio, and dilated images. Further details of each category
are provided in Table 2.4, and some sample images can be seen in Fig. 2.21.
Figure 2.20: Distribution of dilation ratios of images in WVU-FDS.
Table 2.4: WVU-FDS categorization according to dilation ratio.
Conditions Dilation/constriction level Dilation ratio Users Images
Normal Normal 0.35 < ∆ < 0.475 46 776
Dilation
Low 0.475 ≤ ∆ < 0.575 40 193
High ∆ ≥ 0.575 17 41
Constriction
Low 0.275 < ∆ ≤ 0.35 33 889




Figure 2.21: Sample images of the same eye with different dilation ratios from WVU-
FDS. (a) ∆ = 0.62, (b) ∆ = 0.40, and (c) ∆ = 0.27.
According to the categorization, the number of dilated images is considerably
lower than that of constricted images. This is due to the image acquisition process.
As previously explained, images in the WVU-FDS were collected by alternating
periods of absence and presence of light. Images captured right after the source
light was activated and a sudden burst of light occurred are dilated, but due to
the short pupillary latency they are less numerous. Since the source light is on
for 10 seconds, the number of constricted images is considerably higher.
2.6 Iris Recognition Systems
Three different iris recognition systems are used in this dissertation to exper-
imentally validate the proposed hypotheses and methodologies. These are the
in-house GUTI-QUT iris recognition system (GQ-Iris), and the open source sys-
tems OSIRIS v4.1 [105] and Masek’s system [106]. It is important to note that
a manual segmentation process is performed in all cases after the automatic seg-
mentation process to refine the mask and eliminate residual errors. Although only
iris information should remain, some minor imperfections cannot be avoided. In
any case, segmentation errors are kept to a minimum, and their effect in any
experimental result can be disregarded.
2.6.1 GUTI-QUT Iris Recognition System (GQ-Iris)
GQ-Iris is an iris recognition system developed to obtain error rates that are
close to the current state of the art when using IDDS [13]. The implementation
of this system was motivated by the fact that existing open source systems did
not properly segment the images in IDDS. The original iris recognition system
was designed and developed by the author of this thesis while working in GUTI
at UC3M. She was assisted by other member of the group. The system used in
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this thesis is a modified version of it. Since it is not publicly available for the
time being, specific details are provided in Appendix B.
The characteristics of GQ-Iris are as follows. In the pre-processing stage, the
black hole search method [107] is first used to locate the pupil (coarse search).
A simplified version of Daugman’s integro-differential operator [7] is then used
(fine search) to define the contours. In order to detect and mask eyelids and
eyelashes, a combination of Canny’s edge detection algorithm [11] and Deriche et
al .’s algorithm [12] is used. Normalisation is performed according to Daugman’s
rubber-sheet model [7], and an image with fixed dimensions 512× 72 is obtained.
Taking into account the results reported by Zheng and Su in [108], convolution
with the imaginary part of a 2D Gabor filter [109] is considered in the feature
extraction stage to extract the texture from the normalised iris image. Only
one orientation (θ = 0◦) and scale (σx = 5.3, σy = 2.35) are used. Filtering
is performed by sectors (the normalised image is divided into 12 rings and 256
sectors per ring), and an iris code of 3072 bits is obtained as a result of binary
quadrature encoding. Comparison is based on normalised Hamming distance,
and rotation invariance is achieved as exposed by Daugman [7]. The EER value
obtained with the data set IDDS:NC is 0.87%, close to other available baselines
that represent the state of the art [13].
2.6.2 OSIRIS v4.1
OSIRIS v4.1 (Open Source for Iris version 4.1) [105] is an open source iris recogni-
tion system based on Daugman’s works [7]. The segmentation stage uses a Viterbi
algorithm [110] and Daugman’s rubber-sheet model [7] is used to normalise the
image. The feature extraction stage is based on Gabor phase demodulation. Each
iris code is saved as a binary image of size W × (n × H), where W × H is the
size of the normalised image, and n is the number of Gabor filters [109]. In fact,
there are n/2 Gabor filters, with real and imaginary parts, but OSIRIS v4.1 con-
siders the real and imaginary parts as two independent filters. In the comparison
stage, irides are compared using the normalised Hamming distance. However, not
all the pixels of the iris code are used to perform the comparison. For flexibil-
ity purposes, a matrix of 256 application points is used to indicate which pixels
are considered. The EER of OSIRIS v4.1 with ICE 2005 using the parameters
described in [105] is 1.10%.
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In this thesis, some modifications were made to the original implementation in
order to make it suitable for the experimental validation of the methodology pre-
sented in Chapter 3, in which bit errors in iris codes are systematically analysed
to find those parts of the iris that are more consistent. In the original implemen-
tation, the effective size of the iris code is 256 bits. Since 12 iris parts (rings and
sectors) are considered in Chapter 3 to perform the experiments, the size of the
iris code of each of the parts would be only 21 bits. To obtain better estimates of
the mean normalised bit error (Section 3.2), the whole iris code is used instead
of the 256 application points. Apart from that, other parameters were configured
in OSIRIS v4.1 as follows. The size of the normalised image is 512× 72. Follow-
ing the recommendations in [111], feature extraction is performed using a bank
of filters consisting of the imaginary part of 6 Gabor filters with three different
frequencies and two scales. The size of the iris code obtained as a result of binary
quadrature encoding is then 512×72×6. Such a big iris code is not useful for real
time applications, but serves well for the experiments performed in Chapter 3.
2.6.3 Masek’s Iris Recognition System
The open source iris recognition system proposed by Masek and Kovesi [106] uses
Daugman [7] and Wildes [4] approaches as a basis. In the segmentation stage,
the circular Hough transform [72] is used to locate the pupil and iris boundaries.
Eyelids are isolated by fitting a line to the upper and lower eyelid using the lin-
ear Hough transform. A second horizontal line is then drawn, which intersects
with the first line at the iris edge that is closest to the pupil. Eyelashes and
reflections are isolated by using a simple thresholding technique. In the feature
extraction stage, phase data from a 1D log-Gabor filter [112] with a bandwidth
given by σ/f = 0.5 is used to extract the texture information. The phase re-
sponse at each pixel specifies the coordinates of a phasor in the complex plane.
During phase encoding, the angle of each phasor is quantized to one of the four
quadrants, setting two bits of phase information. Iris codes are compared using
normalised Hamming distance, and rotation invariance is achieved as exposed by
Daugman [7].
In the original implementation, a 20×240 normalised image is used and a 9600
bit iris code is obtained. These same values are used to obtain the experimental
results in Chapter 5. However, some modifications were made in order to make
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the system suitable for the experimental validation of the methodology presented
in Chapter 3. Since the dimensions of the normalised iris images used in this
chapter are 512 × 72, the normalised iris size proposed by Masek is changed to
that value, and a 512× 72× 2 bit iris code is obtained instead.
2.7 Chapter Summary and Conclusions
In this chapter, relevant concepts of biometric systems have been presented, with
emphasis on the performance and security evaluations. A comprehensive liter-
ature review about iris recognition systems has been developed, and some of
the challenges of iris recognition under less constrained conditions have been
explained in detail. Special attention has been paid to iris image quality deteri-
oration, changes in pupil size, and occlusion of the iris. Existing approaches to
address these challenges have been presented, although none of them deal with
all degradations simultaneously. This can be done with the fusion-based solution
introduced in Chapter 4. Apart from improving recognition performance, the
proposed solution increases robustness against security attacks like obfuscation.
In the last part of the chapter, the databases and iris recognition systems used to
evaluate the methodologies laid out in this thesis have been described in detail.
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Chapter 3
Part Based Bit Error Analysis of
Iris Codes
Chapter Organization
In this chapter, bit errors in iris codes are systematically analysed to find
those parts of the iris that are more consistent. The differences in bit er-
rors between annular rings of different width will be then exploited using
a multi-part, multi-sample sequential decision fusion architecture for bet-
ter performance than systems that use full iris codes from single samples
(see Chapter 4). A formal definition of the error-based analysis criterion
is provided in Section 3.2, and then used to compute the reference dis-
tribution of bit errors in Section 3.3. Three iris recognition systems and
three data sets are used in the experiments detailed in Section 3.4 to check
the effect of a number of factors in the distribution of bit errors within
the iris. Section 3.5 presents the chapter summary and conclusions. The
original contributions discussed in this chapter result in publications (ii)
and (v) in List of Publications.
3.1 Introduction
The human iris contains rich texture information determined by distinctive fea-
tures such as furrows, crypts, ridges and a zigzag collarette (Section 2.3.1). The
textural complexity and variability of the iris across individuals make it possible
to use iris patterns as a highly reliable method for recognition [13]. However,
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texture information within the iris is not uniform, and bits in an iris code differ
in their consistency from one sample to another for the same identity.
Different approaches have been proposed to investigate the differences between
regions of the iris in their contributions to iris recognition performance. An early
approach proposed by Pereira and Veiga [113] analysed all possible combinations
of five out of ten concentric iris rings to improve the performance of an iris
recognition system. If rings are numbered from the pupillary boundary out to
the limbus as 1 to 10, the best performance was obtained when using rings 2, 3,
4, 5 and 7. To complete the analysis [114], they divided the iris into a greater
number of concentric rings and used a genetic algorithm to determine those that
led to the best performance. Results showed that the selected rings were mainly
located in the central regions of the iris.
Hollingsworth et al . [115] demonstrated the existence of fragile or inconsistent
bits, which are defined as bits that have a substantial probability of changing from
a 0 to a 1 or vice versa in iris codes of the same iris. Given a number of test
images, the percentage of them in which a particular bit of the iris code changes
measures its consistency. A threshold which results in p% of the images showing
bit changes for a fragile bit is called the p% consistency threshold. Using a
consistency threshold of 40%, best results were obtained for rings 5 to 12 out of
twenty (or 2 to 6 out of ten approximately) for rings numbered in ascending order
from the pupillary boundary out to the limbus. This information was exploited
by masking the fragile bits before the comparison stage in order to increase the
recognition accuracy. The authors of this work also found that certain bits are
consistent even across out-of-focus and noisy images. Rathgeb et al . [116] used
the previous work as a reference and computed a mask in which the consistency at
each bit position was defined as the difference between the estimated probabilities
of intra-class and inter-class error occurrence. Tan and Kumar [117] exploited the
temporal intra-class information in the feature space to derive a stability map
which indicates the consistency of bits in iris codes.
Broussard et al . [118] and Hilal et al . [119] calculated the recognition accuracy
achieved by different iris regions in order to investigate their contribution to the
comparison decision. In [118], rings 4 to 8 out of ten were reported to be the
most consistent, whereas in [119], rings 2 and 3 out of ten performed the best,
followed by rings 1, 4 and 5. In both cases rings are numbered in ascending order
from the pupillary boundary out to the limbus.
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Results reported in all previous approaches seem to indicate that texture in-
formation located in the central region of the iris is more consistent, and the
maximum consistency is reached closer to the pupillary boundary than to the
limbus. However, some differences exist in the results obtained for those rings
near the pupillary boundary which should be further investigated.
Different criteria were used in the above-mentioned approaches to identify
the most consistent parts of the iris. Fragile bits [115], probabilities of intra-class
and inter-class error occurrence [116], recognition accuracy [118,119] or decidabil-
ity [119] are some of these criteria. Potential causes of inconsistencies, such as
segmentation [115,119], normalisation [119], template and filter sizes [118], filter
type [115], and iris alignment [115] were also investigated. Although experiments
confirmed that these factors affect texture information consistency, the lack of
a common theoretical and testing framework makes it difficult to compare the
different effects in a quantitative manner.
In this chapter, a consistent theoretical and testing framework is used to
analyse the consistency of different iris regions. Radial partitions or rings as
well as angular partitions or sectors are considered. Bit errors in iris codes are
systematically analysed and the statistics of such bit errors are computed for
genuine and impostor distributions as functions of radius and angle. The results
provide insight into the most effective manner in which iris information can be
used considering the spatial distribution of bit errors in iris codes. An extended
list of the factors that are more likely to influence the spatial distribution of bit
errors is considered, and their effect on the error distribution is analysed. Factors
such as segmentation, capture sensor, resampling, input iris image resolution,
filter type, additive noise, and changes in pupil size are thoroughly investigated.
Three data sets and three iris recognition systems are used in the experiments
to investigate the effect of the above-mentioned factors on the distribution of bit
errors. The data sets are ICE 2005 [102], CASIA-IrisV1 [103] and IDDS. Since
ICE 2005 has more images and iris classes than the others, it is used as a reference
in all the experiments described in this chapter. The iris recognition systems are
OSIRIS v4.1 [105], Masek’s system [106], and GQ-Iris. Since OSIRIS v4.1 uses
ICE 2005 as the reference database as is used in this work, it is used as a reference
here. Details about all data sets and iris recognition systems are provided in
Sections 2.5 and 2.6.
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3.2 Bit Error Analysis of Iris Codes
As stated in the previous section, different criteria can be considered to identify
the most consistent regions of the iris. In order to better identify and understand
the potential causes of inconsistencies, a criterion which is closely related to the
texture-level is desirable. The mean normalised number of bit errors between iris
codes is the criterion selected in this case.
The normalised bit error between two iris codes {C1, C2} whose mask bit
vectors are denoted {M1, M2} is defined as the number of bits that differ between
the unmasked portions of the iris codes as a fraction of the total number of bits
that are compared. This dissimilarity metric is also known as normalised or
fractional Hamming distance. The normalised bit error is calculated as indicated
in (3.1), where ⊕ and · are the bitwise-XOR and the bitwise-AND operation
respectively, and || represents the L1 norm.
 =
(C1⊕C2) · (M1 ·M2)
|M1 ·M2| . (3.1)
The value of  is computed for different iris parts (rings and sectors), obtained
as functions of radius and angle. Radial partitioning results in R different con-
centric rings of size (Rs −Rp) /R, where Rs and Rp are the radius of the iris
and the pupil respectively. Angular partitioning results in S sectors of equal size
numbered as shown in Fig. 3.1. The iris code associated with each iris part is a
fraction of the complete iris code, properly selected by masking.
Subscripts r and θ are used to denote, respectively, rings and sectors, and
superscripts i and j are used to identify the specific ring (i = 1, . . . , R) and sector
(j = 1, . . . , S). According to this notation, ir denotes the normalised number of
bit errors in ring i, and jθ denotes the normalised number of bit errors in sector
j. Since data sets differ in the number of identities or users and the number of
iris samples for each, the previously defined normalised number of bit errors per
ring and sector are averaged for the number of comparisons of any given data set.
The mean normalised bit error per ring and sector denoted  ir and 
j
θ respectively,
is thus calculated as the average of the normalised bit error for a region when
computed over a number of samples. The mean normalised bit error can be used
to identify the iris regions with higher consistency and thus contributing relatively
more to better performance for genuine comparisons.
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(a) (b)
Figure 3.1: Iris partitioning. (a) Radial partitioning. (b) Angular partitioning.
3.3 Reference Distribution of Bit Errors
The mean normalised bit error between iris codes of different iris parts can be
calculated using (3.1) for any given data set and iris recognition system. In this
chapter, bit errors are calculated for 12 radial parts or rings ( ir , i = 1, . . . , 12) and
12 angular parts or sectors ( jθ , j = 1, . . . , 12), as defined in Fig. 3.1. The analysis
of factors other than segmentation should not be influenced by errors introduced
owing to segmentation. In order to eliminate the effect of segmentation errors
from the experimental results, iris images are automatically segmented and then
subjected to a manual selection process to retain only those that are correctly
segmented. A manual segmentation process is later performed to refine the mask
and eliminate residual errors. Although only iris information should remain, some
minor imperfections cannot be avoided.
To calculate the reference distribution of bit errors, the reference data set ICE
2005 (Section 2.5.2) is automatically segmented using the reference iris recognition
system OSIRIS v4.1 (Section 2.6.2) and then subjected to a manual selection and
mask refinement process. As a result, a segmentation-error-free reference subset
is obtained which includes 1232 images.
It may be noted that calculating the mean normalised mean error from the
raw iris images rather than the normalised iris images eliminates the errors aris-
ing from mapping the raw images from Cartesian to polar coordinates (see Sec-
tion 3.4.3). Nevertheless, OSIRIS v4.1, as well as the vast majority of iris recog-
nition systems, performs iris normalisation before computing the iris code, so bit
errors are calculated here from the normalised iris image rather than the raw iris
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image. The effect of the resampling process that occurs during iris normalisation
is analysed in detail in Section 3.4.3.
The mean normalised bit error obtained when processing the segmentation-
error-free subset of ICE 2005 with OSIRIS v4.1 is shown in Fig. 3.2 for the genuine
and impostor distributions. This result will be the reference for the rest of the
chapter. According to Fig. 3.2, the distribution of the mean normalised bit error
obtained from impostor comparisons appears to be uniform and almost equal to
0.5 for radial partitions or rings, as well as angular partitions or sectors. This
result is consistent with the fact that if two irides are from different identities, they
are expected to have statistically independent iris codes [120] and the expected
fraction of agreeing or disagreeing bits between two independent iris codes is 0.5.
For genuine comparisons, rings nearer the pupil and those nearer the limbus are
affected more by bit errors than those in the middle. The mean normalised bit
error for different sectors is almost uniform, and the average equals 0.3. Since
this work focuses on analysing how the consistency of bits in iris codes differ from
one sample to another for the same identity, genuine comparisons are of more
interest. From here on, only genuine comparisons will be analysed.
(a) (b)
Figure 3.2: Mean normalised bit error as a function of the (a) radius and (b) angle cal-
culated from genuine and impostor comparisons using the segmentation-
error-free reference subset and dividing the images into 12 rings and 12
sectors respectively.
In order to validate the previous result and obtain statistical confidence, re-
peated random sub-sampling based validation is used. Three quarters of the iris
samples from the segmentation-error-free subset are randomly selected and 100
such Monte Carlo trials are used to compute statistics. Results are shown in
58
Reference Distribution of Bit Errors
Fig. 3.3 with the standard deviation for each ring and sector represented as an
error bar above and below the mean values in each case. The reference bit error
distribution shown in Fig. 3.3 in a bar diagram, is also represented in Fig. 3.4 in
Cartesian coordinates.
(a) (b)
Figure 3.3: Mean normalised bit error as a function of the (a) radius and (b) angle
calculated from genuine comparisons using the segmentation-error-free
reference subset. Standard deviation is shown as error bars.
Figure 3.4: Mean normalised bit error as a function of the (a) radius and (b) angle
calculated from genuine comparisons using the segmentation-error-free
reference subset, represented in Cartesian coordinates.
According to the results shown in Fig. 3.3, the maximum standard deviation
when considering radial partitioning occurs for the middle ring (ring 6) and is
equal to 0.55%. The mean value for the standard deviation is 0.48%. In the case
of angular partitioning, a maximum standard deviation of 1.1% occurs for sectors
59
Part Based Bit Error Analysis of Iris Codes
around 90◦. The mean value for the standard deviation in this case is equal to
0.69%. The maximum standard deviation in the angular case may be arising from
minor imperfections that remain even in the trimmed reference subset presumed
free of segmentation errors.
The V-shaped trend for radial partitions or rings appears to be statistically
significant, and any deviation from a uniform error distribution for angular par-
titions or sectors does not seem statistically significant. Considering its relevance
in this study, statistical significance testing will be used to validate these results.
Using a 99% confidence interval around the mean value of the mean normalised
bit error in each ring, a region or band is constructed, as shown in Fig. 3.5 (a).
With 99% statistical confidence, it can be concluded that the true trend of the
mean normalised bit error in each ring will be a curve within this band, if it is
not indeed the curve formed by the mean values. All possible curves will globally
exhibit a V-shaped trend because the band has this shape. It may be possi-
ble to have local minima or maxima (theoretically) but by computing the mean
normalised bit error from a number of data sets, it is shown that the trend is
consistent. By the same argument as given for the V-shaped trend as a function
of radius, a 99% confidence interval around the means of the mean normalised
bit error as a function of angle is used to construct a band, shown in Fig. 3.5
(b). The local fluctuations of the error in each sector are found to be within this
band. Thus we can reject the hypothesis that the trend of the mean normalised
bit error in each sector is not uniform.
(a) (b)
Figure 3.5: Statistical significance testing of reference distribution of bit errors.
(a) 99% confidence test performed for each ring, and (b) 99% confidence
test performed for each sector.
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3.4 Factors Affecting the Distribution of Bit
Errors within the Iris
Using ICE 2005 and OSIRIS v4.1 as the reference data set and iris recognition
system respectively, a V-shaped radial trend of decreasing bit errors towards the
central region of the iris is obtained for genuine comparisons, and it is observed
that the distribution of errors as a function of angle is uniform. However, some
factors have been previously demonstrated [115, 118, 119] to affect such distribu-
tion. Using a consistent theoretical and testing framework, an extended list of
the factors that are more likely to influence the spatial distribution of bit errors
is considered in this thesis, and a thorough and systematic analysis of them is
carried out to quantitatively assess their effect. The factors that are analysed
in this section are: segmentation, capture sensor, resampling, input iris image
resolution, filter type, encoding scheme, additive noise, and changes in pupil size.
3.4.1 Effect of Segmentation
One of the most common sources of error in iris recognition is imperfect segmenta-
tion. In order to check to what extent segmentation errors affect the distribution
of bit errors, the mean normalised bit error is compared when considering the
whole reference data set and the segmentation-error-free reference subset. In
the first case, only the automatic segmentation performed by OSIRIS v4.1 (Sec-
tion 2.6.2) is applied and segmentation errors exist. In the second case, used as
the reference in all experiments, images are automatically segmented and then
subjected to a manual selection and mask refinement process to eliminate resid-
ual errors. For analysis purposes, the bit error distributions corresponding to the
whole reference data set versus the reference subset free of segmentation errors
can be seen in Fig. 3.6 for the genuine distribution.
According to Fig. 3.6 (a), eliminating segmentation errors from the mean
normalised bit error computation decreases the number of bit errors per ring up
to 3.8% on average, but it does not modify their distribution as a function of the
radius. On the contrary, the effect of segmentation on the angular distribution
of bit errors is more noticeable. According to Fig. 3.6 (b), the mean normalised
bit error calculated for different sectors using the segmentation-error-free subset
is almost uniform. Therefore, the peak bit error that can be observed around 90◦
61
Part Based Bit Error Analysis of Iris Codes
(a) (b)
Figure 3.6: Mean normalised bit error as a function of the (a) radius and (b) angle
calculated from genuine comparisons using the whole reference data set
and the segmentation-error-free reference subset.
when the whole data set is used (see cyan bars) and the trends towards and away
from this peak, are mainly due to segmentation errors. These segmentation errors
arise in the upper part of the iris, where occlusions due to eyelids and eyelashes
are more common.
3.4.2 Effect of Capture Sensor
To ensure that the distribution of bit errors is not biased by the particular sen-
sor used to capture the iris images, images from three data sets captured with
different iris sensors are considered in this test. Such data sets are IDDS:NC
(Section 2.5.1), ICE 2005 (Section 2.5.2), and CASIA-IrisV1 (Section 2.5.3). De-
tails about the iris sensor used in each case can be found in the relevant sections.
To exclude the effect of segmentation from the results, segmentation-error-free
images from each data set are considered. Information about the trimmed sub-
sets can be found in Table 3.1. It should be noted that the iris images in the
three data sets were acquired from different populations, so some effect of the
test population on the results cannot be discarded. The comparison between the
mean normalised bit error computed as a function of the radius and the angle is
shown in Fig. 3.7.
According to Fig. 3.7 (a), a very similar radial bit error distribution is obtained
for all three data sets. Rings 4 to 6 are the least affected by bit errors, and rings
nearer to the pupil and limbus are the most affected. Results from Fig. 3.7 (b)
show that bit errors are not distributed exactly the same way for each of the three
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Table 3.1: Size of databases under study: whole data set vs. segmentation-error-free
subset or trimmed subset.
Whole Data Set Trimmed Data Set
Iris Classes Images Iris Classes Images
ICE 2005 244 2953 150 1232
CASIA-IrisV1 108 756 103 655
IDDS:NC 118 354 118 354
(a) (b)
Figure 3.7: Mean normalised bit error as a function of the (a) radius and (b) angle
calculated from genuine comparisons using the segmentation-error-free
images from three databases that use different iris sensors: ICE 2005,
CASIA-IrisV1, and IDDS:NC.
data sets with respect to angular variation, although the distribution is quite
uniform in all cases. Bit errors fluctuate around a clearly defined average (0.34
for CASIA-IrisV1, 0.3 for ICE 2005 and 0.25 for IDDS:NC), with variations that
never exceed 3%. The fact that CASIA-IrisV1 shows the highest mean normalised
bit error can be mainly attributed to the lower resolution of the images (320×280
vs 640× 480 in the other two cases). The effect of the input image resolution on
the mean normalised bit error is quantified and analysed later in Section 3.4.4.
The fact that IDDS:NC shows the lowest mean normalised bit error with the
same input image resolution as ICE 2005 is due to the fact that IDDS:NC images
were captured under more ideal conditions than those in ICE 2005. From this
experiment it can be concluded that using different input sensors and different
populations results in data exhibiting different mean normalised mean error, but
does not affect the general trend of the radial or angular bit error distributions.
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3.4.3 Effect of Resampling
In iris recognition, once the pupillary boundary and the limbus are located, an
iris normalisation process is carried out to unwrap the annular iris region into a
rectangular block of fixed dimensions. Iris normalisation is performed in order
to counteract changes in the size and scale of the iris patterns. As described by
Daugman in [7], the invariance to all these factors can be achieved by remapping
the iris image from Cartesian coordinates to a pseudo-polar coordinate system
(see Fig. 3.8). According to Daugman’s rubber sheet model, the mapping of
the iris image I(x(r, θ), y(r, θ)) −→ I(r, θ) can be represented according to (3.2),
where (xp(θ), yp(θ)) are the discrete coordinates nearest to the pupillary boundary
at a given angle θ ∈ [0, 2pi] with respect to the pupil centre, (xs(θ), ys(θ)) are the
discrete coordinates nearest to the limbic boundary at a given angle θ ∈ [0, 2pi]
with respect to the iris centre, and r is the normalised radius in the interval
[0,1]. Further details about the normalisation process and Daugman’s rubber
sheet model are provided in Chapter 5.
Figure 3.8: Iris normalisation according to Daugman’s rubber sheet model [7].
x(r, θ) = (1− r) xp(θ) + r xs(θ),
y(r, θ) = (1− r) yp(θ) + r ys(θ).
(3.2)
Normalisation involves a resampling process. In the original image, circumfer-
ences with different radii have different numbers of pixels, and the distance from
the pupillary boundary to the limbic boundary is different for different pupil sizes.
However, the normalised image has a constant width and a constant height. In
this subsection, it is investigated whether this resampling process has an effect
on the spatial distribution of bit errors by varying the size of the normalised
image. In the reference iris recognition system, the iris area in the raw image
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is mapped to a normalised rectangular image with fixed dimensions of 512 × 72
using (3.2). For this test, the reference size of the normalised image is kept the
same (512×72) and the distribution of bit errors is checked for smaller and bigger
heights (512× 36 and 512× 144) and widths (256× 72 and 1024× 72).
By progressively changing the normalised image height it is possible to deter-
mine the radial influence of resampling. The three sizes tested in this case are
512× 36, 512× 72 (reference) and 512× 144. Results of the mean normalised bit
error as functions of the radius and the angle are shown in Fig. 3.9. Since the
normalised image height is related only to the iris radius, height changes have
just a minor effect on the angular distribution of bit errors (see Fig. 3.9 (b)), with
variations from the reference under 3.5%. Nevertheless, they have a minor effect
on the radial distribution of bit errors too (see Fig. 3.9 (a)), and the biggest vari-
ation with respect to the reference is equal to 3.9%. The results obtained indicate
that height resampling hardly has any influence on the distribution of bit errors.
It is revealing that changes in the height of the normalised image do not produce
a noticeable change in the mean normalised bit error for radial partitioning.
(a) (b)
Figure 3.9: Mean normalised bit error as a function of the (a) radius and (b) angle
calculated from genuine comparisons using the segmentation-error-free
reference subset with different normalised image heights: 512×36, 512×72
(ref) and 512 × 144. This test is used to check the radial influence of
resampling in the distribution of bit errors.
In order to determine the angular influence of resampling, the width of the
normalised image is progressively changed, as 256× 72, 512× 72 (reference) and
1024×72. Fig. 3.10 shows the result of this experiment. According to the results,
the distribution of bit errors when considering radial and angular partitioning
65
Part Based Bit Error Analysis of Iris Codes
shows the same trend in the three cases. However, unlike the previous case,
width changes have a noticeable effect on the mean normalised bit error. The
worst performance is obtained when doubling the reference width, with variations
from the reference error equal to 5.5% on average. The fact that the lowest mean
normalised bit error is obtained for a size of the normalised image equal to 256×72
suggests that such size is more suitable since it leads to a better performance.
(a) (b)
Figure 3.10: Mean normalised bit error as a function of the (a) radius and (b) angle
calculated from genuine comparisons using the segmentation-error-free
reference subset with different normalised image widths: 256×72, 512×
72 (ref) and 1024× 72. This test is used to check the angular influence
of resampling in the distribution of bit errors.
3.4.4 Effect of Input Iris Image Resolution
Image resolution is a key factor in iris recognition since poor resolution of the
iris significantly degrades the performance. Iris image resolution depends on the
specific capture sensor, and also on the distance between the user and the sensor.
Robustness to iris size changes due to the distance between the user and the
sensor can be achieved by normalisation.
The effect of the resolution of the input iris image on the distribution of bit
errors is determined in this section by using different resolution inputs and nor-
malising them to the same pixel grid for further processing. For this test, the
resolution of all the segmentation-error-free images in the reference iris data set
is changed from 640×480 to 320×240. The input images from the segmentation-
error-free reference subset and the lower resolution subset are normalised to the
same size and processed in the same manner. The mean normalised bit error
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is then computed and compared. Fig. 3.11 shows the result of the comparison.
According to the results, the distribution of bit errors is the same in both cases
for both radial and angular partitions, however, the mean normalised bit error
increases when the lower resolution images are used. This result is consistent
with the loss of texture information from lowering the resolution. It is also con-
sistent with the result from Section 3.4.2 on the effect of the capture sensor. In
that experiment, results also show that the lowest mean normalised bit error is
obtained for the database with the highest resolution input images.
(a) (b)
Figure 3.11: Mean normalised bit error as a function of the (a) radius and (b) angle
calculated from genuine comparisons using the input iris images from
the segmentation-error-free reference subset at two different resolutions:
320× 240 and 640× 480 (ref).
3.4.5 Effect of Filter Type and Encoding Scheme
Another important factor that might affect the distribution of bit errors within
the iris is the filter used to obtain the binary iris codes required to compute the
error. To analyse the effect of the filter type on the mean normalised bit error,
tests are carried out using three different iris recognition systems. These are
OSIRIS v4.1, GQ-Iris, and Masek’s system. As detailed in Section 2.6, the first
system is configured to use a bank of Gabor filters, the second one uses a single
Gabor filter, and the last one uses a log-Gabor filter. It should be noted that
while OSIRIS v4.1 and GQ-Iris use binary quadrature encoding, Masek’s system
uses phase encoding, so some effect of the encoding scheme on the results cannot
be discarded. As in all the previous tests, only the segmentation-error-free images
from the reference iris data set are used.
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The mean normalised bit errors calculated with OSIRIS v4.1, GQ-Iris, and
Masek’s system are shown in Fig. 3.12. According to Fig. 3.12 (a), very similar
radial distributions of bit errors are obtained in all cases. Rings 4 to 8 are the least
affected by bit errors, and rings closer to the pupil and the limbus are the most
affected. The reason for fewer errors from the modified OSIRIS v4.1 is that it is
a more accurate iris recognition system. The angular distributions of bit errors
shown in Fig. 3.12 (b) are not exactly the same but are quite uniform in all cases.
Bit errors fluctuate around a clearly defined average (0.36 for Masek’s system,
0.34 for GQ-Iris and 0.3 for OSIRIS v4.1) with variations that never exceed 2.4%.
From this experiment it can be concluded that using different filters (Gabor and
log-Gabor filters) and encoding schemes (binary quadrature encoding and phase
encoding) results in data exhibiting different mean normalised bit error, but does
not affect the general trend of the radial or angular bit error distributions.
(a) (b)
Figure 3.12: Mean normalised bit error as a function of the (a) radius and (b) angle
calculated from genuine comparisons using the segmentation-error-free
reference subset with three iris recognition systems that use different
filters and encoding schemes: Masek’s system, GQ-Iris, and the reference
system (OSIRIS v4.1).
3.4.6 Effect of Additive Noise
It is important to determine how variations in the iris texture relate to bit errors.
The method adopted here is to add spatially uniform texture as noise. Since not
all bits in iris codes are equally consistent, the less consistent bits will flip before
the others as the noise level increases. Images from the Brodatz texture album
are used here as noise. The standard Brodatz greyscale texture album [121] is
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composed of 112 greyscale images with resolution 640× 640 representing a large
variety of natural greyscale textures. In this test, the normalised images from the
segmentation-error-free reference subset are altered by Brodatz texture D9 as the
noise component, and the signal to noise peak to peak level is varied in 4 steps:
100% noise, 25% noise, 10% noise and 5% noise. Random pixels from the chosen
Brodatz texture are used as the centre of the image in order to obtain a random
noise pattern which is different for each of the altered iris images. An example of
this can be seen in Fig. 3.13. The mean normalised bit errors in each of the four




Figure 3.13: Example of ICE 2005 noisy iris images (unmasked). (a) 100% noise, (b)
25% noise, and (c) 10% noise. Brodatz texture D9 used as noise source.
(a) (b)
Figure 3.14: Mean normalised bit error as a function of the (a) radius and (b) angle
calculated from genuine comparisons using the segmentation-error-free
reference subset with iris images altered by a noise source (Brodatz tex-
ture D9) at different degrees: 100%, 25%, 10% and 5% noise.
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According to the results, the distribution of bit errors obtained when using
100% and 25% noise can be considered uniform and almost equal to 0.5 for radial
partitions and angular partitions. This result is as expected considering that
excessive noise makes all bits to be error prone equally likely at 50%. If noise
is reduced to 10% and 5%, it is clear that the distribution of bit errors tends
towards the one obtained in the absence of noise. This result suggests that the
radial V-shaped trend in the distribution of bit errors is owing to iris texture
information differences and it will vanish when bits become equally inconsistent
in the presence of additive noise.
3.4.7 Effect of Changes in Pupil Size
In [115] and [118], the authors hypothesise about the effect of pupil dilation on the
consistency of the inner regions of the iris, but no experiments are presented to test
this hypothesis. Here, the effect of pupil dilation and constriction on information
consistency within the iris is analysed experimentally in detail. Light-induced
and drug-induced pupil dilation and constriction are considered and compared,
as well as different levels of dilation and constriction.
Images used to analyse light-induced changes in pupil size are from the
IDDS:Dilation-light and IDDS:Constriction-light data subsets (Section 2.5.1).
These images were obtained by turning the ambient lighting off in the case of
dilation, and by pointing a visible light source directly at the participant’s eyes
in the case of constriction. On the other hand, images to analyse drug-induced
changes in pupil size are from the IDDS:Dilation-drugs and IDDS:Constriction-
drugs data subsets (Section 2.5.1). Images from these subsets were respectively
captured after instilling into the participant’s eyes a mydriatic or miotic agent in
the form of eye drops. In order to check the effect of changes in pupil size on the
distribution of bit errors, dilated and constricted images must be compared with
their corresponding templates captured under normal conditions. This way, the
reference data set in this case must be IDDS:NC (Section 2.5.1), and not ICE
2005, which has been the reference until now. It is important to note that all
images used in this experiment are free of segmentation errors, since all of them
were automatically segmented and then subjected to a manual selection and mask
refinement process to eliminate residual errors. The iris recognition system used
to obtain the results is still the reference system, OSIRIS v4.1.
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In order to quantify the dilation level, the ratio between the pupil and iris
radii is used. As mentioned in Chapter 2, this pupil-to-iris ratio, denoted as ∆, is
referred to as dilation ratio throughout this document. As explained in detail in
Section 2.5.1, images from IDDS affected by changes in pupil size are categorized
according to Table 3.2.
Table 3.2: IDDS images categorized according to dilation ratio.
Conditions Dilation/constriction level Dilation ratio
Normal (IDDS:NC) Normal 0.265 < ∆ < 0.515
Light-induced dilation
(IDDS:Dilation-light)
Low 0.515 ≤ ∆ < 0.625
High ∆ ≥ 0.625
Drug-induced dilation
(IDDS:Dilation-drug)
Low 0.515 ≤ ∆ < 0.625
High ∆ ≥ 0.625
Light-induced constriction
(IDDS:Constriction-light)
Low 0.235 < ∆ ≤ 0.265
High ∆ ≤ 0.235
Drug-induced constriction
(IDDS:Constriction-drug)
Low 0.235 < ∆ ≤ 0.265
High ∆ ≤ 0.235
A. Effect of pupil dilation
To analyse the effect of pupil dilation on the iris texture information, the mean
normalised bit error is computed as a function of the iris radius and angle.
Fig. 3.15 shows the bit error distributions of images affected by drug-induced pupil
dilation (IDDS:Dilation-drugs) and light-induced pupil dilation (IDDS:Dilation-
light) when comparing them with the corresponding templates captured under
normal conditions (IDDS:NC). According to Fig. 3.15 (a), the V-shaped trend
obtained for radial partitions or rings disappears when the iris is affected by
drug-induced pupil dilation. Due to the smaller amount of iris area visible and
the loss of texture information, bit errors are distributed in a more uniform way,
although the four rings nearer to the pupil are clearly more affected by the dila-
tion and show an increased number of errors. In the case of light-induced pupil
dilation, the original V-shaped trend is not totally lost, but slightly displaced
towards more outer rings of the iris. This displacement suggests that the inner
rings of the iris are more severely affected by the dilation. The distributions of bit
errors for angular partitions or sectors shown in Fig. 3.15 (b) are quite uniform
in all cases, although a slight increase in the mean normalised bit error can be
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(a) (b)
Figure 3.15: Mean normalised bit error as a function of the (a) radius and (b) angle
calculated from genuine comparisons using the images from the IDDS
light-induced and drug-induced pupil dilation subsets (IDDS:Dilation-
light and IDDS:Dilation-drugs), and their counterparts under normal
conditions (IDDS:NC).
observed in sectors between 50◦ and 150◦. This may be arising from the minor
imperfections that remain after manual mask refinement.
In agreement with previously reported results in which pupil dilation is demon-
strated to affect iris recognition performance [18, 20, 21], the graphs in Fig. 3.15
clearly show that significant pupil dilation considerably increases the mean nor-
malised bit error. Since pupil dilation reduces the amount of iris area visible,
there is less information (fewer pixels) to characterise the texture of the iris. This
increases the number of bit errors. On average, the mean normalised bit error
increase with respect to the reference is 10.4% for drug-induced pupil dilation and
8.6% for light-induced pupil dilation. This way, an average 1.8% mean normalised
bit error increase can be observed in the radial and angular cases for drug-induced
dilation compared to light-induced dilation. This result might be explained by
the fact that the mydriatic agent instilled to the users (1% tropicamide) acts by
paralysing the sphincter iris muscle [122], so its effect on the iris texture is more
severe than the effect provoked by the absence of light.
In order to gauge statistical confidence of the previous result, repeated random
sub-sampling based validation is used. Repeating the same steps performed when
analysing the reference bit error distribution, 100 Monte Carlo trials are used with
75:25 split of the images. The result obtained when comparing light-induced and
drug-induced pupil dilation can be seen in Fig. 3.16, with error bars showing
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(a) (b)
Figure 3.16: Mean normalised bit error as a function of the (a) radius and (b) angle,
calculated from genuine comparisons using the images from the light-
induced and drug-induced pupil dilation subsets (IDDS:Dilation-light
and IDDS:Dilation-drugs). Standard deviation is shown as error bars.
the one standard deviation intervals. According to the results, error bars do not
overlap for most of the rings, with the exception of those closer to the limbus.
This means that in the case of rings, the difference between light-induced and
drug-induced dilation can be considered statistically significant with one standard
deviation confidence level, except for the limbus area. The fact that rings closer
to the pupil show a bigger difference correlates well the fact that the mydriatic
agent instilled to the users (1% tropicamide) leads to the paralysis of the sphincter
iris muscle [122] located in the pupillary area (see Section 2.3.1). When the iris is
divided into sectors, the effects of light- and drug-induced pupil dilation are not
observed to be statistically significantly different for all sectors. It may be noted
that dilation is induced by drugs or exposure to darkness, and there is no good
reason for any light-related directional dependence arising from it.
To investigate whether different levels of pupil dilation have different effect on
the distribution of bit errors, the bit error distributions obtained for images with
low and high dilation ratios are shown in Fig. 3.17, together with the one standard
deviation intervals. Since no images affected by light-induced pupil dilation reach
a sufficiently high dilation level, this experiment is carried out considering only
the drug-induced dilation subset (IDDS:Dilation-drugs). According to the result,
differences between images with low and high dilation ratios are mainly related
to the number of bit errors, rather than their distribution within the iris, which
remains the same. As expected, fewer bit errors occur for lower dilation ratios.
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(a) (b)
Figure 3.17: Mean normalised bit error as a function of the (a) radius and (b) angle,
calculated from genuine comparisons using the images with low and
high dilation ratio from the drug-induced pupil dilation subset in IDDS
(IDDS:Dilation-drugs). Standard deviation is shown as error bars.
B. Effect of pupil constriction
To investigate the effect of pupil constriction on the consistency of bit errors in iris
codes, and check whether there are relevant differences between drug- and light-
induced constriction, the mean normalised bit error is computed as a function
of the iris radius and angle. Fig. 3.18 shows the bit error distributions of im-
ages affected by drug-induced pupil constriction (IDDS:Constriction-drugs) and
light-induced pupil constriction (IDDS:Constriction-light) when comparing them
with the corresponding templates captured under normal conditions (IDDS:NC).
Results in Fig. 3.18 (a) show that for drug-induced constriction the mean nor-
malised bit error exhibits a decreasing trend from the pupil outwards. In the case
of light-induced pupil constriction, the radial bit error distribution retains char-
acteristics of the V-shaped trend of the reference data, although it gets stretched
up near the pupil. Fig. 3.18 (b) shows that bit errors as a function of the angle
retain the uniform distribution. The increase in the number of bit errors when
images are affected by pupil constriction is due to the fact that some of the tex-
ture information that becomes available when the pupil constricts is not available
in the reference images, which are captured under normal conditions and show
normal pupil sizes. On average, the mean normalised bit error increase with re-
spect to the reference is 9.8% for drug-induced pupil constriction and 7.8% for
light-induced pupil constriction. As in the case of dilation, drug-induced errors
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(a) (b)
Figure 3.18: Mean normalised bit error as a function of the (a) radius and (b)
angle calculated from genuine comparisons using the images from
the IDDS light-induced and drug-induced pupil constriction subsets
(IDDS:Constriction-light and IDDS:Constriction-drugs), and their coun-
terparts under normal conditions (IDDS:NC).
are higher than light-induced (2% higher on average). The effect of the miotic
agent on the iris muscles might be the cause of this.
Statistical confidence of the previous result has been tested and results of
the comparison between light- and drug-induced pupil constriction are shown in
Fig. 3.19, with error bars showing the one standard deviation intervals. According
to the results, error bars do not overlap when considering radial partitions or rings
except for those rings closer to the limbus. The difference between light- and drug-
induced constriction can be considered significant with one standard deviation
confidence level for rings close to the pupil and well into the middle region. Unlike
the case of pupil dilation, where a very noticeable difference between light and
drug induced dilation could be observed for rings near the pupil, the difference
between light- and drug-induced constriction is quite similar for all rings. This
result suggests that the miotic agent instilled to the users (2% pilocarpine) does
not affect the pupillary area as severely as the mydriatic agent (1% tropicamide).
In the case of angular partitions or sectors, the difference between light- and
drug-induced pupil constriction is not statistically significant for most sectors.
However, for a few sectors closer to the limbus there is a significant difference, the
reasons for which are not clear. Directionality arising from a dominant direction
for the light-induced stimulation cannot be ruled out.
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(a) (b)
Figure 3.19: Mean normalised bit error as a function of the (a) radius and
(b) angle, calculated from genuine comparisons using the images
from the light-induced and drug-induced pupil constriction subsets
(IDDS:Constriction-light and IDDS:Constriction-drugs). Standard de-
viation is shown as error bars.
(a) (b)
Figure 3.20: Mean normalised bit error as a function of the (a) radius and (b) angle,
calculated from genuine comparisons using the images with low and
high constriction ratio from the drug-induced pupil constriction subset
in IDDS (IDDS:Constriction-drugs). Standard deviation is shown as
error bars.
Finally, various levels of pupil constriction are differentiated to investigate
how they affect the consistency of bit errors in iris codes. The bit error distri-
butions obtained for images with low and high constriction levels are shown in
Fig. 3.20, together with the one standard deviation intervals. In order to be con-
sistent with the experiments carried out for pupil dilation, only the drug-induced
constriction subset (IDDS:Constriction-drugs) is used to compute the bit errors.
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As occurred in the case of pupil dilation, differences between images with low
and high constriction levels are mainly related to the number of bit errors, rather
than their distribution within the iris. As expected, fewer bit errors occur for
low levels of constriction, and since the constriction is mild in such case, a trace
of the V-shaped trend can be observed, although it is slightly displaced towards
more outer rings of the iris (Fig. 3.20 (a)). No relevant change on the angular
distribution of bit errors can be observed (Fig. 3.20 (b)).
C. Dilation vs. constriction
The final part of this section is aimed at comparing the effects of pupil dilation
and constriction on the consistency of different iris parts. The bit error distribu-
tions obtained in the three cases under study (pupil dilation, pupil constriction,
and normal conditions) is shown in Fig. 3.21 for drug-induced changes in pupil
size, and in Fig. 3.22 for light-induced changes in pupil size.
According to Fig. 3.21 (a), the V-shaped trend obtained for radial partitions
or rings disappears almost completely when the iris is affected by drug-induced
pupil dilation or constriction. The bit error distribution as a function of the
radius shows a decreasing trend from the pupil outwards for pupil constriction,
and it tends to become more uniform for pupil dilation. The four inner rings are
the most affected in both cases, showing the highest mean normalised bit error.
The average increase in the mean normalised bit error when the pupil dilates
is higher than the one observed when the pupil constricts (10.4% vs. 9.8%),
although rings closer to the pupil are more affected by constriction. The bit
error distribution as a function of the angle (Fig. 3.21 (b)) is quite uniform in
both cases. However, a slight increase in the mean normalised bit error can be
observed in sectors between 50◦ and 150◦, especially in the case of drug-induced
dilation. As previously commented, this may be arising from minor imperfections
that remain even after manual mask refinement.
In the case of light-induced pupil dilation and constriction (Fig. 3.22 (a)),
the original V-shaped trend is not totally lost, but slightly displaced towards
more outer rings of the iris. This displacement is due to the fact that the inner
rings of the iris are more severely affected by the dilation or constriction. The
average increase in the mean normalised bit error when the pupil dilates is again
higher than the one observed when the pupil constricts (9.8% vs. 7.8%). The bit
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error distribution as a function of the angle (Fig. 3.22 (b)) preserves the uniform
trend observed in all cases under study, although a clear increase in the mean
normalised bit error can be observed in sectors between 50◦ and 150◦ due to
residual segmentation errors.
(a) (b)
Figure 3.21: Mean normalised bit error as a function of the (a) radius and (b) angle
calculated from genuine comparisons using the images from the IDDS
drug-induced pupil dilation and constriction subsets (IDDS:Dilation-
drugs and IDDS:Constriction-drugs), and their counterparts under nor-
mal conditions (IDDS:NC).
(a) (b)
Figure 3.22: Mean normalised bit error as a function of the (a) radius and (b) angle
calculated from genuine comparisons using the images from the IDDS
light-induced pupil dilation and constriction subsets (IDDS:Dilation-
light and IDDS:Constriction-light), and their counterparts under normal
conditions (IDDS:NC).
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3.5 Chapter Summary and Conclusions
Bit error analysis provides insight into the location of the most consistent regions
of the iris. Using ICE 2005 and OSIRIS v4.1 as the reference data set and iris
recognition system respectively, a V-shaped radial trend of decreasing bit errors
towards the central region of the iris is observed for genuine comparisons using
rings. From a total of twelve rings numbered from the pupillary boundary out to
the limbus as 1 to 12, the minimum mean normalised bit error is found for rings
4 to 8. Rings close to the pupil or close to the limbus show the maximum mean
normalised bit error. The distribution of errors in sectors is quite uniform.
For a deeper understanding of the number and distribution of bit errors within
the iris, factors such as segmentation, capture sensor, resampling, resolution, fil-
ter type, encoding scheme, additive noise, and changes in pupil size have been
thoroughly investigated. Except for changes in pupil size, none of the factors
noticeably affects the V-shaped trend observed for radial partitions. In the case
of angular partitions, only segmentation affects the uniform trend observed, al-
though this depends on the accuracy of the segmentation method. Although the
trends remain the same in most cases, the number of bit errors does not. Changes
in pupil size, segmentation, input sensor (including the effect of resolution), and
resampling in the angular direction most affect the mean normalised bit error.
The fact that none of the factors except for changes in pupil size affect the overall
trends in the distribution of bit errors within the iris suggests the applicability of
the results regardless of the database or iris recognition system used. Even with
changes in pupil size, since changes in the trends have been fully characterised
and quantified, it is possible to exploit this knowledge to improve iris recognition
performance.
An especially detailed analysis is provided in this chapter to determine the
effect of light- and drug-induced changes in pupil size on the consistency of dif-
ferent iris parts. This result is quite important since the hypothesis that pupil
dilation affects the consistency of the inner regions of the iris [115, 118] has not
been tested before. Bit errors in iris codes have been systematically analysed for
various degrees of light- and drug-induced pupil dilation and constriction, and
compared to reference iris images with normal pupil sizes. Results show that:
1. Bit errors increase by over 10% when comparing regular iris images with
images affected by pupil dilation or constriction.
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2. In all cases under study (different degrees of light- and drug-induced pupil
dilation and constriction), the main increase of bit errors occurs closer to
the pupil.
3. Pupil dilation causes more errors than pupil constriction on average, al-
though rings closer to the pupil are more affected by pupil constriction.
4. The distribution of bit errors as a function of the radius shows a decreasing
trend from the pupil outwards for drug-induced pupil constriction, and it
tends to become more uniform for drug-induced pupil dilation. In the case
of light-induced pupil dilation and constriction, the original V-shaped trend
is preserved, but slightly displaced towards more outer rings of the iris due
to the fact that the inner rings of the iris are more severely affected by the
dilation or constriction. The bit error distribution as a function of the angle
is quite uniform in all cases.
5. Light-induced pupil dilation/constriction cause fewer bit errors than drug-
induced pupil dilation/constriction.
Results obtained in this chapter from the bit error analysis are used in Chap-
ter 4 for the development and optimisation of a multi-part, multi-sample decision
fusion architecture. Nevertheless, they are also useful in a wide variety of appli-
cations such as (a) biometric cryptography where keys could be extracted based
on bits of the iris coming from selected rings or sectors, (b) cancelable biomet-
ric signatures for privacy protection where only selected bits from the iris may







The application of a multi-instance, multi-sample sequential decision fu-
sion architecture to iris recognition in order to control the trade-off be-
tween the error rates is the main objective of this chapter. Details about
the design of multibiometric systems are provided in Section 4.2, and spe-
cific examples of multibiometric systems involving the iris are presented in
Section 4.3. Section 4.4 explains the operation of the fusion architecture.
The steps to follow to design the architecture are presented in Section 4.5,
and performance results are analysed in Section 4.6. A selection of the
best iris parts to be used as inputs for the architecture is applied in Sec-
tion 4.7 to further improve the performance. The order of the parts is
based on the relative bit error performance investigated in Chapter 3.
The chapter summary and conclusions are included in Section 4.8. The
original contributions discussed in this chapter result in publications (i)
and (iv) in List of Publications.
4.1 Introduction
Using fusion techniques to improve recognition performance is common practice
in the biometric field, and considerable research has been done into fusion of in-
formation from multiple biometric sources at the data, feature, score and decision
levels [123].
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Recent investigations by Nallagatla and Chandran [29, 30] using text-
dependent speaker verification have shown that in a sequential decision fusion
architecture with multiple instances and multiple samples, it is possible to con-
trol the trade-off between the false accept rate and the false reject rate using
the number of instances and samples considered in the architecture. Controlled
trade-off is especially desirable when biometric systems are in operation and the
quality of the input data or the threat level changes, as occurs in the case of less
constrained environments. In general, in a positive claim system under normal
operating conditions the false accept rate is kept very low and the false reject
rate may be reasonably higher. A person on a watch list could take advantage of
this and use an obfuscation attack such as alteration of his iris or face to prevent
being matched to the watch list. In these situations it is desirable to lower the
false reject rate without increasing the false accept rate. For such scenarios, it is
necessary to understand how biometric fusion can be used to achieve the desired
objectives.
Fused decisions from a multi-part, multi-sample sequential architecture are
investigated in this chapter to control the trade-off between error rates using
iris recognition as the test platform. Controlled trade-off makes it possible to
maintain high recognition accuracy despite variations in iris image quality, and
increases robustness to security attacks like obfuscation. Besides, the fact that
only specific parts of the iris are used in the architecture helps to improve the
protection of privacy, since only parts and not the whole biometric trait would
get compromised in case of loss or theft.
4.2 Multibiometric Systems Design
The term biometric modality refers to a system built to recognise a specific bio-
metric trait. It is therefore the result of the combination of a biometric trait, sen-
sor type, and algorithms for extracting and processing the digital representations
of the trait. Multibiometric approaches combine several biometric modalities us-
ing one or more traits at the same time. The design of a multibiometric system
depends on the specific application, but there are three major issues that always
need to be addressed [124]:
1. Select the sources of biometric information that should be used.
2. Select the appropriate fusion level.
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3. Select the most suitable acquisition and processing sequence.
In the following sections, the bases of these three issues will be explained in
more detail.
4.2.1 Biometric Sources
Multibiometric systems combine different sources of biometric information. In the
vast literature on the topic, several approaches have been considered, from using
different traits to use just one trait with different sensors, algorithms, instances
or samples. This has lead to the classification of multibiometric systems into the
following categories [125]:
(a) Multi-sensor. Several sensors are used to extract diverse information from
the same trait (e.g. using a CCD camera and a range sensor to record 2D
and 3D information of a person’s face).
(b) Multi-algorithm. In these systems, the same biometric data is processed
using multiple algorithms.
(c) Multi-instance or multi-unit. In this case, data on multiple instances of the
same trait is captured. This is possible for example in fingerprint or iris
recognition systems, where several fingers or both irides can be used. In the
case of multi-instance systems, each instance is processed using a different
classifier. A more generic term to be used instead of multi-instance is multi-
classifier.
(d) Multi-sample or multi-presentation. A single sensor is used to obtain mul-
tiple samples of the same trait.
(e) Multimodal. These systems combine several biometric modalities using dif-
ferent traits to establish the identity of an individual.
4.2.2 Fusion Levels
The process of integrating information from different biometric sources is known
as biometric fusion. Depending on the source, the information obtained can be
raw biometric data, feature sets, comparison scores and/or decisions. Fusion
schemes can be classified into the four main categories shown below [125]. Each
of these categories has its advantages and limitations [123].
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(a) Sensor or data level fusion. Raw data obtained from one or several sensors
is combined in this level. Sensor level fusion can only be applied if the
multiple sources are from the same trait, either captured with a single sensor
or different compatible sensors.
(b) Feature level fusion. In this level, feature sets extracted from multiple bio-
metric sources are combined. If the various feature sets are homogeneous
(e.g. multiple measurements of the same trait), it is possible to obtain a sin-
gle resultant feature vector by applying fusion techniques like e.g. weighted
averaging. If feature sets are non-homogeneous (e.g. features of different
traits), they can be concatenated to form a single resultant vector unless
they are incompatible.
(c) Score level fusion. In a biometric system, the comparison module produces
a score that indicates the similarity or dissimilarity between a probe and
a reference stored in the database. When scores obtained from different
matchers are fused, fusion is said to be done at the score level. Similar to
score level fusion, rank level fusion combines match rankings, rather than
the actual scores.
(d) Decision level fusion. The features of the probe are considered to match
those of the reference when the comparison score exceeds a specified thresh-
old. The final recognition outcome is then obtained on the basis of the
decision policy. Fusion is carried out at the decision level when fusing the
decisions of various matchers to form a single resultant recognition decision.
The proposed architecture performs fusion at the decision level. This offers
an important advantage over other levels. Matcher decisions are the smallest and
most unambiguous pieces of information for fusion. For this reason, decision level
fusion allows single modality based systems to combine quite easily even if these
systems have been developed independently, possibly by different companies, and
internal workings are not made public. This is a very common situation in the
case of many commercial off-the-shelf (COTS) biometric matchers, which only
provide access to the final recognition decision, making decision level fusion the
only feasible option. There is, however, some trade-off through loss of information
in the threshold operation that makes each individual decision, but this is not
critical if individual systems working with single modalities have been designed to
make near-optimal use of all information available to them. These considerations
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are also valid in the case of multiple classifiers designed using the same modality
but different information sources.
A decision by a recognition system is a binary variable. Decision level fu-
sion is therefore Boolean logic. If the fused system must perform better than
individual matchers, the Boolean combination must be guided by factors such
as correlations between decisions of individual units and their base error rates.
Several approaches can be considered at the decision level [123, 125, 126]. Ex-
isting approaches include simple rules as the AND/OR rules [127], majority
voting [126, 128, 129] and weighted majority voting [126]. The performances of
these approaches are compared in [130,131] for different multibiometric systems.
Some more complicated approaches to decision fusion include Bayesian fusion
rules [132, 133], which transform the discrete decision output by the individual
matchers into continuous probability values. The Behaviour Knowledge Space
(BKS) method, used by Roli et al . in [134], uses a look-up table to get a resul-
tant decision. The Dempster-Shafer theory of evidence, based on the concept of
assigning degrees of belief for uncertain events, was used by Kuncheva in [135],
and compared with more than ten different classifier fusion techniques.
The statistical dependence between classifier decisions is another key issue
in decision fusion, although it is out of the scope of this thesis. Independence
between individual classifiers is typically considered an asset in classifier fusion,
as it simplifies the understanding of the concept, reduces the complexity of the
problem, and achieves acceptable results. Statistical independence between two
random variables (or vectors) implies that their joint probability density reduces
to the product of the individual probability densities and this reduces algorithmic
complexity and simplifies formulae for computation of error rates. It is, however,
rarely satisfied in practice. The effects of statistical dependence, and more specif-
ically correlation, on classifier fusion have been investigated in the literature by
many authors [136–140]. Among all results, those obtained by Nallagatla and
Chandran [30,141] are of special interest for the multi-instance, multi-sample ar-
chitecture proposed in this chapter. In these works, the Bahadur-Lazarsfeld [142]
expansion is used to model joint decision probabilities taking correlations of sev-
eral orders into account, and formulae are derived for false accept and false reject
rates of AND and OR combinations. These formulae are applicable to sequential
combination of classifiers with multiple attempts allowed at each classifier, a sce-
nario that is applicable to biometric security systems deployed in the real world.
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Most of such biometric systems prompt the user to provide more input samples if
the quality of the biometric data acquired is not good enough. Besides, very large
data sets can be usually collected when commercial systems are in operation, and
accurate estimation of correlations and statistical dependence model parameters
is possible.
4.2.3 Acquisition and Processing Sequence
The architecture used for integrating multibiometric systems fusion schemes can
be either serial or parallel [125]. A hierarchical or tree-like architecture that
combines both of them can also be considered. In the serial (also sequential or
cascaded) architecture, the acquisition or processing of the different sources is
carried out sequentially and the result obtained from each subsystem may affect
the processing of the subsequent sources. On the contrary, in the parallel archi-
tecture, sources are processed independently, and the results of each subsystem
are combined according to an appropriate fusion scheme.
The acquisition sequence can be defined as the order in which biometric
sources are acquired in a multibiometric system. In general, each source is inde-
pendently obtained, leaving a time interval between successive acquisitions (serial
or sequential acquisition). However, in some cases, sources can be acquired simul-
taneously (parallel acquisition), as occurs e.g. with face, voice and lip movement,
that can be acquired at the same time using a video camera.
The processing sequence is the order in which the acquired information is used
to generate a decision. This is a key issue in the design of multibiometric systems.
Choosing a sequential or parallel architecture is mainly application dependent,
as both of them have advantages and limitations. When using sequential archi-
tectures, processing time can be effectively reduced if a decision is made before
going through all the biometric subsystems. It is also possible to carry out fast
and efficient searches in large scale identification systems, as the outcome of each
subsystem can be used to successively prune the database. This time reduction,
together with the fact that the user may not need to go through all subsystems
and may even choose the trait to be presented first in a multimodal system, in-
crease user convenience. On the other hand, when using a parallel architecture it
is compulsory that all sources are used. More evidence about the user is used and
the system is expected to have higher recognition accuracy. However, this is not
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true in all cases. As demonstrated in [127] for the specific case of decision level fu-
sion, when two biometric modalities are combined, one of the resulting error rates
(false accept rate or false reject rate in the case of verification) becomes better
than that of the stronger modality, while the other one becomes even worse than
that of the weaker modality. If the two biometric modalities differ significantly in
their performance, and each of them functions at its own operating point, then
combining them gives significantly worse performance than relying solely on the
stronger modality. In such case, adjustments to the operating point of the weaker
modality can be considered to reap the benefits from the decision combination.
4.3 Multibiometric Systems Involving the Iris
Considerable research has been done into fusion of information from multiple
biometric sources at the data, feature, score and decision levels in the case of iris
recognition. Three main reasons motivate this research: improving iris recognition
accuracy, increasing the robustness of iris recognition systems against security
threats, and increasing the fraction of the population for which usable biometric
data can be collected.
Most multibiometric work involving the iris has looked at multimodal ap-
proaches in which the iris is combined with other biometric trait(s). The largest
cluster of papers in this area deals with the fusion of iris and face. Fusion at the
score level is the most common approach in this case. In [143], Wang et al . use
weighted sum, linear discriminant analysis, and neural networks for score fusion.
Chen and Chu [144] use an average of the outputs of matchers. In [145], score
level fusion is accomplished via the sum and product rules. A sum rule is also
used in [146]. Connaughton et al . [147] use score level fusion through weighted
sum and Borda count based rank fusion. Multimodal fusion of iris and face
at the algorithm level is normally performed through concatenation [148–150].
Other multimodal combinations include iris and fingerprint [151–153], iris and
palmprint [154], iris and ear [155], and iris and speech [156].
Other existing approaches use the iris as the only biometric trait, but they
combine information from different sensors, algorithms, instances or samples.
Most multi-sensor approaches use multispectral iris information from infrared
and visible-light sensors. Fusion at the data level is used by Burge and Monaco
in [157] to exploit texture variations arising from illuminating the iris at different
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frequencies. Park and Kang [158] use a gradient-based algorithm to fuse the
multispectral images into a single grayscale image. In their approaches, Boyce et
al . [69] and Ross et al . [159] use a sum rule to fuse the scores generated for each
spectral channel.
Multi-algorithm approaches include, among others, those from Vatsa et
al . [160], Wang et al . [161] and Kumar and Passi [162]. In [160], 1D log polar
Gabor wavelet and Euler numbers are used to extract the textural and topolog-
ical features of the iris, and a decision fusion strategy based on these features is
proposed. Multiple rules (sum, weighted sum, product and SVM) are proposed
in [161] to fuse the scores obtained when using feature encoding based on phase
information and zero-crossings. Multiple rules (sum, weighted sum, product, and
min rule) are also used in [162] to fuse the scores obtained from Haar wavelet and
log-Gabor filter based encoding.
The left and right irides of an individual are combined in most multi-
instance approaches. Fusion approaches at the score level are proposed in [163]
and [164]. More specifically, minimax probability machines (MPM) [165] are used
by Wang et al . in [163], and relevance vector machines (RVM) [166] are utilised
by Mehrotra et al . in [164]. Concatenation of features and majority voting at the
score level are used by Islam [167]. In their approach, Umer et al . [168] use OR
rule to perform verification, and rank-level fusion (highest ranking, Borda count
and logistic regression) to perform identification.
In multi-sample approaches, multiple samples of the same iris are fused. Ex-
isting research in iris recognition that uses multiple still images typically employs
multiple enrolment iris images of a subject, and combine scores across multiple
comparisons [169–171]. Hollingsworth et al . [172] present an approach that aver-
ages multiple iris samples taking advantage of temporal continuity in an iris video
to improve iris recognition performance. Unlike approaches [169–171], which use
score-level fusion, Hollingsworth et al .’s approach uses fusion at the data level.
He et al . [173] also use fusion at the data level to eliminate light spots.
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4.4 Multi-part, Multi-sample Sequential
Decision Fusion Architecture
A sequential decision fusion architecture developed by Nallagatla and Chan-
dran [29,30,141,174] allows controlled trade-off between the false accept rate and
the false reject rate in text-dependent speaker verification utilising multi-instance
and multi-sample data. This architecture is particularly suited to commercial sys-
tems in which only decisions are accessible, rather than scores, features or internal
algorithms. The architecture has so far been tested with short speech utterances.
In this thesis, such architecture is adapted and applied to iris recognition in the
context of increasing robustness when iris acquisition occurs in less constrained
environments. Further development and additional results are obtained.
In [29], Nallagatla and Chandran derived the analytical formulae to calculate
the false accept and false reject rates of multi-instance and multi-sample fused
systems under the ideal assumption that classifiers make uncorrelated decision
errors. Although this work uses these formulae as a reference, it is important
to note that statistical independence of the decision errors obtained from each
classifier is not assumed here. Instead, the data set IDDS and the iris recogni-
tion system GQ-Iris are used to experimentally validate the proposed multi-part,
multi-sample sequential decision fusion architecture.
4.4.1 Multi-part Fusion Scheme
In multi-instance fusion schemes, data on multiple instances of the same trait is
fused. In the context of iris recognition, the term instance usually refers to each
of the irides of an individual. This concept is generalized in this research work,
and different parts of the same iris image are considered as different instances.
Several reasons motivate this decision:
(a) Since the number of instances is one of the key factors to control the error
rates in fused systems, the possibility of considering more than just two
instances (left and right irides) makes the system more versatile and errors
easier to control.
(b) Noise sources as eyelids or reflections can be avoided by excluding those
parts of the iris affected by them.
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(c) Deliberate iris changes provoked to perform obfuscation attacks are appli-
cable to both irides in most cases, so using them as the two only instances
does not seem to be useful.
(d) Dividing the iris into multiple parts and combining the results is an ap-
proach that provides several advantages. Researchers have used it to im-
prove recognition accuracy [175–177], reduce the effect of noise [178, 179],
and enhance the protection of privacy through the creation of cancelable iris
templates [180, 181]. Here, the part based approach allows to increase the
number of classifiers of a sequential fusion architecture which provides the
previously mentioned advantages, as well as increases robustness to security
attacks like obfuscation.
Different options can be considered for dividing an iris into parts. In Chap-
ter 3, bit errors in iris codes were systematically analysed for iris rings and sectors
in order to find those parts of the iris which are more consistent. According to the
results, iris sectors do not show statistically significant differences in the distri-
bution of bit errors and do not aid the selection of the most consistent iris parts.
In the case of iris rings, texture information located in the middle rings of the iris
is demonstrated to be more consistent, and the maximum consistency is reached
closer to the pupillary boundary than to the limbic boundary. Since the consis-
tency of iris rings is well characterised, it is possible to exploit this knowledge
to improve recognition performance. Concentric rings of equal width have been
chosen as the iris parts to be used as instances in the proposed fusion approach.
In the multi-part fusion scheme, the iris code associated with each ring is a
fraction of the full iris code, properly selected by masking. 6% overlapping is
considered. The classifiers for the different rings form the stages of the sequential
decision fusion architecture. In the case of verification, only if the decisions from
all stages are accept, the positive claim of enrolment is accepted (see Fig. 4.1).
This is equivalent to applying an AND decision fusion rule. Under the ideal
assumption that each of the classifiers make statistically independent decision
errors, the FAR and FRR of a multi-part scheme with n stages in terms of false




ρfused = ρ+ (1− ρ)ρ+ (1− ρ)2ρ+ . . .+ (1− ρ)n−1ρ. (4.2)
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Figure 4.1: Architecture of sequential multi-part fusion scheme with n classifiers.
It can be observed from the equations that for multi-part fusion, since α is less
than 1, the resultant FAR (αfused) decreases multiplicatively with the number n
of classifiers or parts used. However, the fused FRR (ρfused) increases roughly
additively because ρfused ≈ nρ when ρ << 1. According to this behaviour, since
multiplicative changes are faster than additive ones, the reduction in the FAR is
faster than the increase in the FRR.
4.4.2 Multi-sample Fusion Scheme
In multi-sample fusion, multiple samples can be presented at any given stage
(part classifier) if the decision is reject. The number of samples is limited to a
maximum allowable. If this number is exceeded, the positive claim of enrolment
is rejected (see Fig. 4.2). Acceptance of a claim at any given stage is equivalent
to an OR decision fusion rule among samples.
Equations (4.3) and (4.4) from [29] allow to calculate the FAR and FRR of a
multi-sample fusion scheme with m maximum repeated attempts in terms of the
false accept and false reject rates for each attempt (α and ρ) when considering
statistically independent decision errors from the part classifier at any given stage.
According to the equations, the resultant FRR decreases multiplicatively with the
number m of attempts, while the FAR increases additively.
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Figure 4.2: Architecture of a multi-sample fusion scheme with m presentations of
samples.
4.4.3 Multi-part and Multi-sample Fusion Scheme
The resulting architecture after combining the multi-part and multi-sample
schemes can be seen in Fig. 4.3. It includes n classifiers arranged sequentially
and allows up to m samples presentation (dashed line) in case any of the user’s
positive claims of enrolment is not accepted by the system (d = 0).
Figure 4.3: Multi-part, multi-sample sequential decision fusion architecture.
From equations (4.1) to (4.4), the FAR and FRR of the multi-part and multi-
sample fused system in terms of false accept rate α and false reject rate ρ for each
classifier are calculated according to (4.5) and (4.6).
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m + (1− ρm)ρm + (1− ρm)2ρm + . . .+ (1− ρm)n−1ρm. (4.6)
As previously explained, in the case of multi-part fusion the resultant FAR
(αfused in (4.1)) decreases multiplicatively with the number n of classifiers or
parts used. However, the fused FRR (ρfused in (4.2)) increases roughly addi-
tively. Since multiplicative changes are faster than additive ones, the reduction
in the FAR is faster than the increase in the FRR. Just the opposite occurs in
the case of multi-sample fusion (see (4.3) and (4.4)), where the resultant FRR de-
creases multiplicatively with the number m of attempts, while the FAR increases
additively. When combining both behaviours (see (4.5) and (4.6)), by choosing
appropriate values of n and m, a desired trade-off between decision error rates
can be achieved. It should be noted that error rates represented by α and ρ in
these equations are between 0 and 1; however, percentages are used in the rest of
this chapter.
4.5 Fusion Architecture Design: Train and
Test Strategy
In order to design the architecture and validate the results, the data set IDDS
(Section 2.5.1) and the iris recognition system GQ-Iris (Section 2.6.1) are used.
A train subset is first used to fix the threshold of each of the single classifiers, this
being the EER-based threshold. Results are later obtained using images from
the test subset. The train and test subsets are disjoint, and information about
them is presented in Table 4.1. Three images per iris class are used for training
where possible. It may be noted that the same analysis can be performed using
any classifier threshold different from the EER-based one (e.g. a threshold that
allows to keep false acceptances very low, as usual in commercial systems).
Since the threshold of each classifier is fixed in advance, DET curves cannot
be calculated. Instead, different values of decision error rates are obtained by
progressively increasing the number of parts or samples. These values are then
connected together to clarify which values belong to the same experiment. To
calculate the error rates, all tests compare samples against templates captured
93
Fusion-based Approach for Robust Iris Recognition
Table 4.1: Size information about the different subsets of IDDS used in the experi-
ments.
Conditions
Iris Total Train Test Genuine Impostor
classes images set set tests tests
Normal conditions 118 354 118 236 236 117990
Quality degradation
Eyelid obstruction 15 114 45 69 69 12064
Gaze deviation 15 161 45 116 116 24150
Glasses 37 215 111 104 104 45340
Changes in pupil size
Dilation 38 292 114 178 178 74560
Constriction 69 417 207 210 210 167153
Occlusion
Partial 118 354 118 236 236 117990
Total 18 276 54 222 222 67501
under normal conditions. Each user with available samples of a given degradation
(iris image quality deterioration, changes in pupil size or occlusion of the iris) is
selected for the genuine tests. Each degraded sample of such a user is compared
to those from all other users for impostor tests. The EER from the train subset
when considering full iris codes from single samples is used as a reference.
Results for multi-part fusion are obtained by progressively increasing the num-
ber n of rings or parts. Four different values of n are considered (n = 2, 3, 4 and
6). The iris code associated with each ring is a fraction of the full iris code, prop-
erly selected by masking. 6% overlapping is considered. Initially, rings are always
processed in the same order, inner to outer. The value of n defines the maximum
number of classifiers in the sequential chain.
In the case of multi-sample fusion, a maximum of three sample presentations
(m = 3) are allowed to verify the user in all cases but in the case of partial
occlusion, in which only two sample presentations (m = 2) are possible since there
are no more samples available in the database. Samples are chosen randomly from
the test data set, and by repeatedly and randomly selecting sets of m samples,
average error rates and standard deviations can be estimated. 100 Monte Carlo
trials are used to compute the statistics. To be consistent with the multi-part
experiment, the only classifier existing in this scheme (n = 1) corresponds to the
inner ring of the iris (the nearest to the pupil).
Finally, results obtained when integrating the multi-part and multi-sample
schemes are calculated following the previous requirements.
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4.6 Reference Performance of the Fusion
Architecture
The performance of the proposed multi-part, multi-sample sequential decision
fusion architecture is evaluated in this section for the three degradations under
study: iris image quality deterioration, changes in pupil size, and occlusion of the
iris (Section 2.4). Results when considering multi-part and multi-sample decision
fusion separately are also analysed in each case to develop a better understanding
of the reason why control over decision errors can be achieved.
Details about the different subsets of IDDS used in the experiments, including
the number of genuine and impostor comparisons, are presented in Table 4.1. It
is important to note that, unlike the case of the formulae presented in Section 4.4,
no assumption about the statistical independence (or dependence) of the decision
errors from each classifier is made here.
As will be observed in the results of the multi-part, multi-sample decision
fusion architecture shown below, the trade-off between decision errors can be
controlled by changing the number of parts and samples, decreasing the error
rates and improving robustness against all degradations except for total occlu-
sion. It is necessary to take into account, however, that since samples are chosen
randomly from the test data set, results change from execution to execution. As
previously mentioned, in order to guarantee that the results obtained are statisti-
cally significant, average error rates and standard deviations have been estimated
by repeatedly selecting random sets of m samples. Such results are presented
in Tables 4.2 to 4.7 for the best selection of parts and samples. The selection
criterion is mainly based on minimum total error rate achieved, although special
emphasis is laid on keeping the FAR value as low as possible. The reason for this
is that under normal operating conditions of iris recognition systems, the false
accept rate is usually kept very low and the false reject rate may be reasonably
higher. If highly similar results are obtained for different numbers of parts and
samples, the case with the minimum number of them is considered provided that
the standard deviation does not increase considerably.
For clarity purposes, just the cases in which halves and thirds of the iris are
used as parts are considered in those figures showing the results of the combined
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multi-part and multi-sample fusion, although all cases (n = 2, 3, 4 and 6) are
taken into account in the tables. For the same reason, only the cases in which
thirds of the iris are used have been labelled in the figures with the corresponding
number of part and sample or (n,m) pair.
4.6.1 Input Images Affected by Quality Degradation
A. Eyelid Obstruction
Results obtained when considering multi-part fusion in the case of eyelid obstruc-
tion are shown in Fig. 4.4 (a). According to the results, while the FAR decreases
with the number of parts, the FRR increases. The FAR reduction is faster than
the FRR increasing. This is consistent the behaviour predicted by equations (4.1)
and (4.2). The fast decreasing of the FAR is the main reason why, in this case,
no more than three parts are required to reduce it to values very close to zero.
An analogous behaviour can be observed in Fig. 4.4 (b) for an increasing number
m of samples (m = 1, 2 and 3) in the multi-sample fusion scheme. In this case,
the more samples considered, the lower value of the FRR. The FRR reduction is
faster than the FAR increasing. It may also be noted that a maximum of three
samples is enough to reduce the FRR values to almost zero.
The error rates obtained when integrating the multi-part and multi-sample
schemes are shown in Fig. 4.5 for the cases in which halves and thirds of the
iris are used as inputs of the architecture. The decision error rates for the best
selection of parts and samples are shown in Table 4.2. When analysing the results,
it is clear that robustness against eyelid obstruction is achieved, with multiple
possible combinations of parts and samples that yield lower error rates than those
obtained when considering full iris codes from single samples. More specifically,
FARs under 1.6% and FRRs under 1% can be achieved in all cases in which
parts smaller than half the iris are used. This represents a minimum reduction of
the error rate equal to 62%. As observed, the outer parts of the iris are usually
dismissed, as demonstrated by the fact that the number of parts used as inputs is
less than the total number of parts. Since the outer rings of the iris are the most
affected by obstruction, this is one of the reasons why results improve significantly.
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(a)
(b)
Figure 4.4: Decision error rates of (a) multi-part and (b) multi-sample decision fusion
for images affected by eyelid obstruction (IDDS:Eyelid-obstruction). For
multi-part fusion, while the FAR decreases with the number of parts, the
FRR increases. The FAR reduction is faster than the FRR increasing,
and no more than three parts are required to reduce the FAR to values
very close to zero. In the case of multi-sample fusion, the more samples
considered, the lower value of the FRR. The FRR reduction is faster than
the FAR increasing. No more than three samples are needed to reduce
the FRR values to almost zero.
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Figure 4.5: Decision error rates of multi-part, multi-sample decision fusion for im-
ages affected by eyelid obstruction (IDDS:Eyelid-obstruction). Robust-
ness against eyelid obstruction is clearly achieved in this case, with multi-
ple possible combinations of parts and samples that yield lower error rates
than those obtained when considering full iris codes from single samples,
represented as a black star symbol.
Table 4.2: Eyelid obstruction: Average error rates (%) with standard deviation for
the best selection of parts and samples. FAR and FRR values are paired
for each part size.
Degradation




1/2 iris (2,3) 2.18±0.51
1/3 iris (2,2) 1.35±0.34
1/4 iris (3,3) 1.07±0.29
1/6 iris (3,3) 1.59±0.34
FRR 4.36±1.48
1/2 iris (2,3) 4.06±2.53
1/3 iris (2,2) 0.89±1.54
1/4 iris (3,3) 0.15±1.08
1/6 iris (3,3) 0.85±2.42
B. Gaze Deviation
Results obtained for multi-part fusion when iris images are affected by gaze devia-
tion are shown in Fig. 4.6 (a). According to the results, while the FAR decreases
with the number of parts, the FRR increases. Although the reduction of the
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(a)
(b)
Figure 4.6: Decision error rates of (a) multi-part and (b) multi-sample decision fusion
for images affected by gaze deviation (IDDS:Gaze-deviation). A clear re-
duction in the FAR can be observed in the case of multi-part fusion as
the number of parts increases. However, due to the severe effect of gaze
deviation on iris verification performance, more than four parts would be
needed to reduce the FAR to values close to zero, and extremely high val-
ues of FRR would be obtained in such case. Multi-sample fusion efficiently
decreases the FRR when increasing the number of samples, although the
FAR is very high in spite of its slower increasing rate.
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FAR is clearly faster than the increase in the FRR, more than three iris parts
are needed in this case to obtain values of the FAR close to zero. This is due
to the fact that gaze deviation severely degrades verification performance, with
values of the EER over 8.5% when full iris codes from single samples are used.
Multi-sample fusion, however, efficiently decreases the FRR when increasing the
number of samples. The associated increasing of the FAR is shown to be slower
than the reduction of the FRR, although it reaches very high values in spite of
that. A maximum of three samples is required to reduce the FRR values to values
close to zero (see Fig. 4.6 (b)).
Results obtained when combining the multi-part and multi-sample approaches
are shown in Fig. 4.7, and complemented with the error rate values presented in
Table 4.3. The error rates are reduced by over 25% compared to the reference in
the best case scenario, when using halves of the iris. However, lower error rates
than the reference cannot always be achieved (see e.g. the result for sixths of the
iris in Table 4.3). It may be noted that when the iris is off-axis, all iris parts
Figure 4.7: Decision error rates of multi-part, multi-sample decision fusion for images
affected by gaze deviation (IDDS:Gaze-deviation). When using halves
and thirds of the iris as inputs of the decision fusion architecture, the
maximum number of parts available is needed to outperform the error
rates when full iris codes from single samples are considered. Despite the
reduction of the error rates by over 25% in the best case scenario, iris
verification performance remains very poor.
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Table 4.3: Gaze deviation: Average error rates (%) with standard deviation for the
best selection of parts and samples. FAR and FRR values are paired for
each part size.
Degradation




1/2 iris (2,2) 5.21±0.87
1/3 iris (3,3) 7.86±1.12
1/4 iris (3,3) 8.49±1.03
1/6 iris (4,3) 6.03±0.80
FRR 9.03±5.08
1/2 iris (2,2) 6.47±5.39
1/3 iris (3,3) 6.13±5.58
1/4 iris (3,3) 6.00±4.59
1/6 iris (4,3) 13.33±5.27
are affected. While the most affected region depends on the deviation direction,
all rings in such a region are affected. Thus, in spite of the error rate reduction,
achieving low enough error rates cannot be always guaranteed just by using this
architecture. Extra countermeasures as those explained in Section 2.4.1 should
be considered to further improve the results.
C. Glasses
From the three degradations investigated in this section, noise due to the use of
glasses has the least detrimental effect on verification performance. This fact is
clearly illustrated when analysing the results of the multi-part and multi-sample
fusion schemes shown in Fig. 4.8. The most noticeable fact in this case is the fast
reduction of the FAR, which becomes almost zero when considering just two iris
parts, regardless of their size. This provokes a marginal increase of the FRR.
The good behaviour of the multi-part and multi-sample schemes when consid-
ered separately translates into very low error rates when combined, with values
that are lower than those obtained when considering full iris codes from single
samples, especially in the case of the FRR. This fact is illustrated in Fig. 4.9 and
Table 4.4. It should be noted that the null values of FRR shown in the table im-
ply that the FRR drops below the power of the experiment to detect. The main
reason leading to such low error rates is that different iris samples are usually
affected in a different way by glasses (e.g. a slight head tilt can noticeably change
the position of reflections), so using several samples helps to minimize the effect
of the degradation. Using only certain iris parts can also help, especially if those
parts affected by reflections are dismissed.
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(a)
(b)
Figure 4.8: Decision error rates of (a) multi-part and (b) multi-sample fusion for im-
ages affected by the use of glasses (IDDS:Glasses). When considering the
multi-part fusion scheme, the reduction of the FAR is so fast that just
two iris parts are needed to decrease its value to almost zero. This pro-
vokes only a marginal increase of the FRR. Consistently with the previous
cases, the multi-sample fusion scheme efficiently reduces the FRR as the
number of samples increases, with a slower increase of the FAR, especially
in those cases in which halves and thirds of the iris are considered.
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Figure 4.9: Decision error rates of multi-part, multi-sample decision fusion for images
affected by the use of glasses (IDDS:Glasses). All combinations of parts
and samples using more than one part and three samples yield decision
error rates very close to zero.
Table 4.4: Glasses: Average error rates (%) with standard deviation for the best
selection of parts and samples. FAR and FRR values are paired for each
part size.
Degradation




1/2 iris (2,3) 0.51±0.09
1/3 iris (2,3) 0.72±0.19
1/4 iris (3,3) 0.31±0.08
1/6 iris (3,3) 0.24±0.08
FRR 1.28±0.85
1/2 iris (2,3) 0±0
1/3 iris (2,3) 0.09±0.61
1/4 iris (3,3) 0.09±0.61
1/6 iris (3,3) 0±0
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4.6.2 Input Images Affected by Changes in Pupil Size
A. Pupil Constriction
When dealing with changes in pupil size, the behaviour of the individual multi-
instance and multi-sample schemes is analogous to that of images affected by
quality degradation. According to Fig. 4.10 (a), while the FAR decreases with
the number of parts, the FRR increases. Although the reduction of the FAR
is faster than the increase in the FRR, the maximum number of available parts
are required to minimise the FAR, with the consequent increase of the FRR. In
the case of multi-sample fusion (Fig. 4.10 (b)), reduction of the FRR to values
close to zero can be achieved by using a maximum of three samples, although the
FAR obtained in every case is very high. This behaviour of the individual fusion
schemes limits the control over the decision error rates.
Results obtained when integrating the multi-part and multi-sample schemes
are shown in Fig. 4.11, and complemented by Table 4.5. According to the results,
lower error rates can be obtained with the decision fusion architecture compared
to those obtained when using full iris codes from single samples, with the excep-
tion of the case in which sixths of the iris are used as inputs for the architecture.
Nevertheless, the maximum number of available iris parts and at least two sam-
ples are required to obtain such results. The main reason for this to happen is
that those rings closer to the pupil are the most affected by pupil constriction
(see Section 3.4.7), and since they are processed in the first place, they limit the
Table 4.5: Pupil constriction: Average error rates (%) with standard deviation for
the best selection of parts and samples. FAR and FRR values are paired
for each part size.
Degradation




1/2 iris (2,2) 2.15±0.54
1/3 iris (3,2) 1.05±0.35
1/4 iris (4,3) 1.60±0.41
1/6 iris (6,3) 0.73±0.22
FRR 2.67±1.12
1/2 iris (2,2) 1.00±1.21
1/3 iris (3,2) 1.10±2.34
1/4 iris (4,3) 0.53±1.81
1/6 iris (6,3) 5.53±4.07
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(a)
(b)
Figure 4.10: Decision error rates of (a) multi-part and (b) multi-sample fusion for
images affected by pupil constriction (IDDS:Constriction). Although the
reduction of the FAR is faster than the increase in the FRR for multi-
part fusion, the maximum number of available parts are required to
minimise the FAR, with the consequent increase of the FRR. Reduction
of the FRR to values close to zero can be achieved in the case of multi-
sample fusion by using a maximum of three samples, although the FAR
obtained in every case is very high. This behaviour of the individual
fusion schemes limits the control over the decision error rates.
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Figure 4.11: Decision error rates of multi-part, multi-sample decision fusion for im-
ages affected by pupil constriction (IDDS:Constriction). The maximum
number of available iris parts and at least two samples are required in
this case to obtain better error rates than those obtained when using full
iris codes from single samples. Processing the ring closest to the pupil
first in the architecture limits the further improvement of the error rates,
since that is the ring most affected by constriction.
further improvement of the error rates. This problem is solved in Section 4.7,
where the selection of the iris parts based on their consistency is demonstrated
to be a key issue to further reduce the error rates.
B. Pupil Dilation
Results obtained for multi-part and multi-sample fusion when iris images are
affected by pupil dilation are shown in Fig. 4.12. The behaviour of each of the
individual fusion schemes is quite similar to that of pupil constriction, although
the values of the error rates are slightly higher. This result is consistent with the
fact that worse performance is obtained for pupil dilation in comparison to pupil
constriction (see Section 3.4.7, and note that the value of the EER when using
full iris codes from single samples equals 3.1% in the case of pupil dilation, and
2.6% in the case of pupil constriction).
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(a)
(b)
Figure 4.12: Decision error rates of (a) multi-part and (b) multi-sample fusion for im-
ages affected by pupil dilation (IDDS:Dilation). Although the reduction
of the FAR is faster than the increase in the FRR for multi-part fusion,
the maximum number of available parts are required to minimise the
FAR, with the consequent increase of the FRR. Unlike the rest of cases
analysed so far, reduction of the FRR to values close to zero cannot be
achieved in the case of multi-sample fusion by using just three samples,
at least in those cases in which fourths and sixths of the iris are used as
the iris parts. Values of the FAR in the multi-sample case are also very
high.
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Figure 4.13: Decision error rates of multi-part, multi-sample decision fusion for im-
ages affected by pupil dilation (IDDS:Dilation). Lower error rates than
those obtained when using full iris codes from single samples can only
be achieved in this case when using halves of the iris as inputs for the
architecture. Even in that case the improvement is marginal.
Table 4.6: Pupil dilation: Average error rates (%) with standard deviation for the
best selection of parts and samples. FAR and FRR values are paired for
each part size.
Degradation




1/2 iris (2,2) 3.03±0.87
1/3 iris (3,3) 5.57±0.91
1/4 iris (3,3) 8.74±1.20
1/6 iris (4,3) 7.47±1.04
FRR 3.07±0.24
1/2 iris (2,2) 2.64±1.32
1/3 iris (3,3) 8.36±4.91
1/4 iris (3,3) 11.50±5.06
1/6 iris (4,3) 21.78±7.21
When integrating the multi-part and multi-sample schemes, lower error rates
than those obtained when using full iris codes from single samples can only be
achieved when using at least half of the iris as each of the parts (see Fig. 4.13 and
Table 4.6), and even in that case the improvement is marginal. As occurred in
the case of pupil constriction, the fact that the ring closest to the pupil is the first
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to be processed by the sequential architecture limits the further improvement of
the performance. Even worse is the fact that when rings are too small, those clos-
est to the pupil get completely degraded and yield bad verification performance
regardless of the rest of information available. As previously commented, this
problem will be addressed in Section 4.7.
4.6.3 Input Images Affected by Occlusion
A. Partial Occlusion
The last case to be analysed is the case of partial and total iris occlusion when
using cosmetic lenses. When occlusion is partial, the behaviour of the individual
multi-instance and multi-sample schemes is the same as observed up to now. In
the case of multi-part fusion, a fast reduction of the FAR can be observed, and
a maximum of three iris parts are needed to decrease its value to almost zero.
This provokes a relatively small increase of the FRR (see Fig. 4.14 (a)). In the
case of multi-sample fusion, good results are obtained with just two samples in
most cases (see Fig. 4.14 (b)). As explained in Section 2.5.1, images from the
partial occlusion subset (IDDS:Partial-occlusion) were synthetically created from
the normal conditions image subset (IDDS:NC) by increasing the pupil radius
from Rp to 1.75×Rp in order to simulate the effect of prosthetic lenses in which
only a black inner circle simulating the pupil is printed or painted. IDDS:Partial-
occlusion only includes 3 images per user, one of which is used in the training set.
Only 2 images are available for the test.
Table 4.7: Partial occlusion: Average error rates (%) for the best selection of parts
and samples. Standard deviation is not computable because only 2 images
are available for test. FAR and FRR values are paired for each part size.
Degradation




1/2 iris (2,2) 1.00
1/3 iris (2,2) 0.69
1/4 iris (2,2) 1.38
1/6 iris (3,2) 2.22
FRR 2.70±1.46
1/2 iris (2,2) 3.57
1/3 iris (2,2) 1.79
1/4 iris (2,2) 1.79
1/6 iris (3,2) 3.57
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(a)
(b)
Figure 4.14: Decision error rates of (a) multi-part and (b) multi-sample fusion for
images affected by partial occlusion (IDDS:Partial-occlusion). A fast
reduction of the FAR can be observed in the case of multi-part fusion,
and a maximum of three iris parts are needed to decrease its value to
almost zero. This provokes a relatively small increase of the FRR. In
the case of multi-sample fusion, good results are obtained with just two
samples in most cases.
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Figure 4.15: Decision error rates of multi-part, multi-sample decision fusion for im-
ages affected by partial occlusion (IDDS:Partial-occlusion). In this case,
better results than the reference can be obtained using thirds of the iris,
but not halves. Besides, using only two iris samples does not allow full
control over the trade-off between the FAR and the FRR. At least one
more sample should be used.
In Table 4.7, the error rates obtained for partial occlusion for the best selection
of parts and samples are presented. According to the results, better verification
performance than in the case of using full iris codes from single samples are
obtained in all cases except when using halves of the iris as the iris parts. This
can be also observed in Fig. 4.15. Besides, no more than three parts are required
to achieve good results regardless of the parts size. In this case, the standard
deviation of the data presented is not computable because only 2 images are
available for test. Since both of them are used, no randomization is possible and
results are always the same. Finally, it is important to note that using only two
samples does not allow full control over the trade-off between the FAR and the
FRR, and better results seem likely to be achieved by considering at least one
more sample (m = 3). In spite of this fact, considerably better results than in
the reference case (single full iris) are achieved for thirds and fourths of the iris.
Although part of the iris texture is unavailable in this case, as long as there is
enough usable information to be processed, obtaining such results is possible. In
contrast to pupil dilation, occlusion of the inner part of the iris does not provoke
any nonlinear deformation of the iris and the results obtained are better than
those reported in Section 4.6.2 for pupil dilation.
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B. Total Occlusion
When using opaque cosmetic lenses to completely occlude the iris, the correspond-
ing iris texture becomes unavailable and recognition is unfeasible. Consistent with
this fact, results obtained with the architecture for total occlusion reflect an in-
congruous behaviour. Being this the situation, no figures or EER values are
reported in this case. Countermeasures as those explained in Section 2.4.3 should
be considered to deal with total occlusion provoked by the use of cosmetic lenses.
4.7 Selection of Parts and its Effect on the
Architecture Performance
According to the results reported in the previous section, the proposed archi-
tecture allows controlled trade-off between the false accept and false reject rates
and results in better performance than in the case of using full iris codes from
single samples. The performance of the architecture depends on (a) the number
of parts, (b) the number of samples, (c) the selection of parts, and (d) the order
of parts in the cascade. The effect of (a) and (b) are investigated in the previous
section, but not those of (c) and (d), which are investigated in this section and
exploited for further improvement of the performance. The selection of the spe-
cific iris parts used as the inputs of the sequential architecture and their order is
based on relative bit error performance, previously investigated in Chapter 3.
Only the case of changes in pupil size is considered for analysis in this sec-
tion. For other degradations such as image quality deterioration, the effect of the
degradation is either well known (rings nearer the limbus are the most affected
in the case of eyelid obstruction), or random (different parts of the same ring are
affected differently depending on the degree and direction of the gaze deviation,
and different rings are affected differently depending or the position of reflections
when using glasses). The effect of ring order is not very decisive in such cases.
4.7.1 Error Analysis Based Selection of Parts
The selection of the specific rings to be used as inputs of the fusion architec-
ture and their order is based on relative bit error performance (Chapter 3). This
means that the most consistent parts of the iris are used. The mean normalised
bit error is computed for n rings (n = 2, 3, 4 and 6) as specified in Section 3.2,
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using (3.1). Results calculated with GQ-Iris are presented in Table 4.8 for images
captured under normal conditions (IDDS:NC) and images affected by pupil con-
striction (IDDS:Constriction) and dilation (IDDS:Dilation). Rings are ordered in
increasing value of bit error, and those rings with a lower bit error are processed
first (e.g. [3 2 4 1] is the order in which fourths of the iris are processed for pupil
dilation or constriction). Not all rings have to be necessarily used. It is also
important to note that the mean normalised bit error values shown in Table 4.8
are consistent with the EER obtained for each of the rings (the higher mean nor-
malised bit error, the higher EER). A maximum of three sample presentations
are allowed to verify the user in each stage of the cascade.
Table 4.8: Mean normalised bit error (%) per ring for images captured under nor-
mal conditions (IDDS:NC), and images affected by pupil constriction
(IDDS:Constriction) and dilation (IDDS:Dilation). Results under normal
conditions are used as a reference.
Number Size
Ring ID
Mean normalised Mean normalised Mean normalised
of of bit error(%) bit error(%) bit error(%)
rings rings Normal conditions Pupil constriction Pupil dilation
1 full iris 1 24.17 33.82 33.45
2 1/2 iris
1 22.78 34.95 34.37
2 25.56 32.49 32.16
3 1/3 iris
1 23.95 36.70 35.74
2 21.66 31.52 31.35
3 26.91 33.25 33.55
4 1/4 iris
1 25.03 37.24 37.57
2 20.54 32.67 32.17
3 23.54 31.88 31.78
4 27.58 33.50 33.46
6 1/6 iris
1 26.60 37.67 37.88
2 21.29 35.72 33.91
3 20.46 31.47 31.64
4 20.86 31.37 31.06
5 22.86 32.74 32.04
6 24.93 33.50 34.06
4.7.2 Architecture Performance considering Iris Parts
Selection
Results obtained with the multi-part, multi-sample sequential decision fusion ar-
chitecture when selecting and ordering rings according to relative bit error per-
formance are shown in Fig. 4.16 and Fig. 4.17 for pupil constriction and dilation.
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Figure 4.16: Decision error rates of multi-part and multi-sample fusion for pupil con-
striction (IDDS:Constriction) when selecting and ordering rings accord-
ing to relative bit error performance. Several combinations of parts and
samples clearly outperform the result obtained when using full iris codes
from single samples, with values of the FRR very close to zero.
Figure 4.17: Decision error rates of multi-part and multi-sample fusion for pupil di-
lation (IDDS:Dilation) when selecting and ordering rings according to
relative bit error performance. Only when using halves of the iris as parts
a similar performance than that obtained when using full iris codes from
single samples can be achieved. This means that robustness against pupil
dilation cannot be guaranteed just by using the fusion architecture.
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For clarity purposes, just the cases in which halves and thirds of the iris (n = 2, 3)
are used as parts are considered. For the same reason, only the cases in which
thirds of the iris are used have been labelled with the corresponding number of
part and sample or (n,m) pair.
Average error rates with standard deviation obtained for the best selection of
parts and samples when considering bit error based ring selection and order are
shown in Table 4.9. As in the previous section, the selection criterion is mainly
based on minimum total error rate achieved, although special emphasis is laid
on keeping the FAR value as low as possible, as usual in systems working under
normal operating conditions. If highly similar results are obtained for different
numbers of parts and samples, the case with the minimum number of them is
considered provided that the standard deviation does not increase considerably.
If we compare the case in which ring selection and order are based on bit error
performance and the case in which ring order is fixed (inner to outer), we can
clearly see that results in the former case are considerably better. Even if the best
combination of parts and samples is chosen for rings ordered from inner to outer,
results are better when using bit error based ring order for the same number of
parts and samples.
Table 4.9: Changes in pupil size: average error rates (%) with standard deviation for
best selection of parts and samples considering part selection. FAR and
FRR values are paired for each part size.
Degradation
Error Single Best selection of Equivalent result
rate full iris parts & samples for rings processed
(%) (reference) (m,n):(parts,samples) inner to outer
Constriction
FAR 2.74±0.84
1/2 iris (2,2) 1.98±0.50 2.15±0.54
1/3 iris (3,3) 1.91±0.28 3.28±0.83
1/4 iris (3,3) 2.12±0.49 5.32±0.68
1/6 iris (3,3) 2.27±0.42 13.03±1.26
FRR 2.67±0.12
1/2 iris (2,2) 0.57±0.91 1.00±1.21
1/3 iris (3,3) 0.07±0.67 1.70±3.77
1/4 iris (3,3) 0.07±0.06 0.40±1.59
1/6 iris (3,3) 0.60±0.91 5.97±6.07
Dilation
FAR 3.15±1.23
1/2 iris (2,2) 2.75±0.84 3.03±0.87
1/3 iris (3,3) 5.26±0.98 5.57±0.91
1/4 iris (2,3) 8.32±1.45 17.65±2.17
1/6 iris (2,3) 7.40±1.38 24.03±2.48
FRR 3.07±0.24
1/2 iris (2,2) 2.22±1.24 2.64±1.32
1/3 iris (3,3) 6.21±3.78 8.36±4.91
1/4 iris (2,3) 9.85±4.03 11.95±6.05
1/6 iris (2,3) 12.42±6.10 19.35±7.06
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In the case of pupil constriction, the error rates obtained considering error-
based ring order clearly outperform those obtained when using full iris codes
from single samples for all possible part sizes, with values of the FRR very close
to zero. A smaller number of parts and samples is required compared to the
case in which rings are ordered from inner to outer, and lower error rates and
standard deviations are also obtained, guaranteeing the statistical significance of
the results. To conclude, it can be stated that since constriction of the pupil
increases the effective usable iris area, better performance than in the case of
single full irides can be obtained by fusion and proper selection of rings.
When pupil dilation occurs, the error rates obtained considering error-based
ring order are lower than those obtained when rings are ordered from inner to
outer; however, the improvement is not good enough as to outperform results
obtained when using full iris codes from single samples. The only exception is the
case where halves of the iris are used, and even in this case the improvement is
marginal. Unlike the case of pupil constriction, dilation of the pupil reduces the
effective usable iris area and it is understandable that a performance improvement
over the reference demands extra information. As noticed in the previous sec-
tion when analysing the behaviour of the individual multi-part and multi-sample
schemes in the case of pupil dilation (see Fig. 4.12), the maximum number of
available parts are required to minimise the FAR, with the consequent increase of
the FRR. Besides, reduction of the FRR to values close to zero cannot be achieved
in the case of multi-sample fusion by using just three samples. Allowing a higher
number of sample presentations could help to improve the results, although the
improvement would be limited. It can be considered that results obtained for
pupil dilation when using the proposed architecture are not good enough as to
guarantee robustness against such a degradation. This fact motivates further
investigation of the effect of pupil dilation on iris recognition. Results of this
investigation are presented in the next chapter.
4.8 Chapter Summary and Conclusions
In this chapter, a sequential decision fusion architecture has been investigated
and applied in original manner to iris recognition considering the different pos-
sible ways of utilising multi-instance and multi-sample data. This approach has
been demonstrated to provide robustness against specific iris degradations by a
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controlled trade-off of the false accept and false reject rates in a fused classi-
fier framework. The performance of the architecture depends on the number of
parts, the number of samples, the selection of parts, and the order of parts in the
cascade. The effect of all these factors has been thoroughly investigated. The
selection of the specific rings to be used as inputs of the fusion architecture and
their order is based on relative bit error performance (Chapter 3). This means
that the most consistent parts of the iris are used.
Three different scenarios have been considered to demonstrate the efficacy of
the proposed fusion technique: (a) iris image quality degradation due to eyelid
obstruction, gaze deviation, and glasses, (b) changes in pupil size, and (c) partial
and total occlusion of the iris. Results have shown that the fusion architecture
yields better verification performance than systems that use full iris codes from
single samples, with lower error rates that are statistically significant. However,
not all results are totally satisfactory. While considerably better performance
can be achieved in the cases of eyelid obstruction, glasses, pupil constriction, and
partial occlusion, just slightly better performance is achieved when gaze deviation
or pupil dilation occur. When dealing with gaze deviation it may be noted that
if the iris is off-axis, all iris rings are affected. While the most affected region
depends on the deviation direction, all rings in such a region are affected. Thus,
in spite of the error rate reduction obtained by using this architecture, achieving
low enough error rates cannot be always guaranteed. Extra countermeasures as
those explained in Section 2.4.1 can be then considered to further improve the
results. In the case of pupil dilation, the effective usable iris area is reduced,
and iris rings might become so small that no combination of them might result
in better performance. While many different alternatives exist to deal with gaze
deviation, very limited solutions exist to counteract the effects of pupil dilation
on iris recognition. This fact motivates further investigation of this topic, which







In this chapter, a biomechanical model that describes the iris dynamics is
used to define a novel nonlinear iris normalisation scheme that improves
iris recognition accuracy when comparing iris images exhibiting signifi-
cant differences in dilation levels. First, existing mathematical models of
the iridal dynamics are described in Section 5.2. The basics of iris normal-
isation are then discussed in Section 5.3. The mathematical formulation
of the biomechanical model is described in Section 5.4. Based on this
formulation, numerical simulation is used to predict the iris deformation
for a given dilation level. This information is incorporated in the normal-
isation process as described in Section 5.5. In Section 5.6, the proposed
normalisation method is compared to the classical linear normalisation
approach for its experimental validation. Section 5.7 presents the chap-
ter summary and conclusions. The original contributions discussed in this
chapter result in publication (iii) in List of Publications.
5.1 Introduction
The effect of changes in pupil size on iris recognition has become an active re-
search topic in recent years, and several factors have been demonstrated to in-
duce varying levels of pupil dilation that negatively affect the performance of
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iris recognition systems. These factors include changes in the ambient lighting
conditions [18], alcohol [19], drugs [20, 21], and aging [32, 33]. The necessity of
addressing this problem to increase the robustness of iris recognition systems is
clear, although not many solutions have been proposed to counteract the effects
of changes in pupil size on recognition performance. The multi-part, multi-sample
sequential decision fusion architecture presented in Chapter 4 of this thesis has
been demonstrated to increase robustness to changes in pupil size. However, the
total iris image information required to improve iris recognition performance in
the case of pupil dilation is more than the equivalent of one full iris sample, and
the improvement is marginal. Dilation of the pupil reduces the effective usable
iris area and it is understandable that a performance improvement demands extra
information. Nevertheless, given the relevance of the problem, other techniques
should be investigated to further improve the results.
According to [18], when the degree of dilation at enrolment is similar to the
degree of dilation at recognition, the best performance is obtained for highly
constricted pupils, whereas the worst performance is obtained for highly dilated
pupils. If the degree of dilation is different during enrolment and recognition,
both dilation and constriction can affect the performance. Results presented in
Chapter 3 on the effect of light- and drug-induced pupil dilation and constriction
on the consistency of different iris regions confirm this result, since bit errors in iris
codes are demonstrated to increase over 10% when comparing regular iris images
with their dilated or constricted counterparts. This increase is independent of
the angle and especially noticeable closer to the pupil.
As will be explained in detail in the next section, some researchers have fo-
cused their attention on mathematically modelling the effects of iris deformation
due to changes in pupil size. A number of proposed approaches are based on
the physiology of the iris (Section 2.3.1). On the other hand, pattern recognition
based approaches have also been used to counteract the effects of iris deformation
on recognition performance. In their approach, Wei et al . [36] present a deforma-
tion correction method that uses a Gaussian function to model the deviation from
the linear stretch. In [37], Thornton et al . define a distortion-tolerant similarity
metric using the maximum a posteriori probability (MAP) estimate of the param-
eters of the relative deformation between iris patterns to be compared. Although
both approaches improve iris recognition performance, their potential is limited
by the fact that they are dependent on the particular data set used for parameter
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estimation. In this chapter, a biomechanical model based on the work of Clark et
al . [35] is used to define a new nonlinear iris normalisation scheme. Unlike the
previous approaches [36,37], the proposed solution is data set independent.
5.2 Iris Deformation
The problem of changes in pupil size and their effect on iris deformation has
been explored in different fields outside biometrics, as is the case of mathematical
biology or computer graphics. Changes in pupil size can be caused by a number
of factors such as drugs [182], disease [182, 183], age [184, 185], or psychological
aspects such as cognitive effort [186, 187] and curiosity, although light intensity
changes are the primary subject of study [188–192]. In order to understand the
changes in pupil size due to varying degrees of illumination, it is necessary to
explore the pupil dynamics.
Two main categories can be considered when modelling pupil dynamics, named
empirical models and physiology-based models. In the former case, empirical stud-
ies are carried out by varying light intensity, and a model is proposed based on
the results. Models within this category have been developed to characterise a
number of physical parameters related to pupil dynamics, such as (i) pupillary la-
tency, or time delay between the light pulse reaching the retina and the beginning
of the pupillary reaction [188, 189], (ii) dilation and constriction velocity [188],
and (iii) pupil size variation [190–192]. The different approaches existing in each
case are compared in [34]. Unlike empirical models, which rely on experimen-
tal data, physiology-based models are derived from anatomical and physiological
observations. In their work, Usui and Stark [193] developed a parametric model
to describe the static characteristics of pupil response to light stimuli, and used
probability distribution functions to model its random fluctuations. In [194],
Longtin and Milton expressed the dynamics of the pupil light reflex as a nonlin-
ear delay differential equation, taking into account the relation between the pupil
area and the iris muscle activity. A modification of Longtin’s equation was used
by Pamplona in [34] to develop his time-dependent model for pupil light reflex.
The nonlinear nature of pupil dynamics was also pointed out by Bressloff in [195].
While many approaches exist to model pupil dynamics, only a limited number
of them focus on modelling iridal dynamics.
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In [8], Wyatt presented the ‘minimum-wear-and-tear’ meshwork for the iris.
According to the author, the comparison of the optimum mesh and stretch behav-
ior with available data suggests that the iris may approximate a structure which
minimizes wear and tear. The premise of this work is based on [196], in which the
iris collagen structure is modelled as a set of fibres arranged in a series of parallel
arcs connecting the limbus or iris boundary and the pupillary boundary in both
clockwise and counterclockwise directions, as shown in Fig 5.1. The stretch of
these fibres is modeled by Wyatt as a combination of linear and additive nonlinear
stretches (R = Rlinear + ∆R(Rp, r)).
Figure 5.1: Collagen structure as a series of parallel arcs connecting the limbus and
the pupillary boundary in clockwise and counterclockwise directions [8].
In Wyatt’s model the course of a fibre from the limbus to the pupillary bound-
ary is described by R(θ, θ0, Rp), where R is the radius as a function of θ, θ0 is the
polar angle traversed by a single fibre in going from the limbus to the pupillary
boundary, and Rp is the pupil radius (see Fig. 5.2). The value of R given the iris
radius Rs is calculated as







Figure 5.2: Nomenclature for describing the course of an iris collagen fibre from the
limbus to the pupillary boundary (adapted from [8]).
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For some particular pupil radius Rp = Rpref , the linearly deformed solution is
given by











The particular form used for the additive deviation from linear behavior is
described with a 6th order polynomial, according to





(1− f j+1), (5.3)
where f = (Rs − r)/(Rs − Rp) is a particular fractional radial position in the
iris for the case of linear behaviour, and coefficients bj are chosen so that the
deviation is zero at the limbus (∆R(Rp, f = 0) = 0).
Wyatt’s formulation has been used in different approaches for iris recognition,
like [36], in which Wei et al . presented an iris deformation correction method
which used a Gaussian function to model the deviation from the linear stretch,
or [10], in which Yuan and Shi presented a nonlinear scheme for iris normalisation
(see Section 5.3 for more details). Although both approaches improve recognition
performance, they are somehow limited by the fact that Wyatt’s model does not
take into account relevant aspects of the iris physiology such as the changes in
its elastic properties or the muscle activity. As stated by the author, while the
proposed model provides a skeleton of the iris, a layer of material needs to be
connected to the skeleton to model a real iris.
In [34], Pamplona proposed an image-based model for iridal deformation using
tracking points on the pupil border as well as various feature points throughout
the iris region. Based on this, the following information was computed: (i) the
distance from the tracked feature points to the pupil center, (ii) the distance from
the tracked feature points to the pupillary boundary, and (iii) the ratio between
(ii) and the local width of the iris. With these results, the author concluded
that approximating the iridal deformation as a linear function is good enough
to generate a realistic simulation of iridal deformation for computer graphics
applications such as high-fidelity facial animations. Nevertheless, the accuracy
of the model is limited by imprecision in the exact location of the feature points
resulting from the manual specification of them. This lack of accuracy restricts
its application in biometrics and other biologically related fields.
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Computer tracking techniques using Elastic Graph Matching (EGM) [197]
were used by Phang in [9] to analyse iris deformation due to changes in pupil
size. In the EGM algorithm, the vertices of a dense grid graph placed on the
object of interest are selected as feature points to represent the object using
their local feature vector. In the case of the iris, the grid graph is placed such
that its nodes are at the intersection points between radial lines separated by a
fixed angle, and piecewise linear concentric circles separated by the same radial
distance (see Fig. 5.3). Iris texture at each graph node is then analysed using
Gabor filters [109], and tracked by comparing the similarity of the magnitude
and phase resulting from filtering across the iris image sequence. Validation of
the model was carried out by constructing the estimated deformed iris image of a
desired pupil size through an image warping technique, and comparing it with its
actual iris image showing the same pupil size. The results reported indicate that
movements of the iris surface occur mainly in the radial direction, and also that
the stretch of the iris surface is nonlinear. One of the main limitations of Phang’s
model is the small size of the iris database (11 subjects). By recommendation of
the author, results should be confirmed with a larger database.
Figure 5.3: Example of an 18-by-5 nodes iris graph used for EGM tracking [9].
More recently, Clark et al . [35] used biomechanics to develop a theoretical
model that predicts the nonlinear dynamics of the iris. Unlike previous models [8,
34], this work takes into account the elastic properties of the iris and the effects of
the iris musculature. This has motivated the selection of this model as the basis
to define a new nonlinear normalisation scheme that improves iris recognition
performance under various degrees of pupil dilation. Full details of the model




As explained in detail in Chapter 2, the goal of an iris recognition system is
to compare two irides and generate a comparison score indicating their degree of
similarity or dissimilarity. This process involves five main stages: data acquisition,
segmentation, normalisation, feature extraction, and comparison (Section 2.3.3).
Once a 2D image of the eye has been captured using an iris sensor, the iris
region is isolated from other structures in its vicinity (viz., sclera, pupil, eyelids,
and eyelashes) during the segmentation stage. The resultant iris region is then
unwrapped into a rectangular block of fixed dimensions during the normalisation
stage. The distinguishing features of the normalised image are extracted and
encoded into a bit string referred to as an iris code, and the dissimilarity between
iris codes is finally computed in the comparison stage for recognition.
The normalisation stage, which can be regarded as a resampling process, is
critical to the success of the subsequent feature extraction and comparison stages,
since it counteracts changes in the size and scale of the iris pattern.
The most common normalisation method in the literature was proposed by
Daugman [7] (see Fig. 5.4). According to Daugman’s rubber sheet model, the
mapping of the iris image I(x(r, θ), y(r, θ))→ I(r, θ) from Cartesian coordinates
to a doubly dimensionless pseudo-polar coordinate system can be represented as:
x(r, θ) = (1− r) xp(θ) + r xs(θ),
y(r, θ) = (1− r) yp(θ) + r ys(θ),
(5.4)
where (xp(θ), yp(θ)) and (xs(θ), ys(θ)) are respectively the discrete coordinates
nearest to the pupillary boundary and the limbus at a given angle θ ∈ [0, 2pi],
and r is the normalised radius in the interval [0, 1].
Given the coordinates of the pupil and iris centre, (xp0, yp0) and (xs0, ys0), and
the pupil and iris radii, Rp and Rs, the discrete coordinates (xp(θ), yp(θ)) and
(xs(θ), ys(θ)) are given by:
xp(θ) = xp0 +Rp cos(θ),
yp(θ) = yp0 +Rp sin(θ),
xs(θ) = xs0 +Rs cos(θ),
ys(θ) = ys0 +Rs sin(θ).
(5.5)
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Figure 5.4: Iris normalisation according to the classical rubber sheet model [7].
Image registration is used by Wildes [4] to normalise iris images. This
approach geometrically transforms a newly acquired image Ia(x, y) into align-
ment with an image Id(x, y) from the database according to a mapping function
(u(x, y), v(x, y)), that minimizes the intensity difference between the two images.




(Id(x, y)− Ia(x− u, y − v))2 dx dy, (5.6)
while being constrained to capture a similarity transformation of image coordi-
nates (x, y) to (x′, y′) as defined in (5.7), where σ is a scaling factor and R(θ) is a
matrix representing rotation by an angle θ. The parameters σ and θ are recovered















Similar to Wilde’s approach, Ivins and Porrill [198] proposed an iris deforma-
tion model that use two scaling parameters, a global one (σ1) and a local one (σ2).
The model is defined by five main parameters: translation (tx, ty) in the x and y
coordinates, rotation R(θ), and scaling σ(r). The scaling parameter is computed
as σ(r) = 1 + σ1 + σ2r. The five-parameter transformation matrix is defined
by (5.8), where (x, y) represents a point in the initial iris image, and (cx, cy) is
the centroid of the model computed from the coordinates of the M samples in

















Although this iris deformation model accounts for variations in pupil size, it is
not robust enough to counteract the degradation of iris recognition performance
when large changes in pupil size occur. The same can be stated about Wildes’
approach and the rubber sheet model. This limitation is due to the linear nature
of the resampling process being performed during normalisation in all previous
cases. As explained in the previous section, physiological studies [8,9,35] indicate
that the nature of iridal dynamics is nonlinear. Therefore, the incorporation of
a nonlinear iris normalisation scheme will likely address the problems associated
with large changes in pupil size.
In [10], Yuan and Shi introduced a nonlinear normalisation scheme based on
the structure of iris fibres proposed by Wyatt [8]. In this approach, iris patterns
are first made to deform non-linearly to a reference annular zone with a fixed
dilation ratio λref = rref/Rs, where rref is the mean pupil radius from all the iris
images in a database, and Rs is the iris radius. This annular zone is then linearly
stretched to a rectangular block of fixed dimensions. The nonlinear deformation
model, illustrated in Fig. 5.5, uses virtual arcs subtending an angle equal to pi/2
which connect points on the pupillary boundary and points on the limbus. These
arcs are the fibres from Wyatt’s model (see Figs. 5.1 and 5.2).
Figure 5.5: Iris normalisation according to Yuan and Shi (adapted from [10]).
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When the pupil changes its size from rref to r, point A
′(xA′ , yA′) on a given
sampling circle moves to point A(xA, yA), which can be computed as follows:
y − yA′ = k (x− xA′) ,
x2 + (y − y1)2 = r21,
(5.9)
where k = yA′/xA′ , and o1 = (x1, y1) and r1 are respectively the center and radius
of the circle containing arc(PI ′), an arc which connects a point on the pupillary
boundary and a point on the limbus (see Fig. 5.5).
As previously mentioned, one of the problems of Wyatt’s model is that it does
not take into account relevant aspects of the iris physiology such as the changes
in its elastic properties or the muscle activity. In this sense, Yuan and Shi’s
approach is limited and other approaches should be explored.
The biomechanical model proposed by Clark et al . in [35], which is explained
in detail in the next section, is used in this thesis to define a novel nonlinear
normalisation scheme that improves iris recognition performance under various
degrees of pupil dilation.
5.4 Biomechanical Model Development
From the work of [35], biomechanics [199] can be used to predict the nonlinear
dynamics of the iris as a result of pupil dilation. Such an approach complements
the classical pattern recognition principles with insights about the muscle activity
and the elastic properties of the iris.
The relevant notation used for deriving the biomechanical model is sum-
marised in Table 5.1.
Table 5.1: Mechanical nomenclature relevant to the definition of the biomechanical
model.
Normal strain (r, θ) Normalised deformation acting perpendicular to the material
Normal stress (σr, σθ) Internal forces acting perpendicular to the material
Shear stress (τrθ) Internal forces acting tangential to the material
Young’s moduli (Er, Eθ) Measure of the level of stiffness of an elastic material
Poisson’s ratio (ν) The negative ratio of transverse to axial strain of the material
Displacement (u) The amount of deformation of the material
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The mathematical formulation of the biomechanical model starts by consider-
ing the iris region as a thin cylindrical shell. In this formulation, the z dimension
is much smaller than the r and θ dimensions, so the iris can be viewed as a thin
plate where the loads are applied uniformly over the z dimension. It is impor-
tant to note that, from an iris recognition standpoint, only the two-dimensional
perspective in the r-θ plane is considered. Hence, it is assumed that the normal
stress in the z direction, σz, and the resulting shear stresses τrz and τθz are neg-
ligible. Further, an axisymmetric load is assumed. As a result, the displacement
u is independent of θ. Consequently, it follows that the shear stress in the r-θ
plane, τrθ, is also negligible. It is important to note that soft biological tissues,
like the iris, experience finite strain. This formulation approximates this effect by
considering nonlinear effects with a linear constitutive law. With these assump-
















where u = u(r) represents the radial displacement and the primes ()’ denote
ordinary differentiation with respect to r. Also, the equilibrium condition that







Adopting Whitcomb et al .’s [201] assumption that the iris material is or-
thotropic, the relationship between the stress and strain vectors, ~σ and ~, is given
by the following equations:
σr =
Er
(1− ζν2) (r + ζνθ) ,
σθ =
Eθ
(1− ζν2) (νr + θ) ,
(5.12)
where ν is the Poisson’s ratio in the radial direction, Er and Eθ are the Young’s
moduli in the radial and angular directions, and ζ is the ratio between them
(ζ = Eθ/Er).
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Combining equations (5.10)-(5.12) yields the following differential equation for

























Examining (5.13), it is clear that the iris deformation model is nonlinear.
Next, an observation is made that, in the r − θ plane, deformation occurs at the
pupillary boundary while the limbic boundary remains stationary. Hence, the
boundary conditions in (5.14) are posed, where r1 and r2 are the resulting pupil
and limbus radii respectively.
u (r1) = µ1, µ1 > 0,
u (r2) = 0.
(5.14)
Numerical simulation of the radial displacement u(r) calculated from (5.13) is
carried out via the finite element method (FEM). While other numerical methods
are also possible, the FEM is chosen due to its flexibility with regard to mesh
generation. The FEM implementation consists of converting (5.13) into a vari-
ational form and discretising the annular domain into a number of vertices or
radial positions. In the example shown in Figs. 5.6 and 5.7, the pupil radius
is increased from 2 mm to 4.5 mm (extreme dilative state). Additionally, the
limbus radius is fixed as 6 mm. Next, the average material parameters Er and
Eθ are adopted from Whitcomb et al . [201], where Er = 4 kPa, and Eθ = 2.97
kPa. From [202], the empirical range for the Poisson’s ratio is between 0.45 and
0.5 (i.e. ν ∈ [0.45, 0.5)). The Poisson’s ratio used for this work is ν = 0.49.
Comparisons are made by graphing the nonlinear solution u(r) versus the linear
solution provided by the rubber sheet model (see Fig. 5.6 (a)). In order observe
the total deformation, equally spaced radial positions r are first considered within
the annular region. The final radial positions are next calculated as r+ u(r) and
shown in Fig. 5.6 (b). In this figure it is possible to note that while the pupil-
lary boundary is at 4.5 mm, elements from r ∈ (2, 2.4) mm move behind the
pupillary boundary, to approximately 4.4 mm. This behaviour simulates how
iris tissue folds for extreme dilative cases. The same effect can be visualized in
Fig. 5.7 (b), where the inner circle that represents the pupillary boundary has
disappeared (note that while 10 circumferences appear in Fig. 5.7 (b), only 9




Figure 5.6: Result of deformation when the pupil radius is increased from 2 mm to
4.5 mm (extreme dilative case) in an iris with a 6 mm-radius limbus. (a)
Radial displacement u(r) and (b) final radial positions r + u(r).
(a) (b)
Figure 5.7: Result of deformation when the pupil radius is increased from 2 mm to
4.5 mm (extreme dilative case) in an iris with a 6 mm-radius limbus. (a)
Rubber sheet model and (b) biomechanical model.
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5.5 Iris Normalisation According to the
Biomechanical Model
In this section, a nonlinear normalisation method is proposed, that reduces the
effect of pupil dilation on iris recognition performance. Unlike the rubber sheet
model, in which equally spaced radial positions are considered at each angular
position, the proposed method uses the radial displacement estimated by the
biomechanical model to perform the resampling in the radial direction.
Given an input iris sample with a pupil radius Rp1, the following process is
used to normalise it (see Fig. 5.8):
1. Define the reference image used to estimate the dilation level. In this work,
the enrolled image, against which the input iris sample is compared, is used
as the reference image. Given the pupil radius of the reference image, Rp0,
the dilation level is calculated as Rp1−Rp0. To avoid any significant impact
on recognition speed, the values of the pupil and iris radii of the reference
image (Rp0 and Rs0, respectively) are pre-computed and stored.
2. Discretise the annular domain defined by Rp0 and Rs0 into a number N of
uniformly spaced radial positions r, where N is the height of the normalised
image.
3. At each radial position, r, use (5.13) to solve for u(r). Use the pupillary
boundary Rp0 to start iterating. The ring located at radius r is moved to
the final position located at radius r′ = r+u(r). The process to numerically
simulate u(r) was explained and illustrated with an example at the end of
the previous section.
4. Stop iterating once the radius reaches that of the sample image, Rp1.
5. Perform the mapping I(x(r, θ), y(r, θ))→ I(r, θ) of the iris pixels according
to (5.16), where (xp(θ), yp(θ)) and (xs(θ), ys(θ)) are respectively the discrete
coordinates nearest to the pupillary boundary and the limbus at a given an-
gle θ ∈ [0, 2pi], and r′ is the normalised radius in the interval [0, 1] calculated
according to (5.15).
r′ = r + u(r), (5.15)
x(r′, θ) = (1− r′) xp(θ) + r′ xs(θ),
y(r′, θ) = (1− r′) yp(θ) + r′ ys(θ).
(5.16)
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Figure 5.8: Iris normalisation according to the biomechanical model.
(a) (b)
Figure 5.9: Iris normalisation according to (a) rubber sheet model and (b) biome-
chanical model. White dashed contours represent samples used to create
the normalised image.
As in the rubber sheet model (see (5.4)), the interpolation using the nearest
image pixels is bilinear. The additional computational demand of the proposed
normalisation scheme occurs when the radial displacement vector u(r) is com-
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puted based on (5.13). This vector has to be computed for every probe-reference
pair and adds an additional 2.7 ms in computational time compared to the rubber
sheet model (time value obtained using MATLAB R2014a-8.3.0.532 and an Intel
Core i7 3.4GHz CPU). The difference between the rubber sheet normalisation
method and the proposed method is illustrated in Figure 5.9.
5.6 Experimental validation
The performance of the proposed normalisation scheme is evaluated in this section
using two different databases: WVU-PLR [6], which comprises images affected
by light-induced changes in pupil size, and IDDS, which includes, among others,
images affected by light- and drug-induced changes in pupil size (Section 2.5.1).
In the case of WVU-PLR, only the WVU-FDS subset (Section 2.5.4) is used.
From the three categories in WVU-FDS (normal dilation ratio, dilation, and con-
striction), only the images with a normal dilation ratio and the dilated images
are analysed here. Likewise, only the IDDS:NC and IDDS:Dilation subsets are
considered. This is influenced by the fact that the current definition of the biome-
chanical model assumes a positive radial displacement of the pupillary boundary
(see (5.14)) from the resting state. The deformation is then assumed to occur
from the resting state, which is defined by a dilation ratio within the normal
range. The model is therefore not directly applicable to constriction, unless ad-
ditional modifications are introduced. Information about the data subsets used
in the experiments are summarized in Table 5.2. It may be noted that in or-
der to further generalise the observations and results presented in this section, an
extended database is desirable. This is proposed as future research in Section 6.3.
Performance results obtained with the biomechanical model are compared to
those of the rubber sheet model for validation. The comparison scores are cal-
culated using Masek’s system (Section 2.6.3), although two important changes
are made with respect to the original implementation. First, all images from
WVU-FDS are automatically segmented and then subjected to a secondary man-
ual segmentation process to refine the mask and mitigate segmentation errors.
Only minor imperfections, impossible to be eliminated manually, remain. This
guarantees that any change in performance is primarily due to the normalisation
process. The second change involves the replacement of the normalisation method
in Masek’s code with the two methods considered and compared in this paper:
the rubber sheet model and the biomechanical model.
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Table 5.2: Information about the subsets of WVU-FDS and IDDS used to validate
the proposed normalisation scheme.
Database Conditions
Dilation Dilation Iris Total Genuine Impostor
level ratio classes images tests tests
WVU- FDS
Normal Normal 0.35 < ∆ < 0.475 46 776 730 487285
Dilation
Low 0.475 ≤ ∆ < 0.575 40 193 193 33676
High ∆ ≥ 0.575 17 41 41 1530
IDDS
Normal Normal 0.265 < ∆ < 0.515 118 354 236 117990
Dilation
Low 0.515 ≤ ∆ < 0.625 38 177 177 28192
High ∆ ≥ 0.625 14 115 115 11856
Samples affected by pupil dilation from each of the two databases under anal-
ysis are compared to a reference image that exhibits a normal dilation ratio.
Consistent with Table 5.2, the total number of genuine comparisons performed
considering WVU-FDS is 730 in the case of images with normal dilation ratio,
and 234 in the case of dilated images. For IDDS, 236 genuine comparisons are
performed in the case of images with normal dilation ratio, and 292 in the case of
dilated images. In order to validate the results and obtain statistical confidence,
repeated random sub-sampling based validation is used to compute the mean and
standard deviation of the decision error rates. Three quarters of the total number
of images are randomly chosen to perform the Monte Carlo trials.
5.6.1 Results using WVU-FDS
A. Images with normal dilation ratio
For WVU-FDS, dilation ratio values between 0.35 and 0.475 are considered
to be within the normal range. The radial displacement which occurs when the
pupil dilates from 2.47 mm to 2.88 mm in an iris with a 6 mm-radius limbus is
shown in Fig. 5.10 for both the rubber sheet model and the biomechanical model.
This is equivalent to consider dilation ratios between the mean value (∆ = 0.41)
and the maximum value (∆ = 0.475) in the normal range. As observed in the
figure, the difference between the two models is quite small, which means that
the difference in recognition performance obtained with the two normalisation
models should be negligible in this normal range.
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Figure 5.10: Result of deformation when the pupil dilates from 2.47 mm to 2.88 mm
in an iris with a 6 mm-radius limbus. This is equivalent to consider
dilation ratios between the mean value (∆ = 0.41) and the maximum
value (∆ = 0.475) in the normal range for iris images in WVU-FDS.
Figure 5.11: Score difference (rubber sheet model score minus biomechanical model
score) for genuine comparisons considering images with normal dilation
ratio from WVU-FDS. Red colour represents lower biomechanical model
score and blue colour represents lower rubber sheet model score. Low
scores are desirable, so the more dots of a certain colour, the better is
the corresponding normalisation method. The size of the dots represents
the difference between the scores, and the dashed yellow line the EER
threshold for the rubber sheet model (scores represented in y axis). Since
no score is over the threshold, no decision errors occur.
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The small difference in performance between the two models can be observed
in Fig. 5.11. The figure shows the difference between the rubber sheet model
scores and the biomechanical model scores for genuine comparisons. Red colour
represents lower biomechanical model score and blue colour represents lower rub-
ber sheet model score. Low scores are desirable, since they lead to smaller decision
error. This means that the more dots of certain colour, the better is the corre-
sponding normalisation method. The size of the dots represents the magnitude of
the difference between the scores. In this case, it can be observed that there are
more blue dots, which suggests a better performance of the rubber sheet model.
However, given the small difference between the scores and the fact that no deci-
sion error occurs (all dots are under the EER threshold, represented by a dashed
yellow line) it can be stated that both methods lead to identical performance.
This is confirmed in Fig. 5.12, which does not show any special difference (shift)
between the genuine score distributions. The EER is zero regardless of the model
used for normalisation, or to be more precise, the EER value is below the power
of the experiment to detect.
Figure 5.12: Genuine and impostor score distributions obtained when using the rub-
ber sheet model (red) and biomechanical model (blue) to normalise the
images with normal dilation ratio from WVU-FDS. The impostor dis-
tribution for the biomechanical model is shifted to the right compared
to that of the rubber sheet model. This indicates it is marginally more
robust. The difference between the two normalisation schemes around
the threshold is none, and therefore there will be no advantage in terms
of actual errors on the tested data.
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B. Dilated images
For the data set WVU-FDS, used in these experiments, images with a dilation
ratio over 0.475 are considered to be dilated. Unlike the previous case, for this
range of dilation ratios, the difference in deformation calculated by the biome-
chanical model and the rubber sheet model is quite noticeable. Fig. 5.6, which
represents a dilation ratio increase up to ∆ = 0.75, is a clear example of this.
In the case of dilated images, the results obtained when using the biomechan-
ical model clearly outperform those obtained when using the rubber sheet model.
As observed in Fig. 5.13, when the dilation ratio is high, considerably better gen-
uine scores are obtained when using the biomechanical model (most of the dots
are red and big). Scores that are in error when using the rubber sheet model
(those above the dashed yellow line, which represents the EER threshold of the
rubber sheet model), would move below the threshold when using the proposed
model provided that the score difference is high enough. This fact turns into lower
Figure 5.13: Score difference (rubber sheet model score minus biomechanical model
score) for genuine comparisons considering all dilated images from
WVU-FDS. In this case, the higher number and bigger size of the dots
associated with lower scores of the biomechanical model when the dila-




Figure 5.14: Genuine and impostor score distributions obtained when using the rub-
ber sheet model (red) and biomechanical model (blue) to normalise all
dilated images from WVU-FDS. The genuine distribution obtained when
using the biomechanical model is shifted to the left compared to that of
the rubber sheet model, so it yields a lower EER.
false reject rates. Consider, e.g., the circled red dot with score equal to 0.42 when
using the rubber sheet model. Since the score difference for such a dot equals
0.12, the score obtained with the biomechanical model is 0.35. This score value
is under the EER threshold of the rubber sheet model. The better performance
of the biomechanical model is also confirmed in Fig. 5.14, which shows that the
genuine score distribution obtained with the biomechanical model is shifted to
the left compared to that of the rubber sheet model.
Table 5.3 shows the EER values for the whole dilation data set, as well as
the two subsets of images with low (0.475 ≤ ∆ < 0.575) and high (∆ ≥ 0.575)
dilation ratios. As previously stated, results from the biomechanical model clearly
outperform those from the rubber sheet model, with an improvement of the EER
from 2.2% to 0.8% when using all the dilated images in the WVU-FDS. Results
obtained when differentiating between low and high dilation ratios clearly show
that the majority of errors are caused by those images with a high dilation ratio.
Since dilated images are compared against a reference image that shows normal
dilation ratio in the experiments, this is equivalent to say that most errors occur
when comparing iris images with highly different dilation ratios. It is precisely
in this case where the proposed method is found to considerably improve the
recognition accuracy, with a value of the EER that decreases from 6.7% to 3.3%.
139
Model-based Approach for Robust Iris Recognition
Table 5.3: EER calculated for different subsets of WVU-FDS: whole dilation data
set and subsets of images showing low (0.475 ≤ ∆ < 0.575) and high
(∆ ≥ 0.575) dilation ratios.
Data set
Size EER (%)
(subjects, images) Rubber sheet Biomechanical
Dilation data set (complete) (40, 234) 2.2±0.6 0.8±0.4
Low dilation ratio (40, 193) 0.1±0.1 0±0
High dilation ratio (17, 41) 6.7±0.3 3.3±0.4
5.6.2 Results using IDDS
A. Images with normal dilation ratio
For IDDS:NC, values of the dilation ratio between 0.265 and 0.515 are consid-
ered to be within the normal range. The radial displacement which occurs when
the pupil dilates from 2.34 mm to 3.09 mm in an iris with a 6 mm-radius limbus, is
shown in Fig. 5.15 for both the rubber sheet model and the biomechanical model.
This is equivalent to consider dilation ratios between the mean value (∆ = 0.39)
and the maximum value (∆ = 0.515) in the normal range. As observed in the
figure, the difference between the two models cannot be considered negligible.
Nevertheless, both models yield the same performance value. The EER is 0%
in both cases, or to be more precise, the EER value is below the power of the
experiment to detect.
Figure 5.15: Result of deformation (final radial positions r + u(r)) when the pupil
dilates from 2.34 mm to 3.09 mm in an iris with a 6 mm-radius limbus.
This is equivalent to consider dilation ratios between the mean value
(∆ = 0.39) and the maximum value (∆ = 0.515) in the normal range
for iris images in IDDS.
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The fact that the same performance is obtained with the two models is sup-
ported by the results in Fig. 5.16. As explained in the previous section, the figure
shows the difference between the rubber sheet model scores and the biomechanical
model scores for genuine comparisons. Red colour represents lower biomechanical
model score and blue colour represents lower rubber sheet model score. Green
colour represents equal score values. The lower the scores, the less decision errors.
This means that the more dots of a certain colour, the better is the normalisation
method. The size of the dots represents the magnitude of the difference between
the scores. In this case, it can be observed that although the proportion of blue
dots is slightly higher than that of red dots, the difference between one case and
the other is small. Several cases where the same score value has been obtained
(green dots) can also be observed. Apart from that, since no decision error oc-
curs in any case (all dots are under the EER threshold, represented by a dashed
yellow line), it can be stated that both methods lead to identical performance
Figure 5.16: Score difference (rubber sheet model score minus biomechanical model
score) for genuine comparisons considering images with normal dilation
ratio from IDDS:NC. Red colour represents lower biomechanical model
score and blue colour represents lower rubber sheet model score. Low
scores are desirable, so the more dots of certain colour, the better is the
corresponding normalisation method. The size of the dots represents
the difference between the scores, and the dashed yellow line the EER
threshold for the rubber sheet model (scores represented in y axis). Since
no score is over the threshold, no decision errors occur.
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Figure 5.17: Genuine and impostor score distributions obtained when using the rub-
ber sheet model (red) and biomechanical model (blue) to normalise all
images from IDDS:NC. All distributions are very similar, so both models
yield the same performance.
under normal conditions (EER=0%). This is confirmed in Fig. 5.17, which does
not show any special difference (shift) between the scores distributions.
B. Dilated images
In the case of IDDS:Dilation, images with a dilation ratio over 0.515 are con-
sidered to be dilated. As previously demonstrated, the difference in deformation
calculated by the biomechanical model and the rubber sheet model is quite no-
ticeable for this range of dilation ratios (see Fig. 5.6, which represents a dilation
ratio increase up to ∆ = 0.75). When using the biomechanical model to normalise
the iris images, better results are obtained than in the case of using the rubber
sheet model, with an improvement of the EER from 5.3% to 4.6% (see Table 5.4).
This improvement, however, is not as good as in the case of WVU-FDS. This dif-
ference between the two data sets could be attributed to the fact that most of
the images from IDDS:Dilation are affected by drug-induced dilation. In order
to validate the hypothesis that drug-induced dilation yields worse performance
than light-induced dilation, results from images in IDDS affected by light-induced
dilation will be compared to those from images affected by drug-induced dilation.
Fig. 5.18 shows the difference between the rubber sheet model scores and the
biomechanical model scores for genuine comparisons. Unlike the case of WVU-
FDS, the fact that the biomechanical model outperforms the rubber sheet model
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is not so evident, as suggested by the smaller reduction of the EER. In this graph,
red colour represents lower biomechanical model score and blue colour represents
lower rubber sheet model score. According to that, most scores obtained with
the rubber sheet model are lower (and so, better) than those obtained with the
biomechanical model. However, this does not happen for those images which
cause decision errors when using the rubber sheet model (those over the dashed
yellow line, which represents the EER threshold). As observed in the figure, for
values of the Hamming distance over the EER threshold better genuine scores
are obtained when using the biomechanical model (most of the dots are red).
In those cases in which the score difference is high enough, scores from images
that are misclassified when using the rubber sheet model, would move under the
Figure 5.18: Score difference (rubber sheet model score minus biomechanical
model score) for genuine comparisons considering all images from
IDDS:Dilation. Red colour represents lower biomechanical model score
and blue colour represents lower rubber sheet model score. In this case,
most scores obtained with the rubber sheet model are lower (and so,
better) than those obtained with the biomechanical model. However,
better genuine scores are obtained when using the biomechanical model
in those images which cause decision errors when using the rubber sheet
model (those over the dashed yellow line, which represents the EER
threshold). In those cases in which the score difference is high enough,
scores from images that are misclassified when using the rubber sheet
model, would move under the threshold if the corresponding score dif-
ference were subtracted. This fact turns into lower error rates.
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Figure 5.19: Genuine and impostor score distributions obtained when using the rub-
ber sheet model (red) and biomechanical model (blue) to normalise all
images from IDDS:Dilation. After the threshold, the genuine score dis-
tribution obtained with the biomechanical model is slightly shifted to
the left with respect to that of the rubber sheet model. This yields to
marginally lower EER. Before the threshold, the rubber sheet model
distribution is shifted to the left compared to that of the biomechanical
model.
threshold if the corresponding score difference were subtracted. This fact turns
into lower false reject rates and improves the EER. This fact is also confirmed
in Fig. 5.19, which shows how after the threshold, the genuine score distribution
obtained with the biomechanical model is slightly shifted to the left with respect
to that of the rubber sheet model. Before the threshold, the rubber sheet model
distribution is shifted to the left compared to that of the biomechanical model.
Table 5.4 shows the EER calculated when considering different data subsets
for comparison purposes. These are: (a) whole IDDS dilation data set (IDDS:
Dilation), (b) subsets of images showing low (0.515 ≤ ∆ < 0.625) and high
(∆ ≥ 0.625) dilation ratios, and (c) subsets of images affected by light- and drug-
induced pupil dilation and showing low dilation ratios. This last differentiation
is made because the same range of dilation ratios must be considered in order
to properly identify if there is any difference between light- and drug-induced
dilation. Since no images showing high dilation ratios can be found in the light-
induced dilation subset, the case of low dilation ratios is selected.
Results obtained when differentiating between low and high dilation ratios
clearly show that the majority of errors are caused by those images with a high
dilation ratio. Since images are compared against a reference image that shows
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Table 5.4: EER calculated for different subsets of IDDS: whole dilation data set, sub-
sets of images showing low (0.515 ≤ ∆ < 0.625) and high (∆ ≥ 0.625)
dilation ratios, and subsets of images affected by light- and drug-induced
pupil dilation and showing low dilation ratios.
Data set
Size EER (%)
(subjects, images) Rubber sheet Biomechanical
Dilation data set (complete) (38, 292) 5.3±0.5 4.6±0.5
Low dilation ratio (38, 177) 3.3±0.3 2.8±0.2
High dilation ratio (14, 115) 8.3±0.5 5.9±0.4
Drug-induced dilation (low ∆) (19, 136) 3.9±0.5 3.2±0.5
Light-induced dilation (low ∆) (20, 41) 2.4±0.4 1.4±0.4
normal dilation ratio in the experiments, this is equivalent to say that most errors
occur when comparing iris images with highly different dilation ratios.
When comparing the results obtained for light- and drug-induced dilation,
it can be observed that higher error rates are obtained when using drugs to
provoke dilation. This result might be explained by the fact that the mydriatic
agent instilled to the users (1% tropicamide) acts by paralysing the sphincter
iris muscle [122], so its effect on the iris texture is more severe than the effect
provoked by the absence of light. More revealing is, however, the fact that the
performance improvement achieved with the biomechanical model is higher in
the case of normalising images affected by light-induced dilation. While a 42%
EER reduction is obtained for light-induced dilation (EER decreases from 2.4%
to 1.4%), just a 18% EER reduction is obtained for drug-induced dilation (EER
decreases from 3.9% to 3.2%). This result indicates that the biomechanical model
cannot as effectively simulate the texture displacement arising from the effect of
drugs in the iris musculature. This fact is somehow expected, since the model
does not assume any abnormal functioning of the iris muscles due to the use of
drugs.
5.7 Chapter Summary and Conclusions
The effect of changes in pupil size on iris recognition has become a very active
research topic in recent years, and several factors have been demonstrated to in-
duce varying levels of pupil dilation that negatively affect the performance of iris
recognition systems. These factors include changes in the ambient lighting con-
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ditions, alcohol, drugs, or aging. Several studies have focused on mathematically
modelling the effects of iris deformation due to changes in pupil size. However,
not many solutions apart from those presented in this thesis have been proposed
to counteract the effects of changes in pupil size on recognition performance.
In this chapter, a novel nonlinear normalisation scheme based on a biomechan-
ical model of the iris presented by Clark et al . [35] has been developed to improve
iris recognition accuracy when comparing iris images exhibiting significant dif-
ferences in dilation levels. The mathematical formulation of the biomechanical
model has been analysed in detail, and numerical simulation has been used to
predict the radial displacement of any point of the iris at a given dilation level.
Resampling in the radial direction for iris normalisation is performed using the
displacement estimated by the biomechanical model. The proposed normalisa-
tion scheme has been compared against the classical rubber sheet model. The
proposed scheme has been observed to result in superior accuracy when com-
paring iris images exhibiting significant differences in dilation levels. The EER
decreases from 2.2% to 0.8% when using the proposed approach on WVU-FDS,
and from 5.3% to 4.6% when using IDDS:Dilation. The main reason for a more
limited improvement in the case of IDDS:Dilation, which mainly comprises iris
images affected by drug-induced dilation, is that the biomechanical model cannot
effectively simulate the texture displacement arising from the effect of drugs in
the iris musculature.
Results obtained in this chapter indicate that while linear normalisation
schemes, such as the one performed by the classical rubber sheet model, are appli-
cable for small variations in pupil size, they are not robust enough to counteract
the degradation of iris recognition performance when comparing iris images with
significantly different dilation ratios. Instead, nonlinear normalisation schemes
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Chapter Organization
This chapter concludes the thesis with a summary of the presented work.
Sections 6.1 and 6.2 summarise the major conclusions and original con-
tributions made in each chapter. Section 6.3 outlines a number of avenues
for future research.
6.1 Conclusions
The need for reliable person recognition has increased with the rising awareness of
security and privacy linked to the rapid technological advancements in our vastly
interconnected society. The use of iris patterns has been proven to be one of the
most reliable options for recognition of individuals; however, the transition of iris
biometrics to less constrained environments poses important research challenges,
like maintaining high recognition accuracy despite variations in iris image quality,
and achieving robustness to security attacks. The research presented in this thesis
uses fusion techniques and mathematical modelling to increase the robustness of
iris recognition systems against iris image quality deterioration, changes in pupil
size, and occlusion. These degradations, which negatively affect iris recognition
performance, can also lead to security failures if provoked on purpose.
Iris images affected by the aforementioned degradations increase the error
rates, especially the false non-match rate. Varying a single threshold on the com-
parison score at one single classifier does not solve the problem, since reducing the
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rate of false non-matches increases the rate of false matches. Additional biometric
information may then be called into operation in a biometric fusion framework.
In a sequential decision fusion architecture with multiple classifiers (instances)
and multiple attempts (samples), it is possible to control the trade-off between
error rates using the number of instances and the number of samples considered
in the architecture. Controlled trade-off is desirable when biometric systems are
in operation and the input image quality or the threat level changes. Such an ar-
chitecture has been designed in this thesis for iris recognition and its performance
has been investigated thoroughly with respect to degradations.
The selection of the iris parts that feed the sequential decision fusion archi-
tecture is a key issue to achieve the desired functioning. In Chapter 3, bit errors
in iris codes have been systematically analysed for iris rings and sectors in order
to find those parts of the iris that are more consistent. According to the results,
iris sectors do not show statistically significant differences in the distribution of
bit errors and do not aid the selection of the most consistent iris parts. On the
contrary, the consistency of iris rings is well characterised, and it is possible to
exploit this knowledge to improve iris recognition performance. According to
this, concentric rings of equal width have been chosen as the iris parts to be
used as inputs in the fusion architecture. The order of selection of parts is based
on relative bit error performance. Results show that when multiple samples are
available, the proposed architecture yields better verification performance than
systems that use full iris codes from single samples, with lower error rates that are
statistically significant. However, further improvement of the results is desirable,
especially in the case of pupil dilation.
Among all the degradations, special attention is paid to the effect of changes
in pupil size on iris recognition. In recent years, this has become an active re-
search topic, and several factors have been demonstrated to induce varying levels
of pupil dilation that negatively affect the performance of iris recognition sys-
tems. These factors include changes in the lighting conditions, alcohol, drugs,
and aging. Several studies have focused on mathematically modelling the effects
of iris deformation due to changes in pupil size. However, not many solutions have
been proposed to counteract the effects of changes in pupil size on recognition
performance. In this thesis, a novel nonlinear normalisation scheme based on a
biomechanical model of the iris proposed by Clark et al . [35] has been developed
to improve recognition accuracy when changes in pupil size occur. The biome-
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chanical model is used to predict the radial displacement of any point in the iris at
a given dilation level, and this information is incorporated in the normalisation
process. Experimental results indicate the efficacy of the proposed technique,
especially when comparing iris images with large differences in pupil size.
6.2 Summary of Contributions
In addressing the above-mentioned research problem, a number of original con-
tributions have been made and presented in this thesis, namely:
(i) Development of a theoretical and testing framework to analyse the consis-
tency of different iris regions (Chapter 3).
A framework has been developed to comprehensively investigate the con-
sistency of bits in different iris regions (Section 3.2). Radial partitions or
rings as well as angular partitions or sectors have been considered. Bit
errors in iris codes have been systematically analysed and the statistics of
such bit errors have been computed for genuine and impostor distributions
as functions of radius and angle (Section 3.3). The developed framework
provides quantitative results that allow disambiguating some contradictory
statements existing in the literature regarding the consistency of those rings
near the pupillary boundary. It also provides insight into the most effective
manner in which iris information can be used considering the spatial dis-
tribution of bit errors in iris codes. The knowledge acquired has been used
in Chapter 4 to design and optimise a multi-part, multi-sample sequential
decision fusion architecture, but it can also be useful in a wide variety of
applications such as (a) biometric cryptography where keys could be ex-
tracted based on bits of the iris coming from selected rings or sectors, (b)
cancelable biometric signatures for privacy protection where only selected
bits from the iris may be used, and (c) performance improvement of iris
recognition systems that use partial iris images.
A set of factors that are likely to affect the distribution of bit errors within
the iris has been considered, and their effect has been analysed in detail
(Section 3.4). Apart from those factors that have a demonstrated effect on
consistency (e.g. segmentation, resampling, and filter type), other factors
that have not been investigated before have been analysed. These include
the capture sensor, input image resolution, additive noise, and changes in
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pupil size. The fact that none of the factors except for changes in pupil
size affect the overall trends in the distribution of bit errors suggests the
applicability of the results regardless of the database or iris recognition
system used. Even in the case of changes in pupil size, since changes in
the trends have been fully characterised and quantified, it is possible to
exploit the knowledge to improve iris recognition performance. This has
been demonstrated in Chapter 4, where the performance of the proposed
multi-part, multi-sample sequential decision fusion architecture has been
improved in the cases of pupil dilation and constriction by choosing the
appropriate order of the iris parts in the cascade.
Special attention is paid in this thesis to the effect of changes of pupil size
on iris recognition, and a thorough analysis has been carried out in order
to investigate existing differences in the effect of light-induced and drug-
induced pupil dilation and constriction on the consistency of bits in iris
codes. Results show that bit errors increase by over 10% when comparing
regular iris images with dilated or constricted images. Light-induced pupil
dilation/constriction is also demonstrated to cause fewer bit errors than
drug-induced pupil dilation/constriction.
(ii) Design, development and performance evaluation of a decision fusion ar-
chitecture applied in original manner to iris recognition considering the
different possible ways of utilising multi-instance and multi-sample data
(Chapter 4).
Fused decisions from a multi-part, multi-sample sequential architecture have
been investigated in this dissertation to control the trade-off between error
rates using iris recognition as the test platform. Controlled trade-off is
desirable when biometric systems are in operation and the input image
quality or the threat level changes. In this sense, the applicability of the
proposed architecture is not only restricted to the degradations analysed in
this thesis.
Based on important considerations about multibiometric systems design
(Section 4.2), and also on the knowledge acquired from Chapter 3, a specific
implementation of the architecture has been presented (Section 4.4). The
performance of the architecture has been evaluated on test data to demon-
strate its effectiveness in the three cases under analysis: iris image quality
degradation, changes in pupil size, and occlusion of the iris (Section 4.6).
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Results show that the proposed architecture yields better performance than
systems that use full iris codes from single samples, with lower error rates
that are statistically significant. Four main factors have been analysed and
exploited in order to achieve the best performance possible. These are (a)
the number of parts, (b) the number of samples, (c) the selection of parts,
and (d) the order of parts in the cascade (Section 4.7).
(iii) Design, development and performance evaluation of a model-based normal-
isation scheme to improve iris recognition performance when comparing iris
images exhibiting significant differences in dilation levels (Chapter 5).
A theoretical model of the deformation of the iris tissue caused by pupil
dilation presented by Clark et al . in [35] has been used to define a novel
nonlinear normalisation scheme that improves iris recognition performance
under various degrees of pupil dilation. The negative effect of pupil dilation
on iris recognition performance has been demonstrated in Chapters 3 and 4,
as well as in the literature. However, not many solutions apart from those
presented in this thesis have been proposed to counteract its effects. Given
the nonlinear nature of iridal dynamics, nonlinear iris normalisation can be
used to address the problems associated with large changes in pupil size.
Apart from its demonstrated efficacy, the proposed nonlinear normalisation
approach has the advantage that it is database independent.
After revising relevant aspects of iris deformation (Section 5.2) and iris
normalisation (Section 5.3), the mathematical formulation of the biome-
chanical model proposed by Clark et al . has been analysed in detail and
numerical simulation has been used to predict the radial displacement of
any point in the iris at a given dilation level (Section 5.4). A nonlinear
normalisation scheme has been defined, using the radial displacement esti-
mated by the biomechanical model to perform the resampling in the radial
direction (Section 5.5). Experimental results on the Iris Degradations Data
Set (IDDS) and the WVU Pupil Light Reflex database (WVU-PLR) indi-
cate the efficacy of the proposed technique, especially when comparing iris
images with large differences in pupil size (Section 5.6).
6.3 Future Challenges
A number of possible avenues can be considered for future research. These are
summarized below.
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(i) Modelling and exploiting the statistical dependence between decisions in
the multi-part, multi-sample sequential decision fusion.
Independence between individual classifiers is typically considered an asset
in classifier fusion, as it simplifies the understanding of the concept, re-
duces the complexity of the problem, and acceptable results are achieved.
Statistical independence between two random variables (or vectors) implies
that their joint probability density reduces to the product of the individual
probability densities and this reduces algorithmic complexity and simplifies
formulae for computation of error rates. It is, however, rarely satisfied in
practice. Modelling the statistical dependence between the decisions ob-
tained with the proposed multi-part, multi-sample decision fusion architec-
ture is, therefore, a reasonable way to further improve the results presented
in Chapter 4. The research work presented by Nallagatla and Chandran
in [30, 141] can be used as a basis. This work analyses the sequential fu-
sion of correlated decisions for controlled decision errors in a text-dependent
speaker recognition system. The Bahadur Lazarsfeld expansion [142] is used
to model joint decision probabilities taking correlations of several orders into
account. The results presented in [30,141] can be adapted to iris recognition
and exploited for further improvement of the proposed fusion architecture.
(ii) Generalization of the biomechanical model for its application to pupil con-
striction and drug-induced pupil dilation/constriction.
The current definition of the biomechanical model proposed by Clark et al .
in [35] assumes a positive radial displacement of the pupillary boundary
from the resting state. The model is therefore not directly applicable to
pupil constriction, unless additional modifications are introduced. The gen-
eralisation of the biomechanical model for predicting the deformation of the
iris tissue in the case of pupil constriction represents a reasonable alternative
to further increase the robustness of iris recognition systems against such
degradation. As analysed in detail in Chapter 5, the biomechanical model
works in the case of pupil dilation, so it is quite likely that it also works for
pupil constriction if the appropriate modifications are incorporated. Simi-
larly, a generalised model that takes into consideration the effect of drugs
on the iris musculature would be desirable.
(iii) Thorough analysis of the robustness of the proposed normalisation method
to inaccuracies in the segmentation process and other non-ideal effects.
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The images used in Chapter 5 to validate the proposed nonlinear normalisa-
tion scheme are automatically segmented and then subjected to a secondary
manual segmentation process to refine the mask and mitigate segmentation
errors. Only minor imperfections, impossible to be eliminated manually, re-
main. This guarantees that any change in performance between the rubber
sheet model (linear normalisation) and the biomechanical model (proposed
nonlinear normalisation) is primarily due to the normalisation process. It
also allows a straightforward interpretation of the results. Further research
on this topic should focus on analysing the tolerance of the model to seg-
mentation errors and other non-ideal effects.
(iv) Development of an extended database of light- and drug-induced changes
in pupil size.
Due to the limited size of the databases used to validate the proposed
nonlinear normalisation scheme, the observations and results presented in
Chapter 5 cannot be properly generalised. Development of an extended
database is then desirable to further investigate on this topic.
(v) Further analysis of the effect of changes in pupil size according to different
iris texture patterns.
In this thesis, a thorough analysis of the differences between light- and
drug-induced changes in pupil size has been performed in Chapters 3 and 5.
The results obtained provide insight into the best effective manner in which
iris information can be used when changes in pupil size occur. However,
the changes suffered by visible features of the stroma such as crypts or the
collarette when the pupil dilates and constricts (see Fig. 2.10) suggest that
other factors like the iris texture pattern might also be relevant when it
comes to fully characterise the effect of changes in pupil size. Different cat-
egorizations of iris texture patterns can be found in the literature [203–206].
Checking whether the results of the analysis of iris information consis-
tency (Chapter 3), or those of the proposed nonlinear normalisation scheme
(Chapter 5), are different for different iris texture patterns would help to
gain better understanding of the effects of changes in pupil size. It might
also help to further improve the robustness of iris recognition against these







IDDS Data Collection: Ethics
Clearance
The Iris Degradations Data Set (IDDS) is an iris database collected by the author
of this thesis with the aim of evaluating specific iris degradations (iris image qual-
ity deterioration, changes in pupil size and occlusion of the iris). Human ethics
clearance was obtained to carry out the data collection, which was approved by
the QUT Human Research Ethics Committee (approval number 1200000048).
Subjects were appropriately briefed (and debriefed) and signed an informed con-
sent form, which is attached next. The title and scope of the thesis have changed
since the time of the data collection. Nevertheless, the specific data to be collected
and the requirements have remained the same.
Images affected by drug-induced pupil dilation and constriction were collected
with the assistance of an optometrist. In this case, a screening test had to be com-
pleted prior to the instillation of the mydriatic and miotic agents. The screening
test is also included in this appendix.
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Fraud Detection Mechanisms in Biometric
Identification Processes (Part C: Iris)
PARTICIPANT INFORMATION FOR QUT RESEARCH PROJECT
QUT Ethics Approval Number 1200000048
RESEARCH TEAM
Principal Researcher: Inmaculada Tomeo-Reyes, PhD Student.
Associate Researchers: Prof. Vinod Chandran (QUT) and Dr. Raul Sanchez-
Reillo (UC3M).
DESCRIPTION
This project is being undertaken as part of the PhD thesis of Inmaculada Tomeo-
Reyes, which is focused on fraud detection mechanisms in biometric systems.
Biometric systems are automated systems that recognise individuals by their
biological and behavioural characteristics. Typical biometric modalities include
fingerprint, face, iris, hand vein, hand geometry, voice, or signature. Specifically,
the aim of this thesis is to investigate potential attacks to biometric systems and
propose and implement new countermeasures.
The research team requests your assistance to develop a database of iris images
that can be used to prevent vulnerabilities in iris recognition systems.
PARTICIPATION
The researchers are looking for QUT students and staff who are willing to have
photographs taken of their irides. If you have any ocular condition, do not worry,
that is particularly interesting in this research context.
Participation in this research is completely voluntary, and if you do agree
to participate, you are free to withdraw from participation at any time without
comment or penalty. Your decision to participate, or not participate, will in no
way impact upon your current or future relationship with QUT (e.g. your grades).
Iris image capture will be performed in between one and three sessions.
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During the first session, you will be asked to:
1. Sit in front of the camera maintaining a frontal pose and stare at it during
a few seconds (3 sec. approx.) until an iris image is obtained.
2. Keep a frontal pose to the camera while deviating the gaze to different
directions (up, down, right and left).
3. Blinking (first slightly, then moderately and finally deeply) while maintain-
ing a frontal pose.
4. Keep a frontal pose to the camera while the lighting conditions are changed
from darkness to direct low intensity light. The aim of this test is to analyse
the reaction of the pupil to different lighting conditions. Such reaction will
be investigated as a liveness detection mechanism.
5. Stare at the camera while wearing conventional glasses (clean and dirty),
and then, sunglasses.
6. Stare at the camera while wearing non-transferable contact lenses (models
to be chosen by researcher among conventional, colour or fantasy depending
on the units available). This test will be only done if you usually wear or
have worn contact lenses and can fit them yourself properly.
This data acquisition session is expected to take 25 minutes. It will take place
at S Block, Room S1010 (inside S 1013), QUT Gardens Point.
If you wish to participate in the second and third sessions, you will need
to provide signed consent for administration of tropicamide and pilocarpine eye
drops by a registered optometrist, Prof. David Atchison. These drugs induce
dilation and constriction of the pupil. The second session will involve only pupil
dilation and the third session will involve only pupil constriction.
These sessions will involve the following steps:
1. Pre-test check up by the optometrist (second session only).
2. Instillation of the drug − drops in the eye by the optometrist. Allow 30
minutes for full effect.
3. Iris imaging by research associate during and after the 30 minute period.
4. Post-test check up by the optometrist.
5. De-briefing.
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Each of these sessions is expected to last about 1 hour. They will be carried
out in QUT optometry clinic, located at the Kelvin Grove campus. Following
the test, you will not be allowed to drive and will need assistance with return
transport from family or a friend.
EXPECTED BENEFITS
Although your participation may not benefit you personally, the results of the
project are expected to increase the security of biometric systems. As such, in
the long-term, the research may help to protect you and other citizens against
fraud and terrorism.
RISKS
There are minimal levels of risk inherent in participating in this research. There
is no more risk than being photographed with a digital camera at home or using
contact lenses either in your daily life or to disguise yourself. Some people may
have a feeling of discomfort or allergic reaction when using contact lenses. Such
volunteers will be screened through the use of a questionnaire.
In the case of those participants who accept to be instilled eye drops, a pre-
test check will be carried out by an optometrist to minimise the risks. Following
the instillation of tropicamide, the pupil may be dilated for up to 48 hours.
Pilocarpine will constrict the pupil for up to 6 hours. It may interfere with
focusing in young people and may cause symptoms of browache, red eyes, allergic
conjunctivitis, stomach upset, increased salivation and sweating.
Please note that participation in this research may also result in the release
(publication) of some photographic images of your iris. Images, if sufficiently
clear to enable you to be identified as an individual, are considered personal
information. You should therefore understand that, although iris images are not
easily searchable on the World Wide Web and re-identification is a very low
probability, we cannot guarantee your anonymity as a participant in this research
if you participate.
PRIVACY AND CONFIDENTIALITY
Your iris images/data will be used for research purposes only − at QUT and at
Carlos III University of Madrid (UC3M). Some photographs may also be used in
research publications.
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All data will be treated confidentially and encrypted and/or password pro-
tected in secure storage, as per QUT’s Management of Research Data policy.
Decryption keys will not be made publicly available.
Data privacy will be managed in alignment with the Information Privacy
Principles, as set out in the Information Privacy Act 2009, and QUT’s Information
Privacy policy (see www.mopp.qut.edu.au). Personal information captured in this
research will only be disclosed or published where appropriate consent has been
obtained.
Access to images/data will be restricted to authorised personnel only. Note
that the database may need to be made available to independent third parties
(e.g. if research results need to be verified). However, a confidentiality and use
agreement must be signed before access is granted. Note that any biographi-
cal/medical history information you share will not be made available to third
parties under any circumstances or associated with individual images in any of
the resulting publications.
If you decide to withdraw, any data that personally identifies you will be
erased. All other data will be destroyed on completion of the PhD, again as per
QUT’s Management of Research Data policy.
CONSENT TO PARTICIPATE
We would like to ask you to sign a written consent form (enclosed) to confirm
your agreement to participate.
CONCERNS/COMPLAINTS REGARDING THE CONDUCT OF THE
PROJECT
QUT is committed to research integrity and the ethical conduct of research
projects. However, if you do have any concerns or complaints about the ethi-
cal conduct of the project you may contact the QUT Research Ethics Unit on
3138 5123 or email ethicscontact@qut.edu.au. The QUT Research Ethics Unit is
not connected with the research project and can facilitate a resolution to your
concern in an impartial manner.
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QUESTIONS/FURTHER INFORMATION ABOUT THE PROJECT
If have any questions or require any further information about the project please
contact one of the research team members below.
Inmaculada Tomeo-Reyes (PhD Student) Prof. Vinod Chandran (Supervisor)
inma.tomeoreyes@qut.edu.au v.chandran@qut.edu.au
Phone: 3138 6814 Phone: 3138 2124
EECS EECS
Thank you for helping with this research project. Please keep this
sheet for your information.
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STATEMENT OF CONSENT
By signing below, you are indicating that you:
• have read and understood the information document regarding this project.
• have had any questions answered to your satisfaction.
• understand that if you have any additional questions you can contact the
research team.
• understand that non-identifiable data collected in this project may be used
as comparative data in future projects.
• consent to the use of your iris images in the iris biometric database, and
the possible reproduction and disclosure of images of you as explained in
this Participant Information and Consent Form.
• agree that you will not make a claim against QUT for any payment or fee
for appearing in research publications or in the iris biometric database.
• understand that the anonymity afforded you as a participant in the research
project ‘Fraud Detection Mechanisms in Biometric Identification Processes
(Part C: Iris)’ will be rescinded if you participate in this research.
• understand that you are free to withdraw at any time, without comment or
penalty.
• understand that you can contact the Research Ethics Unit on 3138 5123
or email ethicscontact@qut.edu.au if you have concerns about the ethical
conduct of the project.




Please return this sheet to the investigator.
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Screening questions and tests for tropicamide and pilocarpine
Name: ................................................. ................................. .../....../......
Surname Given names Date
ID:
Questions
Please answer the following questions:
1. What is your date of birth?
2. Have you ever been diagnosed as having glaucoma (raised pressure inside
the eye)?
3. Is there any history of glaucoma in your family or blood relatives? If yes
please specify (eg. sister, father).
4. Have you ever had any ocular surgery? If so, what?
5. Have you ever had drops instilled in your eye by a doctor or optometrist
to dilate the pupils? If YES, have you ever had an allergic or abnormal
reaction to these drops and what was the name of the drops used (only if
you know)?
6. Have you ever been diagnosed with any of the following conditions? High
blood pressure, heart disease, diabetes, over-active thyroid, asthma, retinal
detachment, high myopia (wearing high power corrections).
[if yes to any of these, exclude for pilocarpine]
7. Please list all drugs prescribed by your doctor and those medications you
buy from the pharmacist and which you are currently taking or have taken
in the last month:
1. 2. 3. 4.
[if any are in the following categories, exclude for pilocarpine: tricyclic




1. IOP (exclude if > 21 mm Hg):
R L time:
2. Ophthalmoscopy:
Discs: R C/D L C/D
Any Glaucomatous signs? (if YES, exclude)
Any posterior subcapsular cataract? (if YES, exclude)
3. Van Herrick test (gap/cornea) (exclude if < 0.3):
R L






GQ-Iris is an iris recognition system based on Daugman’s works [7]. The main ad-
vantage of GQ-Iris compared to the two open source iris recognition systems used
in this thesis (OSIRIS v4.1 and Masek’s system) is that the segmentation stage is
optimised for the Iris Degradations Data Set (IDDS), described in Section 2.5.1.
Better segmentation results are then obtained when using this database, as well
as error rates that are close to the state of the art [13].
The original iris recognition system was designed and developed by the author
of this thesis while working as a R&D engineer in GUTI at UC3M. The author was
assisted by other member of the group while performing this task. The system is
patented. Details about the patent are as follows:
− Patent title: ‘Libreria de reconocimiento de iris ocular de bajo coste com-
putacional con control de fraude’ – Low computational cost iris recognition
library with fraud control.
− Patent office: Spain.
− Patent number: M-006229-2013 5110.
− Inventors: Raul Sanchez-Reillo, Inmaculada Tomeo-Reyes, Ivan Rubio-
Polo, Judith-Liu.
The system used in this thesis is a modified version of the aforementioned
system. In Section 2.6.1, a rough outline of GQ-Iris was presented. Here, specific
details about each of the stages of the system are provided.
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B.1 Segmentation
In this stage, the inner and outer boundaries of the iris are located. Both bound-
aries are considered to be circular. In order to improve the computational speed
and reliability during the localization process, the black hole search method [107]
is first used to locate the pupil (coarse search). A simplified version of Daugman’s
integro-differential operator [7] is then used (fine search) to define the contours.
(i) Pupillary boundary location
First, the position of the pupil centre is detected by using the black hole
search method, which seeks to identify the dark areas in the image or ‘black
holes’. The process is as follows:
1. Determine a range of intensity values to identify black holes. In order
to do this, an average histogram is computed from all images in IDDS.
A threshold value t is determined as the intensity value associated with
the first important peak within the histogram.
2. Find the coordinates of the black holes according to the predefined
threshold, and calculate the centre (Ex, Ey) of each of them according
to (B.1).
3. Define a square region of size L centred at the estimated (Ex, Ey).
4. Repeat step 2 to improve the estimation of the actual centre of the





































In the previous equations, I(x, y) represents the intensity of the image at
position (x, y), and W and H represent the sum of the detected x and y
coordinates which satisfy I(x, y) < t given a black hole. Analogously, w
and h represent the sum of the detected x and y coordinates which satisfy
I(x, y) < t given a square region or window of size L. The value of L is
fixed to 40 in this case.
Once the pupil centre is known, a simplified version of Daugman’s integro-
differential operator is used to define the pupil contour. The proposed
operator is defined according to (B.3), where the intensity values I1 and I2








I1(x0, y0, r, θ, h)− I2(x0, y0, r, θ, h)
]}
. (B.3)
I1(x0, y0, r, θ, h) = I(x0 + (r + h)cosθ, y0 + (r + h)sinθ),
I2(x0, y0, r, θ, h) = I(x0 + (r − 1− h)cosθ, y0 + (r − 1− h)sinθ).
(B.4)
The proposed operator searches iteratively for a maximum contour defined
by the median of I1−I2 with increasing radius through the three parameter
space of pupil center coordinates and radius (x0, y0, r). The value of I1− I2
represents the intensity difference between the inner and outer part of each
explored contour or circumference of radius r. The meaning of inner and
outer is given in this case by the value of h (see Fig. B.1), which varies
between 0 and 2. The angular variation is given by θ = 0.1◦. The reason
why the median of I1 − I2 is used, is that it provides robustness if specular
reflections exist in the contour being explored.
Figure B.1: Pupillary boundary location using a simplified version of Daug-
man’s integro-differential operator.
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(ii) Limbic boundary location
The location of the limbic boundary is performed using (B.3) and (B.4) with
values of θ restricted to those areas that are usually free of eyelid occlusion.
Specifically, θ = (−45◦, 30◦) ∪ (155◦, 225◦).
B.2 Iris Normalisation
Once the pupillary and limbic boundaries are found, the resultant iris region is
unwrapped into a rectangular block of fixed dimensions during the normalisation
stage. Daugman’s rubber sheet model [7], which was explained in detail in Sec-
tion 5.3, is used for that purpose (see equations (5.4) and (5.5)). The normalised
image used in the feature extraction process has dimensions 512 × 72. An ex-
tended normalised image which includes part of the sclera is used as the input for
the eyelid detection stage, as shown in Fig. B.2. The extended normalised image
has dimensions 512× 92.
Figure B.2: Extended normalised image used as input for the eyelids detection stage.
B.3 Eyelids Detection
In this stage, the eyelid information existing within the pupillary and limbic
boundaries is detected, using the extended normalised iris image as the input
(see Fig. B.2). In order to improve the computational cost of the algorithm,
the extended normalised image is resized to one fourth of its original size (from
512× 92 to 128× 23). The steps followed to mask the eyelids are described next.
(i) Noise reduction.
The first step consists in filtering the normalised iris image in order to
reduce noise. A median filter [207] is used in this case. The median filter is
well known for its properties in suppressing impulse noise (outlying values,
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either high or low) and preserving edges. The median filter replaces each
pixel in an image with the median value of the neighbouring pixels within a
window. The formulation of the median filter is as follows. Let the input of
a median filter be {· · · , X−2, X−1, X0, X1, X2, · · · } and let N be the window
size. Assuming that N is odd (N = 2M+1), the output of the median filter
is (B.5), which is the median of the samples in the window centered at i.
The window size chosen in this case is 3× 3. This window size guarantees
the preservation of the edges, as observed in Fig. B.3.
Yi = median {Xi−M , · · · , Xi−1, Xi, Xi+1, · · · , Xi+M} . (B.5)
Figure B.3: Noise reduction using median filter.
(ii) Edge detection.
In this stage Canny’s edge detection algorithm [11] is used. The main stages
of this algorithm are explained next. Fig. B.4 shows the result of applying
Canny’s edge detection algorithm on the normalised iris image.
1. Intensity gradients calculation. In this step, an edge detection op-
erator (Sobel [208] in this case) returns a value for the first deriva-
tive in the horizontal (Gx) and vertical (Gy) directions. The gradient





θ = arctan(Gy/Gx). The direction is rounded to one of four possible
angles (0◦, 45◦, 90◦ or 135◦ in this case).
2. Non-maximum suppression. This edge thinning technique is used to
get rid of pixels that are not considered to be part of an edge. In
order to do that, all the gradient values obtained in the previous stage
are set to 0, with exception of the local maximal, which indicates the
location with the sharpest change of intensity value.
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3. Edge tracking by hysteresis. Two thresholds (upper and lower) are used
in this step. If a pixel gradient is higher than the upper threshold, the
pixel is accepted as an edge, and if it is below the lower threshold, it
is rejected. If the pixel gradient is between the two thresholds, it will
be only accepted if it is connected to a pixel that is above the upper
threshold. The threshold values are kept as input parameters for the
eyelid detection algorithm.
Figure B.4: Edge detection using Canny’s algorithm [11].
(iii) Contour closing
After applying Canny’s algorithm, some of the contours detected are not
connected (see Fig. B.4). In order to obtain a single close contour, the
algorithm proposed by Deriche et al . in [12] is used. The algorithm starts
with the detection of the edge extremities, which are characterised by the
topology of their 3× 3 neighbourhood. Each extremity configuration code
is stored in a look up table and used to define the directions of exploration
of the gradient image for closing. The points used to close the contour
are those which belong to the maximum gradient path issued from the
extremity. The result of applying Deriche et al .’s algorithm is shown in
Fig. B.5.




Finally, a mask is created from the closed contour obtained. This mask
indicates whether a pixel within the pupillary and limbic boundaries con-
tains iris information (mask = ‘1’) or not (mask = ‘0’). Since the mask is
calculated from the extended normalised image, the extra pixels containing
information from the sclera have to be eliminated. A final mask of dimen-
sions 512 × 72 is obtained. The result of the eyelids detection process is
illustrated in Fig. B.6.
Figure B.6: Mask creation and final result. In this figure, the contour of the
masked bits of the iris has been superimposed to the original image
in order to evaluate the result.
B.4 Feature extraction
Convolution with the imaginary part of a 2D Gabor filter [109] is considered
in the feature extraction stage to represent the iris texture from the normalised
image as a set of features or iris code. A 2D Gabor filter is a Gaussian kernel
function modulated by a complex valued plane wave. The functional form of the
filter in the spatial domain is then given by (B.6), where xr = xcosθ+ ysinθ, and
yr = −xsinθ + ycosθ.
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The scale parameters σx and σy define the sharpness of the Gaussian envelope,
F defines the spatial frequency of the complex valued plane wave, and the angle
θ is the orientation of the complex valued plane wave.
According to (B.6), the Gabor filter can be divided into a real part and an
imaginary part, as shown in (B.7) and (B.8).






















Taking into account the results reported by Zheng and Su in [108], convolution
with the imaginary part of a 2D Gabor filter is considered in GQ-Iris (see (B.8)).
Only one orientation (θ = 0◦) and scale (σx = 5.3, σy = 2.35) are used as well.
Filtering is performed by sectors (the normalised image is divided into 12 rings
and 256 sectors per ring). Since just the imaginary part of the Gabor filter
is used, binary coding of the coefficients obtained after filtering simply consists
in assigning value ′1′ to positive or null coefficients, and value ′0′ to negative
coefficients. After binary coding, a 3072-bit iris code is obtained.
B.5 Comparison
In the comparison subsystem the iris code of a given sample is compared to that
of a template previously stored in a database after enrolment, and a similarity
score is generated. The sample iris code is considered to match the template
when the similarity score exceeds a specified threshold.
Comparison is performed in GQ-Iris according to normalised Hamming dis-
tance. The normalised Hamming distance between two iris codes {C1, C2} whose
mask bit vectors are denoted {M1, M2} is defined as the number of bits that
differ between the unmasked portions of the iris codes as a fraction of the total
number of bits that are compared. It is calculated as exposed in (B.9), where
⊕ and · are the bitwise-XOR and the bitwise-AND operation respectively, and ||
represents the L1 norm.
 =
(C1⊕C2) · (M1 ·M2)
|M1 ·M2| . (B.9)
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As suggested by Daugman in [7], approximate rotation invariance is obtained
by comparing different shifts of the sample iris code with the template, and choos-
ing the shift that yields the smallest normalised Hamming distance. Shifts of the
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