Abstract. We establish the best possible bound on the norm of the Riesz transforms as operators in the weighted space L p R n (ω) for 1 < p < ∞ in terms of the classical A p characteristic of the weight.
Introduction
A weight ω is a positive L 1 loc function. Muckenhoupt proved in [9] that the maximal function is bounded on L p (ω) for 1 < p < ∞ if and only if the weight ω belongs to the class A p . Here ω ∈ A p if and only if The notation · I denotes the average over the interval I and the supremum runs over all intervals I. Hunt, Muckenhoupt, and Wheeden proved in [7] that the A p condition also characterizes the boundedness of the Hilbert transform in L p (ω). Coifman and Fefferman in [3] extended the theory to general Calderón-Zygmund operators.
It is of special interest to find sharp bounds for the operator norms in terms of the A p characteristic Q p (ω) of the weight. The aim is on controlling the operator norm by a suitable function of the A p characteristic of ω. One seeks to prove an estimate of the form
for a fixed operator T with a suitable increasing function N p , where the implied constant is independent of f or ω. Since Q p (ω) ≥ 1, it is desirable to find for example estimates with N p (x) = x r with r = r(p) as small as possible. Such estimates have applications in PDE; see for example in the case of the Hilbert transform, the work by Fefferman, Kenig, and Pipher in [5] . More recently, Volberg and the author solved a known problem related to quasiregular maps through a sharp bound for the weighted Beurling operator. See [1] and [14] . To solve the borderline case of a regularity problem, the exact sharp growth of the Beurling-Ahlfors transform in L p (ω) was needed while the other cases could be handled merely using any bound for the operator in the weighted space.
The present work is concerned with the sharp bound for the operator norm of the Riesz transforms in L 2 (ω). We then derive the sharp bound for other p by means of extrapolation. S. Buckley proved in [2] an L 2 bound in terms of the square of the classical A 2 characteristic of the weight. Recently, A. Lerner established in [8] an improvement to 3/2. In this text, we establish the linear and best possible bound.
As for other Calderón-Zygmund operators, the sharp bound is only known for the Beurling operator (see [14] ) the squares of Riesz transforms, implicit in [14] , and the Hilbert transform (see [12] ). To obtain the sharp estimates is of course significantly more difficult than to just prove continuity. In the weighted situation, it essentially amounts to solving a two-weight question as a separation in the relationship of the weights ensures that nothing is lost in the estimate of the norm. Naively, if one uses the fact that wv = 1 as for v = w −1 is the case, one loses enough to end up with a less than optimal bound. Currently, all proofs that yield optimal bounds rely in their core on martingale inequalities or estimates for other dyadic operators that also act locally on the Haar system-this text is no exception. The way in which the dyadic estimates are used though varies greatly.
It is well understood that Haar multipliers and martingales serve as a good model for singular integral operators, but they appear to be a much better model for even operators, such as the Beurling operator rather than for odd ones such as the Hilbert and Riesz transforms. In [11] the author introduced new dyadic model operators that seem better suited for antisymmetric operators. The Hilbert transform can essentially be expressed as an average of these operators, called dyadic shifts. This technique then was extended to the Riesz transforms in [13] , using the product Haar system over cubes in R n . We find it necessary to switch to a modified product Haar system because of some orthogonality issues that appear in the weighted situation when the dimension is greater than 1.
This approach reduces these continuous problems to dyadic ones, where Bellman functions, as introduced to harmonic analysis in [10] , have proven to be highly effective. However, this technique is very delicate and not very well suited to estimate the antisymmetric shift operators. To do so, one needs to invent a trick to deal with a certain difficulty induced by the shift that does not appear while estimating Haar multipliers. This was accomplished in one dimension in [12] . In the present text we give an estimate for the n-dimensional analog of the shift operator and hence establish the sharp weighted bound for the family of Riesz transforms. The proof involves a passage in the technique of Bellman functions to several variables. One loses the martingale structure, which by itself causes little difficulty. However, one needs to overcome an n-dimensional version of a difficulty induced by the shift operator. To do so, it is necessary to adjust the Bellman function and increase the number of variables with the dimension.
Main results and definitions
We consider spaces 
Here is our main theorem: 
The proof relies both on the decomposition of the Riesz transforms into dyadic operators and a modification of the Bellman function technique.
We also prove the following more general version:
r , where r = max{1, p /p} and this is sharp.
Notation
We use a convenient notation for unweighted averages with respect to Lebesgue measure and also for weighted averages
where ω(Q) = Q ω. By (f, g) we mean the standard real inner product in L 2 , by (f, g) ω we mean the weighted inner product (f, g) ω := R n fg ω. Let D denote the collection of all dyadic intervals in R, that is, the collection of intervals
We call D the standard dyadic grid in R. We consider the grid D n in R n , consisting of cubes Q = I 1 × ... × I n with I i all of the same length. For each α ∈ R, r > 0, let us consider the translated dilate of the standard dyadic grid in one variable, which is D α,r = {α + rI : I ∈ D}. In R n we will also find it necessary to consider rotations of the grid. We build the standard grid in R n , rotate all cubes by rotation ρ, then dilate them by r > 0 and finally consider translations along α ∈ R n . Each one-dimensional dyadic grid gives rise to an orthonormal system in L 2 , the Haar system {h 0 I : I ∈ D} where h 0
. By I + we mean the right half of I, and by I − we mean the left half. It will also be convenient to consider L 2 -normalized indicator functions h
In R n , there are many different choices for orthonormal bases based on the Haar system. We find it necessary to use a variation of the standard product Haar system, due to an issue that arises with weights when n ≥ 2. The following system will be the most convenient for us. Let us enumerate the directions by 1, ..., n and let us define the set of signatures as 
Let us introduce an appropriate orthonormal system for L 2 (ω), the unbalanced Haar system. Note that each Haar function is made up of boxes that are associated with a +, −, or 0. Let Q +(σ) be the box that is associated with + and Q −(σ) analogously. These of course will depend upon the signature σ, as indicated. Define
One can see that we obtain the weighted average of g over Q when only summing over superintervals of Q :
Reduction to dyadic sums
Let Q ∈ D α,r,ρ and let Q 0 be a child of Q. Also fix the signature σ 0 . By [13] , we have the following theorem, which is key to our proof: 
These operators are referred to as dyadic shifts. In [13] , the standard product Haar system was used; however, there is no difference if we define the shift operator as above. The different Haar systems can be easily expressed by one another. It is therefore only necessary to prove the desired bound uniformly for all dyadic shifts as described above and hence the bound for the Riesz transforms will follow. We omit the indices ρ, α and r because all our estimates are uniform. We have to obtain the estimate X L 2 (ω)→L 2 (ω) Q 2 (ω). By duality, this is equivalent to
g ω for positive test functions f and g. Positivity of f and g will make the domain for the Bellman function slightly more convenient.
The operator X ω −1 is here the composition of X with multiplication by ω
Expanding f and g in the unbalanced Haar systems for
Here
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HereQ is the parent of Q . This reflects the nice 'local' property of the shift operator. Even in the weighted setting we do not have terms for intervals that are far apart. Hence we can split the sum (4.3) into three parts, Q Q , Q Q , and the diagonal part Q=Q + Q=Q . We also sum over all corresponding signatures. We have turned our estimate into a dyadic tree estimate. From here on, we will be using certain imbedding theorems to reduce the estimate further to an inequality which reflects the norm of the shifts on certain test functions. To be precise, let us introduce the truncated shift
and its composition with multiplication by ω −1 ,
It will be crucial to know the weighted norm
We are going to reduce our estimates with ease to the lemma below, which will be proven in Section 5.
Lemma 4.2. We have the estimate
with the implied constant independent of the dyadic cube Q and weight ω ∈ A 2 .
4.1.
The reduction to shifts on characteristic functions. As for the diagonal part Q=Q + Q=Q of (4.3), it suffices to prove the two estimates
for any choices of signatures σ 1 , σ 2 . These are a straightforward reduction to Lemma 4.2.
As for the two parts Q Q orQ Q, let us observe that X(ω
supported by Q and that X * (ωh σ ω,Q ) is supported byQ . This is the essential strong local property of the shift operator. We consider the sumQ Q here; the other sum is similar. This reduction is almost identical to [12] , but we include it due to its importance and for convenience. 
we will apply a multi-variable version of a weighted Carleson imbedding theorem from [10] . 
This theorem was proven in R using Bellman functions. One can use the same Bellman function technique, slightly modifying the dynamics condition by applying it to several variables to obtain the result. The new dynamics condition can be obtained by iteration and its derivation should present little difficulty for the reader familiar with this material. Our modified Haar system here makes this passage particularly convenient. To use the imbedding Theorem 4.3 in order to prove inequality (4.4), we shift the indices, so condition (4.5) in our situation becomes
Here 
The norm of the shift on characteristic functions
We turn to the proof of Lemma 4.2, the essential part of this paper.
Proof. We estimate this norm by duality. It is sufficient to prove the inequality
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for positive test functions f and cubes Q.
|(X
The first inequality holds because summands are zero unless L 0 ⊆ Q . For the other steps we used (3.2), a simple estimate for the weighted inner products and the fact that
To proceed, we will also be using the sharp bound for a weighted dyadic square function. Recall that the dyadic square function is defined by f → Sf where
As an operator in L 2 (ω), the norm of the dyadic square function is bounded linearly. See [6] for the following result in one dimension:
Theorem 5.1. There exists a constant c so that for all
The proof in [6] is via Bellman functions. It uses the weighted imbedding theorem plus some other dyadic tree estimate that involves differences of averages of the weights. In our situation, we need Theorem 4.3 and an n-variable version of the tree estimate. An iteration of the dynamics condition to adjust it to several variables is needed here too.
The estimate on the square function implies that
Writing the weighted L 2 norm and discarding some non-negative terms on the left yield the inequality (5.8)
This finishes the estimate of the second summand in (5.7). To estimate the first summand, we are going to apply a bilinear weighted imbedding theorem from [12] . 
This is the n-dimensional analog of the version that appeared in [12] . The changes in the proof to obtain the version needed here are similar to those done for Theorem 4.3.
We will now check the imbedding conditions appearing in Theorem 5.2 with
5.1. Estimation of the imbedding conditions. We have to estimate three sums in the following manner:
For conditions (5.9) and (5.10) we use the Cauchy-Schwartz inequality to separate the differences in ω and ω −1 . There is not much difference to the one-dimensional case. We just use a simple n-dimensional analog of the dynamics in the corresponding Bellman proofs to estimate the sums exactly as done in [12] .
Estimating condition (5.11) is the main difficulty here. The sum is bilinear and does not split into a product of two sums separating the differences in ω and ω −1 as in the previous two sums. The difficulty is to estimate the product of differences of averages of ω and ω −1 over intervals that are a pair of parent L and child L 0 . So it is necessary that the Bellman function carry additionally the information of the averages of ω over all of the 2 n children of a cube as its variables. A delicate dynamics condition is required. To reduce the strain on notation due to the large number of variables involved for general n, we demonstrate how this can be done for n = 2 first and then pass on to describe the procedure for general n. Without loss of generality, we fix the shift operator here so that L 0 is the northwest corner child of L.
Proof. As in [12] we consider for any constant Q the function
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use on the first quadrant T = (R + ) 2 and its restriction to the domain D(u, v) is the diagonal operator defined by
Inequality (5.13) is to be understood in terms of operators. The size estimate (5.12) is easy to check using the condition uv ≤ 4Q. The diagonal property of the second derivative, property (5.13) can be seen by directly computing the second derivative. Applying Taylor's theorem together with (5.13) allows us to conclude that there are functions a i , b i so that
If 1 ≤ uv ≤ Q and −u ≤ ∆u ≤ 15u and −v ≤ ∆v ≤ 15v, then we can use the functions
So the ratios are bounded above by a i (u, v)/b i (u, v) ≤ 256 and products are bounded below by
We write for example v nw for v+∆ 1 v+∆ 2 v + because it will correspond to the average of the northwest corner square. Using this notation, we have
Here b has the size estimate
and the dynamics inequality
with some fixed positive c, provided that all five vectors that are plugged into b here belong to O. The condition on the size (5.16) is inherited from (5.12), the size estimate for B. Let us show the main inequality (5.17) which will give us the correct dynamics for a Bellman function argument. We will use inequality (5.15) with ∆u = 0 and ∆v so that v + ∆v = v * . Here * stands interchangeably for nw, sw, se or ne. Note that −v ≤ ∆v ≤ 3v. The gradient terms will cancel in each case and the mixed terms arising from the squared terms also cancel. We first estimate the left hand side of (5.17) from below:
We turn to an upper estimate for the right hand side of (5.17). In the following, we again use inequality (5.15) several times, applying it to (u, v) with ∆u's and ∆v's so that u + ∆u = u * and v + ∆v = v * * . Still, −v ≤ ∆v ≤ 15v and similarly for u. We will drop some negative squared terms here and observe that the gradient terms and mixed squared terms cancel.
Combining these two estimates proves inequality (5.17) because of the lower bound on b 1 (u, v)b 2 (u, v) and the upper bound on the ratio a 2 (u, v)/b 2 (u, v). We point out that it is essential that the functions a i and b i depend upon the same u and v so that 1 ≤ uv ≤ Q for otherwise we do not have the control on their ratios. While it appears to be possible to use the dynamics inequality from [12] together with some additional considerations on Bellman functions to derive this dynamics condition, we find the proof presented here more streamlined and self-contained. We are now ready to run the Bellman function proof. We fix Q and plug into B averages of the weight ω and its inverse. For example, ω Q will be plugged in for v, ω −1 Q plays the role of u, and ∆ 1,Q ω := 1/2( ω Q e − ω Q w ) is ∆ 1 v, the difference of the average over the east and west half of the cube Q. Moreover, ∆ 2 means taking the difference of the average in the other direction, i.e. north-south over the east and west sub-rectangles of Q. Note that the A 2 condition means that such quintuplets are in our domain O for any choice of cube, if we pick Q = Q 2 (ω). Then the main inequality (5.17) yields the tree dynamics needed: using the size estimate (5.16) of b and going N steps down yield the inequality
Discarding non-negative terms and letting N → ∞ yield the desired estimate (5.11) and complete the proof of the lemma for n = 2. For general n, we have to adjust the gives for the dual exponent p < p the estimate
p/p ) which gives a growth better than we saw possible for this range of exponent. We have established sharpness of our result for all p.
Remarks and questions
It is clear that our estimates do depend upon the dimension. The averaging of the Riesz transforms by means of Haar shifts already induces a dimensional constant. Also, we did not take care to avoid dimensional constants in the Bellman function proofs to estimate the Haar shifts themselves. This can be done, but it was, however, not relevant to our task as the choice of the underlying sets when defining the classical A 2 characteristic of course already changes the dimensional constants. It is, however, very interesting to ask for which version of A 2 the bound is independent of dimension. For squares of Riesz transforms, the correct version of A 2 is heat-A 2 , where the box averages ω Q are replaced by heat averages Hω(x, t). One thus obtains a dimension-free weighted bound. The natural choice for single powers of Riesz transforms is Poisson averages. This is due to the availability of certain Littlewood Paley identities; see for example [15] . One obtains a linear and dimensionless bound, but for a class of weights which is for n > 1 much smaller than classical A 2 : if n > 1, there are power weights which are in the classical A 2 class for which the Poisson integral diverges. Still, the version of A 2 that makes use of the Poisson flow should be a good choice for weighted questions concerning first order Riesz transforms in very general settings.
