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~ I. Definition 
A matrix is a rectangular array of numbers. The elements (numbers) 
making up a matrix represent some entity (a coefficient, a variable, etc.). 
For example, given the system of two equations in two unknowns, 
( 1. 1) 1 x + z y = 3 
-3 x + 4 y = 7 t 
matrix notation may be used to write the system in the more compact form, 
(l. Z) AX= B, 
if the matrices (A, X, and B) are appropriately defined. Furthermore, we 
can perform operations on these matrices in order to solve for the unknowns, 
x and y. These matrix operations correspond to the scalar (one element or 
number) operations used to solve for x and yin (1. 1), The appropriate 
definition of A, X, and B of (1. Z) in order to be equivalent to (1. 1) is 
A = the detached coefficients of x and y, such that the coefficients 
of the first equation make up the first row, the coefficients of 
equation Z of (1. 1) compose row Z, the coefficients of x and y A= ar:the first aj second columns respectively, 
rx] x = Ly_ 
B= GJ 
= a matrix of one column and two rows whose elements 
are the unknowns, 
= a one column matrix of the right-hand terms (constants) 
of each of the two equations. 
However note that all operations can be performed on (1. Z) without knowing 
the specific form (1, 3). 
It will be assumed in this discussion that the elements of each matrix 
are real numbers or variables which can take on the values of real numbers 
only. Matrix algebra methods apply to complex number elements with some 
modifications of a few theo1·ems. 
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The term aij will be used to designate the element in the i 1th row and 
j 'th column of matrix A. The element in row 1 and column two of A is 
designated a 12 and in the example is z. 
A matrix is said to be of order mxn if it has m rows and n columns. 
A is of order ZxZ, Xis Zxl, and B is Zxl. 
The principal diagonal of a matrix (applicable only to a matrix which 
has an equal number of rows and columns) is the set of elements composing 
the diagonal line beginning in the upper left corner and extending to the lower 
right hand corner of the matrix. 
II. Equality of matrices, Two matrices, A and B, are defined to be equal 
if and only if (iff) a .. = b. .• This implies that the order of A is the same lJ lJ 
as the order of B. 
III. Addition and subtraction of matrices. 
In order to add or subtract two or more matrices they must be con-
formable for addition or subtraction, i.e. their orders must be the same. 
To add (subtracthcorresponding elements of the matrices, A and B, 
are added (subtracted). To form A + B = C, find a .. + b .. = c. .• To form 
lJ lJ lJ 
A - B = D, find a·· - b .. = d ..• lJ lJ lJ 
Example: 
al31 
a23 
A= 
B= 
bl3··· 
b23. 
C= 
2 11 -J· 
10 6 
= 
= 
r 
I 1 
4 
r-2 
I 3 
r~~ 
= ; 
j __ a21 
5 
0 
1 
:J 
:J 
The con'lmutative (a + b = b +a) law and the associative a + (b + c) = 
(a + b) + c laws of scalar algebra hold for matrix algebra, i.e. 
A+B=B+A 
and 
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A + (B+C) = (A+B) + C 
A matrix may be multiplied by a scala; (o\ ), 
d._ ' A = [J: aij J = A • cf,_ 
lfo( = 3 andl 
A= 
""'A=~ :J. 9-, lZJ 
IV. Matrix multiplication 
If (1, Z) is to be equivalent to (1, 1) then the product A• X of (1. Z) 
must be formed in a manner which will form the left hand side of the 
system (1. 1). This process is matrix multiplication. 
Matrix multiplication (AB) is performed by multiplying the elements 
of each row of the first matrix (A) by the corresponding elements of 
each column of the second matrix (B) and forming the sum of these 
products, one sum for each possible combination of a row and column. 
These sums form the elements of the product matrix. 
A and B are conformable for multiplication {AB =C) if matrix A has 
as many columns as there are rows in B. The product matrix (C) will 
contain the same number of rows as A and the same number of columns 
as B. Thus if A is of order mxn and B of order nxp, A and B are con· 
formable for multiplication and C is of order mxp. The product matrix, 
AB, has a number of rows equal to the number of rows in the first matrix 
(A) of the product and a number of columns equal to the number of 
columns of the last (second) matrix (B). 
Example: lall a12j tll blZ bl3 l A= B = 
aZl azz bZl bzz CZ3 
rll clZ cl~ where C= 
Cz3 
1 
Czl czz 
and 
If 
then 
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cu = all bll + alZ b21 
C1z =all blZ + al2 bzz 
C13 =au bl3 + alZ bZ3 
CZ! = aZl bll + azz bZl 
Cz2 = a21 bl2 + azz bzz 
c23 = a21 bl 3 + azz b23 
A{: j 4 and B 1 
C =AB {6 3 
16 9 
3 z 
0 5 
--1 
12 
26 
Care must be taken in the arrangement of matrices for multiplication. 
A and B are conformable for forming the product AB but not conformable for 
forming BA. Pre-multiplication of B by A is the term given to forming the 
product AB. This could also be termed post-multiplication of A by B. 
Ordinarily the commutative law of scalar algebra (ab = ba) will not hold for 
matrix algebra, i.e. 
AB :f:. BA 
Therefore, a distinction must be made between pre- and post-multiplication 
of A by B. 
Example: ~ { l A= B L:! z ~~ z 4 1 
\
- 3 71 =:/= f 2 7J 
AB = _-3 -z .... - \_:.3 3 
=BA 
In scalar algebra if ab =O, then either a or b is equal to zero. It is~ true 
in matrix algebra that if AB = 0, then either A or B must be the zero matrix, 
0 is a matrix whose elements are all zero. 
Example: 1 z 0 0 0 0 0 0 0 
AB= 1 1 0 0 0 0 = 0 0 0 
-1 4 0 1 4 9 0 0 0 
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yet neither A nor B is the zero matrix. Also it is possible to have AB = AC 
without having B = c. 
Example: 
A {! : ~; B = ~ : -i] 
1 4 ~I U 4 z 
c J~ -: -~J G s 7 
AB Ji ~ ~l =AC li z -7J 
yet B ':/= C. 
In summary, there are three fundamental properties of matrix multiplication 
which are different from those of scalar multiplication. 
l, The rule AB = BA does~ hold generally. 
z. From AB = 0, one cannot conclude that either A or Bis a zero 
matrix. 
3. From AB =AC, one cannot conclude that B = C, 
The associative law and the distributive law do hold for matrix algebra, i. e, 
(AB) C =A (BC) 
A (B + C) = AB + AC. 
V. Linear equation systems in matrix form. 
The definition of t:le matrix multiplication process allowed us to write 
(l, l) as (1. Z). Any system of equations in which there are m equations 
inn unknowns can be written in matrix form for computational purposes. 
This general system written in scalar form is: 
(5. 1) 
all xl + alZ Xz + al3 x3 + • •' + aln xn =bl 
a21 Xl + azz XZ + a23 X3 + • •' t azn Xn : bz 
• 
• 
• 
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Note that aij is the coefficient of the j 1th variable in the i 1th equation. (5.1) 
in matrix form is 
AX= B 
where 
(5. 1. 1) A= 
X is the column vector (one column matrix) 
(5. 1. 2) 
and B is the column vector 
(5.1.3) 
x 
n 
... 
... a 
mn 
Note that X must have n rows to be conformable for pre-multiplication by A. 
An example of the use of matrices in solution of a problem is the use 
of the Doolittle solution in finding the least squares fit of a linear equation 
to a set of observed equations. The normal equations of least squares form 
a system of equations which can be written in matrix form. Given the fol-
lowing equation, 
(5. 2) 
to be fit to a set of data, the normal equations are formed, 
(5. 3) 
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Na+ bl 2.::xl + bz ~xz + b3 ~x3 = z:.. Y 
a~ x 1 + b 1 L. x~ + bz ~ x 1 x 2 + b 3;· x 1 x 3 =~ x1 Y 
a2:Xz + b 1 2:.X1Xz + bzL.-X~ + b3~x2x3 =2._X2Y 
aL:X3 + h 1 >-"x1x 3 + bz2. XzX3 + b32:._x~ =~_x3 Y 
N is the number of observations;~ x 1, ;L x 2, 2_X3, and~Y are the 
sums of the observed values of the 4 variables; andL. xf, 2. X~, ,<£ x; , 
~ < c- X1Xz, ,;:... __ x1x3, ~ x1 Y, 2 x2x3, z:.x2 Y, and ~ .. x3 Y are the sums of 
squares and cross products of the 3 independent variables and sums of the 
cross products of the dependent variable (Y) with each independent variable. 
(5. 4) 
(5. 5) 
(5. 6) 
(5. 3) may be written 
where 
N 
~X1 
X = :;:_:- x2 
L-X3 
XB = Y 
5-' Xz 
L.X1Xz 
~x~ 
2XzX3 
y = 
I 
If the variables are measured as deviations from their respective means 
(X1 - x1 ) , then the system of normal equations contains 3 equations in 
3 unknowns, b 1, b 2, and b 3, The matrix form of the system would still 
be (5. 4) with - z 
(5. 7) 
(S. 8) 
.:;;- x 
<-- 1 
Lower case x and y indicate that the variables have been measured as 
deviations from means; therefore, ~ y, :?i x1, 2. x 2 , and ~ x 3 are all 
zero. The Doolittle method is equivalent to solving XB = Y for B. 
- 9 -
VI. Definitions of special matrices. 
Transpose of a matrix (AT or A'). A' is formed from A by interchanging 
the rows and columns of A, i.e. tow 1 of A becomes column 1 of A', the trans-
pose, and vice versa. Thus the transpose of Arnxn (a matrix of order mxn) 
. A' is nxm. 
Example: 
::~ 
az:J 
2 ~ Z~3 [all 4 ~ a21 
3 ' all 
4 = 
6 al2 
_J 
a13 
The transpose of the transpose of A is equal to A, i.e. 
(A') I =A 
al2 
azz 
The transpose of the product of two matrices (AB) is the product of the trans-
pose matrices taken in reverse order, ie. 
(AB) I = B'A' 
or 
(ABC)' = C'B'A' 
Symmetric matrix. A symmetric matrix is a square matrix (m=n) 
in which aij = aji, e.g. a 12 = a 21 or a 41 = a 14• Thus for every number 
below the principal diagonal, there is a like number above the principal 
diagonal. A matrix, A, is symmetric iff A' = A. 
Example~ 
In multiple regression analysis, the matrix of sums of squares and cross 
products is always symmetric. 
Scalar matrix. A scalar matrix is a square matrix in which the 
elements of the principal diagonal are all equal. All non-diagonal elements 
are zero. 
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Example: 
2 0 0 0 cJ... 0 0 
0 2 0 0 0 ~' 0 0 0 2 0 or 
0 0 0 2 0 0 ~--
where·?<'. can be any constant. Multiplying a matrix by the scalar matrix (with 
~ as the constant) is equivalent to multiplying by a constant in scalar algebra. 
_Identity matrix. If in the scalar matrix~= 1, the matrix is called the 
identity matr~: (:r ~it ~~rix).~1· The identity matrix of order 3 is 
0 0 {_,\ 
Multiplication of any matrix (A) by an identity matrix (I) has the effect of re-
producing the original matrix, ie. 
IA= A 
This operation is analogous to multiplication by 1 in scalar algebra. 
Example: 
Q 
0 0 l [~ 2 3 [~ 2 f] 1 0 5 4 = 5 0 1 8 9 8 
Note that I is a symmetric matrix. 
VI. Determinants 
Determinants are associated with square matrices only and are a value 
which represents the "magnitude" of this square matrix. Computation of a 
determinant is essential in the operation of "dividing" with matrices (matrix 
inversion}. 
The determinant of the matrix A is written )A j or det A • 
. If A is the 1 - element m_~~rix [a11] , -~he det A= a 11 • For the 2x2 
matrix [11 a12 ·1· 
A= 
detA = a 11 a 22 - a 21 a 12. 
a21 az~_\ 
Finding the determinant of higher order matrices becomes computationally 
more difficult. If A is the matrix 
- 11 - ·-~--. 
a13 I 
az3 I 
a33 I 
--. .J 
its determinant can be found by writing the matrix wib the first two columns 
appended as two additional columns on t.1e right of the matrix. 
····--·a.u .. -"'- ·a12 · --.. --~-1-3·-t·~·--:-ra1-1 ... ---·--r. a1z-----7 
..... ,,,,,.__ -. . .. - --- . •' 
az1 .. __ aa2:_ ·"""-·· ~z3·· -::~-a-1--· ---- azz 
---- a-3'1 ---· - -- ~ 3 2 ->«a .3 3. Ca 31. ., ·~ - . ,a_3 2 
--·· ------- ~ . ·-..... \. ... ....._\ 
--l ;,..:.. --~"~·- . --- -,L 
Draw arrows diagonally through each possible set of three elements, such 
that the arrows are pointing either up to the right or down to tl:'le right. Form 
the product of the elements along eac'.1 of b.e six arrows. The determinant 
of A is found as tt1e sum of tne products of t•1e arrows pointing down minus 
t.1e sum of the products for tne arrows pointing up. This procedure is 
appropriate only for matrix of order 3x3. 
Thus det A= au azz a33 + a1z az3 a31 + a13 az1 a32 • a31 azza13 -
a3z a Z3a11 • a33 az1 a1z 
Example: 
!-6 l 
-8 I 
0 \ (6. 1) A =I z 
!z 
\ 
~~-
11 
-3 
-5 4\ l 
det A= (:·6) (-3) (4) + (11) (0) (Z) + (-8) (Z) (-5) - (Z) (-3) (-8) - (-5) (0) (-6) -
(4) (Z) (11) 
= 16 
One seldom will be required to find t11e determinants of nigher order 
matrices. The procedure is complex and the results are u11necessary in 
matrix operations, Only in matrix operations witi1 small matrices is it 
feasible, with respect to time, to find the determinants. 
A determinant of a matrix of ·any order can be evaluated by the method 
of expanding along any row or any column. A short discussion of this method 
will aid in the understanding of the process of rnatrix inversion. A few 
new terms used in this method need to be defined. Aii is the minor of aij• the 
element of tt1e matrix A. The ml.nor of aij is formed oy deleting from A the 
i 1th row and the j 1th column. The portion of A remaining is Aij" 
Example: 
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-~--l 
a13 \' 
az3 
a33 I 
' 
--· 
The minor of az1 (i = Z, j = 1) is formed by removing 
the second row and ti"'le first column. Thus 
i-- --
1
, a 12 a 13 '! . 
A;u = a a = the minor of a 21 
. Llz 331 
-·--.! 
The cofactor of aij• an element of the square matrix A, is the signed 
determinant of Aij• ie. the cofactor of aij• cof aij• is 
( -1) i + j det A· · lJ 
The sign of the cofactor is dependent upon the row and column subscripts 
of the particular element of matrix A. In the preceding example, cof a 21 is 
2 + 1 · ! a 12 a 13 
(-1) det Az1 or -1 a3z a33 
cof az1 = -a12 a33 + a3z a13 
To find the determinant of A one might "expand 11 along any row. In this 
process we find the determinant by summing the products of each element of 
any row times the cofactor of the element, det A of the matrix A (above) 
can be found by expanding along row one. 
det A= au • cof au+ a1z. cof a1z + a13 • cof a13 
We could also find det A by expanding along row two or three or any one of 
the three columns, ie. det A is also equal to, by expanding all column three 
a13 • cof a13 + a 23 • cof az3 + a 33 • cof a 33 
Example: The determinant of (6.1) when expanded along row two is 
11 -8 
-5 4 
... 
- 13 .. 
+ (-3) (-1)2+2 
-6 -8 
2 4 
+ 0 (-1)2+3 1-6 11 
-5 I 2 
I 
= .. 2 ( 4) .. 3 ( -8) - 0 ( 8) 
= 16 
The general rule for evaluating a determinant of matrix A by expanding 
1 . . nxn a ong row i is 
n .. 
det A = > a .. (·1)1+J • det A·· 
..__. lJ lJ j=l 
VII, Matrix inversion. 
The matrix operation analogous to division by a number in scalar 
algebra is matrix inversion. The inverse of a matrix is applicable only 
to square matrices. The inverse of A, written A-1, is the matrix which 
when multiplied by A will give the identity matrix, I. In scalar algebra a 
number, a, times its reciprocal -}. is equal to 1, Similarly the matrix, 
A, times its inverse (reciprocal), A-1, is equal to I, which in matrix alge-
bra is analogous to l in scalar algebra, Thus, one has 
(7. l) 
Note that the orders of A, A ·l, and I must all be t~'le same. Only square 
matrices nave inverses and then only if det A Ji:· O. 
Using the matrix inversion operation, the solution to (1, 2) can be 
written entirely in matrix form. 
(7. 2) 
(7. 3) 
(7. 4) 
AX= B 
Pre-multiply each side by the inverse of the square matrix A. 
A-1 AX=A-1 B. 
A -l A = I and the multiplication of a matrix by I reproduces 
the matrix, Therefore 
A-1 AX = IX = X = A - l B, 
and Jt and y, the elements of X, are equal to the elements of the 
product ·matrix, A-1 B. 
Example: 
(1. 1) 
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x + Zy = 3 
[1=Cx+~=~ B=[:J x=[j 
det A= 
A -1 = 
1~4 - (-3)2 = ~ 
• 4 -. z 
• 3 • 1 
x = sl~stitu:in[_ :-1 a~dzr~ (7l._341), 
y .3 ·~ 7 
- -1 -
To see that the computed A is really an inverse of A, form 
A - l. A = t: ·: : 1 · ,. : ~ = [~ l I; 
therefore the computed A -1 is an inverse of A. 
The normal equations of a single equation regression model are given by 
(5, 4) wit;1 the associated matrices defined by (5, 7) and (5. 8). The Doolittle 
method is essentially a method of computing. 
for from (5. 4) 
B = x·ly 
XB = Y 
x-lxB = x-ly 
x-lxB = IB = B = x-ly. 
Thus x-ly gives the regression coefficients b1, bz and b 3 of (5. 2), 
Computing the inverse of a matrix of order 1 or Z is simple and can be 
written in a single formula, Inverse matrices of order 3 can be readily com-
puted but for higher order matrices, standard procedures are best adapted for 
the computations, See Freidman ( 3). 
Inverse of a 1 element matrix. 
Alxl = ~1il 
A_ 1 dla~ j a 11 
Inverse of a Zx2 matrix. 
A = [all al zl 
~21 azzJ 
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det A = a 1 ~-a22 - a12 a 2L 
A -1 = 1 azz -a1z 
det A 
azz 
det A 
-az1 
det A 
-a1z 
det A 
all 
det A 
Inverse of a 3x3 matrix. 
The inverse of a matrix, A, may be defined as the transposed matrix of 
cofactors of A divided by det A. This definition suggests the approach to the 
inversion of ti1e 3x3 matrix A. 
1. Step 1 
2, Step Z 
3. Step 3. 
4. Step 4. 
Compute det A. 
Form the matrix of cofactors. 
cof a 11 
cof a21 
cof a 31 
cof a 12 
cof azz 
:of a 32 
Transpose t~1e matrix of cofactors. 
cof au cof az1 
cof a 12 cof azz 
cof a 13 cof az3 
~~.; 
cof a13 
cof az3 
cof a 33 
cof a 31 
. cof a 32 
cof a33 
-· 
Divide each element of the matrix of cofactors by det A. 
This result is the 3x3 matrix, A-1, 
all al2 al3 
a31 
aZZ 
32 
a 
aZ3 
a33 
aij indicates the element of an inverse matrix in the !th 
row and j 1th column. 
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Example: 
A-1 = 
Compute the in rse of 
all alZ al3 
A= aZl azz a23 
a31 a3Z a33 
Step 1. 
Computation of det A is explained in section VI and will not be 
explained in detail here, 
Step II. 
The matrix of cofactors is: 
azz az3 az1 aZ3 a21 azz 
a3Z a33 a31 a33 a31 a32 
alZ al3 all al3 all a1z 
a3Z a33 a31 a33 a31 a32 
alZ al3 all al3 all alZ 
azz az3 azl az3 az1 azz 
Step III. 
The transposed matrix of cofactors with the determinants 
evaluated is: 
azz a33-a3Z aZ3 
a31 az3-az1 a33 
aZl a3Z-a31 azz 
Step IV. 
alz aZ3 - al3 azz 
aZl al 3 - all aZ3 
all azz - azl al z 
The inverse of A is the matrix of step 3 divided by det A. 
azz a33 - a3Z az3 a32 al3 - al2 a33 al2 az3 - al3 azz 
det A det A det A 
a31 aZ3 - a21 a33 all a33 - al 3 a31 a21 al3 - all a23 
det A det A det A 
aZl a3Z - a31 a Zz a31 al Z - all a3Z au a22 - a21 al z 
det A det A det A 
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Example~ 
A-1 = 
Find the inverse...Qf 
8 
A= 
2 
1 
Step 1: 
det A= 392 
4 
8 
2 
Step 2: Matrix of cofactors 
8 4 2 
2 8 1 
4 2 8 
2 8 
4 2 
8 4 2 
z 
4 
8 
4 
8 
2 
8 
2· 
4 
I 
56 
or, evaluating the determinants 
-12 -
-28 62 -12 
0 -28 56 
Step 3: Trcnsposed matrix of cofactors. 
56 -28 0 
-12 62 -28 
-4 -12 56 
L 
Step 4: Divide by det A = 392 to obtain inverse. 
56 28 0 1- 1 
392 392 392 I 7 
I 
12 62 
-
28 3 
-392 392 392 98 
4 12 56 1 
392 392 392 
__J [ 98 
z 
1 
8 
1 
8 
2 
1 
14 
31 
196 
3 
98 
8 
2 
4 
2 
4 
8 
0 
1 
14 
1 
7 
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As a check, compute AA-1 • 
8 4 2 1 1 0 
7 14 
2 8 4 3 31 1 
-
1 2 8 
98 196 14 
1 3 1 
98 98 7 _J 
l 0 0 
= 0 1 0 
0 0 1 
Since A• A -l = I, the computed A -l is the inverse of A. 
In statistics, the moment matrix (matrix of sums of squares and cross 
products in least squares analysis) is symmetric, i.e. aij = aji for all i and j. 
The inverse of a symmetric matrix is always symmetric, Thus the elements 
below the principal diagonal need not be computed since they have an equal 
counterpart above the diagonal. 
If in the system of equations (1. 1), we form the matrix, Aj, which is the 
A matrix (coefficient matrix) with the j 1th column replaced by the matrix (vector) 
B, then by Cramer's Rule, 
x= ~tA1 , and 
det A 
y= det Az 
det A 
For the general system of equations (5. 1) written in matrix form 
AX= B 
where A, X, and B are defined by (5. 1. 1 - 5. 1. 3) we find that 
det A 3· xj = for j =. 1, 2, • • • , n. 
det A 
VIII, Rank of a matrix. 
A matrix is said to be of rank r iff it has at least one non-zero determinant 
of order r, but has no non-zero determinant of order greater than r. The matrix 
[z 1 -CJ 
A = ~ 3 -2 
is of rank two for there are no determinants of order 3 but 3 submatrices of order 
z. These are 
and -il 
-21. 
-l. 
-11 
-z_I. 
- 19 -
The determinant of each of these is non-zero; therefore A is of rank 2. 
The concept of rank is used in connection with the solution (s) to systems 
of equations. If the n equations of a system of n equations in n unknowns are 
not independent (i.e. if the rank of the coefficient matrix is not n) one cannot 
find a unique solution for the n unknowns. 
Example: 
are ~ 
~ 
Find the rank of 
A=~ 1 3 4 -11 2 -3 
det A = 0, therefore rank is less than 3. The 2x2 submatrices of A 
J ~ - ~ G ~ rz -1 1 -1 .~ -J G -0 -2 ' 3 -2 - 3 , -3 , _o 
~ . ~ ::J .& G -u 3 • 
The determinant of the first one of these is not zero; therefore, the rank of 
A is 2. For A to have a rank of 2 it is sufficient that the determinant of any one 
of these submatrices be non-zero. 
In solving a system of equations for the unknowns, it is necessary that the 
rank of the coefficient matrix be the same as the rank of the augmented matrix, 
The augmented matrix of the system is the coefficient matrix with the constant 
matrix, B of ( 1. 2), appended as an added column. Consider the system 
Xl zx2 + x 3 - X4 = -1 
(8. l) 3x1 -2x3 +3x4 = 4 
5x1 -4xz + X4 = 2 
The coefficient matrix (A) is 
G 
-2 l 
-n (8. 2) 0 -2 and the augmented matrix is 
-4 0 
u 
-2 1 -1 
-u (8. 3) 0 -2 3 
-4 0 1 . 
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The rank of both of these matrices is 2; t~1erefore, one can solve for Z 
of t,1e unknowns in terms of the ot~1er 2 unknowns, i. e. if a value is selected 
for eacn of Z of the unknowns, the remaining Z are uniquely determined. Since 
the rank is Z rat~•er ti1.an 3, it is known t lat of the 3 equations only Z are in-
dependent. The third can be formed from the other two. In tbie example 
the third equation can be formed by adding Z times the first equation to the 
second equation. This system can be solved for the two unknowns by solving 
any two equations for these unknowns in terms of the remaining two. Solve 
the first two equations for x1 and x2 in terms of x 3 and x4• From equation 
Z of t,1.e system (8. 1), 
4 2 
xl = 3 + 3 x3 - x4 
Substituting this in tae first equation of (8.1), 
Xz : ~ + i X3 - X4 
Now, if x3 and x4 take on specified values, x1 and x 2 are uniquely determined; 
but, there is a different value of x1 and x2 for eacn different set of values 
given to x 3 and x4 • 
IX. Equivalence of Matrices 
The augmented matrix of a system of equations can have 3 elementary 
transformations applied to its rows which will not affect the solution of the 
system of equations. For example, the three equations of (8.1), whose 
augmented matrix is (8. 3) , could be modified by certain operations which 
wculd not change t:1e solution to the system. These three elementary~ 
transformations are: 
A. the interchange of any two rows of the augmented matrix i.e., 
interchanging the position of any two equations. 
B. the multiplication of all elem.ents of any row by the same non-
zero constant 
C. the addition to (subtraction from) any row of an arbitrary multiple 
of any other row. 
Note that these transformations apply only to rows of t;1e augmented matrix 
(equations of the system) and not to columns of t<1e matrix. 
Two or more matrices are said to be equivalent if any one matrix can be 
obtained from any one of the other matrices ·oy applying tnese three elementary 
row transformations. Equivalent matrices are necessarily of the same order 
and rank. These transformations are tnose used in the Doolittle method of 
solving the normal equations in a least squares estimation problem. 
• Zl -
Example: 
(9.1) 
(9. Z) 
(9. 3) 
(9. 4) 
Equation system form 
x + Zy = 3 
-3x + 4y = 7 
is equivalent to 
-3x + 4y = 7 
x + Zy = 3 
is equivalent to 
Zx + 4y =6 
-3x + 4y = 7 
is equivalent to 
x + Zy = 3 
Zx + 14y = ZZ 
The solution for x and y to each of these sets (9. 1-9. 4) would be the same. 
(9. Z) is formed from (9. 1) by interchanging the positions of the two 
equations (rows). (9 .. 3) is formed from (9. 1) by multiplying each constant of 
the first equation (row) by t,1e non-zero constant, two. (9. 4) is formed from 
(9.1) by adding to the second equation (row) five times the first equation (row), 
The first equation (row) is unaffected by this transformation. Using this 
concept of equivalence, one can find the solution to system (~. l). 
(9. 1) 
(9. 5) 
(9. 6) 
Each successive set is equivalent to every other set in this example, 
Equation system form 
x + Zy = 3 
-3x + 4y = 7 
Add 3 times equation 1 to equation z. 
x + Zy = 3 
Ox+ 10 y = 16 
Divide equation Z by 10, i,e. 
x + Zy = 3 
y = l. 6 
multiply by 1 
10 
l_ 1Augm;nted ~at~Jj.x form 
-3 4 7 
1 
0 
z 
10 
z 
1 
3] 
16 
1, ! l 
Subtract Z times equation Z from equation 1 (or add - Z times equation 
Z to equation 1). 
(9. 7) x + Oy = -. Z y = 1. 6 
Thus, the solution is x = -. z 
y = 1. 6 
0 
1 
-. J 
1. 61 
.. zz -
Note that in the augmented matrix the solution is the elements of the last 
column, when the coefficient portion of the matrix (first two columns) is in the 
equivalent indentity matrix form. 
Example. Find the solution of the following system of 4 equations in four un-
knowns. 
Xl + Xz + x 3 + X4 : 1 
Xl + Xz .+ X3 • X4 = Z 
x 1 + Xz • x 3 • x 4 : 3 
Xl • Xz • x 3 • x4 : 4 
The coefficient matrix and augmented matrix are each of rank 4; therefore 
there is a unique value for each of the four unknowns whic~1 will satisfy each 
of the four equations. Writing only the succeeding equivalent forms of the 
augmented matrix (.A) the solution is found as follows: 
1 1 1 1 1 
A= 1 1 1 -1 2 is equivalent to {rv), 
1 1 -1 -1 3 
1 -1 -1 -1 4 
subtracting row 1 from every other row, 
~ 1 1 1 1 0 0 -2 1 0 -2 -2 2 f"-J > -Z -Z -2 3 
interchanging rows 2 and 4, 
~ 1 1 1 1 -Z -2 -Z 3 !'-") 0 -2 -Z z 0 0 -Z 1 
dividing rows 2, 3, and 4 by ( - Z) , 
[~ 1 1 1 -1\] 1 I 1 0 1 1 -1 /.-.._.,/) 0 0 1 -. 5 
subtracting row Z from row 1, 
l~ 0 0 0 z.J 1 1 1 -1. 5 0 1 1 -1 /"--') 0 0 1 -.5 
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subtracting row 3 from row 2, 
~ 0 0 0 2.5 1 0 0 -.5 /'...) 0 1 1 -1 l 0 0 1 -.5 
subtracting row 4 from row 3, 
1 0 0 0 2.5 
0 1 0 0 -.5 
0 0 1 0 
-. 5 /''--' ) 
0 0 0 1 
-. 5 
The coefficient part of the final equivalent matrix is an identity matrix, thus 
the solution for the 4 unknowns are the elements of the last column, 
21 = 2. 5 
x = -. 5 2 
X3 : •, 5 
x4 = -. 5 
X. The characteristic equation of a matrix, 
The limited information single equation (LISE) method of estimating 
structural coefficients requires bat a matrix equation of the form 
(10. 1) AX=,,\ X 
be solved, A is a square matrix, composed of specified sums of squares and 
cross products of the observed data, with order equal to t11e number of en-
dogenous variables in the equation and X is a vector whose elements are the 
structural coefficients to be estimated. A is a set of scalars (constants), 
each one giving a different X. If A is nxn then there are n possible ~ 's whicc1 
satisfy {10. 1) and therefore n sets of values for X which are non-trivial, ie, 
for which every element of Xis not zero. The LISE method provides the 
criterion for selecting which one of the n ); 's and its associated X represents 
the correct estimate of the structural coefficients. This section is concerned 
only witn finding each of the )i's (characteristic roots) and each of the 
associated X's (characteristic vector), 
One solution to (10, 1) is tnat Xis a zero vector, ie. each xi = O. Our 
interest lies only in the non-trivial solutions. For what values of .A, 
satisfying (10. 1), are there non-trivial solutions for X and what are these 
solutions? 
(10, 2) 
(10. 3) 
(1O.1) may be written 
AX - ~X = O or 
(A - ./'\ I) X = 0 
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where A and I are of order n. (10. 3) is satisfied if X = 0 or if 
(lo. 4) 
-
det (A - A I) = 0 
all -> al2. a • • • • • a 13 ln 
(10. S) A-/\1= 
a21 azz-A a2.3 •••• azn 
a31 a32 a33-A· •• a3n 
••• a -A 
nn 
det (A - .A I) = 0 is a polynomial of degree n in A and can be solved for 
the n values of /\. Substituting any one of these characteristic roots in 
(10. 3), a system of n equations inn unknowns is formed. Since det (A - A I) = 0 
the rank of the system is at most n - 1, therefore n - l of the structural 
coefficients (unknowns) can be estimated in terms of the n 1til unknown, (This 
is the process of normalization). 
Example, 
AX= AX 
where 
1 
X= 
xz 
and can be t11ougrtof as the estimates of the structural 
coefficients of some economic structure. The problem is to find t11e two 
characteristic roots ( /\ 1 and A2) and t,1e two associated characteristic 
vectors, x 1 and Xz• respectir~y~\ 
A-Ar = Lz 
For a non-trivial X, 
det (A_.-,,\ I) = 0, or L-,\ 2J det · = 
2 1- ~~ 
The roots of the polynomial 
\2. 2.\ 3-0 r'\ - /I - -
can be found using the quadratic formula and are \1 = 3 
.A 2 = -1 
For 1\ 1 = 3 \ li-3 
A - /\I~ L 
Note that det [ 2 ~= ~ 
2 -~ 
S'"ubstituting t[1is in (10. 3) 
-:2 
(A - /\I) X = 
- 25 -
z. -2 
X=O 
[: _J [::] = 0 
This gives a system of two equations in two unknowns. 
-z.x1 + 2xz. = 0 
zx1 - Z.xz. = 0 
Note that equation two is the negative of equation l; therefore there is only one 
independent equation leading to the solution 
x1 = Xz. 
Thus the solution for >. 1 = 3 is any set of values for which x 1 = x 2• 
The characteristic equation 
(10. 6) [: :] . [ :J = \ [:: J 
is satisfied by A 1 = 3 and any set of values, x 1 and x 2, which are equal. 
For the second characteristic root >, z. = -1, the solution of the characteristic 
vector is 
Xl = -Xz. • 
Thus A z. = -1 and any set of values, x 1 and x 2> which are equal in magnitude 
but different in sign is a solution of (10.6). 
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XI, An example of <natrix algebra in multiple regression proolems. 
Using matrix notation let us develop a method of estimating tne co-
efficients of tne independent variables ( x 1 , x 2 , • • • , x 5 ) in the following 
regression relation. 
(11.1) 
All variables are measured as deviations from t 1e means of observed data 
of each. specific variable; t,i.us, the intercept ( "a" value) is zero. Yt· xlt, xzio 
x5t are the observed deviations for the t 1th time period. ut is tn.e random 
error for the t'th time period and represents t,1e effect of other explanatory 
variables on y, tt1e dependent variable, B 1 , B 2 , • • • B5 are the structural 
••• 
parameters to be estimated by least squares. Let T be the number of 
observations. If b 1 , u2 , • • •, b 5 are t:~1e least squares estimates of B1 , B2,• • • 
Bs, respectively, tae estimating equation for y is 
( 11. 2) 
Let 
( 11, 3) 
YT 
-xll 
x1z 
( 11. 4) X= x13 
be the vector of observed values of the dependent 
variable; 
xz1 x31 x41 X51 l 
xzz x3z X42 xsz I 
xz3 X33 X43 X53 
• 
xz 'T 
be the ~atrix of observed values of the 5 independent variables; 
(11.5) b= be the vector of estimated coefficients; 
(11. 6) u = be the vector of unobserved error terms; 
• 
1 
(11. 7) 
(11. 8) 
(11. 9) 
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and 
B= be the vector of parameters to be estimated. 
Then 
Y = XB + U 
is the set of T observation equations 
Yi = B1 xu + BzXzl + B3x31 + '84X41 + B5 X51 + ul 
Yz = B1 x1z + Bzxiz + B3x3z + B4x4z + B5x5z + uz 
• 
The least squares method finds the estimates of B, denoted b, which will 
minimized the sums of the squares of ut' i.e. the estimates which minimize 
u'u 
Solving (11, 8) for B, we get 
Y = XB + U 
(11. 8) pre-multiply by X' , 
( 11. 9) X'Y = (X'X) B + X'U • 
(X 1X) is the matrix of sums of squares and cross products of the 
deviations of the independent variables. 
-) 2 ":>. ~ '> >-
"'t xlt t"- xltx2t <t xltx3t ... T xltx4t t xltx5t 
(11, 10) (X'X) = f- xltxzt 'f x~t ~ x2tx3t 
<--·· -- <..::--- z t- xltx3t ~- xztx3t <t x3t 
t 
£' 
t X3tX4t 
~ x3tx5t 
Note that (X'X) is symmetrical, thus its inverse will also be symmetrical, 
(X'Y) is the matrix (column vector) of sums of cross products of the dependent 
variable with each of the independent variables. 
' 
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(11.11) (X'Y) = ~ xltY 
t 
~ 
t x2tY 
~ X3tY t 
,>::-
1- x4ty 
~ X5tY 
Note that 
(11.12) X'Y = (X'X) b 
is the set of normal equations for t.1.e regression relation (11, l). Pre-
multiplying (11. 12) by the inverse of (X'X), we obtain 
(11. 13) 
(X'X) -l (X'Y) = (X'X) -l (X'X)b, or 
(X'X) -l (X'Y) = lb = b. 
(11. 13) gives the least squares estimates of the structural parameters of 
(11.1). 
