Abstract: Copulas are useful tools for modeling the dependence structure between two or more variables. Copulas are becoming a quite flexible tool in modeling dependence among the components of a multivariate vector, in particular to predict losses in insurance and finance. In this article, we study the dependence structure of some well-known real life insurance data (with two components mainly) and subsequently identify the best bivariate copula to model such a scenario via VineCopula package in R. Associated structural properties of these bivariate copulas are also discussed.
decompose a multivariate probability density into bivariate copulas, where each pair-copula can be 48 chosen independently from the others. This allows for a enormous flexibility in dependence modeling.
49
In particular, asymmetries and tail dependence can be taken into account as well as (conditional) 50 independence to build more parsimonious models. Therefore, Vines combine the advantages of and Hofmann and . Most recent works on the Vine methodology can be found in Czado
59
(2010) and Kurowicka and Joe (2011) , which includes further applications and theory.
60
In this article, we consider the application of Vine copulas (in two dimension) for several types of 81 Sklar (1973) established that for any bivariate distribution function, say,F XY (), can be represented as a function of its marginals, say, F X () and F Y (), by using a two dimensional copula C(., .) in the following way:
If F X () and F Y () are absolutely continuous, then the associated copula C is unique. Also, C(u, v) is 82 ordinally invariant, which implies that δ(x) and Φ(y) are strictly increasing functions, the copula of 
Then, from Aas et al. (2009) , the associated C-vine and D-vine copula density, respectively, will be 95 f (y 1 , y 2 , y 3 ,
where f j (), j = 1, · · · , p denote the marginal densities and c i,i+j|1:(i−1) bivariate copula densities. In 107 this case, the outer product runs over the p − 1 trees and root nodes i, while the inner product refers to 
(6) Therefore, by allowing arbitrary bivariate copulas for each pair-copula term in the decompositions C-vine, conditional copulas are specified for variables and i given those indexed as 1 to − 1.
125
In this article, from the fitted most appropriate bivariate copulas (Section 3), it appears that they 126 are special members of the C-vine and D-vine copulas. The structural properties of these specific 127 members of the C and D-vine copulas are discussed in section 4. 
Dependence structures

129
It is noteworthy to mention that copulas are instrumental for understanding the dependence between 130 random variables. With them we can separate the underlying dependence from the marginal where (X,Ỹ) is an independent copy of (X, Y).
144
Let X and Y be continuous random variables with copula C. Then Kendall's τ is given by
• Spearman's ρ: Let X and Y be continuous random variables with copula C. Then Spearman's ρ s 146 is given by
Alternatively, ρ s can be written as ρ s = 12
149
• Tail probability that Y is greater than 100α th percentile of G given that X is greater than the 100α th 152 percentile of F as α approaches 1.
If λ U > 0, then X and Y are upper tail dependent and asymptotically independent otherwise.
154
Similarly, the lower tail dependence coefficient is defined as
Let, C be the copula of X and Y. Then, equivalently we can write
whereC(u, u) is the corresponding joint survival function given bỹ
• Blomqvist's beta: Suppose thatX n andỸ n be the medians of the samples X 1 , , · · · , X n and Consequently, the definition of β n , which is equivalently called Blomqvist's beta, is given by
If n is even, then no sample point falls on either of the lines x =X n and y =˜Ỹ n and it follows 165 that both n 1 and n 2 are even. If n is odd, however, then either one or two sample points lie on the 166 lines defined by the sample medians. In the case of a single point lying on a median, Blomqvist
167
(1950) proposed not to count the point altogether. In the latter case, one point has to fall on each 168 line: one of them is assigned to the quadrant touched by the two points, and the other is not
wherex andỹ denote the population medians of X and Y, respectively. Next, on using the facts
one can write
As β is only a function of C, it is possible to write it in terms of α whenever C ∈ C α , where α is 175 the set of parameters associated with the copula C. 
180
Note that the associated dependence measures for all the fitted bivariate copulas are provided in Table   181 1. further inspection into the data set, it was discovered that reported weight and height possessed The first pair of variables that were selected were the number of accidents and the population size.
213
These were chosen because we expect more accidents to occur in regions with a higher population 214 relatively speaking. 
218
A third party claim is a claim filed by someone other than the insured and their insurance company.
219
If a driver's negligence results in the injury or death of another driver, the affected party or their family 220 have the ability to file a claim against the guilty driver's insurance company. We decided to measure 221 the dependence between this variable and the population of a given region in Australia because one 222 would expect a larger volume of third party claims to be filed in regions with higher populations. In this model, we decided to measure the level of dependence between the number of people 235 injured or killed in an automobile accident and the corresponding number of third party claims filed.
236
As defined above in model 2, third party claims are filed in the event of an accident in which other 237 drivers suffer injury from the negligence of another. While injury and death are not exclusive to the Table 2 Table 2 , we see that each pair of variables exhibit a 263 strong level of dependence since the concordance coefficients are close to 1. Table 3 represents various   264 model diagnostics along with parameter estimates corresponding to the best fitted bivariate copula. We expect that the AIC and BIC to be minimal and the log-likelihood to be maximal. Each copula 266 shown in Table 3 represents the best fit for the pair of variables that were being tested according to the 267 AIC, BIC, and log-likelihood criteria. 
Scatterplots
269
In this section, we provide plots of the raw data and compare it to the variables on the logarithmic 270 scale. The logarithmic plots are provided in response to the skewness of the original data values.
271
In addition, CDF and PDF plots are also provided corresponding to best fitted bivariate copulas 272 mentioned in Table 3 . 
Structural Properties
275
This section presents the analysis of certain structural properties of the copulas. Since the Gaussian,
276
Tawn, and T copulas do not have a closed form, we exclude them from our current discussion. We 277 begin our discussion with the Frank copula. 
Frank Copula
279
The Frank Copula has the form:
where α ≥ 0. We will begin our analysis of the Frank copula by calculating the Blomqvist Beta correlation coefficient using (11). Using our Australian insurance models whose best fitted copula was the Frank copula, we have the following direct calculations using α 1 = 18.42 and α 2 = 18.33: 
Therefore, we see that both models are highly correlated in the center of their respective distributions. Next, we will determine the level of tail dependence in the general Frank copula. For upper tail dependence, from (9),
Therefore, Frank's copula is not upper tail dependent. Next, we will determine if it is lower tail dependent using (10):
Hence the Frank Copula is also lower tail independent. The table below summarizes the dependence 280 structures discussed above and displays the generator function of this particular copula:
281 Table 4 
BB6 (Joe-Gumbel) Copula
283
The BB6 copula has the following form:
where u = 1 − u and v = 1 − v. We will first determine this copula's Blomqvist Beta value based on the parameters of the Swedish Automobile insurance model with θ = 1.59 and δ = 2.81. We then have the following by applying (1): 
The lower tail and upper tail dependence coefficients can be calculated using the same methodology that we used for the Frank copula. For the upper tail dependence coefficient, we obtain the following:
Similarly, for the lower tail dependence coefficient: as health care data), and also we will consider the fitting to a trivariate and in higher dimensions as 290 well based on the Vine copula methodology. We will report our findings in a separate article. Survival BB1 copula with specific parameter choices in R.
309
[language=R] Simulate from a bivariate rotated BB1 copula (180 degrees; "survival BB1") To evaluate the density of the bivariate rotated BB1 copula 
