the desired litut. These conditions have been modified and simplified by Tgckl:ind (1948) and by Smith (1954, 19'5) . The simplest sufficient conditions to date are those given by Smith (1955); these are: (i) f(x) -> 0 as x -> + <Xl ; (ii) rex) € L1+e~or some e > o.
In the course of some work on the theory of dams 1Ye This paper is mainly concerned with establishing that a certain set of conditions on f(x) is both necessary and suffiCient f'or tbe asymptotic convergence of the renew.1 density. Before we state this main theorem, however, we must introduce some notation.
Let U{x) =p {~x }be the Heavisideun1t funetioJ!l; i.e.) U(x)=l if x>o andU(x}=O if x<0.
For any e > 0 define ce(x) = f(x) u(x -e), and be(X) = rex) U(x) -ce(x); then define a(x) = f(x) -be(X) -ce(x).
Thus a(x) vanishes for all positive x, be(X) vanishes outside the interval (0, e), and ce(x) vanishes whenever x < e; for all x, however, f(x) = a(x) + be(X) + ce(x). Denote Fourier transforms thus This is the first time that necessary and sufficient conditions for the convergence of the renewal density have been established. It will be seen that they are substantially less restrictive than the sufficient conditions of Smith (1955) ; for example, no restraint is placed on the behavior of f(x) for negative x.
Condition (ii) of Theorem 1 appears to 'beg the question' and does not seem easy to verify in any particular case; however, the following theorem enables one to recognize quickly a wide class of functions which sstist,y, this condition. The motivation behind the conditions of Theorem I can be appreciated intuitively. Only singularities of f(x) in the~interval (0, .) should affect the behavior of 6. Lf(x)_7 for very large x.
Singularities, if any, of f(x) at the origin should reLJain at the origin for f*n{x), n > 1, and not be displaced to larger values of x. Thus, for large values of x, 6.. Lf(xL7 should not be affected by singularities of f(x) at the origin. Needless to say, the 'counter-example' from the theory of dams, which we quoted above, satisfies the new set of conditions.
The question arises as to whether there exist probability density f'tmctions which fail to satisfy any of the conditions of Theorem (xL7 tends to zero as x --> 00 then it does so exponentially rapidly.
Let abe the class of density :l:imctions f(x) which satisfy the conditions of Theorem 1. It is of some interest to discover closure k properties of J . In this connection we shall prove Theorem 4. Let 1'1(x), f 2 (x) belong to 0' ; let p, q be non-negative constants, p + q = 1; let~ex) be a bounded non-negative function such that +00 +00
Then the following probability density functions also belong to v to avoid tiresome repetition, however, vTe shall always omit mention of this 'almost ever,yWhere t qualification.
We shall be prima.rily concerned 'With non-negative functions in L l (-co, +00) and it is convenient to give this class the nal:le~. We shall always 'Write hex) for the renewl density function f). Lf(xL7; m, n, r, sand N 'Will denote integers (frequently they are dUI:mJY variables in summation); subject to the preceding exceptions, however,
we use lower case Roman letters for non-negative functions of the variable x, and usually these functions are in jV .
If a and b are non-negative functions then the convolution
'Will almys be defined (though possibly infinite). As such convolutions will occur very often in what follows we shall denote then siIrrply as a*b or a*b(x), whichever is the more convenient in a given context.
Notice that a*b =b*a., and that, whenever the Fourier transforms eXist,
If k is any non-negative function "We shall write k*2 for k*k and, more generally, k*n for k*k*(n-l). Thus, as explained in the *1 introduction, if we define k =k then we shall write 00 E n=l our main argument depends.
It is clear that the function 6. .L'!7 is defined alLlost everywhere, since all the convolutions k*n are non-negative. Lemma. ,. If' 6. Lb8-7 e JJ and A. is any real non-negative number then there is a 8* > 0 such toot 6. LA. b 8 *-7 e~• Proof. Since 6. Lb8-7 e 1) there must be an xo(e) such that A fb8(xL7 < e for all x> x o ' In particular" this 1Inplies that With the aid of' Lemma 3 we are able to prove the fo11ow.Lng 1ennna which we shall use directly in the proof of our main theorem.
Lemma 4. If A ["'bo-7 E:l"J then there is a 0* > 0 such that where A is the nuoberchoOOll above. Plainly u(x) is non-negative and vanishes identically for x > 5*. Moreover"
and so" by our choice of A, U E: L l , and hence u E: ')J . We have therefore show that both 6. LA-1 b 5 *-7 and u belong to j'J and may appeal to Lennna 2 (ii) to infer that u* 6. LA- 
=0
This proves the lemma.. vIe note, however, that the finaJ. algebraic steps could be considerably simplified if a and b B * were manipulated as though they 1-rere real nUI:lbers" instead of functions forming convolutions.
It is necessary, nevertheless, to d~onstrate that the desired result can be achieved by legitimate operations on functions, and not by purely t1 symbolic lf operations.
Lemma 5. g2;~1 -f t (Q)} is bounded in a neighborhood of o.
Proof. It is easy to see that
and, since the integrand on the right of this inequality is non-negative,
we have that for any large positive r, +r -r and so the lemma is proved.
As a matter of fact, we only strictly need in the sequel the weaker result that Q2/ t 1 -ft" (Q) r is integrable in a neighborhood of the origin; this weaker result can be inferred from the genual Lemma 8
of Smith (1960 b) . A desire for completeness, and the simplicity of the above proof, suggest 'tve give it here.
Lernr.Ja 6.
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is a bounded function of 
Then, because all terms involved are non-negative, we can introduce the
and so it is plain that uj belongs to L 1 and that we may writẽ
and note that, by the monotone convergence theorem, we can write as Ixf -> 00. Moreover, since u 00 = k *h , it follows that, as
The len:n:na 'Will therefore be proved if we can show that, as x -> 00,
To this end, let us put we can also find
Since k{x) belongs to L l we can find r large enough so tl1at
Furtherw.ore, since h x) ->~l as x -> 00, > r such that Ih(x) -~l-lt< E for all x >~.
vie then observe that for all x > 2~,
The lemrla is proved by letting
4. Proof of Theorem 1. Vie dea.l with the necessity part first.
The proof that condition (i) must necessarily hold bas been attributed to Feller (1941) , but we ba.ve recently noticed that Feller I s proof needs to assume the boundedness of hex); most of our difficulties in the present investigation arise precisely because we may not assume hex) to be bounded. However, the necessity of (i) is easy to prove by an appeal to Lemma 9. We observe that hex) satisfies the farJiliar integral The non-negativity of all the terms involved in the last fornula allows the deduction that 6["'}3;7'rJ£ A £bo-7 -> 0 as x -> eo, and thereby proves the necessity of (ii).
To conclude the necessity part of the proof we deal with (iii). We ....1 -, but this is impossible, since f vanishes outside the interval (o, 0). Thus it must be that IIboll < is also a number of 1'3 .
*(N-l)
.
•
so the theorem is proved by an appeal to (4.4). for all x in a neighborhood of the origin. Thus gt (Q) can be in no class L, for otherwise g*n(x) would be bounded for all n > p, P which is not the case. Thus we can take f(x) = g(x -1), say, for our example of a density which does not satisfy (iii).
Let us now assume, temporarily, that Theorem:3 has been proved, and turn our attention to constructing a probability density function which does not satisfy condition (ii) of Theorem 1. For any integer n we can choose 'l) such that For n =1, 2, ... , let f n (x) be a :f'unction of '9 whose integral is 2-n , which vanishes outside the interval I :: (n-1 -n-' , n-l+n-'), just discussed.
is evidently a probability density function, and it is not difficult to see that f(x) satisfies conditions (i) and (iii) of Theorem 1 ( the latter condition for every 6 > 0 ). However, suppose we consider any smil interval (0:, (3), 0~0: < 13. We can choose large integers rand n such that If we suppose x~a + a then, in order that the integrand in (7.1) be non-zero, there must be an integer ra such that (if we define z = 0), o z 1 < a and a < z < a + a. Therefore, for x _> a + a ,
For this proof let us write A £b 8 (xL7 more simply as ha(x). This proves the theorem.
We can thus conclude that if there is no a > 0 such the,t D. .Lba(xL7 -> 0 then there is no interval to the right of the origin within which hex) is bounded.
We have incidentally proved:
Corollary 3.1. If t::. Lb e {xL7 -> 0 as x -> co then there is some T) > 0 such that, as x -> co, t::. Lb e (xL7 = 0 (e-1'\x) .
As a matter of fa.ct one can shmv that 1' \ = el log (l/Ilbell); we leave this point a.s an exercise for the interested reader. (ii) Here we write rex) = P:l\(x) + qf 2 (X) and enploy similar notation to that just adopted in ( for all x. Thus 6. Lf(xt7 is bounded for all large A -' Theorem:5, 6 . Lb e (xL7 -> 0 as x -> 00. However, I * 1 *2 I-C) I\() 2 f l f 2 + '4 f 2 ' so that '2 be x~be x" and we have 6. L~b e (xL7 -> 0 as x -> 00. lie can now aIlIleal to LeJ.mU8. :5 to infer that 6. L b e (xL7 -> 0 as x -> 00 for all sufficiently small e. This proves the theorem.
