ABSTRACT. In this note we establish the existence of Pareto optimal solutions for nonlinear, infinite dimensional control systems with state dependent control constraints and an integral criterion taking values in a separable, reflexive Banach lattice. An example is also presented in detail. Our result extends earlier ones obtained by Cesari and Suryanarayana.
INTRODUCTION
In recent years there has been an increasing interest in optimization problems with multiple objectives conflicting with one another. The subject has its origins in mathematical economics and in particular in welfare theory and from there it passed into other subjects like game theory, operations research, optimization and optimal control.
Such problems, in the context of optimal control theory, were recently considered by Cesari and Suryanarayana in a series of interesting papers [5] , [6] , [7] . We should also mention the earlier work of Olech [9] , who, motivated from the fundamental work of Cesari [4] , studied similar problems in IRn. Recall (see Penot [13] We will consider the following infinite dimensional, nonlinear control system:
By a solution of this system, we will understand a mild (integral) solution. A pair of functions x(.) e C(T,X) and u(.) LI(z) , that satisfy the dynamic constraints (*), are said to be an "admissible pair". In particular x(.) is an "admissible trajectory", while u(.) is an "admissible control". We will denote the set of admissible pairs by A(x0). Finally note that system (*) has feedback type constraints, since the multifunction U(.,-) depends also on the state.
To this control system, we associate a Y-valued cost criterion of the following form:
Our goal is to prove a theorem saying that every vector in Eff(J(A(x0))) is realized by an admissible pair.
To this end, we need the following set of hypotheses on the data of the problem. (t,x) e TxX, the set Q(t,x) {(v,r/) e XY: v f(t,x,u), u U(t,x), L(t,x,u) < r/} is convex and x Q(t,x) is u.s.c.i, from X into X w.
H(U)" U: TxX efc(Z) is a multifunction s.t.
( (Xk,Uk) A(x0) for all k>l. Our claim is that {Xk}k>l is relatively compact in C(T,X). To this end, we will first determine an a priori bound for the trajectories of (*). So let x(. e C(T,X) be such a trajectory. We have x(t) S(t,O)x 0 + S(t,s)f(s,x(s)), u(s))ds, T, u(')e SI(.,x(.)) (v(t) , y(t)) e conv w-l] (vk(t), /k(t)) a.e.
(v, r/) S 1 conv w-I]-Q(. ,x k (.))
But by hypothesis H(Q), we know that x Q(t,x) is u.s.c.i, from X into X xY w w'
Hence w-Ii-q(t, xk(t)) c__ q(t,x(t)) a.e. == (v,r/) e S((.,x(. ))"
we see that for all e T 0, A(T\T0) 0 (A being the Lebesgue measure on ), we have R(t) ). Set hl(t,u v(t)-f(t,x(t), u) and h2(t,u (t)-L(t,x(t), u). Because of hypotheses H(f) (1), (2) and H(L), we deduce that both hl(.,. and h2(.,. are measurable. On (T\T0) Z set hl(t,u 0 in X and h2(t,u 0 in Y. Also let p: TZ -TXZ be defined by p(t,u) (t,x(t), u). Clearly this is measurable. So because of hypothesis H(U), p-l(GrU) e B(T) e(z). But observe that p-l(GrU) {(t,u): u U(t,x(t))} GrU(.,x(.)) == GrU(.,x(.)) e B(T) B(Z)=: GrRe GrU(.,x(.)) {(t,u) TZ: hl(t,u 0, h2(t,u 0} B(T)B(Z). Apply Aumann's selection theorem to get u: T Z measurable s.t. u(t) R(t) for all T == u(t) Q(t,x(t)) a.e. v(t) f(t,x(t), u(t)) a.e. and L(t,x(t), u(t)) < /(t) a.e.. Recall that xk(t S(t,0)x 0 + J 0 S(t,s) Vk(S ds and x k-x in C(T,X), while J [ S(t,s) Q.E.D. L(t,v,x(t,v), u(t,v) 
We will need the following hypotheses on the data of (**). H_': f: TxVx -is a map s.t.
(1) (t,v) (1) (t,v) L(t,v,x,u) [u[2) , where 1k(.,.
LI(TxV), 2k(t,.)e L(R)(V) and 1l2k(t,.)llL(R)(V) L+.
H0: x0(.)e L2(V).
Let X L2(V), Z L2(V) and Y Rm. Define : T X X to be the Nemitsky operator corresponding to f (t,v,x) i.e. (t,x) (.) f(t,. ,x(.)). Then [(t,x) 
