ABSTRACT Here we extend the ability to predict hydrodynamic coefficients and other solution properties of rigid macromolecular structures from atomic-level structures, implemented in the computer program HYDROPRO, to models with lower, residuelevel resolution. Whereas in the former case there is one bead per nonhydrogen atom, the latter contains one bead per amino acid (or nucleotide) residue, thus allowing calculations when atomic resolution is not available or coarse-grained models are preferred. We parameterized the effective hydrodynamic radius of the elements in the atomic-and residue-level models using a very large set of experimental data for translational and rotational coefficients (intrinsic viscosity and radius of gyration) for >50 proteins. We also extended the calculations to very large proteins and macromolecular complexes, such as the whole 70S ribosome. We show that with proper parameterization, the two levels of resolution yield similar and rather good agreement with experimental data. The new version of HYDROPRO, in addition to considering various computational and modeling schemes, is far more efficient computationally and can be handled with the use of a graphical interface.
INTRODUCTION
As a result of the increasing proliferation of structural determinations, renewed interest in measuring hydrodynamic and other solution properties, and the development of new measurement techniques, the importance of predicting such properties from models with high or medium resolution has increased notably over the past decade. A relevant development for the prediction of properties of rigid, globular proteins from their atomic-level structures was the methodology implemented in our programs HYDROPRO (1) and HYDRONMR (2, 3) . These tools have been widely employed for the analysis of hydrodynamic coefficients and other solution properties.
In the HYDROPRO and HYDRONMR procedures, each N a nonhydrogen atom is replaced by one sphere in the socalled primary hydrodynamic model (PHM) . This is the model whose properties are actually calculated. The radius of the sphere, a, has been estimated to be~3 Å . In this model, a number of such spheres are fully internal and not exposed to the solvent. Furthermore, the spheres overlap considerably with their neighbors. In principle, both circumstances prevent a conventional bead-model calculation (although we shall later consider this alternative), such as that used in the HYDROþþ program (4), which is intended for more open arrays of nonoverlapping or scarcely overlapping beads. Instead, HYDROPRO employs internally the shellmodel strategy, in which the surface of the particle under consideration is represented by a shell consisting of N s small, tangent, nonoverlapping minibeads of radius s. Then, a bead-model calculation is done with the shell of minibeads for a series of decreasing values of s, with a subsequent increase in N s , and the results are extrapolated to s/0. This shell-model strategy was first suggested by Bloomfield et al. (5, 6) , used for detailed, atomic models of proteins for the first time by Teller et al. (7) , and further developed and tested by our group (4, 8) . It is similar to the so-called finite-element approach, which instead of minibeads uses platelets or other elements to describe the surface (9) (10) (11) (12) .
In HYDROPRO and our other shell-modeling programs, the number of beads N s in the shell is varied between a minimum of~200-400 to a maximum (currently) of 2000. This maximum is limited by the computational cost, which is proportional to N s 3 (we emphasize that this is an internal, working parameter that does not limit the number of elements in the PHM). Nevertheless, we think that this is sufficient for describing the details that may be significant with regard to hydrodynamic coefficients (and we recall that the extrapolation to s/0, i.e., to N s /N, further improves the accuracy of the final, extrapolated results. Thus, the shell model has been shown to predict very accurately the numerical values of arrays of spheres obtained from either rigorous fluid-dynamics calculation (4) or experiments with real, very well-defined multibead nanoparticles (13) .
However, other authors have preferred to perform hydrodynamic calculations with bead models that somehow fill the interior of the protein. In such models (14) (15) (16) (17) , each N r amino acid residue is represented by two or more beads (one at the skeleton and the others for the side chains). A sophisticated procedure is applied to avoid bead overlaps by changing some bead sizes, fusing overlapping beads, removing very internal beads, etc. (details can be found in the original references calculations have been achieved in some instances. In such approaches, the number of beads finally used in the beadmodel, HYDRO-like calculation is slightly larger but on the order of N r , typically several hundreds for proteins of a few hundred residues. This is well below the largest number of minibeads that, regardless of the protein size, are employed by HYDROPRO (N s z 2000) . Because the computing time is proportional to the third power of the number of beads (N 3 ¼ N r 3 ) in these methods, they are computationally faster than our previous version of HYDROPRO for a protein such as bovine pancreatic trypsin inhibitor (BPTI) with N r ¼ 58. However, what is an advantage for such small proteins (in comparison with the shell/ bead HYDROPRO internal method) turns out to be a disadvantage for proteins with >1000 residues (>100-200 kDa), and the calculation with such methods becomes very time-consuming for large proteins (e.g., GroEL, which has N r z 7300 residues), whereas the computational cost of HYDROPRO is the same for GroEL and BPTI.
MATERIALS AND METHODS
Apart from other computational improvements mentioned further below, the main purpose of this work is to report advances in modeling strategies that refine or further develop the applicability of HYDROPRO. We conducted our previous analysis of this methodology (1) on a set of proteins for which mainly translational data (sedimentation coefficient, s, and diffusion coefficient, D t ) and intrinsic viscosity [h] were available (1), and later complemented the data with rotational relaxation times, t c (2, 18). The optimization of the element radius in the atomic PHM, a, carried out in those successive stages yielded values in the range of 3.0-3.3 Å (slightly lower for D t and s, and higher for t c ). We recently developed a scheme for a systematic procedure to simultaneously analyze various properties of a set of many samples (19, 20) . Instead of the measured properties R g , D t or s, [h], and t c , the procedure employs, in more coherent manner, equivalent radii, a G , a T , a I , and a R , which are the values of the radius of a sphere that would have that value of the property (19) . Then, for a set of values of different properties of a series of samples, in this global-fit approach, we seek the minimization of a target function:
where the outermost summation is over the diverse samples (proteins) and the innermost runs over the properties, X, available for each sample. Note
is the root mean-square relative difference between the experimental and calculated equivalent radii, a X . Thus, 100D can be regarded as a typical percent error that characterizes the accurateness of the prediction procedure. It is possible to specifically evaluate the deviation for a specific property over a set of samples. Then Eq. 1 would be reduced to
and 100D X would be a typical percent error associated with property X. In our previous work (1, 2, 18), we compiled properties for~20 proteins. Even though this could be a sufficiently representative set, we now intend to extend the collection of experimental and structural data used in our new (to our knowledge) analysis methodology based on Eq. 1.
Also, although the modeling procedure and the computer program were initially intended for atomic-level protein structures, it is desirable to have a scheme for situations where resolution is limited to the residue level. This may be the case because of a lack of more-detailed, atomic-level information or just because in coarse-grained modeling a reduction in detail is adopted for simplicity or convenience. This was pioneered by our group for the case of nucleic acids (21) . Some authors have tried to make hydrodynamic calculations based on residue-level (Ca-only) models, in which each residue is represented in the PHM by a single bead, usually placed at the Ca atom (22) (23) (24) (25) (26) (27) (28) . In this work, we evaluate this alternative procedure for all of the cases in which the atomic-level description is also applied, so that we can compare the outcome of the two approaches.
As indicated above, most previous studies involving models with one or a few beads per residue employed a simple hydrodynamic treatment that treats each bead as a frictional element in our HYDRO program, in spite of the appreciable bead overlapping and its possible effects. In more-recent versions (e.g., HYDROþþ (4, 29)), we introduced physical and computational modifications that allow an adequate handling of bead overlapping, particularly regarding the so-called volume corrections in the calculation of [h] and t c . We considered that it was also worthwhile to include in our work the bead-model computational scheme to evaluate its performance. Finally, in previous works, most of the detailed (atomic-or residue-level) hydrodynamic modeling was applied to small proteins and nucleic acids (25, 30) . Thus, another new aspect considered here is the extension of the applicability to large proteins and macromolecular complexes.
RESULTS

Small and medium-sized proteins
As in our previous work, we used the new version of HYDROPRO to evaluate the hydrodynamic properties of a number of small and medium-sized proteins, with varying values of the hydrodynamic radius of the elements, a, in the PHM. We looked for an optimal value that would fit best different properties, this time using the global fitting method based on Eq. 1. In principle, we employed the set of data obtained in our previous studies on HYDROPRO (1) and HYDRONMR (2) , and compiled in a previous review (18) , which we term the GT set. This set includes values for the radii of gyration, translational coefficients, intrinsic viscosities, and rotational correlation times of 13, 19, 13, and 16 proteins, respectively. A list of the atomic structures and experimental values of the properties is given in Table  S1 of the Supporting Material.
We first carried out the calculation with atomic-level PHMs employing the usual shell-model procedure of HYDROPRO, and compared the results with experimental data to obtain a best-fitting value a z 2.9 Å , with D z 0.04, meaning that with that choice of a, the typical error in the prediction of the hydrodynamic radii is~4%. The present value of a for the atomic PHM model is very slightly lower than that previously proposed (3.1 Å in the previous version of HYDROPRO), but this difference does not cause an essential difference in the quality of the fit, as judged by the D values (vide infra). Assuming a typical van der Waals radius of the nonhydrogen atoms of 1.8 Å , this amounts to an increase due to hydration of~1.1 Å , which coincides with the thickness increase employed by other authors Biophysical Journal 101(4) 892-898 (9, 12) . It is also noteworthy that a z 2.9 Å is also the value that fits the atomic PHMs of nucleic acids, as determined in a study of quasirigid oligonucleotides (30) . Therefore, the methodology can be applied to protein-nucleic acid complexes with the same parameter for the atoms in both components.
We note the success of the atomic-level shell-model (HYDROPRO) calculation of the radius of gyration, R g , which for such moderately sized macromolecules is mostly determined by small-angle x-ray scattering (SAXS). For some time, there was some doubt about how the hydration layer could contribute to SAXS intensities. A detailed study by Perkins (31) indicated that the electron density of water in the hydration layer is rather close to that of the protein itself, and, as in hydrodynamic modeling, the layer can be considered as an expansion of the protein. Thus, the same PHM can be used to evaluate R g (and considered as an acceptable model for predicting the scattering intensities) as is considered in HYDROPRO.
Next, we took as the PHM the one constructed with one bead per residue, placed at the Ca atom, and performed the calculation again with the HYDROPRO/shell-model procedure. We then found the radius of the elements (residues) to be~5.0 Å . Of note, the typical errors were practically the same as with the atomic PHM. Furthermore, we ran the calculations of the residue-level PHM using the classical bead (not shell) model procedure implemented in HYDROþþ, which, thanks to the Rotne-Prager interaction tensor, is known to account adequately for bead overlapping in the case of translational properties, switching off all the corrections for intrinsic viscosity and rotational diffusion that are not compatible with overlapping. We found that even with this supposedly less accurate hydrodynamic treatment, the results were quite similar to those of the other approaches. We obtained a z 6.1 Å , and a just slightly higher overall error, mainly due to the worse prediction of the radius of gyration in this case, as the quality of fit for the other properties was similar.
As stated in the Introduction, subsequent to our earlier work (1, 2), other authors have approached the problem of predicting hydrodynamic properties of proteins from atomic-or residue-level models, compiling for that purpose other sets of experimental properties. A particularly large set of data for translational coefficients and intrinsic viscosities was collected by Hahn and Aragon (12) Table S1 . We repeated the optimization procedure with the various PHMs and calculation modes, and found that the results of the WHOLE superset were nearly identical to those of the GT set. These results are displayed in Table 1 .
Apart from their use as a target minimization function for optimization of the a parameter, the values of D deserve some comment. Their dependence on a is displayed in Fig. 1 . It is noteworthy that the D X -values for each individual properties show a similar trend. For the different properties, the minimum is located at very near values of a, e.g., 2.6-3.3 Å for the atomic-level shell-model calculation, 4.5-5.5 Å for the residue-level shell-model calculation, and 5.5-6.5 Å for the residue-level bead-model calculation. Also, the typical errors for the various properties vary scarcely, from~4% for the translational (Stokes) radius tõ 5% for the rotational radius, and this trend is nearly the same for the three modeling and computational approaches.
Large proteins and macromolecular complexes
The application of detailed hydrodynamic modeling to proteins is usually done for moderately sized molecules (i.e., <200 kDa). However, there is no restriction about the number or elements in the PHM (either N a or N r ). We note that if one uses the shell-model approach, regardless of the number of elements, the number of beads to be used in the hydrodynamic calculation is that of the shell models, N s , which is up to 2000 in the present implementation. Alternatively, if one uses the bead-model calculation, N ¼ N r , again, and there is no limit to the number of beads allowed by the program (the present versions of HYDRO employ dynamic memory allocation), the limitation may be dictated by the long computing time that will be required for macromolecules with a large number of residues.
We performed calculations for the following protein structures: Shown are the optimal radii in the PHM for the various calculation procedures, and typical errors for each property, for the GT and WHOLE experimental data sets.
Biophysical Journal 101(4) 892-898
GroEL
The largest component of the GroEL-GroES proteic complex is the chaperone GroEL, with a molecular mass of 800 kDa. The structure is hydrodynamically peculiar because it has noticeable holes between the subunits.
Urease
This hexameric protein, of 480 kDa, is composed by two identical and noncovalently bound trimers. Experimental data are available for the whole hexameric protein and the trimer half-unit.
IgM antibody
IgM is a large (905 kDa) and peculiar antibody molecule constituted by an arrangement of five subunits. Unlike other protein structures, IgM is remarkably open and extended.
Ribosomal subunits
Of the various substructures that comprise the assembly of the whole ribosome, we selected the 30S and 50S subunits and the whole 70S ribosome from Escherichia coli. These are very large protein-nucleic acid complexes, having molecular masses of 1000, 1700, and 2500 kDa. Experimental data are available for the sedimentation coefficient (we recall that the classical notation xxS for proteins, particularly employed to name the ribosomal subunits, is based on the value of the sedimentation coefficient). Furthermore, this example provides an illustration on how to handle protein-nucleic acid complexes with our hydrodynamic modeling. In the case of the atomic-level model, the fact that the element radius in the atomic PHM found for proteins and oligonucleotides is the same (~2.9 Å ) avoids any distinction. If the PHM is a residue-level, Ca-only model, then the value assigned to the nucleotide residues must be different from the value adopted for amino acids. From early studies of the hydrodynamics of small, quasirigid oligonucleotides (21, 32), we know that nucleotide unit can be represented by a bead with radius 3.5 Å , centered at the P atom. Calculations from the atomic coordinates of the ribosome and its subunits were carried out at the level of atoms and residues. Fig. S1 and Table S2 provide full experimental data regarding the structures and properties, along with literature references for these large proteins and macromolecular complexes. The results from the calculations, from each of the three computational schemes, are presented in Table 2 . In spite of the complexity and large size of these macromolecules, the agreement with experiments is quite satisfactory. The only remarkable discrepancy is the intrinsic viscosity of the ribosomal subunits (see Supporting Material). Other results are in acceptable and in some cases very good accordance with experimental data. Apart from the ability of the three procedures to predict experimental properties, a remarkable finding is that the quality of the results from each of the three procedures is very similar. This confirms the trend noted in the first part of this work for small proteins.
In all cases, the typical deviation of the calculated values from experimental data is 4%, which is close to what could be considered a typical error. Plots of calculated versus experimental data illustrate the quality of the agreement. Such plots are displayed in Fig. 2 for the shell-model calculation of residue-level structures. It is clear that the quality of the agreement is similar for the four properties, for 
CONCLUSIONS
We have shown that the shell-model calculation implemented in HYDROPRO enables one to predict the solution properties of rigid biomacromolecules, with practically the same accuracy from residue-level as for atomic-level models. This indicates that a residue-level description suffices for evaluating overall properties such as the hydrodynamic coefficient and tensors, and the radius of gyration. Furthermore, we have shown that this methodology is equally able to predict the properties of very large proteins and macromolecular complexes.
We also explored the possibility of making predictions from a bead-model calculation directly from a residue-level PHM (in spite of bead overlapping) with a number of beads proportional to the number of residues, N r . With adequate choices for the hydrodynamic interactions and a properly parameterized element radius, the quality of the results is close to that achieved with the shell-model calculation. Whereas for the former the computing time is proportional to N r 3 , for the latter it is proportional to N s 3 , where N s is always up to~2000 independently of protein size. Thus, the bead-model calculation is a suitable choice (when computing time matters and a slight sacrifice in accuracy is acceptable) in the case of proteins with <2000 residues (i.e., <200 kDa). For larger proteins, the shell-model calculation will be far more efficient. Thus, the shell-model calculation, from either the atomic-or residue-level model, seems to be the generally advisable choice.
Computer programs
A new version of HYDROPRO is available that includes the three working methods considered in this work: 1), shellmodel calculation from an atomic-level PHM (this was the only mode in the previous version); 2), shell-model calculation from a residue-level PHM; and 3), bead-model calculation from a residue-level PHM. Also, important improvements have been introduced in the numerical calculations that greatly improve its computational efficiency as a result of careful optimization and parallelization (for currently available, conventional multicore computers), and consequently the new version is much faster than the previous one. Furthermore, we have also constructed a graphical user interface that may assist some casual users in handling the program. Information on HYDROPRO CPU benchmarking and the graphical user interface is provided in the Supporting Material. This new version and related computer programs can be freely downloaded from our web site (http://leonardo.inf.um.es/macromol/).
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