Introduction: To achieve the high classification accuracy in microarray gene expression data set, various classification methods using dimension reductions have been extensively studied. However, these methods still require the improvement. For example, many dimension reduction methods show different results depending on data and conditions.
INTRODUCTION
Classification and clustering techniques have been used for the analysis and the interpretation of microarray gene expression data. The information from the pattern of microarray gene expression data has provided valuable insights for many biological and biomedical problems. One of difficulties in the analysis of microarray gene expression data is that the number of genes is large compared to the relatively small number of samples. Due to this characteristic, many regression and classification approaches are not effectively applied. To avoid this problem, dimension reduction methods are employed before using the classification methods. Many studies showed that properly separated data using dimension reduction methods have improved classification accuracies of microarray gene expression data. Among them, the classification quality of a partial least squares (PLS) dimension reduction method outperformed other methods such as the Principal Component Analysis (PCA) method [1] [2] [3] . This study combines the PLS method with a Minimum Average Variance Estimation (MAVE) method in order to improve the prediction quality. First, the PLS dimension reduction method is applied. It generates the new transformed genes that include compressed information. These new transformed data are called as supergenes. Next, the supergenes are transformed using the MAVE method 4 in order to cluster samples in the same class and separate samples in the other class. We refer to these reinforced supergenes using the MAVE method as enhanced supergenes. This enhancement concept in the dimension reduction helps remove uncertainty in the substructure of supergenes.
In the classification procedure, both adaptive network based on fuzzy inference system (ANFIS) and support vector machine (SVM) methods are applied to show the improvement by the enhanced supergenes. ANFIS is a special neuro-fuzzy model 5 which combines the learning ability of the neural network method and the decision making ability of the fuzzy logic. This paper is organized as follows. In the method section, two dimension reduction methods of PLS and MAVE, and combinations of these two methods are described. Result and discussion section shows the improvement of the binary class classification using ANFIS and SVM based on the enhanced dimension reduction. Then, we conclude our work and present future work.
RESULTS AND DISCUSSION
We used publically available microarray data sets from the website 6 to show the classification performance based on the enhanced dimension reduction. These data sets are already divided into the training and testing data sets. To compare the per- formance of the dimension reduction, two classifiers of ANFIS and Least Square SVM 7 are used. To represent the superiority of the proposed method, the graphical interpretation of simulations is shown. In the dimension reduction before the enhancement, we used the PLS method to generate the new transformed data of orthogonal direction corresponding to input/output information. In the extracting factor scores called as supergenes, the PLS produces the covariance structure between the predictor and response variables. To compare it with the PCA procedure, the graphical presentation of the two class classification problem using a leukemia training data set 8 is shown in Figure 1 . The PLS method more clearly separates data than the PCA method. Different characteristics of PLS and PCA are described in the method section. After applying the PLS method, the transformed data are enhanced using the MAVE procedure. Figure 2 shows that the enhanced data by the MAVE method more clearly separates data in different classes than the PLS method. Table 1 summarizes the classification accuracies of the nine cancer data sets 6 . The accuracies are presented by the fraction of misclassified genes over all test genes. In the table, results of the LS-SVM and ANFIS methods are shown for both using the supergenes (PLS) and enhanced supergenes (PLS and MAVE). We did not represent the classification results of training data because most of genes are correctly predicted. For the given testing data, the ANFIS method generally outperforms the LS-SVM 
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Testing data separation Training data separation method when the dimension is reduced only by the PLS method. After applying the MAVE method which enhances the dimension reduction, the classification accuracies of both LS-SVM and ANFIS methods are significantly improved. The classification accuracies for both the leave-one out cross validation and the five-fold cross validation after the enhanced procedure are summarized in Table 2 . We can validate the improved prediction performance when the enhanced procedure is used.
CONCLUSION AND PROSPECTS
In this paper, we improved the performance of the classification based on the dimension reduction by combining PLS and MAVE methods. We concentrated on the refinement of the data which generates supergenes by the PLS method and the enhanced supergenes by the MAVE method. The enhanced approach improved the classification accuracy for nine cancer data sets when two different classification methods are used. This suggests that the enhanced dimension reduction approach can be generally used for any classification method. In this work, we showed the classification performance for the binary class cases. The ANFIS method can be extended for the multiclass classification problem. In the future work, we will apply the ANFIS method to the multiclass cancer classification problem and will compare its performance with the LS-SVM method.
MATERIALS AND METHODS
In this section, the specification of each method and the meaningful connections to each other are described. Then, the concepts of supergenes, the enhancement dimension reduction and the enhanced classification method are introduced. The overall procedure of the proposed method is shown in Figure 3 . First, the PLS method are compared with the PCA method. Then, the MAVE method is described. Finally, the proposed method which combines above two methods is described in detail.
Dimension reduction using the PLS method
For the classification of data sets with high dimension and a small number of samples, several dimension reduction methods such as PCA and PLS have been frequently used. We use the PLS method that has a good ability for dimension reduction. This section compares the PLS with the PCA and shows the superiority of the PLS for the dimension reduction. Let X be an p× N matrix p of samples and N genes. Let y denote a p× 1 vector of the response variable as the output in microarray gene expression data. The orthogonal linear combinations of the PCA are constructed to maximize the variance of predictor variables or an input set X as follows.
In the application of the PCA method, the predictors are standardized to have a zero mean and a standard deviation of one. In this case, the PCA only use the predictor variables not a response variable for the dimension reduction procedure. It results in not considering the relationship between the predictor variables and the response variable. However, the PLS uses the covariance matrix for constructing components to linear combinations that maximize the covariance between the response vari- Enhanced supergenes able and a linear combination of predictor variables as follows.
In the optimization, PLS sequentially maximizes the covariance between the response variabley and the linear combination of the predictor Xw. Then, the procedure finds the weight vector w satisfying the objective criterion in PLS 2, 3 . The PLS has the superior properties compared with the PCA based on the different objective function, namely cov(Xw, y) and var(Xv). However, note that if the original p predictors (genes) contain the enough information of response classes, then the constructed components from PCA would be good predictors of response classes 2, 3 .
Effective dimension reduction of MAVE
After the process of the PLS, data is transformed to obtain the efficient dimension reduction of classification procedure. For this purpose, we used an effective dimension reduction (EDR) method and call it the (conditional) minimum average variance estimation (MAVE) method. In Cizek et al. 4 , dimension reduction methods aim to find the dimension of the Dimension Reduction space and the matrix defining this space. This method is inspired by the sliced inverse regression (SIR), the Average Derivative Estimation (ADE), and the idea of local linear smoothers based on local least squares estimation.
MAVE is one of the powerful methods that is used without the prior knowledge about the relationship between y and X. The regression function y = g(x) or g(x) = E(y|X = x) is often modeled in a flexible nonparametric fashion of EDR space 15 and assumes that the regression function is a sum of univariate smooth functions. It is easy to implement and needs no strong assumption on the probabilistic structure of X. The regression model for dimension reduction can be written as follows.
Where g is an unknown smooth link function, B0 = (β1,...β0) is a p× D orthogonal matrix (B0 T B0 = ID×D) with D <<p, E(ε|X) = 0, and it allows ε to be dependent on X 15 . In the Cizek et al. 4 , let D represent the working dimension 1 ≤ D ≤ p. For a given number D of direction B in the model, Xia et al. 15 proposed to estimate B by minimizing the unexplained variance E{y-E(y|X)} 2 = E{y-g(B T X)} 2 in the MAVE concept, where the unknown smooth link function g is locally approximated by a linear function; that is, g(B T X) ≈ a0+b
(X-X0) around some X0. The novel feature of MAVE is that one minimizes simultaneously with respect to directions B and coefficients a0 and b0 of the local linear approximation.
Proposed model for enhanced dimension reduction
Information of new genes that are selected by the transformation using the dimension reduction method is larger than original genes. In this paper, we use the word supergenes that had been widely used in previous dimension reduction studies. Supergenes can accumulate the increased information through the PLS procedure.
The supergenes may still include the nonlinearity after the dimension reduction. In the dimension reduction, the nonlinearities of the supergenes can generate various complex problems and sometimes produce worse results. To improve the performance, MAVE used a local linear smooth approximation concept which constructs linear representation at the local area in the total nonlinear space. On the other word, MAVE is one of the linearization methods in the nonlinear space using sub-split or localization.
In the dimension reduction step, we introduce the enhancement concept that joins two dimension reduction methods of PLS and MAVE, which is called an enhanced dimension reduction method. First, PLS separates and transforms the gene expression data to supergenes. Then, MAVE performs effective dimension reduction and makes the enhanced supergenes.
