ABSTRACT This paper proposes a novel labeled multi-Bernoulli (LMB) filter for jump Markov systems (JMS) to track the multiple maneuvering objects under glint noise. By modeling the glint noise as a Student's t-distribution and using the variational Bayesian method to acquire the approximate state distribution, we present an efficient implementation of the LMB filter with joint prediction and update for JMS. Simulation results illustrate that the proposed filter outperforms the existing filters for multi-object tracking under glint noise.
I. INTRODUCTION
In multi-object tracking, the objective is to simultaneously estimate the number of objects and their states from a set of observations in the presence of data association uncertainty, detection uncertainty and clutter. The number of objects may vary randomly with time due to the births and the deaths of targets, and the measurements are usually subjected to noise, missed detections and false alarms.
The traditional approaches to multi-object tracking are mainly based on data association, such as joint probability data association (JPDA) [1] , multi-hypothesis tracking (MHT) [2] , etc. However, most of them are computationally complex and generally need a large amount of calculation. The random finite set (RFS) [3] approach is the latest development that avoids the data association problem and provides a general Bayesian formulation of the multi-object tracking problem.
The centerpiece of the RFS approach is the Bayes multi-target filter with high numerical complexity. To reduce the numerical complexity, the probability hypothesis density (PHD) [4] , cardinalized probability hypothesis density (CPHD) [5] , multi-Bernoulli filters [6] - [9] have been developed. As an analytic solution to the multi-target Bayes recursion, the δ-generalized labeled multi-Bernoulli (δ-GLMB)
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filter [10] , [11] is able to output target tracks and achieve better performances. The labeled multi-Bernoulli (LMB) filter [12] can be interpreted as an efficient approximation of the δ-GLMB filter. It inherits the advantages of the multi-Bernoulli filter and the δ-GLMB filter. By combining the prediction and update into a single step, an efficient implementation of the GLMB filter with a linear complexity in the number of measurements and quadratic in the number of hypothesized objects was proposed in [13] .
In radar tracking application, the measurement noise is generally supposed to be the Gaussian noise because of the simplicity and efficiency in mathematical representation. However, the measurement noise may be a non-Gaussian noise or a heavy-tailed glint noise due to the random interference and irregular electromagnetic wave reflections. In this case, the performance of conventional algorithms for the Gaussian measurement noise may be severely degraded due to the inconsistency of measurement noise statistics. Several studies applying the LMB filter to multi-object tracking under glint noise have been proposed [14] , [15] to solve this problem.
In multiple maneuvering-object tracking, the most widely used algorithms of multiple models are the interacting multiple model (IMM) [16] , [17] and jump Markov systems (JMS) [18] - [21] . In this paper, we present an efficient implementation of the LMB filter with joint prediction and update for JMS under glint noise. The proposed filter uses the Student's t-distribution to model the glint noise, uses the variational Bayesian approach to derive the approximate state distribution of each target, and uses the method of multiple models to track the maneuvering objects. Simulation results illustrate that the proposed LMB filter has a higher tracking accuracy than the existing filters.
The paper is organized as follows. In Section II, we review the necessary background material on object tracking models, JMS models and the LMB filter. Section III presents the implement of the LMB filter with joint prediction and update for jump Markov systems under glint noise. Numerical results and comparisons with the existing filters are presented in Section IV and concluding remarks are given in Section V.
II. BACKGROUND A. OBJECT TRACKING MODELS
Let N k denote the number of objects at time k, M z denote the number of measurements, and M v denote the number of models. The considered object dynamic and measurement models are as follows:
where In this paper, V k is modeled as m dimensional Student's t-distribution whose probability density function is represented by
where (a) = ∞ 0 u a−1 e −u du denotes the Gamma distribution, andz, , λ denote the mean value of measurements, precision matrix and degree of freedom, respectively. The larger the degree of freedom, the closer is the Student's t-distribution to the Gaussian distribution.
The probability densities of the object state and the measurement are as follows:
Modeling the glint noise by directly using the Student's t-distribution may lead to complicated multidimensional integrals. Therefore, we use the variational Bayesian (VB) method to approximate the complicated posterior distribution by multiple known distributions.
The optimal Bayesian filter can be summarized as the iteration of prediction and update:
where R k is the measurement noise variance. The joint posterior probability density can be approximated by the variational Bayesian method and given by
where d denotes the dimension of measurement noise and IG (·; α, β) denotes the inverse Gamma distribution with parameters α and β. The target state and covariance estimated at time k are denoted byx k and P k , respectively.
B. JMS MODELS
The JMS models are applied to tracking the maneuvering objects with an unknown and variable maneuvering mode by the switch between the different models. Assume that the Markov transition probability between two models v i,k−1 and v i,k of different time steps is presented by
where
The probability density function of object i under model v i,k may be given by
Similarly, the probability density function of the measurement is given by
The LMB filter can be interpreted as an efficient approximation of the δ-GLMB filter. It inherits the advantages of the multi-Bernoulli filter and the δ-GLMB filter. However, it has a higher computational cost. In [13] , an efficient implementation of the GLMB filter was proposed by integrating the prediction and update into one step and using a Gibbs sampler [22] to truncate the GLMB filtering density. Based on this idea, an efficient implementation of the LMB filter with joint prediction and update can also be derived through the mutual conversion of the LMB RFS and the δ-GLMB RFS. It can greatly reduce the numerical complexity.
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Consider a state space X and a discrete space L, the set of labels of a labeled RFS X is given by L(X) = {L(x) : x ∈ X} where L((x, )) = . An object is labeled by an ordered pair = (k, i), where k is the time of birth, and i is a unique index to distinguish objects born at the same time.
For notational convenience, the inner product is denoted by
and the inclusion function is given by
If X = x, the notation 1 Y (x) is used instead of 1 Y ({x}).
III. IMPLEMENTATION OF JMS-VB-LMB FILTER
This section presents an efficient implementation of the LMB filter with joint prediction and update for JMS under glint noise. For further details on the specific implementation of the LMB filter and the δ-GLMB filter, we refer the reader to [10] - [12] .
A. PREDICTION
The state estimate and error covariance of object i under model v i,k at time k are as follows:
At the same time, the measurement noise variance can be estimated by using the following parameters
where ρ α and ρ β are the spread factors, and their value range is (0,1]. Given a multi-target state space X k−1 and a finite label space L k−1 at time k − 1, the predicted set X k at time k is obtained by generating survivals and births, and the label space is
At time k − 1, the LMB RFS under model v i,k−1 follows a Bernoulli distribution with probability r i,k−1 and spatial distribution p i,k−1 , and its posterior multi-target density is an LMB of the form as
Then the predicted multi-target density is also an LMB of the form as
where p ( ) S is the state dependent survival probability, η
denotes the survival probability of track , and f ( ) (x|x , v) denotes the single target transition density for track .
For each I k ∈ L(X), the weight of the predicted LMB may be given by
B. UPDATE
The state estimate and error covariance of the objects can be updated by an iterative process through the VB method.
To acquire the measurement noise variance, let d denote the dimension ofα i,k andβ i,k , then
The state estimate and covariance are given by
Moreover, the updated spread factors are as follows:
The iteration procedure from (30) to (37) will be terminated if the difference between m j i,k (v i,k ) of two adjacent steps is less than ε or if the number of iterations equals the maximum iteration number N max .
Let denote the set of positive 1-1 maps
then the subset of positive 1-1 maps with domain I k is denoted by (I k ). The collection of finite subsets of X is denoted by F(X) and the space of association map histories is denoted by a discrete space . The posterior distribution of the LMB update is given by
where p ( ) D is the detection probability for track and q
D is the probability for missed detection. K (·) denotes the intensity of Poisson clutter and g ( ) (z|x, v) denotes the single target likelihood.
C. TRUNCATION
Note that the LMB family is closed under the prediction operation, but it is not closed under the update operation. Reference [12] derives an LMB approximation of the posterior multi-target density. The LMB update is performed by expanding the LMB prediction into δ-GLMB form and performing a standard δ-GLMB update resulting in a δ-GLMB posterior. Finally, the LMB filter yields an LMB approximation of the δ-GLMB update.
Similar to the efficient implementation of the GLMB filter in [13] , we derive an efficient implementation of the LMB filter with joint prediction and update. Unlike the original implementation that requires separate truncations in the prediction and update steps, the joint strategy requires only one truncation procedure for each iteration and greatly reduces the number of computations.
The posterior density can be expressed in δ-GLMB form with weights
where I k ∈ F(L k ), and each ξ k ∈ represents a history of association maps, i.e. ξ k = (θ 1:k ). Truncating the contribution of component (I k−1 , ξ k−1 ) to the δ-GLMB filtering density is equivalent to selecting (I k−1 , ξ k−1 , I k , θ k ) with significant weights.
The joint posterior density can be truncated by using Markov Chain Monte Carlo to simulate a set of significant positive 1-1 vectors and using the Gibbs sampler to solve the ranked assignment problem. For more details, we refer the reader to [14] .
After removing tracks with duplicate and useless labels, the truncated density can be expanded into δ-GLMB form. At last, the joint posterior probability density in δ-GLMB form is used to yield an LMB approximation of the posterior multi-target density.
D. TRACK PRUNING AND EXTRACTION
In this step, we first eliminate the track whose existence probability is less than T p and retain no more than T max tracks. After elimination, we prune the components in each track and select the components whose weight are greater than τ p . Then the components in each track are merged to acquire new components with significant weights and no more than τ max components will be retained in each track. At last, we can jointly estimate the number of trajectories and their states.
IV. SIMULATION RESULTS
To reveal the performance of the proposed labeled multi-Bernoulli filter for jump Markov systems under glint noise (JMS-VB-LMB), we use the JMS-VB-PHD filter, JMS-LMB filter and JMS-PHD filter as the comparison, and use OSPA distance [23] with parameters c = 50m and p = 2 as the measure. Unlike the JMS-VB-LMB filter, the measurement noise variance of the JMS-LMB filter is constant and is set to
Consider a two dimensional simulation scenario with a total of 6 targets. The target state is a vector of planar position and velocity
The state transition matrix and process noise covariance matrix are as follows
where t = t k −t k−1 is the sampling time, ω denotes the turn rate and σ v denotes the standard deviation of process noise. We assume that the measurement noise follows a Student's t-distribution with λ k = 2 and σ w = 2 ms −2 . The observation matrix and the precision matrix are as follows:
In the simulation experiment, six maneuvering objects move at the two dimensional space with initial state: The duration of the scenario is 70 s. Objects 1 and 2 appear at t = 1 s and move at turn rate ω = −0.05 rads −1 till t = 26 s, then they move at turn rate ω = 0.05 rads −1 during subsequent times. Objects 3 and 4 appear at t = 3 s and keep moving for remaining times. Their turn rate is ω = −0.03 rads −1 at first and then changed to ω = 0.03 rads −1 at t = 26 s. Objects 5 and 6 appear at t = 5 s with turn rate ω = −0.05 rads −1 and then keep moving. They move at turn rate ω = 0.05 rads −1 between t = 26 s and t = 70 s. The simulation experimental data is shown in Fig. 1 .
To track multiple maneuvering objects, three dynamic models are used for jump Markov systems. These dynamic models are a uniform motion model with ω = 0 o s −1 and σ v = 1 ms −2 , a coordinated turn model with ω = 5 o s −1 and σ v = 9 ms −2 , and a coordinated turn model with ω = −5 o s −1 and σ v = 9 ms −2 , respectively. The Markov transition probability Fig. 2 .
To test the performance of the JMS-VB-LMB filter, JMS-VB-PHD filter, JMS-PHD filter and JMS-LMB filter, we perform these filters for 100 Monte Carlo runs. The average OSPA distance in Fig. 3 illustrates that the proposed JMS-VB-LMB filter is the best among the four filters, followed by the JMS-LMB filter. The result also suggests that the variational Bayesian approach optimizes the tracking performance. Fig. 4 shows the cardinality estimates of the four filters over 100 Monte Carlo runs. Obviously, the JMS-VB-LMB filter and JMS-LMB filter exhibit less cardinality bias than the other filters on estimating the number of targets.
The numerical result of the four filters are shown in Tab. 1. Although the proposed JMS-VB-LMB filter takes the longest time, its average OSPA distance is the least. The result suggests that the proposed JMS-VB-LMB filter is better at tracking the maneuvering objects under glint noise than the existing filters.
V. CONCLUSION
This paper proposed a tractable and efficient multi-object tracking algorithm for JMS under glint noise. The proposed LMB filter uses the Student's t-distribution to depict the glint noise, and uses the variational Bayesian method and multiple dynamic models to track multiple maneuvering objects. By integrating the prediction and update into one step, the proposed filter has a lower numerical complexity than the earlier implementation that requires separate truncations in the prediction and update steps. Simulation results illustrate the proposed JMS-VB-LMB filter has a less average OSPA distance than the existing filters and exhibits less cardinality bias, which suggests that it has a better tracking performance under glint noise than the other filters. A venue for further research is to model the glint noise more efficiently.
