Abstract. We construct explicitly a resolution of a fan algebra of principal ideals over a Noetherian ring for the case when the fan is a proper rational cone in the plane. Under some mild conditions on the initial data, we show that this resolution is minimal.
Introduction
Let R be a commutative ring, m, n ∈ N, p 1 , . . . , p n ∈ R, F a fan in R m such that its support |F | is a convex set, and f 1 , . . . , f n fan linear maps on F (see Definition 1.4 for more details). With all this data, one can consider the following algebra m is the support of the fan. We will call B f ,F ,p the fan algebra associated to the data (f, F , p). It is a natural combinatorial object associated to a fan. In this paper, we will describe the free resolution of B f ,F ,p as an R-algebra, when m = 2, R is Noetherian, and |F | is a proper rational cone.
Fan algebras have been introduced in [Mal15] (see also [Mal13, EM15] ), but here we extend the definition further. In the aforementioned papers, it has been noted that they generalize intersection algebras in the case of principal ideals, an interesting class of algebras in its own right. The finite generation of intersection algebras has applications to the lengths of Tors of quotients by powers of ideals, as shown in [F02] , and to the asymptotic growth of powers of ideals, as shown in [CES07] .
Before we state the main result of this paper, we will introduce the necessary definitions and put the fan algebra in context.
A supporting hyperplane for σ is a hyperplane H in R m containing the origin, and such that σ is contained in one of the half-spaces determined by H. The intersection between a supporting hyperplane H and σ is by definition a face of σ. The convex polyhedral cone σ is called rational if S can be taken from Z m . A strongly convex polyhedral cone is a convex polyhedral cone σ with σ ∩ −σ = 0. In what follows, a convex rational polyhedral cone which is not either the whole space nor contained in a line , will simply be called a proper rational cone.
We now recall the notion of a fan, commonly used in toric geometry, that is of central importance in this paper. Definition 1.2. A fan F in R m is a finite collection of strongly rational cones σ such that
(1) for all σ ∈ F , each face of σ is also in F .
(2) for all σ 1 , σ 2 in F , the intersection σ 1 ∩ σ 2 is a face of each. The support of F is the union of all σ in F . We will denote this by |F |. In this paper, we make the additional assumption that the support |F | is also a convex cone. Example 1.3. A simple example of a fan is {σ 1 , σ 2 , τ 0 , τ 1 , τ 2 , τ 3 } where σ 1 = {(x, y) ∈ (R ≥0 ) 2 : 3x ≥ 2y}, σ 2 = {(x, y) ∈ (R ≥0 ) 2 : 3x ≤ 2y}, τ 0 = {(x, 0) ∈ (R ≥0 ) 2 }, τ 1 = {(x, y) ∈ (R ≥0 ) 2 : 3x = 2y}, τ 2 = {(0, y) ∈ (R ≥0 ) 2 }, τ 3 = {(0, 0)}. Example 1.5. For the fan F from Example 1.3, let f (x, y) = max(3x, 2y), for all (x, y) ∈ N 2 = |F | ∩ Z 2 . This obviously defines a fan linear map on F .
Its support is (R ≥0
With these definitions in place, we can define the concept that is central to our paper. Definition 1.6. Let n, m ≥ 1 be integers, F a fan in R m , f = {f 1 , . . . , f n } a collection of fan linear maps on F , and I = (I 1 , . . . , I n ) ideals in a commutative ring R.
The fan algebra associated to the data (f, F , I) is defined as In the case I j is the principal ideal p j , j = 1, . . . , n, we have that B f ,F ,I is the fan algebra B f ,F ,p defined in (1).
Remark 1.7. 1 · · · x rn n ⊂ R[x 1 , x 2 , . . . , x n ]. Intersection algebras of principal ideals in an UFD are fan algebras, as it was shown in [Mal15] . A particularly interesting case is that of two principal monomial ideals in k[p 1 , . . . , p n ], where k is a field and p 1 , . . . , p n indeterminates. More specifically let a = (a 1 , . . . , a n ), b = (b 1 , . . . , b n ) two nonnegative integer vectors and I 1 = p a , I 2 = p b . Then I We will denote this algebra as B (a, b) . This algebra is toric, normal, Cohen-Macaulay and of dimension n + 2, as shown in [Mal13, Mal15, EM15] . (3) Set m = n, |F | = (R ≥0 ) n , and I = (I 1 , . . . , I n ) ideals in a commutative ring R and f i : (R ≥0 ) n ∩ Z n → N the projection on the ith coordinate, i = 1, . . . , n. Then which is the same as B R ((p 3 ), (p 2 )), when R is an UFD and p a prime element of R. We will write B R,p (3, 2) for this R-algebra.
Let B f ,F ,I be a fan algebra. When R is Noetherian, this R-algebra is finitely generated. Indeed, a set of generators of this algebra over R was given in [Mal15, Theorem 2.3.7] (see also [Mal13, EM15] ) for the case R being a domain and |F | = (R ≥0 ) m . It is easy to see that such a proof can be easily extended to the case of a fan F with the properties given above, and any Noetherian ring R, as we recall here: denote with C 1 , . . . , C ℓ the maximal cones of F , and for i = 1, . . . , ℓ, set Q i = C i ∩ Z m . This pointed monoid has a unique Hilbert Basis, which we denote with:
As R is Noetherian, for each v ij , the ideal I
is finitely generated, i.e. 
. , r ijh ij
Next result follows straightforwardly from Theorem 2.3.7 in [Mal15] .
Theorem 1.8. With notations and assumptions as above, B f ,F ,I is generated as an algebra over R by the set (5) {r ijh x v ij ; i = 1, . . . , ℓ, j = 1, . . . , g i , h = 1, . . . , h ij }.
In general (5) is far from being a minimal set of generators of the fan algebra, although in some cases -like in the intersection algebra of principal ideals, see [Mal13] -it has been shown to be the case. It is also of interest computing a whole resolution of B f ,F ,I as an R-algebra, but very little seems to be known at the present about this ring in general. In this text, we describe completely the case m = 2, with all the ideals being principal, i.e. when I j = p j for a suitable p j ∈ R, and |F | = R 2 (and hence contained in a half-plane, since the support of the fan is assumed to be convex by definition). This situation includes the intersection algebras of principal ideals, hence we generalize and extend the results in [Mal13] . Our main result given in Theorem 1.9 describes a resolution of this R-algebra. If R is * -local, under some mild conditions on the functions {f i } 1≤i≤n and the elements {p i } 1≤i≤n , we show that the resolution is minimal graded with the induced Z-grading. If in addition R is a * -local ring and all the p i 's are nonzero divisors in the maximal ideal, then we can describe combinatorially the Z-graded Betti numbers in terms of the elements of H. Along the way, we disprove Conjecture 3.2.3 in [Mal13] .
1.1. Statement of the main result. From now on, we will work with principal ideals, and fans F of cones in R 2 such that |F | is also convex, and contained in a half-plane. In R 2 we have the advantage that there is a standard orientation for both cones and vectors which we will be use. So assume w.l.o.g. that C 1 , . . . , C ℓ , the maximal cones in F , are sorted clockwise. In addition, we will also assume that for each i = 1, . . . , ℓ, the elements in the set H Q i = {v i1 , . . . , v ig i } which was defined in (4), are also sorted clockwise.
We will say that the family of functions f is strict with respect to the fan F if for each 1 ≤ i < ℓ, there is k i ∈ {1, . . . , n} such that f k i is not linear in C i ∪ C i+1 . Note that if f is not strict with respect to F one can take a coarser fan F ′ such that f is also a family of piece-wise linear functions compatible with F ′ and strict with respect to this new fan, and moreover from the definition we get
so we can always assume w.l.o.g. that the set of functions is strict with respect to the fan.
Set
H Q i , and denote with M the cardinality of this set. Let p 1 , . . . , p n ∈ R. In the sequel, we will set p
, for short. For each v ∈ H, let Y v be a new variable, and set Y = {Y v , v ∈ H}. In light of Theorem 1.8, we have an epimorphism
Note that ϕ 0 is a Z 2 -graded map if we declare deg(Y v ) = v, and deg(r) = (0, 0) for all r ∈ R. If R is * -local with maximal ideal m, then we can see that R[Y] is also * -local with maximal ideal equal to (m, Y) with the degree of a monomial given by the sum of its exponents, while the elements of R have degree 0. We refer to this grading as the induced Z-grading.
The following is the main result of this paper.
Theorem 1.9. If |F | is a proper rational cone contained in R 2 , then the following is a
. . are defined in (36) for j = 1, (55) for j = 2 and their recursive construction is shown at in Section 5.
The resolution is minimal graded over R [Y] if R is * -local with maximal ideal m, f is strict with respect to F , none of the p i 's is a zero divisor in R, and all of them belong to m. Here, we regard R[Y] as graded with the induced Z-grading.
Recall from Definition 1.1 that a proper rational cone is not either the whole space nor contained in a line, so in particular we have M ≥ 2. When |F | is a half-line, then clearly we have that the map ϕ 0 of (6) is an isomorphism, and hence the resolution stops there. If |F | is a line, then
, so it resolution is also not a hard task.
The situation where |F | = R 2 seems to be more tricky, and a resolution such as (7) does not hold anymore in general, see the discussion in Section 6. Theorem 1.9 follows directly from Theorems 3.4, 4.10, 5.5 and 5.6. The maps ϕ j , j = 1, 2, . . . are constructed recursively starting from (36), and (55). We can actually make explicit the description of all the Betti numbers of this ring when the resolution (7) is minimal.
We can state an interesting consequence of our main result to intersection algebras. To that end, let k be a field, p 1 , . . . , p n indeterminates, R = k[p 1 , . . . , p n ] and a = (a 1 , . . . , a n ), b = (b 1 , . . . , b n ) two integer vector with positive entries. Consider the intersection algebra B(a, b) as introduced in Remark 1.7.
As specified in Remark 1.7, the R-algebra B(a, b) is Cohen-Macaulay of dimension n + 2. To see B(a, b) as a fan algebra, consider the nonnegative quadrant in Z 2 and the fan generated by the rays of slope a i /b i , i = 1, . . . , n. Let us call this fan F . The fan functions are given by f i (r, s) = max(a i r, b i s), i = 1, . . . , n and these functions are strict with respect to the fan F . If M equals the cardinality of H, then we know that M is the minimal number of generators of B f ,F ,p = B(a, b), as in Theorem 1.9. Corollary 1.10. Using the notation and assumptions above, B(a, b) is Gorenstein if and only if M = 3. In this case, a 1 = b 1 , . . . , a n = b n and
is Cohen-Macaulay, so it is a Cohen-Macaulay R[Y]-module of finite projective dimension. By the Auslander-Buchsbaum theorem, we have that its projective dimension over R[Y] equals n+M −(n+2) = M −2. Our Theorem 1.9, together with Proposition 3.2 in [H99] , shows that the type of B(a, b) is given the (M − 2)-th Betti number in our resolution, after localizing at (m, Y). The formula for the Betti numbers is β 0 = 1, β i = i · M = 2 since the a, b have positive entries, so the type equals β M −2 = (M − 3 + 1)
Finally, B(a, b) is Gorenstein if and only if its type is 1. So, in this case, M = 3. It is easy to see that this is equivalent to a i = b i for all i = 1, . . . , n. Moreover, by applying our techniques or by direct computation, one sees that
. Remark 1.11. This result generalizes Corollary 2.23 in [EM15] and Proposition 2.10 in [ES16] .
The paper is organized as follows. Section 2 is expository in nature: it describes an algorithmic procedure to construct the Hilbert basis for an integer cone in the plane and outlines the fundamental facts about Gröbner bases needed later. Section 3 is dedicated to the construction of the presentation ideal of the fan algebra. In Section 4 we study with detail the map ϕ 1 of the resolution, the analysis of the remaining maps and the proof of the main Theorem being completed in Section 5. The paper concludes with some examples which illustrate that the situation for when the fan is the whole plane is more complex than the results presented here, and hence new ideas are needed in order to tackle with this and more general scenarios.
Hilbert and Gröbner Bases
We present here a number of results on Hilbert and Gröbner bases that are essential in our subsequent sections. This material is generally known to experts, but since we do not know a good reference for the statements that we need, we include them here for the benefit of the reader.
2.1. Hilbert bases of two dimensional strongly rational cones. We need a criteria and an algorithm to construct a Hilbert basis of the monoid of integer points lying in the cone generated by
Some of the facts below can be found without proof in [MS] , Example 7.19.
First we start with the following easy lemma, whose proof is left to the reader.
Lemma 2.1. Let v, w be two integer vectors such that det(v, w) = 1. Then the Hilbert basis of the monoid of integer points lying in the cone generated by v, w is {v, w}. 
• the sequence {α j } j=1,...,N is strictly decreasing. (3) The family {v 1 , . . . , v N } is a Hilbert basis of the monoid generated by the integer points lying in the convex hull of the positive rays generated by v 1 and v N . (4) There is a unique Hilbert basis of this monoid.
Remark 2.3. Note that condition a) plus the fact that {v 1 , . . . , v N } is contained in a halfplane implies that it is sorted clockwise.
We then have 0
This implies that λ 2 > 0 as otherwise we would get v 3 , v < 0, a contradiction. We compute then det(v 3 , v 1 ) = λ 2 det(v 2 , v 1 ) > 0, and inductively from here one can prove det(v j , v 1 ) > 0 for j > 1. More generally, by starting with any index i ≥ 1, one gets (1).
To prove (2), note that we have -thanks to (1)-det(v N , v 1 ) > 0, so {v 1 , v N } is also a basis of R 2 . We will prove our claim by induction on j = 1, . . . , N − 1.
• For j = 1, we have α j = 1, β j = 0, so the claim follows.
• For a general j < N, condition (b) implies that there exist α, β ∈ (0, 1) such that
By using the inductive hypothesis, we have that
and we deduce that 0 < α j+1 = α α j < α j , 0 < β j+1 = α β j + β, which completes with the proof of (2). For (3), denote with M v 1 ,v N the monoid in Z 2 generated by the integer points lying in the positive rays generated by v 1 , v N . Condition (a) implies that every vector in M v 1 ,v N lies in one cone generated by the positive rays of v j , v j+1 , for some j = 1, . . . , N − 1. As det(v j+1 , v j ) = 1, this implies that any element in this smaller cone with integer coordinates is a linear combination of v j , v j+1 with integer (and nonegative) coefficients, by Lemma 2.1. This proves that the family {v 1 , . . . ,
To show that the generation is minimal, suppose then that for some j ∈ {1, . . . , N}, we have
For i = 1, . . . , N, we write v i = α i v 1 + β i v N , and hence,
As the sequence {α k } k=1,...,N is positive strictly decreasing, we must have a k = 0 for 1 ≤ k < j. So, (8) turns into
i.e. a j = 0 for all j > k, which would imply that v j is the zero vector, a contradiction. This shows that (8) is not possible, and hence the family is a minimal set of generators.
To prove (4), suppose that {v
} is another set of minimal generators of M. We have then,
with a ij , b lk ∈ N. Note that for all i = 1, . . . , N, we must have M k=1 a ij b ji ≥ 1, as otherwise {v 1 , . . . , v N } would not be minimal. We deduce then that
By performing the inner product of the two sides of the equality above with the vector v, we deduce that
. Identity (10) imply that A · B is the identity matrix of N × N, which implies that N ≤ M. A symmetric argument shows that M ≤ N, and hence the equality N = M holds. So, we have that A and B are square matrices being inverses of each other. From here the conclusion is straightforward, as it is easy to see that two square matrices having coefficients in N being inverse of each other must be permutations of the rows (or columns) of the identity matrix. We deduce then straightforwardly that there is a permutation of the indices of {v The following algorithm would help us compute a Hilbert basis of a given cone. It will be also of use later in the sequel to obtain properties from such bases. 
Output: The Hilbert Basis of the monoid generated by the integer points lying in the strongly rational cone generated by (b, a) and (b ′ , a ′ ). Procedure:
(1) Assume (b, a) and (b ′ , a ′ ) have coprime coordinates, otherwise, replace them with
Proposition 2.5. Algorithm 2.4 is correct.
Proof. First, it is straightforward to check recursively that det(S 1 ) = 0 at every step of the algorithm, which implies that every β ∈ Z computed is not identically zero, so step (c) always has sense. Note also that every time we pass through step 3, due to (11) we have that {(u, v), (b * , a * )} is a Z-basis of Z 2 with positive orientation. At the beginning of each step, if the algorithm is not going to terminate there, we have that
In the end, we will have v N = (b ′ , a ′ ), and also at each step, if v i = (b * , a * ) then, following the notation of the algorithm, u, v) . This implies straightforwardly that
with 0 < λ, λ ′ < 1. This shows that for each i = 1, . . . , N − 2, v i+1 lies in the interior of the parallelogram with vertices 0, v i , v N , v i + v N , so we can apply Proposition 2.2.
At the end of step 3, we now have that -after changing S 1 with the formula given in (c)-
Note that also we have that β⌈ α β ⌉−α cannot be equal to zero as otherwise this will imply that (b ′ , a ′ ) is β has entries that are not relatively prime. So, we now have that the determinat of the "new" S 1 is strictly smaller than β and larger than zero. This shows that the algorithm eventually terminates.
To conclude, we must show that the output is the Hilbert basis of the set of lattice points lying in the cone generated by (b, a),
Note that all these vectors lie in N 2 . By construction, we have already det(v i+1 , v i ) = 1, i = 1, . . . , N − 1. Now apply Proposition 2.2. This concludes the proof.
Corollary 2.6. Suppose that the cone generated by v 1 and v N is strongly rational, and that the clockwise-sorted family {v 1 , . . . , v N } ⊂ Z 2 is a Hilbert basis of this monoid. Then, for j = 1, . . . , N − 2, v j+1 lies in the interior of the parallelogram whose vertices are 0, v j , v N and v j + v N .
Proof. Apply Algorithm 2.4 with input v 1 , v N . Thanks to Proposition 2.5, its ouput gives a Hilbert basis of the aforementioned monoid, which satisfies that every vector in the family -when properly sorted clockwise-lies in the interior of the parallelogram determined by the immediately previous in the list and the last one. This implies the claim for this family. By Proposition 2 (4), the Hilbert basis is unique, so it must coincide with {v 1 , . . . , v N } ⊂ Z
2 . This concludes with the proof of the claim.
The following result will be useful in the sequel.
2 be the clockwise sorted Hilbert basis of the monoid generated by this set.
Proof. Suppose w.l.o.g. that j = 2, and write v 2 = λv 1 + µv N , with 0 < λ, µ < 1, the strict inequalities are due to the fact that v 2 lies in the interior of the parallelogram determined by v 1 and v N . If we show that λ + µ ≤ 1, then the claim will follow as
To do this, denote with D the determinant of {v N , v 1 }. According to the Pick's Theorem applied to the parallelogram with vertices 0, v 1 , v N , v 1 + v N , we get that D = I + B/2 − 1, where I is the number of interior points, while B is the number of boundary points, and here B = 4. Note that D ≥ 2 as otherwise there would no be v 2 as an interior point. From
On the other hand, by solving the linear system v 2 = λv 1 + µv N using Cramer's rule, we deduce that λ ≤ D−1 D and hence
which proves the claim.
We conclude with an example of how the algorithm works.
Example 2.8. Consider the fan from Example 1.5. The positive quadrant is split in two strongly rational cones delimited by the line passing through the origin and (2, 3). We will compute Hilbert bases for the monoids of integer points from each of these cones. First consider the cone generated by {(0, 1), (2, 3)}. Note that det 2 3 0 1 = 2 > 0. Start with the set S 1 = {(2, 3), (0, 1)}. We need to find u, v integers such that u · 1 − v · 0 = 1, and any (1, a) with a integer satisfies this condition. Write (2, 3) = α(0, 1) + β(1, a) and note that ⌈ α β ⌉ = 2 − a, which produces the vector (1, a) + (2 − a)(0, 1) = (1, 2). The new S 1 = {(2, 3), (1, 2)} and the algorithm ends, since det 2 3 1 2 = 1. So this monoid has the Hilbert basis {(2, 3), (1, 2), (0, 1)}.
Repeating the algorithm for the monoid of integer points in the cone generated by (1, 0), (2, 3), we get the Hilbert basis {(1, 0), (1, 1), (2, 3)}.
2.2. Gröbner bases. The theory of Gröbner bases on a ring R[Y 1 , . . . , Y s ] of polynomials over a Noetherian ring R is a bit more subtle than the one developed for fields, but it is well-known and their properties well stablished. We will follow the presentation given in [AL94, Chapter 4] .
is also Noetherian, and given a monomial order ≺ on the set of monomials of this ring, there are well-defined notions of leading monomial, leading term and leading coefficient of nonzero elements in R[Y] which will be denoted with lm, lt, and lc respectively. We will assume all along this subsection that the monomial order ≺ has been fixed. The main subtlety here comes with the concept of reduction of a polynomial with respect to a family, which is defined as follows:
for c 1 , . . . , c t ∈ R and power products M 1 , . . . , M t satisfying lm(g) = M i lm(g i ) for all i such that c i = 0, and
We say that g reduces to h modulo G, denoted
if and only exist there exist polynomials
Remark 2.10. If all the g i above satisfy lc(g i ) = 1, 1 ≤ i ≤ t, then one can develop a (first step of the) standard division algorithm by setting c i 0 = lc(g), i 0 being the maximal index such that lm(g) = M i 0 lm(g i 0 ), and c i = 0 for all i = i 0 , if there is some lm(g i ) dividing lm(g), or removing this leading term and adding it to the remainder otherwise.
Theorem 2.11 (Theorem 4.1.10 in [AL94] ). Let g, g 1 , . . . , g t ∈ R[Y] with g i = 0, i = 1, . . . , t, and set G = {g 1 , . . . , g t }. Then there exists r ∈ R[Y], minimal with respect to G (in the sense that it cannot be reduced further modulo G) such that g
, lm(r)) .
As usual, for a subset W ⊂ R[Y], the leading term ideal of W is denoted as
Theorem 2.12 (Theorem 4.1.12 in [AL94] ). Let I be an ideal of R [Y] , and G = {g 1 , . . . , g t } a subset of non-zero polynomials in I. The following are equivalent:
Definition 2.13. A set G of non-zero polynomials contained in an ideal I is called a Gröbner basis for I if G satisfies one of the three equivalent conditions of Theorem 2.12
The following claim resumes the properties of Gröbner bases in Noetherian rings. Proofs of these facts can be found in [AL94] Theorem 2.14. Let I ⊂ R[Y] be a non-zero ideal. Then I has a Gröbner basis. Let G be a Gröbner basis of I.
• I = G .
• If g ∈ I and g G → + r, where r is minimal (meaning that r cannot be reduced further modulo G), then r = 0.
, with k a field, and G is a Gröbner basis of an ideal in the ring of polynomials k[x 1 , . . . , x ℓ , Y 1 , . . . , Y s ] with respect to an elimination order with the x variables larger than the y variables, then G is a Gröbner basis of the ideal generated by its elements in R[Y] with the induced order in this ring.
The following result will be of use in the sequel.
with lc(g j ) = 1 for all j, such that g G → + r, with r minimal with respect to G, and the reduction was done by using the Division Algorithm outlined in Remark 2.10. Denote with g, G, r the classes of g, G, and r modulo p. Then
in R/ p , and r is minimal with respect to G.
Proof. As the leading coefficients of the g i 's are 1, then it is clear that r is minimal with respect to G as otherwise a reduction could have been done in R.
To prove the other part of the claim, note that if we look at each step of the division algorithm as outlined in Remark 2.10, we either have lc(g) ∈ p or not. In the first case, then modulo p this leading coefficient vanishes, but then we will have that c i 0 in the algorithm will be an element of p and hence equal to zero in R/ p , so modulo p we would not have seen any reduction at this step, as the leading coefficient vanishes. In the other case, we have c i 0 = lc(f ) = 0, and hence the reduction happens also modulo p. Applying this reasoning recursively, we get the claim.
Definition 2.16. Let I be a non-zero ideal in R[Y] and G a Gröbner basis for I. We say that G is a minimal Gröbner basis provided that for all g ∈ G, g is minimal with respect to the set G \ {g} (as before, "minimal" here means that g cannot be reduced further modulo G \ {g}).
Proposition 2.17 (Exercise 4.1.9 in [AL94] ). Every Gröbner basis for I contains a minimal Gröbner basis for I. Definition 2.18. A minimal Gröbner basis G is called reduced if, for all g ∈ G, lc(g) = 1, and moreover no non-zero term in g is minimal with respect to G \ {g}.
In contrast with the case of fields, not necessarily every ideal I has a reduced Gröbner basis (for instance if all the coefficients of the elements in I belong to some proper ideal of R). But many of the ideals which will appear in this paper will do so.
We m is a total order ≺ on these monomials satisfying:
(
Fixed a monomial order, for an element f ∈ R[Y] m , one defines the leading monomial, the leading coefficient and the leading term of f in the usual way, and denotes them with lm(f), lc(f) and lt(f) respectively.
The initial module Lt(M) is defined in the obvious way, generalizing (12). Given a sub- , a Gröbner basis G of M is called minimal if for all g ∈ G, g is minimal with respect to the set G\{g} (as before, "minimal" here means that g cannot be reduced further modulo G \ {g}).
A minimal Gröbner basis G of M is called reduced if, for all g ∈ G, lc(g) = 1, and moreover no non-zero term in g is minimal with respect to the set G \ {g}.
is called the S-polynomial of g and g ′ . Note that the S-polynomial is actually a vector of polynomials.
m if and only if for all i = j, we can write
Proof. The proof given in [AL94, Theorem 3.5.19] for the case of R equals a field works straightforwardly in this case. Note that we need to use that lc(g j ) = 1 (which can be easily assumed in the field case).
For a sequence g 1 , . . . , g t ∈ R[Y] m , the syzygy module of this sequence is the submodule of R [Y] t defined as
Suppose further that G = {g 1 , . . . , g t } is a Gröbner basis of a submodule M of R[Y] m , with lc(g j ) = 1, j = 1, . . . , t. Let {ẽ 1 , . . . ,ẽ t } be the canonical basis of R [Y] t , and write S(g i , g j ) with 1 ≤ i < j ≤ t as in (14) . Set X i,j := lcm lm(g i ), lm(g j ) and
By (13) and (14), we easily see that
We define an order ≺ G on the monomials of R [Y] t as follows
We call ≺ G the order induced by G. We have the following theorem which is essentially due to Schreyer, see [E96] .
Proof. The proofs of [AL94, Lemma 3.7.9 & Theorem 3.7 .13] for the case when R is a field hold straightforwardly to this case.
Remark 2.22. From (19) we get immediately that for s i,j = 0, lc(s i,j ) = 1.
3. ker(ϕ 0 )
In this section, we will compute generators of the kernel of ϕ 0 . From now on, unless we give more precisions about the ring R, a minimal set of generators of an R-module will be a set of generators of this module with the property that if we remove one of the elements of the set, it does not generate the same module anymore. Recall from (6) that we have a presentation If we use this notation, we will denote with Y j the variable Y v j to simplify notation.
We will say that two distinct vectors v and v ′ ∈ H are adjacent if in the open strongly rational cone generated by these two vectors there are no other elements of H. Note that being adjacent implies that all the lattice vectors lying in the cone generated by v and v ′ can be expressed as a nonegative integer combination of these two vectors. Moreover, two adjacent vectors lie simultaneously in one and only one of the cones C i , which immediately implies that
Proposition 3.1. Suppose that |F | is a proper rational cone contained in R 2 . If v and v ′ are distinct, non-adjacent elements of H, then there exist adjacent w, w
The expression defining S v,v ′ in (20) is unique. Its leading term with respect to
Note that the degree of S v,v ′ with the Z 2 -graduation, is equal to v + v ′ .
Proof. The vector v + v ′ must belong to one of the strongly rational cones generated by two consecutive elements of H. Let w and w ′ be two adjacent vectors whose cone contains the former sum. Then, there exist α, α ′ ∈ N with
Note that we must have either
due to the way we labeled the vectors in the cone, and moreover the expression (23) is unique. By the definition of ϕ 0 given in (6), and using (23), (20) and (22), it is easy to see that S v,v ′ ∈ ker(ϕ 0 ). The fact that its leading term is Y v Y v ′ follows straightforwardly from (24).
Recall that the cardinality of H was denoted by M in the introduction. Therefore,
Lemma 3.3. With the lexicographic monomial order ≺ defined above, we have that • All c w = 0, then Y c = 1, and the claim holds with A = A ′ = 0 in this case.
• There exists w 0 such that c w 0 > 0. Then, all the c w ′ with w ′ non adjacent with w 0 will be zero. There are at most two adjacent vectors to w 0 ; namely, the one immediately "above" w 0 , and the other which is immediately "below" it. Name them w , which proves the claim. Now we are ready for one of the main results of this text.
Theorem 3.4. If |F | is a proper rational cone contained in R 2 , no p i , i = 1, . . . , n, is a zero divisor in R, then S f ,F ,p is a reduced Gröbner basis of ker(ϕ 0 ).
Proof. Suppose we have a nonzero polynomial P (Y) ∈ ker(ϕ 0 ) whose leading term is not divisible by any of the leading terms of elements in S f ,F ,p . Thanks to Lemma 3.3, we will have then
′ ∈ H adjacent vectors, and A, A ′ ∈ N. If A = A ′ = 0, then P = r = 0 and cannot be in the kernel of ϕ 0 as ϕ 0 (r) = r. So at least one of the exponents must be different from zero. Suppose also w.
with q w ∈ R, and all w in H Q lying "above" v, i.e. with c z ∈ N, and c v ≤ A. By applying ϕ 0 to such a monomial, we get one of the exponents in x appearing in (27).
As no p i is a zero divisor in R, we then have that the left hand side of (26) is nonzero. Then, there must be some x w appearing on the right-hand-side with nonzero coefficient, i.e. there must be a family of nonegative integers c z ∈ N, with z v and c v ≤ A, such that
Hence, we must have that
and from here we deduce that
From (28) and (29) we
v ′ , which is impossible because the monomial in the left hand side should of this equality be strictly smaller than the one in the right hand side in the lexicographic order. This contradiction shows that Lt S f ,F ,p = Lt(ker(ϕ 0 )), and hence, S f ,F ,p is a Gröbner basis of ker(ϕ 0 ). The fact that it is reduced follows straightforwardly from Definition 2.18, and the shape of the generators defined in (21).
Even though S f ,F ,p is a reduced Gröbner basis, it is not necessarily a set of minimal generators of ker(ϕ 0 ), see cautionary Example 3.12.
Proposition 3.5. Suppose that for i = 1, . . . , n, p i ∈ R is neither a unit nor a zero divisor. Then, the family {p f (v) x v ; v ∈ H} is a minimal set of generators of B f ,F ,p (in the sense that no generator is a product of others) if and only if there are no elements in S f ,F ,p of the form i) the total degree of the remainder does not decrease (this is the case when α + α ′ ≥ 2 in (21)), ii) the total degree decreases by one when the division is performed over an element of the form
In any case, the remainder of this division is of the form p with respect to the Gröbner basis S f ,F ,p , the aforementioned monomial has total degree at least two 2. After a finite number of steps within the algorithm, we must obtain the remainder Y w 0 , which has total degree one. This implies that step ii) must happen at least once.
If there are no elements in S f ,F ,p of the form
, and the division algorithm stops here, which implies that the remainder in this quotient ring is equal to zero. By Lemma 2.15, this contradicts the fact that Y w 0 mod p i 0 = 0. This proves that an expression like (30) can never exists in ker(ϕ 0 ), i.e. the family {p f (v) x v ; v ∈ H} is a minimal set of generators of B f ,F ,p .
Recall from Section 1.1 that we say that f is strict with respect to the fan F if for each 1 ≤ i < ℓ, there is k i ∈ {1, . . . , n} such that f k i is not linear in C i ∪ C i+1 . The fan F can always be chosen in such a way that this condition is accomplished. Definition 3.6. Let w, w ′ ∈ H and f strict with respect to the fan F . We say that f k separates w and
, then we say that f k separates C i and C i+1 .
We leave it to the reader to check that if f k separates C i and C i+1 , then f k separates any vectors w, w ′ , where w ∈ C j , j ≤ i and w ′ ∈ C l , l ≥ i + 1.
Proposition 3.7. If f is strict with respect to F , and no p i is a zero divisor or a unit, then {p f (v) x v ; v ∈ H} is a minimal set of generators of B f ,F ,p .
Proof. Thanks to Proposition 3.5, we only need to know that there are no elements of the form
But if this is the case, then we must have v+v ′ = w, which implies straightforwardly that the vectors v and v ′ belong to different cones as otherwise the three vectors v, v ′ , w would be part of a Hilbert basis, which would not be minimal because of the relation among them. Hence, the element appearing in S f ,p,a,b is actually
The fact that f is strict combined with the hypothesis that none of the p i 's is a unit implies that p γ vv ′ = 1. This concludes the proof.
Now we turn to the problem of finding conditions to ensure that S f ,F ,p is a minimal set of generators of ker(ϕ 0 ). The following claim will be used to prove the main result in this direction.
Proposition 3.8. Suppose that f is strict with respect to F , and that |F | is a strongly convex rational cone. For v ∈ H, set
Proof. As before, if we have w + w ′ = v, as these three vectors belong to H, we must have then that w and w ′ are in different cones, and v "between" them, i.e. w ≺ v ≺ w ′ . In particular, we have that w and w ′ are not adjacents. Suppose that v ∈ C i . We have two possible scenarios for w and w ′ : a) w ∈ C j , j < i and w ′ ∈ C l , l ≥ i, b) w ∈ C i , and w ′ ∈ C l , l > i. As f is strict with respect to F , if we pick k as the index of the function which separates C i−1 and C i , all the cases considered in a) are covered. On the other hand, to deal with the cases appearing in b) we should pick as k the index of the function which separates C i with C i+1 . Note that this index also works for those cases in a) where w ′ ∈ C j with j > i. To conclude the proof we must show that we cannot have simultaneously
we only have to consider one of the two possible k's above for all the cases. Suppose then that (31) holds, and also w.l.o.g. that the sequence {z, v, z ′ } is sorted clockwise. We straightforwardly get that {w, z, v, w ′ , z ′ } is sorted clockwise as the three vectors in the middle are in C i . So we must have that v is an element of the (unique) Hilbert basis of the monoid of lattice points in the cone generated by z and w ′ . As the support of the fan |F | is a strongly rational cone, there exists v 0 ∈ Z 2 such that v 0 , v ′ > 0 for all v ′ ∈ |F |. From (31) we get then that
which is a contradiction with Lemma 2.7. This concludes the proof of the Proposition.
The hypothesis that |F | is strongly convex is necessary as the following example shows.
Example 3.9. Consider F given by its three maximal cones C 1 , C 2 , and C 3 with • C 1 being generated by (−1, 0) and (−1, 1),
• C 2 being generated by (−1, 1) and (1, 1),
• C 3 being generated by (1, 1) and (1, 0). In this case, we have that H = {v 1 := (−1, 0), v 2 := (−1, 1), v 3 := (0, 1), v 4 := (1, 1), v 5 := (1, 0)}, and these vectors satisfy (−1, 0) + (1, 1) = (−1, 1) + (1, 0) = (0, 1), which is a situation like (31). Now set
As f 1 separates C 1 from C 2 and f 2 separates C 2 from C 3 , we get that f = (f 1 , f 2 ) is strict, but
Remark 3.10. If we do not assume |F | being strongly convex but only contained in a hyperplane, the proof of Proposition 3.8 can be applied also to this situation, but we would conclude that, given D v = ∅, there exists a set of indices S with exactly two elements, such that for every (w, w ′ ) ∈ D v , there exists k ∈ S such that f k separates w and w ′ ; namely, we let S consists of the index separating C i−1 from C i , and the index which separates C i from C i+1 .
Recall that if f is strict, then for each i = 1, . . . , ℓ − 1, there is an index k i which satisfies that f k i is non linear in C i ∪ C i+1 . If this is the case, we will assume that we are given already a distinguished list {k 1 , . . . , k ℓ−1 } of such indices.
Theorem 3.11. With notations as above, if |F | is a proper convex rational cone, f strict with respect to F , no p k i is a zero divisor, i = 1, . . . , ℓ, and for 1 ≤ i ≤ j ≤ ℓ − 1, p k i , p k j = R, then S f ,F ,p is a set of minimal generators of ker(ϕ 0 ).
Proof. Note that the condition in the hypothesis also ensure that no p k i is a unit, 1 ≤ i ≤ ℓ−1. Suppose first that |F | is strongly rational convex, and that we have a pair of non-adjacent vectors v, v ′ ∈ H such that S v,v ′ is in the ideal generated by all the others elements in S f ,F ,p , i.e.
the sum being over all the pairs z, z ′ of non-adjacent vectors in H except v, v ′ . If we set all the variables Y z to zero except Y v and Y v ′ in (32), we get
where the sum to the right is now indexed over all the pairs of no adjacent z, z ′ ∈ H such that either
This is due to the fact that no monomial among those of the form Y
′ are no adjacent), but we may have
with α zz ′ = 1 (resp. 0) and α ′ zz ′ = 0 (resp. 1), and u ∈ {v, v ′ } or u ′ ∈ {v, v ′ }, which implies (34).
By Proposition 3.8, all the p γ zz ′ are multiples of some p k i (resp. p k j ) for those z + z ′ = v (resp. z + z ′ = v ′ ). So, the right hand side of (33) belongs to the ideal
. By extracting the coefficient of Y v Y v ′ on the right hand side of (33), we get then an element in p k i , p k j = R, so the equality in (33) cannot hold. This concludes the proof of the Theorem for the case |F | being strongly rational.
For |F | being a closed half-plane, we argue as follows: Recall that we have H = {v 1 , . . . , v M }, where the sequence is sorted clockwise. So, in this case, we have that v 1 = −v M . Assume again that we have a situation like (32). If both v and v ′ lie in the same cone C i , then due to Remark 3.10, we will conclude straightforwardly that all the p γ zz ′ in (33) are multiples of either p k i−1 or p k i . From here, the claim follows straightforwardly.
Suppose now that v ∈ C i and v ′ ∈ C i ′ with i < i ′ . If we remove v M from H and apply Proposition 3.8 to the subfan generated by H \ {v M }, we would get that all the elements in D v except possibly the pair (v M , z) have an index k * i such that f k * i separates them. Due to Remark 3.10, we deduce that we can choose k * i ∈ {k i−1 , k i }. If in addition the pair (v M , z) belongs to D v , then we must have with v M + z = v, which implies that z is "to the left" of v. So, the exponent p γv M z will be a multiple of the product of all the p k j j ≥ i. So, we have that all the p γ zz ′ coming from (33) with z + z
Reasoning symmetrically with v ′ as before (we remove now v 1 = −v M from H), we conclude that all the elements in D v ′ except possibly (z, v 1 ) induce an element p γ zz ′ which is multiple of only one between p k i ′ −1 , p k i ′ , which we denote with p k * i ′ , and the remaining power
, we can argue as before and conclude with the proof.
The hypothesis on p i , p j = R cannot be avoided. See Example 3.12. We illustrate our results with some examples.
Example 3.12. Let n = 2, p 1 , p 2 ∈ R not zero divisors, and F being the fan whose maximal cones are the following:
• C 1 being the angular region determined by (0, 1) and (1, 3);
• C 2 being the angular region determined by (1, 3) and (3, 1);
• C 3 being the angular region determined by (3, 1) and (1, 0). The set H for this case is the following: We choose as fan-functions
Note that the family f is strict. The map ϕ 0 is described by:
1 p 2 x 1 . Theorem 3.4 states that S f ,F ,p , the minimal Gröbner basis of this ideal has 15 = 6×5 2 elements whose leading terms must be the following 15 monomials:
By computing explicitly this Gröbner basis with Mathematica, we get the following set:
4 } , which can easily be seen to be equal to S f ,F ,p . If the ideal p 1 , p 2 is not the whole ring, then S f ,F ,p is also a minimal set of generators of ker(ϕ 0 ), and the presentation of ker(ϕ 0 ) given in (6) is minimal.
Suppose now that we have p 1 = p 2 + 1. We then have that p 1 , p 2 = R, and we easily verify that
i.e. the system of generators is not minimal.
If we set now p 2 = 1 and impose no further conditions on p 1 except that it is not a zero divisor, we can verify straightforwardly that
i.e. the presentation (6) is not minimal.
Example 3.13. Let a, b be positive integers, and define F as the fan whose maximal cones are
• C 1 being the convex hull of the rays R ≥0 · (0, 1) and R ≥0 · (ab + 1, a);
• C 2 being the convex hull of the rays R ≥0 · (ab + 1, a) and R ≥0 · (1, 0). Set also p 1 = x 1 . The case a = 1 and b = 1 have been studied in [Mal13] . The set H in this case, sorted already in the lexicographic order, has the following a + b + 2 elements: , 1), (1, 1), (2, 1), . . . , (b, 1), (ab + 1, a), ((a − 1)b + 1, a − 1), . . . , (b, 1) (1, 0)}.
Theorem 3.4 above states that S f ,F ,p has (a+b+1)(a+b) 2
elements. If a = 1, we recover Theorem 3.2.1 in [Mal13] , as it is easy to see that S f ,F ,x 1 is the ideal generated by the 2 × 2 minors of the 2 × (b + 2) matrix ,0) .
Note that the number of 2 × 2 minors of this matrix is equal to
, which is the number of elements in the minimal set of generators. However, we do not produce the same set but it is very easy to see that the ideal generated is the same.
The other extremal case of this situation -also treated in [Mal13] -was when b = 1. Thanks to Theorem 3.4 we can show that Conjecture 3.2.3 in [Mal13] does not hold.
Indeed, we have in this case a 1 = a, b 1 = a + 1. So, the cones here are the following:
and then we have
The cardinality of H is then a + 3. Theorem 3.4 gives then a list of (minimal) generators of B f ,F ,x 1 . Denote a = n ≥ 2 to faciliate the comparison to Conjecture 3.2.3 in [Mal13] .
One of them is
. We claim that this element does not belong to the ideal proposed in [Mal13, Conjecture 3.2.3] . Indeed, with the notation there, this element translates as x 1 x 4 − x 2 3 x n−1 n+4 , which can be easily seen to be part of the kernel of ϕ 0 . But if we try to write it as a polynomial combination of the prospective generators of the ideal, and then set all of the variables equal to zero except x 1 and x 4 , we would have
, which is impossible.
Example 3.14. Let us produce a presentation for B R,p (3, 2) = r,s (p max(3r,2s) )x
, where p ∈ R is a nonzerodivisor, see Remark 1.7, (4). As in Example 2.8, H = {v 1 := (0, 1), v 2 := (1, 2), v 3 := (2, 3), v 4 := (1, 1), v 5 := (1, 0)} and M = 5. So,
Recall that our lexicographic order is of the form
= 6 relations in the kernel of this map. They are 
The map ϕ 1
With the notation and terminology of Section 2, we are going to study the syzygy module syz
2 ) is the free module of rank
This syzygy submodule is also N 2 -homogeneous if we declare
For v, v ′ , w, w ′ ∈ H such that neither v, v ′ nor w, w ′ are adjacents, we denote with s v,v ′ ,w,w ′ the S-polynomial between S v,v ′ and S w,w ′ . As s v,v ′ ,w,w ′ ∈ ker(ϕ 0 ), the division algorithm of this polynomial against S f ,F ,p gives
Note that
and similarly
The following result will be useful in the sequel. It follows straightforwardly by noticing the structure of the polynomials S v, v ′ defined in (21).
Lemma 4.1. Write S v,v ′ ,w,w ′ as in (39). Then, all the vectors z, z ′ appearing in the expansion of this syzygy belong to the cone generated by {v, v ′ , w, w ′ }. If v = w and v ≺ v ′ , w ≺ w ′ , then the pairs z, z ′ in (39) actually belong to the cone generated by {z, v ′ , w ′ }, with v ≺ z and v, z adjacent.
We will apply the results of Section 2 to this situation. To do this, we need to sort the elements of the set S f ,F ,p . As they are indexed by pairs of non-adjacent {v i , v j } with 1 ≤ i < j + 1 ≤ N, we will sort them by using the standard lexicographic order in N 2 , i.e.
-module, and it is a Gröbner basis of this submodule for the induced order by this set, which will be denoted by ≺ S . Note that this induced order depends on the way we have sorted the elements of S f ,F ,p (the lexicographic order above) but it is not any kind of lexicographic order in R[Y] (
2 ) . To simplify notation, we will also denote with e (i,j) the element e (v i , v j ) . Recall that we will also denote with Y j the variable Y v j . Definition 4.2. For i, j ∈ {1, . . . , M} with i+1 < j, and k ∈ {i+1, i+2, . . . , M}\{j −1, j}, we define
A triplet (i, j, k) for which ∫ i,j,k is defined will be called "admissible". For such an admissible triplet, by computing explicitly ∫ i,j,k , we get that it is equal to either (42)
Lemma 4.3. With notation as above, if a term of the form rY t with r ∈ R \ {0} appears in
Proof. The presence of such a term implies that, in the process of doing the division algorithm (38), we would have ran into a nonzero term of the form rY t Y u Y u ′ . From here, to produce the element rY t e (u,u ′ ) , we should made the division of this term with the binomial S vu,v u ′ whose leading term is Y u Y u ′ . But if the triplet (u, u ′ , t) is admissible, we would have that u < u ′ , u < t, and t ∈ {u + 1, u + 2, . . . , M} \ {u ′ − 1, u ′ }. Due to the way we have indexed the set S f ,F ,p above, and the fact that our Division Algorithm defined in Remark 2.10 chooses the maximal index among those dividing the leading term, we have that the division of this term must be done by S v u ′ ,vt , except in the case when t = u ′ + 1 (as t = u ′ − 1 cannot happen due to our choice of t), in which case the division should be done by S vu,vt . In none of the cases we get a term with coordinate e (u,u ′ ) . This concludes the proof of the claim.
Lemma 4.4. For an admissible triplet (i, j, k), if v i , v j and v k are all contained in one single cone of the fan, then
Proof. Suppose w.l.o.g. i < j < k, the other case being treated analogously. We have
′ ≥ 2 and β + β ′ ≥ 2, as all these identities involve vectors of the Hilbert basis of the semigroup which generates the common cone in R 2 . When computing the S-polynomial between these two binomials, we will end up with another binomial each of its terms has now total degree at least 3. Thanks to Lemma 4.1, we know that the whole division algorithm which will produce the expression (39) will involve only pairs of nonadjacent vectors v t , v t ′ in the common cone. This implies that at each step of the Division Algorithm, a monomial of total degree κ is replaced by another of degree at least κ as the division is always done against expressions of the form
We recall again that for f is strict, we can choose a set of indices {k 1 , . . . , k ℓ−1 } such that f k i is non linear in C i ∪ C i+1 , i = 1, . . . , ℓ − 1.
Lemma 4.5. With notation as above, if a nonzero constant term of the form r ∈ R appears in the support of one of the polynomials q i,j,k,u,u ′ (Y) from (42), and f is strict, then there is an index s ∈ {2, . . . , ℓ − 1} depending on u such that r ∈ p k s−1 , p ks .
Proof. As before, we can suppose w.l.o.g. i < j < k, the other case being treated analogously. Choose s as the index such that v u ∈ C s . As f is strict, each of the (u, u ′ ) coming from (42) which produce a nontrivial q i,j,k,u,u ′(Y) must satisfy (43). Moreover, due to Lemma 4.4, we cannot have the three vectors v i , v j , v k lying in the same cone. This implies that there are two possible scenarios:
(1) v i ∈ H Q s * , with s * < s, (2) v i ∈ H Qs , and v k ∈ H Q s * , with s < s * .
In the first case, by unravelling the Division Algorithm to produce ∫ i,j,k , one concludes that r ∈ p k s−1 . In the second case, via the same analysis and using also Lemma 4.4 we conclude that r ∈ p ks . This concludes with the proof of the Lemma.
Denote with S
f ,F ,p := {∫ i,j,k }, where the indices (i, j, k) run over all 1 ≤ i < j − 1 ≤ M, k ∈ {i + 1, . . . , n} \ {j − 1, j}.
Lemma 4.6. For u, N ∈ N such that 1 ≤ u < N, we have
Proof. By global induction on N. If N = 2, the only possible value is u = 1, and the claim follows straightforwardly. In the general case, if u < N, then by using the induction hypothesis we compute
The case u = N < N + 1 follows by a direct computation.
The following set will be useful in computing syzygies.
Definition 4.7. For 1 ≤ u ≤ M − 3, let S u be the set of those ordered (u + 2)-tuples
Lemma 4.8. The cardinality of S u is equal to (u + 1)
Proof. To count the elements of S u we proceed as follows: as the indices j − 1 and j must be disjoint from the whole sequence i < k 1 < . . . < k u , we first count the number of sequences k 1 < k 2 < . . . < k u contained in the set {i + 1, . . . , M − 1}. This number is clearly
. For each such distribution, we can "choose" as the value of j − 1 any of the remaining numbers not taken yet, and "expand" the sequence by adding j to the right (and hence expanding the cardinality of the set up to M . The number of positions available for j − 1 is clearly equal to (M − 1 − u − i). So, the cardinality of S u is
the last equality follows thanks to Lemma 4.6
Corollary 4.9. The cardinality of S 
f ,F ,p is a minimal Gröbner basis of syz S f ,F ,p for the induced order ≺ S . If in addition, f is strict with respect to F , none of the p k i 's is a zero divisor, and for 1 ≤ i ≤ j ≤ ℓ − 1, p k i , p k j = R, then it is also a minimal set of generators of this submodule.
Proof. From (41) and (19), we deduce straightforwardly that for the monomial order ≺ S ,
Theorem 2.21 implies that the set {S v i , v j , v k , vu } indexed by pairs of pairs of non-adjacent (i, j) ≺ (k, u) in H, generate syz S f ,F ,p . In addition, from (40) we get that the leading term of each of these elements is a monomial of total degree one or two in the variables Y's times e (i, j) . To show that it is a Gröbner basis, it will be enough to show that any of these monomials is a multiple of Y k , with k ∈ {i + 1, . . . , M} \ {j − 1, j}.
We straightforwardly verify that, for (i, j) ≺ (k, u),
It is also easy to conclude that neither Y i nor Y j can appear in (45). So, the piece in degree (e i , e j ) of Lt syz S f ,F ,p is contained in
From (44), we only need to show that Y j−1 e (i, j) / ∈ Lt syz S f ,F ,p . But if this were the case, then it should come from either S v i , v j , v i , v j−1 -which cannot happen as in our order we have (i, j −1) ≺ (i, j), or from S v i ,v j ,v j−1 ,v j . But v j−1 and v j are adjacents, so the latter expression has no sense. These arguments imply that S (2) f ,F ,p is a Gröbner basis of syz S f ,F ,p . The fact that it is minimal follows straightforwardly as if we remove one of these elements, the leading module generated by the remaining family will not contain the leading term of the removed syzygy.
To prove now that it is also a minimal set of generators of this submodule given the extra hypothesis, we proceed as follows: assume that one of them is a polynomial combination of the others. So, we must have
Thanks to Lemma 4.1, we get that the e (i,j) coordinates in (46) produces
for some triplets (i
Note that r i,k,j = q i,k,j (0). If 1+r i,k,j = 0, then from (50) we deduce that there must be an admissible triplet (i
is one of the terms of 
} lie in the same cone. By Lemma 4.5, we deduce that r i ′ 1 ,j ′ 1 ,k ′ 1 ,i,j ∈ p k s−1 , p ks , s being the index of the cone containing v i . This implies that 1+r i,k,j ∈ p k s−1 , p ks . Note that the latter also holds trivially if 1 + r i,k,j = 0, so we can remove from now on our assumption on the value of this element. In addition, we must have r i,k,j = 0 as otherwise we would have 1 ∈ p k s−1 , p ks , contradicting the hypothesis. So, the Theorem would have been proven already if the triplet (i, k, j) is not admissible.
To finish with our argument, we consider instead the coordinate e (i,k) in (46) and evaluate
instead of (48). The 0 at the left hand side of (51) is due to the fact that if (i, k, j) is admissible and has as one of its terms Y k e (i,j) , then we must have
, which appears in the expansion of ∫ i,j,k in the coordinate e (i,k) were nonzero, note that its Z 2 -degree would be equal to v j and after the evaluation Y u → 0 for u = j it would become rY j which thanks to Lemma 4.3 would imply that r = 0. This justifies the 0 in the left hand side of (51), and from there we deduce as before
Arguing as before, we deduce that −r i,j,k ∈ p k s−1 , p ks , (the index s is the same as in the previous case, as it indexes the cone C s containing v i ) which, combined with 1 + r i,j,k ∈ p k s−1 , p ks , contradicts the hypothesis of the Theorem. This concludes the proof of the Theorem.
Example 4.11. We will continue our running example with the computation of the kernel of ϕ 1 for the fan algebra B R,p (3, 2) from Remark 1.5, (4). The map
sends e i,j → S i,j , and we expect 2 For the first relation, we have the triplet (1, 3, 4) ∈ S 1 and hence we need to consider the elements e 1,3
is in the kernel of ϕ 1 , which is our first relation.
Higher Syzygies
From Theorem 4.10 we deduce now the following exact sequence of R[Y]-modules:
where we have made the identification R[Y] j,k) , the sum being over the admissible triplets (i, j, k).
To continue with a full resolution of (55), we do a process similar to (41) recursively: we sort the elements in S (2) f ,F ,p with the lexicographic order in N 3 , and given 1 ≤ i < j − 1 ≤ n and k < k ′ with k, k ′ ∈ {i + 1, . . . , n} \ {j − 1, j} we compute the syzygy between ∫ i,j,k and ∫ i,j,k ′ , which we denote by S i,j,k,k ′ . Thanks to (44), we know that
where the expression in the right hand side comes from applying the division algorithm to
and set S
f ,F ,p the set of all these elements. As before, we will say that such a triplet
is admissible. It is easy to verify that the cardinality of S
f ,F ,p is equal to the number of ordered 4-tuples (i, j, k, k ′ ) with i < j − 1, k < k ′ with k, k ′ ∈ {i + 1, . . . , M} \ {j − 1, j}. This number is 3
, thanks to Lemma 4.8 with ℓ = 2. The following is be the generalization of (43) to this case, its proof being straightforward by using Lemma 4.1 and (43).
Lemma 5.1. With notations as above, we have that
Lemmas 4.3, 4.4, and 4.5 also have a straightforward generalization, which are given next.
Lemma 5.2. With notation as in (57), if a term of the form rY t with r ∈ R \ {0} appears in
Proof. The presence of a term like that implies that in the process of doing the division algorithm (38) we would have ran into a nonzero term of the form rY t Y k 0 e (i 0 ,j 0 ) . From here, to produce the element rY t e (i 0 ,j 0 ,k 0 ) , we should divide this term with
were admissible, we could also divide it with ∫ i 0 ,j 0 ,t . As k 0 < t, and due to the way we have designed the Division Algorithm in Remark 2.10 by choosing the maximal index in the family S
f ,F ,p , the division should be done with the latter, leading to a contradiction. This proves the claim.
Proof. In the conditions of the hypothesis, we have that both ∫ i,j,k and ∫ i,j,k ′ have all their coefficients in Y 1 , . . . , Y M thanks to Lemma 4.4. So, we actually have that the coefficients of
The claim now follows straightforwardly as in the division algorithm over elements of S (2) f ,F ,p , all the leading terms of these elements are one of the variables Y u , u = 1, . . . , M.
Lemma 5.4. With notation as above, if a nonzero constant term of the form r ∈ R appears in the Taylor expansion of one of the polynomials q i,j,k,k ′ ,i 0 ,j 0 ,k 0 (Y) from (57), and f is strict, then there is an index s ∈ {2, . . . , ℓ − 1} depending on i 0 such that r ∈ p k s−1 , p ks .
Proof. The proof follows again as in Lemma (4.5), by unravelling the Division Algorithm to produce the polynomial S i,j,k,k ′ defined in (56). It is easy to see that all the leading terms during this Division Algorithm either belong to the ideal Y 1 , . . . , Y M (and hence are not under the conditions of this hypothesis), or are multiple of some p ks for s ∈ {1, . . . , ℓ − 1}. By using now Lemma 4.5, it is easy to conclude that the two possible indices corresponding to q i,j,k,k ′ ,i 0 ,j 0 ,k 0 (Y) are those determined by the cone where v i 0 lies. This concludes with the proof of the Lemma.
By applying now all these claims, we can reproduce mutatis mutandis the proof of Theorem 4.10. f ,F ,p for the induced order ≺ S (2) . If |F | is a proper convex polyhedral cone, f is strict with respect to F , none of the p k i 's is a zero divisor, and for 1 ≤ i ≤ j ≤ ℓ − 1, p k i , p k j = R, then it is also a minimal set of generators of this submodule.
Proof. The fact that this set is a minimal Gröbner basis follow directly from Theorem 2.21 and comparing the leading terms of all possible syzygies and those coming in S
To prove minimal generation, we proceed as in the proof of Theorem 4.10: from an expression like
, we pick the coordinate e i,j,k in both sides to get
(note that in this case there cannot be a term of the form −q i,j,k ′ ,k (Y)Y k ′ as in (47) due to the fact that (i, j, k ′ , k) cannot be an admissible element as k < k ′ , so the proof gets actually simpler in this case). Now we set Y u → 0 for u = k ′ , and proceed mutatis mutandis the proof of ∈ {j − 1, j}, we can proceed analogously as done in (56) and (57), to produce ∫ i,j,k 1 ,...,ks ∈ ker(ϕ s ) such that lt(∫ i,j,k 1 ,...,ks ) = Y ks e i,j,k 1 ,...,k s−1 . Denote with S (s+1) f ,F ,p the set of all such elements ∫ i,j,k 1 ,...,ks , which by Lemma 4.8 will have cardinality (s + 1)
. We sort as usual this set by using the lexicographic order on (i, j, k 1 , . . . , k s−1 ).
Straightforward generalizations of Lemmas 5.1, 5.2, 5.3, and 5.4 imply the following higher dimensional result. f ,F ,p for the induced order ≺ S (s) . If |F | is a proper convex polyhedral cone, f is strict with respect to F , none of the p k i 's is a zero divisor, and for 1 ≤ i ≤ j ≤ ℓ − 1, p k i , p k j = R, then it is also a minimal set of generators of this submodule. Now we are in position to prove our main Theorem stated in the Introduction.
Proof of Theorem 1.9. The ring R[Y] is *-local with respect to the ideal (m, Y), because (m, Y) is a maximal ideal which is Z 2 -graded, and therefore it is also Z-graded under the induced grading. According to the comments following Example 1.5.14 in [BH] , to have a minimal graded free resolution over R [Y] , we need to check that the kernel of ϕ 0 is contained in (m, Y), and also that for each j ≥ 1, ker( 
An immediate corollary of this result is
Corollary 5.7. Under the notations of Theorem 1.9, the projective dimension of B f ,F ,p over R[Y] is M − 2, if (R, m) is local, f is strict with respect to F , none of the p i 's is a zero divisor in R, and all of them belong m.
Example 5.8. We return to the Example 1.5 and continue Example 4.11 with the computation of the kernel of ϕ 2 : R [Y] 8 → R[Y] 6 , given by e i,j,k → ∫ i,j,k , where (i, j, k) ∈ S 1 . We need to find the set S 2 = {(i, j, k, k ′ ) : 1 ≤ i < j − 1 ≤ 5, k < k ′ ∈ {i + 1, . . . , 5} \ {j − 1, j}}, see Definition 4.7. One gets S 2 = {(1, 3, 4, 5), (1, 4, 2, 5), (1, 5, 2, 3)}.
To compute S-polynomials here, it is better to write down explicitly "matrix" of the syzygies ∫ i,j,k : we will encode in the following 8 × 6 matrix the coordinates of the the syzygies in (54) in the basis {e 1,3 , e 1,4 , e 1,5 , e 2,4 , e 2,5 , e 3,5 } : This matrix has rank 5, and computing explicitly a basis of its kernel, we get a basis of 3 elements. From here it is easy to deduce the higher syzigies: 6. The case |F | = R
2
We conclude this paper by showing some examples where the support of the fan is the whole plane, and our results do not hold in general in this case.
We start with the simplest situation which is v 1 = (1, 0), v 2 = (0, 1), v 3 = (−1, −1). Every pair of these vectors are adjacent, and there are three cones in this fan. So, the set S f ,F ,p from Definition 3.2 is empty, and hence according to Theorem 3.4, ϕ 0 should be an isomorphism. However, it is straightforward to verify that Y 1 Y 2 Y 3 − p f (v 1 )+f (v 2 )+f (v 3 ) ∈ ker(ϕ 0 ), so that statement cannot be true. Note also that in this example the only generator of the kernel does not have total degree 2 as in the other case.
Still for this example we have a resolution like (7), so one may wonder whether a statement like Theorem 1.9 holds, but with different maps ϕ j than those defined in the text. The following example shows that this is not the case anymore: set As in the previous case, we note that there are elements of degree 3 among the generators, and also elements which belong to the ideal generated by the p i 's, so all our previous methods do not apply here and new ideas are needed in order to deal with this situation. The resolution of this fan algebra can be computed explicitly, and is equal to
