The high-order spectral finite volume (SV) 
Introduction
Many areas require a very high-order accurate numerical solution of conservation laws for complex shapes. This paper deals with the extension to three dimensions of the Spectral Finite Volume (SV) method for unstructured grids, which was developed to solve such problems [1] [2] . We first summarize the limitations of conventional methods such as finite-difference and finite-volume, for both structured and unstructured grids. We then describe the basic formulation of the spectral finite volume method. What distinguishes the SV method from conventional high-order finite-volume methods [3] [4] [5] for unstructured triangular or tetrahedral grids is the data reconstruction. Instead of using a large stencil of neighboring cells to perform a high-order reconstruction, the stencil is constructed by partitioning each grid cell, called a spectral volume (SV), into "structured" sub-cells, called control volumes (CVs). One can show that if all the SV cells are partitioned into polygonal or polyhedral CV sub-cells in a geometrically similar manner, the discretizations for all the SVs become universal, irrespective of their shapes, sizes, orientations, or locations. It follows that the discretization is reduced to a weighted sum of unknowns involving just a few simple adds and multiplies, and those weights are universal and can be pre-determined once and for all. The method is thus very efficient, accurate, and yet geometrically flexible. The most critical part of the SV method is the partitioning of the SV into CVs. In this paper we present the partitioning of simplex SVs into polygonal or polyhedral CVs with one or more free parameters. The Lebesgue constant of the reconstruction matrix is used as an indicator to measure the quality of the partition. The details of an efficient code to solve three-dimensional problems for any order of accuracy are then presented. Important aspects of the data structure and its effects on communication and the optimum use of the cache memory are discussed. Comparisons with the Discontinuous Galerkin (DG) method [6] [7] [8] [9] are made. Numerical examples for wave propagation problems in both two and three dimensions are tested and compared with the exact solutions to illustrate the method.
Limitations of Conventional Methods

Finite-difference methods
The most widely used method is the finitedifference method applied to a body-fitted curvilinear coordinate system. The limitations for high order of accuracy implementation are:
a. The spatial differencing is essentially onedimensional, carried out along coordinate directions. Thus a large number of data points near the unknown to be updated are ignored. The large stencil has to be modified near boundaries, where one-sided formulas are necessary. For implicit methods, in order to maintain a necessary bandwidth, the order of accuracy must be reduced for points near the boundary.
b. The metric terms are evaluated by numerically differencing the grid point coordinates. Since numerical grid generators are mostly only secondorder accurate, the overall accuracy of the solution can be severely degraded if the grid is not sufficiently smooth. This is particularly true in highly stretched areas, or near corners or boundaries with very high curvature.
c. The unknowns are values at grid points. While the differencing can be performed in a numerically "conservative" manner, the true integral conservation laws can only be satisfied to secondorder accuracy.
d. A single, structured grid is not feasible for very complex shapes. Calculations must be carried out over a set of patched or overlapping grids. At interface boundaries between patches, or in the overlap regions, the high accuracy is generally degraded.
Finite-volume methods for structured grids
Finite-volume methods are often employed to overcome limitations b and c above. The unknowns are cell averages over quadrilaterals (2D) or hexahedra (3D). A high order reconstruction in terms of neighboring unknowns is used to obtain values at cell boundaries, which may be modified by appropriate limiters where necessary. These are used to calculate the flux, using (approximate) Riemann solvers. In practice, the method is subject to the same limitations as the finite-difference method.
a. The reconstruction is still done one-dimensionally along coordinate directions.
b. The surface area vectors can be exactly calculated in terms of the cell vertices. But the flux integral is approximated by a one-point quadrature at the computational face center, which is equal to the face centroid only to second order. For a nonplanar face in 3D, a face centroid does not even exist.
c. While the cell volume can be precisely calculated, the unknowns are implicitly assigned to a computational cell center, which is equal to the cell centroid only to second order.
d. If the grid is very unsmooth, and highly curved, even the second order accuracy is reduced to first order.
Finite-volume methods for unstructured grids
The unknowns are cell averages over triangles (2D) or tetrahedra (3D). A reconstruction of any desired order of accuracy is obtained in terms of unknowns at an appropriate number of neighboring cells in all directions. The flux integral for each face is evaluated using a quadrature approximation of the same order of accuracy as the reconstruction. The flux at each quadrature point is obtained using the reconstructed solution for the two cells sharing that face. In principle, one can in this manner obtain a numerical solution of any desired order of accuracy. In practice, this method has severe computational limitations.
a. It is difficult to obtain a non-singular stencil. In general, one is faced with an overdetermined problem, which requires a least-squares inversion. For very high order of accuracy, the number of cells, and thus the size of the matrix to be inverted, becomes prohibitively large in three dimensions. We present further details of the formulation for a generalized conservation law. We employ a vector notation for brevity. The most general form of a conservation law can be written as
The main motivation behind the spectral finite volume method is to find a simple way to obtain a single non-singular stencil that can be applied to all the cells in an unstructured grid. We start with a relatively coarse unstructured grid of cells, triangles in 2D and tetrahedra in 3D, called spectral volumes (SVs). Each SV is then partitioned into a number of "structured" sub-cells, called control volumes (CVs), that support a polynomial expansion of a desired degree of precision. The unknowns are now the cell averages over the CVs. The partition has a high degree of structure, making use of all the symmetries of the simplex geometry. The CVs can be polygons or polyhedra. For 3D, they can have non-planar faces, which must be subdivided into planar facets in order to perform the required integrations. All the SVs are partitioned in a geometrically similar manner. We thus obtain a single, universal reconstruction for all SVs. Due to the symmetry of the partition, only a few distinct coefficients appear in the expansion in terms of the CV unknowns
where the conservative variable u can be a scalar or a vector, and the generalized flux F can be a scalar, vector or tensor. The term ∇ represents the divergence, curl, or gradient of F , depending on the physical definition of u . Integrating (1) over each CV, we obtain
where V is the volume of the j A CV face that lies on an SV boundary will have a discontinuity on its two sides. A Riemann solver is then necessary to compute the flux on that face. If the flux is a linear function of the unknowns, the integration can be performed analytically without invoking quadratures [5] , and the result expressed as a weighted sum of all the CV unknowns in the two SVs . The weights for each type of CV face are universal numbers that are pre-calculated once and read in as input to the program. If the flux is a non-linear function of the unknowns, a quadrature approximation of the appropriate degree of precision is required [10] . The conservative variable on one side of a quadrature point can again be expressed as a weighted sum of the CV unknowns in the SV on that side. Since the quadrature points belong to just a few symmetry groups, the total number of distinct weights that need to be stored is relatively small. In order to suppress spurious numerical oscillations, it may be necessary to modify the reconstructed solution using appropriate limiters or filters.
The partitioning of each SV into CVs depends on the choice of basis functions for the reconstruction. For a complete polynomial basis, a reconstruction of degree of precision n requires a partition into (at least) CVs, where
Note that the order of accuracy of the SV method is one order higher than the reconstruction degree of precision. In the present work we partition the SV into CVs, so that the reconstruction involves only the inversion of a square matrix. The partitions may involve several parameters. The optimum choice of parameters for each degree of precision can be determined by minimizing the Lebesgue constant of the reconstruction matrix or similar convergence criteria. This requires further (8) These weights l are the functional values of the shape functions at the quadrature point, which are also universal, irrespective of the SVs. There are also only a few of these coefficients, which can be calculated exactly and stored in advance.
For a face on an SV boundary, since may be discontinuous, the flux is replaced by a Riemann flux of the form
For linear flux functions, using Eq. (6), the surface integral of Eq. (9) can be expressed as a weighted sum of the u in both SVs sharing the face. For non-linear flux functions, n in Eq. (7) is replaced by Eq. (9) with and u evaluated at quadrature points using
There are several aspects of the data structure which can lead to a very efficient parallelizable code. The global grid data consists of face numberings, vertex numberings and locations, and cell numberings. The topology is specified by listing for each face its vertex numbers, in an order indicating its orientation, and the two adjacent cell numbers. In order to make use of the universal nature of the partitioning, all global cells are mapped into a single standard SV. Each global face can have three possible orientations in the standard SV for 2D, and twelve for 3D. For each SV partition, the local CV connectivities are predetermined. This information and the corresponding weights m or l are read in as input to the program. We thus can write a single code valid for 2D or 3D, and any desired order of accuracy.
There is an aspect inherent in the spectral finite volume method that permits an optimum use of cache memory, resulting in great computational efficiency on modern computers. Since all unknowns in a single SV cell are packed together, when performing calculations for a given cell, all the data required from the cell is found contiguous in memory. Since data from at most two SVs is involved in any single computation, data communication between the CPU and memory is minimized. Furthermore, the weights never change, and always stay in L1 cache during the flux computations. All other needed data may also fit into L1 cache. This results in great reductions in memory access.
Comparisons with the DG method
The SV method bears certain similarities to the Discontinuous Galerkin method. Both have the same number of unknowns, although of different types, in a single SV (or element). These unknowns are used to construct the same form of local representations, and thus yielding the same order of accuracy and the similar universal nature. While many finite-element practitioners state that finite-volume methods belong to a class of Petrov-Galerkin method, the fundamental difference between the two methodologies actually arises from which volume is used in the integration of Eq. (1), and that affects the region where the local conservation is satisfied. The DG method carries the integration over each SV with point values as unknowns. Let us assume that there are N unknowns for each SV. Since each integration gives only one equation, the DG method thus requires N test functions applied to Eq. (1). This results in N coupled equations, 4 American Institute of Aeronautics and Astronautics and therefore a mass matrix inversion is required. In contrast, the integration is carried out over each CV in the SV method. Since the unknowns are the CV volume averages, each integration thus gives an independent equation for that unknown. Furthermore, the DG method requires an integration by parts, which results in additional terms to be evaluated. In the DG method, flux calculations are carried out on the SV surfaces, while they are evaluated over CV faces for the SV method. It appears that the SV method has more faces to evaluate the flux integrals than the DG method. However, in a n th order formulation, the former only involves (n-1) th order surface integrations, while the latter requires higher order surface and volume integrations. . For the quadratic partition, we now consider a two-parameter partitioning. As show in Fig. 1b , the parameterα is defined as the fraction of the distance of vertex I from vertices 1 to 2, while the parameter is the fraction of the vertex II from vertex 1 to point 4, the mid-point of edge 2-3. The special case gives the one-parameter partition of [2] , while for β = the corner CVs reduces to triangles. The choice for this latter case gives a Lebesque constant of 3.6, compared to the value of 8 for the sameα in the one-parameter partition. We will use the values in our calculations. The number of weight coefficients m and needed to be stored are 24 and 42, corresponding to two boundary and two interior faces, and seven quadrature points, respectively.
Partitions of the Spectral Volume
The most critical part of the SV method is the partitioning of the SV into CVs. Based on the approximation theory, it can be established that the Lebesgue constant [11] 
can be used to decide the quality of the partitions based on the uniform norm. It was shown in [2] that a smaller Lebesgue constant may give a better interpolation polynomial. Therefore the problem becomes finding the partition with the smallest Lebesgue constant. Partitions for the 2D case with one parameter up to degree of precision 3 were presented in [2] . For the quadratic partition, a practical minimum value for the Lebesgue constant does not exist. We therefore consider more general cases of multiple-parameter partitions. We require that all the CVs are symmetric with respective to all symmetries of the triangle or tetrahedron.
For the cubic partition, shown in Fig. 1c , a third parameter is defined as the fraction of the distance of vertex III from vertices 4 to 1. The special case and gives the one-parameter partition used in [2] , while forγ = the central CV reduces to a triangle. For the one-parameter partition, it was found in [2] that the Lebesgue constant is near the minimum when α Varying and from their one-parameter values reduces the Lebesgue constant only by a few percent. In our calculations, we will therefore use the one-parameter partition. The number of weight coefficients m and needed to be stored are 50 and 100, corresponding to two boundary and three interior faces, and ten quadrature points, respectively.
Partitionings of a triangular SV
Since the partitioning of tetrahedra makes use of the partitioning of the triangular faces, we first discuss the partitioning of a triangular SV. For the linear partition there is no free parameter involved. In Ref. 2, we presented two possible partitions. Here we use the one, shown in Fig. 1a , with the smaller Lebesgue constant. Due to symmetry, one only needs to precompute and store weights for one boundary face and one interior face, a total of six coefficients. Shown in Fig. 1a, points and are the centroids for faces and respectively. Since u is linear, weight coefficients in Eqs. (6) and (8) 
Numerical Results
no additional interior parameters are introduced, all the CVs then consist of the vertices of the 2D CVs for each face of the SV connected to the SV centroid with straight edges. For the linear partition there is no free parameter involved. In Fig. 2a , we show this partition of an SV into CVs, each of which is numbered corresponding to the SV vertex i The four CVs are hexahedra, with all faces being planar quadrilaterals. There are total of 12 boundary CV faces and 6 interior CV faces. Shown also in Fig. 2a, points a and b are the centroids for the boundary face a and the interior face respectively. Since u is linear, one thus obtains .
, b
Numerical solutions for wave problems
In order to demonstrate the high accuracy of the method, it was decided in this initial phase to choose problems for which there exist exact solutions. To this end we solve the Maxwell equations, which correspond to Eq. (1) with u representing the electric and magnetic flux density vectors ( and ∇ the curl of the magnetic and electric intensity vectors . Exact solutions exist for plane waves incident on simple bodies in two and three dimensions. Except for the data reconstruction, the algorithm and the boundary conditions used here are the same as those previously developed in [5] . In the old procedure, for every cell, one must first constructs a large stencil of neighboring cells, and then performs a least-squares reconstruction. The procedure is repeated at every time step, or one must save the weight coefficients for all faces. Since the weight coefficients are universal for the current method, the new procedure becomes extremely simple, without these repeated calculations or data communications. 
results in planar quadrilateral interior faces for the corner hexahedra, and will therefore be chosen from now on. This quadratic partition is shown in Fig. 2b 
Timing comparison
It is interesting to compare the computational cost of the SV method and some conventional methods. In Table 1 we present the CPU times per cell, per time step for the three-dimensional sphere problem using the second and third order SV method and the second and third order unstructured method of [5] . The numerical procedures for the two methods are identical, except that we save all the weight coefficients in Eq. (6) for the latter to study the effect of the repeated process in fetching this large data set from memory. The staggered leapfrog scheme was used for the time integration. We also include an upwind structured method with the LaxWendroff scheme. The control volumes for the secondorder SV method are hexahedra. We therefore use a hexahedral grid for both the conventional structured and unstructured methods for the comparison. The table also includes the numbers of boundary faces and interior faces per cell. The CPU times were measured on a 600 MHz MIPS R14000 SGI Octane2 workstation. It is shown that the SV method is 5.5 times as fast as a conventional unstructured method for the second order, and 8.8 times for the third order. This reduction in CPU times is primarily due to fewer Riemann flux calculations at boundary faces and a large savings in memory access time. The table also shows that the second-order SV method is 4.3 times as fast as a conventional structured method. Note that the number of boundary faces per cell decreases as the order of accuracy of the SV method increases. The CPU time for the third-order SV method is just slightly higher than that for the second order. For the 2D case, the CPU time actually decreases slightly as the order of accuracy increases.
6. Concluding Remarks .
In this paper we have extended the high-order spectral finite volume method for unstructured grids to three dimensions. We first showed how the SV method overcomes some of the limitations of conventional structured and unstructured methods. By partitioning all grid cells into sub-cells in a similar manner, the discretization becomes universal as a weighted sum of unknowns involving just a few operations. In addition, the resulting data structure allows much more efficient use of cache memory. Some of the advantages over the Discontinuous Galerkin method were enumerated. New multiple parameter partitions of the SV in 2D were derived, and utilized in constructing 3D partitions. Numerical solutions of wave propagation problems in both two and three dimensions showed excellent agreement with the exact solutions. Improvements were seen with each grid refinement and increasing order of accuracy. Finally, we presented computational timings to show quantitatively the greater computational efficiency of the SV method.
