One of the many challenges in the field of medicine is to make the best decisions about optimal treatment plans for patients. Medical practitioners often have differing opinions about the best treatment among multiple available options. While standard protocols are in place for the first and second lines of treatment for most diseases, a lot of variation exists in the treatment plans subsequently chosen. As a representative disease we study Glioblastoma Multiforme (GBM) which is a rare form of brain tumor. The goal of our study is to predict patients surviving for greater than the median survival period for GBM and discover in addition to clinical and genomic factors, certain treatment patterns which influence longevity. We use publicly available data for 300 patients spanning a period of 2 years from The Cancer Genome Atlas Portal, which has actual de-identified patient data from multiple institutions. Information about each patient comprises a set of features from the clinical and the genomic domain. We also use sequential mining algorithms to extract treatment patterns and use the patterns themselves as additional features. A model predicting whether a patient would survive for more than a year is developed using logistic regression and the most predictive features influencing the survival period of GBM patients include mRNA expression levels of certain genes and medications given in a particular sequence. The model achieved an AUC of 0.85 with an accuracy of 86.4% .The study is a preliminary step in a long term plan of developing personalized treatment plans with GBM patients as an initial model that can later be extended to other diseases.
INTRODUCTION
Glioblastoma Multiforme (GBM) is the most lethal type of brain cancer and is biologically the most aggressive subtype of malignant gliomas. From a clinical perspective, gliomas are divided into four grades and the most aggressive of these is GBM or grade IV glioma and is most common in humans. Histologically GBM may be distinguished from other grades of glioma due to the presence of necrosis (dead cells) and increase of blood vessels around the tumor. Gene expression profiling has given rise to new molecular classification schemes. This classification by gene expression profiling has also revealed molecular classes not detected by traditional methods of looking at tumor samples under a microscope. Previous studies have shown that EGFR (epidermal growth factor receptor) expression or overexpression was observed in GBM. IDH1 (Isocitrate dehydrogenase) and some IDH2 found in certain subsets of glioblastoma are being used as a diagnostic test for predicting longer survival and for evaluating the efficacy of new targeted molecular drugs. The Cancer Genome Atlas (TCGA) [22] , a project of the National Institutes of Health (NIH), led to work done on classifying glioblastoma into four distinct molecular types which may lead to different treatment regimens [6] .
The current standard of care for GBM patients involves surgical resection followed by radiation therapy and chemotherapy with the oral alkylating agent Temodar [18] . Most patients with GBMs survive for less than a year. This extreme mortality rate, where none have a long-term survival, has drawn significant attention to improving treatment for these tumors. After the first line of treatment there are a pool of treatment options for a neurologist to decide from for an individual. The sequence in which the next set of drugs or therapy needs to be prescribed adds to the level of complexity since multiple drugs given in a particular sequence may work better than given in some other order. The reason GBMs are not cured by surgery is due to the topographically diffuse nature of the disease. In addition to the fact that the nature of the tumor is very complex, the location of the tumor cells within the brain is variable, resulting in the inability to completely resect this tumor [7] . GBM is a rare form of brain tumor having a median survival period of approximately 12 months, however a small percentage of patients survive for longer period of times. Clinicians have been interested in discovering the factors, which prolong survival periods. Krex et al [10] have analyzed such patients and discovered certain clinical and molecular features which play a significant role in prolonging the survival period. Predictive survival models have been developed in the past using imaging features of the MR scans of patients along with a few clinical features. The performance of the model based on both clinical and imaging features was observed to be higher than the performance of the model based on only the clinical features [12] . Based on our knowledge, there is no existing work which analyzes treatment prescribed to GBM patients and discovers medication patterns which influence survival.
Contributions
Our study makes the following contributions:
1. We formulate the problem of predicting patients who survive for longer than the median survival period of one year and discover factors influencing longevity.
2. We leverage the existing sequential pattern mining algorithms and tailor them to mine significant treatment patterns from the available treatment data.
3. We follow a data driven approach to build and evaluate a predictive model to address the problem mentioned above by treating significant treatment patterns themselves as features in addition to the existing clinical and genomic data.
Our long term goal is to recommend personalized treatment options for GBM patients and the first step towards addressing this goal is to ascertain whether the survival period of GBM patients is predictable and discovering the predictive features.
RELATED WORK
Sequential pattern mining refers to the mining of frequently occurring ordered events or subsequences as patterns [9] . This concept was introduced by Agarwal and Srikant [1] in 1995 based on their study of customer purchase sequences which led to the development of the first algorithm in this area called the GSP (Generalized Pattern Mining) based on the Apriori algorithm to mine frequent itemsets [1] . GSP uses the downward-closure property of sequential patterns and adopts a multiple-pass, candidate generation approach.
Initially it finds all the frequent sequences of length one item with minimum support. Subsequently it combines every possible 1-item itemset which has minimum support for the next pass. SPADE(Sequential Pattern Discovery using Equivalent Classes) on the other hand uses a vertical data format and associates each itemset with an ID list [25] which is combination of a sequence id and an event id representing the transaction that the itemset is a part of and the time at which the itemset occurred in that transaction respectively. Length-2 sequence is formed by joining on the same sequence ids of the ID lists and where event ids of the itemset of the first sequence is before that of the itemset in the second sequence. The other sequential pattern mining algorithms are based on the 'Pattern Growth' technique of frequent patterns avoiding the need for candidate generation unlike GSP and SPADE which are based on Apriori. This approach involves finding frequent single items, and condensing this information into a frequent-pattern tree. PrefixSpan [16] is one such algorithm which exploits this approach by building prefix patterns and concatenating them with suffix patterns to find frequent patterns. SPAM (Sequential Pattern Mining using a bitmap representation) [2] uses a depth-first traversal of the search space with various pruning mechanisms and a vertical bitmap representation of the database enabling efficient support counting.
BACKGROUND
It is important to integrate the clinical data in the EHR with the genomic data of patients with GBM since they have a poor prognosis and have a median survival of one year.
Sources of Data: TCGA program and cBioPortal TCGA began as a three-year pilot in 2006 with an investment of $50 million each from the National Cancer Institute (NCI) and National Human Genome Research Institute (NHGRI). The initiative has a vision that an atlas of changes could be created for specific cancer types. It also showed that results could be pooled together from different research and technology teams working on related projects and be made publicly accessible for researchers around the world to validate important discoveries [22] .
The cBioPortal [4] is developed and maintained by the Computational Biology Center at Memorial Sloan Kettering Cancer Center and provides visualization, analysis and downloading of large scale cancer genomics data sets. The clinical and treatment related data about patients was obtained from TCGA and the data pertaining to mRNA expression, CNV and methylation status of those patients was obtained from cBioPortal. The mRNA expression levels and CNV data was collected for a specific set of genes which have been observed to play a role in classifying GBM patients into 4 genomic subtypes namely classical, mesenchymal, proneural and neural [24] . The methylation status of the promoter region of MGMT gene was also used for our analysis since it has been observed to have an influence on the survival period of the GBM patients [8] .
METHODS
This section gives an overview of the approach used for representing the data and the predictive modeling pipeline developed to predict the survival duration of patients.
Data Representation
For our study we use data about 300 patients extracted from TCGA spanning over a period of 2 years. The clinical domain includes demographic information about the patient along with some basic clinical features, e.g Karnofsky performance score, histological type, survival duration, prior glioma information and most importantly the vital status of the patient (Living / Dead). Many groups have performed high dimensional profiling studies examining copy number variation (CNV) [3, 20] and gene expression profiling studies which have identified gene signatures associated with EGFR overexpression, clinical features and survival [5, 11, 13, 14, 15, 17, 21, 23] . TCGA Research Network has been established to comprehensively identify genomic abnormalities driving tumorigenesis and had made available a detailed view of genomic changes in a large GBM cohort of 576 patients. From these 91 patients were used and 601 genes were analyzed to describe the mutational spectrum of GBM, confirming previously reported TP53 and RB1 mutations and identifying GBM-associated mutations in such genes as PIK3R1, NF1, and ERBB2. CNV and mutation data on TP53, RB and receptor tyrosine kinase pathways showed that majority of GBM tumors have abnormalities in all of these pathways suggesting that this is a core requirement for GBM pathogenesis [24] In addition to the data from the clinical and genomic domain, we also analyze drugs prescribed along with their dosage, therapy type, radiation type, radiation dosage, and start and end dates for the treatment. We model this data as a graph where nodes are of two types: 'patient node' & 'treatment type node' and edges are also of two types: 'prescription edge' & 'sequence edge'. A graph offers a much richer picture of a network, and relationships of several types. Since the data model has a path-oriented nature, the majority of path-based graph database operations are highly aligned with the way in which the data is laid out hence increasing the efficiency [19] . Figure 1 shows the current representation of the data as a graph. The figure shows a graph consisting of two patients just for illustrative purposes. In the graph patient nodes have properties such as 'patient id', 'age', etc. Drugs and radiation prescribed are represented as treatment type nodes with properties such as 'drug name' and 'radiation type' respectively. The 'prescription edge' signifies the prescription of treatment with properties such as 'start date of prescription', 'end date of prescription', 'dosage', etc. The 'sequence edge' signifies the sequence in which drugs or radiation were prescribed. E.g., The edge labeled 'Prescribed' between the patient node with 'id = Patient 1' and the drug node with 'drugName = Drug A' signifies that 'Patient 1' was prescribed 200 mg/day of 'Drug A' on 05/21/2007 till 06/22/2007. The other type of edge labeled 'Followed by' would always be between two drugs or two types of radiation or between a radiation type and a drug signifying the sequence of the prescription. E.g., the 'Followed by' edge between source node 'Drug A' and target node 'Drug B' with properties 'patient' and 'overlap' signifies that for 'Patient 1', Drug A was followed by Drug B and there was an overlap of 24 days. The graph shown in the above figure is based on the data available for GBM patients. The structure of the graph would be enhanced for diseases, which have extensive treatment guidelines yielding more parameters and potential complications to consider.
Predictive Modeling Pipeline
We give an overview of the predictive modeling pipeline which consists of 4 modules namely 'Data Standardization and Cleaning' , 'Sequential Pattern Mining', 'Feature Construction' and 'Prediction and Evaluation'.
Data Standardization and Cleaning
Data standardization is one of the most important and time consuming steps when building predictive models. Every hospital contributing data to TCGA uses a different format to store data and in some cases a different nomenclature for some data elements. Missing data is another common issue found in data sets and needs to be taken care of if data is missing for some of the data elements instrumental for our analysis. The data standardization module identifies these different data formats, missing values and creates a standardized clean data set for further analysis. Some of the examples of data standardization and missing value imputation are given below:-1. Each drug has a start date and an end date which is crucial for extracting the information about the sequence of drug prescriptions. We imputed the missing start or end dates by calculating the mean duration of the prescription of that particular drug. If both the dates were missing then we removed that data point completely.
2. Some of the data elements such as 'gender' and 'drug name' were standardized since the data from multiple institutions had different nomenclatures 3. Living patients who had their last visit date within 365 days of their diagnosis were filtered out for this study since it was not possible to determine their survival period.
Sequential Pattern Mining
For our study we use the concept of sequential pattern mining to extract patterns from the treatment data to give two types of information: first, the sequence of drugs/radiation prescribed and second, their time of prescription. These two blocks of information are clubbed for each patient and used for further analysis.
A treatment pattern may consist of a combination of multiple drugs or radiation or both prescribed in a particular sequence. To mine such treatment patterns we use an approach motivated by GSP & SPADE algorithms. In our approach we define a concept of 'N-path itemsets' which consists of sequence of 'N+1' treatment instances consisting of 'N' edges. E.g Drug A -> Drug B -> Radiation D is a 2-path itemset from the graph model discussed previously, consisting of 2 drugs and one type of radiation therapy (represented as nodes) one immediately following the other which is not a hard restriction in any of the existing algorithms. Since a treatment plan for a patient may consist of a drug being prescribed more than once we added an event identifier along with each drug node. The event ID also We extract path sequences of length N from the data graph and consider the ones prescribed to a significant number of patients for further analysis. This is followed by forming N+1 path sequences increasing the length by one edge at a time and joining on only the event ids. The pseudo-code in Algorithm 1 explains how our algorithm works. The algorithm terminates when no more significant combinations can be formed. for all sequence s ∈ S do 8:
for all sequence s' ∈ S -s do 9:
A ← first N treatment events of s' 10:
B ← last N treatment events of s 11:
if A = B then 12:
add N+1 th sequence to N+1 path pool
13:
if size of N+1 th path pool = 0 then 14: STOP N ++; 15: getPaths();
Feature Construction
Our goal is to transform the data into a feature matrix with a feature vector per patient and a target variable that represents the targeted outcome of treatment. The clinical and the genomic datasets consists of both numeric and categorical data types. To standardize the data set and avoid creating a bias we converted our dataset into a binary feature matrix. This was achieved by using the categorical data values as features in the feature vector and creating bins for numeric features such as Age, KPS scores, mRNA expression z-scores, etc. E.g Age (in years) which was a numeric value was represented as 4 bins 'Age < 25' , '25 < Age < 50', '50 < Age < 75' and 'Age > 75' which were treated as features.
In addition to these features we add the significant sequence patterns, which were obtained in sequential mining module in the feature vector. Each significant treatment pattern is treated as a feature. A value of 1 is assigned to this feature for patients who exactly received that treatment and for others it is set to 0. The target variable in our study is constructed based on the patient's survival period. There are two data elements in the data set namely 'days to death' and 'days to last follow up'. The former refers to the number of days between the date of diagnosis and the death of the patient and the latter refers to the number of days between the date of diagnosis and the date of the last follow up with the clinician. For deceased patients we use the 'days to death' as an indicator of the survival period. Deceased patients who survived for more than a year are assigned a target variable of '1' and those who survived for less than a year are assigned '0'. For living patients, if the 'days to last follow up' is greater than a year then we assign them a target variable of '1', otherwise we discard that patient since we cannot positively conclude anything about the survival period.
Prediction and Evaluation
Our goal in this study is to analyze the clinical and genomic characteristics along with the treatment prescribed within the first year of diagnosis and predict the survival period of patients. The usual cross-validation techniques iteratively partitions the data into a training set and a test set multiple times and evaluates the classifier but in our case we cannot follow this approach since the sequential patterns which act as features are extracted only from the training set because ideally we don't know anything about the treatment given to the test patients. The prediction module performs a 10-fold cross-validation by randomly creating a training set and test set followed by extraction of treatment patterns from each training set separately for every fold. A classifier such as Logistic Regression with a dot kernel is trained based on the clinical, genomic features along with the resulting treatment patterns before applying the model on the test set. This process is repeated for every fold. We use a greedy forward selection to pick predictive features and the prediction performance evaluated by c-statistic and accuracy is measured on these selected features. We rank the predictive features based on the number of folds in which they were selected by the greedy algorithm and their frequency of occurrence in each fold.
RESULTS
The data used in this study is extracted from TCGA and consists of approximately 300 patients. We classify the data into two classes based on survival period, which are i) patients surviving less than a year and ii) patients surviving more than a year. The survival period for deceased patients can be calculated from the number of days before death, which is the number of days a patient survived since the day he was diagnosed till his death. From the pool of living patients we add those patients to the 'survival greater than a year' category if their last follow up was after a year of them being diagnosed. For our study we have three domains of features which are 'Clinical' , 'Genomic' and 'Treatment'. Before feeding the data into the predictive modeling module, we perform forward feature selection to pick only significant features for the experiment. In Table 1 , we report the performance of various models with features from individual domains followed by models with a combination of the domains to analyze the predictive power of the same.
By analyzing the different combination of models in our experiment, we observe that among the single domain models the best performance is obtained when only the genomic features are considered. Inclusion of more features increases the prediction accuracy as well as the c-statistic as is evident from Table 1 . Among the multiple domain models the best performance is achieved when clinical, genomic and treatment features are analyzed together. Since we use 10 fold cross validation for evaluating our models, predictive features are selected for every fold. We rank these features for each domain based on the number of folds they are picked in (shown in Table 2 ). The treatment features shown in the table are in the form of treatment events, which consist of the drug/radiation type appended with the event number in the treatment. The arrow in the treatment patterns indicates the sequence in which the drugs were prescribed. In addition to the P-values showing statistical significance, we also report the nature of the influence, each feature has on the survival period.
Analysis
It has been observed based on the results we report, that patients survive for less than a year if the mRNA expression of the GABRA1 gene is between -1 and -1.5 and survive longer than a year if mRNA expression levels are between -1 and 1. Higher GABRA1 gene expression is associated with 'Neural' subtype of GBM and according to medical experts, patients in this category usually have longer survival periods. Hemizygous deletion of GABRA1 gene has also been observed to have a positive influence on survival. Among the clinical features, it has been observed that older patients especially the ones above the age of 75 have lesser chance of surviving for more than a year. Most importantly our study also discovered treatment patterns, which have had both positive and negative affects on the survival period. Standard first line of treatment for GBM patients consists of chemotherapy with Temodar cou- pled with radiation therapy [6] . It was observed that if treatment consists of prescribing radiation therapy using external beam or CCNU by itself as second in the treatment then the patients did not survive for more than a year. This can be explained by the fact that Radiation therapy is usually coupled with Temodar and CCNU is usually not introduced so early in the treatment. A positive influence on survival was observed with Procarbazine when prescribed second in the treatment.
CONCLUSIONS
In this paper we discuss a pipeline performing data standardization, mining sequential treatment patterns and constructing features for predicting patients surviving for longer periods. We account for patients who are already dead or have survived over a year and discard the ones in treatment for less than one year because of unpredictable outcome. The data standardization module uses averaging and association rule mining based approaches to standardize the data elements since different terminologies and nomenclatures were used to depict similar data elements. In the sequential mining module, we combine the GSP and the SPADE algorithms and tailor the approach to account for the order of administration of a drug within the treatment. The treatment patterns resulting from our approach comprise sequences of drugs, one immediately following the other. Logistic regression is used as a classifier to predict the patients who survive for longer than a year and forward feature selection is the method of choice to select predictive and significant features. Among the genomic features the mRNA expression levels and copy number variation of GABRA1 gene seem to be predictive of survival. The patient's age is the only clinical feature, which was selected by our model. Amongst the treatment patterns, prescription of radiation therapy, CCNU and Procarbazine followed by stoppage of treatment seemed to influence survival. This study is a preliminary step in providing extensive treatment guidance to oncologists / neurosurgeons about the efficacy of certain orderings of drugs and radiation therapies as part of a treatment plan. Currently the treatment patterns consist of the drug names and their event of prescription. In the future we would like to enhance this model by adding constraints such as gap between prescription of drugs, overlapping therapies, filtering clinically insignificant patterns at an early stage, etc.
