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"The Sciences do no try to explain, 
they hardly even try to interpret, 
they mainly make models. By a 'model' 
is meant a mathematical construct, which, 
with the addition of certain verbal 
interpretations, describes observed 
phenomena. The justification of such a 
mathematical construct is solely and 
precisely that it is expected to work". 
- John von Neumann 
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Ph.D. Thesis 1994 Gavin Crow (B.Sc.) 
Two properties of holes in InGaAs quantum wells have been investigated and 
are reported in the thesis - their in-plane mobi l i ty at low electric fields, and their 
capture by a potential well. 
Monte Carlo simulations of hole transport in InGaAs-AlGaAs quantum wells of 
different widths and alloy compositions have been carried out at 77 K , and for field 
strengths less than 10 5 V m - 1 . Valence bandstructure has been generated using a 
k . p method in the infini te well approximation, which accounts for mix ing between 
heavy and light hole states. Al though less accurate than more detailed k . p 
calculations which include mixing w i t h the conduction, spin spl i t -off and remote 
bands, i t provides an adequate description of states lying close to the valence band 
edge, simplifies the calculation of scattering rates and is computationally efficient. 
The effects of alloy, impur i ty and phonon scattering have been included. A study 
of hole transport in 90 A I n z G a i _ x A s wells (0.10 < x < 0.25) predicted that the 
hole mobi l i ty should increase w i t h i nd ium concentration, since the reduction in 
the effective mass of the highest H H 1 subband more than compensates for the 
greater alloy scattering rate. A n analysis of wells w i t h 18% ind ium content and 
widths in the range 50-150 A indicated a general increase in the hole mobi l i ty 
w i t h well w i d t h but w i t h a local m i n i m u m around 120 A due to intersubband 
scattering f r o m the H H l subband to the heavier HH2 subband. 
A model for the 'quantum' capture of holes into a square well potential is de-
veloped in part two of the thesis. This involves the calculation of t ransi t ion rates 
f r o m unbound barrier states above the cont inuum edge to quasi-two dimensional 
bound states that f o r m the quantum well subbands. The physical mechanisms 
and rates for the quantum capture of holes into a 30 A Ino.7Gao.3As-InGaAsP 
quantum well (suitable for use in lasers operating at 1.55 ^ m ) are discussed. I n 
part icular, the role of polar and non-polar optical phonon scattering, acoustic 
phonon and alloy scattering are considered. 
Bound and unbound states have been calculated using an eight band k . p band-
structure model which describes mix ing between the heavy and light hole, spin 
spl i t -off and conduction bands. The quantum well has three subbands which 
derive f r o m the H H l , HH2 and L H l zone centre states. By treat ing quantum 
capture in a similar way to a barrier transmission problem, the hole capture 
rate into the well can be expressed in terms of the incident particle f lux density. 
Such local informat ion can be readily incorporated into classical device models, 
for example those based on Monte Carlo simulation. Heavy and light holes of 
a part icular energy and momentum (both transverse and parallel to the plane 
of the quantum well) are represented by their appropriate barrier plane wave 
states. The f rac t ion of the incident amplitude which is t ransmit ted into the well 
region oscillates as a funct ion of the wavevector normal to the wel l , and capture 
is induced by a scattering process, due to phonons or alloy disorder for example. 
The transi t ion rate is determined by the ma t r ix element between the t ransmit-
ted wave and the final bound state, hence the capture probabi l i ty varies as a 
func t ion of the in-plane wavevector and energy of the unbound state. Peaks in 
the capture probabil i ty are associated w i t h transmission resonances into the well 
(v i r tua l bound states), but subband mix ing is also found to be an important 
influence. 
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C h a p t e r 1 
I n t r o d u c t i o n 
The properties of semiconductor crystals are changed when strained. I n partic-
ular, the application of a uniaxial stress to a semiconductor deforms the lattice 
and changes the overlap between neighbouring atomic orbitals. As a result, the 
energy bands are modified and a prominent effect in the valence band is the 
removal of the degeneracy between the heavy and light hole bands at the band 
edge. Advances in epitaxial growth techniques have made i t possible to repro-
duce novel strain effects in semiconductor microstructures wi thou t the need to 
apply stress externally. 
I n principle, the introduct ion of strain into a quantum well or superlattice is 
s t ra ightforward and can be achieved by growing an epilayer of one material onto a 
substrate of lesser (greater) lattice constant. For a th in epilayer ( ~ 100 A th ick) , 
the lattice spacing parallel to the layer plane deforms to that of the substrate, 
placing the layer under biaxial compression (tension) w i t h i n its plane. The use 
of semiconductor alloys allows the fabricat ion of structures w i t h a continuous 
range of strains. However, difficulties can arise during the growth process, or 
subsequently, since the strained layers may relax, creating networks of disloca-
tions. Generally there is a max imum layer thickness tha t can be grown wi thou t 
fo rming dislocations, which depends cri t ical ly upon the to ta l s t ra in energy w i t h i n 
the epilayer. 
A semiconductor crystal can be described by a set of Cartesian axes. Due to 
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the elasticity of the material , a biaxial compression of the crystal in the x — y 
plane results in a relaxation of the lattice along the z axis. The chief effect of 
this biaxial compression is a reduction in the effective mass of heavy holes w i t h i n 
the x — y plane, but the heavy hole band remains heavy along the z direction. 
This property extends to holes which are bound w i t h i n a compressive strained 
quantum well ( w i t h the strain field i n the x — y plane, growth direction defined 
by the z axis). The effective mass associated w i t h the highest valence subband is 
light compared to an equivalent unstrained system, enhancing the hole mobi l i ty 
and offering the prospect of faster two-dimensional hole transport . 
I n the device context, the increased hole mobi l i ty suggests the possibility of fab-
ricat ing faster p-channel field effect transistors by adopting compressive strained 
InGaAs-AlGaAs quantum wells instead of bulk GaAs or unstrained GaAs-AlGaAs 
wells (although the carrier velocity at high fields is generally more important in 
this respect). By introducing ind ium into the well , two factors give rise to a 
reduced in-plane effective mass for holes. Firs t , InAs has a greater lattice con-
stant than GaAs and therefore so has the InGaAs alloy. As a consequence there 
is compressive s train in the well , and the heavy hole effective mass is reduced 
as described above. Second, InAs has a lower heavy hole effective mass than 
GaAs. Therefore, the addi t ion of ind ium to GaAs produces an alloy w i t h a lower 
heavy hole mass than GaAs. Another consequence of the lighter mass is that the 
density of states at the highest valence subband edge is reduced. Semiconduc-
tor lasers incorporating compressive strained quantum wells have an advantage 
over those w i t h unstrained wells, since populat ion inversion may be achieved at 
smaller current densities. 
2 
The f irs t part of the thesis concentrates on hole transport , and in part icular 
the study of InGaAs-AlGaAs quantum wells of different geometries and ind ium 
content. I t might be expected that on the basis of the arguments discussed 
above tha t increased ind ium in the well w i l l give rise to an increase i n the hole 
mobi l i ty . However, the inclusion of i nd ium introduces alloy scattering which acts 
to reduce the hole mobil i ty . Al loy scattering is a consequence of the difference 
between the electronic potentials of the ind ium and gal l ium atoms, which are 
randomly distr ibuted on the group I I I sublattice sites. Monte Carlo simulations 
of hole transport for a range of quantum wells have been used to provide some 
insight into the competing factors which determine the average hole mobi l i ty . 
In any study of the properties of the valence subbands of a quantum well , i t 
is necessary to use a realistic bandstructure model which includes interactions 
between the bands. For this purpose, all valence subband dispersions are deter-
mined using a k .p method which accounts for mix ing between states derived f r o m 
the heavy and light hole bands. Furthermore, the inf ini te well approximation has 
been applied, which simplifies calculation and increases the computat ional eff i-
ciency, although at the expense of physical accuracy. This model is described in 
chapter 2. The effects of compressive and tensile strain upon the valence sub-
bands of a quantum well are discussed, and a comparison is made between the 
subband mix ing profiles of unstrained, compressive and tensile strained quan-
t u m wells. I n chapter 3, the bandstucture solver is applied to the calculation of 
the intra- and inter- subband scattering rates of holes i n InGaAs-AlGaAs wells 
w i t h i n d i u m contents in the range 10-25 %, and well widths 50-150 A. The effects 
of alloy, remote impur i ty , acoustic and optical phonon scattering are included. 
Results f r o m chapter 3 are incorporated into single particle Monte Carlo simu-
lations of hole transport w i t h i n a quantum well , and the significant features are 
discussed in chapter 4. 
The second part of the thesis reports efforts to devise a model for the t rapping 
of holes into a quantum well. Tha t is, the t ransi t ion of holes f r o m unbound states 
in the continuum, to the quasi-two dimensional states on the quantum well sub-
bands. I t is believed that the carrier capture times (of picosecond magnitude) 
are detr imental to the modulat ion bandwidth of long wavelength (1.55 fj,m) semi-
conductor quantum well lasers, in addit ion to the effects associated w i t h carrier 
diffusion across the optical confinement region. To ensure a good optical response 
to high frequency modulat ion currents, the op t imum design for a quantum well is 
that which enables carriers to be trapped efficiently, but also emits at the desired 
wavelength and achieves good optical confinement. 
Again the k . p method is used, but this t ime in the finite square well approxi-
mat ion, and including the effects of mixing w i t h the conduction and spin spl i t -off 
bands in addit ion to that between the heavy and light hole bands. The model 
is described in chapter 5 and is applied to capture into a 30 A Ino.7Gao.3As-
Ino.75Gao.25Aso.55Po.45 quantum well, as might be used in a 1.55 /xm quantum 
well laser. Rates for capture by acoustic phonon, optical phonon (emission and 
absorption) and alloy scattering are determined f r o m Fermi's Golden Rule, and 
the microscopic details of the various capture processes are described. The rates 
are rewri t ten i n terms of the particle flux associated w i t h the unbound carriers 
incident upon the well . In this way, the capture probabi l i ty for a hole of given en-
4 
ergy and momentum into the well can be determined for each of the mechanisms 
listed above. I n chapter 6, alloy and phonon scattering rates are determined for 
holes which have become trapped by the well . These calculations are necessary 
for a study of carrier thermalisation between the subbands of the quantum well , 
for example using Monte Carlo simulation techniques. Such simulations are not 
discussed in the thesis, but the scattering rates can reveal likely paths and mech-
anisms for carrier cooling in the well . The work described in chapters 5 and 6 is 
intended as the first part of a larger study of transport w i t h i n a semiconductor 
quantum well laser, and i t is expected that the data w i l l eventually be included 
in an ensemble Monte Carlo simulation of this device. 
Finally, conclusions drawn f r o m this work are presented in chapter 7 and sug-
gestions are made for the course of fur ther calculations. 
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PART ONE 
The Parallel Transport Of Holes 
I n Quantum Wells 
C h a p t e r 2 
Va l ence B a n d s t r u c t u r e O f S t r a i n e d 
i n - V Q u a n t u m W e l l s 
2.1 I n t r o d u c t i o n 
B o t h the electronic and optical properties of a crystal are changed once i t is 
strained. Biaxia l strain can be incorporated into a semiconductor quantum well 
by growing an epilayer of one material between barriers of a wider band-gap 
material w i t h a different lattice constant. I f the well layer is sufficiently t h i n , 
the lattice spacing parallel to the layer plane distorts to tha t of the barrier ma-
ter ia l , creating a un i fo rm strain field across the well plane. The lattice constant 
perpendicular to the well plane w i l l be different to that for the barrier, due to 
the elasticity of the well material . The quantum well is said to be pseudomor-
phically strained. I f the lattice constant of the unstrained well material is less 
than that for the barriers, then the well is under biaxial tension. The well is said 
to be under biaxial compression when the lattice constant of the unstrained well 
material is greater than that for the barriers. 
Biaxia l strain provides an extra means of influencing the bandstructure of a 
quantum well , in addit ion to changes brought about by variat ion of the well 
w i d t h . The lattice mismatch and therefore the biaxial s train is determined by 
the composition of the well and barriers. Continuous variat ion of the strain is 
possible w i t h the use of alloys. 
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Biaxial tension in a quantum well causes a reduction of the direct band gap and 
an increase i n the density of states at the valence band max imum. This effect 
is used to advantage in tensile strained InAsSb-InSb quantum wells for sensitive 
far- infrared detectors [ l ] . 
For a quantum well under biaxial compression, the topmost valence subband 
becomes light-hole-like in the plane of the well. Consequently bo th the in-plane 
hole mass and the density of states are reduced. Compressive strained wells 
therefore offer the possibility of low threshold current lasers, and the prospect of 
faster carrier transport than in similar unstrained systems. 
One a im of this thesis is to report investigations of the mobi l i ty of holes at 
low in-plane electric fields ( ~ 10 s V m " 1 ) in InGaAs-AlGaAs quantum wells, as 
a func t ion of well w i d t h and ind ium content. I n order to do this , details of the 
quantum well bandstructure and also the intra- and inter- subband scattering 
rates are needed. A n appropriate method for calculating the valence subbands 
of this and related type I quantum wells is discussed in this chapter. 
As well as having highly accurate methods of calculating quantum well band-
structure i t is helpful to have a compact bandstructure solver which gives a 
simple, approximate description of the bands f r o m a small amount of input data. 
This can then be easily incorporated in transport calculations and used to pick 
out physical trends as the well parameters are varied. For this purpose states 
near the valence band edge have been calculated using a four band k . p model 
in which holes are defined in terms of the heavy and light hole bands. This 
method requires jus t three parameters related to the bulk effective masses for 
the heavy and light hole bands, and the strain energy due to the lattice mis-
match between the well and substrate. Furthermore, the boundary conditions to 
the problem have been simplified by assuming that the wells are infinite; hence 
effective masses are only needed for the well material. Although this means the 
model is less accurate than finite well k.p models which include more bands, it 
would be expected to give a satisfactory description of the valence subbands for 
wide band-gap systems with a significant valence band offset - in particular the 
InGaAs-AlGaAs system. In the following section a brief introduction is given 
to the k.p method, and it is shown how this is implemented for solving for the 
heavy and light hole bands of unstrained bulk material. It is then shown how 
this bulk bandstructure can be applied to the solution of bound states in a quan-
tum well. The model is modified in section 2.3, to include the effect of biaxial 
strain in the well. Section 2.4 gives both quantitative and qualitative discussion 
of some generated quantum well bandstructure, the mixing that occurs between 
the valence subbands and also the effect of biaxial compression and tension upon 
the quantum well bound states. 
2.2 C a l c u l a t i o n of the valence b a n d s t r u c t u r e 
2.2a T h e k.p m e t h o d a n d bulk b a n d s t r u c t u r e 
The k.p method is an efficient technique for calculating bandstructure close 
to the Brillouin zone centre ( r point). This was first applied to the solution of 
energy bands in semiconductor materials by Luttinger, Kohn [2, 3, 4], Kane [5, 
6, 7], and Dresselhaus et al [8] during the 1950's. Here, the method is introduced 
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by considering the motion of a single electron through the periodic potential 
of a bulk crystal lattice. For the moment the spin-orbit interaction is ignored, 
to simplify the problem. An eigenstate in the bulk material with wavevector 
k — (kx > ky j and occupying band n is described by the Schrodinger equation 
p is the momentum operator, V^r) the crystal potential and mo the free electron 
mass. According to Bloch's theorem, the one-electron wavefunctions \& r e k (r) must 
be of the form 
^ k ( r ) = u r e k ( r ) e , k r (2.2) 
where the Bloch function u n k ( r ) has the symmetry of the primitive unit cell. 
Writing p = —ihV in equation 2.1, unk(r) is a solution of 
- ^ - ( p 2 + 2/ik.p + fc2k2)uBk(r) = {Env - 7 ( r ) ) u B k ( r ) . (2.3) 
At the zone centre (k=0), 
(2^0" + F W ) " n o ( r ) = ff°tt»°W = EnQunQ{r) (2.4) 
where uno is the zone centre Bloch function for band n; Eno is the energy of the 
band edge. If it is assumed that uno, Eno are known for all bands of the bulk 
material then, by treating the terms ^ k . p and 2 ^ k 2 3 5 a perturbation, the 
energy levels Enk and eigenstates ^ f n 1 t at small k can be determined. To second 
order in k, and to zeroth order in the Bloch functions (unk ~ u„o), the energy 
eigenvalue of band n is given as: 
F _ F , t 2 * 2 , n V I <w,o | k . P 1 »,o> j 2 
Env - En0 + —— + 3 2 . F w t 2 - 5 ) 
zm0 rag £jno — rjio 
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where the last term includes the momentum matrix elements between Bloch state 
unQ and all other states u to. The last term of equation 2.5 implies that, in general, 
the greater the energy separation of the bands i and n, the smaller the interaction 
between them. The set of Bloch functions over which it is chosen to expand 
the bulk eigenfunctions is reduced where possible, so that only the dominant 
interactions with neighbouring bands are included. The Bloch functions can 
be derived from the atomic states of the individual atoms which make up the 
crystal. For example, the conduction band edge is formed from atomic s orbitals, 
and the uppermost valence states are derived from p orbitals. Higher states 
in the conduction band are formed from atomic d states. The chosen set of 
suitable Bloch functions can be considered to define a vector space, hence the 
wavefunction for a particular bulk eigenstate is described by a vector \I>, whose 
components define the quantity of each Bloch state in that solution. The energy 
bands and eigenfunctions in bulk material are then defined by the matrix equation 
= (2.6) 
where the Hamiltonian matrix H has the dimensions of the set of basis Bloch 
functions. The rows of the matrix H are the separate terms for the k.p interac-
tions between the bands in equation 2.5. 
In the absence of the spin-orbit interaction, the p states would be sixfold de-
generate at the valence band edge for unstrained bulk material ( p x , py, pz and 
spin-up and spin-down states per orbital). The spin-orbit splitting for GaAs and 
related I I I - V compounds is typically > 0.3 eV, and the valence bands are split 
into states with J = | and J = | ( J = total angular momentum quantum number). 
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There is a fourfold degeneracy between the heavy (| | , ± | ) ) and light (| | , ± - | ) ) 
hole bands, and the | | , ± | ) states form the spin split-off band. For this calcu-
lation of valence bandstructure the approach of Broido and Sham [9] has been 
adopted, in which holes are described in terms of the J = | states, alone. Interac-
tions with the conduction, spin split-off and remote bands have not been ignored 
but are absorbed into the k.p matrix elements connecting the heavy and light 
hole states. The J = | Bloch functions can be represented in bra-ket notation, 
and are listed in table 2.1 below. [ X , F , Z represent the px, py, pz orbitals, and 
| , I spin-up and spin-down respectively ]. 
T a b l e 2.1 Basis Bloch functions used in the four band k .p model. 
I J, ™j) p orbital representation j 
Mi 1 2> 1' - ^ K ^ + ' Y ) t) 
u 2 1 2 ' 2' ^ l ( A - - t y ) T> + v I U I ) 
1 2*2 / - J e \ ( X + i Y ) i ) + V l l ^ t > 
u4 1
 3 3 \ 1 2> 2/ 
In this basis, the Luttinger-Kohn Hamiltonian matrix describing mixing be-
tween the heavy and light hole bands is [10]: 
3 I \ 
2 ' 2' 
H = 
3 3 \ 
2 ' 2 / 
3 _ 1 \ 
2> 11 
3 I \ 
2 ' 1' 
3 _ 3 \ 
2' 2/ 
I 3 3 \ I 3 _ 1 \ 
I 2 ' 2' I 2' 2' 
[P + Q) R -S 
{ P - Q ) 0 
- 5 t 0 ( P - Q ) 
0 5t i?t 
l 2 — 3.\ 
I 2' I' 
\ 
0 
s 
R 
(P + Q)J 
l i 
with 
P = 
h 
2mn 
HL(k\ + kl + kl) 
R = ( 2 ^ ) ~ k y ) ~ 2 ^ ^ L k x k y ) 
7iL> I2L1 IZL are the Luttinger parameters [3, 4]. Expressions for these are 
derived from the k.p matrix elements between the zone centre Bloch states, 
including those with the conduction and spin split-off bands. Eppenga et al [11] 
have shown that the Luttinger parameters can be related to the bulk effective 
masses for the heavy and light hole bands in the (001) and (111) directions: 
An important simplification of the problem can be made by carrying out a 
unitary transformation of the basis and Hamiltonian [12, 13]. The purpose of 
this is to reduce the problem to one in which eigenstates are described by just two 
1 
+ 7 l L 
m M ( 0 0 1 ) mlh{Q0l) 
1 
12L 
mlh(001) mhh(001) 
1 
13L 7 l L 
mhh{\\\) 
72L + 73L 
7 L 
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Bloch components, one heavy and one light hole part. The appropriate operation 
for the basis set u is 
v = Uu. (2.8) 
According to Ahn and Chuang [10], the unitary matrix U takes the general form 
U = 
fa* 0 0 - a \ 
0 - p 0 
0 (3* 0 
W 0 0 a j 
where 
1 H 4 2 J, 8 a 
V 5 ' 
tan<^ = <^  has been set equal to -|. The modified basis v is listed in the 
following table. 
Table 2.2 The set of modified basis Bloch functions. 
band | j, rrij) representation 
Vi heavy hole " l i , ! > - « * i ! , - i > 
v2 light hole 
vz light hole 
v4 heavy hole a 1 S 3 \ , * | 3 _ 3 \ u 1 2 ' 2 ' T 1 2 ' 2' 
In table 2.2, the Bloch functions appear as spin-degenerate pairs, that is the 
heavy hole states vi, V4 are both linear combinations of the spin-configurations 
m, = ± | and the light hole functions v%, V3 are combinations of mj = ±\. The 
transformation for the Hamiltonian is 
H' = UHU^. 
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(2.9) 
The elements of U have been chosen so that the k.p Hamiltonian is block-
diagonalised: 
H' 
((P+_Q) R 0 0 "\ 
i?t { P - Q ) 0 0^  
o o {P_^_Q) R 
0 0 # t (P + Q) J 
(2.10) 
R=\R\- i\S\ therefore 
In the range of small k, the bands in I I I - V materials are close to isotropic in 
the kx — k y plane [14, 15]. It is therefore reasonable to take an average over the 
directional dependence of the bandstructure in this plane and set ^ 2 L ~ IZL = 1L-
Under this axial approximation R reduces to 
— J {^Lk\ - 2 i l 3 L k z k { l ) . 
Now all eigenstates in the bulk are described by three variables (E, fcy, k z ) instead 
of the original four (E, k x , k y , k z ) . At this point it is useful to explain the 
significance that these variables will have in the description of the quantum well 
eigenstates. In the following paragraph, it will be shown that for given energy E 
and in-plane wavevector fty in the bulk, only a discrete set of wave components 
kz propagate through the material and satisfy the Schrodinger equation (2.6). 
Once holes are confined in the z direction by forming the quantum well, the aim 
is to construct the envelope functions describing the quantum well eigenstates 
as linear combinations of the allowed plane wave components kz for given E and 
fcy. By varying E and fcy, and first solving for the values of k z , the quantum 
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well eigenstates can be determined by finding suitable linear combinations of the 
terms e l k z , z which satisfy the set of boundary conditions defining the well. 
Transforming H into H', the Schrodinger equation (2.6) is split into two inde-
pendent matrix equations: 
H?x2Vu = EVU, (2.11a) 
H2x2^L = E ^ L - (2.11b) 
V u and W L are defined by the coefficients of Bloch functions v\, v 2 and v 3 , u 4 
respectively, for a given bulk solution (E, fcy, k z ) . Rearrangement of equations 
2.11a and 2.11b yields the secular determinants: 
1 4 - % H ° J , / = l , 2 , (2.12a) 
| H f j t - E6Sj, | = 0 j,j' = 3,4. (2.12b) 
When values are assigned to E, /cy in equations 2.12, it is possible to solve for 
the wavevector components k z . Equations 2.12a and 2.12b produce the same 
eigenvalues, hence identical bandstructure. All bands are therefore doubly de-
generate. This is the Kramer's degeneracy, and is restricted to crystals which 
possess inversion symmetry (see for example the description by Kittel [16]). The 
inversion asymmetry is small for I I I - V materials and is therefore neglected [6], 
so degenerate bands are expected. Equations 2.12 are quartic in k2, so there are 
always four solutions, corresponding to states on the heavy and light hole bands. 
kz values are therefore indexed kZ{ (i — 1..4). 
Each bulk wavefunction labelled by (E, fcy, kZi (i=1..4)) and derived from the 
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upper block Hamiltonian may be written as 
= £ F i j v j ( r ) ^ \ \ ^ H - ' ) . (2.13a) 
j=i 
That for H^x2 is 
* f h . «) = E FijVj{r)ei^\\"\\+k'i-'K (2.13b) 
Fiy is the coefficient of basis state vy(r) for wavevector These are found 
using: 
^ ( ^ ) = £ ( F « ) «' = 1 - 4 - ( 2 - 1 4 B ) 
ff^7, H f 1 are the upper and lower block Hamiltonians with all kz terms evaluated 
2.2b Q u a n t u m we l l b o u n d states 
Consider a single well, of width /, with the z axis in Cartesian coordinates 
defining the growth direction for the quantum well (hence the well lies in the 
(001) plane). By confining holes in the z direction, the valence bandstructure 
is no longer three dimensional in k space, and instead eigenstates form a set of 
subbands in fcy [kx — k y ) space. Since there is no spatial confinement in any 
direction within the plane of the quantum well, holes can be represented by a 
plane wavefront elkH "rH. 
Applying the envelope function approximation, the wavefunction of a bound 
state at (E, fcy) may be written as a linear combination of the heavy and light 
hole bulk states at (E, kp kZ{(i = 1..4)). There are two possible wavefunctions 
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at (E, &||) since the Hamiltonian has been split into two components; making the 
subbands doubly degenerate. For the upper block, the wavefunction for a hole 
at k» on subband n is: 
2 / 4 
j=i \i=i j j=i 
That for the lower block is: 
= E £ « f V * * * e'H-Uv^) = £ *f{z)e*\\-l\Vj.(T). (2.15b) 
y=3 \i=i J j=3 
a,y and af are the coefficients of the bulk solutions (E, hp k Z i ) for the upper 
and lower block quantum well bound states at (E, k^). $j(z) is the envelope 
modulating the lattice-periodic Bloch function vy(r). 
It was stated in the introduction that the quantum well can be approximated 
by an infinite square well potential, for systems such as GaAs-AlGaAs having a 
sufficiently large valence band offset. The wavefunctions must therefore vanish 
outside the well (| z |> | ) . Hence the boundary conditions are: 
4 2 
* U = E E o?F t-yt;y(r)^ kll- pll ± f c«.-3) = 0, (2.16a) 
t'=i j=i 
4 4 
#L = J2 E ^ i r .yM r ) e t ( k | l ' r | l ± ** i ' 5 ) = °- ( 2 - 1 6 b ) 
t= l j-3 
Multiplying each equation by Vj (r ) , integrating over a unit cell at the well bound-
ary and remembering that the Bloch functions are orthogonal to each other i.e. 
/ . «;,(r)«y(r)dr = 5yyi (2.17) 
J unit cell 
it follows that 
£ aYFije** * = 0 j = 1,2, (2.18a) 
t= i 
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£ a f * V - * M = 0 j = 1,2, 
i = i 
4 , 
J24Fijetkzi* =0 3 = 3 , 4 , 
i=i 
4 , 
= 0 J = 3 , 4 . 
t = l 
These can be collected into the matrix equations: 
( Fneik I *1 2 
ik i Fne " * ' i 2 
ikz l 
gifts, 
i 
"Z2 2 
F22erIK"2L2 
F z x t i k ^ 
FZ2eik* 
Fzle~ik i ""3 2 
FZ2e~ik^ 
F4ieik*<t? 
F42eIK^2 
F4\e l k z i i 
FA2e~ik*^ J 
f a " ) f 0 \ 
aU2 0 
ag 0 
U J 
l 
1 2 
FiZe~ikn2 
\Fue-ik*A 
F2Zeik*2? 
F24eik*2 2 
Fiz e 
Foie~ik 
~ikz2 2 
I 
2 2 
F 3 3 e* f c 2 3 2 
F 3 4 e l **3 3 
FZ4e~IK*3 2 
F 4 3 e l ' ^ 4 2 
F44eikz*% 
F4Ze~ikz^ 
F 4 4 e - i f c s 4 l 
Rewriting these equations in matrix notation, 
Muau = 0, MLaL 0. 
\ f 0 \ 
0 
0 
I "4 J W 
(2.18b) 
(2.18c) 
(2.18d) 
, (2.19a) 
(2.19b) 
It follows that the allowed eigenstates of the quantum well must therefore satisfy 
the condition | Mu |= 0, or | ML |= 0. The valence subbands are obtained by 
a simple search for zeros of each determinant across a range of [E, space. 
Both determinants produce the same bandstructure, as expected because of the 
double degeneracy of the states, as discussed previously. The are the 
coefficients of the upper and lower block bulk wavefunctions, evaluated at kZ{. It 
is straightforward to calculate these from the appropriate sets of four equations. 
Once these are known, they may be combined with the bulk coefficients F{j. In 
simpler notation, the upper and lower block wavefunctions are therefore: 
2 4 
* C / ( r | | ^ ) = E E 4 e i ( k | | , r | l + ^ - 2 ) ! j ' ) ' 
j=li=l 
(2.20a) 
18 
= E E « ^ 1 ( k " - r " + ^ - 2 ) I (2.20b) 
y=3t=i 
The envelope functions are generally asymmetric, but if required, (anti)symmetric 
pairs of envelopes of the original basis functions u can be obtained by taking sim-
ple linear combinations of these symmetric envelopes. 
2.3 T h e effect of s t ra in on the valence b a n d s t r u c t u r e 
For an epitaxial layer of lattice constant a e p , grown on the (001) planes of 
a substrate, lattice spacing asut, the biaxial strain across the interface plane 
between the layers is 
£„ = ( i S t Z f . ) . ( 2 . 2 1 a ) 
In the valence band, the strain energy f associated with the lattice mismatch is 
given by the product of the valence band deformation potential and the net axial 
strain [17]: 
? = - 6 ( c , - £ | | ) . (2.21b) 
Making the assumption that Poisson's ratio is | for GaAs (actual value 0.31 
[18]) and related materials, the strain component across the interface plane 
is matched by the distortion of the lattice unit cell along the z axis, e z, hence 
f = 26e||. The strain energy shifts the band energies; in particular it lifts the de-
generacy between the heavy and light hole bands for bulk material [19]. Including 
this strain splitting, the k.p Hamiltonian for the J = | basis is [20]: 
H1 
( ( P +_Q) + f R 0 0 ^ 
.Rt ( p _ Q ) _ ? o 0^  
o o [ P - Q ) - i R 
{ 0 0 J2t ( P + Q) + sJ 
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(2.22) 
Conduction bond 
Heavy-hole ight-hole 
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Split-off 
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Heavy-hole 
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b) BIAXIAL COMPRESSION 
Split-off 
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Conduction band 
Light-hole 
c) BIAXIAL TENSION 
Split-off 
F i g u r e 2.1. Simplified bulk bandstructure of a direct gap semiconductor material. 
0.0-
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F i g u r e 2.2. In-plane energy dispersions for the highest seven valence subbands 
of a 100 A GaAs-AlGaAs infinite quantum well. 
Values f > 0 correspond to compressive biaxial strain, and $ < 0 to biaxial 
tension. 
It was stated in section 2.1 that biaxial compression of the crystal lattice in 
the x — y plane gives rise to a highest valence band of reduced in-plane (kii) 
effective mass. This can be explained using the following simple picture. As a 
consequence of compression in the x — y plane, the unit cells of the lattice relax 
along the z axis. This makes the p orbitals more localised between neighbouring 
atoms on planes in the z direction, but increases the overlap between orbitals 
on neighbouring sites in the x — y plane and therefore the ease with which a 
hole can move between lattice sites in this plane; that is holes exhibit a reduced 
effective mass in this plane. With greater localisation of the p orbitals in the 
z direction, the holes suffer greater inertia for movement between sites in this 
direction, and their effective mass along the z axis is increased (figure 2.1b). 
Biaxial tension produces the converse effect, this time with greater localization 
of p orbitals between neighbours in the x — y plane, but greater overlap in the z 
direction (figure 2.1c) [21]. 
2.4 A n a l y s i s of some ca lcu lated b a n d s t r u c t u r e s 
Figure 2.2 shows the in-plane subband dispersions for an unstrained 100 A 
GaAs-AlGaAs quantum well of infinite depth calculated using the method de-
scribed in section 2.2. The data used to generate this and other bandstructure in 
this chapter are given in tables 2.3a, b. The bands are markedly non-parabolic 
and subbands are observed to both cross (e.g. the subbands marked L H l and 
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HH3 at ~ 0 .025A - 1 ) and anticross (e.g. H H l and HH2 at fey ~ 0.02A" 1; 
L H l and HH4 at k\\ ~ 0 .05A - 1 ) . These features are caused by the interaction 
between the states in the quantum well, the strength of which can be sufficient 
for some bands to exhibit an electron-like effective mass at the zone centre, such 
as the HH2 and HH3 subbands of figure 2.2. 
Tab le 2.3a Lattice constants OQ, valence band deformation potentials b 
and band effective masses used to generate figures 2.2, 2.4 and 2.6. 
( Lattice Temperature = 300 K ) 
Material a 0 ( A ) 6(eV) (001)/ x mhh ( m o ) 
(001)/ * 
m)h '{mo) ™hh ( m o ) 
tGaAs 5.653 -1.7 0.38 0.087 0.95 
AlAs 5.653 - - - -
•InAs 6.058 -1.8 0.41 0.027 0.917 
GaSb 6.095 -1.8 0.30 0.044 0.40 
AlSb 6.136 - - - -
Sources of data: f GaAs data [11], • InAs data [18] 
T a b l e 2.3b Luttinger parameters used to generate figure 2.2. 
llL llL 1ZL «||(%) f(meV) 
7.06 2.22 3.01 0.00 0.00 
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Table 2.3c Luttinger parameters and strain factors 
used to generate figures 2.4a..d. 
indium content x llL 12L 73L ? (meV) 
0.10 7.50 2.42 3.22 -0.70 24.2 
0.15 7.75 2.54 3.35 -1.07 36.6 
0.20 8.01 2.66 3.48 -1.42 48.8 
0.25 8.30 2.80 3.62 -1.77 61.0 
Table 2.3d Luttinger parameters and strain factors 
used to generate figures 2.6a..d. 
arsenic content y llL llL 1ZL ? (meV) 
0.00 13.03 4.84 5.27 0.68 -24.4 
0.05 12.48 4.60 5.07 1.04 -37.5 
0.10 12.00 4.36 4.89 1.41 -51.0 
0.15 11.51 4.15 4.72 1.78 -63.7 
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At the zone centre the off-diagonal terms of Hu and HL (equation 2.10) vanish, 
decoupling the heavy and light hole bands so that the quantum well eigenstates 
are purely heavy or light hole in character (that is, the z dependent envelope for 
all but one of the modified Bloch functions is zero). For the general case of a 
strained system these eigenstates lie at energies: 
£HHn(fc|| = 0) = ? - n2-^—^{llL - 2-y 2 L) (2.23a) 
h2 
8 m 0 / 2 
for heavy holes and 
h2 
ELm (*|| = 0) = -<r - ^ — ^ ( 7 l L + 2 l 2 L ) (2.23b) 
for light holes. / is the well width, n is an integer corresponding to the mode of 
the standing wave solution within the well (e.g. n = l represents the even parity 
ground state, n=2 the odd parity first excited state and so on). Subbands are 
therefore labelled H H l , L H l etc. according to the character of the zone centre 
state. In the infinite well model, the normalized zone centre envelopes of both 
heavy and light holes take the form 
c o s ( ^ ) even parity, n odd; 
s in ( 2 j ^ ) odd parity, n even. 
I t is clear from equations 2.23 that the separation of the HHn and LHn energy 
levels is a function of both the strain and well width whereas the HHn-HHm or 
LHn-LHm splitting is only well-width dependent. 
The magnitudes of the off-diagonal elements of Hu and HL increase wi th in-
creasing such that any eigenfunction Wn,k\\ is an admixture of the definite 
parity zone centre envelopes. The strength of the coupling between the HHm 
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and LHn zone centre eigenfunctions is given from the Hamiltonian Hu (or HL) 
[22] as: 
fr2 
(HHm | R | LHn) = - \ / s (HHm | - 2i^3Lknkz I LHn). (2.25) 
Rewriting the operator kz as —ijz, 
*2 a 
(HHm | R | LHn) = — V ^ l 3 L ^ \ \ (HHm | — | LHn) 
m 0 
2mo 
v/3^Ifc| | 2(HHm | LHn). (2.26) 
| HHm) represents the zone centre envelope for the m t h heavy hole subband, and 
| LHn), that for the n t h light hole state. The first term of equation 2.26 involves 
the momentum matrix element between these states, and the second an overlap 
integral. Using the normalized definite parity envelopes it is straightforward to 
show that the coupling is 
The above results represent the selection rules for interactions between states in 
the infinite well and can explain all the crossing/anticrossing phenomena between 
subbands. Heavy and light hole states sharing the same standing wave mode 
wil l interact strongly - their coupling is second order in fey. In addition, this 
coupling is inversely proportional to the well width /. The last result of equation 
2.27 suggests there should be no interaction between the HH3 and LH1 states, 
nor the HH4 and LH2 states for example, and so these subbands will cross as 
illustrated in figure 2.2. The crossing phenomenon is unique to the infinite well, 
2 8V373£,fc II mn 
2 m.n 
(HHm | R | LHn) I 
o, 
m + n odd; 
m + n even, m ^ n. 
m n: 
(2.27) 
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and occurs because the zone centre envelopes have kz = ^ , and so vanish at the 
well edges (z = ± | ) . In the case of a finite well, where the wavefunctions spread 
into the barriers, there will always be some overlap between any two eigenstates, 
and therefore anticrossing between all subbands. The selection rules are given in 
table 2.4 showing the order of each interaction as a function of fcy. A box with 
fcy2 indicates that the interaction is due to the overlap term in equation 2.26, 
and a box wi th k\\ shows the interaction is due to the momentum matrix element 
term. A dash indicates the absence of an interaction. 
Table 2.4 Selection rules for interactions between 
some eigenstates of the infinite well. 
LH1 LH2 LH3 LH4 
HH1 h - *„ 
HH2 
k \ \ v *„ -
HH3 -
k \ \ 
HH4 
k \ \ 
- fcn2 
HH5 - - *„ 
HH6 
k \ \ 
-
k \ \ 
-
HH7 -
k \ \ 
- *|| 
1 HH8 k \ \ - h -
Subband mixing can be studied by calculating the overlap integrals between 
the zone centre states and a set of wavefunctions along each subband. I f V^m,^ 
denotes the wavefunction at in-plane wavevector fcy on the m t h valence subband, 
and ^ n > o represents the zone centre eigenfunction for the n t h band, then the 
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Figures 2.3a, b . The fractional character of the two highest valence subbands of 
figure 2.2 as a function of fcy. 
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Figures 2.3c, d . The fractional character of the third and fourth highest valence 
subbands of figure 2.2 as a function of k\\, showing the highly mixed character of 
both bands for k\\ > 0 .06A - 1 . The discontinuity of the curves at k\\ ~ 0 .03A - 1 
is due to crossing between the L H l and HH3 subbands. 
fractional character of state tynfi present in tym,k\\ 1S 
| (m,fc|| | n,0> | 2 = \jAj\ K f i V m ^ f y d z (2.28) 
The wavefunctions may be written: 
j=l i'=l 
*m,*|,=Ei:«*,V8<V"kll-'ll|j>. 
j=l t=l 
(2.29a) 
(2.29b) 
Note that in equations 2.29a and 2.29b summation is only made over the Bloch 
states j—1,2 relevant to Hu. By block diagonalising the k . p Hamiltonian and 
transforming the set of basis Bloch functions, quantum well eigenstates are de-
scribed completely by the solutions of either the upper block Hamiltonian Hu 
or the lower block HL. The overlap integrals between states ^n,o and are 
the same whether both eigenfunctions are solved using Hu or HL. The overlap 
integral between ^ n ) o and ^m,k\\ l s : 
(m,k\\ | ra,0) | 2 = (2.30) 
From table 2.4, the L H l zone centre state is coupled to the H H l state with a 
strength ~ fcjj, and to the HH2 state with strength ~ fey. The H H l and HH2 
states are expected to mix away from the zone centre because of their mutual 
interaction with the L H l state. Figures 2.3a, b show the fractional character of 
states in the H H l and HH2 subbands as a function of /cy. Up to the anticrossing 
region in figure 2.2 (fcy ~ 0 . 0 2 5 A - 1 ) , the states in the H H l subband (figure 2.3a) 
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keep much of their H H l character, but past the anticrossing region, the interac-
tion ~ /cjj with the L H l zone centre state dominates. There the H H l subband has 
predominantly L H l character (~ 60%) but retains some H H l character (~ 20%); 
the remainder being small contributions from HH2 (~ 10%), HH3 (~ 2%) and 
higher order states. 
Compared to H H l , the HH2 subband shows a sharper decline in the zone 
centre component and rise in L H l character as illustrated in figure 2.3b. This is 
because the interaction which is first order in fey is operative in this case. Past the 
anticrossing at /cy ~ 0.025A - 1 , the H H l character of the HH2 subband increases 
to a peak of ~ 50% at /cy ~ 0 .03A - 1 , but then the second order coupling to the 
LH2 state takes over, so that the subband is mostly LH2 in character with a 
remanent HH2 fraction of (~ 20%). Considerable HH3 character is also present 
which is mixed in through LH2. 
The mixing of the H H l and HH2 subbands is straightforward compared with 
that of higher index subbands, where many more interactions are important. 
This is illustrated in figures 2.3c and 2.3d, depicting the mixed nature of the 
L H l and HH3 subbands. In the vicinity of the zone centre of figure 2.3c, the 
sharp decline in L H l character is matched by an increasing fraction of the HH2 
state. This complements the character exchange of figure 2.3b. The HH2 and 
L H l subbands anticross about the zone centre. I t should be noticed in figure 
2.3c that near A;y ~ 0.025A""1 the L H l character drops abruptly and the HH3 
character is switched on. The converse is true for figure 2.3d. This marks the 
crossing of the L H l and HH3 subbands. I t was stated before that the L H l and 
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Figures 2.4a..d. In-plane energy dispersions for the highest valence subbands 
of a 100 A In z Gai_jAs-AlGaAs quantum well as a function of increased indium 
content x, and therefore increased biaxial compressive strain ey. 
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Figures 2.5a, b . The fractional character of the two highest valence subbands 
for the 100 A Ino.25Gao.75As-AlGaAs quantum well of figure 2.4d as a function of 
fey. The discontinuity at fcy ~ 0.09 A - 1 is due to crossing between the H H l and 
HH2 subbands. 
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Figures 2.5c, d . The fractional character of the HH3 and HH4 subbands for 
100 A Ino.2sGao.75As-AlGaAs quantum well of figure 2.4d as a function of /cy. 
HH3 zone centre states should not mix. However, the mixing with LH2, LH3 and 
LH4 states is such that there wil l be a small fraction of HH3 and L H l character 
for states on both these subbands past the crossing point. States on the L H l 
subband are seen to have mainly LH3 and LH4 character at large fcy, and states 
on the HH3 band (which is really the continuation of the L H l band) are made 
up mostly of HH4, LH4 and HH5. 
Strain does not affect the off-diagonal terms in the k.p Hamiltonian (equation 
2.22). I t does, however, shift the heavy and light hole subband edges relative to 
each other and in this way can have a strong effect on the exchange of character 
between bands. Figures 2.4a..d show the dispersions for a 100A In zGai_a;As-
AlGaAs well of infinite depth as a function of increasing indium content x. The 
addition of indium causes compressive biaxial strain (f > 0) proportional to 
x in the plane of the quantum well because InAs has a larger lattice constant 
than GaAs and AlAs, which have very similar constants. The heavy hole states 
are lifted with respect to the mean valence band energy, while the light hole 
states are depressed. The curvature of the subbands also becomes greater with 
x, producing a reduction in the in-plane effective mass for holes. 
Figures 2.5a and 2.5b show the character of states on the uppermost H H l 
and HH2 valence subbands for the 100A Ino.25Gao.75As-AlGaAs quantum well 
of figure 2.4d, as a function of Comparing these with the mixing profiles 
of the 100A unstrained GaAs-AlGaAs well (figures 2.3a, b) the effect of the 
compressive strain is to reduce the mixing between the H H l and HH2 subbands. 
As a consequence of less mixing, these subbands become more parabolic about 
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the zone centre. Up to fcy ~ 0 .04A - 1 , both subbands retain at least 80% of 
their zone centre character. The H H l and HH2 subbands become mixed because 
of their mutual interaction with the L H l state. Since the strain separates the 
heavy and light hole states, the magnitude of the off-diagonal elements of the 
k.p Hamiltonian are reduced with respect to the diagonal elements; in effect 
the heavy and light hole bands become detached from each other with increased 
strain, so reduced mixing is to be expected. 
Similarly, figures 2.5c and 2.5d showing the character of the HH3 and HH4 
subbands indicate little mixing with neighbouring bands up to k\\ ~ 0 .05A - 1 . 
However, for fcy > 0.05A - 1 the HH3 and HH4 subbands anticross and the mixing 
is strong, the states on the HH3 bands being mostly HH4 (~ 30%), LH3 (~ 20%) 
and LH4 (~ 20%) character. States on the HH4 subband retain ~ 20% of the 
HH4 character, but have ~ 20% LH4 and also ~ 30% HH5 character mixed in 
by interacting with the LH4 band. 
For a quantum well under biaxial tension (f < 0), the light hole states are raised 
in energy whereas the heavy hole states are lowered in energy. Figures 2.6a..d 
depict the dispersions for four 100A GaAs^Sbi-y-AlSb infinite wells. Increasing 
the arsenic fraction increases the lattice mismatch between the well and barrier 
layers and increases the biaxial tension. Wi th increased strain, the uppermost 
valence subband is L H l , but the mixing with the H H l and HH2 subbands is 
such that holes occupying the L H l band may exhibit an electron-like effective 
mass in the vicinity of the zone centre, as shown in figures 2.6b and 2.6c. For 
higher strain still , the separation of the heavy and light hole states reduces the 
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Figures 2.6a..d. In-plane energy dispersions for the highest valence subbands of a 
100 A GaAs ySbi_y-AlSb quantum well as a function of increased arsenic content y 
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for the 100 A GaAso.isSbo.ss-AlSb quantum well of figure 2.6d as a function of fcy. 
The discontinuity at fcy ~ 0.05 A - 1 is due to crossing between the HH2 and HH3 
subbands. 
mixing between them, and the LH1 states possess a positive hole mass (figure 
2.6d). Figures 2.7a and 2.7b show the fractional character of states on the LH1 
and HH1 subbands for the lOOA GaAs0.i5Sb0.85-AlSb well of figure 2.6d. There 
is noticeably less mixing between the uppermost L H l band and heavy hole zone 
centre states. States on the L H l band retain at least 70% L H l character, with 
a small fraction of HHl (~ 10%) and HH2 (~ 20%) and negligible contribution 
from higher order interactions. In figure 2.6b, states on the HHl subband are 
more strongly mixed with HH2 and HH3 states, through interactions with the 
LH2 and LH3 states in particular. It is observed that the HHl band loses much 
of its zone centre character at fcy ~ 0.03A - 1 , where it undergoes anticrossing 
with the HH2 subband (marked by the sudden nonparabolicity of the HHl band 
in figure 2.7b). By fcy ~ O . l A - 1 , the HHl has mostly LH2 character (~ 30%), 
with approximately equal fractions of HHl , HH2 and HH3 (~ 20%). 
Figures 2.7c and 2.7d show the mixing profiles for the HH2 and HH3 subbands 
of figure 2.6d. The interactions with the LH2 and LH3 states dominate, so 
considerable fractions (> 15%) of HH3, HH4 and HH5 character are mixed into 
both bands. At fcy ~ O . l A - 1 , states on the HH2 subband have mostly LH3 and 
HH4 character (~ 30%), and those on HH3, mostly HH5 character (~ 40%), due 
to the interaction between the HH3 and LH2 zone centre states. 
30 
2.5 Conclusion 
A four-band k.p valence bandstructure calculation for a quantum well has been 
described in this chapter. This accounts for mixing between the heavy and light 
hole states. Since an infinite square well potential has been assumed, the model is 
expected to be reliable only for the wider band-gap systems with a large valence 
band offset. This model may therefore be applied to GaAs-AlGaAs and related 
systems, but is clearly not suitable for InGaAs-GaAs and InGaAs-InGaAsP for 
example, where the valence band offset is typically less than lOOmeV deep (using 
data from [18]). The principle advantages of this method over the larger scale 
k.p [23] or pseudopotential [24] methods are in the computational speed and 
the relative simplicity of the input and output for the calculation. There is a 
need for only a small amount of input data, and the bandstructure solver is 
fast since the eigenvalue equation is just a 4 x 4 matrix, instead of 16 x 16 for 
an eight band k.p model for instance. In addition, the hole wavefunctions are 
constructed from a small number of envelopes since the reduced sets of upper 
or lower block basis Bloch functions contain just two elements. This greatly 
simplifies the calculation of matrix elements between states. For these three 
reasons, the method is appropriate for the investigation of the physical influences 
on hole transport as quantum well parameters are varied. This approach has been 
used to calculate the intra- and inter- valence subband scattering matrix elements 
for compressive strained InGaAs-AlGaAs quantum wells, which are the basis of 
transport simulations as discussed in chapter 3. 
The effect of biaxial strain upon the valence bandstructure has been discussed 
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both qualitatively and quantitatively for the cases of compression (100A InGaAs-
AlGaAs) and tension 100A (GaAsSb-AlSb), by comparing the mixing between 
the uppermost subbands of these strained-layer systems with that for an un-
strained 100A GaAs-AlGaAs quantum well. From these calculations, simple 
rules have been obtained for identifying the mixing properties between sub-
bands. The more parabolic a particular subband, then the more detached it 
is from neighbouring states, and the lower the degree of mixing with them. If a 
subband is highly non-parabolic, then the mixing is strong, and table 2.4 listing 
the selection rules for mixing between heavy and light hole states identifies which 
interactions are dominant. 
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Chapter 3 
Scattering Rates For Holes I n 
I n G a A s Quantum Wells 
3.1 Introduction 
The purpose of this chapter is to present the matrix elements and scattering 
rates for holes bound in InaGai-aAs-AlGaAs quantum wells of varied geometries 
and indium concentrations x, using the bandstructure method described in chap-
ter 2. Wells with widths in the range 50-150A, and strains ~ 0.7-1.8% (that is 
indium concentrations of 10-25%) have been considered. These data serve as the 
first part of a study into the in-plane transport properties of holes in quantum 
wells, and have been incorporated into a Monte Carlo simulation developed by 
Kelsall [1]. The aim is to predict the effects that compressive strain and spatial 
confinement have upon the in-plane hole mobility. However, these simulations 
also serve to test the suitability of the infinite well model for use in a broader 
range of studies. A brief presentation of details of the simulations is appropriate 
before describing the scattering rates. 
All carrier transport simulations have been carried out at a lattice temperature 
(TL) of 77 K, and for low in-plane electric fields < 105 Vm" 1 . Under these condi-
tions, previous simulations had revealed that holes were rarely excited out of the 
two highest valence subbands [1]. It was therefore sufficient to neglect scattering 
into other bands, and scattering rates into these bands are not discussed here. 
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The simulation takes account of alloy and phonon scattering of holes in the 
quantum well and also charged impurity scattering due to the presence of neg-
atively charged acceptor impurities in the barrier layers. These doped regions 
serve as supply layers of holes to the quantum well. Three types of phonon scat-
tering are included - acoustic, non-polar optical and polar optical modes; all are 
treated in the bulk phonon approximation rather than the confined mode scheme 
[2] (Chamberlain et al have shown that the bulk phonon approximation provides 
an adequate description of the carrier-phonon coupling in a quantum well [3]). In 
compound semiconductors the strain associated with the acoustic lattice vibra-
tions produces an additional electric field which acts as an additional scattering 
potential. The hole-phonon coupling for this so-called piezoelectric scattering is 
expected to be small at 77 K for InGaAs [4], hence this process has not been 
included. 
The scattering rate expressions for the above processes have been determined 
by applying Fermi's Golden Rule, and a short description of their derivation is 
given in section 3.2. The data needed to generate the valence bandstructure 
for the quantum wells are tabulated in section 3.3. In addition, the scattering 
matrix elements are described in terms of band mixing effects. A summary of 
the scattering rates across the range of geometries and strain is given in section 
3.4, highlighting those mechanisms which are likely to be most important in the 
low-field limit. 
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8.3 Scattering rate formulae 
3.2a Alloy scattering 
Alloy scattering is an influence on carrier transport in ternary and quater-
nary semiconductor alloys, and is temperature independent [5, 6]. In the case 
of In^Gai-jAs, this arises from the different electronic potentials which the ran-
domly distributed indium and gallium atoms present to the charge carriers. 
By its nature, that is chemical disorder on a microscopic scale, the alloy scat-
tering potential is difficult to probe experimentally. Listed values for both the 
range and magnitude of the alloy scattering potential are semi-empirical, being 
chosen to fit carrier mobility data at low temperatures for instance [7]. 
The scattering potential has frequently been modelled as the difference between 
the electron affinities of the combined binaries (GaAs and In As) [5], but the band 
gap and electronegativity differences have also been used [8, 9]. Basu and Nag [7] 
have considered the alloy scattering centres to be hard spheres of fixed potential 
AV, where the potential spans a range which is the order of the lattice spacing. 
(The potential is then some averaged value across its predicted range). A fixed 
scattering potential across the range of influence is also adopted, but it is assumed 
that the scattering potential possesses the same symmetry as the lattice site and 
3 
only exists in the unit cell [9] (Vcen = ^ where ao is the interatomic spacing). 
The alloy scattering rate is formulated by first considering the matrix element 
for the interaction with a single scattering centre, and then summing over all 
available centres in a given volume of the well. According to the Virtual Crys-
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tal Approximation [10], the alloy scattering potential may be derived from the 
difference between the actual and virtual crystal potentials, the virtual potential 
being the average potential across the indium and gallium sites, 
< V >— xVInAa + (1 - x)VGaAa. (3.1) 
V j n A a is the potential at an indium site in InGaAs, and V G a A a that for a gallium 
site. The scattering potentials at indium and gallium sites are respectively, 
VaIn = V I n A s - <V>, (3.2a) 
VsGa = V G a A a - <V > . (3.26) 
Assuming that the alloy is perfectly random, that is, clustering of the indium 
and gallium atoms is absent during the growth process, the weighted average of 
the squares of these individual scattering potentials is 
< V? >= x(VaIn)2 + (1 - z ) ( V f » ) a . (3.3) 
Finally, 
< V82 >= x(l - x){VInAa - V G a A a f = x(l - x)(AV)2 (3.4) 
where AV is the alloy scattering potential. 
After Kelsall and Abram [9], AV = 0.534 eV. This result is comparable with 
figures from Basu et al, who place AV = 0.529 eV [11] for Ino.5Gao.5As and also 
Bastard, who used AV = 0.6 eV [12]. 
Consider intra- or inter- subband elastic scattering from some state ^n,k^ > ^° a 
state n^'.ifefi • From first order perturbation theory, the transition rate due to the 
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interaction with a single scattering centre Va(r) is: 
where m(fc||,A;j|) is the matrix element between the initial and final states and 
dSki is the number of final states in an elemental volume of fcy space. 
m(fc||,A;j|) = ^ ^ i * ; / | f c | | ( r | | , « ) V ; ( r | | > a o ) * » f * | | ( r | | , a ) d r | | d z . (3.6) 
Summing over all scattering centres across unit area of the well A, and its width 
I, the total scattering rate is 
^(Mll-n'^) = -£Vln/Ga J j \ I m | 2 dzQdSki. (3.7) 
Vln/Ga 1S t n e density of indium/gallium sublattice sites. 
In the case of doubly degenerate subbands, the scattering rate from Vn,k\\ to 
Vn',k^ 1S proportional to the average of the four matrix elements connecting both 
pairs of eigenfunctions. Choosing spin indices 1 and 2 to represent the two 
eigenfunctions of the initial state, and indices 3 and 4 for the final state, the 
general form of the total matrix element squared is 
| M , 2 = I M a | 2 + | M14 I 2 + | M 2 3 | 2 + | M 2 4 | 2 
1 1 4 
Since the bands are doubly degenerate, an additional factor of two must be 
introduced into the density of final states. 
In chapter 2 it was chosen to split the k.p Hamiltonian into two decoupled upper 
and lower blocks Hu and HL, which produce identical subband dispersions. 
In this scheme, the degenerate eigenfunctions are those determined from each 
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block, which were named ^fu and tyL (equations 2.20a and 2.20b). However, the 
upper block eigenfunction is defined in terms of Bloch parts which are orthogonal 
to those appropriate to HL. Hence, for scattering from a state ^n,k\\ (with 
two components and # £ f c | | ) to ttB,(Jt/ (W^ ) J t,, the matrix elements 
between and , also h and *&u, must vanish. Including the 
n ,/C|| n 
factor of two from the density of final states, the total squared matrix element 
for scattering from ^n,k\\ to ^n',k'^ I S 
l M |2__ \Mu\* + \Mt< 1^ 
where | Mu | 2 and | ML | 2 are the matrix elements between those initial and 
final wavefunctions derived using Hu and HL respectively. In fact, it is sufficient 
to determine the scattering rates using the wavefunctions from either the upper 
or lower block, since it is found that | Mu |2=| ML |2. 
Choosing the upper block Hamiltonian to describe the initial and final state 
wavefunctions, these take the form, 
V*f , ( r i i .* ) = E M * ) ^ " 1 A M « ) = E % ' e < 6 < ' 2 - (3-8*) 
The wavefunctions have been normalized such that 
l*(r| | ,*) | 2 «fr| |«fa = l . (3.9) 
Nj, Np contain the z dependence of the normalization: 
2 4 (I aj = a£; 
J V / = E E 2 « i " K - 4 ) 4 _. , _* (3-10) 
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2 4 (I bm = b*m,; 
NF=Y1 £ Fm'jPmi 2sin(fem-6*,)i (3.1l) 
y=l m,m'=l I ° m ^ 
By choosing the alloy potential to have the symmetry of the primitive unit cell, 
/ v (r)*V,(r)t;y(r) = {j< \ Vs \ j ) = V s 6 j j t . (3.12) 
J cell 
Applying result (3.12) to the expression for the alloy scattering rate (3.7), after 
some integration the transition rate due to all scattering centres is 
pAL q g * ( l - x ) ( A V r 2 Ml , , n l 
p ( ^ - < ^ - 4hNlNF—1
 M a l 1
 n t \ - ( 3 - 1 3 ) 
I M A L | 2 is * n e total matrix element arising from the interaction of the envelope 
functions with the scattering potential, and the last term in (3.13), k'^/\ jjp- | is 
the reduced density of final states. Specifically, 
2 4 4 
I M A L | 2 = Y i H PijfXi'jPmj'tXm'j' 
i,i'=l m,m' = \ 
( I a,' + b m - a*m, - % = 0; 
X 2 8 in(a i > + t m -a l , - tp l _ _ (3.14) 
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3.2b Lattice scattering 
Acoustic phonon scattering 
Intra- and inter-subband transitions by acoustic phonon scattering involve the 
emission or absorption of longitudinal vibrations with energies of the order 2hvsk^ 
[13], where k\\ is the in-plane wavevector of the hole (electron) before scattering, 
and va is the average sound velocity through the semiconductor material. Typ-
ically this energy is no larger than lmeV, and in the long wavelength phonon 
limit, acoustic scattering can be assumed to be elastic. Since the valence sub-
bands are isotropic in fey-space under the axial approximation, this implies that 
the initial and final states for intraband scattering are identical, in common with 
alloy scattering. 
Applying Fermi's Golden Rule, the rate for inter- and intra- subband transitions 
by acoustic (AC) phonon scattering is: 
^S ir . ' , * , ' , ) = T J 1 { k ' J ' 1 8 U a c 1 M ) | 2 ~ E{k,i))dskljl, (3.i5) 
SUAC is the scattering potential for the hole-phonon interaction. The delta func-
tion 6(E(k',l') — E(k,l)) represents the conservation of energy in the hole-lattice 
system, and dS^y the incremental density of final states for the hole-lattice sys-
tem. Since the phonon wavelength is much greater than the lattice spacing, the 
displacement of the atoms can be represented as a continuous function through-
out the crystal. For an atom at some lattice vector r, the displacement may be 
expressed in terms of the phonon creation (aq) and annihilation (aj) operators 
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[14]. Summing over all possible acoustic modes: 
u(r) = £ 
\ 
(3.16) 
M is the oscillator mass ( the sum of the unit cell atomic masses ), eq describes 
the propagation direction of the lattice vibration with wavevector q. huq is the 
phonon energy. The hole-phonon coupling potential is given by the net strain 
energy associated with the deformation of the lattice: 
6UAc - DacVu(r) = iDacJ2 
i \ wkz^^'-^n- (3.i7) 
The matrix elements for acoustic phonon absorption(ab) and emission(em) are 
respectively: 
(k',l'\6UAC\k,l)^iDae^2 
9 
h 
2NMuq q 
U vyjvViii' | aq I l)dr (ab); 
| /)dr (em). 
(3.18) 
ty, and \&f are the initial and final hole eigenfunctions (equations 3.8a, b). Those 
integrals involving the creation and annihilation operators yield the occupancy 
of phonon states at wavevector q, 
(/' | aq | / ) = y/n~q, 
(I' | aj | /) = v ^ + l , 
1 
(3.19a) 
(3.19b) 
na = "i ehwq/kBTL _ i 
The remaining part of the matrix element of equation 3.18 to be evaluated is 
the interaction between the hole envelope functions and the acoustic vibrational 
mode. 
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This takes the form 
2 
x ^ e ^ l H l ^ l l H l ^ ' | y>dr||, (3.20) 
where the ± represent absorption and emission respectively. Since the Bloch 
states | j) are orthogonal, this reduces to 
2 ' 2 
/ 9}(r)e^%{r)dT = ^ ^ = = 6 ^ - kj, ± q„) E V>ti{z)c^'^i(z)dz. 
(3.21) 
The acoustic phonon scattering rate is therefore 
x I £ /_* *>}( 2 )« ± * , -* , - (»)de f «(JS(k||) - E(kl{))dSv. (3.22) 
The delta function 6(ky — ky ± qy) ensures that crystal momentum is conserved 
in the plane of the quantum well. However, there is no such restriction in the 
z direction, and so the summation over acoustic phonon modes £ 9 >—• Sq?=-oo' 
After some integration, using the results 
(^r<H k i i - k ! i ± HI)) 2 = V«u.x!,; WkD - E ( k n) ) = ^ t j ^ ' 
the final scattering rate expression is 
AC _ * g r L P L fcj f°° | M f o , ,2 . , 3 2 3 l 
0ft„ 
2 4 (/ at- - 6£ ± = 0; 
M(Qz) = E E 2 s i n K - ^ )i _ (3.24) 
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Optical phonon scattering 
Both longitudinal (LO) and transverse (TO) optical phonon modes cause de-
formation potential scattering of holes. The antiphase vibration of oppositely 
charged ions on the two sublattices creates a local strain field. In addition, the 
optical phonon modes polarise the ionic charges on neighbouring atoms, creating 
dipole moments which interact with holes. The deformation potential scattering 
is referred to as non-polar optical (NPO) scattering, and that due to the charge 
polarisation is termed polar optical phonon (POP) scattering. The derivation of 
these are treated in turn, making the simplifying assumption that the LO and 
T O phonon modes share the same phonon frequency u)op which is independent 
of the phonon wavevector q. 
Non-polar optical phonon scattering 
The transition rate for holes by optical deformation potential scattering is: 
P{n^n-^) = Y ! I ^ I 6 U n p ° I I' *( W ) - E(kJ))dSkl)l, (3.25) 
The optical deformation potential SU^po a * some lattice vector r is proportional 
to the displacement of the centre of mass of the unit cell; 
Dop is the optical deformation constant, M the reduced mass of the atoms on 
the unit cell, and M i , M 2 the individual masses. Equation 3.25 only differs from 
the acoustic phonon rate by a multiplying constant. By comparison, the rate 
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Dopu(r) \ Mi + M 2 
M 
reduces to 
-^(92) is given by equation 3.24. In equation 3.26 the phonon density of states 
cannot be simplified since the phonon energy is now greater than the thermal 
energy kBTL. 
Polar optical phonon scattering 
The electric polarisation per lattice unit cell is given by 
P(r) = (3.27) 
where e* is the effective charge associated with the dipole [15], 
(e*)2 = MVcellujlpe0 ( — - - ) . 
The local charge density associated with this polarisation is given by p(r) = 
— V.P(r ) . From Poisson's equation, the perturbing potential is 
8Up0p = —-— £ 
h 1Ketqr-4e~tqr)- (3-28) 
It should be noted that in equation 3.28, the potential is distinct from deforma-
tion potential scattering, being inversely proportional to the phonon wavevector 
q. The polar optical phonon transition rate is 
(3.29) 
M{qz) = jJ*L * } e ± t q - * t { / ' I I l)dr\\dz. (3.30) 
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Equation 3.30 condenses to 
(I a, - b$ ±qz = Q\ 
X I 2Bln(q <-fc , ,± g .)i a . _ A * f ± 0 ^ 3 - 3 1 ^ 
^ (o<-k*±f,) a * °i' ^ 9z ^ u -
Again, momentum conservation is imposed in the well plane, but not in the trans-
verse direction. Furthermore, the l / q 2 factor introduces an angular dependence 
into the scattering rate. From the cosine rule, it is implied that 
g
2
 = /.J2 + jbj - 2Jb||&[| cos 0, 
where 0 is the angle between the wavevectors fey and /cj|. Splitting q into its 
components qy, qz and integrating over {0 < 0 < 2ir}, the rate expression is 
finally 
POP = e2^oP (_L_1\( N»P \ Ml 
(»,*ir»',*f|) S^eoNiNp Veoo e3J \nop + 
x I" 2tt 1 M(qz) I 2 d g z 
i-oo ^ + 2(fcJ + fcj»)«i+ (*}-*(,»)* ' 
where 
2 4 f / a» - b*it ± qz = 0; 
M{q,) = £ £ ^ y « i y 2 8 i n ( 0 i - ^ ± g f ) 4 _ .* ± , Q (3.33) 
y=lt,i'=l I (a<-6;,±9.) flt ° » ' ± 9 ^ U -
and the integral over qz is convergent when the limits are ± o o . 
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3.2c R e m o t e i m p u r i t y scat ter ing 
The final scattering mechanism to be considered is that by remote negatively 
charged acceptor impurities in the supply layers for the quantum well. However, 
in the structure that is modelled in chapter 4, undoped spacer layers are present 
to separate the doped regions from the well in an effort to reduce the scatter-
ing. Charged impurity scattering is modelled here in much the same way as 
the treatment of alloy scattering in section 3.2a; first the transition probability 
is determined due to a single point charge, and the total rate is then found by 
integrating over all impurities per unit area of both doped layers. 
Under the screened Coulomb interaction, ionised impurities will redistribute the 
charge density across the width of the quantum well. Using the Stern-Howard 
method [16], the charged impurity scattering potential is given by the change in 
the electrical potential in the quantum well due to the induced charge. As a first 
order approximation, no change is made to the hole eigenfunctions. For a single 
negative charge at (r||,2) = (0 ,ZQ) , the induced charge density associated with 
the change in the local electrical potential at some point (ry,z) in the well 
is given by 
Ptnd(r||,*) = -2sere0£(z) J Acf>{rpz)£(z)dz. (3.34) 
£(z) is the normalized hole density across the well and s is the screening constant, 
given by [16] as 
s = P o e 2 I f 3 3 5 A 
2ere0kBTLln{l + e(EF-Eo)/kBTL^1 + e{E0-EF)/kBTLy V-*0) 
po is the areal hole density, EQ the subband edge energy, and Ep the Fermi level. 
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Poisson's equation describing the change in the potential at is 
V ' ( A ^ r | | , , ) ) = - ^ a ^ + ^ ' r ' ' ) ^ - Z 0 ) . (3.36) 
Writing A(/)(r\\,z) as a Fourier expansion: 
A * ( r l | . « ) = (2^)5 / A ^ W ^ - H d q , (3.37) 
equation 3.36 can be rewritten in terms of the Fourier components. Adopting 
the assumption made by Hess [17] that £(z) can be approximated by a delta 
function, 
( 9 2 - q2] A<j>q = 2s6{z)A<f>q{0) + e8i<z ~ Z Q \ ( 3.38) 
To solve equation 3.38, the Green's function is constructed for the term (d2/dz2 — 
q2). From Arfken [18], this is 
G{z,z') = — c-9l*-*ol. 
V ' J 2q 
From the formal definition of the Green's function G(z,z'), the change in each 
Fourier component of the electrical potential at (ry,*:) is: 
A<j>q{z) = - j G{z,z') (2s6{z')A<t>q{0) + e g ( ^ ~ ^ ) j d z \ (3.39) 
From this, 
_ e e - 9 M 
A(j>Jz = 0)= ; - . (3.40) 
V q K ] 2ere0{s + q) 1 1 
Assuming that the perturbation of the potential energy is constant across the well 
[17], the ionised impurity scattering potential due to a single remote impurity is 
- e 2 r e~ 9 l 2 °l • 1  
e A ^ z ) = — J / — — ^ " " r f q . (3.41) 
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The transition rate for elastic scattering by a single charged acceptor is therefore 
which simplifies to 
For elastic intraband scattering, | ky — ky |= 2fc||sin0 where 25 is the angle 
between the initial and final in-plane wavevectors. Summing over all impurities 
in both supply layers, and assuming that scattering due to stray impurities in 
the well is negligible, the total scattering rate is 
pcis _ NAe4 *|| \M | 2 /•* ( e II - e II ) 
d = <2a + | , .D = <£a + da + | . d s is the width of each spacer layer, da the width of 
the doped layers. M is the overlap integral between the initial and final envelope 
functions: 
In the case of intersubband scattering, | ky — ky |= y^jj + &j2 — 2/ryfc|| cos 6 where 
0 is the angle between the initial and final in-plane wavevectors. The interband 
scattering rate due to all scattering centres is 
MAP4 k'n r** <p~2Ak\\d - e~2Ak\\D) 
P ( » . * i r » ' , * f , ) ~ 4fte*cg| | /o 2 A k , | ( A k | | + s ) 2 ^ ' ( 3 ' 4 7 j 
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where Aky = | k|| — k|| |. The overlap integrals will be unity for intrasubband 
processes since the initial and final envelopes are identical under the axial ap-
proximation for the bandstructure. The overlap between the initial and final 
wavefunctions for intersubband processes will be smaller, and their magnitudes 
will reflect the mixing that occurs between the HH1 and HH2 subbands, mostly 
through their mutual interaction with the L H l state. In the limit fty —• 0, the 
intraband rate is 
NAire4da 
hf2f2a2 I dE r 
dk\\ 
Since the intrasubband scattering rate is inversely proportional to the subband 
curvature then charged impurity scattering (CIS) is likely to be important 
for low energy holes near the subband edge where a band is flattest, but to 
be less important once carriers are excited away from the zone centre. As a 
consequence of the exponential decaying terms within the integrand of equation 
3.47, intersubband impurity scattering is expected to be negligible, despite any 
significant overlap between the eigenfunctions on both bands. 
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3.3a V a r i a t i o n of scat ter ing m a t r i x elements for 
wells w i t h increased i n d i u m content 
Table 3.1 lists the lattice constants and effective mass data needed to generate 
the valence subband dispersions of five 90A In z Gai_a;As-AlGaAs infinite wells 
with indium concentrations in the range 10-25%. An indium fraction of 0.25 
lies near the strain limit for dislocation-free epilayers of 90A width. According 
to the Matthews-Blakeslee formula [19], a 90A well should be able to sustain a 
maximum strain of ~ 1.8%. For each alloy composition, the bulk effective masses 
are determined by linear interpolation (Vegard's law). The Luttinger parameters 
and optical phonon energies (hu)op) are listed in table 3.2. 
Figures 3.1a..c depict the two highest valence subbands for 90A Inj jGai -zAs 
infinite wells with indium fractions z=0.10, 0.18 and 0.25, indicating the manner 
in which the subbands change as the indium concentration, and hence the strain 
in the system, is increased. It may be recalled from chapter 2 that in the bulk, 
biaxial compressive strain splits the degeneracy at the zone centre between the 
heavy and light hole bands. When holes are confined in a quantum well, the 
strain in the well acts to deepen the well for heavy holes and reduce it for light 
holes. In an infinite well, the same effect causes the heavy hole subbands to be 
raised in energy compared with that for the unstrained system. The important 
consequence of the strain splitting is a weakening of the interaction between the 
HH1, HH2 and L H l zone centre states. Clearly the curvature of both subbands 
increases, and the bands become more parabolic in the vicinity of fey = 0 with 
greater indium content. This favours a higher hole mobility for two reasons - the 
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F i g u r e 3.1 In-plane energy dispersions for the first two valence subbands of a 
90A I n j G a i - s A s quantum well: (a) x=0.10, (b) x=0.18, (c) x=0.25. 
in-plane effective mass and the density of states are reduced. (The latter implies 
longer relaxation times between scattering events). 
Tab le 3.1 Material parameters for GaAs, InAs and AlAs at 77 K . 
Material Oo(A) 6(eV) m i ° f e 0 1 ) ( m o ) 
rooi), 
m)h '{m0) 
mhh ( m o ) u(cm *) 
GaAs 5.651 -1.7 0.45 0.082 0.57 277 
AlAs 5.651 - - - - -
InAst 6.057 -1.8 0.41 0.024 0.53 228 
t The (111) heavy hole mass for InAs is an average of values listed by Adachi 
[20] and Chuang [21]. 
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Table 3.2 Luttinger parameters, strain factors and optical 
phonon energies for each of the alloy compositions investigated. 
indium content x llL 12L 1ZL *\\{%) i (meV) huop (meV) 
0.10 7.68 2.72 2.96 -0.71 24.4 33.7 
0.15 7.95 2.85 3.09 -1.07 36.6 33.4 
0.18 8.12 2.93 3.17 -1.27 43.9 33.2 
0.20 8.23 2.99 3.23 -1.42 48.7 33.1 
0.25 8.54 3.14 3.38 -1.76 60.9 32.8 
Table 3.3 Matrix elements plotted in figures 3.3-3.9. 
Process Matrix Element Reference 
1 Alloy Scattering NrNF equation 3.13 
Acoustic Phonon 7 ^ / - ° ° o o | M ( 9 2 ) \*dqz equation 3.24 
Non-Polar Phonon N ^ f - o o l M i q , ) \*dqz equation 3.24 
Polar Phonon 2 t t too \M(qz)\
2dqz equation 3.33 
1 
NrNF J-oo ^ 4 + 2 ( f c 2 + ^ | 2 ) , | + ( A 2 _ f c | 2 ) 2 
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F i g u r e 3.5 Matrix elements for intersubband elastic scattering by remote im-
purities, as a function of in-plane wavevector for indium contents in the range 
10-25%. 
Figures 3.2a..c show the alloy and acoustic phonon scattering matrix elements 
as a function of in-plane wavevector, for the three cases 1=0.10, 0.18 and 0.25. 
The quantities which are plotted are listed in table 3.3. It is apparent that 
the intra- and inter- subband matrix elements for both processes show similar 
behaviour as a function of wavevector, and also that there is little change in the 
magnitude of these matrix elements as a function of strain. In the limit fcy —• 0, it 
is clear that the matrix elements for H H l - H H l and HH2-HH2 scattering converge 
to the same value which is independent of the strain, when all three figures are 
compared. The reason for this is as follows. At fcy = 0, the quantum well 
eigenstates are pure heavy or light hole, and in this limit the matrix elements 
for acoustic phonon and alloy scattering are respectively ^f- [22] and ^ (at J — 
90A, this gives 0.105A - 1 and 0.0167A - 1). At intermediate fcy ~ 0.05A"1 the 
intraband matrix elements oscillate. This is a result of subband mixing. The 
largest variation occurs in the vicinity of the anticrossing region between the 
H H l and HH2 bands, which is no surprise, since this point marks the strongest 
degree of exchange of character between the H H l and HH2 subbands. Past the 
anticrossing, states on both subbands settle to a general mixed character which 
is largely invariant with /cy. Intersubband matrix elements exhibit a minimum 
for ~ 0.04 — 0.06A - 1 , where states on the H H l and HH2 subbands share 
little heavy or light hole character. In addition, these show a slight increase 
in magnitude as a function of indium content, and this can be explained by a 
reduction in the subband mixing with increased strain in the well, and a shift of 
the anticrossing point to larger fcy. 
With regard to the behaviour of the optical phonon matrix elements as a func-
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F i g u r e 3.6 In-plane energy dispersions for the first two valence subbands of 
an Ino.i8Gao.82As quantum well: (a) well width=50A, (b) 90A, (c) 150A. The 
subbands of (c) anticross although this cannot be discerned from the diagram. 
tion of indium content, figures 3.3a..c and 3.4a..c show the elements for the non-
polar and polar processes, respectively. In both cases, in the vicinity of the zone 
centre, the intrasubband matrix elements show a general increase with indium 
content. The increase in the subband curvature is the chief reason for this, on 
two counts. In the first instance, optical transitions will be made between states 
which are closer in fcy along a given subband, and therefore will generally be 
similar in character. Secondly, there will be less mixing between the bands until 
larger wavevector (fcy ~ O . O S A - 1 ) in the higher strain examples. This last factor 
also explains the flattening of the curves for intrasubband non-polar scattering 
spanning the range x = 0.10 to x = 0.25. The intrasubband non-polar matrix 
elements show an increase with larger fcy, since at large fcy past the anticross-
ing point, the mixing is complete, and states on a given band adopt a stable, 
mixed character. This increase is matched by a general decline in the strength 
of intersubband scattering since the available transitions occur between states 
on opposite subbands, on the same side of the anticrossing point and, as a rule, 
these states will have little heavy or light hole nature in common. With regard to 
figures 3.4a..c, then both intra- and inter- subband polar optical phonon matrix 
elements decay with increasing in-plane wavevector. This is purely a function of 
the 1/qjj dependence, as shown by table 3.3. 
Figure 3.5 shows the decrease in the magnitude of matrix elements for charged 
impurity scattering as a function of biaxial strain in the well. The values of 
these overlap integrals decrease sharply at larger fcy, and this is expected since 
the possible transitions will be made between states on the same side of the 
anticrossing point. 
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Figure 3.8 Matrix elements for non-polar optical phonon scattering as a func-
tion of in-plane wavevector for the subband dispersions of figure 3.6: (a) well 
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Figure 3.10 Matrix elements for intersubband elastic scattering by remote im-
purities, as a function of in-plane wavevector for the three wells of figure 3.6. 
3.3b Variation of scattering matrix elements with well width 
Figures 3.6a..c show the valence subband dispersions for three Ino.i8Gao.82As 
infinite wells of widths 50, 90 and 150A respectively. The differences between 
the bandstructures are far greater than the changes resulting from variation of 
biaxial strain over the range considered. One important property is the subband 
separation. For the case of the 50A well, the HHl and HH2 subband edges are 
~ 0.1 eV apart in the infinite well model, but for the 150A well, the separation 
is only 10 meV. Also, for the 50A well, the in-plane effective mass for the HH2 
subband is far heavier than that for the HHl band, whereas in the 150A example, 
the subband masses are similar. 
The well width dependence of the scattering matrix elements can be thought of 
as originating in two ways. First, the effect of the localised nature of the envelope 
functions, which is apparent in the results of Riddoch and Ridley [23] for phonon 
scattering in a single parabolic subband of an infinite well. The second source 
of width dependence is subband mixing. A well width dependence is embedded 
within the interaction Hamiltonian as was seen from equation 2.27; that is the 
interaction between the HHl and L H l zone centre states is simply ~ fcjj, but that 
between the HH2 and L H l states is of the order ^f-. 
At the zone centre, it will be recalled that for intraband processes, the alloy 
and acoustic phonon scattering matrix elements adopt the values | j and re-
spectively. Thus, it can be expected that these matrix elements for the 50A well 
will be approximately three times the magnitude of those in the 150A example. 
Figures 3.7a..c clearly illustrate this. The intersubband matrix elements on the 
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Figure 3.12 Total scattering rates for holes in the H H l and HH2 subbands of a 
90A Ino.i8Gao.82As infinite well as a function of in-plane wavevector: (a) H H l , 
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Figure 3.13 Total scattering rates for holes in the H H l and HH2 subbands of a 
90A Ino.25Gao.75As infinite well as a function of in-plane wavevector: (a) H H l , 
(b) HH2. 
other hand are not expected to show this behaviour, although they do show a 
general decrease with increasing well width. In the case of narrow wells, the avail-
able transitions occur between states lying on opposite sides of the anticrossing 
point, but for wide wells, both states lie on the same side of the anticrossing. 
Figures 3.8a..c and 3.9a..c provide a comparison of the non-polar and polar op-
tical matrix elements for the 50 and 150A wells with the 90A example shown 
previously. The overlap integrals for intersubband remote impurity scattering 
also decrease with increasing well width, as shown in figure 3.10. For these last 
three processes, this is primarily due to the localised nature of the eigenfunctions. 
3.4 Comparison of the hole scattering rates for varied 
indium content and well width 
Figures 3.11a, b..3.13a, b show the scattering rates for the three 90A wells 
with indium content 10, 18 and 25%. Necessary data for the rate prefactors 
are listed in table 3.4. In all three examples, for small fcy, intraband remote 
increases, impurity scattering decreases as the inverse of the subband curvature. 
Intersubband scattering is negligible in all cases, since the integral over 6 in 
equation 3.47 is small. 
impurity scattering dominates since it is proportional dE to kn/ dk. As k\ 
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Figure 3.14 Total scattering rates for holes in the H H l and HH2 subbands of a 
50A Ino.i8Gao.82As infinite well as a function of in-plane wavevector: (a) H H l , 
(b) HH2. 
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Figure 3.15 Total scattering rates for holes in the H H l and HH2 subbands of a 
150A Ino.i8Gao.82As infinite well as a function of in-plane wavevector: (a) H H l , 
(b) HH2. 
Table 3.4 Parameters for hole scattering rates in InzGai-zAs 
at a lattice temperature of T£,=77K. 
X 0.10 0.15 0.18 0.20 0.25 
U 13.32 13.39 13.43 13.45 13.52 
too 11.03 11.09 11.13 11.16 11.24 
Dac (eV) 5.00 4.97 4.955 4.94 4.91 
p (kgirr 3) 5391.0 5406.0 5415.0 5421.0 5437.0 
Dop (eVm- 1 ) 41.10 41.15 41.18 41.20 41.25 
vs (ms - 1 ) 3772.0 3736.0 3714.0 3700.0 3663.0 
huop (meV) 33.7 33.4 33.2 33.1 32.8 
Sources of data: [20], [24], [25] 
There is a clear step-like structure in the polar and non-polar optical phonon 
rates in all cases; the first discontinuity marking the threshold for intraband tran-
sitions by phonon emission, the second marking the onset of interband emission. 
At fcy below the first threshold, it appears that the scattering rate is zero. This 
is not the case, but simply that intraband absorption proceeds at a much smaller 
rate than emission, by a factor ~ ^^y. As the strain is increased, then the 
general increase in subband curvature results in a shift of the phonon emission 
thresholds towards the zone centre. Also, across the range of strain considered, 
the HHl-HHl emission rate increases from 6ps _ 1 to 9ps _ 1 . Since the HH2 band 
is heavier than the HHl subband, then HH2-HH2 optical transitions will always 
involve states which are spaced farther apart in fcy than HHl-HHl events, hence 
the HH2-HH2 polar optical matrix elements are generally smaller than the HHl-
HHl elements. Despite the larger density of states in the HH2 subband, the 
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polar optical scattering rates in the HHl subband are therefore higher than in 
the HH2 band. 
Alloy scattering is the third most important rate in all instances shown, with 
rates typically 2ps - 1 . The discontinuity in the alloy scattering rate in the HHl 
subband is due to the onset of HH1-HH2 scattering. Significantly, the alloy scat-
tering rate doubles across the range of indium content. Acoustic and non-polar 
optical phonon scattering would appear to be the least important scattering pro-
cesses. However, the proportion of carriers which reach the polar optical phonon 
emission thresholds will depend largely on the magnitude of the applied in-plane 
electric field. If few carriers pass this threshold, acoustic phonon scattering will 
account for a greater fraction of all phonon scattering events. 
Figures 3.14a, b and 3.15a, b depict the total scattering rates for holes in 50 and 
150A Ino.i8Gao.82As wells, respectively. Comparing the rates in the HHl band, 
all scattering rates are significantly larger for the narrow well, mostly because 
of the inverse well width dependence of the matrix elements. The exception 
to this is charged impurity scattering. For small fcy, this rate does not differ 
significantly with well width, because the density of states at the HHl subband 
edge varies only marginally. At larger fey ~ 0 .05A - 1 , the rate for the narrow well 
is double that for the 150A example. This is because the HHl subband is made 
much heavier due to strong mixing with the HH2 band. The HHl-HHl optical 
emission threshold is almost static with well width, since it lies at £ y smaller 
than the anticrossing point. The HH1-HH2 emission threshold on the other hand 
converges towards the intraband threshold with increasing well width, due to the 
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decreasing subband separation. In the case of transitions for holes occupying the 
HH2 subband of the 50A well, the scattering rates are the largest because of the 
particularly large density of states in this subband; to be specific the HH2-HH2 
emission threshold for polar phonon scattering is ~ 30ps - 1 , in contrast to 4ps - 1 
for the 150A well. For wells narrower than 90A having band separations greater 
than an optical phonon energy, the HH2-HH1 emission threshold lies at the zone 
centre. This is significant, since it implies that even if holes do get scattered 
into the heavier HH2 subband, there will be rapid relaxation back to the HHl 
subband. 
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Chapter 4 
Monte Carlo Simulations Of Hole 
Transport In InGaAs Quantum Wells 
4.1 Introduction 
It is well known that III-V quantum well heterostructures with biaxial com-
pressive strain in the well layer produce a ground state valence subband with a 
reduced in-plane hole effective mass. In principle this can result in an enhanced 
mobility for the in-plane transport of holes with possible application in devices. 
For example, the replacement of unstrained GaAs quantum wells by an InGaAs 
channel could make possible higher speed F E T s [1, 2, 3]. With such application 
in mind, it is the InGaAs-AlGaAs material system which will be examined in 
this chapter. 
The sub-kVcm - 1 hole mobilities in unstrained p-doped GaAs-AlGaAs quantum 
wells and superlattices are typically 4-6000 c m 2 V _ 1 s _ 1 [4, 5]. To date, similar 
data for LxjGai-zAs-GaAs (x < 0.2) show little improvement over these figures 
[6, 7, 8, 9]. In addition, the hole mobility is observed to saturate with increasing 
in-plane electric field [7]. Likely factors which remove the potential enhancement 
to the hole mobility are alloy scattering and scattering into a higher order heavier 
subband [10, 11, 12, 13]. A third possibility is the real space transfer of carriers 
into the GaAs barrier layers, owing to the small valence band offset between the 
InGaAs and GaAs layers (~ 60 meV [3]). 
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The problem of real space transfer can be reduced by replacing the GaAs bar-
riers by AlGaAs. AlAs has almost the same lattice constant as GaAs hence 
the same level of strain can be achieved for a particular indium content in the 
well. However, the band offset between AlGaAs and InGaAs is greater, providing 
better carrier confinement and limiting carrier escape from the InGaAs channel. 
Kiehl et al [3] have measured a hole mobility of ~ 5000 c m 2 V _ 1 s _ 1 at 77 K in 
Ino.12Gao.88As-Alo.85Gao.15As and Ino.12Gao.88As-Alo.40Gao.60As in comparison 
to 4000 c m 2 V - 1 s - 1 for a similar GaAs well. 
To give a proper assessment of the effect of biaxial compression upon the hole 
mobility it is necessary to study structures with a range of well widths and levels 
of biaxial strain, in an attempt to identify those factors which restrict the hole 
mobility as the well width and indium content are varied. To this end, the 
infinite well valence bandstructure of chapter 2 and scattering rate calculations 
of chapter 3 have been used in single particle Monte Carlo transport simulations, 
to predict the response of holes in strained quantum wells to steady in-plane 
electric fields. All simulations are carried out at fields less than 1 0 5 V m - 1 , well 
within the limit of the velocity-field saturation. 
The geometries of the quantum wells simulated in this chapter are similar to 
those of samples grown by Fritz et al [9]. Those structures made use of GaAs 
as the barrier material. The infinite well bandstructure would not be a suitable 
representation of the InGaAs-GaAs system, so instead AlGaAs has been chosen 
for the spacer and supply layers because of the larger band gap. The AlGaAs 
supply layers are considered to be doped with acceptor impurities, to provide 
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holes for the InGaAs well. These doped regions are separated from the well by 
undoped spacer layers, which both reduce remote impurity scattering of holes in 
the well and provide further control of the sheet hole density. The spacer and 
supply layer widths were chosen to be 150A and 125A respectively [9, Table 1, 
sample 3]. For this structure, the acceptor concentration was 2 x 1 0 1 7 c m - 3 , and 
the areal hole density was 2 x 10 n cm~ 2 . 
The average drift velocities in the ground state and second valence subbands 
are determined from the sum over all energy changes during each carrier free 
flight [14] 
<<?<> = - ^ £ W ) i , (4.1) 
where E is the electric field strength, ( A £ ) j the energy change of the hole during 
the t t h simulation free flight, of a total number of events N in a given subband. 
T\ and Ti are the accumulated flight times within each band. The hole mobility 
(fi) is determined by the average of the drift velocities in each subband and the 
fractional occupation of each band during the simulation: 
<M> = | ( < i f t ^ i + vf^Pi) • (4.2) 
Pi and Pi denote the occupancy of the HHl and HH2 subbands respectively. 
Section 4.2 provides an analysis of simulations carried out to investigate the 
hole mobility as a function of indium content in the well. The expected behaviour 
of the hole mobility as a function of well width is presented in section 4.3. 
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4.2 Variation of hole mobility with indium concentration 
To study the variation of hole mobility with indium concentration at a lat-
tice temperature of 77 K, single particle Monte Carlo simulations of steady-state 
hole transport in 90A In x Gai_ x As-AlGaAs quantum wells were performed with 
indium fractions x=0.10, 0.15, 0.18, 0.20 and 0.25. The transport simulations 
indicated that the hole mobility increases with indium content, despite the in-
crease in alloy scattering, (figure 4.1). The main reason for this is the reduction 
in the HHl and HH2 subband masses (figure 4.2). The valence band bulk masses 
of InAs are less than for GaAs, and the greater the indium content, the lower 
the in-plane heavy hole mass, irrespective of the compressive strain. The distri-
bution of scattering events for fields ~ 1 0 4 V m _ 1 were as follows. For all levels 
of strain considered, intraband impurity scattering accounted for at least 90% of 
scattering events. Of the remainder, alloy scattering was found to be the second 
most important mechanism, as highlighted by figure 4.3. Relatively few carriers 
were excited up to the optical phonon emission threshold (at k\\ ~ 0.03A - 1 ) . 
This is reflected in the fact that the optical phonon emission and absorption 
processes were found to carry equal weight, and that the average energy of car-
riers in the HHl subband was little more than lOmeV (fcy ~ 0.02A - 1 ) above 
the subband edge. In all, polar optical phonons accounted for no more than 
~ 1.5% of scattering events. The small excitation of holes, and the presence of 
the strong HH1-HH1 phonon emission threshold meant that the proportion of 
carriers reaching the threshold for optical phonon emission into the HH2 subband 
was negligible. Acoustic phonon and non-polar optical scattering were the least 
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Figure 4.1 77 K hole mobility versus indium fraction x for InzGai-zAs quan-
tum wells of width 90 A: o , mobility as a function of strain; +, mobility including 
both strain and reduction in bulk effective mass. 
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Figure 4.2 Subband edge effective masses for the HHl and HH2 subbands as a 
function of indium fraction for In^Gai-aAs quantum wells of width 90 A. 
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Figure 4.3 The distribution of scattering events in the HHl subband as a func-
tion of indium content x for 90 A In^Gai- j ; As wells. Charged impurity scattering 
is shown as a fraction of all scattering events. Alloy and phonon scattering are 
shown as a fraction of the remainder. 
important for these field strengths at 77 K, contrary to previous opinion [6]. 
The fractional occupation of the HH2 subband was found to be no more than 
4% (x = 0.10) for the 90A quantum wells - a direct consequence of the low 
excitation into, and fast relaxation from the HH2 band (the HH1-HH2 subband 
separation is of the order of the optical phonon energy). In fact, the population of 
the HH2 subband fell to 2% as the indium fraction was increased to x = 0.25, due 
mostly to increased HH2-HH1 polar optical emission, alloy and acoustic phonon 
scattering, in descending order of importance. (The HH2-HH1 optical phonon 
emission threshold lies closer to the Brillouin zone centre with increased strain; 
hence that fraction of carriers which do get scattered into the HH2 subband 
readily relax from it). 
Figure 4.1 also shows hole mobility data published previously [15]. This data 
did not account for the change in the bulk valence band masses with indium con-
tent. Instead, all bandstructure was calculated using the Luttinger parameters 
711, = 6.85, 72L — 2.56, 73^ = 2.60 [16]. As such the results predict the increase 
in the hole mobility which would result from biaxial strain alone. The bands 
generally give heavier hole masses than the more recent calculations, which are 
in closer agreement with experiment (rn*HHl ~ 0.15 for x = 0.2) [3, 6, 10]. In 
addition, the subband separation was less (~ 20meV); hence there was greater 
population of the heavier HH2 band (~ 10%). Because of greater intersubband 
scattering, and the heavier subband masses, the mobilities are consistenly lower 
than those from the more recent simulations. 
66 
4.3 Variation of hole mobility with well width 
In the second investigation, Ino.1sGao.82As quantum wells with widths in the 
range 50-150 A were studied. It will be recalled from chapter 3, that the differ-
ences between the bandstructures produced by the well width variation are far 
greater than the changes resulting from the range of biaxial strain considered. 
One important feature is the subband separation. For the case of the 50A well, 
the HHl and HH2 subband edges are separated by 0.1 eV, but for the 150A 
example this separation is only 11 meV. Also, for the 50A well, the in-plane 
hole effective mass for the HH2 subband is eight times that of the HHl subband, 
whereas in the 150A case the effective masses of both subbands are similar. The 
zone centre effective mass of the HHl subband remains almost unchanged at 
~ 0.12 across the range of well widths. Figures 4 . 4 a , b depict the subband edge 
separation and the ratios of the zone centre masses for the HHl and HH2 sub-
bands as a function of well width, showing how the mass ratio approaches unity 
as the subbands converge. 
In low-field hole transport few carriers will be excited into the remote second 
subband of the 50A well and therefore the greater effective mass of that band 
will not have a significant effect on the average hole mobility. In contrast, the 
proximity of the HHl and HH2 subbands for the 150A well implies that there 
will be considerable scattering into the HH2 subband. However, in this instance, 
holes occupying the HH2 subband possess much the same in-plane mass as those 
in the HHl subband. The increase in the HH2 mass as the quantum well becomes 
narrower results in a larger density of states, which acts to increase the scattering 
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Figure 4.6 Percentage of holes in the HH2 subband versus well width for an 
Ino.i8Gao.82As quantum well at 77 K and with an applied electric field of 104 
V r n - 1 . 
rates to that subband and the strength of intraband scattering. In addition, the 
scattering rates increase with decreasing well width, through the contribution 
from the scattering matrix elements. This is primarily due to the localised nature 
of the hole envelope functions, but is also a result of the reduced coupling between 
the HH2 and LH1 zone centre states for wider wells (the HH1 and HH2 subbands 
are mixed by their mutual interaction with the LH1 zone centre state). 
The analysis of the bandstructure and scattering matrix elements of chapter 3 
indicates that the hole mobility should increase with well width. The mobilities 
obtained from the simulations for the set of Ino.1sGao.82As wells are given in 
figure 4.5 and show the expected general trends. There is, however, a local 
minimum in the hole mobility for wells ~ 120A wide, which can be explained 
as follows. For the narrowest well studied, it has already been pointed out that 
there is negligible excitation of holes to the second subband. With increasing 
well width, and therefore reduced subband separation, holes are seen to be more 
readily scattered into the HH2 band, as illustrated by figure 4.6. For a 120A 
well, there is considerable population of the HH2 subband (~ 19% ). However, 
the important characteristic of this case is that it combines a significant second 
subband population with a hole mass for that subband which is comparatively 
heavy at 1.4 times the mass in HHl. At larger well widths, the HH2 population 
increases but the effective mobility of this subband also increases. For the wells 
with an appreciable HH2 subband occupancy, scattering within the HH2 subband 
is dominated by intrinsic charged impurity and alloy scattering. Of the phonon 
processes, polar optical HH2-HH1 emission and intraband acoustic scattering are 
important. 
Also in figure 4.5 are the results of simulations that were carried out using a one-
subband approximation (i.e. just the HH1 subband). The aim was to see what 
mobilities might have been obtained if intersubband scattering was omitted and 
all holes had a common in-plane effective mass. For wells less than 100A thick, 
the curves for the one- and two-subband approximations converge, reflecting the 
fact that in this regime the second subband plays a minor role, but at the onset 
of intersubband scattering for wider wells, the presence of the second subband 
suppresses the hole mobility. 
The 150A well width marks the limit of the validity of the two-band approxima-
tion. Around this well width, scattering into the third (HH3) subband becomes 
likely, since it lies 19meV below the HH2 subband edge. According to Andersson 
et al [17] and the Matthews-Blakeslee model [18], this well width is also near the 
critical layer thickness for growing dislocation-free layers of InGaAs for this level 
of strain. 
Using the valence bandstructure parameters given by O'Reilly and Witchlow 
[16], the results are qualitatively similar to those discussed above, but the popu-
lation of the HH2 subband becomes significant at a well width of 80A, and the 
local minimum in the hole mobility occurs at a 90A layer width. 
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4.4 Conclusions 
Results from the low-field transport simulations for 90A InaGai-^As-AlGaAs 
quantum wells (0.10 < x < 0.25) predict that a greater hole mobility is to be 
expected as the indium content is increased. This arises from the reduction in the 
in-plane hole effective mass for the HHl subband (due to the larger compressive 
biaxial strain and the reduced masses in the bulk) which more than compensates 
for the effect of increased alloy scattering within the well. The predicted increase 
in the hole mobility with strain for InGaAs-AlGaAs is ~ 4000cm2/(Vs%). This 
compares with the experimental value of around 5000cm2/(Vs%) for InGaAs-
GaAs determined by Fritz et al [6]. 
The variation of the hole mobility with well width shows interesting effects 
derived from the competing factors which enhance or reduce the hole mobility. 
The general trend was for the hole mobility to increase with well width, but a 
local minimum in the mobility was observed for wells ~ 120A wide because of 
the combination of significant transfer into the second subband and the relatively 
large effective mass of that subband. 
Scattering of holes at sub-kVcm - 1 fields is dominated by intrinsic alloy and 
charged impurity scattering. Optical phonon scattering, in particular, was not 
seen to cause a significant reduction of the hole mobility. This is due to the low 
excitation of carriers away from the subband edge states at these field strengths. 
The particular drawback of applying the infinite well model to these transport 
simulations is the artificially low in-plane effective mass and large subband sepa-
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ration in comparison with finite well models, which means that all hole mobilities 
are consistently larger than experimental values, and that the onset of intersub-
band scattering occurs for wider wells than expected. The explanation for this 
is as follows. Total confinement reduces the uncertainty in the position of the 
holes within the well, and hence the eigenstates lie at higher energies than they 
would if the well was finite and the hole wavefunctions were permitted to spread 
into the barriers. 
A second limitation is that transport studies at high electric fields would be 
unreliable since the model does not allow carrier escape into the barriers. How-
ever, the model does give an acceptably useful, simple and accurate description 
of the HH1-LH1-HH2 mixing and, at least qualitatively, the predictions from 
the infinite well model are adequate. The threshold well width for appreciable 
population of the second subband is that at which the subband edge separation 
is less than the optical phonon energy (~ 30 meV). In experimental structures 
this condition will be met at smaller well widths than the infinite well model pre-
dicts. Since many of the experimental structures referred to in the introduction 
incorporate wells ~ 100A thick, the factors described above may explain why 
existing parallel transport data for holes in InGaAs shows little improvement 
against those for similar unstrained systems. 
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F A R T T W O 
The Relaxation Of Holes 
I n Quantum Wells 
C h a p t e r 5 
T h e Q u a n t u m C a p t u r e O f Holes 
B y A Square W e l l Po tent ia l 
5.1 I n t r o d u c t i o n 
In quantum mechanical terms, the quantum capture of carriers into a semicon-
ductor quantum well is the transition of carriers from bulk-like continuum states, 
to the quasi-two dimensional bound states. It is believed that carriers make these 
transitions by the emission of polar optical phonons [l] or by non-polar optical 
phonon scattering [2]. Capture induced by impurity scattering in the barrier 
material has also been considered [3]. 
Carrier capture is an important process in the operation of quantum well lasers 
and has attracted much interest in recent years [4, 5]. Here the relevant processes 
are carrier diffusion across the confinement layers, the trapping rate, and once 
captured, carrier thermalisation to the ground state of the quantum well. Unless 
the carrier injection into the bound states contributing to the stimulated emission 
is sufficiently fast, the high speed performance of the laser will be impaired. 
In their semiclassical studies of capture by polar optical phonon emission, 
Schichijo et al [6] and Tang et al [7] conclude that wide wells are necessary 
to ensure fast capture, and that wells narrower than the phonon limited mean 
free path are inefficient traps. More recent calculations by Bastard et al [1] 
predict that the electron and hole capture times oscillate as a function of well 
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width. These fluctuations are attributed to the binding of additional states as 
the well width is increased, and also to the presence of virtual bound states 
or 'transmission resonances' within an optical phonon energy of the continuum 
edge. 
The concept of a virtual bound state may be illustrated by considering the one 
dimensional problem of the scattering of a plane wavefront at a potential step. 
Quantum mechanics shows that the reflection probability at the interface oscil-
lates as a function of the energy associated with the wave. If a second potential 
step is introduced into the problem, creating a potential well, the wave which is 
transmitted past the first interface subsequently undergoes multiple reflections 
at both interfaces [8]. Constructive interference of the reflected waves occurs at 
energies for which the wavelength in the well layer is approximately a half integer 
multiple of the well width. This results in states with an enhanced probability 
density in the vicinity of the well. There is some experimental evidence that 
such states exist. Bastard et al [9] have studied the excitation spectroscopy of a 
double GaAs-AlGaAs well structure, and observe a spectral line at a wavelength 
consistent with that calculated for a light hole virtual bound state using an eight 
band k .p model. Bastard suggests that quantum wells designed to have a vir-
tual bound level in the vicinity of the continuum edge will serve as better carrier 
traps. Kozyrev and Shik [2] have performed complementary calculations, but for 
non-polar optical phonon emission, predicting similar oscillations in the capture 
rate with well width. 
Direct experimental measurement of the carrier capture time into a quantum 
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well is not possible. However, the electron and hole capture times can be es-
timated by time resolved measurement of photonic emissions. Carrier capture 
results in an increase of the photoluminescence and spontanous emission inten-
sity from the well at the expense of that from the barriers. The rise time for 
the emission intensity from the well provides an estimate of the electron cap-
ture time, whereas the rate of decay of the emission intensity from the barriers 
provides a measure of the hole capture rate. Time resolved photoluminescence 
studies carried out for InGaAs-InGaAsP quantum wells by Deveaud et al [10] 
suggest that the capture time is approximately one picosecond for electrons and 
subpicosecond for holes. (The hole capture time may be shorter because of the 
higher density of final states in the valence band [l]). This group has also shown 
that 9 A wells collect carriers as efficiently as wider 150 A wells. Hirayama et al 
[ l l ] have measured similar capture times from spontaneous emission studies of 
InGaAs-InGaAsP quantum wells. 
There is a significant discrepancy between the experimental results and the 
predicted values, which place the capture times for electrons and holes at around 
a few tens of picoseconds. A subpicosecond capture time appears to be in keeping 
with existing rate equation models of semiconductor lasers [11], hence it seems 
likely that it is the current theory which is at fault. 
Apart from Bastard's k .p model, which successfully predicted the presence of 
a virtual bound state [9], other models [1, 2, 3, 12, 13] have treated the wave-
functions for both electrons and holes using the parabolic band approximation. 
This is a particularly poor assumption for the valence band since holes exhibit 
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mixed character, as discussed previously in chapter 2. 
The aim of this chapter is to report on the development of a detailed model for 
hole capture into a quantum well using realistic k .p bandstructure. This com-
pares the capture rates for polar optical, non-polar optical and acoustic phonon 
scattering, and also alloy scattering. The capture process is treated in a similar 
way to a barrier transmission problem. In this way, the capture rate can be 
adapted to construct the capture probability (the fraction of the incident par-
ticle current which becomes trapped by the well). Expressed in this form, the 
capture data is better suited for use in semiclassical transport models. The 
calculations are restricted to a quantum well system which is currently being in-
vestigated by GEC-Marconi (Caswell) for inclusion in a 1.55 multiple quan-
tum well laser. This consists of 30A Ino.7Gao.3As wells separated by layers of 
Ino.75Gao.25Aso.55Po.45 (1.25 fim band gap) which serve as the barriers and sep-
arate confinement heterostructure. The InGaAsP layers are lattice matched to 
InP, the outer cladding material of the device. The wells are under a biaxial com-
pressive strain of 1.2%; the InGaAsP layers are unstrained. This hole capture 
model is applied to an investigation of the trapping properties of a single 30A 
Ino.7Gao.3As well bounded by Ino.75Gao.25Aso.55Po.45 barriers of equal width. To 
be representative of the confinement layers of a quantum well laser, a distance 
of 1/xm has been chosen for the sum of the barrier and well widths. 
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5.2 So lut ion to the hole capture prob lem 
There are two ways of constructing the wavefunctions of the unbound holes in 
the barrier region. They may be regarded as standing waves extended across the 
confinement region which are perturbed by the quantum well, as described by 
Bastard et al, or R u and L i , for example [3, 14]. The alternative is to model 
a carrier as an incoming plane wave of energy E, in-plane wavevector hp and 
transverse component kz incident upon the well, and determine what fraction of 
this wave is reflected and transmitted at the well-barrier boundary [2, 8,12]. Both 
models are limited by the assumption that at the instant of capture, the holes 
can be represented by coherent wavefunctions across the confinement volume. 
This is a somewhat simplified approach, since the holes can be expected to suffer 
carrier-carrier and phonon scattering during their transit across the confining 
layers; but without this approximation, the problem is particularly complicated. 
In either picture, Fermi's Golden Rule can be used to determine the rate of 
scattering between the unbound and bound states; that is the rate of capture of 
carriers by the well. In the incoming wave model, the trapping efficiency of the 
well can be expressed in terms of the fraction of the incident particle flux density 
which is absorbed per unit area of the well per unit time. The situation is then 
comparable to perpendicular transport experiments [12]. 
The two methods are essentially equivalent, but by constructing the capture 
rate per unit incident particle flux, the plane wave model can be viewed in a 
local sense allowing a relaxation of the fact that scattering in the confinement is 
neglected. 
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5.3 T h e k.p solution for u n b o u n d a n d b o u n d states 
The wavefunctions for all unbound and bound states in the valence band have 
been constructed using the envelope function approximation, writing them as 
an expansion over eight Bloch functions | j ) representing electron states at T. 
This basis set includes spin-up and spin-down conduction band states, and the 
corresponding pairs of states for the heavy hole, light hole and spin split-off 
bands. These are listed in table 5.1. 
Table 5.1 Basis Bloch functions of 
the eight band k.p model. 
s-, p- orbital representation | 
l l> | 5 | ) 
|2 ) 
|3> ^\{X + iY) i> - V I 1 ^ T> 
|4> ^ 3 \ ( X + iY) | > + | Z T > 
|5> \ S i ) 
| 6 ) 
|7> %\(x-iY) T > - v 1 l ^ l > 
|8> ^ \ ( X - i Y ) 1 ) - \ Z l ) 
The wavefunctions are matched across the well-barrier boundaries by assuming 
that the Bloch functions are identical for the InGaAs and InGaAsP layers. The 
basis set, and the 8 x 8 Hamiltonian matrix describing interactions between the 
Bloch functions have been derived by Eppenga et al [15], Smith and Mailhiot 
[16]. Terms describing the effects of biaxial strain in the well layer were derived 
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by Wood [17]. 
T a b l e 5.2 Bandstructure parameters for the 
Hamiltonian of figure 5.1. 
(Lattice Temperature T L = 300 K ) 
tl l lo.7Gao.3As °Ino.75Gao.25Aso.55Po.45 
a 0(A) 5.9374 5.8687 
Eg (eV) 0.5848 0.9919 
A (eV) 0.3635 0.2533 
6 -13.51 -4.54 
71 -2.60 -0.276 
72 -2.55 -1.210 
73 -1.839 -0.730 
P 5.12 4.795 1 
/ ( e V ) -3.4 -
m (eV) 1.7 -
c (eV) -6.93 -
-0.0117 
0.0117 
Sources of data: f GaAs data [15], InAs data [18] 
• InGaAsP data [19] 
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Table 5.3 Strain terms of the k.p Hamiltonian. 
£2 = £xz{l + m) + mezz 
63 = jjtxx + 2ezz) + (5e**+£**) m 
£ 4 = ( t o ^ a ) (/ + 2m) 
The first step towards calculating the unbound states is to solve the bulk band-
structure for the barrier and extract all real wavevector solutions for a given hole 
energy above the continuum edge of the quantum well. For a hole of energy E 
and in-plane wavevector component fcy, the transverse wavevector components 
kz can be determined by rearranging the Schrodinger equation into an eigenvalue 
equation where kz is the eigenvalue. The time-independent Schrodinger equation 
for the hole in bulk material is 
Hy{Thz) = EV{rhz) (5.1) 
where \P(r | | ,2) is the bulk wavefunction. Separating H into components inde-
pendent, linear and quadratic in kz, 
H = Ho + H\kz + Eik\. (5.2) 
The 8 x 8 matrices Ho, Hi and Hi are listed in figure 5.1 and the relevant 
bandstructure parameters are defined in tables 5.2 and 5.3. ( The Hamiltonian 
has been written using the units convention = 1). Absorbing E into the 
matrix Ho to form H'Q, and multiplying the equation by H%1 then 
(-H^H'o - H ^ H ^ ^ z ) = k^r^z). (5.3) 
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Combining this with the trivial equation kz^{v^,z) = kz^l{rpz)^ 
08x8 
-Hn ^ H! 
'8x8 
2 J J 0 8 X 8 H 2 l H H x 8 
— kzI\QX 16 0. (5.4) 
J is the identity matrix, and 0 the zero matrix. It is straightforward to solve 
for the sixteen kz eigenvalues numerically using the N A G computing routine 
F 0 2 A K F . Eigenvalues will either be real, corresponding to propagating plane 
wave solutions, or complex evanescent waves ( at energies in the band gap for 
example). For states on the doubly degenerate heavy hole bands, there will be 
four real kz solutions, corresponding to left- and right- travelling waves for the 
degenerate pair of solutions. For Valence band edge > E > Eep-m split—off band edge 
there will be eight real kz solutions representing hole states on the heavy and 
light hole bands, and likewise twelve real solutions for states deeper in the va-
lence band where E < -E^pm split-off band edge- For each kZi there is a corresponding 
eigenvector 
( \ 
*5 
Each element defines the coefficient of the zone centre Bloch state | j ) in the 
bulk solution at (E, fcy, kz.) in the barrier material. For any kz solution there will 
be two eigenvectors, corresponding to the two spin degenerate pairs of solutions 
that make up each band. The N A G routine produces the pairs of eigenvectors 
at random phase to one another, which can be orthonormalised. All wavevectors 
which propagate or decay in the direction of positive z are grouped into indices 
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i = 1..8, and those which are biased to negative z are grouped i — 9..16. The 
bulk bandstructure at (E, fcy) for the well material is found in the same way. 
By considering each barrier wave separately, it is possible to observe how an 
individual heavy, or light hole state interacts with the quantum well. 
Writing the unbound state wavefunction in a general form, allowing ingoing 
and outgoing plane waves, and outgoing evanescent waves in both barriers, 
8 
(left) ~ £ 
ingoing plane 
W 
8 16 
outgoing plane, 
evanescent 
( ^ I D - E Z ^ F ^ ^ ^ l l l j ) , 
j=l t'=l 
J 
(5.5a) 
(5.5b) 
^fright) — £ 
j = l 
£ hBnF*j**+ E a?F?e xafz 
ingoing plane outgoing plane, 
evanescent 
-tkll.ru 
J>-
(5.5c) 
To obtain a solution corresponding to one incoming barrier wave, just one of 
the coefficients gf* or is set to unity, and the rest to zero. The thirty two 
unknown af and CL^ coefficients which define the reflected and transmitted waves 
are then determined from the boundary conditions. One set of conditions is that 
the envelope function associated with each basis state is continuous across both 
well-barrier interfaces, which gives: 
16 
E r f f S * - * * * + £ a f F§c-W = E^F^e-^1* j = 1..8, (5.6a) 
i = i t'=i 
i=9 t'=l 
j = 1..8. (5.6b) 
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Condensing these equations into matrix form: 
1 + ^ 1 6 x 1 6 3 = C i 6 x l 6 a w (5.7) 
where 
a = 
( 
, i = 
U f 6 J V 
V aBi^e_l'»3 
Integration of the Schrodinger equation through each interface gives the other 
set of matching conditions for the wavefunctions [15]: 
dz 2 
Hence for j — 1..8, 
\z=±i \z=±{ • 
8 8 
» m = l i = l m = l 
(5.8) 
where 
16 8 
i = l m = l 
8 n ; 1 6 8 r • 
Z - / n Z - / J ^ j m n 1 n m c ' Z _ / "t Z _ / ' J j m t J t m c 
n m,=l i=9 m = l 
16 8 
j'=l m = l 
Z ^ i Z - / lvlimx1 i m c 
Mf m „ = ( i f f f y . m)t* + i f f f y , m)) , 
< r = K / , v y . - ) . ? + i / f f ^ y , m)) 
(5.9a) 
(5.9b) 
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H^W { j , m) represents the element of the matrix Hi on the y t h row and m> 
column, and likewise for H ^ W ( j , m). Collecting these into matrix form, 
.th 
i' + -Pl6xl6a = Pl6xl6& W (5.10) 
where 
E n ^ E ^ = i M i m n F B m e - ^ L 2 
Rearranging equations (5.7) and (5.10) 
i w = (C 1 C - P lP)-l{C~\-P~l\'), (5.11a) 
a " = {C~lC - P - 1 P ) - 1 ( P - M - C T 1 ! ' ) , (5.11b) 
which define the wavefunction completely. Once the terms of the matrices C , C , 
P and P have been calculated, it is relatively straightforward to solve for & w 
and aB. The appropriate matrix inversions are achieved using the N A G routine 
F 0 4 A D F . 
The procedure for solving the quantum well bound states is much the same 
as that for the continuum states. The bulk bandstructure is determined for 
some trial (E, fey), and linear combinations of the bulk solutions are matched 
across the interfaces. For bound states, the appropriate evanescent solutions are 
chosen in the barriers on each side of the well such that the wavefunction decays 
into the barriers, and the probability density remains finite everywhere. The 
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wavefunction in the well and barriers is: 
H e f t ) = E E a ? F j } j * ' j * \ W | j ) , (5.12a) 
y=i t= i 
8 16 
* ! U = E E ^ ^ V K | N I 1 •?>> ( 5 - 1 2 b ) 
y = i i = i 
8 1 6
 B • 
*f»,At) = E E «f ^ V " i n i I i ) - (5-12c) 
j=l 1=9 
Applying the matching conditions for the envelope functions across the well-
barrier boundaries, for j = 1..8, 
t-f^e-^i=f:aYF^e-^K (5.13a) 
i = i i = i 
ZafF^^^aYFXe^i, (5.13b) 
i=9 t = l 
8 8 16 8 
E « f E ^ ^ e - ' f * = E « T E M j l ^ e - ' 1 " * , (5.18.) 
i = l m=l i = l m = l 
E «f E M J M ^ * = E *T E ^ L ^ e - r i ( 5 . i3d) 
1=9 m=l i = l m = l 
which combine to give: 
C a B = C a l v , (5.14a) 
P a B = P a ^ . (5.14b) 
Column vectors a ^ and aB take the same form as listed in equation 5.7. Valid 
solutions for these exist so long as 
| P~lPC-lC - J i 6 x i 6 1 = 0. (5.15) 
This condition identifies allowed energy states. By scanning a range of E — ky 
space and listing all zeros of the determinant in equation 5.15, the quantum well 
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F i g u r e 5.2 The valence subband dispersions for a 30A Ino.7Gao.3As-
Ino.75Gao.25Aso.55Po.45 quantum well. The biaxial compressive strain 
in the well is 1.2%. 
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Figure 5.3 Density of states for the (a) HHl, (b) LH1 and (c) HH2 sub 
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F i g u r e 5.4 Cross-section through the constant energy surfaces of bulk 
I n d . 7 5 G A O . 2 5 A S O . 5 5 P O . 4 5 > illustrating the warping of the heavy hole band. 
Values for negative kz are obtained by reflection in the axes. 
subbands can be obtained. The search for energies was carried out using an 
iterative technique developed by Walmsley [20]. 
As with the unbound states, the bound state wavefunctions appear as degen-
erate pairs. The envelope functions for these solutions are not in general orthog-
onal, but for calculational convenience can be combined to form two orthogonal 
wavefunctions with envelopes of definite parity. 
The valence bandstructure of the 30 A Ino.7Gao.3As-Ino.75Gao.25Aso.55Po.45 well 
is shown in figure 5.2. The subbands are almost isotropic in the kx-ky plane, and 
so the bands are suitably represented by the single variable fey. The subbands 
are non-parabolic due to mixing, and this is reflected in the fluctuating reduced 
density of states fcy/ | ^ | for each band (figure 5.3). 
5.4 U n b o u n d - b o u n d scat ter ing m a t r i x elements 
In the quantum capture process by optical phonon emission, holes may only 
make transitions into bound states lying within an optical phonon energy of the 
continuum edge. Within this energy range the initial states of the holes can be 
considered to result from scattering of the incoming barrier states by the quantum 
well. Holes approaching the well in the spin split-off band cannot be captured 
directly since this band lies out of the energy range. Figure 5.4 shows the form of 
part of the constant energy surfaces for bulk Ino .75Gao.25As0.55P0.45- The heavy 
hole band is warped with an effective mass which becomes heavier away from the 
principal axes. At /ey = 0, kz has two magnitudes, one corresponding to a light 
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hole state, the other to a state on the heavy hole band (the heavy and light hole 
bands are degenerate at fey = 0 for unstrained InGaAsP) . At intermediate fcy only 
heavy hole plane wave states exist. For larger k\\, | kz | is again double-valued, 
but both solutions are derived from the heavy hole band. 
Consider a transition from an unbound state , to a final state \&* on the 
*H' 
n t h subband. Rewriting equations (5.5a..c) in condensed notation, 
8 8 
*(Wt) = E E U j h j t f z + < , V f ") \ j ) h= 1, 2, (5.16a) 
y=it=l x ' 
*(»«/«) = E E 2 ^ - r " iy> * = i , 2 , (s.ieb) 
j=l1=1 
8 16 , x 
* ? « , * ) = E E ^ + « , V ' *) ^ " - r | 1 \J) h = 1,2. (5.16c) 
y=it=9 v 7 
Similarly for equations (5.12a..c), 
*(!./*) = E E a g ^ ^ H - m I j> V = 3,4, (5.17a) 
y=ii=i 
8 16 w 
* U / 0 - E E " . V * V V l l | j ) fc' = 3,4, (5.17b) 
j=it=i 
8 16 
* U * o = E E « . V a i I » = 3 > 4 - ( 5 - 1 7 C ) 
j'=l t'=9 
Since the unbound and bound wavefunctions are doubly spin-degenerate, the net 
scattering matrix element between the initial unbound states (with spin indices 
h =1, 2) and final bound energy states (spin indices h! =3, 4) is given by (recall 
chapter 3): 
| M | 2 = | M 1 3 1 2 + 1 M 1 4 | 2 + | M 2 3 | 2 + | M 2 4 { 5 i 8 ) 
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The pairs of eigenfunctions for a bulk plane wave at energy E and with wavevec-
tor components kp kz, or with components fey, — kz are made up of the same 
weightings of the basis states. It follows that the modulus of the matrix element 
squared for scattering from a heavy or light hole wave incident from the left 
hand barrier is identical to that for the corresponding wave incident from the 
right hand barrier. In the application of Fermi's Golden Rule, the unbound and 
bound states are normalised across a chosen region of space. The appropriate 
normalisation constants for unit area in the plane of the quantum well and a 
distance of L = 1 fim transverse to it, are respectively for unbound and bound 
states: 
NU = n i * ( W * ) i 2 dz+f \ i * ! w > i 2 dz+1i21 * M ) W i 2 
2 2 J 2 
(5.19) 
NB=rt i *(««/o(*) i 2 dz+1\ i * U o ( * ) i 2 dz+/«* i i 2 **. 
2 2 2 
(5.20) 
5.4a A l l o y scat ter ing 
Allowing for the possibility of capture by alloy scattering (including scattering 
centres in the barriers in addition to those in the well), the scattering rate into 
subband n from either a heavy or a light hole barrier state is: 
1 2 4 1 
I M A L | 2 = « S X ( 1 - x ) ( A 7 ) 2 | M f f i | 2 + a 0 3 ( A C / ) 2 ( | M ^ f | 2 + | M ^ f 4 | 2 ) . 
(5.21) 
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M7ll \2-
8 16 16 
NuNB yj, = 1 t ) (-, = 1 m > m / = 1 
Hjh' c t ' jhlxmj'h'tm' j'h 
X < 
t stv - r a m s m , a t — u, 
2 8in(a., + a m - a , ) ^ iy , hW nW* lW* / n 
V v t' m' » ' 
(5.22a) 
M' Ah 
B* B B B% 
ai'jh' Vijh am' j' h' Vmj'h 
+ai' jh' Vijh am' j' h' ernj' h 
+ a i ' j h ' eijh ° W j'h' Vmj'h 
B* B B B* ' ^ 
+ ai'jh' eijham'j'h' emj'h 
1 8 8 
i 2 = y y 
8 
E 
1 m,m'=l 
e - i ( t f - a ^ - e + 0 m , ) | . 
iitf - a ? * J 
•rfB „B* „B* , „ B \ I j(tB „ B * 
_ e - * ( ' < -<*;* 
, „ B - | L 
i{tf - aB* - - s * + < > ) 
•1 „B „ B * ,B* ,„B \ I 
e-t(Si - a { l - t m + o m , ) 2 
_ t B * , B l i 
t m + 0 m ' ' 2 
B _ nB* _ BB* i{sf - a* sm + <<) 
(5.22b) 
M right 12 AL I " 
i 8 16 16 
— — E E E 
-Wc/iVs y i J-/=1 , - | i / = 9 m i m i = 9 
B* B B B* 
ai' jh' Wijh am' j'h'Vmj'h 
B* B B B* 
+ai'jh'r)ijham'j'h'tmj'h 
;ttB „B* tB*,„B \L -/tB B* fB*,„B \l 
e*(f< ~<V ~*m + a m l ) 2 — e%(U ~ai' + a m ' ) 2 
i B* B B B* 
+ ai< jh' eijh am' j1 h' Vmj'h 
i(tf - aB* - *S* + J 
-•//B „ B * „B* , „ B i i 
- e ( »' ~ i' ~ m + a m ' ) 2 
i(t? - a?* - s
B* + aB,) 
m ' ml 
( i< „B „ B * tB*,„B \L ' eH s< -<*,•# -tm +omf) 2 
. / „ B „B* tB*,„B \ I 
4-nB* fB B B* I e 
^ai'jh'€ijham'j'h'emj'h 
i(sf ~ a ? * - + a j , ) 
i ( , f - a ^ - ^ + a m ( ) f _ e i { s ? - a f , * - s m * + a m , ) l 
i ( s B - aB* - sB* + aB.) 
. (5.22c) 
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In equation 5.21, a'0 is the lattice parameter for the InGaAsP. As in chapter 3, 
the alloy scattering potential for InGaAs, A V is taken as 0.534 eV. According to 
Littlejohn et al [21], the alloy potential factor for InGaAsP is given by 
{AU{InxGaX-xAsyP^y))2 = x{l - x ) y 2 { A V I n G a A s ) 2 
+ x ( l - x ) ( l - y ) 2 ( A V I n G a P ) 2 
+ y { l - y ) x 2 { A V I n A 8 P ) 2 
+y{l - y){l - x ) 2 { A V G a A s P ) 2 . (5.23) 
Applying this formula, using the values for AVjnGap etc. listed in [21], ( A C / ) 2 
~ 0.081 e V 2 . 
5.4b P h o n o n induced capture 
For acoustic (elastic approximation) and non-polar optical phonon scattering, 
the capture rates are respectively: 
^ - • * > = i S ^ j p £ h 3 £ 1 M M ? dq- (5-24) 
- J ^ f c ( „ ; ; J E £ \ £ I M(qz) |2 dqz, ( 5 , 5 , 
where the symbols are as defined in chapter 3. The matrix elements squared are 
given by 
I M{qg) \2= — ^ | I { l e f t ) { q z ) + I(weii){qg) + I(right){<lz) | 2 (5-26) 
where 
'(well) ~ 2_ 2^ Zeijhax'jh'—rrw w* + _ \ ' 
y=it'=i v si ai> ^HZ) 
90 
Hi*ft) *ijhai'jh> JTJB B* , x 
i(*f - a f * ± 
» " B B % e f ( ' f - ? * ± f f . ) * _ e < ( - f - ? ' ± f f . ) 4 
J(rtfM) - 2L^ 2^ eijhai'jh> r r - g — R 4 , 
y=lt'=9 *vsi °t' ^ ««J 
^ e«-(«f-^.)4- e<(«f-«g'±g.)i 
+Hik«fjh> i [ t B _ a m ± q z ) 
where ± 9 2 denote phonon absorption and emission respectively. Values for the 
crystal density p and other material data in the rate prefactors are listed in table 
5.3. The Fermi's Golden Rule capture rate by polar optical phonons is 
pOP = e2uop ( J _ _ l \ ( nq \ 
h=l h'=3 
where 
I M(<lz) \2= I I{Uft){Q.) + I(well){q*) + I{right){9z) I * • (5-28) 
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Table 5.3 Parameters for hole capture rates for Ino.7Gao.3As 
at a lattice temperature T£,=300K. 
14.14 
Coo 11.84 
Dac (eV) 4.65 
p (kgm- 3 ) 5575.0, 
Dop ( e V m - 1 ) 41.7 
v8 ( m s _ 1 ) 3326.q 
huj0p (meV) 30.1 
5.5 C a r r i e r t r a p p i n g efficiency of the we l l 
In section 5.4 the scattering matrix elements were determined by normalising 
the unbound and bound states within a volume of real space. By choosing this 
volume to be that of the total confinement region AL, the probability of capture 
P(k\\,kz-*n,k\\) into a w e l l of width / from any given unbound state is of the order 
L-
However, if hole capture data were to be applied to a simulation of relaxation 
within a quantum well laser, by Monte Carlo techniques for instance, it would be 
desirable to have capture data which depends on the conditions in the vicinity of 
the well and is independent of the dimensions of the confinement region. That 
way, the data could be applied universally across a range of structures of different 
confinement widths. Indeed, if the holes are frequently scattered in their passage 
across the confinement region, a quantum mechanical model of the whole system 
is inappropriate and the dimensions of the confinement region will only influence 
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the capture rate through classical transport factors such as diffusion currents and 
local carrier densities. 
Another way to look at the problem is to consider the fraction of incident hole 
current which is captured by the well. This information can be regarded as 
local to the well and can readily be employed in a classical model of transport 
and well capture for the whole device. Within this approach, heavy or light holes 
incident on the well are represented by a plane wave which is taken to describe the 
quantum mechanical propagation of the particle since its last scattering before 
arriving at the well. The particle current associated with such a wave is given 
by the quantum mechanical flux. In section 5.4 the wavefunction describing 
the incident, reflected and transmitted waves was normalised to unity in the 
confinement volume but the result can still be used in this new approach. The 
incident plane wave part of the wavefunction has the form (ANu)~^elkr, where 
Nu was defined in equation 5.19 and the associated current density j t is 
. _ vz 1 dE 
where vz is the velocity transverse to the well plane for holes of wavevector 
(k^,kz). The capture probability per unit area of the well is A~lP^^_^niki^ 
and may be expressed as a fraction p(k^,kz), of the rate per unit area j\ at which 
holes are incident on the well: 
P[k\\,kz-*n,k',,) 
P(kpkz)= U L I' J. (5.30) 
This is a useful figure of merit for the carrier capture properties of the well. Now 
A - 1 P(k\\,kz->n,k'^) I S the capture rate per unit area when ( A N J J ) - 1 holes per unit 
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Figure 5.11 Moduli squared of matrix elements plotted against k \ ° u n d and 
kunbound for ( a ) aHoy, and (b) acoustic phonon scattering from heavy hole 
bound states into the HH2 subband of figure 5.2. 
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^unbound f o r ^ non-polar optical phonon absorption, and (b) non-polar opti-
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figure 5.2. 
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Figure 5.13 Moduli squared of matrix elements plotted against fcy n and 
.^unbound f o r poigj optical phonon absorption, and (b) polar optical phonon 
emission from heavy hole unbound states into the HH2 subband of figure 5.2. 
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Figure 5.14 Moduli squared of matrix elements plotted against k ^ o u n d and 
^unbound f o r ^ a l l o y ) a n d ^ a c o u s t j c phonon scattering from light hole un-
bound states into the HHl subband of figure 5.2. 
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Figure 5.15 Moduli squared of matrix elements plotted against k ^ o u n d and 
^unbound f o r ^ n o n _ p 0 i a r optical phonon absorption, and (b) non-polar opti-
cal phonon emission from light hole unbound states into the HHl subband of 
figure 5.2. 
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Figure 5.16 Moduli squared of matrix elements plotted against k ^ o u n d and 
^unbound f o r ^ p o l a r o p t i c a i phonon absorption, and (b) polar optical phonon 
emission from light hole unbound states into the HHl subband of figure 5.2. 
* \0 
A O 
^0 
10 
(a) 
o 
\ o 
\ 
<2> 
o 
005 0-0 
0 00 05 
\ o 
\ 
<5> 
\ 
O 
Figure 5.17 Moduli squared of matrix elements plotted against k^oun and 
kunbound f o r ( a ) a u o y ? a n d (b) acoustic phonon scattering from light hole un-
bound states into the LHl subband of figure 5.2. 
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Figure 5.18 Moduli squared of matrix elements plotted against k ^ o u n d and 
^unbound f o r n o n _ p 0 i a r optical phonon absorption, and (b) non-polar opti-
cal phonon emission from light hole unbound states into the LH1 subband of 
figure 5.2. 
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Figure 5.19 Moduli squared of matrix elements plotted against k ^ o u n d and 
^unbound f o r ^ p o i a r optical phonon absorption, and (b) polar optical phonon 
emission from light hole unbound states into the LHl subband of figure 5.2. 
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Figure 5.20 Moduli squared of matrix elements plotted against k^°und and 
^unbound f o r ^ a n O V j a n ( j ^ ) acoustic phonon scattering from light hole un-
bound states into the HH2 subband of figure 5.2. 
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Figure 5.21 Moduli squared of matrix elements plotted against k ^ o u n d and 
kunbound for ^ 
non-polar optical phonon absorption, and (b) non-polar opti-
cal phonon emission from light hole unbound states into the HH2 subband of 
figure 5.2. 
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Figure 5.22 Moduli squared of matrix elements plotted against k^n and 
^unbound f o r ^ p o l a r optical phonon absorption, and (b) polar optical phonon 
emission from light hole unbound states into the HH2 subband of figure 5.2. 
volume in state (k^,kz) contribute to the current density. It follows that if m 
holes per unit volume in state [k^,kz) were to make up the current, the capture 
rate per unit area would be 
{ANu)-lA~lP(~k\\>k*-*n'kV
 = m 7 N r c / P (V*-^.* f | ) - ( 5 , 3 1 ) 
If the heavy and light holes are distributed in fc-space with state occupancy 
fhh(lh){k\\, k z ) the mean capture rate can be obtained by averaging over all wavev-
ectors. Accordingly, the capture rate per unit area becomes 
A'1 < P(fc|| n,fcf|) > = ^ 3 J ! , A:,)JV"u-(A;||f A a r)i 3 , ( f c | | f f c,_» n i f cj | )dk||d*: i r. 
(5.32) 
However, the distribution function fhh(lh){k\\,kz) can only be obtained from a 
transport model of the whole structure which, amongst other things, takes ac-
count of the details of the carrier injection and their recombination in the well 
and elsewhere in the device, and is beyond the scope of this thesis. 
5.6 Mat r ix elements and capture probabilities 
The scattering matrix elements for capture from heavy and light hole unbound 
states into the HHl , LH1 and HH2 subbands of figure 5.2 are depicted in figures 
5.5-5.22. The quantities which are plotted in these figures are listed in table 5.4. 
Capture is due to alloy and acoustic phonon scattering, non-polar optical phonon 
absorption and emission, and polar optical phonon absorption and emission. In 
all these figures, the matrix elements (squared) are shown as a function of the 
in-plane wavevector of the bound state (fcjj0,mci) and the in-plane wavevector com-
ponent of the unbound state ( k ^ n b o u n d ) . The sense of increasing k f u n d is also 
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that of increased energy of the initial unbound hole state. Since the transmitted 
wave amplitude generally increases as a function of the energy of the hole in the 
barrier, the scattering matrix elements show a general increase in magnitude for 
scattering into bound states higher within the quantum well (i.e. for greater fey 
in the subbands). In contrast, the larger k ^ n b o u n d for a hole of given energy, the 
smaller is the associated transverse wavevector kz and the matrix elements gener-
ally decrease with increasing wavevector of the unbound state, as a consequence 
of the reduced transmission into the well. 
Table 5 .4 Matrix elements plotted in figures 5.5-5.22. 
Process Matrix Element Equation 
Alloy Scattering ELl E t = 3 \ 1 MAL |2 5.21 
Acoustic Phonon v - *
4 1 fOO l-fye/tl+JfuieJO+A'-tg/iOl d1z 
2sh=l 2^h'=3 2 J-oo N n N n 
5.26 
Non-Polar Phonon V^2 \rM 1 fOO l - f y e / t ) + * ( u ; e Z f ) r i g h t ) I 2 ( i ? z 
2^h'=3 2 J-oo N n N B 
5.26 
Polar Phonon v-2 v-4 1 roo 2w\M(qz)\
2 j _ 
U = l U'=3 2 J-oo v / 9 4 + 2 ( , 2 + f e f | 2 ) 9 , + ( f c 2 _ , , 2 ) 2 ^ 
5.27 
However, superimposed upon this simple behaviour are a series of peaks in the 
capture matrix elements which can be associated with the presence of transmis-
sion resonances into the well. Clustered about these are intermediate values, 
which are due to capture from states just off the resonance condition, but with 
a significant fraction of the incident wave amplitude being transmitted into the 
well. The transmission of the barrier wave into the well region largely dictates 
the strength of an unbound-bound transition; the mixing between the subbands, 
and the consequent variation of the hole envelope functions with fcy appears to 
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Figure 5.23 Unbound states derived from the heavy hole band of InGaAsP, 
at an energy of -0.36 eV, showing the transition to a transmission resonance 
at = 0.09A-1. (a) fey = O A - 1 , (b) fcy = 0.02A"1, (c) k\\ = 0.06A"1, (d) 
= 0.085A -1, (e) = 0.09A"1, (f) fcy = 0.095A - 1. The resonance condition 
corresponds to the largest scattering matrix elements into the LH1 subband by 
optical phonon emission (figures 5.9b and 5.10b). 
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Figure 5.24 Probability densities for unbound states derived from the light hole 
band of InGaAsP with Jk|| = 0, at energies (a) -0.25 eV, (b) -0.30 eV, (c) ,-0.35eV 
and (d) -0.43 eV. The curve . . . represents the envelope for the conduction band 
Bloch function, the light hole component and the spin split-off part. 
The quantum well is centred at z = 0. 
be much less significant. 
Figure 5.23 shows the probability density of barrier waves derived from the 
heavy hole band of InGaAsP with energy -0.36 eV (relative to valence band edge 
of the well material), incident from the left hand barrier with increasing fey in 
the range 0 — 0.095 A - 1 . In the case fcy = 0, the reflected wave amplitude at 
the left hand barrier interferes with the incident wave. For k\\ ^ 0, the heavy 
hole states mix with the conduction, light hole and spin split-off bands (the 
off diagonal elements of the k.p Hamiltonian (figure 5.1) are non-zero), hence 
the heavy hole envelope functions contain contributions from these other Bloch 
components. At = 0 . 0 9 A - 1 (e), the wavevector transverse to the well kZi 
is such that the transmission probability tends towards unity. There is a small 
reflected amplitude, and the probability density of the heavy hole state becomes 
localised about the well region. This example corresponds to the sharp resonance 
condition for scattering into the LH1 subband by optical phonon emission (figures 
5.9b and 5.10b). 
Figures 5.13-5.22 show the scattering matrix elements for scattering from un-
bound states derived principally from the light hole band of bulk InGaAsP. Note 
the extra sequence of values on each of these figures, occuring at larger k^nbouni. 
These are additional matrix element values derived from the heavy hole bulk 
band, and are shown on the same sets of axes for comparison. Recall from figure 
5.4 that at large k^nbound, two magnitudes for kz are possible owing to the warp-
ing of the heavy hole band. These values represent transitions from heavy hole 
states with the smaller values of kz, and hence are small due to the lower trans-
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mission into the well. At a given energy and fey o u , light hole barrier waves 
possess smaller transverse wavevectors than corresponding heavy hole states, and 
they are less readily transmitted into the well. This implies that light holes are 
less readily captured than heavy holes. Furthermore, little resonant structure is 
observed in the matrix elements, and for the most part the matrix elements show 
a monotonic increase with increasing unbound state energy. 
However, for scattering into states of the H H l and LH1 subbands at the larger 
values of k\\ considered, the matrix elements decrease. This is a result of the 
significant conduction and spin split-off band zone centre basis state components 
in the barrier light hole band states (light hole states are coupled with these 
bands, even at fcy = 0). With increasing hole energy, the light hole states in 
the barrier possess an increasing contribution from the zone centre spin split-
off basis state component (since the energy lies closer to the spin split-off band 
edge). This increase is at the expense of that for the zone centre light hole 
basis state component. Therefore at large k^, the contribution to the scattering 
matrix elements from the envelopes of the spin split-off Bloch components of the 
bound and unbound states is important. Since the bound state wavefunction is 
largely a function of the heavy and light hole Bloch parts (recall chapter 3), the 
matrix elements for transitions of this type will generally be smaller than those 
for scattering from lower energy barrier waves. 
The only evidence for resonant transitions from light hole states into this par-
ticular quantum well structure is for optical phonon emission into the highest 
bound state on the HH2 subband, from a state with fey = 0. This unbound state 
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of energy E = —0.43 eV (relative to the valence band edge of the well material) 
is depicted in figure 5.24d. It does not show the same level of enhancement of 
probability density as the bound states derived from the heavy hole bulk band 
of InGaAsP, but nonetheless, there is relatively large transmission into the well, 
compared to light hole barrier waves of similar energy (figures 5.24b, c). 
The capture rate per unit area of the well per unit incident particle current 
density (the capture probability) is determined by the product of the scattering 
matrix element and the density of final states, divided by the flux (equation 
5.30). This flux is proportional to the local carrier velocity or the local gradient 
of the bulk band with respect to kz, Hence the flux associated with both 
heavy and light hole barrier waves, whatever k^nbound, increases monotonically 
at higher energies in the valence band. The scattering rates from Fermi's Golden 
Rule are proportional to the' density of final states. As a result of anticrossing 
between the subbands due to mixing, the density of states decreases for states 
farthest out in /cy along each subband (figure 5.3). 
Apart from the resonant transitions, the matrix elements generally increase 
with increasing unbound state energy, as discussed above. However, the density 
of final states and the flux both act to reduce the capture probability for transi-
tions from states higher in the valence band. The result is that the local capture 
probability is largest when a transition is made into a state at intermediate k^ound. 
The capture resonances are still observed, but their resolution is screened by the 
flux and density of final states. Hence, contrary to the predictions of simple mod-
els for carrier capture incorporating parabolic bands, the capture probability into 
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the well is not found to be greatest for transitions made into states lying nearest 
the continuum edge. Thus, although the subband mixing does not have a strong 
influence on carrier capture through its effect on scattering matrix elements, it 
is important as a result of the effect on subband curvatures. 
The capture probabilities p(k\\,kz) for alloy and phonon scattering from heavy 
hole unbound states are shown in figures 5.25-5.33. The probability of alloy 
scattering into the H H l and LH1 subbands exceeds that for capture by acoustic 
scattering as a result of the nature of the matrix elements. For transitions from 
virtual bound states, the fastest capture by elastic scattering is found to be 
that for alloy scattering into the H H l subband. Across the range of energies 
and wavevectors considered, the capture probability is generally small, being 
on average 1-2%. The capture probabilities for optical phonon absorption are 
an order of magnitude smaller than those for phonon emission. This is due to 
the phonon occupancy factor j^rpj ~ 0.5 at Tl = 300 K , and the fact that 
scattering by phonon absorption must be made into states of larger /e j j o u n £ i , thus 
with a smaller density of final states. From the previous study of bound-bound 
transitions (chapter 3), the rates for polar optical phonon scattering were greater 
than those for non-polar optical phonon scattering. This is not found to be the 
case for hole capture since the denominator of the matrix element for this process 
increases as a function of the difference between k^ound and k^nbound. Therefore, 
with regard to the virtual bound heavy hole state of figure 5.23e, the probability 
of capture by non-polar optical phonon emission is 90%, whereas that for polar 
optical phonon scattering is 50%. 
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Summing over all twelve scattering processes, the total capture rate per unit 
incident particle flux is on average about 10 %. However, at a transmission 
resonance, the cumulative capture probability can exceed 100% (for instance 
the example discussed above). Clearly it is not physically possible to capture a 
greater current density than that which is incident upon the well. Such instances 
represent a breakdown of the perturbation theory, and also reflect the fact that 
the reflected and transmitted particle currents are not solved self-consistently 
with the captured current density. 
Figures 5.34-5.42 depict the probabilities for alloy and phonon capture from 
light hole (and additional heavy hole) unbound states. Across all scattering 
processes, the capture probability is small (~ 2%), but this is comparable to those 
for heavy hole-bound transitions, if the transmission resonances are ignored. The 
reason for this is that the light hole particle flux is less than that associated with 
a heavy hole barrier wave. 
An accurate picture of the carrier capture process could be obtained once this 
microscopic capture data is incorporated into an ensemble Monte Carlo simu-
lation. However, by assuming that the heavy and light hole barrier states are 
distributed in /c-space according to a Maxwell-Boltzmann distribution, it is pos-
sible to estimate the average capture rate per unit area of the well plane for each 
scattering mechanism (equation 5.31). Tables 5.5 and 5.6 list the average capture 
rates per unit area into the three subbands of figure 5.1, from heavy and light 
hole barrier states, respectively. 
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Table 5.5 Average capture rates A 1 < P > for heavy holes into a 30 A 
Ino.7Gao.3As-Ino.75Gao.25Aso.55Po.45 quantum well. 
Lattice Temperature Tx,=300K 
A~l <P> ( x l O ^ m ^ p s " 1 ) 
Capture Process HH1 LH1 HH2 
Alloy scattering 8.936 6.611 4.672 
Acoustic phonons 3.795 2.789 1.825 
Non-polar phonon emission 7.877 4.830 5.914 
Non-polar phonon absorption 1.485 1.198 0.2794 
Polar phonon emission 4.964 5.066 14.27 
Polar phonon absorption 0.6714 0.9618 0.3761 
Table 5.6 Average capture rates A~l < P > for light holes into a 30 A 
Ino.7Gao.3As-Ino.75Gao.25Aso.55Po.45 quantum well. 
Lattice Temperature TL=300 K 
A~l < P > ( x l 0 1 5 m ~ a p s _ 1 ) 
Capture Process HH1 LH1 HH2 
Alloy scattering 1.739 1.980 1.116 
Acoustic phonons 0.700 0.789 0.428 
Non-polar phonon emission 1.555 1.126 1.273 
Non-polar phonon absorption 0.348 0.373 0.0637 
Polar phonon emission 0.895 1.134 2.903 
Polar phonon absorption 0.1432 0.2918 0.0823 
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A comparison of the average capture rates listed in table 5.5 with those of 
table 5.6 shows that for all scattering mechanisms, heavy holes are more effi-
ciently captured than light holes. In both tables, it is evident that the optical 
phonon absorption rates are an order of magnitude smaller than the equivalent 
rates for phonon emission. This result is consistent with the observations made 
on the capture probabilities (discussed earlier in this section). Optical phonon 
absorption is the least important capture process. 
It is apparent that heavy holes are most effectively captured into the HH2 
subband by polar optical phonon emission, but this process does not appear to 
be the dominant mechanism for hole capture into the H H l and LH1 bands. For 
these subbands, the largest capture rates are those for alloy and non-polar optical 
phonon emission. This difference can be explained by the fact that capture 
into the H H l and LH1 bands involves scattering into bound states which lie 
farther out in Asy-space than those on the HH2 subband, and so the polar optical 
phonon scattering matrix elements are smaller. Acoustic phonon scattering is less 
important, but the capture rates are of similar magnitude to the polar optical 
phonon emission rates (with the exception of heavy hole capture into the HH2 
subband). 
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F i g u r e 5.25 Capture probabilities per unit area of the well plotted against kb™nd 
and k^nbound for (a) alloy, and (b) acoustic phonon scattering from heavy hole 
unbound states into the HH1 subband of figure 5.2. 
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F i g u r e 5.26 Capture probabilities per unit area of the well plotted against 
abound a n d ^unbound f o r ( a ) n o n . p 0 i a r optical phonon absorption, and (b) non-
polar optical phonon emission from heavy hole unbound states into the H H l 
subband of figure 5.2. 
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F i g u r e 5.27 Capture probabilities per unit area of the well plotted against 
abound a n ( j ^unbound f o r ( a ) p o i a r optical phonon absorption, and (b) polar optical 
phonon emission from heavy hole unbound states into the H H l subband of figure 
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F i g u r e 5.28 Capture probabilities per unit area of the well plotted against k^oun 
and k^nbound for (a) alloy, and (b) acoustic phonon scattering from heavy hole 
unbound states into the LH1 subband of figure 5.2. 
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F i g u r e 5.29 Capture probabilities per unit area of the well plotted against 
fc|0UTld and k^nbound for (a) non-polar optical phonon absorption, and (b) non-
polar optical phonon emission from heavy hole unbound states into the L H l | 
subband of figure 5.2. | 
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F i g u r e 5.30 Capture probabilities per unit area of the well plotted against 
k b f u n d and k^nbound for (a) polar optical phonon absorption, and (b) polar optical 
phonon emission from heavy hole unbound states into the LH1 subband of figure 
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F i g u r e 5.31 Capture probabilities per unit area of the well plotted against kb°u 
and lc^nbound for (a) alloy, and (b) acoustic phonon scattering from heavy hole 
unbound states into the HH2 subband of figure 5.2. 
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of figure 5.2. 
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F i g u r e 5.33 Capture probabilities per unit area of the well plotted against 
k b f u n d and k^nbound for (a) polar optical phonon absorption, and (b) polar optical 
phonon emission from light hole unbound states into the HH2 subband of figure 
5.2. 
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F i g u r e 5.34 Capture probabilities per unit area of the well plotted against 
A ; | o u n d and k^nbound for (a) alloy, and (b) acoustic phonon scattering from light 
hole unbound states into the H H l subband of figure 5.2. 
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F i g u r e 5.35 Capture probabilities per unit area of the well plotted against k^°und 
and k f l n b o u n d for (a) non-polar optical phonon absorption, and (b) non-polar 
optical phonon emission from light hole unbound states into the H H l subband 
of figure 5.2. 
H 
<2> 
O 
0 
•2-O 
o 
\ ^ 
\ 
H 
F i g u r e 5.36 Capture probabilities per unit area of the well plotted against 
k f u n d and k^nbound for (a) polar optical phonon absorption, and (b) polar optical 
phonon emission from light hole unbound states into the HH1 subband of figure 
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F i g u r e 5.38 Capture probabilities per unit area of the well plotted against fcjjou 
and k^nbound for (a) non-polar optical phonon absorption, and (b) non-polar 
optical phonon emission from light hole unbound states into the LH1 subband of 
figure 5.2. 
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F i g u r e 5.40 Capture probabilities per unit area of the well plotted against 
fcjj<w and k^nbound for (a) alloy, and (b) acoustic phonon scattering from light 
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5.7 S u m m a r y 
The hole capture model presented in this chapter is in several respects similar 
to existing capture models [2, 8, 12]. For example, it has been assumed that at 
the instant of capture, the unbound barrier states can be represented by coherent 
wavefunctions which span the confinement region, and that Fermi's Golden Rule 
defines the capture rate. The standard form of the Golden Rule requires that 
the unbound and bound states are normalised to the confinement volume, hence 
the capture rate is roughly inversely proportional to the confinement width. 
However, in contrast to other calculations which used the parabolic band ap-
proximation [ l , 2, 3], this model makes use of k .p bandstructure. Realistic va-
lence subband dispersions are produced, since band mixing effects are included. 
The transition rates have been adapted to create capture data which are local 
to the quantum well. By writing the capture rate in terms of the incident par-
ticle flux, the capture probabilities for barrier states with a range of energies 
and momenta have been determined. In this context, the probability describes 
the fraction of the incident particle current which is trapped by the well. Such 
data can only give a complete description of the capture properties of a quantum 
well once they are included in a many-particle transport simulation. However, 
by assuming that heavy and light hole barrier states can be represented by a 
Maxwell-Boltzmann distribution, the average capture rate per unit area of the 
well plane can be estimated for each scattering mechanism. This provides some 
idea of the most important capture processes. Furthermore, it is possible to 
identify those subbands into which holes are more readily captured. 
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C h a p t e r © 
B o u n d - B o u n d T r a n s i t i o n R a t e s F o r 
Holes I n A 30A Imo.7Gao.3As Q u a n t u m W e l l 
0.1 I n t r o d u c t i o n 
Once carriers have become trapped into bound states of a quantum well they 
can relax within the well by phonon emission and other scattering processes 
between states of the same and other subbands. In this chapter, the relaxation 
process is considered and the intra- and inter- subband scattering rates for holes 
are presented for the 30A InojGao.aAs-InGaAsP structure described in chapter 5. 
The rates have again been determined by applying Fermi's Golden Rule. A short 
description of the matrix elements for bound-bound transitions by phonon and 
alloy scattering is provided in section 6.2. Although similar to those described 
in chapter 3, here the hole eigenstates are described using an eight rather than 
a two-term set of basis Bloch functions, and the quantum well is finite. A brief 
analysis of the matrix elements and scattering rates is given in section 6.3. Some 
possible paths for the cooling of holes within this particular quantum well are 
discussed in section 6.4. 
6.2 S c a t t e r i n g m a t r i x elements in the eight b a n d k.p scheme 
6.2a S u b b a n d m i x i n g 
Figure 6.1 depicts the non-parabolic valence subbands of the quantum well, 
clearly showing anticrossing between the H H l and L H l subbands. The LH1 
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F i g u r e 6.1 The valence subband dispersions for a 30A Ino.7Gao.3As-
Ino.75Gao.25Aso.55Po.45 quantum well. 
The biaxial compressive strain in the well is 1.2%. 
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HH2 subbands as a function of in-plane wavevector kn. 
subband possesses a maximum at fcy ~ 0.015A - 1 away from the zone centre. 
Therefore, for both elastic and inelastic scattering into states on the L H l sub-
band, allowance must be made for the fact that at certain energies, there will 
be transitions to states on either side of this subband maximum, and intraband 
'cross-valley' scattering is also possible. Overlap integrals between states on a 
particular subband and the possible zone centre eigenfunctions reveal the nature 
of the subband mixing. The k.p Hamiltonian matrix for fcy = 0 (chapter 5), 
shows that Bloch states | 1).. | 4) are decoupled from states | 5).. | 8). Further-
more, Bloch states | 2) and | 6) which are heavy in the growth direction do not 
interact with any other such states at = 0. The Bloch functions for the con-
duction, spin split-off and light hole bands are always coupled, however. Hence 
the L H l subband is not simply a function of the light hole Bloch states at the 
zone centre. 
Figures 6.2a..c show the fraction of the H H l , L H l and HH2 zone centre eigen-
functions which exist in states on the H H l , L H l and HH2 subbands of the quan-
tum well. At small wavevectors, states on these subbands are, to a good approx-
imation, just admixtures of the H H l , L H l and HH2 zone centre eigenfunctions. 
However, this is not true at larger fcy, where higher order interactions are im-
portant. Figure 6.2a reveals that states on the H H l subband retain much of 
their zone centre character up until the anticrossing with the L H l subband at 
fcy ~ O.lA - 1 , at which the H H l nature is almost lost. Figure 6.2b shows the 
strong mixing between the L H l and HH2 subbands, which results in the off-
centre band maximum in the L H l band (figure 6.1). The loss of L H l character is 
matched by a gain of HH2 character for fcy < 0 . 0 5 A - 1 . At larger these states 
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are mostly a mixture of LH1 (40%) and HH1 character (20%). For states on the 
HH2 subband, the decrease in HH2 content with k\\ is almost linear, and virtually 
none of the original character remains at the point of the subband reaching the 
continuum edge (figure 6.2c). 
Consider the transition between a bound state . ^ on subband n at in-
plane wavevector fcy, and some final state ^^n, k,y The three valence subbands 
are doubly degenerate owing to the fact that the Bloch functions are Kramer's 
degenerate [1]. Choosing spin indices 1, 2 to represent the degenerate eigenfunc-
tions describing the initial state and indices 3, 4 for Vff, the mean matrix 
element connecting \I>1 and tyf (including the extra factor of two in the density 
of final states) is 
| M | 2 _ | M i 3 | 2 + 1M2 312 + 1M 1 4 | 2 + | M 2 4 1 ^ ( f u ) 
Using similar notation to chapter 5, the quantum well eigenfunctions in the well 
and barrier ('left' and 'right') layers can be written as follows: 
*Wt) = E E og^ '^ l l -n i I j), fc = 1,2 z < - - (6.2a) 
3=1i=l 
* ( « . H ) = E E<*V* v*n-m \ j ) , h = 1,2 | z \< 1 (6.2b) 
3=1i=l 
8 1 6 R / 
= E E I h = 1. 2 « > i ( 6-2c) 
y=it=9 z 
*f«./*) - E E /*,Wtfv*ii-r|i I A = 3 ' 4 * < 4 ( 6 - 3 a ) 
y=i ,'=i 
8 1 6 w / 
* U ) = E E 0& v e*<' I A A' = 3,4 I z |< -0 (6.3b) 
y=i t'=i 
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8 16 / 
*(„• ,« ) = E E fifw***"^ I / ) • h! = 3,4 * > i (6.3c) 
y=l »'=9 
Indices h and /i' define the degenerate eigenfunctions. The wavefunctions are 
normalised across unit area in the well plane and the confinement region defined 
in chapter 5 (width L = Ifim). For the initial state, 
N' = ll I I 2 dz + f \ I I 2 dz + li I I 2 **, (6.4) 
2 2 J 2 
and for the final state, 
T J 2 J 2 
6.2b A l l o y sca t ter ing 
In the case of bound-bound transitions by alloy scattering, it is the contribu-
tion to the scattering rate from the well which is dominant, since the envelope 
functions are evanescent in the barriers. The expression for the alloy scattering 
rate can be written in the same form as equation 3.13, and the matrix element 
squared | M^l 12 l s 
I 2 4 - ^ 8 16 16 
I m A L | 2 = X ! E 9 E E E Pw<tfjhP%j'h,a%?j'h 
i y I i y F h - i h , = 3 * i j i t = z l m i m i = i 
X Mn(aJ+bZ-^r-br*)h nW , hW nW* hW* . n ( 6 - 6 ) 
(ai+bW-jfr-bV*) ai' + 6 m - am> ~ bi T 0-
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0.2c PSiomon scat ter ing 
The scattering rate equations for phonon scattering in the quantum well are 
similar to those described in chapter 3 (equations 3.24, 3.33), the essential dif-
ferences being in the matrix elements. In the case of deformation potential 
scattering (acoustic and non-polar processes), the scattering matrix element is 
\ 2 4 1 r°° 
I MAC/NPO | 2 = T T T T E E J I fye/t)(9«) + 7(u;eZZ) + ^rigkt)^*) I * Mz 
NlNF h=lh'=3 * J - ° ° 
(6.7) 
and for polar optical phonon scattering: 
Mpop f 
where 
V - f°° I J ( /e /<)(gg) + J(well){<lz) + I(right){<lz) ? &<lz 
N!NF fa fa 2 /-oo > / f l i + 2 ( * j + * j » ) ^ + ( * | [ - * f ) » ' 
(6.8) 
B _o.. e - * ( « f - ^ * ± « « ) 4 _ e - * » f - $ * ± « . ) * 
J ( / « / 0 - E E aijhP?jh> •/ n _ . B * + „ \ 
y=it'=i H"i °i> ^Qz) 
8 16 
= E E ^Sy/ift-
y=i i'=i 1 ( . y - # - ± * . ) 
^(rtjfet) = E E aijhPi'jh' 
j=l t'=9 • (of - 6 f ± fc) 
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0.3 Fea tures of the bound-bound trans i t ions 
Figures 6.3-6.5 show the squared matrix elements for alloy (AL) and acoustic 
phonon (AC) scattering as a function of in-plane wavevector. For each subband, 
the graphs for both processes follow similar trends. Matrix elements for non-
polar (NP) and polar optical (PO) phonon scattering from states in the H H l 
and L H l subbands are shown in figures 6.6 and 6.7. For the inelastic processes, 
the salient feature is the large matrix element for polar optical phonon scattering 
connecting states on the H H l and L H l subbands in the vicinity of the anticrossing 
point (fcy ~ O . l A - 1 ) . It so happens that the subband separation is close to 
the optical phonon energy in this region of fc||-space. Hence H H l - L H l optical 
phonon absorption and LH1-HH1 optical phonon emission occur between states 
posessing similar fey. Since the denominator of the polar phonon matrix element 
is reduced for states with a small separation in wavevector, the matrix elements 
show a sharp peak. Intersubband non-polar optical phonon matrix elements also 
reach a maximum in this region of fc||-space, but for a different reason. These 
matrix elements are influenced by the degree of overlap between the envelopes 
of the initial and final states. Figure 6.8 illustrates that in the vicinity of the 
anticrossing region, states on the H H l and L H l possess similar character, because 
of subband mixing. The subband separation for fcy ~ 0 . 0 3 A - 1 is also close to the 
optical phonon energy, hence the polar optical phonon matrix element connecting 
states on the L H l and HH2 subbands is relatively large, being comparable to that 
for HH2-HH2 polar phonon scattering (figure 6.9). 
Figures 6.10-6.12 depict the total scattering rates as a function of in-plane 
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wavevector for the three subbands of figure 6.1, showing scattering thresholds 
and also the wavevectors at which phonon absorption processes switch off in the 
vicinity of the continuum edge. The scattering rate prefactors are appropriate to 
a lattice temperature of 300 K , in common with the results of chapter 5. At this 
temperature, the factor for phonon absorption nq is approximately half that for 
phonon emission (nq + l ) , and optical phonon absorption rates are roughly half 
those for the inverse emission process. 
In all three subbands, polar optical phonon scattering is the dominant mech-
anism followed by alloy then non-polar optical phonon scattering. Acoustic 
phonon scattering is the least important, but for these the relaxation time is 
still only ~ 200 fs. The scattering rates are largest for states occupying the LH1 
subband. This is mainly due to the large density of states, but is also a result of 
the subband mixing. The peak rate for polar optical phonon LH1-HH1 emission 
is around 170 p s - 1 . In the vicinity of the off-centre subband maximum of the 
L H l subband, the scattering rates for intrasubband acoustic and alloy scattering 
increase sharply, because the density of states diverges for —> 0. 
Carrier cooling in the well is concerned with the relaxation of carriers from 
states just beneath the continuum edge at relatively large k\\, to states at the 
subband edges. In the case of holes that have been captured into the HH2 sub-
band, the calculated scattering rates suggest that the carriers are likely to un-
dergo rapid polar optical phonon emission into both the L H l and HH1 subbands, 
on a timescale ~ 50 fs. 
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0 .4 S u m m a r y 
In this chapter preliminary calculations have been presented as the first stage 
in a study of carrier cooling within the subbands of a 30A Ino.7Gao.3As-InGaAsP 
(matched InP) quantum well. The possibility of carrier escape by phonon ab-
sorption has not been considered. These scattering rates suggest relaxation times 
on the scale of a few hundred femtoseconds. A complete description of hole cool-
ing within this system can only be given by a detailed calculation of the carrier 
dynamics which, for instance, can be achieved with the ensemble Monte Carlo 
method [2]. However, the calculations described here can suggest the important 
scattering paths that holes will follow, once captured into the well. Polar op-
tical phonon scattering will be most significant, and it has been predicted that 
holes which become trapped into states high within the L H l subband will un-
dergo rapid intraband optical phonon emission. On reaching the scattering rate 
maximum (170 p s - 1 ) these will scatter into the HH1 subband and then undergo 
intraband cooling on a timescale of 100 fs. However, there will be a bottleneck 
for carriers that become trapped in the vicinity of the off-centre maximum of the 
L H l subband. This is certainly possible for carriers captured into the HH2 sub-
band. The HH2-LH1 polar phonon emission rate into states near the minimum 
is around 60 p s - 1 . Carriers which become trapped into the HH1 subband appear 
likely to undergo intraband cooling. The HH1-LH1 polar phonon absorption rate 
is large (70 p s - 1 ) , but the rate for the reverse process is more than double that 
magnitude, hence many carriers which do undergo the HH1-LH1 transition will 
be scattered back rapidly. 
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It should also be pointed out that if this quantum well were part of a laser 
structure, the carrier densities within the well would be high (> 1 0 1 8 c m - 3 ) . As 
a consequence, the subbands would be quite full, and the cooling of captured 
holes would be restricted by the lack of available states to scatter into. For an 
accurate assessment of carrier thermalisation within a laser structure, this factor 
would have to be considered. 
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Chapter 7 
Conclusions And Suggestions 
For Further Calculation 
A simplified k.p method for obtaining the approximate valence bandstructure 
of a strained type I quantum well was presented in chapter 2. The essential sim-
plification was the assumption that the holes were confined by an infinite square 
well potential, but the model took account of mixing between the heavy and light 
hole Bloch states. The main limitation of the infinite well approximation is that 
it is only appropriate for solving the valence subbands of wide band gap systems 
with a large valence band offset, in which the spread of the hole wavefunctions 
into the barriers is small. 
However, this bandstructure model did provide an adequate description of the 
mixing between the uppermost heavy and light hole subbands, requiring only a 
few input parameters. Furthermore, the output wavefunction data was simpli-
fied since a unitary operation on the k .p Hamiltonian split it into two decoupled 
upper and lower block matrices (which produced identical bandstructure). In 
this way, each hole eigenfunction could be described completely in terms of just 
two, instead of four, basis Bloch states. Hence each hole eigenfunction could 
be represented by two envelope functions, one defining the heavy hole charac-
ter, the other the light hole component. The chief advantage of solving for the 
valence subband dispersions in this way was that the model contained the neces-
sary basic physical features whilst simplifying the calculation of intra- and inter-
subband hole scattering rates which were sufficiently accurate for application in 
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simulations of parallel hole transport in the quantum well. 
In chapter 3, it was shown how the bandstructure model could be applied to 
the calculation of acoustic and optical phonon, alloy and remote impurity scat-
tering rates for holes for I n z G a i - j A s - A l G a A s wells of varied geometry and alloy 
composition. The subband dispersions and scattering rates were then incorpo-
rated into single particle Monte Carlo simulations of low field (< 10 5 V m " 1 ) hole 
transport in a quantum well, with the aim of identifying the competing factors 
which act to increase or limit the hole mobility. 
A study of the low field transport of holes in 90 A I n z G a i _ z A s - A l G a A s (0.10 < 
x < 0.25) quantum wells at 77 K predicted an increase in the mobility with 
increasing indium in the well, despite the increase in alloy scattering. This was 
due to a reduction in the in-plane effective mass of the highest HH1 subband (a 
combination of the fact that the heavy hole effective masses are lower in bulk 
InAs than GaAs and hence in the alloy, and the effect of biaxial compressive 
strain in the well). 
In a second investigation, the transport properties of holes were studied in 
Ino.i8Gao.g2As wells of different width (50-150 A) . The results suggested that the 
hole mobility increases with increasing well width, largely because of the well 
width dependence of the scattering matrix elements. However, a local mini-
mum in the hole mobility was observed for wells ~ 120 A thick. Comparison of 
this behaviour with that for simulations in which inter-subband scattering was 
neglected, revealed that this phenomenon could be explained by the combina-
tion of the effects of significant scattering into the second HH2 subband and the 
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relatively large effective mass of that band. 
The infinite well model produces subbands with associated hole effective masses 
which are artificially light, as a result of the total confinement. This was discussed 
in chapter 4. As a consequence, the estimated hole mobilities from the Monte 
Carlo simulations were found to be consistently larger than experimental data 
for similar quantum wells. Better quantitative agreement with experiment could 
be obtained by using a finite well bandstructure model, but still assuming that 
mixing is between the heavy and light hole bands, alone. The bandstructure 
calculation is clearly less straighforward, because of the need to calculate the 
wavefunctions in the barrier layers and their matching to those in the well, but 
would not significantly complicate the hole scattering rate expressions. 
An attempt at devising a k.p model to calculate the capture rates for holes into 
a quantum well was described in chapter 5. In common with existing effective 
mass models for carrier capture, it was assumed that at the instant of capture, 
unbound holes in the barriers could be represented by coherent wavefunctions 
which spanned the confinement region. This is a dubious assumption since in re-
ality, carrier-carrier and carrier-phonon scattering will modify the barrier states. 
However, by treating the trapping process like a transmission problem through a 
potential barrier, it is possible to reinterpret the standard form of Fermi's Golden 
Rule, and express the capture rates in terms of the associated incident particle 
flux. That way, local information about the capture efficiency into the well can 
be obtained. 
The model was applied to the calculation of the hole capture rates into a 
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30 A Ino.3Gao.7As-Ino.75Gao.25Aso.55Po.45 quantum well by acoustic and optical 
phonon processes, and also alloy scattering. Calculation of the capture rates 
for holes of different energies and momenta (both parallel and transverse to the 
well plane) revealed significant structure in the capture rates. This was partly 
due to the presence of transmission resonances into the well, giving an enhanced 
capture rate, but also a result of subband mixing, which causes the subbands to 
be highly non-parabolic and affects the density of final states. 
By summing over the individual capture rates for barrier states of different 
energies, the average hole capture rates per unit area of the well plane were de-
termined for each scattering mechanism. It was found that alloy scattering and 
non-polar optical phonon emission are likely to be the most important capture 
processes for this particular quantum well. This is contrary to bound-bound 
scattering, where polar optical phonon scattering is generally more important 
than non-polar optical phonon scattering. The reason for this is that the denom-
inator of the polar optical phonon scattering rate expression is dependent upon 
the difference between the in-plane wavevectors of the initial and final states. 
Since capture involves scattering into states lying high within the well, and thus 
far out along the subbands in fey-space, this difference is generally large, and acts 
to reduce the capture rate. Accompanying calculations of the phonon and alloy 
scattering rates for captured holes between the bound states in the subbands 
of the quantum well were presented in chapter 6. However, a complete picture 
of the trapping and thermalisation properties of holes into a quantum well can 
only be provided by a transport model, for example, an ensemble Monte Carlo 
simulation. 
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A possible extension of the model would be to consider quantum wells which 
cannot be represented by a square well potential, for example when the carrier 
density in the well is high. The capture model will eventually be used in a Monte 
Carlo simulation of a quantum well laser, but can be applied to any device where 
unbound-bound scattering is important. In the first instance, the aim will be to 
investigate the influence of carrier (in particular hole) diffusion across the optical 
confinement region upon the modulation bandwidth of the laser. Initially, the 
details of carrier trapping will be ignored, and the quantum wells will instead be 
treated as a simple sink for carriers. However, the simulation will be developed 
to include carrier trapping and thermalisation within the well. The calculations 
reported in chapters 5 and 6 will provide information on the microscopic hole 
processes to be incorporated in the model. 
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Abstract. We report on Monte Carlo simulations of low-field hole transport at 
77 K in InGaAs-AIGaAs quantum wells of different widths and alloy compositions. 
The valence subband structure is obtained using a k • p method within the infinite 
well approximation, which accounts for mixing between heavy and light hole 
states. The effects of alloy, impurity and phonon scattering are included in the 
transport simulations. Although the infinite well approximation is only expected 
to be reliable for barriers with an aluminium fraction greater than about 0.4, for 
which the heavy hole well is sufficiently deep, the results show good agreement 
with experimental measurements for a finite 90 A ln0iBGao.B2As-GaAs quantum 
well. A study of hole transport in 90 A ln»Gai_ x As wells (0.10 ^ x $ 0.25) 
predicts a mobility which increases with indium concentration since the reduction 
in the effective mass of the highest H H I valence subband due to strain more than 
compensates for the greater alloy scattering rate. An analysis of wells with 18% 
indium content and widths in the range 50-150 A indicates a general increase 
in hole mobility with well width but with a local minimum around 90 A due to 
intersubband scattering from the H H I subband to the heavier HH2 subband. 
1. I n t r o d u c t i o n 
It Ls well known that l l l - V quantum well heterostruc-
turcs, wi th compressive biaxial strain in the well layer, 
can produce a ground state valence subband with a 
reduced in-plane hole effective mass and thus the 
prospect of a higher hole mobil i ty for parallel trans-
port. However, experimental results at 77 K for a 90 A 
I n u i 8 G a u 8 2 A s - G a A s quantum well (1J have indicated 
that the hole transport is lit t le improved over similar 
unstrained G a A s - A l A s quantum wells, and theoretical 
studies [2 ,3] suggest that alloy scattering is important 
in removing the possible enhancement to the hole mo-
bility. In fact, a proper assessment of the clficacy of 
strained quantum wells in enhancing hole mobility re-
quires a study of structures with a range of well widths 
and levels of biaxial strain. In this paper, we report on 
Monte Carlo simulations of hole transport for a range 
of InGaAs-AJGaAs quantum wells, and aim to identify 
the factors which may enhance or restrict the hole mo-
bility as the indium content and well width are varied. 
2. T h e o r y 
Quantum wells simulated in the paper are similar to 
samples grown by Frit/, a id [ I ) except that the supplv 
and spacer layers are of AJGaAs material instead of 
GaAs. The A lGaAs supply layers are doped wi th ac-
ceptor impurities to provide holes for the InGaAs well. 
The doped regions of the supply layers are separated 
f rom the well by undoped A l o 4 G a u ( i A s spacer layers 
designed to reduce scattering by ionized acceptor im-
purities, which is especially important for less energetic 
carriers. The widths of the spacer and supply layers 
were chosen to be 150 A and 125 A respectively, with 
an acceptor impuri ty concentration of 2.0 x 1 0 1 7 c m ~ 3 . 
Previous simulations of InGaAs quantum wells [4] 
have shown that holes are unlikely to be excited out of 
the two highest subbands at low in-plane electric fields 
(~10 4 V m - 1 ) , and so only those subbands are included 
in the model. The band structure and wavefunctions 
are obtained f rom a k • p model w i th heavy and light 
hole basis states [5J, and the quantum well described 
in an infinite-well approximation in which the wave-
functions are required to vanish at the well edges. For 
the quantum wells considered here, the latter approx-
imation combines a sulliciently accurate description of 
the w o subbands wi th a low demand on computational 
resources and facilitates the consideration of many dif-
ferent geometries and alloy compositions. The wave-
functions for the quantum well states are wri t ten as 
follows: 
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* ( H I . O = E * > ( 2 ) e x P ( ' * i r i i ) I J ' ) - ( 1 ) 
i 
is the quantum well envelope funct ion associated 
with the bulk Bloch periodic funct ion and the sum-
mation is restricted to the | | , + | ) , ! § > - § ) > If> + | ) 
and | | , - | ) states. A l l generated band structures fea-
ture anticrossing, a consequence of subband mixing that 
marks the exchange in character of states in the two 
doubly degenerate bands as a result o f subband mixing. 
Remote impuri ty scattering is modelled in the way 
described by Kelsall and Abram [2]. In calculating 
the hole-phonon interactions, resulting f r o m acoustic, 
non-polar optical and polar optical phonons, the bulk 
phonon approximation has been used, as in earlier work 
[2 -4 ,6 ] . Al loy scattering has been described assuming 
a random alloy, in which the alloy scattering potential 
has the same symmetry as the lattice sites and a mag-
nitude of AE — 0.267 eV [2]. Scattering rates for all 
the processes are calculated f r o m Fermi's Golden rule: 
p ^ ^ ^ m k ^ k ' ^ p i E 1 ) (2 ) 
where M{k\\ ,Jtf|) is the matrix element between in i -
tial and final states, and p(E') is the density of final 
states. The well wid th dependence of |A / ( fc | | , J t j | ) | 2 can 
be thought of as originating in two ways. First, the 
effect of the localized nature o f the envelope functions, 
which is apparent in the results o f Ridley [7] for phonon 
scattering in a single parabolic band in an inf ini te well . 
Second, the subband mixing, which is a func t ion of sub-
band separation and hence the well w id th . The first 
factor describes a clear decrease in the |A / (* j | , j f c | ' | ) | 2 
with increasing well width for inter- and intra-subband 
alloy, acoustic and non-polar optical phonon processes, 
but the variation in polar optical phonon scattering 
matrix elements is less obvious. Hence for this lat-
ter process, subband mixing effects are generally the 
dominant influence as described in section 3.2. 
3. Resu l ts 
3.1. Variation of hole mobi l i ty wi th i n d i u m 
concentration 
Single-particle Monte Carlo simulations were per-
formed to investigate steady-state hole transport in 90 A 
I n ^ G a i - r A s quantum wells at 77 K, wi th the live dif-
ferent indium fractions x = 0 .10 ,0 .15 ,0 .18 ,0 .20 and 
0.25. Figure 1 shows the first two valence subbands for 
x — 0.10,0.18 and 0.25, indicating the manner in which 
the subbands change as the indium concentration, and 
hence the strain wi th in the system, is increased. In the 
bulk, biaxial compressive strain splits the degeneracy 
at the zone centre between the heavy and light hole 
bands, and when holes are confined in a quantum well , 
the strain in the well acts to deepen the well for heavy 
holes and reduce it for light holes. In the infinite well 
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Figure 1. In-plane energy dispersions for the first two 
valence subbands of a 90A ln x Qai_ x As quantum well: 
(a) x=0.10, (b) x=0.18, (c) x=0.25. c is the biaxial strain. 
approximation, the same effect causes the heavy hole 
subbands to be raised in energy compared wi th that for 
the unstrained system. The non-parabolicity of the H H 1 
and H H 2 subband dispersions o f figure 1 is evidence for 
the band mixing, and is most obvious in the case of the 
10% ind ium concentration where the H H 2 subband lias 
a rather smaller curvature than the m i l subband near 
&H = 0 . It is apparent that as the ind ium concentration 
in the well is increased, the curvature of both subbands 
increases. This has two consequences which favour a 
greater hole mobil i ty: both the density of states and the 
in-plane effective mass are reduced. 
However, a third property which acts to reduce the 
mobili ty is a small shift of threshold wavevectors for 
optical phonon emission processes towards the zone 
centre as the compressive strain is increased. For 
x = 0.10, optical phonon H H t - H l l l emission switches on 
at = 0.037 A " 1 , and at A,, = 0.033 A " 1 for x = 0.25. 
Not only this, but the matrix elements for H H I - H H I 
and H H 2 - H H 2 optical phonon emission at and above 
threshold are larger for the higher strained systems and 
dominate the effects of the reduction in the density of 
states mentioned above, giving higher optical phonon 
scattering rates. As an example, the threshold polar 
optical H H I - H H I emission rate for x = 0.10 is ~ 7 p s _ 1 
compared wi th l i p s - 1 for x = 0.25. Non-polar optical 
phonon scattering is less significant but the rate in-
creases f r o m 0.66ps -" 1 to l p s - 1 across the same range. 
Subband mixing can explain the increase in these scat-
tering rates. For the highest strain system, the difference 
in wavevector between the ini t ia l and final states for a 
particular optical phonon transition is less than it would 
be for the lowest strain example, hence the transition 
occurs between states more alike in character and the 
matrix element is larger. Al loy scattering is another 
mechanism which acts to reduce the hole mobili ty as 
the indium content is increased. The alloy scattering 
rate is proport ional to x(l - x) and more than dou-
bles across the range of indium concentrations f rom 
x = 0.10 to i = 0.25. 
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X 6000 
Figure Z 77 K hole mobility versus indium fraction x for 
ln»Ga,_,As quantum wells of width 90 A. 
The transport simulations for the five alloy com-
positions considered show that the hole mobili ty rises 
with increased ind ium concentration, despite increased 
scattering by alloy disorder and optical phonons. The 
results for the hole mobil i ty are shown in figure 2. Aside 
f rom remote impuri ty scattering, which is important for 
low energy carriers near the bot tom of a subband, the 
majority of scattering events were found to be due to 
polar optical phonon H H l - H I - l l absorption and emis-
sion, and H H I - H H I alloy scattering events. As expected, 
the rate o f scattering due to alloy disorder was seen 
to double as the ind ium content was raised f rom 10 to 
25%. However, no significant increase in the amount of 
polar optical phonon scattering was observed, l i t i s can 
be put down to the fact that, at the low electric fields 
considered, relatively few carriers are excited beyond 
the optical phonon emission threshold (k^ ^ 0.03 A ^ 1 ) . 
Contrary to previous opinion [8], acoustic phonon pro-
cesses were found to be the least important source of 
hole scattering at 77 K. 
4. Variation of hole mobility with well width 
_ - 0 04 
Figure 3. In-plane energy dispersions for the first two 
valence subbands of an ln 0 isGaoasAs quantum well: 
(a) well width = 50 A, (to) 90 A, (c) 150 A. The subbands of 
(c) anticross although this cannot be discerned from the 
diagram. 
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In the second investigation, Ino . i8Gau.82As quantum 
wells wi th widths in the range 50-150 A were studied. 
Figure 3 shows the valence band structure for three of 
those samples, at well widths o f 50, 90 and 150A. It 
is immediately noticeable that the differences between 
the band structures are far greater than the changes re-
sulting f rom the range of biaxial strain considered. One 
important property is the subband separation. For the 
case of the 50 A well , the H H I and H I 12 subband edges 
are some 80 meV apart but for the 150 A well the sepa-
ration is only 8 m c V Also, for the 50 A well the in-planc 
hole effective mass for the HH2 subband is more than 
three times that of the H H I subband, whereas in the 
150 A case the effective masses of the two subbands are 
quite similar. 
In low-field hole transport few carriers will be ex-
cited to the second subband in the 50 A well and the 
greater effective mass wil l not be significant in reducing 
the average hole mobil i ty. In contrast, the proximity of 
Figure 4. H H I and H H 2 subband edge separation (x) , and 
the ratio of the H H 2 and H H I zone centre effective masses 
(o) versus well width for l n 0 jaGao.^As quantum wells. 
the H H I and HH2 subbands for the 150 A well implies 
that there wi l l be considerable scattering into the HH2 
subband. However, in this instance holes occupying the 
HH2 subband wi l l possess much the same in-plane mass 
as those in the first subband (mum/mliu\ ~ 1-2) and 
wil l not be much less mobile than those in the H H I 
subband. Figure 4 depicts the subband edge separation 
and the ratios of the zone centre masses for the H i l l 
and HH2 subbands as a funct ion of well width , showing 
how the mass ratio approaches unity as the subbands 
converge. The increase in the HH2 mass as the quan-
tum well becomes narrower results in a larger density 
of states, which acts to increase the scattering rates to 
that subband and the strength of intraband scattering. 
The total alloy, acoustic, non-polar optical and polar 
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optical phonon scattering rates were (bund to decrease 
with increasing well width. In the first three cases, this 
is due to that part of the well width dependence of 
the matrix elements arising f rom the localized enve-
lope functions. For the polar optical phonon scattering, 
where that dependence is not marked, the trend can 
be explained by subband mixing effects, H H I - H H I polar 
optical phonon scattering provides a particularly clear 
illustration of the effects of mixing because the disper-
sion of the l-u-ii subband changes very litt le as the well 
width is adjusted, and the density of states factor in the 
scattering rate does not vary significantly. Taking the 
extreme cases of the 50 and 150 A wells, the position 
of the anticrossing region is the key factor in deter-
mining the scattering rates. The effect of bringing the 
subbands closer together by increasing the well width 
causes the anticrossing region to be shifted towards the 
7X>ne centre. Hence if we consider the example of polar 
optical phonon absorption f rom a state near the H H I 
subband edge in a 5 0 A well , the transition is made 
between states of predominantly ground state charac-
ter on the same side o f the anticrossing region. The 
equivalent transition for the 150 A well is made f r o m 
a state resembling the ground state, to a mixed state 
at the anticrossing. The matrix elements for H H 2 - H H 2 
polar optical phonon transitions show similar behaviour. 
In addi t ion the density of states in the second subband 
decreases wi th well w id th , and so the H H 2 - H H 2 rate is 
considerably reduced for wider wells. 
In contrast, the intersubband polar optical phonon 
scattering rates are observed to increase with well wid th 
since at greater well widths the init ial and final states are 
in d i f ferent bands but on opposite sides of the anticross-
ing region and therefore are similar in character. The 
matrix elements for intersubband polar optical phonon 
scattering are, however, much smaller than the intra-
subband matrix elements, and so this increase has little 
influence upon the total polar optical phonon scattering 
rate. 
The above analysis of the band structure and the 
scattering matrix elements indicates that the hole mo-
bility should increase wi th well width . The mobilities 
obtained f r o m simulations for tire set of Inu.isGaoszAs 
wells are given in figure 5 and show the expected gen-
eral trend. There is, however, a local min imum in the 
hole mobi l i ty for wells ~ 90 A wide, which can be ex-
plained as follows. For the narrowest well studied, there 
is negligible excitation of holes to the second subband 
because o f the large energy separation of the subbands. 
Increasing the well wid th reduces the separation and 
then the holes are more readily scattered to the H H 2 
subband. Figure 6 shows the population of the second 
subband at each well wid th studied. For a 9 0A well 
there is a significant population ( ~ 10%) of the sec-
ond subband. However, the important characteristic of 
the 90 A case is that it combines a significant second 
subband population with a hole mass for that subband 
which is comparatively heavy at 1.6 times the mass of 
H H I . A t larger well widths the H H 2 population increases 
but the effective mobil i ty of thai subband also increases 
222 
uooo I ' 
130O0 , ' 
> 12000 
... ' 
S 11000 ; | 
o 1 0 0 0 0 -
E ' I 
f 9000 - ^ 
8 0 0 0 - I /\ | 1 
7000 . j " ! 
6000 | 
50 100 ISO 
W e l l w i d l h | £ l 
F i g u r e 5, 77 K hole mob i l i t y ve rsus wel l w id th 
for l n 0 . 1 B G a o . e 2 A s q u a n t u m we l l s : o , o n e - s u b b a n d 
app rox ima t i on ; x , t w o - s u b b a n d a p p r o x i m a t i o n . 
30 
/ 
/ 
20 / 
/ 
10 
/ 
/ 
0 1 _ . , . j _ ) 
50 100 150 
Wel l w i d t h I A ) 
Figure 6. Percentage of holes in the H H 2 subband versus 
well width for an lno.i8Gao.eaAs quantum well at 77 K and 
with an applied electric field of 10 4 V m - 1 . 
due to the reduction in the hole mass as discussed ear-
lier. 
Figure 5 also shows the results of simulations that 
were carried out for 90, 120 and 150 A wells using a one-
subband approximation (i.e. just the H H I subband). The 
aim was to see what mobilities might have been obtained 
if intersubband scattering was omitted and all holes had 
a similar in-plane effective mass. For wells less than 80 A 
thick, the curves for the one- and rwo-subband approx-
imations converge, indicating that the second subband 
plays a minor role, but for wells wider than 80 A, where 
there is considerable intersubband scattering, the pres-
ence of the second subband suppresses the hole mobi l -
ity. The 150 A well wid th marks the l imi t of validity of 
the two-band approximation. A r o u n d this well width, 
scattering into the third ( H I D ) subband becomes likely, 
since it is only ~ 20 m c V above the H H 2 subband edge. 
Hole t ranspor t in InGaAs q u a n t u m wel ls 
This well width is also near the critical layer thickness 
for growing dislocation-free layers of InGaAs for this 
level of strain. The largest practical well width is limited 
by the critical thickness of the strained layer, which for 
this system is around 150 A according to Andersson [9] 
and rather less f r o m the earlier model by Matthews and 
Blakeslee [10]. 
5. C o n c l u s i o n s 
In this paper we have reported Monte Carlo simula-
tions of hole transport in I n G a A s - A l G a A s quantum 
wells of different widths and indium contents. Valence 
band structure for the simulations was generated us-
ing a k • p method in the inf ini te-well approximation, 
which accounts for mixing between heavy and light hole 
states. Results f r o m the low-field hole transport sim-
ulations for 90A l n j ; G a i _ r A s - A I G a A s quantum wells 
(0.10 ^ i ^ 0.25) predict that a greater hole mobility is 
to be expected as the indium content is increased. This 
results f r o m the reduction in the in-plane hole effective 
mass for the H H I subband (due to the larger compres-
sive biaxial strain) which more than compensates for 
the effects of increased alloy scattering wi th in the well . 
The variation of the hole mobil i ty with well width 
shows interesting effects derived f rom the competing 
factors which enhance or reduce the hole mobility. This 
was illustrated by the second set of simulations in which 
I n 0 i 8 G a u 8 2 A s - A J G a A s quantum wells with widths in 
the range 50-150 A were studied. The general trend was 
for the hole mobil i ty to increase with well width , but a 
local min imum in the mobili ty was observed for wells 
~ 90A wide because of the combinat ion of significant 
transfer into the second subband and the relatively large 
effective mass of that subband. 
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