Given an OLAP query expressed over multiple source OLAP databases, we study the problem of estimating the resulting OLAP target database. The problem arises when it is not possible to derive the result from a single database. The method we use is linear indirect estimation, commonly used for statistical estimation. We examine two obvious computational methods for computing such a target database, called the full cross-product (F) and preaggregation (P) methods. We study the accuracy and computational cost of these methods. While the F method provides a more accurate estimate, it is more expensive computationally than P. Our contribution is in proposing a third, new method, called the partial preaggregation method (PP), which is significantly less expensive than F, but just as accurate. We prove formally that the PP method yields the same results as the F method, and provide analytical and experimental results on the accuracy and computational benefits of the PP method.
INTRODUCTION

The Problem
In the 1990's, the area of online analytical processing (OLAP), which was introduced for the analysis of transactions of enterprise data, had attracted a lot of interest in the research community [Agrawal et al. 1997; Codd et al. 1993; Gray et al. 1996; Gyssens and Lakshmanan 1997; Lenz and Shoshani 1997] . Similar to the statistical databases that were introduced in the 1980's [Chan and Shoshani 1981] , OLAP databases have a data model that represents one or more measures over a multidimensional space of dimensions, where each dimension can be defined over a hierarchy of categories [Codd et al. 1993] . In the OLAP domain, such databases and aggregations over them are often referred to as data cubes [Gray et al. 1996] . Similarities and differences between statistical and OLAP databases are discussed in Shoshani [1997] .
In many socio-economic applications, only summarized or aggregated data is available because the base data for summaries (often referred to as microdata) is not kept or is unavailable for reasons of privacy. For example, the Census Bureau is required by law to protect information about individuals, and therefore releases only summary data. Similarly, patient data in hospitals is confidential, but the summary data from hospitals is extremely valuable to health authorities. Another reason for keeping only summary data is to improve the performance of OLAP databases, rather than computing over base data. The evaluation of queries is performed over the summary data, as opposed to base data, to achieve quick answers.
We will refer to statistical or OLAP databases that contain summarized data as summary databases, and the measures associated with them as summary measures over the dimensions. Each summary measure must have a summary operator associated with it, such as "sum", or "average". For example, in the summary database of population by state, race, and age, "population" is the measure, the summary operator is "sum", and "state", "race", and "age" are the dimensions. In this article, we address the problem of estimating queries expressed over multiple summary databases. In other words, given that the base data is not available and that a query cannot be derived from a single summary database, we examine the process of estimating the desired result from multiple summary databases by a method of interpolation common in statistical estimation, called linear indirect estimation. Essentially, this method takes advantage of the fact that summary databases are derived from the same base data, and therefore are correlated. For example, suppose that we have a summary database of "total-income by age, education-level, and sex" and another summary database of "population by state, age, race, and sex". If we know that there is a correlation between "population" and "total-income" of states, we can infer the result "total-income by state," even though state is not one of the dimensions in the "total-income" database. We say, in this case, that "population" was used as a proxy measure to estimate "total-income by state". The problem we are addressing is how to efficiently answer joint queries over such summary databases. 
Results
Given two source summary databases generated from the same base data, each having a summary measure over a set of dimensions, the linear indirect estimation method is used to generate a target database. Typically, the requested summary measure from one database, which we refer to as the primary database measure, is applied over a subset of dimensions from the second database, which we refer to as the proxy database. The resulting target database will therefore have a target measure that is the same as the primary database, and target dimensions that exist in the proxy database, and possibly from the primary database, as well. The estimation is achieved by first calculating the target measure over the full cross-product of the dimensions from both databases using proportional estimation, and then aggregating over all nontarget dimensions, that is, those dimensions that are not requested in the result (we give a detailed example in Section 2).
The cost of generating the full cross-product can be prohibitive for large databases, and therefore it is a common practice to aggregate over all the nontarget dimensions of both databases first (i.e., before generating the full cross-product), and only then to generate the cross-product, using proportional estimation to generate the result. However, this method, which we call the preaggregation method (P), while computationally efficient, yields results that are not as accurate as the full cross-product method. In Section 2.3, we describe the method for calculating the accuracy of the result relative to the precise result derived from the base data.
We have observed that the summary databases used to generate the estimated results typically have some dimensions in common. For example, in the aforementioned databases "total-income by age, education-level, and sex" and "population by state, age, race, and sex" have "age" and "sex" in common. This is shown schematically in Figure 1 , where we use the X-node notation introduced in Chan and Shoshani [1981] to represent the cross-product of the dimensions below it, and the summary measure above it. We conjectured that we can get the same accuracy as the full cross-product method by preaggregating only noncommon dimensions. For example, if the target database is total-income-by-state, we can aggregate first over "education-level" in the total-income database, and over "race" in the "population" database. Then, we can form the cross-product of the resulting databases, and finally aggregate over the nontarget common dimensions "sex" and "age" of this cross-product. It turns out that our conjecture was correct, and this produces precisely the same result as the full cross-product method. We call this method the partial preaggregation method. This method saves unnecessary computations for obtaining the same accuracy as the full cross-product method, and can be many-fold more efficient, depending on the number and cardinalities of noncommon dimensions that can be preaggregated.
In this article, we prove formally that our partial preaggregation (PP) method is as precise as the full cross-product (F) method. We also prove that the PP method is always less expensive than the F method, provided that there is at least one noncommon dimension in each of the source summary databases. Furthermore, we prove that partial preaggregation can be applied together with operations over category hierarchies of the dimensions. For example, if the state dimension includes the organization of states into regions (i.e., a category hierarchy), and the query requests total-income by region, we could aggregate first within the dimension "state-region" to the "region" level and only then apply the preaggregation method over the dimensions. This reduces the computational cost. Conversely, we prove that if disaggregation from the region to the state level is desired, we can perform the disaggregation after the partial preaggregation method is applied, again reducing the computational cost. In addition to these results, we develop formulas for the computational costs of the three methods: F, P, and PP. Using these formulas and a measure of accuracy called the average relative error, we derive experimental results showing the tradeoff between the gain in accuracy versus the increase in computational cost. We show that the gain in accuracy can be very large, especially when the cardinality-product of the dimensions is high, which is usually the case. We also show the large gain in computational cost of the PP method versus the F method when the cardinality-product is large. Finally, we extend the main result of applying the PP method for two databases to the case of three or more databases. We prove that it is possible to preaggregate over noncommon dimensions without loss in accuracy, provided that these dimensions appear in only one database each (i.e., a dimension that appears in two or more databases is considered a common dimension). Furthermore, we show that under a more strict condition, called the proxy-noncommonality (PNC) condition, applying the proxy databases in any order yields the same result, and therefore the same accuracy.
Incidentally, the cardinality of some dimensions can be very large. Even preaggregating over a single dimension with a large cardinality can reduce the computational complexity many-fold. Dimensions with large cardinalities exist when items, such as types of product, diseases, and chemical or biological species, are used as dimensions (often with a classification hierarchy). The development of such hierarchical codes is often done as part of standards activities, such as those of NAICS, the North American Industry Classification System. There are similar large standardization activities in various business and scientific domains.
Related Works
The forementioned problem falls under the general area of answering queries from multiple summary databases. In this area, several studies were published. In Malvestuto [1993] , for instance, the definition of a universal statistical database containing several summary tables which share the same summary measure is examined. Given a query, a system of linear equations over the universal database is constructed, whose solutions satisfy the query. A similar approach has been used in Ng and Ravishankar [1995] , where the universal table scheme definition was not used for practical implementation reasons. Instead, the authors consider combinations of the given tables and use a measure for the best quality of response to the query. Both of these papers assume that the databases have the same summary measure. In this article, we target the problem of nonhomogeneous summary databases, where the summary measures are different.
In Faloutsos et al. [1997] , the authors address an estimation of the unknown contents of a summary database (i.e., the values in each cell of a table) when the marginal distributions 1 of the table are given. Their approach is based on interpolating the values from marginal values by enforcing some criterion, such as the smoothness of the distribution of values. In our work, we take a different approach, estimating the values of the target database by using additional information from proxy databases.
In Buccafurri et al. [2001] , the authors studied the problem of estimating range queries over aggregate data using a probabilistic approach for computing the expected value and variance of the answers. The estimation of a range query is based on knowledge of a compressed representation of the data cube. Specifically, the data cube is partitioned into blocks of (possibly) different sizes, where each block contains a number of aggregate data values. In this work, the authors addressed query estimation without making any assumption on the data distribution. In contrast, we rely on the correlation of data distributions between summary databases for the estimation of target results.
In a previously published paper [Pourabbas and Shoshani 2003 ], we introduced the idea of using partial preaggregation, which is the subject of this article, and illustrated its usefulness with examples. In this article, we prove formally that our proposed method is as accurate as the full cross-product method (in the previous paper, only a sketch of the proof was provided). We also prove in this article that the PP method can be applied with aggregation (roll-up) and disaggregation (drill-down) operators over the category hierarchies in order to reduce the computational cost. In addition, we introduce a method for estimating the computation cost, and prove that the PP method is always more efficient than the F method. We show, by way of examples, that the savings in computation costs that our method provides can be many-fold, depending on the number of noncommon dimensions which can be preaggregated. Finally, we expand the methodology from two to multiple databases.
• E. Pourabbas and A. Shoshani The article is structured as follows. The next section describes the methodology we use to reduce the cost of estimating joint queries when using a proxy database, and introduces the method for evaluating accuracy. In the same section, we also introduce joint query syntax, which provides the basis for a formal analysis of the results in this article. Section 3 provides formal definitions and examples of the three methods for generating the estimation of the query results. In Section 4, we prove that the PP method gives the same results as the F method. In Section 5, we develop the methodology for applying the PP method, together with roll-up and drill-down operations, over category hierarchies. In Section 6, we develop formulas for performance evaluation of the three methods, and prove that the PP method is always less expensive computationally than the F method. Section 7 evaluates the accuracy and cost tradeoffs. Finally, Section 8 extends the results of using the PP method to three or more databases. Section 9 contains the conclusions.
METHODOLOGY AND FORMAL MODEL
Approach
We focus on a class of queries defined by a single summary measure over multiple summary databases where the result requires aggregation along one or more dimensions. The summary operators that we consider in this article are COUNT, and SUM. However, given that both COUNT and SUM are computed (thus doubling the computational cost), the AVERAGE operator can be supported, as well. As stated earlier, it is assumed that the base data, or microdata, is not available for privacy reasons or is no longer available when the multiple databases are queried.
We assume that common dimensions in the summary databases have the same domain values and that each dimension has at least two possible values. Range queries may specify a subset of the values. For example, the query might ask for results only for "Black" and "Hispanic" for the race dimension that has seven race values. For the purpose of evaluating computational costs, we consider only queries that include all possible values for each dimension of interest. Thus, our joint query syntax does not include the ability to specify a subset of dimension values. However, we note that it is possible to restrict the computation for subsets of values by simply calculating only the combination of values of interest. For example, for the joint query to estimate population by state and race, where state is restricted to "Alabama" and "Georgia" and race is restricted to "Black" and "Hispanic", only the corresponding four cells have to be calculated.
To motivate our work, let us reconsider the summary databases mentioned in the previous section and shown in Figure 1 . Note that from now on, we use the shorter term "education" instead of "education-level". One database represents Total-Income by Education, Age, and Sex, and the second database represents Population by State, Age, Race, and Sex. All the dimensions have a single category hierarchy level, except one of the dimensions that has three levels of categories: State → Region → Country. The query over the two summary databases: Find the "Total-Income by State" is represented with a broken line in Figure 1 . Similar queries at a higher levels of the category hierarchy are "Total-Income by Region" and "Total-Income by Country". Note that "State" is not a dimension in the Total-Income summary database, and thus it is not possible to derive "Total-Income by State" from this summary database alone.
Consider the databases mentioned in Figure 1 written in the following notation: "summary-measure (dimension, . . . ,dimension)". Using this notation, the two databases are: Total-Income (Age,Education,Sex) and Population (State,Age,Race,Sex) . Our goal is to derive Total-Income(State).
One obvious method of estimating this result is to aggregate each of the source summary databases to the maximum level. We call this the preaggregation (P) method. In this case, we can aggregate Population (State,Age,Race,Sex) (State) . We call this the full cross-product (F) method. This method is based on the well-known "small area estimation" method, according to which the most accurate result that can be obtained using linear indirect estimation is when the solution is based on the largest number of cells that can be generated from the source summary databases.
The proposed partial preaggregation (PP) method achieves the same accuracy as the F method, but at much lower computational cost. This is achieved by noticing that it is possible to preaggregate over all the dimensions that are not in common to the two source databases before performing the crossproduct, and still achieve the same accuracy of full cross-product computation. According to this method, in our example, Sex and Age are in common to the two databases. Thus, we first aggregate over Education in the TotalIncome (Age,Education,Sex) (State) . We show that this result is as accurate as the result obtained by using the F method, but by performing the aggregations over noncommon dimensions first, we reduce the computation needed. We extend these results to the case of dimensions that are defined over category hierarchies. We also extend these results to the case of multiple source summary databases.
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The Linear Indirect Estimation Method
Our methodology of estimating the result of a joint query is based on the linear indirect estimation method, known in the literature as small area estimation (SAE) [Rao 2003 ]. There is great interest in the SAE method because of the tendency in many countries to base future censuses on administrative record systems [Chand and Alexander 1996] . This technique is quite popular, not only from a theoretical point of view [Ghosh and Rao 1994] , but also in practice in commercial products, such as RTI International [RTI 2007] . The main idea of such an approach is to use data from surveys of variables of interest at the national or regional level, and to obtain estimates at more geographically disaggregated levels, such as counties or other small areas. This approach is characterized by indirect estimation techniques, and is used in many domains (e.g., socio-economic [Pfeffermann 2002] , and health areas [Elliott et al. 1996] ).
An indirect estimation calculates values of the variable of interest using available auxiliary (called predictor or proxy) data at the local level that is correlated with the variable of interest [Ghosh and Rao 1994; Pfeffermann 2002; Schaible 1996] 
) is no longer available. However, auxiliary information in the form of
where
represents the proportion of the population of small area i relative to the total population over the set of dimensions d . Note that in this method, the sum over all estimated values iŶ (i) must be equal to sum over the true value d Y (d ) [Ghosh and Rao 1994] . This condition is illustrated in the examples in Section 3 (see Table IV ). A more general case is when the set of dimensions for X and Y does not fully overlap. Let d X and d Y represent the set of dimensions for X and Y , respectively. The previous formula can be generalized as follows:
This is the basis for the F method, as defined in Definition 3.1 in Section 3.
Average Relative Error
The estimate is subject to error. For the purpose of evaluating estimated errors, we assume in our examples that we know the values from the base data, and can evaluate the error exactly. This provides us with means for comparing the accuracy of the results using different computational methods. A method commonly used for measuring accuracy is the average relative error (ARE) [Ghosh and Rao 1994] . This is defined simply by taking the absolute value of the difference between each estimated value and the corresponding precise value and dividing by the precise values. The fractions are summed and divided by the number of estimated values. Formally,
wherev i and v i are, respectively, the estimated and precise (or base data) values, and m is the number of small areas for which estimated values were calculated. We use the average relative error (ARE) together with computational cost expressions to evaluate the tradeoff of cost and accuracy in Section 7.
The Joint Query Syntax
We define the syntax of a joint query on two summary databases in terms of their common and noncommon dimensions. In the following sections, we assume two source summary databases, called DB P and DB Q , that are used to answer joint queries and produce a target database DB T . The databases are defined as follows: • E. Pourabbas and A. Shoshani In expressing a joint query over the two source summary databases, one of the measures, either M P or M Q , is selected. Without loss of generality, suppose that M P is selected. Thus, M P = M T . Here, M Q is called the proxy measure, DB Q is called the proxy database, and DB P is called the primary database.
Given two source summary databases DB P and DB Q that are used to generate a target database DB T , we can classify the source database dimensions as belonging to three disjoint groups: target dimensions, common dimensions, and noncommon dimensions. First, we pick those dimensions in the source databases that are specified in the target database for the target group; then the remaining dimensions are considered common if they are in both source databases, and considered noncommon otherwise. Note that a target dimension can exist in both source databases. For example, assume we are given
A 2 , and A 5 are classified as target dimensions, and therefore are not eligible for the common or noncommon groups. A 3 is classified as common, and A 4 and A 6 are classified as noncommon. The target dimensions are further classified as common-target if they exist in both source databases, and as noncommon-target if they exist in a single source database only. Thus, A 1 is a common-target dimension, and A 2 , and A 5 are noncommon-target dimensions.
We use the following notation: Example 1. Let us consider the source summary databases mentioned before, Total-Income (Age,Education,Sex) and Population (State,Age,Race,Sex) . For the sake of brevity, we use "Income" to mean "Total-Income" in the rest of the article. Let us assume that the joint query expressed over them is Income(State). 
DEFINITION OF THE AGGREGATION METHODS
We assume that the joint query is formulated on two source summary databases. In order to describe the proposed partial preaggregation method, we first define the full cross-product and preaggregation methods. For the definition of these methods, we use the formalism defined for a joint query in Section 2.4.
The Full Cross-Product (F) Method
The next definition provides the expression for calculating the estimate of the target database using linear indirect estimation for the full cross-product (F) method. The expression is in terms of the common, noncommon, and target groups of dimensions. Note that, consistent with notation used in the literature, we use the symbol "ˆ" over the target measure to indicate that this is an estimated result.
The following definition is based on Eq. (1) 
is that estimator which is computed by applying linear indirect estimation, as follows:
and then summarizing over the common and noncommon dimensions:
Example 2. Tables I and II , which is shown in Table III (only one state is shown); then we summarize all dimensions except the target dimension. The result is shown in Table IV , third column. Note that in this example, the single target dimension is in the proxy database Population.
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The Preaggregation (P) Method
The preaggregation method is based on summarizing the summary databases over all common and noncommon dimensions before application of the linear indirect estimation method.
is that estimator which is computed by presummarizing all common and noncommon dimensions in the source summary databases, as follows:
and then applying the linear indirect estimation:
Example 3. Consider Tables I and II . To apply the P method, we first summarize all common and noncommon dimensions in the source summary databases Income and Population: Since the only target dimension is in the proxy database Population, we sum over all dimensions in the Income database. The result of the target summary databaseÎncome(State) is shown in Table IV , fourth column. We observe that Income [F] (State) andÎncome[P ](State) are different, and therefore their average relative errors are different. We will address the accuracy issue in a later section by using the expression for calculating the average relative error (ARE) (see Eq. (2)): We show that the accuracy difference between the PP and P methods can be very significant, and is sensitive to the cardinality of the dimensions:
The larger the cardinality, the larger the difference.
The Partial Preaggregation (PP) Method
This method was devised with the expectation that it will provide the same accuracy as the F method, but with lower computational complexity. As mentioned earlier, the main idea is to summarize the source summary databases only over noncommon dimensions, and then estimate the target summary database with the common and target dimensions. 
is that estimator which is computed by presummarizing over all noncommon dimensions in the source databases, as follows: then estimating the cross-product:
and finally summarizing over the common dimensions as follows:
Example 4. Consider again Tables I and II Table IV , and therefore are shown in the same (third) column. In Table VI , an example is shown with a common target dimension over the source summary databases in Tables I and II . In this case, the target summary database is Income (State,Sex) , and the estimation by the PP method, shown in the fourth column, is obtained by summarizing over the common dimension, as .
The estimation using the P method, shown in the fifth column, is obtained by summarizing first over all common and noncommon dimensions, as follows: .
THE EQUIVALENCE OF PP AND F METHODS FOR TWO SOURCE SUMMARY DATABASES
As discussed in Section 2.2, indirect linear estimation over the full cross-product of dimensions provides the most accurate estimated result. It follows that other methods, such as the preaggregation (P) method may be statistically less accurate. In this section, we prove that the partial preaggregation over dimensions in the PP method gives precisely the same result as the F method. Thus, we need only analyze the accuracy of the P method relative to the PP method, since the latter produces the same accuracy as the F method.
In the following theorem, we use the definitions for methods F and PP introduced in the previous section. THEOREM 4.1. The estimation of any joint queryM P (A PROOF. We show F⇔PP as follows:
The last term is the same asM (5)).
APPLYING THE PP METHOD WITH OPERATIONS OVER CATEGORY HIERARCHIES
Another situation where partial preaggregation might apply is when multiple categories of a dimension are involved in a joint query. (Region,Race,Sex) before applying the PP method. The question is whether the two evaluation orders produce results with the same accuracy. If this is the case, then it is possible to perform roll-up and preaggregation operations together, thus eliminating the need for intermediate results and consequently reducing the computational cost. We prove in Section 5.1 that the same accuracy is achieved, regardless of the order of applying preaggregation and roll-up operations.
A more interesting question concerns performing disaggregation over the category hierarchy. This is referred to as drill-down. This situation occurs when different categories of the same hierarchy appear in dimensions of the source summary databases. For example, consider the source databases Population (Region,Race,Age) and Income (State,Race,Sex) . Note that the dimension Region in the Population database and the dimension State in the Income database belong to the same category hierarchy. Now, suppose that the target database is Population(State,Race). We need to drill-down the population from the Region to the State level by using the Income database as a proxy. The usual technique for disaggregating by proxy is to use linear indirect estimation by forming the full cross-product at the lower category level (i.e., forming the drilled-down crossproduct), and then aggregating over the nontarget dimensions. For this example, it is necessary to form the cross-productP opulation (State,Race,Age,Sex) , and then to aggregate over Age and Sex.
We illustrate disaggregation by proxy using the example source databases introduced previously. The drilled-down cross-product is generated as follows: Here, again, the question is whether we can perform the PP method operations and drill-down operation in either order and get results with the same accuracy. We prove that this is the case in Section 5.2.
In Section 5.3, we discuss the case where multiple category hierarchies are involved. We provide a procedure for the steps which need to be taken to achieve the maximum preaggregation that can be applied in this case, without loss in accuracy.
As is stated in Section 2 on methodology, we consider here only the summary operators COUNT and SUM, and assuming that COUNT and SUM are available for all cells, the results also apply to the AVERAGE operator.
Using the PP Method with Rolling-Up on Category Hierarchies
In this section we prove that the result obtained by rolling-up before applying the PP method is the same as that for performing the roll-up operation last. We assume that the dimension hierarchy to which the roll-up operator is applied is summarizable. Summarizability is a condition stating that it is possible to obtain from the summary database, defined at category level A 1 of a given hierarchy, another summary database, defined at the higher level A 2 of the same hierarchy, by using the roll-up function. The conditions for the summarizability or correctness of aggregations in OLAP are discussed in Lenz and Shoshani [1997] .
Let the roll-up operator be denoted by R A 1 →A 2 (M (A 1 )), where A 1 and A 2 represent two category levels of a category hierarchy. It applies the aggregation function COUNT or SUM to the measure M (A 1 ), and gives as the result M (A 2 ).
We address the case that each source summary database has only one target dimension requiring a roll-up operation. We use the notations A t P and A t Q to represent two different dimension levels in the category hierarchy of the same dimension t of DB P and DB Q . For example, State → Region are two dimension levels in the dimension Geographical area, and Date → Month are two dimension levels in the dimension Time. We use the notation for lower and higher category levels of target dimension 
represent category hierarchies of dimensions from the source summary databases. We defineM to be the estimation result of a joint query over the source databases when applying the roll-up operator first and then the PP method. Conversely, we defineM to be the estimation results of a joint query over the source databases when applying the PP method first and then the roll-up operator. The expressions forM andM are provided precisely next.
-(i) The estimation result of a joint queryM P (A
Q ) over the source summary databases is obtained by applying the roll-up operator first to the target dimensions in the target and proxy databases, and then applying the PP method as follows:
• E. Pourabbas and A. Shoshani Summarizing over the common dimensions, we have
-(ii) The estimation result of a joint queryM P (A
over the source databases is obtained by applying the PP method to the source databases and then the roll-up operator on the target dimensions, as follows:
PROOF. We present here the sketch of the proof. The formal proof is given in the Electronic Appendix. In this proof, that is accessible in the ACM Digital Library, the roll-up operator is considered to be a particular kind of summation operation. Hence, the proof proceeds, by showing thatM is equivalent toM through intermediate equations, which commutes/associates/distributes with the other summation operators, similar to the proof of Theorem 4.1.
Using the PP Method with Drilling-Down on Category Hierarchies
This section contains a theorem which proves, similar to the case of roll-up, that the same accuracy is achieved, regardless of the order of applying preaggregation and drill-down operations. In order to prove this, we use the notation introduced in the previous section.
Recall that the drill-down operation can only be performed when the dimensions in the two source summary databases involved in the drill-down belong to the same category hierarchy. Furthermore, the lower category must belong to the proxy database. P . We defineM to be the estimation result of a joint query over the source summary databases when applying the drill-down operator first and then the PP method. Conversely, we defineM to be the estimation result of a joint query over the source databases when applying the PP method first and then the drill-down operator. The expressions forM andM are provided precisely next.
Q ) consists of the following steps: 1(a) generating the full cross-product obtained by the drill-down operation; 1(b) summarizing over the common and noncommon dimensions in the result of part 1(a).
Step 1(a) (drill-down):
where the term in the denominator is obtained using roll-up, as follows:
Step 1(b) (summarization):
Q ) consists of the following steps: 2(a) preaggregating the noncommon dimensions over the source summary databases; 2(b) applying the drill-down operation to the result of Step 2(a); and 2(c) summarizing over the common dimensions on the result of Step 2(b).
Step 2(a) (preaggregation): • E. Pourabbas and A. Shoshani Step 2(b) (drill-down):
Step 2(c) (summarization):
PROOF. We present here the sketch of the proof. The formal proof is given in the Electronic Appendix. In this proof, the drill-down operator is considered to be a particular kind of a distribution operator. Similar to the proof of Theorem 5.1, this proof shows thatM is equivalent toM through intermediate equations, which commutes/associates/distributes with the other summation operators.
Applying the PP Method to Multiple Category Hierarchies
Consider the following example of the two source summary databases Population(Region, Race,Month,Age) and Income (State,Race,Year,Sex) . Suppose the target database is Population(State,Year). We note that this requires drill-down of Population from the Region level to the State level, and rollup from the Month level to the Year level. To achieve the desired result, it is possible to first preaggregate over noncommon dimensions (excluding dimensions that belong to the same category hierarchy) to get Population (Region,Race,Month) From this example, the procedure for determining the steps to achieve maximum preaggregation, without loss in accuracy, can be generalized. The procedure is as follows:
(1) Determine if there are different dimensions in the source summary databases that belong to the same category hierarchy. If there are none, perform the method PP, described in Section 3. Otherwise, proceed to Step 2. We note that in this procedure, whenever there is an opportunity to perform aggregation over noncommon dimensions and roll-up and/or drill-down operations, these should be performed together to save the cost of generating intermediate databases.
FORMULAS FOR PERFORMANCE EVALUATION
In applying the PP method to numerous examples, we noticed that the performance gain can be several-fold. Intuitively, we can expect this because in the PP method, we first reduce the dimensionality of the source summary databases before performing the cross-product. Yet, we would like to characterize more accurately the computational cost estimation. In this section, we develop cost estimation formulas.
In order to estimate the performance of the various methods, we have to count the number of primitive operations that each step takes. We start with estimating the cost of generating an aggregation over a single database, and follow this with the cost of generating a cross-product of two databases. We then use these cost formulas to express the total cost of methods F, PP, and P. This is followed by a theorem which states that the cost of the PP method is always lower than that of the F method, provided that the source databases have at least one noncommon dimension. We note that our analysis is based on an approximate cost model, and accordingly, the aforementioned results are based on this model. 
The Cost of Generating an Aggregation
In the following lemma we show that the upper bound of the number of primitive operations (specifically, COUNT or SUM) required for aggregating over a single multidimensional summary database is the same, regardless of the number of dimensions we aggregate over. 
The number of primitive operations required to compute each cell (e.g., SUM) is |A i P | − 1; that is, the cardinality of A i P minus one operation. For example, if the cardinality is 10, then only 9 operations are needed to generate the sum. Thus, the number of primitive operations is
It follows that the upper bound can be approximated to |A P | = |A 
The number of operations to generate one cell is the number of elements to sum over minus one: (|A i P ||A j P | − 1). Again, rounding-off this term, we get that the cost estimation is again:
It follows that the same expression results when we consider three dimensions, etc. Thus, the upper bound of the number of primitive operations is |A P |, regardless of the level of aggregation (the number of dimensions we aggregate over).
LEMMA 6.2. The lower bound of the number of operations to aggregate a multidimensional summary database over any number of dimensions is one-half of the product of the cardinalities of the dimensions. This lower bound occurs only in the degenerate case where the aggregation is over a single dimension whose cardinality is 2.
PROOF. The proof follows directly from expression (8) in the proof of Lemma 6.1, for the case that only one dimension A i P is aggregated and |A i P | = 2. Typically, aggregation occurs over more than one dimension, and dimensions have more than two values. Therefore, for all practical purposes, we will assume the upper bound in the rest of the article.
If we use the notation of common, noncommon, and target dimensions to represent a database M P according to the syntax introduced in Section 2.4, the product of the cardinalities of M P (A , where the notation X represents a cardinality-product. For instance, the total number of operations to generate any aggregation over the summary database DB P = Population(State,Age,Race,Sex) is X P = 504, given that the cardinalities of the domain values of the dimensions State, Age, Race, Sex are, respectively, 9, 7, 4, 2. Supposing that State is the noncommon target dimension, Age and Sex are the common dimensions, and Race is the noncommon dimension, it follows that X C P = 14, and X C P = 4, X T C P = 1, and X T C P = 9. We denote the primitive operation cost (for either COUNT or SUM) as C po . Therefore, the cost of aggregations over the database
The Cost of Generating the Cross-Product
The formula for calculating a cross-product is Eq. (3), shown next, as discussed in Section 3.
To determine the cost of generating the cross-product, the expression in the denominator has to be evaluated. Note that this expression is a subcube that needs to be calculated only once, but its elements are used multiple times in subsequent operations. This cost is simply that of aggregating over all the noncommon and target dimensions in M Q . From Lemma 6.1, it follows that this cost is
Now, for each cell in the cross-product, it is necessary to perform one multiply and one divide operation. We assume that the costs of divide and multiply are about the same, and usually larger than COUNT or SUM by a factor of α ≥ 1. The number of cells in the cross-product is X 
Cost Formulas for the Three Methods
We can now derive the cost formulas for methods F, PP, and P. For the F method, the total cost consists of that of generating the full cross-product (shown in square brackets) followed by a postaggregation to the target dimensions. Specifically the cost is
For the PP method, the total cost consists of first preaggregating each source summary database over the noncommon dimensions, then generating the crossproduct of the preaggregated databases, and then postaggregating to the target dimensions. Specifically, the cost is
Note that in the PP method, in generating the cross-product and postaggregation, the noncommon dimensions are not in the expressions, since they have been eliminated in the preaggregation. For the P method, the total cost consists of first preaggregating each source summary database over the common and noncommon dimensions, and then generating the cross-product of the preaggregated databases. Specifically, the cost is
Note that for generating the cross-product in the P method, the common and noncommon dimensions are not in the expressions, since they have been eliminated in the preaggregation.
Using expressions (9) and (10), we are now ready to state and prove the following theorem.
Performance Domination of PP Method over F Method
be source summary databases that have at least one noncommon dimension each. Then, according to the approximate cost model defined previously in this section, using the PP method is always less expensive computationally than using the F method.
PROOF. The proof consists of comparing the computational costs of the PP and F methods. We wish to show that
The first term in each side is the same and can be removed. Comparing the last terms in each side in the preceding expression, which represent the cost of postaggregation, it is obvious that
Q . Therefore, both terms can be removed, and the inequality reduced to
This inequality can be written as follows:
Every dimension has, by definition, at least two category values. Also X T C Q must always exist because A T C Q is the proxy dimension(s) (see Section 2.4). Since we have at least two terms in the denominators of the preceding expression, the first two fractions must be less than or equal to 1 8 α, and the last fraction must be less than or equal to . Since α ≥ 1, the expression is always less than 1. Thus, if there is at least one noncommon dimension, using the PP method is always less expensive computationally than using the F method.
Example 5. For illustrative purposes, we assume that α = 2; that is, the cost of a multiplication or a division is twice the cost of a sum. Let us consider the summary databases Income(Age,Education,Sex) and Population (State,Age,Race,Sex) shown in Tables I and II , which are used to generate the estimation forÎ ncome (State) . For this example, we use the cardinalities 50, 10, 7, 2, and 12 for the dimensions State, Age, Race, Sex, and Education, respectively. In other words, we have
Recall that in this example, only one target dimension exists, namely, A = 1 to neutralize these terms. Applying the F method, the total cost is 427,000C po , while using the PP method, the total cost is 13,240C po . In other words, the computational cost of the PP method is less than the F method by a factor of 32.25.
EVALUATION OF ACCURACY AND COST TRADEOFFS
While we proved theoretically that there is a benefit in using the PP method rather than the F method, since they provide the same accuracy level, there is the practical question of how much computation is saved by using the PP method. A second practical question is how much better is the accuracy of the PP method relative to using the P method, and what is the cost penalty for this? To put it another way, is it worth paying the cost of the PP method over the P method so as to gain in accuracy? We address these questions in this section. We first evaluate experimentally the accuracy question to find to which parameters the accuracy is sensitive. Then, we evaluate the cost benefit of using the PP method versus the F method, and the cost penalty of using PP method versus the P method.
Accuracy Analysis
Intuitively, the accuracy of estimation is a function of the correlation between measures of the source summary databases, and also depends on the common dimensions between them. Therefore, there should be significant loss of accuracy if we use the P method because we preaggregate over common dimensions. However, it is also reasonable to expect that if the cardinalities of the dimensions are small, the difference in accuracy between the two methods will be small because there is less information to support the correlations. Thus, we selected example databases that vary in these two parameters: the correlation level and the cardinality level.
We used the following databases: Income(Age,Race), and Population(State,Age,Race) to estimate Income(State). For the low cardinalities, we used 9, 7, and 2 for State,Age, and Race, respectively. For the high cardinalities, we used 27, 15, and 7, respectively.
We varied the correlation by changing the distribution of measures (X and Y ) over the common dimensions. In general, the closer the distribution patterns, the higher the correlation. We calculated correlation figures using the wellknown formula where the measures are X and Y , and N is the total number of cells over the common dimensions, as follows:
where X , Y , are the mean for X and Y , respectively, and
The results are shown in Table VII and presented graphically in Figures 2  and 3 . Figure 2 shows that in the case of high cardinality, the difference between the average relative error (ARE, represented as a percent) of the PP and P methods is quite high for all correlation levels (40% or more). For example, for the high correlation of 0.85, the ARE for the PP method is 19%, while for the P method, it is 60%. As expected, the error for higher correlations is lower. Interestingly, the error difference grows as the correlation level gets lower.
In contrast, Figure 3 shows that in the case of low cardinality, the difference in accuracy is quite small (3% or less). This observation raises the question as to whether it is worth paying the extra cost of using the PP method when the cardinality is low. We address this question in the next section. 
Cost Tradeoffs
The cost formulas for the three methods F, PP, and P were developed in Section 6. We recall that the cost formulas are for F method:
for PP method:
for P method:
For evaluating the cost tradeoffs, we take the ratios (the gain) of the cost between methods when applied to the same source databases. From the cost formulas, it is evident that cost is dependent on the products of cardinalities of the common, noncommon, and target dimensions. Since we cannot get closedform formulas for the ratios, we evaluated the gains and generated multiple graphs to observe the behavior of gains when varying the cardinality of the dimensions. We note that in the formulas, the cardinality measures represent the product of cardinalities for each type of dimension. For example, the expression X C P represents the product of all common dimensions (if we have 3 dimensions with cardinalities of 2, 5, and 10, then X C P = 100). We will use in the following the terms "common cardinality-product", "noncommon cardinality-product", and "target cardinality-product" for the product of each, correspondingly. The target cardinality-product refers to the product of the cardinality of the common and noncommon target dimensions.
We start with graphing the gain of the F method over the PP method. We show two graphs. In Figure 4 , we fix the common cardinality-product (=100) and vary the noncommon and target cardinalities (between 10 and 200). From this graph, we observe that the gain increases superlinearly with an increase of the cardinality-product of noncommon dimensions. We also observe that the target cardinality-product has a large effect on the gain, although the gain decreases as the target cardinality-product increases.
In Figure 5 , we fix the noncommon cardinality-product (=100), and vary the common and target cardinalities (between 10 and 200). Interestingly, the common cardinality-product has no effect on the gain. This can be explained by observing that X C P = X C Q can be factored out in both the F and PP method expressions, and thus have no effect when we take the ratio. We observe, again, that the target cardinality-product has a large effect on the gain, but also that the gain decreases as the target cardinality-product increases. We furthermore observe that the gain figures are very large, in the order of several 1,000's.
How can this very high gain be explained intuitively? We observe that the largest term for the F method has 6 cardinality-product elements, while the largest term for the PP method has only 4. This is the reason that preaggregating over noncommon dimensions is highly effective.
Next, we graph the gain of the PP method over the P method. In Figure 6 , we fix the common cardinality-product (=100) and vary the noncommon and target cardinalities (between 10 and 200). We observe that for low cardinalities, the gain is in the range of 10's, but quickly goes down to single-digit levels as the cardinality increases, even for high target cardinalities. In Figure 7 , we fix the noncommon cardinality-product (=100), and vary the common and target cardinalities (between 10 and 200). Here again, we see a very small effect on the gain when varying the common cardinality-product.
• E. Pourabbas and A. Shoshani Fig. 6 . Gain of PP method over P method with a fixed common cardinality-product. Fig. 7 . Gain of PP method over P method with a fixed noncommon cardinality-product.
Why is the gain of the P method over the PP method relatively small compared to the PP method over the F method case? In contrast to the previous case, we observe that largest terms for the PP method, as well as the P method, have 4 cardinality-product elements, and thus the ratio is small.
Discussion
We can now respond to the two questions posed in the beginning of this section.
(1) How much computation is saved by using the PP method, rather than the F method?
The experimental results show that the savings behave as a superlinear function of the product of noncommon cardinalities. Furthermore, the gain increases with the target cardinality-product, but in a sublinear fashion. We note that it is only necessary to have two noncommon dimensions, with cardinality of 10 each, to get a gain in the order of 100. Typical cardinalities can range from low (e.g., 2 for Sex), to quite high (e.g., 50 for States), or even 100's (e.g., product types). Thus, preaggregation over just a few noncommon dimensions can achieve very high gains.
(2) Is it worth paying the cost of the PP method to gain in accuracy?
The cost penalty for using the PP method relative to the P method is low for a high cardinality-product (by an order of 3 or less). Even for a low cardinalityproduct, the gain is relatively low (by an order of a few 10's). The main reason is that the preaggregation cost in the P and PP methods dominates the total cost. Since the accuracy obtained by the PP method is much higher than that of the P method for a high cardinality-product of common dimensions, and the penalty is low, there is no doubt that in this case, the PP method should be used. In the case of a low cardinality-product, where the accuracy gain is low, it may not be worth performing the extra operations, even though the cost is relatively low. However, in some applications, even 3% in accuracy is significant, and the moderate extra cost may still be a good tradeoff in these cases.
EXTENDING THE QUERY ESTIMATION RESULTS TO MULTIPLE SOURCE DATABASES
From a statistical analysis point of view, the most common estimation operation is over two databases, where one is a database with a particular target measure (e.g., sales) using the other as a proxy database with another measure (e.g., income). The advantage of using the PP method for the case of two databases has been presented in previous sections. However, in some cases, the estimation may require the use of more than two databases. In practical situations, the databases may come from different sources (such as agencies responsible for economic activities, population census, education, health, etc.) In such cases, many of the dimensions in the databases are noncommon. In this section, we explore under what conditions we can apply the PP method for performing estimation over more than two databases. We start with an example to illustrate the concepts of using multiple proxy databases. Consider the following three summary databases: and suppose that the desired target database is DB T = Sales (State,Sex,Race).
We will prove in this section the conditions under which we can apply the PP method. In this particular example, our results will show that we can perform preaggregation over the dimensions "Type of business" and "Education" (but not "Age"), subsequently rolling-up over "County" to the "State" level in order to • E. Pourabbas and A. Shoshani generate a greatly reduced cross-product of Sales (State,Sex,Race,Age) , and then summarizing over "Age". As noted earlier, when preaggregation is applied even over a small number of dimensions, the savings in computational complexity can be very large if the cardinality of the dimensions is large. In this example, the "Type of business" dimension has typically a very large cardinality, and on average, there are a large number of counties for each state, and thus the savings can be of several orders of magnitude. When using multiple proxy databases, the number of databases involved is typically small for the simple reason that the number of databases used cannot exceed the number of dimensions desired in the target database. In the aforementioned example, there are three dimensions requested in the target database, where the first (State) is in the same hierarchy dimension of another database, the second (Sex) is only in one database, and the third (Race) is in another. Therefore, at most, the number of databases involved is equal to that of dimensions in the target database.
The Order of Performing the Cross-Product
Since we have more that one proxy database, the first question is in which order to apply them in the estimation process. It turns out that, in general, varying the order of applying the proxy database produces different results. Yet, we are interested in finding out the conditions under which the results produced are the same, regardless of order. We prove in this section that under a condition that we refer to as the proxy-noncommonality (PNC) condition, the order of applying the proxy databases can be arbitrary. Given several source databases, one is chosen as a primary database because its measure is requested in the query as a target measure. Accordingly, the PNC condition can be stated as follows.
Definition 8.1. Given a primary database and two or more proxy databases, the proxy-noncommonality (PNC) condition requires that all dimensions of the proxy databases that are not in the primary database must be mutually exclusive.
We show in this section that if the PNC condition holds, the same result is obtained by applying the proxy databases in any order. To illustrate this point, consider the example shown in the introductory part of Section 8. The "Sales" database A is the primary database. The dimension-level "County" in database C is in the same dimension (Geographical area) as the dimension-level "State" in the primary database A. Thus, we are only concerned with the remaining dimensions in databases B and C, and whether they are mutually exclusive:
As can be seen, this example does not fulfill the PNC condition because "Age" is common to both databases. Therefore, the order of applying the proxy databases matters. To evaluate the PNC condition, we neither consider "State" in database B nor "County" in database C. As can be seen next, the noncommonality PNC condition is met in the remaining dimensions of databases B and C. What can be done in case where the PNC condition does not hold? Obviously, some order has to be chosen. We will show in the next sections the condition under which the PP method gives the same result as the F method, given a particular order of applying the proxy databases. As will be seen, unlike the PNC condition, this condition allows partially or fully common dimensions to exist, but states that preaggregation can be performed only over mutually exclusive, noncommon dimensions. Further, unless the PNC condition holds, different results can be obtained, depending on the order of applying the proxy databases.
The question of which order of proxy databases to select in order to get the most accurate result is an open question that depends on the statistical distributions of the measures involved over the dimensions. We believe that the choice depends on the correlations between measures, but have no proof for this. In the previous example, if the correlation between Sales and Income is statistically high, it suggests that it is better to evaluate in the order (Sales (Income (Population))), that is, get Income using Population as the proxy first, and then get Sales using the result Income in the previous step as a proxy next. We consider this problem a challenge for future work.
We prove in the next theorem that if the PNC condition holds, the same result will be produced, regardless of the order of applying the proxy databases. PROOF. We present here the sketch of the proof. The formal proof is given in the Electronic Appendix. The proof is based on a specific notation that splits the dimensions of the proxy databases DB Q i into dimensions that are common and those that are noncommon with the primary database DB P . They are represented by A • E. Pourabbas and A. Shoshani Given a particular order of the proxy databases, we show in the Appendix that applying the F method yieldŝ
As can be observed, any permutation of the order of applying proxy databases provides the same result under the PNC condition, and therefore can be represented as a closed-form formula, as follows:
Conditions for the PP Method to Preserve Accuracy
The next question to address is whether partial preaggregation (method PP) can be applied in the case of multiple proxy databases. The problem can be posed as follows: Given a target query and a predetermined evaluation order over multiple proxy databases for generating the full cross-product (method F), under what conditions can the PP method be applied such that it produces results with the same accuracy? We prove in Theorem 8.2 that a sufficient condition is to apply preaggregation to noncommon dimensions (dimensions that appear in a single database only) that are not required as primary dimensions. In the preceding example, "Type of business" and "Education level" are such dimensions. We also prove that the previous definition of noncommon dimensions is also a necessary condition. This is achieved by using a counter-example in Theorem 8.3. In order to prove this theorem, we use the notations introduced in the following definition.
) be source summary databases which are selected by a predetermined evaluation order for estimating the target summary database M P (A
indicate common dimensions between any combination of the source databases, where A
Given a primary database and a particular order of applying two or more proxy databases, the estimated target database using the PP method over noncommon dimensions, where each noncommon dimension is defined as a dimension that exists in a single source database only, is as accurate as the target database generated using the F method.
PROOF. We present here the sketch of the proof. The formal proof is given in the Electronic Appendix. Using the definition of source summary databases according to Definition 8.2, the proof is by induction. In the first step, we show that the estimation result of applying method PP is the same as applying method F (i.e., F⇔PP) for the case of two databases, namely, the primary database M P and the first proxy database M Q 1 . Then, we assume thatM P [F] i ⇔M P [PP] i is true for step i, where the ith proxy database was applied, and show that for step i + 1, where the i + 1th proxy database is applied,
Given the preceding result, the question arises as to whether preaggregating over dimensions that are common to some, but not all, databases (which we refer to as partially common dimensions to follow) can possibly yield the same accuracy. This question was not relevant in the case of two databases, but in the case of three or more, some dimensions can only be partially common. We show next that aggregating over partially common dimensions does not in general, yield the same accuracy, thus justifying our choice of defining a noncommon dimension as appearing in a single database only. THEOREM 8.3. It is necessary to preaggregate only over noncommon dimensions of the source summary databases in order to get the same accuracy as the full cross-product.
• E. Pourabbas and A. Shoshani State,Race) and the target measure is Income. Note that the PNC condition is not met because Race appears in the two proxy databases and is not a dimension in the primary database Income.
Our goal is to generate the cross-product, from which the target database will be generated after all the preaggregation steps take place according to the PP method. To illustrate the generation of the cross-product, suppose that the target database we wish to obtain is Income (State,Education,Age,Race) . Each successive intermediate result adds dimensions to the crossproduct. For example, applying the linear indirect estimation method on Income(Education,Age) over Population(Education,Race) will generate the intermediate resultÎncome(Education,Age,Race). Thus, the dimension Race was added to the cross-product.
The linear indirect estimation method for intermediate steps is provided next by applying the PP method and using the notation introduced in Definition 8.2. .
Since we are generating the entire full cross-product (after performing preaggregation over all noncommon dimensions), all the dimensions are target dimensions, and the preceding formula reduces to
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Suppose that the cardinalities of the dimensions are 2, 5, 7, and 50 for Education, Age, Race, and State, correspondingly. We have two choices for generating the result, as shown next. We will calculate the number of cells that we need to compute in each case.
Choice ( The result will have 10 × 7 = 70 cells. According to formula (17) (where for simplicity, we assume that α = 1), the cost of the first component is 14, and that of the second is 2 × 70 = 140. The total cost for the first step is therefore 14 + 140. The number of cells generated by the second step is 70 × 50 = 3, 500.
Using the cost formula, we can similarly show that the cost for the second step is 1,750 + 2 × 3,500 = 1,750 + 7,000. The total cost for choice 1 is therefore 14 + 140 + 1,750 + 7,000 = 8,904.
Choice (2): Apply linear indirect estimation on Income over Households, and then over Population. The first step generates 10 × 350 = 3,500 cells, and the second generates 3,500 cells. Similar to the earlier use of the cost formula, we get the cost for Step (1) by 1,750 + 2 × 3,500, and for Step (2) by 14 + 2 × 3,500. The total cost is 1,750 + 7,000 + 14 + 7,000 = 15,764.
The difference of 6,860 between the two choices represents a 77% increase in cost over the least expensive choice. This stems from the cost of computing the cross-product of intermediate steps, which depends on the order of selecting the proxy databases. Thus, in order to minimize cost, the proxy databases should be ordered according to the cardinality-product of the dimensions that are added to the intermediate cross-products, from lowest-to-highest.
To summarize, the procedure for using the PP method over multiple databases can be described as follows. PROCEDURE 8.1. Given a desired target measure and a set of databases:
(1) Check that each database has at least one dimension that is requested in the target database. If this condition does not hold, eliminate those databases; (2) Check that the dimensions of the remaining databases meet the PNC conditions. If so, the closed-form formula given in Eq. (15) (see Section 8) can be used in Step 5. Otherwise, since the order for the most accurate result is unknown, the choice of order can be made to minimize the computation cost according to the cardinalityproducts of the intermediate steps, from lowest-to-highest; (3) Aggregate/disaggregate all dimension hierarchy levels (i.e., roll-up or drill-down) according to the target dimensions; (4) Preaggregate all noncommon dimensions; (5) Generate the cross-product of all preaggregated databases; (6) Summarize over nontarget dimensions.
As was the case for two databases, we note that in the preceding procedure, whenever there is an opportunity to perform aggregation over noncommon dimensions and roll-up and/or drill-down operations, these should be performed together so as to save the cost of generating the intermediate databases.
CONCLUSIONS
In this article, we proposed an efficient method, called the partial preaggregation method, for estimating the results of a joint query over two source databases using linear indirect estimation. The proposed method is based on partitioning the dimensions of the source databases into common, noncommon, and target dimensions. By summarizing over noncommon dimensions first, we reduce the computational and space complexity. We proved that the partial preaggregation method generates results that are as accurate as the full crossproduct method commonly used for statistical estimation. Furthermore, we developed computational cost formulas and showed that the PP method can be more efficient by a large factor. Also, we proved formally that partial preaggregation can be applied together with operations over category hierarchies of dimensions, and developed a procedure for performing roll-up and drill-down operations with the partial preaggregation method so as to minimize computational costs. In addition, the main results of applying the PP method for two databases were extended to the case of three or more databases.
Using the computational cost and a measure of accuracy, namely, the average relative error, we derived experimental results showing the gain in accuracy of the partial preaggregation method relative to full preaggregation (the method with the least cost). We showed that the gain in accuracy can be very large, especially when the cardinality-product of the dimensions is high, which is usually the case.
There are several open questions that we believe are important challenges for future work. One is the question of how to select a primary database, given that there are multiple databases available with the same measure, in order to get the most accurate estimation results. Intuitively, it stands to reason that the one which includes a larger number of the desired target measures is the better choice, but this has to be proven either statistically or perhaps experimentally. Another open problem is the choice of order in the case of multiple proxies in order to maximize accuracy in the case where the condition that determines if the order is irrelevant fails (called the PNC condition-see Section 8). We note that these problems are independent of the use of the partial preaggregation method, whose purpose is to reduce computational complexity. If these questions were answered, the partial preaggregation method could then be applied to the preferred choice of primary database and the order of applying the proxy databases.
ELECTRONIC APPENDIX
The Electronic Appendix for this article can be accessed in the ACM Digital Library. The Appendix contains the proofs of several theorems from the main body of this article.
