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1. Introduction
Our intention in this paper is to prove the existence of a weak solution to the system of equations describing the
behaviour of a compressible, heat conducting ﬂuid inside a heat conducting domain. We continue in the study which
started in [4] and [5], where the full Navier–Stokes system for compressible, heat conducting ﬂuids was introduced and
the existence of a weak solution to the system was proved. In the papers [2,3,6] (see also [8]), more sophisticated and
complicated models are adopted to describe the behaviour of gaseous stars.
Despite of the integrity of the above-mentioned models many of the based techniques in the existence theory were
developed for barotropic ﬂuids which was originally studied in [10] (see also [9] and [11]). In the papers, the existence
result is based on the construction of a three-level approximation scheme followed by limit passages, where the most
diﬃcult problems are caused by possible density oscillations. The scheme also requires higher regularity (C2+ν ) of the
domain boundaries. This regularity assumption can be relaxed using a suitable sequence of domains and solutions (see [7]).
In this paper, we introduce such a four-level approximation scheme which, in the case of its application to barotropic ﬂuids,
requires domains with Lipschitzian boundaries only. In the case of full Navier–Stokes system, we must unfortunately assume
higher regularity of the boundaries, which is caused by using the strong solution to a Laplace equation as a test function in
the thermal energy equation (see Section 7).
In the present paper, we pay attention to the full system of Navier–Stokes equations that consists of the following
equations
• Continuity equation
∂tρ + div(ρu) = 0 in Ω1; (1.1)
• Momentum equation
∂t(ρu) + div(ρu⊗ u) + ∇p = divS + ρf in Ω1; (1.2)
E-mail address: vodak@inf.upol.cz.
1 Supported by the Grant No. 201/07/P165 of Grant Agency of Czech Republic and by the Council of Czech Government (MSM 6198959214).0022-247X/$ – see front matter © 2010 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2010.05.054
R. Vodák / J. Math. Anal. Appl. 371 (2010) 496–517 497• Thermal energy equation
∂t
(
ρQ 1(θ)
)+ div(ρQ 1(θ)u)− K1(θ) = (S : ∇u− θ p2(ρ)divu) in Ω1 (1.3)
(see [5]). We further assume that the compressible, heat-conducting ﬂuid ﬁlling Ω1 is surrounded by a heat-conducting
material Ω2 \ Ω1 (where Ω1 ⊂ Ω1 ⊂ Ω2), the behaviour of which is governed by the heat equation:
∂t Q 2(θ) − K2(θ) = 0 in Ω2 \ Ω1. (1.4)
In (1.1)–(1.4) ρ , u and θ denote the density, velocity and temperature, respectively, f stands for an external force density
ﬁeld and the symbol S represents the viscous stress tensor ﬁeld given by
S = 2μDu+ λdivuI, μ > 0, λ + 2
N
μ 0, (1.5)
where Du is the symmetric part of the velocity gradient. For the sake of simplicity we restrict ourselves to N = 3.
The pressure p is determined through the state equation
p = p1(ρ) + θ p2(ρ) (1.6)
for some functions p1, p2 ∈ C([0,∞)) ∩ C1(0,∞). Functions Q ′i and K ′i , i = 1,2, represent the heat capacity and the heat
conductivity, respectively, for certain functions Q i ∈ C1([0,∞)) and Ki ∈ C1([0,∞)).
We impose the no-slip boundary condition for the velocity, i.e.
u|∂Ω1 = 0. (1.7)
The boundary condition for the temperature reads
∇K2(θ) · n|∂Ω2 = b1(θE − θ) + b2
(
θ4E − θ4
)
, (1.8)
where n is a unit outward normal to the corresponding boundary and b1 and b2 are strictly positive constants. To complete
the system, we assume initial conditions
ρ(·,0) = ρ0 in Ω1, (1.9)
(ρu)(·,0) = q0 in Ω1, (1.10)(
ρQ 1(θ)
)
(·,0) = ρ0Q 1(θ0) in Ω1 and Q 2(θ)(·,0) = Q 2(θ0) in Ω2 \ Ω1. (1.11)
The paper is organized as follows. Section 2 deals with the variational formulation of the problem and the main result
is stated here. In Section 3, we introduce the four-level approximation scheme which enables us to construct a solution. In
the next sections, we pass to the limit to obtain a weak solution to (1.1)–(1.11). In all the sections, we omit the parts of the
proof which are the same as in [7].
2. Main results
Similarly to [5] we use the concept of a variational solution, i.e. triple (ρ,u, θ) is called the variational solution if
1.
T∫
0
∫
Ω1
[ρ∂tϕ + ρu · ∇ϕ]dxdt = 0 (2.1)
for any ϕ ∈ C∞(Ω1 × [0, T ]), ϕ(0) = ϕ(T ) = 0, where ρ  0, and functions ρ , u represent a renormalized solution of
the continuity equation (1.1) on the whole space R3 × (0, T ), i.e.
T∫
0
∫
R3
[
b(ρ)∂tϕ + b(ρ)u · ∇ϕ +
(
b(ρ) − b′(ρ)ρ)divuϕ]dxdt = 0 (2.2)
for any ϕ ∈D(R3×(0, T )) and any b ∈ C([0,∞))∩C1(0,∞), B(z) := b(z)−b′(z)z and B ∈ C([0,∞)) bounded on [0,∞),
B(0) = b(0) = 0, provided ρ and u were prolonged by zero outside Ω1;
2. u satisﬁes (1.7) and
T∫
0
∫
Ω1
[ρu · ∂tψ + ρu⊗ u : Dψ + p divψ]dxdt =
T∫
0
∫
Ω1
[S : Dψ − ρf · ψ]dxdt (2.3)
for any ψ ∈D(Ω1 × (0, T ))3;
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T∫
0
∫
Ω1
[
ρQ 1(θ)∂tφ + ρQ 1(θ)u · ∇φ + K1(θ)φ
]
dxdt +
T∫
0
∫
Ω2\Ω1
[
Q 2(θ)∂tφ + K2(θ)φ
]
dxdt
+
T∫
0
∫
∂Ω2
[
b1(θE − θ) + b2
(
θ4E − θ4
)]
φ dS dt

T∫
0
∫
Ω1
[
θ p2(ρ)divu− S : Du
]
φ dxdt −
∫
Ω1
ρ0Q 1(θ0)φ(0)dx−
∫
Ω2\Ω1
Q 2(θ0)φ(0)dx (2.4)
for any φ such that
φ  0, φ ∈ C2(Ω2 × [0, T ]), ∇φ · n|∂Ω2 = 0, φ(T ) = 0;
4. the energy inequality
∫
Ω1
[
ρ(t)|u(t)|2
2
+ P1
(
ρ(t)
)+ ρ(t)Q 1(θ(t))
]
dx+
∫
Ω2\Ω1
Q 2
(
θ(t)
)
dx+
t∫
0
∫
∂Ω2
[
b1θ + b2θ4
]
dS ds

∫
Ω1
[ |q0|2
2ρ0
+ P1(ρ0) + ρ0Q 1(θ0)
]
dx+
∫
Ω2\Ω1
Q 2(θ0)dx+
t∫
0
∫
∂Ω2
[
b1θE + b2θ4E
]
dS ds
+
t∫
0
∫
Ω1
ρf · udxds (2.5)
holds with P1(z) = z
∫ z
0
p1(y)
y2
dy;
5. the initial conditions (1.9)–(1.11) are satisﬁed in the sense
ess lim
t→0+
∫
Ω1
ρ(t)ηdx =
∫
Ω1
ρ0ηdx, ∀η ∈ D(Ω1), (2.6)
ess lim
t→0+
∫
Ω1
ρ(t)u(t) · ηdx =
∫
Ω1
q0 · ηdx, ∀η ∈D(Ω1)3, (2.7)
ess lim
t→0+
∫
Ω1
ρ(t)Q 1
(
θ(t)
)
ηdx =
∫
Ω1
ρ0Q 1(θ0)ηdx, ∀η ∈D(Ω1), (2.8)
ess lim
t→0+
∫
Ω2\Ω1
Q 2
(
θ(t)
)
ηdx =
∫
Ω2\Ω1
Q 2(θ0)ηdx, ∀η ∈D(Ω2 \ Ω1). (2.9)
Theorem 2.1. Assume Ω1 ⊂ Ω1 ⊂ Ω2 ⊂ R3 are bounded domains, where Ω2 is of class C2+ν , ν > 0. Let p be given by (1.6), where
a1ρ
γ−1 − a3  p′1(ρ) a2ργ−1 + a4, ∀ρ > 0, (2.10)
and γ > 32 , ai > 0, i = 1, . . . ,4,
p′1(ρ)ρ − p1(ρ) 0, ∀ρ > 0, (2.11)
p2(0) = p1(0) = 0, (2.12)
p2 is a nondecreasing function in [0,∞), (2.13)
p2(ρ) a5
(
1+ ρΓ ), ∀ρ  0, (2.14)
where Γ = γ and a5 > 0. Assume further3
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(
θα + 1) K ′1(θ) k2(θα + 1), ∀θ  0, (2.15)
k3
(
1+ θ p) K ′2(θ) k4(1+ θ p), ∀θ  0, (2.16)
where ki > 0, i = 1, . . . ,4, α  2, p ∈ (1,∞) and functions Ki , i = 1,2, are nonnegative, and
inf
z∈[0,∞) Q
′
1(z) = c1 > 0, Q ′1(θ) c2
(
1+ θα/2−1), ∀θ  0, (2.17)
inf
z∈[0,∞) Q
′
2(z) = c3 > 0, Q ′2(θ) c4
(
θq−1 + 1), ∀θ  0, q ∈ (1,∞) (2.18)
and q < (p + 1)(1 − α+22(α+1) ), where c2  0 and c4  0. Finally, we require f ∈ L∞(Ω1 × (0, T ))3 , θE ∈ L4(∂Ω2 × (0, T )), θE > 0,
ρ0 ∈ Lγ (Ω1), ρ0  0, ρ0Q 1(θ0) ∈ L1(Ω1), Q 2(θ0) ∈ L1(Ω2 \ Ω1) and |q0|2ρ0 ∈ L1(Ω1). Then there exists at least one variational
solution (ρ,u, θ) on the time interval (0, T ) such that
ρ ∈ L∞(0, T ; Lγ (Ω1))∩ C([0, T ]; L1weak(Ω1)), u ∈ L2(0, T ; [W 1,20 (Ω1)]3), (2.19)
ρu ∈ C
(
[0, T ]; L
2γ
γ+1
weak(Ω1)
3
)
, θ ∈ Lα+1(Ω1 × (0, T ))∩ Lp+1((Ω2 \ Ω1) × (0, T )), (2.20)
θ ∈ L2(0, T ;W 1,2(Ω2 \ Ω1))∩ L4(∂Ω2 × (0, T )), (2.21)
ρQ 1(θ) ∈ L∞
(
0, T ; L1(Ω1)
)
, Q 2(θ) ∈ L∞
(
0, T ; L1(Ω2 \ Ω1)
)
, (2.22)
θ p2(ρ) ∈ L2
(
Ω1 × (0, T )
)
, ρQ 1(θ)u ∈ L1
(
Ω1 × (0, T )
)3
. (2.23)
Remark 2.2. In contrast to [9] and [10], the proof of Theorem 2.1 presented in next sections applied to barotropic ﬂuids
requires only C0,1-regularity of ∂Ω1. The higher regularity of ∂Ω2 is necessary only for the last limit passage (see Section 7),
because we must employ a strong solution of a Laplace equation as a test function to the thermal energy equation to ensure
suitable estimates.
3. Rothe scheme for the Faedo–Galerkin approximation
In this section, we use the Faedo–Galerkin approximation to our equations containing artiﬁcial pressure and artiﬁcial
viscosity introduced in [5] but the time derivatives will be replaced by difference quotients for some τ > 0. In fact, we
divide the interval (0, T ) into k subintervals of length τ . Then we assume to have suitable information about the functions
on the s − 1-st level and prove the existence of the corresponding functions on the s-th level. The approximation scheme
has the form∫
Ω1
(ρs − ρs−1)ϕ dx− τ
∫
Ω1
ρsus · ∇ϕ dx+ τ
∫
Ω1
∇ρs · ∇ϕ dx = 0 (3.1)
for any ϕ ∈ W 1,2(Ω1),∫
Ω1
(ρsus − ρs−1us−1) · ψ dx+ τ
∫
Ω1
div(ρsus ⊗ us) · ψ dx− τ
∫
Ω1
(
p1(ρs) + θs−1p2(ρs−1) + δρβs
)
divψ dx
+ τ
∫
Ω1
Ss : ∇ψ dx+ τ
∫
Ω1
∇us∇ρs · ψ dx = τ
∫
Ω1
ρsf · ψ dx (3.2)
for any ψ ∈ Xn , where Xn is an n-dimensional subspace of W 1,20 (Ω1)3 containing functions from C∞0 (Ω1),∫
Ω1
[
(δ + ρs)Q 1(θs) − (δ + ρs−1)Q 1(θs−1)
]
φ dx+
∫
Ω2\Ω1
[
Q 2(θs) − Q 2(θs−1)
]
φ dx− τ
∫
Ω1
ρs Q 1(θs)us · ∇φ dx
+ τδ
∫
Ω1
|θs|αθsφ dx+ τ
∫
Ω1
∇K1(θs) · ∇φ dx+ τ
∫
Ω2\Ω1
∇K2(θs) · ∇φ dx
+ τ
∫
∂Ω2
[
b1(θs − θE) + b2
(|θs|3θs − θ4E )]φ dS
= τ (1− δ)
∫
Ss : ∇usφ dx− τ
∫
θs−1p2(ρs−1)divusφ dx (3.3)Ω1 Ω1
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p+5
p+1 (∂Ω2) and Ss = 2μDus + λdivusI. For the sake of simplicity we assume that
f and θE do not depend on time and are suﬃciently smooth. Otherwise we can use the following approximation. If, for
instance, f ∈ C([0, T ]; X), where X stands for some Banach space, then we can put fs(x) := f(x, s) for t ∈ (s− 1)τ  t < sτ . If
f ∈ L1(0, T ; X), then we put fs(x) = (Rωf)(x, s) for t ∈ (s − 1)τ  t < sτ , where Rω is a regularizator in the time variable.
In the following subsections, we prove the existence of a triple (ρs,us, θs) solving (3.1)–(3.3).
3.1. Continuity equation
Take u ∈ Xn arbitrary but ﬁxed. We want to prove the existence of ρs = ρs[u], where ρs ∈ W 1,2(Ω1) and ρs > 0, which
solves the equation
a(ρs,ϕ) = b(ϕ), ∀ϕ ∈ W 1,2(Ω1), (3.4)
where
a(ρs,ϕ) :=
∫
Ω1
ρsϕ dx− τ
∫
Ω1
ρsu · ∇ϕ dx+ τ
∫
Ω1
∇ρs · ∇ϕ dx, (3.5)
b(ϕ) :=
∫
Ω1
ρs−1ϕ dx. (3.6)
Since the form a(·,·) is obviously bilinear and the estimates∣∣a(ρs,ϕ)∣∣ c(u)‖ρs‖1,2,Ω1‖ϕ‖1,2,Ω1 , (3.7)
a(ρs,ρs)
(
1− τ‖u‖2∞,Ω1c()
)‖ρs‖22,Ω1 + τ2 ‖∇ρs‖22,Ω1 , (3.8)
hold for τ = τ (,u) suﬃciently small, then, under the assumption ρs−1 ∈ W 1,2(Ω1), we can use the Lax–Milgram theorem
which ensures the existence of ρs ∈ W 1,2(Ω1) satisfying (3.4).
We now assume Rs−1 := ess infx∈Ω1 ρs−1 > 0 and we prove that ess infx∈Ω1 ρs > 0 as well. Take the constant Rs satisfying
Rs − Rs−1 + τ Rs‖divu‖∞,Ω1 = 0. (3.9)
Put ϕ = (Rs − ρs)+ in (3.4). Then from (3.4) and (3.9) we deduce∫
Ω1
[
(Rs − ρs)+
]2
dx+ τ
∫
Ω1
∣∣∇(Rs − ρs)+∣∣2 dx
 τ
2
∫
Ω1
∣∣∇(Rs − ρs)+∣∣2 dx+ τ‖u‖2∞,Ω1c()
∫
Ω1
[
(Rs − ρs)+
]2
dx, (3.10)
which gives ρs  Rs for τ = τ (,u) suﬃciently small. Assume similarly R˜s−1 = ess supx∈Ω1 ρs−1 < +∞ and take R˜s such
that
R˜s − R˜s−1 − τ R˜s‖divu‖∞,Ω1 = 0. (3.11)
A similar technique as in (3.10) leads to ρs  R˜s . Hence we conclude
Rs−1
1+ τ‖divu‖∞,Ω1
 ρs 
R˜s−1
1− τ‖divu‖∞,Ω1
(3.12)
for any s = 1, . . . ,k, where kτ = T .
Now we introduce two typical estimates for the Rothe scheme which will be useful in what follows. Put ϕ = ρs in (3.4).
Then we get∫
Ω1
[
ρ2s
2
− ρ
2
s−1
2
]
dx+ τ
2
∫
Ω1
|∇ρs|2 dx τ c()‖u‖2∞,Ω1
∫
Ω1
ρ2s dx. (3.13)
Take further ρs − ρs−1 as a test function in (3.4), which leads to
τ
2
∫ (
ρs − ρs−1
τ
)2
dx+ 
∫ |∇ρs|2
2
− |∇ρs−1|
2
2
dx τ
2
[
‖u‖2∞,Ω1
∫
|∇ρs|2 dx+ ‖∇u‖2∞,Ω1
∫
ρ2s dx
]
. (3.14)Ω1 Ω1 Ω1 Ω1
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ρs,i , i = 1,2. Put ϕ = ρs,1 − ρs,2 in (3.4). Then we have
(
1− τ c()‖u1‖2∞,Ω1
) ∫
Ω1
(ρs,1 − ρs,2)2 dx+ τ
2
∫
Ω1
|∇ρs,1 − ∇ρs,2|2 dx τ c()‖u1 − u2‖2∞,Ω1
∫
Ω1
ρ2s,2 dx. (3.15)
If we take τ = τ (,u1) suﬃciently small then our assertion follows from (3.13).
We ﬁnish this section with the inequality which looks like (2.2). Put ϕ = b′(ρs) in (3.4), where b ∈ C2([0,∞)) is
a bounded, nondecreasing and convex function. Then we get∫
Ω1
[
b(ρs) − b(ρs−1)
]
dx+ τ
∫
Ω1
[
ρsb
′(ρs) − b(ρs)
]
divudx+ τ
∫
Ω1
b′′(ρs)|∇ρs|2 dx 0. (3.16)
The result of this section can be summarized in the proposition:
Proposition 3.1. Assume u ∈ Xn and ρs−1 ∈ W 1,2(Ω1) such that ess infx∈Ω1 ρs−1 > 0 and ess supx∈Ω1 ρs−1 < +∞. Then there
exists a unique solution ρs ∈ W 1,2(Ω1) of Eq. (3.4) such that ess infx∈Ω1 ρs > 0 and ess supx∈Ω1 ρs < +∞. In addition, ρs depends
continuously on u.
3.2. Thermal energy equation
We ﬁrst introduce the notation
F1(ρs, θs) :=
{
(δ + ρs)Q 1(θs) in Ω1,
Q 2(θs) in Ω2 \ Ω1, (3.17)
F2(θs) :=
{
K1(θs) in Ω1,
K2(θs) in Ω2 \ Ω1 (3.18)
and we use the substitution
vs :=
{
K1(θs) in Ω1,
K2(θs) in Ω2 \ Ω1, (3.19)
i.e. θs = “F−12 (vs)”. We want to prove the existence of a solution to the operator equation
Avs = gs (3.20)
where
vs · n|∂Ω2 = b1
(
K−12 (vE) − K−12 (vs)
)+ b2(∣∣K−12 (vE)∣∣3K−12 (vE) − ∣∣K−12 (vs)∣∣3K−12 (vs)), (3.21)
Avs := −τvs + F1
(
ρs, F
−1
2 (vs)
)+ χΩ1τ div(ρs(Q 1 ◦ K−11 )(vs)u)+ τδχΩ1 ∣∣K−11 (vs)∣∣αK−11 (vs) (3.22)
and
gs = F1
(
ρs−1, F−12 (vs−1)
)+ τχΩ1[(1− δ)Ss : ∇u− K−11 (vs−1)p2(ρs−1)divu] (3.23)
(compare with (3.3)). Here χΩ1 stands for the characteristic function of Ω1. Boundary condition (3.21) differs from (1.8)
because we do not know now whether vs is nonnegative or not. Assume that the functions Q i and Ki , i = 1,2, are odd.
First we mention several auxiliary estimates which immediately follow from (2.15)–(2.18)
c(k2)|z| 1α+1  K−11 (z) c(k1)|z|
1
α+1 , c(k4)|z|
1
p+1  K−12 (z) c(k3)|z|
1
p+1 , (3.24)
c(k2, c1)z
1
α+1 
(
Q 1 ◦ K−11
)
(z) c(k1, c2)
(|z| 1α+1 + |z| α2(α+1) ) (3.25)
and
c(k4, c3)z
1
p+1 
(
Q 2 ◦ K−12
)
(z) c(k3, c4)
(|z| qp+1 + |z| 1p+1 ). (3.26)
The proof is based upon the theory of pseudomonotone operators. Deﬁne the space V := W 1,2(Ω2) ∩ L
p+5
p+1 (∂Ω2) and
note that V is reﬂexive. We now check that A : V → V ∗ is bounded. The fact follows from the estimates
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∣∣∣∣τ
∫
Ω2
∇v · ∇φ dx
∣∣∣∣ τ‖∇v‖2,Ω2‖∇φ‖2,Ω2 .
2.
∣∣∣∣δτ
∫
Ω1
∣∣K−11 (v)∣∣αK−11 (v)φ dx
∣∣∣∣ (3.24) δτ c(k1)‖v‖2,Ω1‖φ‖2,Ω1 .
3.
∣∣∣∣
∫
Ω2
F1
(
ρs, F
−1
2 (v)
)
φ dx
∣∣∣∣ (3.24)−(3.26) c(c2,k1, δ,ρs)(‖v‖ 1α+1α+2
α+1 ,Ω1
‖φ‖ α+2
α+1 ,Ω1
+ ‖v‖
α
2(α+1)
3α+2
2(α+1) ,Ω1
‖φ‖ 3α+2
2(α+1) ,Ω1
)
+ c(c5,k3)
(‖v‖ qp+1p+q+1
p+1 ,Ω2\Ω1
‖φ‖ p+q+1
p+1 ,Ω2\Ω1 + ‖v‖
1
p+1
p+2
p+1 ,Ω2\Ω1
‖φ‖ p+2
p+1 ,Ω2\Ω1
)
.
4.
∣∣∣∣τ
∫
Ω1
ρs
(
Q 1 ◦ K−11
)
(v)u · ∇φ dx
∣∣∣∣ (3.25) τ c(c2,k1,ρs,u)(‖v‖ 1α+1α+2
α+1 ,Ω1
‖∇φ‖ α+2
α+1 ,Ω1
+ ‖v‖
α
2(α+1)
3α+2
2(α+1) ,Ω1
‖∇φ‖ 3α+2
2(α+1) ,Ω1
)
.
5. τ
∣∣∣∣
∫
∂Ω2
[
b1
(
K−12 (v) − K−12 (vE)
)+ b2∣∣K−12 (v)∣∣3K−12 (v) − ∣∣K−12 (vE)∣∣3K−12 (vE)]φ dS
∣∣∣∣
(3.24)
 τ c(k3,b1,b2)
(‖v‖ 1p+1p+2
p+1 ,∂Ω2
‖φ‖ p+2
p+1 ,∂Ω2
+ ‖vE‖
1
p+1
p+2
p+1 ,∂Ω2
‖φ‖ p+2
p+1 ,∂Ω2
+ ‖v‖
4
p+1
p+5
p+1 ,∂Ω2
‖φ‖ p+5
p+1 ,∂Ω2
+ ‖vE‖
4
p+1
p+5
p+1 ,∂Ω2
‖φ‖ p+5
p+1 ,∂Ω2
)
.
We further check that the operator A is coercive. This fact follows from the estimate
〈Av, v〉 = τ
∫
Ω2
|∇v|2 dx+
∫
Ω2
F1
(
ρs, F
−1
2 (v)
)
v dx+ δτ
∫
Ω1
∣∣K−11 (v)∣∣αK−11 (v)v dx
+ τ
∫
∂Ω2
b1K
−1
2 (v)v + b2
∣∣K−12 (v)∣∣3K−12 (v)v dS − τ
∫
Ω1
ρs
(
Q 1 ◦ K−11
)
u · ∇v dx
− τ
∫
∂Ω2
b1K
−1
2 (vE)v + b2
∣∣K−12 (vE)∣∣3K−12 (vE)v dS
(3.24)−(3.26)
 τ
2
‖∇v‖22,Ω2 + c1
(
1− τ c(ρs,u)
)‖v‖ α+2α+1α+2
α+1 ,Ω1
+ c2‖v‖
p+2
p+1
p+2
p+1 ,Ω2\Ω1
+ τ c3
(‖v‖ p+2p+1p+2
p+1 ,∂Ω2
+ ‖v‖
p+5
p+1
p+5
p+1 ,∂Ω2
)− τ c(c3)(‖vE‖ p+2p+1p+2
p+1 ,∂Ω2
+ ‖vE‖
p+5
p+1
p+5
p+1 ,∂Ω2
)− c(ρs,u). (3.27)
Recall that the mapping A : V → V ∗ is called pseudomonotone iff A is bounded and
vk ⇀ v
limk→∞ sup〈Avk, vk − v〉 0
}
⇒ ∀w ∈ V : 〈Av, v − w〉 limk→∞ inf〈Avk, vk − w〉. (3.28)
To prove that A is a pseudomonotone mapping, we decompose A into two parts
A = A1 + A2,
where A1 is pseudomonotone and A2 is radially continuous and monotone. Then we employ Lemmas 2.9 and 2.11 from
[12] (see also [1]), which leads to the desired result. First, we specify Ai , i = 1,2.〈
A1(v),φ
〉 := τ ∫
Ω2
∇v · ∇φ dx−
∫
Ω1
ρs
(
Q 1 ◦ K−11
)
(v)u · ∇φ dx
− τ
∫
b1K
−1
2 (vE)φ + b2
∣∣K−12 (vE)∣∣3K−12 (vE)φ dS (3.29)
∂Ω2
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A2(v),φ
〉 := ∫
Ω2
F1
(
ρs, F
−1
2 (v)
)
φ dx+ τδ
∫
Ω1
∣∣K−11 (v)∣∣αK−11 (v)φ dx
+ τ
∫
∂Ω2
b1K
−1
2 (v)φ + b2
∣∣K−12 (v)∣∣3K−12 (v)φ dS. (3.30)
The operator A1 is obviously pseudomonotone iff∥∥(Q 1 ◦ K−11 )(vk) − (Q 1 ◦ K−11 )(v)∥∥2,Ω1 → 0, (3.31)
which enables us to pass to the limit in the second term in (3.29). But
[
Q 1 ◦ K−11 (z)
]′ = Q ′1(K−11 (z))
K ′1(K
−1
1 (z))
(2.15)−(2.18)
 c(c2,k1) (3.32)
and thus we can use the mean value theorem together with compact imbedding W 1,2(Ω1) ↪→↪→ L2(Ω1).
Since the functions F1, F
−1
2 , K
−1
1 and K
−1
2 are monotone, it is enough to check that A2 is radially continuous, i.e.
lim
t→t0
〈
A2(v + tw,w
〉= 〈A2(v + t0w,w〉
for any v , w ∈ V , which follows from the Lebesgue theorem.
It is an easy matter to check that gs belongs to V ∗ . Thus Theorem 2.6 from [12] (see also [1]) ensures the existence of a
solution to (3.20).
We now prove that the solution is unique. Assume the existence of two solutions vi , i = 1,2. Then
〈Av1 − Av2, v1 − v2〉 = 0= τ
∫
Ω2
|∇v1 − ∇v2|2 dx+
∫
Ω2
[
F1
(
ρs, F
−1
2 (v1)
)− F1(ρs, F−12 (v2))](v1 − v2)dx
− τ
∫
Ω1
ρs
[(
Q 1 ◦ K−11
)
(v1) −
(
Q 1 ◦ K−11
)
(v2)
]
u · (∇v1 − ∇v2)dx
+ τδ
∫
Ω1
(∣∣K−11 (v1)∣∣αK−11 (v1) − ∣∣K−11 (v2)∣∣αK−11 (v2))(v1 − v2)dx
+ τ
∫
∂Ω2
[
b1
(
K−12 (v1) − K−12 (v2)
)
(v1 − v2)
+ b2
(∣∣K−12 (v1)∣∣3K−12 (v1) − ∣∣K−12 (v2)∣∣3K−12 (v2))(v1 − v2)]dS. (3.33)
It remains to derive a suitable estimate for the only one probably negative integral
τ
∫
Ω1
ρs
[(
Q 1 ◦ K−11
)
(v1) −
(
Q 1 ◦ K−11
)
(v2)
]
u · (∇v1 − ∇v2)dx
−τ
2
‖∇v1 − ∇v2‖22,Ω1 −
τ
2
‖ρs‖2∞,Ω1‖u‖2∞,Ω1
∥∥(Q 1 ◦ K−11 )(v1) − (Q 1 ◦ K−11 )(v2)∥∥22,Ω1 .
To control the second term, we estimate the second integral in (3.32) from bellow in the following way:∫
Ω2
[
F1
(
ρs, F
−1
2 (v1)
)− F1(ρs, F−12 (v2))](v1 − v2)dx

∫
Ω1
(δ + ρs)
((
Q 1 ◦ K−11
)
(v1) −
(
Q 1 ◦ K−11
)
(v2)
)
(v1 − v2)dx
(3.32)
 δ
c(c2,k1)
∫
Ω1
∣∣(Q 1 ◦ K−11 )(v1) − (Q 1 ◦ K−11 )(v2)∣∣2 dx,
where we have employed the Mean Value Theorem. Thus the solution is unique for τ = τ (u) suﬃciently small.
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Q i , i = 1,2 are odd, vs−1  0 and vE  0, then there exist two terms which cause some problems and the terms can be
estimated as follows
τ
∫
Ω1
ρs
(
Q 1 ◦ K−11
)
(vs)u · ∇v−s dx−
τ
2
∥∥∇v−s ∥∥22,Ω1 − τ2 ‖ρs‖2∞,Ω1‖u‖2∞,Ω1
∥∥(Q 1 ◦ K−11 )(v−s )∥∥22,Ω1
and
τ
∫
Ω1
K−11 (vs−1)p2(ρs−1)divuv
−
s dx
(2.14)−(2.15)
 −τ c(c1,k1,k2,ρs,u)
∫
Ω1
(
Q 1 ◦ K−11
)
(vs−1)v−s dx.
Both the integrals are controlled for τ = τ (u) suﬃciently small using again the Mean Value Theorem, (3.32) and non-positive
terms from the right-hand side of (3.20).
We ﬁnally check the continuous dependence of vs on u. Assume two velocity ﬁelds ui and their corresponding densities
ρs,i , i = 1,2, given by the continuity equation (3.4), and vs,i , i = 1,2, given by (3.20). Put vs,1 − vs,2 as the test function
in (3.20) with ui instead of u. We will deal only with the terms on the right-hand side of (3.20) and the terms on the
left-hand side of (3.20) which are not necessarily nonnegative.
1.
∫
Ω1
(ρs,1 − ρs,2)
(
Q 1 ◦ K−11
)
(vs,2)(vs,1 − vs,2)dx
(2.16)
 c(k1, c2)‖ρs,1 − ρs,2‖r,Ω1‖vs,1 − vs,2‖ 2r
r−2 ,Ω1
(‖vs,2‖1,Ω1 + 1),
for some r > 2, where we have used v
α
2(α+1)
s,2  v
1
2
s,2 + 1.
2. τ
∫
Ω1
(ρs,1 − ρs,2)
(
Q 1 ◦ K−11
)
(vs,1)u1 · (∇vs,1 − ∇vs,2)dx
(2.16)
 τ c(k1, c2)‖u1‖∞,Ω1‖ρs,1 − ρs,2‖r,Ω1‖∇vs,1 − ∇vs,2‖2,Ω1
(‖vs,1‖ 12 r
r−2 ,Ω1
+ 1).
3. τ
∫
Ω1
ρs,2
(
Q 1 ◦ K−11
)
(vs,2)(u1 − u2) · (∇vs,1 − ∇vs,2)dx
(2.16)
 τ c(k1, c2)‖u1 − u2‖∞,Ω1‖ρs,2‖∞,Ω1‖∇vs,1 − ∇vs,2‖2,Ω1(‖vs,2‖1,Ω1 + 1).
4. τ
∫
Ω1
ρs,2
((
Q 1 ◦ K−11
)
(vs,1) −
(
Q 1 ◦ K−11
)
(vs,2)
)
u1 · (∇vs,1 − ∇vs,2)dx
 τ
2
‖ρs,2‖2∞,Ω1‖u1‖2∞,Ω1
∥∥(Q 1 ◦ K−11 )(vs,1) − (Q 1 ◦ K−11 )(vs,2)∥∥22,Ω1 + τ2 ‖∇vs,1 − ∇vs,2‖22,Ω1 .
5. τ (1− δ)
∫
Ω1
(S1 : ∇u1)(vs,1 − vs,2)dx τ (1− δ)
(‖S1 − S2‖∞,Ω1‖∇u1‖∞,Ω1‖vs,1 − vs,2‖1,Ω1)
+ ‖S2‖∞,Ω1‖∇u1 − ∇u2‖∞,Ω1‖vs,1 − vs,2‖1,Ω1 .
6. τ
∫
Ω1
K−11 (vs−1)p2(ρs−1)(divu1 − divu2)(vs,1 − vs,2)dx
 τ c(k2)‖divu1 − divu2‖∞,Ω1‖ρs−1‖Γ∞,Ω1‖vs,1 − vs,2‖ α+2α+1 ,Ω1‖vs−1‖
1
α+1
α+2
α+1 ,Ω1
.
Many of the above mentioned terms are controlled by nonnegative terms which appear on the left-hand side for τ =
τ (u1,u2) suﬃciently small. In addition, from (3.12) and (3.15) it easily follows that
‖ρs,1 − ρs,2‖r,Ω1  c(C, r)‖u1 − u2‖1,∞,Ω1
for any r ∈ [1,∞) under the assumption ‖ui‖1,∞,Ω1  C for i = 1,2. In view of the boundedness of the admissible velocity
ﬁelds, we can use the energy inequality for vs
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2
‖∇vs‖22,Ω2 +
[
c − τ (c(ρs,u) + 2)]‖vs‖ α+2α+1α+2
α+1 ,Ω1
+ τ cδ‖vs‖22,Ω1 + τ c
(‖vs‖ p+2p+1p+2
p+1 ,∂Ω2
+ ‖vs‖
p+5
p+1
p+5
p+1 ,∂Ω2
)
 τ
[
c(1− δ)‖u‖21,∞,Ω1
]α+2 + τ[c‖ρs−1‖Γ∞,Ω1‖u‖1,∞,Ω1‖vs−1‖ 1α+1α+2
α+1 ,Ω1
]α+2
+ τ c(‖vE‖ p+2p+1p+2
p+1 ,∂Ω2
+ ‖vE‖
p+5
p+1
p+5
p+1 ,∂Ω2
)+ τ c(ρs,u) (3.34)
to conclude the continuous dependence of vs on u.
The result of this section can be summarized in the proposition:
Proposition 3.2. Let vE ∈ L
p+5
p+1 (∂Ω2), v E  0, vs−1 ∈ V , vs−1  0 and let the assumptions of Proposition 3.1 be satisﬁed. Then there
exists a unique nonnegative solution vs ∈ V to (3.20) which depends continuously on u.
3.3. Momentum equation
In previous subsections, we have proved that for any u ∈ Xn there exist ρs = ρs[u] and vs = vs[u] solving (3.4) and
(3.20), respectively. In addition, the relation between vs and θs is given by (3.19). In this subsection we want to show the
existence of a function v ∈ Xn which satisﬁes the equation:∫
Ω1
ρsv · ψ dx =
∫
Ω1
ρs−1us−1 · ψ dx+ τ
∫
Ω1
ρsu⊗ u : Dψ dx+ τ
∫
Ω1
(
p1(ρs) + θs−1p2(ρs−1) + δρβs
)
divψ dx
− τ
∫
Ω1
(∇u∇ρs) · ψ dx− τ
∫
Ω1
Ss : ψ dx+ τ
∫
Ω1
ρsf · ψ dx (3.35)
for any ψ ∈ Xn . However, the existence of such function follows easily from the Frechet–Riesz theorem under the assump-
tions of Proposition 3.1 and for us−1 ∈ Xn , because the right-hand side of (3.35) is a linear functional on Xn and, by virtue
of (3.12), the left-hand side is a scalar product on Xn , which is a ﬁnite dimensional space, where all norms are equivalent.
3.4. Solvability of the Rothe scheme for Faedo–Galerkin approximation
The proof of the existence of a solution to (3.1)–(3.3) is based on Brouwer’s Fixed Point Theorem. Thus we must check
that the mapping u → v is continuous and v ∈ B1(us−1) for any u ∈ B1(us−1), where B1(us−1) is the unit ball centered in
us−1 and the norm ‖ · ‖1,∞,Ω1 is assumed instead of the Euclidean norm.
The second requirement immediately follows from the estimate
‖v− us−1‖21,∞,Ω1
(3.12)
 c(u)
∫
Ω1
ρs(v− us−1)2 dx = c(u)
[ ∫
Ω1
ρsv(v− us−1)dx−
∫
Ω1
ρs−1us−1(v− us−1)dx
]
− c(u)
[ ∫
Ω1
(ρs − ρs−1)us−1(v− us−1)dx
]
=: I1 + I2, (3.36)
where
I1
(3.11)−(3.13)
 τ c(ρs−1,us−1, θs−1,ρ0, f)‖v− us−1‖1,∞,Ω1 (3.37)
as a consequence of (3.35) with ψ = v− u and
I2
(3.14)
 c(u)‖v− us−1‖∞,Ω1‖us−1‖∞,Ω1
√
τ
2
‖∇ρs−1‖22,Ω1 + τ c(u, )‖ρs−1‖22,Ω1 , (3.38)
for τ = τ (ρs−1,us−1, θs−1) suﬃciently small.
In the next step, we show v depends continuously on u. Assume two velocity ﬁelds ui , i = 1,2, and the corresponding
functions ρs,i , θs,i and vi , i = 1,2 given by (3.4), (3.20) and (3.35), respectively. If we subtract (3.35) with u= u1 from (3.35)
with u= u2 and put ϕ = v1 − v2 we arrive at∫
Ω1
(ρs,1v1 − ρs,2v2) · (v1 − v2)dx
√
τ c(u1,u2,ρ0,ρs−1,us−1,ρ0, f)‖u1 − u2‖1,∞,Ω1‖v1 − v2‖1,∞,Ω1 , (3.39)
where we employ (3.12) and (3.15). The integral on the left-hand side of (3.39) can be treated as follows
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Ω1
(ρs,1v1 − ρs,2v2) · (v1 − v2)dx =
∫
Ω1
ρs,1|v1 − v2|2 dx+
∫
Ω1
(ρs,1 − ρs,2)v2 · (v1 − v2)dx,
where∫
Ω1
ρs,1|v1 − v2|2 dx
(3.12)
 c(u1)‖v1 − v2‖21,∞,Ω1 , (3.40)
and the second integral can be shifted to the right-hand side and estimated in this way∫
Ω1
(ρs,1 − ρs,2)v2 · (v1 − v2)dx
(3.15)
 c(us−1)‖u1 − u2‖1,∞,Ω1‖v1 − v2‖1,∞,Ω1 , (3.41)
because v2 ∈ B1(us−1).
Thus the assumptions for the usage of Brouwer’s ﬁxed point theorem are satisﬁed.
Let us recall that, as a consequence of the above estimates, ρs−1 and θs−1 depend continuously on us−1 and on their
initial states. Thus it is enough to remove the dependence of τ and the constants above on us−1. For this purpose, we derive
the energy inequality. Put ϕ = |us|22 in (3.1) and ψ = us in (3.2). If we take into account (3.3) and the relations
1.
∫
Ω1
[
ρs|us|2 − ρs−1us−1 · us − ρs|us|
2
2
+ ρs−1|us|
2
2
]
dx =
∫
Ω1
ρs|us|2
2
− ρs−1|us−1|
2
2
dx
+ 1
2
∫
Ω1
ρs−1|us−1 − us|2 dx. (3.42)
2. −τ
∫
Ω1
δρ
β
s divus dx
(3.16)
 δ
[ ∫
Ω1
ρ
β
s
β − 1 −
ρ
β
s−1
β − 1 dx+ τβ
∫
Ω1
ρ
β−2
s |∇ρs|2 dx
]
. (3.43)
3. −τ
∫
Ω1
p1(ρs)divus dx
(2.11), (3.16)

∫
Ω1
[
P1(ρs) − P1(ρs−1)
]
dx+ τ
∫
Ω1
P ′′1(ρs)|∇ρs|2 dx, (3.44)
we come to the inequality∫
Ω1
[
ρs|us|2
2
+ δ
β − 1ρ
β
s + P1(ρs) + (δ + ρs)Q 1(θs)
]
dx+
∫
Ω2\Ω1
Q 2(θs)dx
+ τδ
∫
Ω1
[
2μ|Dus|2 + λ(divus)2
]
dx+ τβ
∫
Ω1
ρ
β−2
s |∇ρs|2 dx
+ τ
∫
Ω1
P ′′1(ρs)|∇ρs|2 dx+ τδ
∫
Ω1
θα+1s dx+ τ
∫
∂Ω2
[
b1θs + b2θ4s
]
dS

∫
Ω1
[
ρs−1|us−1|2
2
+ δ
β − 1ρ
β
s−1 + P1(ρs−1) + (δ + ρs−1)Q 1(θs−1)
]
dx
+
∫
Ω2\Ω1
Q 2(θs−1)dx+ τ
∫
∂Ω2
[
b1θE + b2θ4E
]
dS + τ
∫
Ω1
ρsf · us dx. (3.45)
The last term in (3.45) can be estimated as follows∣∣∣∣τ
∫
Ω1
ρsf · us dx
∣∣∣∣ τ
∫
Ω1
ρs|us|2
2
dx+ τ‖f‖2∞,Ω1‖ρ0‖21,Ω1 . (3.46)
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Ω1
ρs|us|2
2
 1
(1− τ )s c(ρ0,q0, f, θ0, θE ). (3.47)
Summing inequality (3.45) over s = 1, . . . , r, r  k, where kτ = T , we arrive at∫
Ω1
ρr |ur |2
2
+ τδ
r∑
s=1
∫
Ω1
[
2μ|Dus|2 + λ(divus)2
]
dx  c(ρ0,q0, f, θ0, θE) +
r∑
s=1
τ
∫
Ω1
ρs|us|2
2
(3.47)
 c(ρ0,q0, f, θ0, θE)
(
1+ 1
(1− τ )r+1
)
. (3.48)
Note that if rτ = t for some ﬁxed time t then r = r(τ ) and limτ→0 1(1−τ )r+1 = et and thus the right-hand side of (3.48) is
bounded independently of τ . From (3.12) it follows
Rr
(3.12)= R0
(1+ τ‖divur‖∞,Ω1) · · · (1+ τ‖divu1‖∞,Ω1)
 R0
(1+ 1r
∑r
s=1 τ‖divus‖∞,Ω1)r
(3.48)
 R0
(1+ c(ρ0,q0,f,θ0,θE ,δ)r
r
)
. (3.49)
Hence and from (3.48) we deduce
‖ur‖1,∞,Ω1  c(ρ0,q0, f, θ0, θE , T ,n, δ), ∀r = 1, . . . ,k. (3.50)
Thus we can choose τ suﬃciently small that τ‖ur‖1,∞,Ω1  1, which provides boundedness of ρr independently of τ (see
(3.12) and (3.50)).
Let us summarize the results of this section.
Proposition 3.3. Under the assumptions on functions ρ0 , θ0 , θE , q0 posed in Theorem 2.1, Proposition 3.1 and Proposition 3.2, there
exists a unique weak solution (ρs,us, θs) to (3.1)–(3.3) for any s = 1, . . . ,k which satisﬁes the energy inequality (3.45).
4. The limit passage to the Faedo–Galerkin approximation
First we introduce a piecewise constant mapping c˜τ by
c˜τ (x, t) = cs(x) (4.1)
and a piecewise linear mapping cτ by
cτ (x, t) =
(
s − t
τ
)
cs−1(x) +
(
t
τ
− s + 1
)
cs(x) (4.2)
for (s − 1)τ  t < sτ and x from some set. Summing inequality (3.45) over s = 1, . . . , r, r  k, where kτ = T , and using
(4.1)–(4.2) we arrive at the energy inequality∫
Ω1
[
ρ˜τ (t)|˜uτ (t)|2
2
+ δ
β − 1 ρ˜
β
τ (t) + P1
(
ρ˜τ (t)
)+ (δ + ρ˜τ (t))Q 1(θ˜τ (t))
]
dx
+
∫
Ω2\Ω1
Q 2
(
θ˜τ (t)
)
dx+ δ
t∫
0
∫
Ω1
[
2μ|Du˜τ |2 + λ(div u˜τ )2
]
dxdz + β
t∫
0
∫
Ω1
ρ˜
β−2
τ |∇ρ˜τ |2 dxdz
+ 
t∫
0
∫
Ω1
P ′′1(ρ˜τ )|∇ρ˜τ |2 dxdz + δ
t∫
0
∫
Ω1
θ˜ α+1τ dxdz +
t∫
0
∫
∂Ω2
[
b1θ˜τ + b2θ˜4τ
]
dS dz

∫
Ω1
[ |q0|2
2ρ0
+ δ
β − 1ρ
β
0 + P1(ρ0) + (δ + ρ0)Q 1(θ0)
]
dx
+
∫
Q 2(θ0)dx+
t∫ ∫ [
b1θE + b2θ4E
]
dS dz +
t∫ ∫
ρ˜τ f · u˜τ dxdz (4.3)Ω2\Ω1 0 ∂Ω2 0 Ω1
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ρ˜τ |˜uτ | in L∞
(
0, T ; L2(Ω1)
)
, ρ˜τ in L
∞(Ω1 × (0, T )), (4.4)
θ˜τ in L
∞(0, T ; L1(Ω2))∩ Lα+1(Ω1 × (0, T )), u˜τ in L∞(0, T ; [W 1,∞0 (Ω1)]3), (4.5)
∇(ρ˜β/2τ ) in L2(0, T ; L2(Ω1)), ∇ρ˜τ in L2(0, T ; L2(Ω1)). (4.6)
In the derivation of (4.5), we have employed the fact that u˜τ (t) ∈ Xn for any t ∈ (0, T ).
4.1. Continuity equation
By virtue of (4.1) and (4.2), we can rewrite continuity equation (3.1) as∫
Ω1
∂tρτϕ dx−
∫
Ω1
ρ˜τ u˜τ · ∇ϕ dx+ 
∫
Ω1
∇ρ˜τ · ∇ϕ dx = 0, ∀ϕ ∈ W 1,2(Ω1). (4.7)
It is an easy matter to check
ρ˜τ ⇀ ρ˜ in L
2(0, T ;W 1,2(Ω1)), ρτ → ρ in C([0, T ]; Lp(Ω1)), p ∈ [1,6), (4.8)
for τ → 0. Since ∂tρτ is bounded in L2(0, T ; L2(Ω1)) (see (3.14)), we use∫
Ω1
|ρτ − ρ˜τ |2 dx (4.2)= τ
(
t
τ
− s
)∫
Ω1
∂tρτ (ρτ − ρ˜τ )dx τ‖∂tρτ ‖2,Ω1‖ρτ − ρ˜τ ‖2,Ω1
for t ∈ [(s − 1)τ , sτ ) to check
ρτ − ρ˜τ → 0 in L2
(
0, T ; L2(Ω1)
)
for τ → 0. (4.9)
Hence and from (4.5)
ρ˜τ u˜τ ⇀ ρu inD′
(
Ω1 × (0, T )
)
. (4.10)
4.2. Momentum equation
Momentum equation (3.2) can be rewritten in this way∫
Ω1
∂t(ρu)τ · ψ dx−
∫
Ω1
ρ˜τ u˜τ ⊗ u˜τ : Dψ dx+
∫
Ω1
S˜τ : Dψ dx
−
∫
Ω1
(
p1(ρ˜τ ) + θ˜τ (· − τ )p2
(
ρ˜τ (· − τ )
)+ δρ˜βτ )divψ dx+  ∫
Ω1
∇u˜τ∇ρ˜τ · ψ dx =
∫
Ω1
ρ˜τ f · ψ dx (4.11)
for any ψ ∈ Xn . As a consequence of (4.4)–(4.6) we can conclude that
t → sup
ψ∈Xn,‖ψ‖1,∞,Ω11
∫
Ω1
(ρu)τ (t) · ψ dx is precompact in C
([0, T ]). (4.12)
In addition, from (4.2) and (4.11) we get
sup
ψ∈Xn,‖ψ‖1,∞,Ω11
∫
Ω1
[
(ρu)τ − ρ˜τ u˜τ
] · ψ dx → 0 for τ → 0. (4.13)
Hence and from the fact that u˜τ (t) ∈ Xn for a.a. t ∈ (0, T ) it follows√
ρ˜τ |˜uτ | → √ρu in L2
(
0, T ; L2(Ω1)
)
(4.14)
and consequently
T∫
0
η(t)
∫
Ω1
ρ˜τ u˜τ ⊗ u˜τ : Dψ dxdt →
T∫
0
η(t)
∫
Ω1
ρu⊗ u : Dψ dxdt (4.15)
for any ψ ∈ Xn and η ∈ C∞(0, T ).0
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T∫
0
η(t)
∫
Ω1
∇u˜τ∇ρ˜τ · ψ dxdt →
T∫
0
η(t)
∫
Ω1
∇u∇ρ · ψ dxdt (4.16)
for any ψ ∈ Xn and η ∈ C∞0 (0, T ), we must prove
∇ρ˜τ → ∇ρ in L2
(
0, T ; L2(Ω1)
)
. (4.17)
Put ϕ = ρs in (3.1). Then using (4.1)–(4.2) we comes to∫
Ω1
∂tρτ ρ˜τ dx+ 1
2
∫
Ω1
ρ˜2τ div u˜τ dx+ 
∫
Ω1
|∇ρ˜τ |2 dx = 0. (4.18)
Recall that ∂tρ ∈ L2(0, T ; L2(Ω1)) (see the previous subsection). This implies that the limit continuity equation gives
1
2
∫
Ω1
ρ2(t)dx+ 1
2
t∫
0
∫
Ω1
ρ2 divudxds + 
t∫
0
∫
Ω1
|∇ρ|2 dxds = 1
2
∫
Ω1
ρ20 dx. (4.19)
The inequality
∂tρτ ρ˜τ = ρs − ρs−1
τ
ρs 
1
2τ
(
ρ2s − ρ2s−1
)
then leads to
lim
τ→0
t∫
0
∫
Ω1
|∇ρ˜τ |2 dxds − 
t∫
0
∫
Ω1
|∇ρ|2 dxds
= lim
τ→0
1
2
t∫
0
∫
Ω1
[
ρ2 divu− ρ˜2τ div u˜τ
]
dxds + lim
τ→0
[
1
2
∫
Ω1
[
ρ2(t) − ρ20
]
dx−
t∫
0
∫
Ω1
∂tρτ ρ˜τ dxds
]
 lim
τ→0
1
2
∫
Ω1
ρ2(t) − ρ˜2τ (t)dx (4.8), (4.9)→ 0, (4.20)
which implies (4.17). The term θ˜τ (· − τ )ρ˜τ (· − τ ) will be treated in the next section. The convergences of the other terms
in (4.11) are simple to check and we omit their detailed treatment.
4.3. Thermal energy equation
Let us ﬁrst introduce the notation:
Hg(z) =
z∫
0
H ′(y)g(y)dy. (4.21)
After a simple but straightforward computation we check that if vs ∈ V = W 1,2(Ω2) ∩ L
p+5
p+1 (∂Ω2) then K−1(vs) ∈ V as well
and thus the function
K−1(vs) =
{
θs in Ω1,
(K−11 ◦ K2)(θs) in Ω2 \ Ω1
(4.22)
is an admissible test function in (3.3). In view of the inequalities(
Q 1(θs) − Q 1(θs−1)
)
θs  Q 1,I (θs) − Q 1,I(θs−1),(
Q 2(θs) − Q 2(θs−1)
)
θs  Q 2,K−11 ◦K2(θs) − Q 2,K−11 ◦K2(θs−1),
where I denotes the identity, and of (3.1) we can then derive
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∫
Ω1
[
Q 1,I (θs) − Q 1,I (θs−1)
]+ [ρs Q 1,I (θs) − ρs−1Q 1,I (θs−1)]dx
+
∫
Ω2\Ω1
[
Q 2,K−11 ◦K2(θs) − Q 2,K−11 ◦K2(θs−1)
]
dx+ δτ
∫
Ω1
θα+2s dx
+ c(k1)τ
∫
Ω1
(
1+ θαs
)|∇θs|2 dx+ c(k3)τ ∫
Ω2\Ω1
(
1+ θ2p−
α(p+1)
α+1
s
)|∇θs|2 dx
+ τ
∫
∂Ω2
b1θs
(
K−11 ◦ K2
)
(θs) + b2θ4s
(
K−11 ◦ K2
)
(θs)dS
 (1− δ)τ
∫
Ω1
θsSs : ∇us dx− τ
∫
Ω1
θsθs−1p2(ρs−1)divus dx+ τ
∫
Ω1
∇ρs · ∇
(
Q 1(θs)θs − Q 1,I(θs)
)
dx
+ τ
∫
∂Ω2
b1θE
(
K−11 ◦ K2
)
(θs) + b2θ4E
(
K−11 ◦ K2
)
(θs)dS. (4.23)
We can easily check that the right-hand side of (4.23) is bounded as a consequence of (4.4)–(4.6), which leads to the
boundedness of
∇ θ˜τ in L2
(
0, T ; L2(Ω1)
)∩ L2(0, T ; L2(Ω2 \ Ω1)), θ˜τ in L 4α+p+5α+1 (∂Ω2 × (0, T )), (4.24)
θ˜τ in L
α+2(Ω1 × (0, T )), (4.25)
∇(θ˜ α2 +1τ ) in L2(0, T ; L2(Ω1)), ∇(θ˜ (p+1)(1− α2(α+1) )τ ) in L2(0, T ; L2(Ω2 \ Ω1)). (4.26)
Using the same arguments as in Section 5.2 in [5], we deduce θ˜ p+1τ is bounded in Lr((Ω2 \ Ω1) × (0, T )) for some r > 1.
Assume now a function h with the properties
h(0) = 1, h non-increasing on [0,∞), lim
z→0h(z) = 0, h
′′(z)h(z) 2
(
h′(z)2
)
, ∀z 0. (4.27)
Take φ such that
φ  0, φ ∈ C2(Ω2 × [0, T ]), ∇φ · n|∂Ω2 = 0, φ(T ) = 0. (4.28)
For such functions h and φ we have the estimate(
Q 1(θs) − Q 1(θs−1)
)
h(θs)φ 
(
Q 1,h(θs) − Q 1,h(θs−1)
)
φ (4.29)
and the same one holds for Q 2. Use now the notation (4.1), (4.2) and the function
(
h ◦ K−1)(vs) =
{
h(θs) in Ω1,(
h ◦ K−11 ◦ K2
)
(θs) in Ω2 \ Ω1 (4.30)
as a test function in (3.3) to derive
T∫
0
∫
Ω1
(
δ
[
Q 1,h(θ)
]
τ
+ [ρQ 1,h(θ)]τ )∂tφ dxdt
+
T∫
0
∫
Ω2\Ω1
[
Q 2,h◦K−11 ◦K2(θ)
]
τ
∂tφ dxdt +
T∫
0
∫
Ω1
ρ˜τ Q 1,h(θ˜τ )˜uτ · ∇φ dxdt
+
T∫
0
∫
Ω1
K1,h(θ˜τ )φ dxdt +
T∫
0
∫
Ω2\Ω1
K2,h◦K−11 ◦K2(θ˜τ )φ dxdt − δ
T∫
0
∫
Ω1
θ˜ α+1τ h(θ˜τ )φ dxdt
+
T∫ ∫ [
b1(θE − θ˜τ )
(
h ◦ K−11 ◦ K2
)
(θ˜τ ) + b2
(
θ4E − θ˜4τ
)(
h ◦ K−11 ◦ K2
)
(θ˜τ )
]
φ dS dt0 ∂Ω2
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T∫
0
∫
Ω1
h(θ˜τ )˜Sτ : ∇u˜τ φ dxdt +
T∫
0
∫
Ω1
θ˜τ (t − τ )h
(
θ˜τ (t)
)
p2
(
ρ˜τ (t − τ )
)
div u˜τ (t)φ dxdt
+
T∫
0
∫
Ω1
K ′1(θ˜τ )h′(θ˜τ )|∇ θ˜τ |2φ dxdt +
T∫
0
∫
Ω2\Ω1
K ′2(θ˜τ )
(
h ◦ K−11 ◦ K2
)′
(θ˜τ )|∇ θ˜τ |2φ dxdt
+ 
T∫
0
∫
Ω1
∇ρ˜τ · ∇
[(
Q 1,h(θ˜τ ) − Q 1(θ˜τ )h(θ˜τ )
)
φ
]
dxdt
−
∫
Ω1
(δ + ρ0)Q 1,h(θ0)φ(0)dx−
∫
Ω2\Ω1
Q 2,h◦K−11 ◦K2(θ0)φ(0)dx. (4.31)
In view of (4.1) and (4.2), Eq. (3.3) can be rewritten as∫
Ω1
∂t
[
δQ 1(θ) + ρQ 1(θ)
]
τ
φ dx+
∫
Ω2\Ω1
∂t
[
Q 2(θ)
]
τ
φ dx−
∫
Ω1
ρ˜τ Q 1(θ˜τ )˜uτ · ∇φ dx
+ δ
∫
Ω1
θ˜ α+1τ φ dx+
∫
Ω1
∇K1(θ˜τ ) · ∇φ dx+
∫
Ω2\Ω1
∇K2(θ˜τ ) · ∇φ dx+
∫
∂Ω2
[
b1(θ˜τ − θE) + b2
(
θ˜4τ − θ4E
)]
φ dS
= (1− δ)
∫
Ω1
S˜τ : ∇u˜τ φ dx−
∫
Ω1
θ˜τ (· − τ )p2
(
ρ˜τ (· − τ )
)
div u˜τ φ dx. (4.32)
Take φ ∈ C∞0 (Ω1). Then (4.32) ensures the boundedness of ∂t[δQ 1(θ)+ ρQ 1(θ)]τ in L
α+2
α+1 (0, T ;W−1, 3α+62α+3 (Ω1)), because we
can use the fact that θ˜τ is bounded in Lα+2(0, T ; L3α+6(Ω1)), which follows from (4.26), and hence the worst term can be
estimated as follows∣∣∣∣
∫
Ω1
∇K1(θ˜τ ) · ∇φ dx
∣∣∣∣ c(k2)
∫
Ω1
(
θ˜ ατ + 1
)|∇ θ˜τ ||∇φ|dx

∫
Ω1
[∣∣∇ θ˜ α2 +1τ ∣∣2 + |∇ θ˜τ |2]dx+ ∫
Ω1
|∇φ|2 dx+
∫
Ω1
θ˜ ατ |∇φ|2 dx

∫
Ω1
[∣∣∇ θ˜ α2 +1τ ∣∣2 + |∇ θ˜τ |2]dx
+
∫
Ω1
|∇φ|2 dx+
( ∫
Ω1
θ˜ 3α+6τ dx
)1/3
+
( ∫
Ω1
|∇φ| 3α+6α+3 dx
)(α+2) α+33α+6
.
Note the identity
[
δQ 1(θ) + ρQ 1(θ)
]
τ
− δQ 1(θ˜τ ) − ρ˜τ Q 1(θ˜τ ) =
(
t
τ
− s
)
τ∂t
[
δQ 1(θ) + ρQ 1(θ)
]
τ
.
Hence (passing to a subsequence if necessary)[
δQ 1(θ) + ρQ 1(θ)
]
τ
− δQ 1(θ˜τ ) − ρ˜τ Q 1(θ˜τ ) → 0 in L α+2α+1
(
0, T ;W−1, 3α+62α+3 (Ω1)
)
. (4.33)
Due to (4.1)–(4.2), (4.4) and (4.26) we get the boundedness of [δQ 1(θ) + ρQ 1(θ)]τ in L2(0, T ; L2(Ω1)) and thus[
δQ 1(θ) + ρQ 1(θ)
]
τ
→ δQ 1(θ) + ρQ 1(θ) in C
([0, T ];W−1,2(Ω1)). (4.34)
Similarly we get
(δ + ρ˜τ )Q 1(θ˜τ ) → (δ + ρ)Q 1(θ) in L2
(
0, T ;W−1,2(Ω1)
)
. (4.35)
Hence
Q 1(θ˜τ ) → Q 1(θ) in L2
(
Ω1 × (0, T )
)
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θ˜τ → θ in L2
(
Ω1 × (0, T )
)
(4.36)
(see p. 170 in [5]).
The same process applied to ∂t[Q 2(θ)]τ , [Q 2(θ)]τ and Q 2(θ˜τ ) leads after a straightforward computation to
Q 2(θ˜τ ) → Q 2(θ) in L2
(
(Ω2 \ Ω1) × (0, T )
)
and thus
θ˜τ → θ in L2
(
(Ω2 \ Ω1) × (0, T )
)
. (4.37)
To ensure the convergence of the last term on the right-hand side of (4.32), we must prove
θ˜τ (·) − θ˜τ (· − τ ) → 0 in L2
(
Ω1 × (0, T )
)
(4.38)
and
ρ˜τ (·) − ρ˜τ (· − τ ) → 0 in Lr
(
Ω1 × (0, T )
)
(4.39)
for any r > 1. The second convergence immediately follows from the identity
ρ˜τ (·) − ρ˜τ (· − τ ) = ρs − ρs−1 = τ∂tρτ for t ∈ (s − 1)τ  t < sτ ,
and from a slight modiﬁcation of the proof of (4.9). To derive (4.38) we use the equality(
δ + ρ˜τ (·)
)
Q 1
(
θ˜τ (·)
)− (δ + ρ˜τ (· − τ ))Q 1(θ˜τ (· − τ ))= (δ + ρs)Q 1(θs) − (δ + ρs−1)Q 1(θs−1)
= τ∂t
[
(δ + ρ)Q 1(θ)
]
τ
and a similar procedure as in (4.33)–(4.36).
We now pass to the limit in (4.31). First we observe that[
(δ + ρ)Q 1,h(θ)
]
τ
(t) − (δ + ρ˜τ (t))Q 1,h(θ˜τ (t))
=
(
t
τ
− s
)[
δ
(
Q 1,h
(
θ˜τ (t)
)− Q 1,h(θ˜τ (t − τ )))
+ ρ˜τ (t)Q 1,h
(
θ˜τ (t)
)− ρ˜τ (t − τ )Q 1,h(θ˜τ (t − τ ))] → 0 in Lr(Ω1 × (0, T )) (4.40)
for certain r > 1 as a consequence of (4.25), (4.38), (4.39) and of the limit
lim
z→+∞
Q 1,h(z)
Q 1(z)
= 0, (4.41)
which follows from the properties of the function h (see (4.27)). In view of (4.8), (4.9) and (4.36) we can thus deduce[
δQ 1,h(θ) + ρQ 1,h(θ)
]
τ
→ δQ 1,h(θ) + ρQ 1,h(θ) in Lr
(
Ω1 × (0, T )
)
(4.42)
for certain r > 1. We now pay attention only to the terms, which cannot be treated in the same way as in [5]. The conver-
gence
K2,h◦K−11 ◦K2(θ˜τ ) → K2,h◦K−11 ◦K2(θ) in L
1((Ω2 \ Ω1) × (0, T )) (4.43)
is a consequence of (4.26) and (4.37). By virtue of (4.38)–(4.39) together with (4.8), (4.9) and (4.36) we get
θ˜τ (· − τ )h(θ˜τ )p2
(
ρ˜τ (· − τ )
)
div u˜τ ⇀ θh(θ)p2(ρ)divu in L
r(Ω1 × (0, T )) (4.44)
for certain r > 1. To prove
−
T∫
0
∫
Ω2\Ω1
K ′2(θ)
(
h ◦ K−11 ◦ K2
)′
(θ)|∇θ |2φ dxdt
 lim
τ→0+ inf−
T∫
0
∫
Ω2\Ω1
K ′2(θ˜τ )
(
h ◦ K−11 ◦ K2
)′
(θ˜τ )|θ˜τ |2φ dxdt (4.45)
we can use the same approach as in [5].
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T∫
0
∫
∂Ω2
θ˜4τ
(
h ◦ K−11 ◦ K2
)
(θ˜τ )dS dt →
T∫
0
∫
∂Ω2
θ4
(
h ◦ K−11 ◦ K2
)
(θ)dS dt. (4.46)
To prove (4.46) we use the inequality
‖v‖2,∂Ω2  δ˜‖v‖1,2,Ω2\Ω1 + c(˜δ)‖v‖2,Ω2\Ω1
for any δ˜ > 0. We put v = θ˜τ − θ and use (4.24) and (4.37) to deduce
θ˜τ → θ in L2
(
0, T ; L2(∂Ω2)
)
,
which together with (4.3) gives (4.46).
The result of this section can be summarized in the following proposition:
Proposition 4.1. Under the assumptions on functions ρ0 , θ0 , θE , q0 posed in Theorem 2.1, Proposition 3.1 and 3.2, there exists an
approximate solution (ρ,u, θ) to (2.1)–(2.9) in the following sense.
• The density is a strictly positive function such that
ρ ∈ L2(0, T ;W 1,2(Ω1))∩ L∞(Ω1 × (0, T ))∩ C([0, T ], Lp(Ω1)) for any p  1,
∂tρ ∈ L2
(
0, T ; L2(Ω1)
)
.
In addition, u ∈ L∞(0, T ; XN ) and together with ρ satisfy∫
Ω1
∂tρϕ dx−
∫
Ω1
ρu · ∇ϕ dx+ 
∫
Ω1
∇ρ · ∇ϕ dx = 0 (4.47)
for any ϕ ∈D(R3).
• Functions ρ , u, θ solve the modiﬁed momentum equation
−
T∫
0
∫
Ω1
ρu · ∂tψ dxdt −
T∫
0
∫
Ω1
ρu⊗ u : Dψ dxdt +
T∫
0
∫
Ω1
S˜ : Dψ dxdt
−
T∫
0
∫
Ω1
(
p1(ρ) + θ p2(ρ) + δρβ
)
divψ dxdt + 
T∫
0
∫
Ω1
∇u∇ρ · ψ dxdt =
T∫
0
∫
Ω1
ρf · ψ dxdt (4.48)
for any ψ ∈ C∞0 ([0, T ]; Xn).• The energy inequality∫
Ω1
[
ρ(t)|u(t)|2
2
+ δ
β − 1ρ
β(t) + P1
(
ρ(t)
)+ (δ + ρ(t))Q 1(θ(t))]dx
+
∫
Ω2\Ω1
Q 2
(
θ(t)
)
dx+ δ
t∫
0
∫
Ω1
[
2μ|Du|2 + λ(divu)2]dxds
+ β
t∫
0
∫
Ω1
ρβ−2|∇ρ|2 dxds + 
t∫
0
∫
Ω1
P ′′1(ρ)|∇ρ|2 dxds + δ
t∫
0
∫
Ω1
θα+1 dxds
+
t∫
0
∫
∂Ω2
[
b1θ + b2θ4
]
dS ds
∫
Ω1
[ |q0|2
2ρ0
+ δ
β − 1ρ
β
0 + P1(ρ0) + (δ + ρ0)Q 1(θ0)
]
dx
+
∫
Ω2\Ω1
Q 2(θ0)dx+
t∫
0
∫
∂Ω2
[
b1θE + b2θ4E
]
dS ds +
t∫
0
∫
Ω1
ρf · udxds (4.49)
holds for a.a. t ∈ (0, T ).
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∇θ ∈ L2(0, T ; L2(Ω1))∩ L2(0, T ; L2(Ω2 \ Ω1)), (4.50)
θ ∈ Lα+1(Ω1 × (0, T )), θ ∈ L4(∂Ω2 × (0, T )), (4.51)
∇(θ α2 +1) ∈ L2(0, T ; L2(Ω1)), ∇(θ(p+1)(1− α2(α+1) )) ∈ L2(0, T ; L2(Ω2 \ Ω1)) (4.52)
and θ satisﬁes the renormalized thermal energy inequality
T∫
0
∫
Ω1
(δ + ρ)Q 1,h(θ)∂tφ dxdt +
T∫
0
∫
Ω2\Ω1
Q 2,h◦K−11 ◦K2(θ)∂tφ dxdt
+
T∫
0
∫
Ω1
ρQ 1,h(θ)u · ∇φ dxdt +
T∫
0
∫
Ω1
K1,h(θ)φ dxdt
+
T∫
0
∫
Ω2\Ω1
K2,h◦K−11 ◦K2(θ)φ dxdt − δ
T∫
0
∫
Ω1
θα+1h(θ)φ dxdt
+
T∫
0
∫
∂Ω2
[
b1(θE − θ)
(
h ◦ K−11 ◦ K2
)
(θ) + b2
(
θ4E − θ4
)(
h ◦ K−11 ◦ K2
)
(θ)
]
φ dS dt
 (δ − 1)
T∫
0
∫
Ω1
h(θ)S : ∇uφ dxdt +
T∫
0
∫
Ω1
θh(θ)p2(ρ)divuφ dxdt
+
T∫
0
∫
Ω1
K ′1(θ)h′(θ)|∇θ |2φ dxdt +
T∫
0
∫
Ω2\Ω1
K ′2(θ)
(
h ◦ K−11 ◦ K2
)′
(θ)|∇θ |2φ dxdt
+ 
T∫
0
∫
Ω1
∇ρ · ∇[(Q 1,h(θ) − Q 1(θ)h(θ))φ]dxdt
−
∫
Ω1
(δ + ρ0)Q 1,h(θ0)φ(0)dx−
∫
Ω2\Ω1
Q 2,h◦K−11 ◦K2(θ0)φ(0)dx (4.53)
for any function φ satisfying (4.28) and h satisfying (4.27), where Q 1,h, Q 2,h◦K−11 ◦K2 , K1,h and K2,h◦K−11 ◦K2 are given by (4.21).
Proof. The convergences derived in this section together with Fatou’s lemma and convexity enable us to pass to the limit
in (4.3), which gives (4.49). 
5. The second level approximate solutions
In this section, we derive the second level approximate solution by letting n → ∞. We now change the notation and the
corresponding solution to (4.47)–(4.53) will be denoted by (ρn,un, θn). In this section we deal with such parts of the proof
which differ from that ones presented in [10] or [11] due to the lower regularity of the solution.
One of the differences is the proof of the precompactness of
t → sup
ψ∈Xn,‖ψ‖1,21
∫
Ω1
ρn(t)un(t) · ψ dx in C
([0, T ]). (5.1)
To use the Arzela–Ascoli theorem, we must check the equicontinuity of the function
t∫ ∫
∇ρn∇un · ψ dx in C
([0, T ]), (5.2)
0 Ω1
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1
2
(∥∥ρn(t)∥∥2,Ω1 − ∥∥ρn(t′)∥∥2,Ω1)+ 12
t∫
t′
∫
Ω1
ρ2n divun dxds + 
t∫
t′
∫
Ω1
|∇ρn|2 dxds = 0 (5.3)
and as a consequence of (4.47) and (4.49) we get
ρn → ρ in C
([0, T ]; Lp(Ω1)), p ∈ [1,6). (5.4)
This implies that
∫ t
0
∫
Ω1
|∇ρn|2 dx is equicontinuous. The rest follows from Exercise 7.33 in [11].
The next problem is the strong convergence of ∇ρn in L2(0, T ; L2(Ω1)). Eq. (4.47) enables us to derive
1
2
∥∥ρn(t) − ρm(t)∥∥22,Ω1 + 
t∫
0
∫
Ω1
|∇ρn − ∇ρm|2 dxds +
t∫
0
∫
Ω1
(ρnun − ρmum) · ∇(ρn − ρm)dxds. (5.5)
Employing (5.4) together with the convergence of the convective terms, we arrive at
ρnun → ρu in L2
(
0, T ; L2(Ω1)
)
(5.6)
under assumption β > 92 .
Put φ(x, t) = φ(t) for φ ∈D(0, T ), φ  0, in (4.53) to get
−
T∫
0
φ
∫
Ω1
K ′1(θn)h′(θn)|∇θn|2 dxdt −
T∫
0
φ
∫
Ω2\Ω1
K ′2(θn)
(
h ◦ K−11 ◦ K2
)′
(θn)|∇θn|2 dxdt
−
T∫
0
∂tφ
∫
Ω1
(δ + ρn)Q 1,h(θn)dxdt −
T∫
0
∂tφ
∫
Ω2\Ω1
Q 2,h◦K−11 ◦K2(θn)dxdt
+
T∫
0
φ
∫
∂Ω2
[
b1θnh(θn) + b2θ4n
(
h ◦ K−11 ◦ K2
)
(θn)
]
dS dt + δ
T∫
0
φ
∫
Ω1
θα+1n h(θn)dxdt
+
T∫
0
φ
∫
Ω1
θnh(θn)p2(ρn)divun dxdt + 
T∫
0
φ
∫
Ω1
∇ρn · ∇
[
Q 1,h(θn) + Q 1(θn)h(θn)
]
dxdt =
6∑
j=1
I j (5.7)
for h(z) = 1
(1+z)ω with ω ∈ (0,1]. We now estimate only the integrals which are not treated in [5]. The integral I3 is bounded
as a consequence of (4.49) and of the choice of h. By virtue of (2.15), (2.16) and (3.24) we check
−K ′2(z)
(
h ◦ K−11 ◦ K2
)′
(z) = −[K ′2(z)]2 h′(K−11 ◦ K2(z))
K ′1(K
−1
1 ◦ K2(z))
 c
(
z2p−
(p+1)(α+ω+1)
α+1 + 1) (5.8)
for z 0, where 2p − (p+1)(α+ω+1)α+1 > 1 for ω ∈ (0,1], and hence we conclude
−
T∫
0
φ
∫
Ω2\Ω1
K ′2(θn)
(
h ◦ K−11 ◦ K2
)′
(θn)|∇θn|2 dxdt  c
T∫
0
φ
∫
Ω2\Ω1
∣∣∇θ(p+1)(1− α+ω+12(α+1) )n ∣∣2 + |∇θn|2 dxdt. (5.9)
To estimate I2 we use the same approach as in [5] for φ having at most one local maximum on [0, T ] and thus∣∣∣∣∣
T∫
0
∂tφ
∫
Ω2\Ω1
Q 2,h◦K−11 ◦K2(θn)dxds
∣∣∣∣∣ 2ess supt∈(0,T )
∫
Ω2\Ω1
Q 2,h◦K−11 ◦K2(θn)dx maxt∈[0,T ]
{
φ(t)
}
.
(4.49) implies the boundedness of Q 2(θn) in L∞(0, T ; L1(Ω2 \ Ω1)). The rest follows from the inequality
Q 2,h◦K−11 ◦K2(z) Q 2(z), z 0.
The rest of the proof is similar to [5] and we do not repeat it here.
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As in the previous section, we mention only those parts of the proof which differ from [10] and [11].
6.1. Improved estimate of the density
To improve the estimate of the density, we must use the function ψ˜(t)ψ(x, t) as test functions in the approximate
momentum equation, where ψ˜ is smooth and compactly supported in (0, T ) and ψ is a solution to
divψ(t) = ρ(t) − 1|Ω1|
∫
Ω1
ρ(t)dx, ψ(t)|∂Ω1 = 0, (6.1)
and satisﬁes∥∥ψ(t)∥∥1,β,Ω1  c∥∥ρ(t)∥∥β,Ω1 , ‖∂tψ‖L2(0,T ;L2(Ω1))  c (6.2)
for a.a. t ∈ (0, T ) and β > 3. To construct such functions, we must go to the previous level of approximation. Thus we want
to ﬁnd function ψn such that
divψn(t) = ρn(t) − 1|Ω1|
∫
Ω1
ρn(t)dx, ψn|∂Ω1 = 0.
Its existence follows from the existence of a linear operator BΩ1 , BΩ1 : { f ∈ Lp(Ω1):
∫
Ω1
f dx = 0} → (W 1,p0 (Ω1))3, p ∈
(1,∞), where
divBΩ1( f ) = f a.e. in Ω1
(see for instance Lemma 3.17 in [11] for some properties of BΩ1 ). If we take into account L2-integrability of ∂tρn , which im-
plies that div(∇ρn −ρnun) ∈ L2(0, T ; L2(Ω1)), and the linearity of the (Bogovski) operator BΩ1 together with its properties,
we get
div ∂tψn(t) = div
(
∇ρn(t) − ρn(t)un(t)
)
,∥∥ψn(t)∥∥1,β,Ω1  c∥∥ρn(t)∥∥β,Ω1 ,
‖∂tψn‖L2(0,T ;L2(Ω1))  c
(
‖∇ρn‖L2(0,T ;L2(Ω1)) + ‖ρnun‖L2(0,T ;L2(Ω1))
)
for a.a. t ∈ (0, T ). (6.3)
A suitable test function ψ can be obtained after the limit passage n → ∞. Using the same computation as in [11] we
conclude that ρ is bounded in Lβ+1(Ω1 × (0, T )).
6.2. Strong convergence of densities
To prove the strong convergence of densities, we must check the equality
∂tb(ρ) + div
(
b(ρ)u
)+ (b′(ρ)ρ − b(ρ))divu
=  div(χΩ1∇b(ρ))− χΩ1b′′(ρ)|∇ρ |2 inD′(RN × (0, T )) (6.4)
for any b ∈ C2([0,∞)) with bounded derivations and b(0) = 0. Proposition 4.1 provides the identity
T∫
0
∫
Ω1
b(ρn)∂tϕ dxdt +
T∫
0
∫
Ω1
b(ρn)un · ∇ϕ dxdt +
T∫
0
∫
Ω1
(
b(ρn) − b′(ρn)ρn
)
divunϕ dxdt
− 
T∫
0
∫
Ω1
b′(ρn)∇ρn · ∇ϕ dxdt − 
T∫
0
∫
Ω1
b′′(ρn)|∇ρn|2ϕ dxdt = 0, ∀ϕ ∈D
(
Ω1 × (0, T )
)
. (6.5)
After the limit passage we get (6.4). The proof is easy and we leave it to the reader.
To ensure the precompactness of the set {ρu}∈(0,1) in C([0, T ];W−1,2(Ω1)), we must prove its equicontinuity in
C([0, T ];W−1,q(Ω1)) for some q > 1 (for the proof of boundedness see [11]). In contrast to [11], we must treat the term

∫ t2
t1
∫
Ω1
∇ρ∇u ·ψ dxdt . We can take a sequence m such that m → 0 for m → 0. Thus for mm0 this term is suﬃciently
small and for m = 1, . . . ,m0 the set of m
∫ t2 ∫ ∇ρm∇um · ψ dxdt is equicontinuous.t1 Ω1
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Following the idea of the limit passage presented in Section 7.5 in [5] we derive the same results for the temperature
in Ω1. In addition, we arrive at
‖θδ‖L2(0,T ;W 1,2(Ω2\Ω1)) +
∥∥θ(p+1)(1− α+ω+12(α+1) )δ ∥∥L2(0,T ;W 1,2(Ω2\Ω1))  c(ω). (7.1)
Using the same arguments as in Section 5.2 of [5], we arrive at
T∫
0
∫
Ω2\Ω1
θ
r(p+1)
δ dxdt  c(ω) for some r > 1. (7.2)
To improve the estimate of θα+1δ , we take the unique strong solution of the Neumann problem⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
ηδ(t) = χΩ1
(
B
(
ρδ(t)
)− 1|Ω1|
∫
Ω1
B
(
ρδ(t)
)
dx
)
in Ω2,
∇ηδ · n= 0 on ∂Ω2,∫
Ω2
ηδ(t)dx = 0
⎫⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎭
(7.3)
as a test function for the approximate thermal energy inequality, where
B : R → R non-increasing, B(z) = 0 for zω, B(z) = −1 for z 2ω
and B ∈ C∞(R). The rest of the proof is very close to the computation presented in Section 7.5 in [5] and we omit it.
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