Abstract-We characterize the practical photon-counting receiver in optical scattering communication with finite sampling rate and electrical noise. In the receiver side, the detected signal can be characterized as a series of pulses generated by photonmultiplier tube (PMT) detector and held by the pulse-holding circuit. Those pulses are then sampled by the analog-to-digital convertor (ADC) with finite sampling rate and counted by a rising-edge pulse detector. However, finite small pulse width incurs dead time effect that may lead to sub-Poisson distribution on the recorded pulses. We analyze the first-order and secondorder moments on the number of recorded pulses with finite sampling rate and existing shot noise at the receiver side. In order to simplify the further analysis on the error probability, we adopt binomial distribution approximation on the number of recorded pulses in each slot. A tractable holding time and decision threshold selection rule is provided aiming to maximize the minimal Kullback-Leibler (KL) distance between the two distributions. The performances of the proposed sub-Poisson distribution and the binomial approximation are verified by the experimental results. The equivalent arrival rate and holding time predicted by the sub-Poisson model are validated by the simulation results. Besides, the numerical results show that the proposed holding time and decision threshold selection rule performs close to the optimal one.
I. INTRODUCTION
On some specific occasions where the conventional RF is prohibited and direct link transmission cannot be guaranteed, non-line-of-sight (NLOS) optical scattering communication provides an alternative solution to achieve certain information transmission rate [1] . On the ultraviolet (UV) scattering communication channel characterization, extensive studies on the Monte Carlo simulation [2] , theoretical analysis [3] and experimental results [4] show that the atmospheric attenuation of a scattering channel can be extremely large, especially for long-range transmission. Hence, it is difficult to detect the received signals using a conventional continuous waveform receiver, such as photon-diode (PD) and avalanche photondiode (APD). Instead, a photon-counting receiver is widely deployed. For a photon-counting receiver, the received signals are usually characterized by discrete photoelectrons, whose number in a certain interval satisfies a Poisson distribution. For such a Poisson channel, recent works mainly focus on the channel capacity [5] , [6] , system characterization and optimization [7] , as well as signal processing [8] , [9] . However, most information theory and signal processing works assume a perfect photon-counting receiver, which is difficult to realize. A practical photon-counting receiver typically consists of a photon-multiplier tube (PMT) and the subsequent processing blocks [10] . The PMT detects the arriving photons and generates a series of pulses, which are detected by the rising-edge detector to count the pulse number. However, the pulses have finite small width that incurs dead time effect [11] , where a photon arrival during the pulse duration of the previous photon cannot be detected due to the merge of two pulses. Hence, the photon counts may not satisfy a Poisson distribution. The dead time effect and sub-Poisson distribution for the photoncounting processing have been investigated in [12] , [13] . The photon-counting system with dead time effect has been investigated in optical communication for channel characterizations [14] , [15] , and experimental implementation [16] . However, these works assume infinite sampling rate, and identical shape for all pulses, which cannot be realized. The finite sampling rate in ADC and shot noise of PMTs may incur further loss of photon counting rate, where the distribution of detected pulse numbers needs to be characterized.
In this work, we model the architecture of a practical photon-counting receiver using a PMT, a pulse-holding circuit, a finite sampling rate ADC and a rising-edge detector. According to our experiments, the thermal noise is negligible compared to the shot noise and signal power, thus we only consider shot noise in this paper. The analysis is conducted in two cases: the sampling period shorter than or equal to the pulse width, and the sampling period longer than the pulse width. Based on the estimated first-order and second-order moments, we conclude that for practical photon arrival rate, the photon counting process with small pulse width, finite sampling rate and shot noise can still be characterized by the sub-Poisson model for both cases. Besides, to make the further analysis on the error probability tractable, we adopt a binomial approximation on the detected signals. Moreover, we consider on-off keying (OOK) modulation and maximum likelihood (ML) detection in the communication system. To optimize the holding time for the pulse-holding circuit and decision threshold for the rising-edge detector that minimizes the error probability, we propose a tractable selection rule on the holding time and detection threshold, which aims to maximize the minimal KL distance of two approximated binomial distributions. Experimental and numerical results validate the effectiveness of sub-Poisson model and show that the proposed holding time and decision threshold selection rule only incurs negligible performance loss compared with the optimal one.
II. PRACTICAL SYSTEM MODEL FOR DISCRETE PHOTON-COUNTING

A. Practical Photon Counting Process
Consider a practical photon-counting receiver for optical wireless communication, which contains a PMT detector, a pulse-holding circuit, an ADC, and a rising-edge pulse detector, as shown in Figure 1 .
When a photon is received, the PMT detector generates a short continuous pulse; the pulse-holding circuit detects each short pulse and then outputs a square pulse with certain width. The output signal of the pulse-holding circuit is sampled by the ADC and then quantized according to a certain threshold. We adopt a rising-edge pulse detector, where one pulse is recorded upon detecting a rising edge from zero to one.
B. Signal Model for the PMT Detector
For optical wireless scattering communication, the detected optical signals are typically characterized as discrete photoelectrons in a symbol duration of length . The number of detected photoelectrons, denoted as , satisfies a Poisson distribution. For OOK modulation, let 0 denote the mean number of detected photoelectrons for symbol zero due to the background radiation. Let 1 = + 0 denote the mean number of detected photoelectrons for OOK symbol one, which is the summation of the signal component and background radiation component 0 .
We characterize the continuous pulses generated by each detected photoelectron. Let ( − ) denote the square pulse generated by one detected photoelectron by the PMT detector and pulse-holding circuit, where denotes the photon arrival time, given by
where denotes the random Gaussian amplitude with mean one due to the shot noise, and ( ) denotes additive Gaussian white thermal noise with mean zero. Note that waveform ( ) depends on the PMT architecture, which is assumed to be known. Let 2 and 2 0 denote the variances of and ( ), which represent the shot noise and thermal noise, respectively.
Let ( ) denote the pulse-holding circuit output signal generated by a series of short pulses from PMT, which is sampled by the ADC. Let [ ] denote the quantized samples according to the threshold, given as follows,
where denotes the decision threshold. Recall that a photoelectron is recorded upon detecting 0 − 1 rising edge.
Letting [ ] denote the number of recorded photonelectrons between two consecutive sample tie instants at and +1 , we have
C. Distribution of Photon Counting with Dead Time
Note that the square pulses generated by a practical PMT detector and pulse-holding circuit have certain widths, which enables the pulse detection via finite-rate sampling. However, such pulse width incurs dead time effect that may lead to photon counting loss. When a photon arrives in the dead time duration of the previous photon, the two pulses will merge into one, where only one photoelectron is counted. Such effect is called "dead time effect", where the duration of photon arrival time leading to the merge of two pulses is denoted as 0 , which is also the holding time for each pulse in our photon counting system. In other words, when a photoelectron is detected at the time , a dead time interval from to + 0 is generated, during which the next arriving photon cannot be recorded.
To simplify the analysis, we normalize the symbol duration interval to [0, 1], and the dead time is normalized to = 0 / . The number of recorded pulses must be less than the true number of photons . Assuming sufficiently high sampling rate and zero noise variance of the PMT detector, the probability mass function (PMF) of detected photoelectrons number is given by [12] , summarized by the following result.
Proposition 1: Given dead time and photon arrival rate , the probability for the number of detected pulses is given by the following probability function,
where integer
Moreover, the mean and variance of are given as follows, (5) and (6) , the variance of is smaller than the mean, and thus the above distribution shows sub-Poisson characteristics, and the corresponding photon counting process (PCP) is marked as ( , ).
III. THE SUB-POISSON DISTRIBUTION WITH FINITE SAMPLING RATE
Note that Equation (4) provides the distribution of detected photoelectrons in a symbol duration with sufficiently high sampling rate. In this section, we characterize the practical photon-counting receiver and the corresponding sub-Poisson distribution under finite sampling rate.
To study the relationship between the sampling rate and the distribution of detected pulse numbers, we first assume no electrical noise, which implies identical width and height for each pulse. We analyze the distribution of detected pulse numbers under two scenarios, the sampling period ≤ and > . Assume that △ = 1 is an integer, such that there are 1 samples in each symbol duration.
A. The Statistics for >
For sampling interval duration > , one pulse can be detected in interval [ , ( + 1) ] in case of no photon arrival in [
− , ] and at least one photon arrives in interval
. Thus the probability of one pulse detected in this interval is
For the total number of photoelectrons detected in one symbol duration, denoted as , we have the following results on its first-order and secondorder moments.
Theorem 1: For the pulse number , we have the following results on ,
□ Considering sufficiently small and << 1, we have the following
2 )
Comparing with the results (5)- (6), we remark the PCP with equivalent photon arrival rate and dead time in the following.
Remark 1: The photon counting process with sampling period satisfying > could be modeled as
) . 
B. The Statistics for
Theorem 2: For the pulse number , we have the following results,
where is an positive integer given by = ⌊ ⌋ . □ Similarly as before, we have
Remark 2: The photon counting process with sampling period satisfying ≤ could be modeled as
IV. THE COUNTING PROCESS CHARACTERIZATION WITH ELECTRICAL NOISES
Recall that the practical PMT receiver may suffer both shot and thermal noise with variances 2 and 2 0 , respectively. The performance degradation of such two types of noises needs to be analyzed. However, according to our experiment, it is found that the thermal noise is significantly weaker than shot noise and signal power, i.e., 0 << . Thus, we may only investigate the counting performance of the photon counting receiver under shot noise.
A. The Number of Detected Photoelectrons with Shot Noise
Consider the probability that the sample at time , denoted as [ ], is lower than the decision threshold . Assuming a small such that the mean number of arrival photons in the duration of is small as well, based on which we have the following analysis on the probability ℙ( [ ] < ).
Case ℋ 1 : There is no photon arrival event in time interval
There is one photon arriving in interval [ − , ]. Based on the Gaussian random characteristics of the amplitude of each pulse, we have that
where (⋅) denotes the Gaussian tail probability.
Case ℋ 3 : There are more than one photon arriving in the interval [ − , ]. The probability is given by
Note that for small and , probability ℙ( [ ] < |ℋ 3 )ℙ(ℋ 3 ) is significantly lower than that of other two cases. Thus we assume that ℙ( [ ] < |ℋ 3 )ℙ(ℋ 3 ) is negligible and can be omitted in the following analysis. More specifically, the approximation on ℙ( [ ] < ) is given by
where
In the following we analyze the probability of detecting a rising edge between two samples at and ( + 1) , i.e., [ ] < and [( + 1) ] > . Consider two cases, > and ≤ .
1) Analysis for case > : It can be seen that any photon arrival event in [
− , ] has no impact on the sample at ( + 1) , and thus events [ ] < and [( + 1) > ] are statistically independent. Note that the probability of the former event has been approximated by Equation (17) , and the probability of the latter one is given by
Similarly to the procedures in Section III-A, assuming sufficiently small and , we have the following approximation on the mean and variance of .
[ ] ≈
(1 − )
Then we remark the PCP with equivalent photon arrival rate and dead time in the following.
Remark 3: The PCP with sampling period satisfying > , weak shot noise and no thermal noise could be modeled as
) .
2) Analysis for case
≤ : We still calculate the probabilities of [ ] < and [( + 1) ] > . However, the two cases are not statistically independent. When one photon arrives in interval [( + 1) − , ], the samples at ( + 1) may be changed. Assuming small and , the probability of [( + 1) ] > is that of at least one photon arriving. To make the analysis tractable, we adopt the approximation of at most one photon arrival in interval [
− , ] based on the assumption of sufficiently small . We analyze the probability of [ ] = 1 considering the following three cases:
. Then the probability of [ ] = 1 is that of a photon arriving between and ( + 1) , given by 
Thus, we also have the following approximation on probability
Moreover, we also have the following approximation on
Remark 4: The PCP with sampling period satisfying ≤ , weak shot noise and no thermal noise could be modeled as
B. Binomial Approximations on Sub-Poisson Distributions
Note that the complicated term of ℙ( | , ) may make the further analysis on system error probability intractable. To overcome these, we propose the following binomial approximations on the number of recorded photons.
Theorem 3: Based on the mean and variance of given in the last subsection, the parameters in binomial approximation are given as follows. V. SYSTEM PARAMETER OPTIMIZATION AND SIGNAL DETECTION In this section, we aim to propose a tractable optimal holding time and decision threshold selection rule to minimize the total error probability. Besides, an ML receiver with low computational complexity is also discussed.
A. The Decision Threshold and Holding Time Optimization
The decision threshold and holding time need to be optimized to improve the pulse-counting performance. More specifically, the total error probability needs to be minimized. However, the expressions of error probability of ML detection on two Binomial distributions are difficult to be analyzed, which makes the further optimization intractable. Instead, we consider the KL distance between two binomial distributions rather than the direct formulation of total error probability.
Consider OOK modulation. Note that the parameters for two binomial approximation are identical. Thus the two likelihood functions, denoted as 1 △ = ( , 1 ) and 0 △ = ( , 0 ), respectively, have the following KL distances,
According to the Chernoff-Stein Lemma [17] , we pursue the threshold * that maximizes the minimum of the above two KL distances. More specifically, the threshold * and holding time * , which serve as the sub-optimal values for minimizing the total error probability, are defined as
Note that parameters 1 , 1 , 0 , 0 are both differentiable functions with respect to in (0, 1) and in regions (0, ) ∪ ( , ∞), respectively. Thus some standard numerical algorithms are adopted in order to obtain the parameters * and * , which serve as the tractable sub-optimal system parameters to minimize the total error probability.
B. Signal Detection
Recall the binomial distribution approximation, the two likelihood functions are given as follows,
respectively,ˆ * 1 andˆ * 0 denote the corresponding mean number of recorded photons for transmitted symbol = 1 and = 0, respectively. Based on the above likelihood functions, we can obtain the following sub-optimal threshold for ML detection, 
VI. EXPERIMENTAL AND NUMERICAL SIMULATION RESULTS
We first present the experimental setup. In the transmitter side, the intensity of transmitted light remains constant during the photon-counting process, while three experiments with different intensities are conducted. The transmitted light beam is directly pointed to the receiver. In the receiver side, a 70dB UV attenuator is firstly utilized to generate weak optical signal, and then a PMT, a pulse holding circuit, an ADC, and a postprocessing FPGA are adopted to realize the photon-counting process. In the three different experiments, the ADC sampling rate is set to be 100MHz, and the decision threshold is set to be a low value due to the small thermal noise. Figure 2 shows the PMF of recorded pulses per microsecond, which contains the experimental results, the fitting results according to Equation (4) and binomial distribution. The fitting parameters are obtained based on matching the first-order and second-order moments. It can be seen that Equation (4) and binomial distribution both fit well under finite sampling rate and electrical noise. The binomial distribution can serve as a good model to describe the number of recorded photoelectrons.
Then we provide simulation results to verify our proposed approximation results in Section III. Assume the mean number of photoelectrons = 10, and no electrical noise. Figure 3 shows the estimated equivalent dead time and photon arrival rate with respect to sampling rate for different holding times, where the results from both theoretical analysis and simulation are provided. It is seen that the two types of results match well, which validates the results in Remark 1 and 2.
Moreover, we consider the photon-counting system with shot noise and finite sampling rate. Assuming the mean number of photoelectrons = 10, and 100 samples per symbol duration. Figure 4 shows the equivalent dead time and photon arrival rate compared with the ideal model for different shot noise variances, respectively, based on both theoretical approximation and simulations. It can be seen that the equivalent dead time and photon arrival rate obtained from simulations match well with the results given in Remark 3 and 4.
We adopt Monte Carlo method to obtain the bit error rate of the photon counting system, where the variance of shot noise is set to be 0.2. We compare the performance of the proposed sub-optimal holding time and decision threshold selection rule and the optimal counterpart in Figure 5 . It can be seen that the proposed sub-optimal selection rule shows negligible performance loss compared with the optimal one.
VII. CONCLUSION
We have analyzed the architecture of PMT-based photoncounting receiver with finite holding time and sampling rate, and showed that the dead time effect can lead to a subPoisson characteristics. We have studied the first-order and second-order moments on the sub-Poisson for the number of detected photoelectrons under finite sampling rate and electrical noise. Moreover, we have proposed a binomial distribution approximation on such sub-Poisson distribution and provided a tractable holding time and decision threshold selection rule based on maximizing the minimal KL distance. Experimental results showed that the proposed sub-Poisson model and the binomial approximation can well characterize a practical photon-counting system. Besides, numerical results well matched the derived equivalent arrival rate under finiterate sampling and electrical noise. Simulation results also showed that the proposed holding time and decision threshold selection rule can perform close to the optimal solution.
