Introduction
With the number of data formats growing on the Web, text documents are still the dominating format of data today. Text documents are present in various forms, such as articles, books, specifications, reports, emails, messages posted on internet newsgroups, etc. Some of the common sources of text documents besides the above also include web pages and files on corporate legacy databases. With the shift towards the storage of data in semi-structured form (e.g. XML) for online data * 0 2003 IEEE exchange, the scope of the term 'text document' has only broadened further. It is foreseeable that textual data along with other unstructured data will become the mnst predominant data type stored online. As a consequence, there is an increasing need for high quality search engines capable of delivering "the right" documents to the user.
For text document search, one of the primary tasks is automatic document classification, which determines the category to which a given document belongs. This task is performed as part of the search engine trying to match the user's input keywords against the keywords in the documents. It is in general accomplished like this: The search engine is provided with a set of known-category documents as learning data. It extracts the keywords from this learning set and associates these keywords with the known category labels in some fashion. After the learning phase, the classifier is ready to examine a new document and determine which category it belongs to. A number of statistical methods have been applied to this problem in the past, including regression models, nearest neighbor classifiers, Bayes belief networks, decision trees, rule learning algorithms, neural networks and inductive learning techniques, among others [ 1 I].
Most classification algorithms have a high degree of accuracy. Misclassifications do occur, however, for various reasons. One of the reasons that has caught great attention in recent years is the deliberate doctoring of documents with the aim of misclassifying them. This doctoring of documents may be done by excessively inserting misleading keywords in the document. Intentional deception of classifiers might be practiced for various purposes like ranking a site higher in a search engine or escaping through a spam email filter. In this paper, we use several terms interchangeably to refer to such documents as "loaded," "doctored," "camouflaged," or "contaminated."
We present in this paper an approach to address the problem of identifying deliberately doctored documents. This issue has been discussed extensively on the Internet, mostly under the topic of "spamming." However, there are few published work in the literature to address and to provide systematic and algorithmic methods to solve this problem. Our method is based on the Frequent Keyword Chain Model (FKC) we developed that detects a "chain" of keywords that might be the contaminating terms. We also designed an algorithm to implement FKC. The algorithm was applied to the commonly used set of Newsgroup text documents [l]. The results showed that our approach was effective in detecting such documents measured by the accuracy of the classification process (by a Baysian classifier) before and after the detected "chains" were removed. A graphical user interface was also developed to provide the user with the flexibility of choosing various parameters, such as filtering threshold and stop-word list.
Related Work
We shall first briefly review some commonly used classifiers that have been applied to text documents.
Then, we shall discuss the issue of misclassification due to deliberate doctoring of text documents and some existing methods, such as spam filters, to deal with the problem.
Text Document Classification
Most text document classification methods are based on the classical pattern recognition approaches that have been around for years, with modifications to some measures of classifier's parameters such as "frequency" and "similarity." Commonly used approaches include the Bayesian, Nearest Neighbor, and Centroid classifiers.
Bayesian Classifier
Bayesian classifier is based on the Bayes theorem in the probability theory. It works basically as follows.
Given N document categories C,, ... CN and a document d containing keyword W,, ..., W, , ue want to determine P(Cj/ W, ... W J , the posterior probability of d belonging to categories C,, j = I , .,., N . This value is calculated using the Bayes theoremas:
where P(Cj) is the prior probability that the document belongs to category Ci and P(WJCjj is the conditional probability of the word W, occurring in d given that d belongs to category C,. The Bayesian classifier decides
The prior probabilities P(Cj) is estimated as the n u d e r of documents in category Cj divided by the total number of documents. The conditional probabilities P(WdCj) are estimated as the number of occurrences of the words belonging to the documents that were category C , divided by the total number ofkeyword occurrences in all the documents category Ci. 
The k-Nearest Neighbor Classifier
where n is a set of weights, w E R is the weight assigned to the word K Note that the sum is calculated over all words (columns inM). 
. 1 . 3 Centroid-Based Classifier

The Problem of Misclassification and Approaches to Counter It
Misclassification of documents due to deliberate doctoring is a problem that can have serious consequences depending on the scenario. Today a growing percentage of text documents consist of email and newsgroup postings. Though these documents are small in size but they are of great importance. In order to counter keyword dependence and prevent spammers to circumvent filters, a new method based on Bayesian classification is proposed in [ Each of the keywords is assigned a probability of belonging to the innocent mail corpus or the spam mail corpus. When a new mail is read, it is split into keywords. Each of the words in the new mail is assigned a probability and the fifteen most interesting words are picked. The above process is a text classification instance which cannot be fooled by high frequency words but never the less is susceptible. Throwing off such classification algorithms will almost certainly require some inside knowledge of the training text corpus.
Deception via Deliberate Doctoring
Most of the classification algorithms use the frequencies and weights of keywords to classify documents. Feature vectors containing the key words describing the document are formed and classification is done based on these feature vectors. This basic strategy makes the classification methods vulnerable to misclassification caused by intentional excessive insertion of keywords that are not related to the contents of the document.
How can Deception Take Place?
An entity deliberately doctoring a document may insert keywords into a document in several ways, such as:
Insert the same word repetitively in the beginning of the document, possibly in multiple lines. This word might belong to a class different from the class of the document itself. Inserting multiple lines of the same word at the end of the document.
Inserting multiple lines of different words all
belonging to a class other than the document. These words however, might all mutually belong to the same class which would be necessary if the document were to misclassify to a particular class. These multiple lines might be complete sentences with conjunctions in between or might just be a string of keywords. Inserting just a string of keywords would be more effective if less space is to be taken in the document or to make the insertion less conspicuous. Following the same pattern as point 3 but inserting the words at the end of the document.
Following the same pattern as point 3 but inserting multiple lines all over the document or at other locations besides the beginning or end. Inserting the same keyword or a combination of keywords randomly all over the document, without any structure or pattern.
If a document has to be doctored to escape the classification process, then the method should be such the basic structure of the document is not destroyed.
Since the text document is to be most likely read at a later stage, a contamination process where the readability of the document is longer preserved is of no use. In such a scenario point 6 does not remain a valid method to contaminate. Sprinkling words all over the document would in all likelihood destroy the contents of the document.
Where Such Deception Takes Place?
Search Engines and Direatories
Search engines read the content and metadata on web pages to classify them into various categories. These classification schemes are also used to rank these webpages in searches in some cases. In order to gain advantage in searches and ranking, the designer of a web page might want to edit the page characteristics. This battle of ranking bas generated a new discipline on bow to design web pages for greater search engine recognition, called "search engine design" [IO] . The prior knowledge of such techniques can allow developers to do relevancy (or keyword) spamming [IO] which tricks the search engine algorithms to rank their page higher in searches.
Spam Filters
Spam email has been a growing problem in the Internet community. It is also a problem which doesn't have one solution. Various methods have been proposed for fighting spam, each with its advantages and drawbacks. An effective way is to look into the actual message content [2] . Then, the problem becomes a text classification problem. In fact this was the emphasis in the conference on spam held at MIT in January 2003 [8] .
One of the mail filters which is being hailed as one of the hest solutions thus far is based on a Bayesian solution. It assigns probabilities to whether or not an email is a spam. Such a system is based on the textual content of the spam message. This is again susceptible to keyword insertion as in the case of document classification algorithms. This has been acknowledged in the discussion of the technique [2] . It mntioned that in order to circumvent the filter the spammer will have to load the email with innocent words. Though in this case, identifying innocent words would mean access to the user's legitimate mail which might be difficult.
Pornographic Sites
Most of the filters used to 'weed out' pornographic matter from web pages use the content of the page to classify them. These filters again rely on keywords that are commonly found on pornographic sites. It is common knowledge that such sites use keywords to avoid filtering or to show up in searches.
Sensitive Documents
With more and more emphasis now on scrutinizing documents to locate terrorist activity and other sensitive information, text classification has gained enormous importance. Camouflagng sensitive documents by inserting keywords that might misclassify the document will he advantageous to many.
Frequent Keyword Chain Model
Giving consideration to the points listed in section 3. I, the Frequent Keyword Chain model was designed to encompass the common ways ofdoctoring a document.
. 2 Proposed Solution
We propose the Frequent Keyword Chain model to identify the common methods of doctoring a document.
The FKC model issumes that the keywords are inserted in a document without destroying the readability of the document. The keywords may be inserted at any location in the document. The model defines a chain of keywords that are present at close proximity to each other. This proximity should be more than the natural occurrence of keywords in normal written sentences. This is a safe assumption as keywords inserted in lines which are meaningful sentences in themselves would not possess the frequency necessary to defray the classification process. Basically, this definition says that if a certain portion of the document (at least two lines) has a high keyword density, it is identified as a FKC, which might be the result of contamination. On studying normal written English sentences it is found that the value of is usually around 0.5.
. 3 Implementation
We designed a tool: FKCLocater (written in Java) that detects keyword clusters in a document using the FKC model. A graphical user interface is provided as the front-end of the tool to allow the user to choose some parameters, such as the threshold e and stop words the user wants to add to the stop-word list. A Bayesian classifier is used at the back-end of the tool to perform the actual classification.
Stop Words and Keywords
A set of stop words consists of the most common words used in documents irrespective of any subject or field. For example, the words^ the, be, not, &etc. in English are considered stop words. Stop words are
Data Structures
usually ignored by algorithms in the classification process as they are present in large numbers in all documents irrespective of class. In most classifiers, there is a built-in default list of stop words. In our experiments, the default list contains 477 stop words.
Any word not present in the stop word set is considered a keyword.
The tool heavily relies on the HashSet and HashTable classes in the Java API. The main data structures used in the tool are listed below: 
Example of an FKC
Consider the following text with the default list of 477 stop-words. . .
1 0.375
Using 6 = 0.5, it is seen that line 5, 6, 7 form a FKC. Line 3 has a density higher than e, but it is not considered a FKC because we require that a FKC must contain at least two lines. 
Graphical User Interface
Update linked list with new Line-Data node A user graphical interface was designed, from which the user may select some parameters to the system, such } as the threshold value, addinddeleting stop words, etc, The GUI is shown in Figure 2 below. The four newsgroups used extensively for conducting the experiments were sci.crypt, sci.electronics, scimed and sci.space. These were selected as they are keyword heavy texts by nature and misleading the text classifier in this case would involve inserting into the document a number of keywords unique to a specific field.
. 2 Classification of Original Documents
We used the Bow Toolkit [6] to perform document classification. The Bow Toolkit is a library of C code used for writing statistical text analysis, language modeling and information retrieval programs. The toolkit also includes a front-end to the library used for text classification called rainbow, which we used on a GNULinux platform The library provides for recursively parsing through directories to find text files. It is also capable of deducing classification models from a given collection of text and then using those models to classify new documents. Various classification methods can be used through the library; they include Nai've-Bayes, KNearest Neighbor, TFIDF and probabilistic indexing.
The default technique is Naive-Bayesian which was used in our experiments.
The first step was to build the classification model. Rainbow took the learning samples (1000 documents n each of the categories sci.crypt, scimed, scispace and sci.electronics) as input and built the model that contains the statistics and characteristics (such as keywords in the samples) extracted from the four categories that had 14601, 22056, 31000, and 38625 keywords, respectively.
Following the learning phase, we ran the Naive Bayesian classifier on the test documents (20 documents for each category). The classifier assigns a categorymembership value to each document as a measure of how likely the document belongs to the category. Some sample results are shown below. 
. 3 Controlled Contamination of Documents
In order to study the effects contamination, we inserted keywords into most of the test documents (ofthe amount as some percentage of the document's length) that would attempt to mislead the classifier to categorize the document into the wrong class. Then we tested the classifier to see how much misclassification was caused by the insertions. Finally the FKC algorithm was tested to detect these clusters of inserted keywords. The experiments showed that the FKC method indeed was indeed quite effective. As an example, consider the document 52735 of 33 lines, 424 words, whose true class is sci.electronics. This document was inserted with some common medical terms, such as medicine, doctor, symptom, patient, disease, drug, etc. These terms were repeatedly inserted into the file as multiple lines of text at any location in the document. However, assuming that the text of the original document was to be preserved to be readable, the words were inserted in as one block. The results are shown below. It is seen from the result that with 10.6% contamination, or 45 medical terms inserted, the document was misclassified. It needs to be pointed out however, that these numbers are specific to this document and are shown to vary greatly with different documents and the nature of keywords inserted.
To test the effect of document contamination with keywords, all the documents in the sci.crypt categoly were inserted with space related words to a n extent of about IO percent of document length. The new set of documents is now passed through the classifier. The two charts in Figure 3 The above charts show that after each of the 20 sci.crypt documents was inserted with space-related words about 10% of the document's length, documents 3, 4, 7, 9, 11, 14, 17, 19, and 20 were misclassified.
We also tested all the documents in the four categories with about 10% contamination. The results are shown below. ALERT File ihomeikazaimainicoursesithesisicode/textsil4999~loaded may be doctored. Run FKCLocater in verbose (-v) mode to see why.
Script done on Wed May 21 23:54:27 2W3
The tool correctly identifies the documents that were intentionally inserted with keywords. After showing the alert on the console, the tool also pops up a thumbnail view of the suspect documents, shown in Figure 5 . In the document, the frequent keyword chains were highlighted. 
Discussion
An exhaustive examination was done to identify methods to doctor a document and it was found that most of them involve insertion of keywords in close proximity. The Frequent Keyword Chain model is proposed to encompass some ways to identify this contamination. It is shown that a tool based on this model is able to identify doctored documents. The tool allows for parameters to be passed to the model in order to fine tune the identification process.
There may be many possible scenarios where an electronic text document gets misclassified. One of them, as mentioned, is inserting misleading keywords in the body of the document. The model proposed to identify these documents emphasizes local concentration of such strings. However it is possible to insert keywords in a fashion that is not encompassed by the FKC model, even though such schemes might violate the readability of a plain text document. Inserting a word between lines or appending words at the end of a few lines are some examples. These schemes may be more successful in semi structured documents like HTML or XML where appropriate tags may be used to hide the misleading keywords. Enhancements to the model to include such random insertion would make it more effective in identifying deliberately doctored documents.
Most present day classification tools are used to read not only plain text documents hut also formats like HTML, PDF etc. If the tool has to be used in such an environment then it needs to possess the capability to read these formats. In addition the information embedded in these formats like the <Title> </Title> tag in HTML or a corresponding tag in XML can be used to gain further information about the document. Using this information the tool can be further enhanced to provide a positive identification on misclassified documents. In addition developing a training set of doctored documents would allow the model to be enhanced and changed according to the methods of insertion.
