The Business Cycle Dating Committee (BCDC) of the National Bureau of Economic Research provides a historical chronology of business cycle turning points. This paper investigates three central aspects about this chronology: (1) How skillful is the BCDC in classifying economic activity into expansions and recessions? (2) Which indices of business conditions best capture the current but unobservable state of the business cycle? And (3) Which indicators predict future turning points best and at what horizons? We answer each of these questions in detail with methods novel to economics designed to assess classification ability. In the process we clarify several important features of business cycle phenomena.
Introduction
The Business Cycle Dating Committee (BCDC) of the National Bureau of Economic Research (NBER) was formed in 1978 to establish a historical chronology of business cycle turning points. The NBER itself was founded in 1920 and it published its first business cycle dates in 1929, although records are now available retrospectively starting with the trough of December 1854. Public disclosures of cyclical turning points are often made with more than a year's delay -the mission of the BCDC is not to serve as an early warning system to policy makers but to be a repository of the classification of economic If an economy's growth potential can be found by lubricating markets so that factors of production can be seamlessly combined to satisfy the desires of its people, it seems peculiar that an entire area of macroeconomics would be dedicated to business cycle research, let alone to keeping a simple binomial chronology of expansions and recessions. But the fact remains that cyclicality continues to be a salient feature of economic data, and even a casual observer will appreciate the relevance of understanding this cyclical behavior. For example, one would hope that economists could explain why unemployment could shoot up by four to five percentage points in less than a year, but then take the better part of a decade to shrink by as much. Understanding the short-term frictions that prevent efficient reallocation of resources in the face of shocks and force productive factors to sit idly for long periods of time explain the field's relevance.
Most models of aggregate economic behavior in the short-run are primarily based on log-linearized versions of dynamic stochastic general equilibrium (DSGE) models. These models generate stochastic processes in which the propagation of shocks is symmetric and moderately persistent. Newer models This definition, which harkens back to Burns and Mitchell (1946) , implicitly recognizes that economic activity can be thought of as coming from a mixture of two distinct distributions (expansion/recession, say). Thus, even with an infinite sample, we cannot assign with certainty where a given observation belongs -just the probability that it belongs to either the expansion or recession distributions.
In view of the desire to document the different phases of the economic cycle, this paper asks three important questions: (1) How accurate is the taxonomy of expansions and recessions implied by the peak and trough dates recorded by the BCDC? (2) Because the BCDC releases are retrospective, which indicators best signal the current stage of the business cycle? And (3) which indicators predict future turning points best and at what horizons? These questions focus on evaluating classification ability rather than on providing new models of classification per se, research that we are currently conducting in a separate paper (Hsieh, Chen, Berge and Jordà, 2010) .
Two features make evaluating a classification of cyclical economic activity particularly difficult.
First, the true underlying state of the economy (expansion/recession) is never directly observable, even retrospectively. Second, economic activity itself is not characterized by a single, directly measured variable but by some combination of economic indicators that is not formally defined. 2 The first contribution of our paper is to provide a method to evaluate the first of these two features (the unobservability of the true state of the economy), while providing at least some progress in generating an index of economic activity.
Given this retrospective evaluation of cyclical classification ability, we then turn to the question of evaluating the classification ability of popular indices of business conditions, whose goal is to provide a more timely reading on cyclical economic activity. Here we find that the recently introduced Aruoba, Diebold and Scotti (ADS) index of business conditions 3 and the Chicago Fed National Activity Index 4 2 We thank Robert Hall for alerting us to the difficulties that the BCDC itself has in determining what is meant by economic activity.
3 www.philadelphiafed.org/research-and-data/real-time-center/business-conditions-index/ 4 www.chicagofed.org/economic_research_and_data/cfnai.cfm (CFNAI), provide accurate signals about the current state of the business cycle. Lastly, we investigate the detection of future turning points using the components of the Conference Board's Index of Leading Indicators (ILI). Here we find that it makes little sense to construct a unique index to predict future cyclical behavior at all horizons: different components are optimal for classification at different horizons.
Thus, a component that appears to be useless for some horizons (and which would receive a low loading in the ILI), can be quite useful at others (and thus deserve a higher loading). We provide out-of-sample evidence on direct predictive-classification ability up to 24 months into the future.
The methods that we use in this paper are mostly new to economics (there are some references in the credit risk literature, e.g. Khandani, Kim and Lo, 2010) , although their earliest origin perhaps traces back to Peirce's (1884) "Numerical Measure of the Success of Predictions." Peirce's definition of the "science of the method" is the precursor to the Youden (1950) index for rating medical diagnostic tests, as well as the receiver operating characteristic (ROC) curve introduced by Peterson and Birdsall (1953) in the field of radar signal detection theory. The ROC curve methodology was quickly adopted into medicine by Lusted (1960) and is now a common standard of evaluation of medical and psychological tests (see Pepe, 2003 for an extensive monograph). The ROC curve approach has been adopted into fields as diverse as the atmospheric sciences (see Mason, 1982 for an early reference, as well as Stanski, Wilson and Burrows, 1989; and the World Meteorological Organization, 2000) and machine learning (see Spackman, 1989 for an early discussion). Recent applications to economics include, e.g. Jordà and Taylor (2010a, b) .
Typical measures of forecasting accuracy for binary outcomes include the mean absolute error (MAE), the root mean square error (RMSE), and the log probability score (LPS), all of which rely on the specification of an underlying forecast loss function. However, a major advantage of the ROC curve is that it is not tied to a specific loss function as it itself is a map of the entire space of trade-offs (losses) for a given classification problem (we explain this issue in more detail below). Statistics based on the ROC curve therefore provide a non-parametric method for judging overall classification ability.
Lastly, the new measures do not depend on the overall prevalence of recessions over the sample examined -this is important since recessions are observed only about 16 percent of the time. A rule that predicts every period to be an expansion will correctly predict expansions 84 percent of the time, a seemingly good number, but such a rule is clearly useless to policy-makers trying to head-off recessions since the rule has a 100% false positive rate (as it misses all the recessions). Our methods are set-up to explicitly recognize the policy trade-offs of these two rates.
Classification Ability: The ROC Curve
The methods that we use in this paper will likely be unfamiliar to most economists. The convention in economics is to investigate the marginal effect of a covariate on the probability that an outcome will be observed, and therefore consists of proposing a statistical model from which to generate predictions about the state of the economy, given a set of covariates. The covariates' predictive value can then be assessed with conventional inferential procedures. The loss functions associated with this predictive evaluation may vary, but if the specification of the model is a correct representation of the data generating process, one obtains unbiased estimates of the true model. However, when the statistical model is only an approximation, different loss functions result in different models and parameter estimates, and therefore possibly different conclusions about the usefulness of a particular economic indicator (see Hand and Vinciotti, 2003) . The methods that we use here do not require that we construct specific models; we are able to separate the decision problem from the loss function. It is not that the loss function does not matter -it is crucial to determine what the optimal classification is for a given utility function over outcomes (see Elliott and Lieli, 2009) . But when the utility trade-offs across outcomes are unknown, the methods we discuss provide more appropriate assessments of classification potential.
We now present our approach in detail by first discussing how to evaluate indicators taking the BCDC's dating to be the true classification of business cycles. Later we will discuss the more nuanced question of how one can evaluate the BCDC's dating itself. Let S t ∈ {0, 1} denote the true state of the economy, with 0 denoting that t is an expansion period and 1 a recession period instead. For the time being, assume that the BCDC can determine the value of this variable with 100% accuracy. Meanwhile, consider the index Y t , which we require only to be ordinal. In our applications, Y t will be a real-valued scalar. Y t may denote a real-time probability prediction about S t , a linear index, an index from a more complicated statistical model (e.g. a neural network estimator), or simply an observable variable (e.g. a leading indicator). The distinction is unnecessary for the methods we describe. Y t together with the threshold c define a binary prediction recession whenever Y t ≥ c, and expansion whenever Y t < c.
Associated with these variables, we can define the following conditional probabilities:
T P (c) is typically referred to as the true positive rate, sensitivity, or recall rate; and F P (c) is known as the false positive rate, or (1-specificity).
The ROC curve plots the entire set of possible combinations of T P (c) and F P (c) for c ∈ (−∞, ∞).
As c → ∞, T P (c) = F P (c) = 0. Conversely, when c → −∞, TP(c) = F P (c) = 1, so that the ROC curve is an increasing function in [0,1] × [0,1] space. If Y t is unrelated to the underlying state of the economy S t and is an entirely uninformative classifier, T P (c) = F P (c) ∀ c, and the ROC curve would be the 45 0 line, a natural benchmark with which to compare classifiers. On the other hand, if Y t is a perfect classifier, then the ROC curve will hug the north-west border of the positive unit quadrant.
Most applications generate ROC curves between these two extremes, although it is possible to imagine a "perverse" classifier that generates predictions that are worse than a coin toss (and therefore would generate a ROC curve that traverses the 45 0 diagonal). If such departures occur ∀c, it suffices to reverse the predictions from the classifier to generate a ROC curve strictly above the diagonal. Thus, since the abscissa is F P (c) and c uniquely determines T P (c), it is customary to represent the ROC curve with the Cartesian convention {ROC(r), r} 1 r=0 where ROC(r) = T P (c) and r = F P (c).
As an illustration, Figure 1 displays the ROC curve for an index of business conditions that we constructed to serve as a benchmark. The index is based on the number of printed news items with the word "recession" appearing in the LexisNexis database every month 5 since July 1970. The ROC curve displayed in the top panel of Figure 1 articulates the relative trade-offs in predicting recessions and expansions accurately. For example, correctly classifying 90% of all recessions results in a high rate of false positives (expansions incorrectly coded as recessions): 50%. By predicting recessions slightly less accurately -say, a true positive rate of 75% -the false positive rate would be cut in half to 25%.
For completeness, the bottom panel of Figure 1 displays our index and the Google Trends 6 index for the word "recession" over the longest sample available from Google Trends.
In general, there may be different benefits and costs associated with making accurate predictions and errors; hence the overall utility of the classification can be expressed as (see Baker and Kramer, 2007) :
where U ij is the utility (or disutility) associated with the prediction i given that the true state is j, 5 The index takes the raw counts of incidences per month, and adjusts for the trend in the number of news outlets included in the LexisNexis database over time and for seasonality. This index is similar in spirit to what Google Trends (visit www.google.com/trends) does to track the incidence of, e.g., influenza throughout the year. By tracking search activity on influenza related word searches, Google is able to provide a useful two-week ahead prediction of influenza incidence as reported by the Centers for Disease Control. We use our index in raw form-there is no model here-we just want to evaluate how useful is the index to classify the data into recessions and expansions based on the BCDC's chronology. We provide a more detailed description in the appendix.
6 www.google.com/trends i, j ∈ {0, 1} and π is the unconditional probability of observing a recession in the sample. From the first order conditions in the maximization of expression (1), it is easy to see that
That is, the optimum is that point where the slope of the ROC curve equals the expected marginal rate of substitution between the net utility of accurate expansion and recession prediction.
Underlying the classification problem is the view that the observations of Y t reflect a mixture of two distributions. Specifically, let Z t denote the observations of Y t for which S t = 1, with probability density function (pdf ) given by f, and cumulative probability distribution (cdf ) given by F. Similarly, let X t denote the observations of Y t for which S t = 0 and with pdf given by g and cdf given by G. Then, the ROC curve can also be seen as a plot of ROC(r) = 1 − G(F −1 (1 − r)) versus r, r ∈ [0, 1], so that the slope of the ROC curve is
that is, the slope of the ROC curve is the likelihood ratio between f and g. Hence, expression (2) relates the likelihood ratio between the expansion and recession distributions with the expected marginal relative utility from correct classification.
Given U ij , i, j ∈ {0, 1}, one can therefore determine the optimal operating point as the threshold c * that meets the equilibrium condition (2). Under the assumption U ii = 1 and U ij = −1 and π = 0.5, the optimal operating point maximizes the distance between T P (c) and F P (c), which is the well-known Kolmogorov-Smirnov statistic (Kolmogorov, 1933; Smirnov, 1939) . Clearly the assumption π = 0.5 is violated for our analysis, and we do not know the values of U ij that the BCDC uses. We revisit this issue in more detail in section 4.
A summary of all the trade-offs contained in the ROC curve and a commonly used measure of overall classification ability is the area under the ROC curve (AUROC ) :
where it is clear that a perfect classifier has AU ROC = 1 whereas a coin-toss classifier has AU ROC = 0.5. A perverse classifier can generate an AUROC < 0.5 but then, by reversing the interpretation of the classifier's predictions from S t = 1 when Y t > c to S t = 0 (and vice versa when Y t < c) the classifier would generate an AUROC > 0.5 so that for practical purposes an AUROC = 0.5 is the benchmark lower bound. This issue crops up in Section 5 and we show how it can be handled in practice there. The AUROC has several other convenient statistical interpretations. Green and Swets (1966) show
, where Z and X have been defined earlier. Therefore, a simple, non-parametric estimate of (3) is:
where I(A) is the indicator function and is equal to 1 when A is true, 0 otherwise, and n k , k = 0, 1 indicates the number of observations for the k th state. The last term in (4) is a tie-breaking rule rarely needed when Y is a continuous index, as is the case in our applications. Bamber (1975) and Hanley and McNeil (1982) show that \ AU ROC is a two-sample, rank-sum statistic that can be reconfigured and reinterpreted as a Wilcoxon-Mann-Whitney U-statistic (Mann and Whitney, 1947 and Wilcoxon, 1945) .
Using empirical process theory, Hsieh and Turnbull (1996) show that under mild regularity conditions (described in detail in their paper and which we discuss in more detail below):
For more details on the formulas for the variance see, e.g. Hanley and McNeil (1982), Obuchowski (1994) , and Greiner, Pfeiffer and Smith (2000) . The asymptotic normality result is very convenient because many hypothesis tests can be articulated using the familiar Wald principle (e.g. see Pepe, 2003) . Bootstrap procedures are also available (see. e.g. Obuchowski and Lieber, 1998 ) although large sample approximations have been found to do well even in relatively small samples (again, see Pepe, 2003) .
ROC curve methods provide formal assessment of classification ability: given the classifier Y t , how well can it separate the classes associated with the true underlying states S t ∈ {0, 1}. A non-parametric estimate of the AUROC is easy to compute and its asymptotic distribution is Gaussian under general conditions so that inference against the null of no classification ability (H 0 : AU ROC = 0.5) or comparisons of classification ability across classifiers, are straightforward (see Jordà and Taylor, 2010b for a detailed survey on other ROC-based testing procedures). The AUROC is a two-sample, rank-sum statistic that compares the f and g densities implicit in the mixture distribution of Y generated by S for the basic problem of evaluating
In the next section we consider a related evaluation problem: if Y t is generated by an unobserved mixture process, we want to know whether the BCDC dates properly classify the data into each component of the mixture. What makes this evaluation problem difficult is that the true state of the business cycle is not directly observable.
Evaluating the BCDC's Dating
The BCDC dating has been taken by the profession and the public as an authoritative historical chronology of cyclical turning points. However, since the BCDC does not provide a mathematical or statistical algorithmic procedure that can be directly and formally evaluated, it is difficult to form a judgment about its quality. 7 Here we propose a possible solution to this problem. To be clear, we still have to deal with the issue of what is meant by economic activity. Our approach will be to investigate each of the economic indicators examined by the BCDC individually, as well as through a factor model. However, in the discussion that follows we often use GDP as our proxy for economic activity just to make the discussion flow more easily. Section 3 deals directly with economic activity broadly defined.
We begin by taking the view that economic activity can be approximately represented by a two-state mixture model so that an observation Y t of, say GDP, could have come from a density f that characterizes recessions, or a density g that characterizes expansions. Moreover, it is natural to expect that the more extreme an observation (say an observation of 10% GDP growth) the more likely it is that it belongs to one or the other distribution (i.e. 10% GDP growth is more likely to belong to the expansion distribution g than say, 2% GDP growth is). For illustrative purposes, Figure is -1.6/0.05% annual GDP growth whereas the expansion distribution is centered at 4.2/3.9%. The standard deviation of the recession/expansion densities for the monthly transform is 3.55/3.25 whereas it is 2.11/1.97 for the yearly transformation. Regardless of how GDP growth is calculated, it is apparent that there is a region of considerable overlap between the two distributions. Nevertheless, we will show that the BCDC has very high skill when classifying economic activity.
Therefore, think of the BCDC's dating as a filtered probability prediction b S t of the unobservable, underlying class marker S t . If b S t were generated by a fair coin-toss, the resulting f and g densities of the mixture for Y would be identical to a null model in which Y is assumed to come from a non-mixture process. The AUROC for this coin-toss classifier would be 0.5, the typical null. Instead, the more skill in the construction of b S t , the clearer the distinction between the implied mixture distributions; in fact, perfect classification will generate AU ROC = 1. A considerable portion of the paper consists in evaluating potential classifiers of the true state of the economy based on the BCDC dates. Therefore, we use this metric to assess the skill of the BCDC prior to using the BCDC dates as "the truth."
In particular, Section 4 is devoted to testing the BCDC against the coin-toss null as well as against alternative dating schemes based on two specifications of Hamilton's (1989) well known hidden Markov mixture model.
Preliminaries
There are four preliminary features of the analysis that affect any assessment of business cycle dating ability: (1) transitions into and out of a given state tend to be persistent; (2) different detrending methods produce phase shifts of the chronology that best sorts the data into expansions and recessions;
(3) how does one define "economic activity;" and (4) different definitions of recession have varying classification skill.
Persistence
The persistence of each state can be illustrated with a novel concept that we introduce and that we call "the autoclassification function 9 " (ACF). The ACF is a plot of the AUROC resulting from setting Y t = S t−h for h > 0; that is, using past values of the state to classify the state in the current period.
Note that if knowing the state in a previous period is not useful when classifying the current period, then the AUROC will be 0.5 (not 0 as would be common in a typical autocorrelogram). Figure 3 displays the ACF of the recession indicator based on the BCDC's peak to trough dates (both peak and trough included) for horizons up to 12 months. The ACF clearly shows that knowledge of the state of the economy up to 8 months into the past carries an informative signal regarding the current state (at 9 to 12 months the AUROC is virtually 0.5).
This persistence is undoubtedly useful to construct better classifiers: this fact is explored in much of 9 We thank Colin Cameron for providing this suggestion.
the empirical business cycle literature e.g. in Neftçi (1982) , Hamilton (1989) and Diebold and Rudebusch (1990) . However, one may wonder whether this persistence substantially affects AUROC inference. We believe that it may make traditional AUROC variance estimates slightly more conservative (because the amount of persistence, for practical purposes, is very low). The reason is that the AUROC compares the expansion and recession empirical densities directly: i.e., how often is Z i > X j , where Z i denotes observations of Y t during recessions, and X j during expansions. The more "separated" these two distributions are, the closer the AUROC is to 1, and the lower the variance of its estimate. Correlation reduces entropy and tends to increase estimation uncertainty for statistics based on a single density (such as a sample average). But correlation within state (expansion/recession) actually helps disentangle the two densities in the mixture more easily, thus producing a higher AUROC and a lower variance estimate. 10
Trends and Cycles
Next, we examine the effects of the detrending method on classification phase shifts, the second of the issues mentioned earlier. In a stable economy, growth rate transformations are perhaps least controversial and we examine two types:
1. Annualized percentage month-on-month growth rate transformation for any variable X t is defined as:
. Annualized percentage year-on-year growth rate transformation for any variable X t is defined as:
We thank Fushing Hsieh for clarifying this point to us. In addition to these growth rate transformations, we briefly experimented with filters commonly used in the business cycle literature. However, this is done more for completeness than out of conviction because: (1) there is no consensus about the appropriate trend-cycle decomposition; (2) filtered trend estimates are sensitive to the sample used and may vary as the sample grows over time; (3) trends across indicators differ; and (4) common filtering methods introduce additional dynamic elements into the cyclical component. Recessions are defined using the BCDC definitions as the period between a peak and a trough of economic activity, both included.
Virtually perfect classification (AUROC = 0.98) is achieved with x y t but this value is achieved by shifting the beginning and end of recessions by three months due to the implicit smoothing of such a transformation. x m t matches the BCDC's timing but its AUROC = 0.89, while high is statistically different than 0.98. Cyclical measures obtained with the HP filter, the BK filter and the CBO trend require an even bigger phase shift of 6 to 7 months while not attaining any significant AUROC improvement over the simple growth transformations. For these reasons, we will focus on growth transformations for the remainder of this paper.
Economic Activity
The and year-on-year (x y t ) log differences to compute growth rates expressed in percentages, for clarity.
In addition, we constructed two aggregate indices of economic activity (one for x m t data and one for x y t data), based on factor analysis (using principal components as in Stock and Watson, 1989 ) and using these 7 indicators of economic activity. Figure 4 displays the main factor for the x m t data (top panel)
and the x y t data (bottom panel) and we denote this factor "Principal Component Index" or PCI (or more specifically PCI m or PCI y depending on the transformation used). For each growth transformation, we note that the factor explains approximately 85% of the variability in the data and scree plots (not reported here) strongly indicate that a single factor is indeed sufficient. Interestingly, we also looked at the manner in which the factors load on each of the 7 indicators mentioned previously and found that each variable receives very similar weight so that movements in the factor are not dominated by any single series. Figure 4 shows that these factors also conform well with the business cycle and as we shall show momentarily, are almost perfectly classified by the BCDC.
Four Definitions of Recession
The fourth and last issue we discuss in this section refers to the definition of what is a recession. The BCDC produces a series of business cycle turning points for the U.S. economy that contains the month within which the day of a peak or a trough of economic activity occurs (see the BCDC's release of December 11, 2008) . Each peak and trough month is therefore some mix of economic expansion and recession. It is generally accepted that trough months should be classified as recessions, but there is more ambiguity as to how peak months should be classified. The BCDC itself, 11 Chauvet and Hamilton (2005) and Wright (2006) define recessions as the period between a BCDC peak and a trough, including both the peak and trough months. We denote the series produced by this method BCDC-PI (for peak included). Rudebusch and Williams (2009) instead choose to date recessions by excluding peak months. We denote this rule BCDC-PE (for peak excluded). In addition, we consider two alternative and popular "rule-of-thumb" definitions of recessions. The first classifies recessions mechanically as any period in which GDP growth is negative. The other, quite popular with the media, calls a recession when there are at least two consecutive quarters of negative GDP growth. Following Rudebusch and
Williams (2009) we will call the two series R1 and R2, respectively. We first consider a monthly interpolation of Chauvet and Hamilton's (2005) quarterly Markovswitching smoothed transition state probability index (henceforth the CH Index), which is readily available and transparent. 12 The two-state Markov chain specified in the model is based on GDP growth alone, and captures the underlying unobserved state of whether the economy is in expansion or recession.
Chauvet and Piger (2008) also produce an index that captures aggregate activity, which we will denote as the CP Index. 13 CP first estimate a dynamic factor model in the vein of Stock and Watson (1989) using data on four monthly coincident variables: nonfarm payroll employment, industrial production, real manufacturing and trade sales, and real personal income less transfer payments. The common factor follows a two-state Markov process so the model results in smoothed recession probabilities.
In order to compare the performance of these two models to the BCDC dates, we first need to translate the state probabilities that result from these models into monthly zero-one indicators about the state of the economy. To create a binomial variable, we apply the simple rule-of-thumb that any period with a recession probability greater than a given threshold value c is classified as a recession.
So that each model performs as well as possible, we search for the c that produces binomial dates that maximize the AUROC relative to the Principal Component Indexes. For the CH Index, we allow c to vary over the space 0.3-0.9. However, to ensure that the CP Index produces a reasonable number of recessions, we placed an upper-bound of 0.6 on c when producing a binomial variable from the CP Index. 14 The top panel of Table 4 displays the AUROC s associated with each of these two statistical-based recession indicators and the BCDC-PI dates and for each of the coincident indicators examined by the BCDC and our PCI indexes. The bottom panel repeats the exercise but allows for a phase shift h in the range of ±24 months. We then report the maximum AUROC achieved and the corresponding h * .
12 www.econbrowser.com/archives/rec_ind/description.html 13 Available from Jeremy Piger's homepage at www.uoregon.edu/~jpiger/ 14 We remark that when we do not constrain c in this manner, the CP index would have produced three recessions between 1967 and 2007. In that case, the index achieves an AUROC = 0.997 based on the PCI -virtually perfect classification.
Broadly speaking, it is difficult to find any significant differences that are worth remarking on.
Although CP is optimized over a broader collection of series, it does not seem to improve over CH (it seems to do best for year-on-year transformed data but worse for month-on-month transformed data). In any case, neither statistical procedure appears to improve very much over what the BCDC does. Looking at PCI, one would be unable to reject the null that all three methods produce equally competent classification.
Indices of Business Conditions
The analysis in Section 4 justifies that from here on we take the chronology of peaks and troughs of economic activity provided by the BCDC as a very reasonable barometer of the true state of the economy. However, because the BCDC releases are made with a lag of 12 to 18 months, in this section we investigate whether there are indicators of business conditions that may provide the public with a more timely signal. We follow-up on this question in the next section by investigating prediction of future turning points up to two years into the future.
For now, we investigate three popular indices of aggregate economic activity, plus the LexisNexis news-based indicator that we introduced in Section 2 as a benchmark. These are indices commonly used in the profession and are freely and publicly available. Two of the indices represent state-of-the-art approaches to measuring aggregate economic activity in real time. The Chicago Fed National Activity Index (CFNAI) is a monthly index constructed as a weighted average of 85 monthly indicators of national activity drawn from four broad categories: production and income; employment, unemployment and hours; personal consumption and housing; and sales, orders and inventories. The CFNAI corresponds to the index of economic activity introduced in Stock and Watson (1999 The other two indices we investigate rely on information from market participants instead of attempting to measure economic activity directly. The first index is the manufacturing Purchasing Managers Index (PMI), which has been issued since 1948 by the Institute of Supply Management. The data for the index are collected through a survey of 400 purchasing managers in the manufacturing sector. The PMI is available at a monthly frequency (more details can be found at the Institute of Supply Management's website 17 ). We also include the index that we introduced in Section 2 based on a standardized measure of the counts of printed news items containing the word "recession" in the LexisNexis academic database. This crude index is meant to provide a benchmark of comparison for the three other indices described above.
The results of this analysis 18 are reported in Figures 5 (for CFNAI), 6 (for ADS) and 7 (for PMI), each of which contains two panels (we remind the reader that the graphs for the LexisNexis index were already presented in Figure 1 ). The top panel displays the ROC curve (using the BCDC-PI recession dates discussed in Section 3) and the bottom panel the time series for the index. Both the CFNAI and ADS indices do very well with AUROC values of 0.93 and 0.96 respectively, fairly close to near-perfect classification ability. The PMI index has an AU ROC = 0.9, which is somewhat lower but PMI is a 16 www.philadelphiafed.org/research-and-data/real-time-center/business-conditions-index/ 17 www.ism.ws/ISMreport/content.cfm?ItemNumber=10752&navItemNumber=12961 18 We evaluate these indices with the most recently available data vintage since real-time vintages are not available for a long enough period, nor are they available for all the variables that we consider. However, we do not think this is an important limitation -although data revisions can sometimes be considerable for a single variable (such as GDP), these changes affect the indices to a much smaller degree. Moreover, Chauvet and Piger (2008) show that data revisions do not seem to affect the actual dating of business cycle turning points. It would be interesting to look at real time data in more detail but this is left for further research. narrow indicator for production rather than a broad-based measure such as CFNAI and ADS. As a benchmark, our LexisNexis index has an AU ROC = 0.81, which is statistically inferior to any of the three indices considered. A more detailed investigation into the indices themselves revealed that out of the variables included to construct the ADS index, initial jobless claims alone has an AU ROC = 0.95, which is considerably higher than any of the other variables and approximately the value attained by the ADS index itself. These results are summarized in the top panel of Table 5 .
Before we conclude this section we make two observations. First, the classification ability of all the indices considered deteriorates very rapidly when used to predict turning points into the future: within a year, they are no better than a coin-toss at distinguishing recessions from expansions, as can be seen from the top panel in Table 5 . Second, we calculated threshold values that would maximize the utility of the classification so as to check the values recommended by the different agencies that publish these data. For this purpose we make the working assumption that the benefits of hits equal the costs of misses in magnitude. Under these conditions, the optimal threshold can be determined from expression (1) as:
here b π = 0.16, the unconditional probability in the sample of an observation belonging to a recession.
The resulting estimates of the optimal thresholds are for CFNAI, c * = −0.72; ADS c * = −0.80; and P MI = 44.48, which are somewhat lower than the values commonly used as rules of thumb, which for CFNAI and ADS is c F = 0 (although we point out that Chicago Fed posts a document suggesting that c F = −0.7 seems to provide a more accurate chronology of turning points) and for P MI is c F = 50. Of course, these estimates would vary under different assumptions about the relative utility of classification hits and misses. The bottom panel of Table 5 
Future Turning Points
The last of the three main questions we set out to investigate in this paper considers the ability to predict future business cycle turning points. In this section we focus on the components of the Conference Board's Index of Leading Indicators (ILI), a complete description of which is provided in the appendix.
Throughout this section we maintain the working convention that the BCDC's chronology is the "gold standard" that these predictions should properly classify. Within this section, we accomplish two tasks.
First we use ROC analysis to determine the relative classification ability of each individual component of the ILI over horizons ranging from 0 to 24 months in advance. Interestingly, we find considerable variation in classification ability across predictors and across forecast horizons. More specifically, we find that at some horizons, positive values of the predictor are associated with higher likelihood of recession, whereas at other horizons the association is with higher likelihood of expansion. This nonmonotonicity is revealing because it suggests that parsimonious affine models will often lack sufficient texture to generate accurate predictions of the economic cycle, even a few periods into the future. Thus, the second task we carry out is a direct prediction-classification exercise and out-of-sample evaluation over several horizons.
The Conference Board Index of Leading Indicators: ROC Analysis
The Conference Board's Index of Leading Indicators includes ten individual components (see appendix for data sources and description). Several of these variables are meant to capture market or consumer expectations about future economic activity-for example, the S&P 500 stock market index and the Treasury debt yield spread between the 10-year T-bond and the federal funds rate ( AUROC maxima at horizons very close to h = 0. Interestingly, however, these indicators then achieve minima at horizons between 12 and 18 months into the future. As we explained in Section 2, an AU ROC < 0.5 means that we have a "perverse" classifier whose performance is worse than that of a coin-toss but whose reciprocal would have an AU ROC > 0.5 and hence be useful in properly classifying the data. Consequently many of the indicators appear to have valuable information to forecast recessions at distant horizons as long as one flips the sign of the index.
For these reasons, Table 6 summarizes the maximum and the minimum AUROC achieved by each indicator along with the month-on-month and year-on-year growth transformations, and reports the horizon at which these optima are achieved. In the interest of clarity, the minima are expressed in the usual AUROC scale in the interval [0.5, 1]. Broadly speaking, the year-on-year transformation achieves considerably higher AUROC values than the month-on-month transformation. Several indica-tors achieve their highest AUROC values either contemporaneously or within the first couple of months with one notable exception: the 10-year T-bond-FFR spread's AUROC is maximized 18 months in the future.
As an example of the behavior of a typical indicator, consider new orders for consumer goods. The maximum AUROC is 0.93 (for the year-on-year transformation) and is achieved one-month ahead.
However, the reciprocal of the index achieves an AUROC of 0.71 when looking 22-months into the future, which is well above the 0.5 value of no classification ability. Moreover, recall that the ACF in Section 3 and reported in Figure 3 suggests that there is no classification information to be gained from past values of the state variable S t−h for values of h beyond 8 months, making the value AU ROC = 0.71 22 months into the future all the more remarkable.
Many of the components of the ILI exhibit similar behavior, which suggests that iterated predictions from a single model would require a very rich specification (so as to account for the long delays and the switches in sign of when the components become useful for classification) that is likely to be parametrically prohibitive. Instead, the next section investigates the combined predictive ability of the components of the ILI with direct prediction-classification methods.
Forecasting Business Cycle Turning Points
Let w t denote the vector of components of the ILI and let S t ∈ {0, 1} denote the state variables implied by the BCDC-PI dates. In this section we are interested in modeling the posterior probabilities
.., 24} (we include h = 0 as a nowcast). More specifically, we assume the log-odds ratio at time h is a linear function of w t , so that
which results in the well-known logistic model. Since most economists are familiar with logistic regression but not necessarily with LDA, we prefer to take the safer route.
The prediction problem over more than one horizon into the future can be done in one of two ways:
by specifying the one period ahead model and iterating forward as needed, or by estimating a specific model for each forecast horizon. We prefer to take the latter approach for several reasons. First, the iterative approach would require us to specify a model for w t that we could use to iterate as well.
Second, the specification of the conditional model would have to be sufficiently parametrically intensive to capture the non-monotonicities that we uncovered in the previous section. Third, the nonlinearity of the logistic model would require simulation techniques to construct forecasts beyond one period ahead.
This would needlessly complicate the out-of-sample computations we are about to describe. Fourth, as we show in Figure 8 , direct-forecasting allows for the signals to be appropriately reweighted depending on the forecast horizon.
The classification-prediction exercise uses a rolling window of fixed width that is used as a training sample. The first window begins January, 1968 and ends December, 1987 (approximately splitting the sample in half since we truncate the sample in November 2007). With this training sample we generate a set of forecasts for h = 0, ..., 24 and then roll the training sample by one month and repeat, simultaneously for the two growth transformations we have been investigating all along. We use the collection of out-of-sample classification-predictions to calculate the per-horizon AUROC s that are displayed in Figure 9 for both transformations, along with 95% confidence interval bands. The figure
shows that the year-on-year growth transformation of the components of the ILI begins with nearly perfect classification ability at h = 0 (not surprisingly since in section 3 we discovered that initial claims of unemployment can generate an AUROC of about 0.96), which gradually deteriorates for both transformations as the forecast horizon increases. Over the first year, classification ability remains very high (for the year-on-year transformed components), with AUROC s around 0.9. A more steady decline occurs after month 10 or 11 although two years out we still do slightly better than a coin-toss, regardless of transformation. Both transformations behave very similarly after the first year, however.
The justification is that classification at the later horizons is mostly driven by the 10-year T-bond-FFR spread, which does not require transformation under either specification.
Discussion
The question of how good is the dating of cyclical economic activity proposed by members of the BCDC at the NBER is very difficult to answer: there is no formal definition of what economic activity is, and the true state of economic activity (expansion/recession) is unobservable, even retrospectively. This runs counter to the basic principles of statistical evaluation in which predictions from competing models are compared to the realizations observed ex-post in the data and used to determine which specification is best.
This paper offers fresh views on this complex assessment problem from the perspective of evaluating classification ability. The methods that we explore are not intended to guide what econometric methodology should be used to calculate the latent state of economic activity as doing so would require specification of a user-specific loss function. Rather, they are designed to evaluate the outcome of such efforts by providing insights into the classification ability of alternative variables.
Many of the methods used here originate from the biostatistics literature but we make a few methodological contributions of our own. Although we do not propose an operational definition of economic activity (just a working approximation in the form of a factor model), we are able to formally examine the properties of the sorting of economic indicators implied by the BCDC's chronology (and alternatively cyclical classifiers). This goes a long way toward providing a metric of classification quality and this is novel.
Conditional on the BCDC's chronology (so that the question of what is meant by economic activity and what the true latent state of economic activity is are momentarily set aside), we then provided methods to evaluate the information content of several indices for the purposes of nowcasting and forecasting turning points. Our results are important: they suggest that no single composite index constructed from the components of the ILI will be appropriate for predictions at all horizons. Rather, each horizon requires a different combination of information.
Another contribution of our paper is to organize how one ought to think about the signal obtained from an economic indicator. By considering the underlying decision problem and the relative trade-offs of true and false positives (and implicitly true and false negatives), it is made clear that no single critical value is appropriate for all economic agents. Agents facing different preferences and constraints will make different decisions from the same reading of an index.
We conclude by noting that classification ability does not directly equate with data fit in the manner that is commonly used in economics. A model that has poor fit can nevertheless generate good classification. For this reason, the manner in which information from different variables is combined for the purposes of classification is not necessarily optimized by minimizing a measure of Euclidean distance, such as in principal component analysis or factor models. In current work in progress (Hsieh, Chen, Berge and Jordà, 2010) , we are working on decoding algorithms to clarify the differences and offer alternative methods. 
Interpolation of GDP deflator:
The value of the index in the first month of the quarter is one third of the past quarter's value plus two-thirds of the current quarter's value. In the second month, it is the quarter's value. In the third month, it is two-thirds of the quarter's value plus one third of the next quarter's value. The LexisNexis News Index:
Indices
The index is a standardized count of the number of news items that appear in the LexisNexis Academic database (see http://www.lexisnexis.com/us/lnacademic). In particular, the count is the number of news articles or news abstracts that LexisNexis retrieves when searching for the word "recession" within "US Newspapers and Wires" source. Our database is at a monthly frequency, beginning in
July 1970 Notes: Sample period February 1947 to November 2007. BCDC-PI refers to NBER recessions defined when the peak and trough months are included (this is the actual definition provided by the BCDC in the December 1, 2008 press release). BCDC-PE refers to NBER recessions where the peak date is excluded. R1 refers to the mechanical rule that classifies a recession as any observation where GDP growth is negative. R2 is the rule that instead requires two consecutive quarters of negative growth. Top panel does not allow for phase shift with respect to the recession dates associated with each rule. The bottom panel reports the phase shift associated with the maximum AUROC by looking into a window of plus or minus 24 months. AUROC values with standard errors in parenthesis and in the bottom panel we also report the value of the phase shift h * . All components of the ILI (except the 10-year T-bond -FFR spread) transformed by taking first log difference (month-on-month columns) or the twelfth log difference (year-on-year columns). Standard errors reported in parenthesis. The entry "horizon" refers to the future horizon where the AUROC is maximized/minimized. Minimum AUROCs, if less than 0.5 are reported using the reciprocal in the usual [0.5,1] interval. See appendix for the sample period of each individual series. Notes: Monthly GDP growth constructed by interpolating GDP into monthly data using the BCDC linear interpolation method (see December 1, 2008 release). We take the log difference between consecutive months, annualize it and then express it in annual percentages. The recession mean/standard deviation is -1.6/3.55 and the expansion mean/standard deviation is 4.2/3.25. Yearly GDP growth constructed from the monthly interpolated data by taking the twelfth log difference expressed in percentages. The recession mean/standard deviation is 0.05/2.11 and the expansion mean/standard deviation is 3.9/1.97. 
