Abstract. It has been recently reported that minimax eigenva|ue problems can be formulated as nonlinear optimization problems involving smooth objective and constraint functions. This result seems very appealing since minimax eigenvalue problems are known to be typically nondifferentiable. In this paper, we show, however, that general purpose nonlinear optimization algorithms usually fail to find a solution to these smooth problems even in the simple case of minimization of the maximum eigenvalue of an affine family of symmetric matrices, a convex problem for which efficient algorithms are available.
Introduction
In many optimization problems arising from engineering considerations, such as robustness or sensitivity analysis (see, e.g., Refs. 1-3), one has to deal with objective or constraint functions involving the spectral radius, the maximum singular value, or the maximum real part of the eigenvalues of a matrix depending on a parameter vector. These functions are generally not differentiable, but merely directionally differentiable in the presence of eigenvalues of multiplicity larger than I (Ref. matrix) are equivalent to constrained optimization problems involving only differentiable functions. In this paper, we study some of the features of the problem obtained in Ref.
10 for the simplified case of minimization of the maximum eigenvalue of a symmetric matrix. We show that, although this problem involves only smooth functions, it generally cannot be solved by general-purpose nonlinear optimization algorithms.
In Section 2, we recall briefly the nonlinear formulation Ref. 10 for the case of minimization of the largest eigenvalue of a symmetric matrix depending on a parameter vector. The constrained optimization problem thus obtained is studied in Section 3. Numerical results support the analysis. Finally, concluding remarks are presented in Section 4.
