A more important modification of the original Girard/Reynolds system has to do with the equality rules or axioms: in addition to the usual reduction (or /3) rules, I also require expansion (or i) rules. So, for instance, every term of a function type is a function, and every term of a product type is an ordered pair. This is standard from the categorical viewpoint, where it amounts to admitting the two "triangle equalities" which define an adjunction. (See the book by Lambek and Scott [1986] , for instance.)
An early version of the semantics defined in this paper was developed in Seely [1979] , amounting to "internal PL categories", as in ?2. The current presentation owes much to conversations with F. Lamarche, whom I thank for his helpful insights. In particular, the construction of ?6 is based on a generalisation due to Lamarche [1985] of the "Freyd cover" construction. This work was done while I had the help of a grant from the Fonds F.C.A.R., Quebec. A preliminary announcement of these results appeared in Seely [1986a] , [1986b] . I would also like to acknowledge the suggestions of the referee, especially with regard to the amplification of my introductory remarks. ?1. Polymorphic lambda calculus. To begin with, I shall give an informal definition of the type theory or polymorphic lambda calculus used in the paper, leaving the most important technical points until later. (The lesser points will be left to the reader.) However, I should note that, again following categorical precedent, I shall define what is meant by "a" (not "the") polymorphic lambda calculus; what is usually meant by "the" polymorphic lambda calculus is the free one (on some collection of generators).
Roughly speaking, PLC consists of four sorts of objects: orders, operators, types, and terms. The orders describe the kinds of objects the theory is talking about: one kind of object is the types, and these make up the order Q; another kind of object is functions which assign types to types, and these make up the order Q'. Operators are just functions from one kind of objects to another kind; in particular, operators from some kind of object to types (i.e., A -f Q) are themselves called types (with a free variable of order A). (In this paragraph, there is a definite blurring of the distinction between functions from A to B and objects in BA, but I think it can be useful at times to think of an expression with a free variable as the corresponding closed functional expression, just as is done in the phrase "the function x2 + 1".) Finally, the types carry a structure allowing for the creation of products and function types, as described in the Introduction; the terms are the objects of the individual types. Notice that a term may have free variables of two different sorts: term variables of specified types, and operator variables of specified orders. (For example the term A / 3 Ax E co * Ay E / * x has no free term variables of any type, but it has a free type variable ox (of order 0). It is of type H/B * D v D vcx.) I hope these remarks will make the intended interpretation of the syntax below clear; a more precise version of these remarks is the essential content of the semantics of ?4, in terms of the categorical structures of ?2. (See especially the remarks in 1.2, 2.4, and 2.5:) DEFINITION 1.1. A PL theory Z consists of three collections of objects: orders, operators, and terms. Each operator and each term has an "arity"; that is to say, each operator is of a certain order, and may have free variables in it ranging over certain orders. Similarly, each term is of a certain type, and may have free variables in it ranging over certain types. (A type is a special kind of operator.) Each of these collections may have a given set of constant symbols, with appropriate arities for operators and terms. Furthermore, they must be closed under the following rules:
(1.1.1. Orders) 1 and Q are orders; if A and B are orders, then A x B and 2A are also orders.
(1.1.2. Operators) In the following, "a E A" means a is an operator of order A; the rest of the arity is left unspecified for simplicity.
For each order, there is a countable set of variable operators (called "indeterminates").
* (1.1.5. Equalities) In addition to statements of the form "ac E A", "a E a", (the latter only if "a E Q" has been derived), the PL theory Z will also contain equations, i.e., statements of the form "a = z" and "a = b" (the former only if "a E A" and "z e A", the latter only if "a E Q", "a E a", and "b E a", have been derived.) Z may contain certain equations as (nonlogical) axioms. In addition, Z must contain all the usual equality rules of reflexivity, symmetry, transitivity, substitution, and change of bound variables or indeterminates. (The variable binding symbols (3) In ?5 we shall construct PL theories from certain categories, which will have the property that all operators and terms will be "stratified", in the sense below. In order that the construction generate an equivalence, we shall impose that condition now on PL theories. (However, if the reader is unhappy with this restriction, it may be ignored-then our construction will just give an adjunction, which in practice is sufficient for our purposes.) So, in forming operators a A z, a v z, a(z), <v, z>, we shall require that the same free indeterminates appear in a and in z. (This may be accomplished by using "dummy" indeterminates, if necessary.) Similarly, in forming terms a, we assume that the types of a and of all free variables in a have the same free indeterminates; in forming a(b) and <a, b> we suppose a and b have the same free variables. (Again, this may involve the use of "dummy" variables or indeterminates.) However, we shall not consider dummy indeterminates as possible violations of the restrictions in (SE) and (HI): for example, in (HI) cx may occur as a dummy in a free variable of a, in which case it would then no longer occur free (even as a dummy) in A ac. a. (A similar approach to first order logic may be found in Seely [1983] .) (4) Although from a syntactic viewpoint stratification may seem unnatural, it does result in giving a PL theory the following structure: we have a "base-universe" of orders and operators, and over each order, we have a "fibre" filled with all the types whose free indeterminate ranges over the given order, and all the terms of those types (whose free variables also range over such types.) (Note that with products, we can assume without loss of generality that an expression has exactly one free indeterminate or one free variable.) There are two ways of going from one fibre to another: substituting an operator for an indeterminate, and quantifying with E or fl, which replaces an indeterminate of order A x B by one of order B. Note that the fibre over 1 consists of the closed types. It is precisely this kind of structure we shall abstract in defining a PL category in ?2.
(5) In ?4, we shall interpret operators as maps in a certain category. It will be convenient for this purpose to suppose each set of indeterminates has a canonical well-ordering, and that in a well-formed expression, indeterminates are chosen from each appropriate order according to these well-orders. The intention is this: if al, a 2 E A, we shall interpret the operator a1 as the identity on A. If one were to write the expression a2 in isolation, there is no reason to suppose it should be interpreted differently; it is only in contexts such as <Kn1 C2> that X1 and 02 have different roles: contrast this with <o,, a, >, for instance. However, minor technical problems arise if we say a, and cX2 have the same interpretation when they stand alone, but different ones when together (but clearly K1f, LX2> should be the identity on A x A, whereas <a,, a,> should be the "diagonal" map A -+ A x A). So we adopt a "variablelabelling" convention to avoid this problem. Of course, ideally we should dispense with variables and indeterminates completely, and give a variable-free and indeterminate-free presentation of PLC. This is essentially what PL categories amount to: "the basic idea of categorical logic is that a logical theory has an intrinsic existence independent of its presentation, and that this existence is best represented by a category" (Seely sums and products.) In fact, ignoring the natural numbers object N of type theory, the orders, operators, and types of PLC, as given ? 1, are exactly the types, terms, and formulae respectively of type theory given in Lambek and Scott [1986] . (Actually, Lambek and Scott include I and v in their formulae, which we omit, but that is inessential.) The terms of PLC are exactly the derivations of type theory, were it to be considered a deductive system. However, when we get around to including a natural numbers object, there is a significant breakdown in the analogy: each system would add N as a type, but that has a different meaning in the two systems. Similarly, when we consider equality types, in PLC two terms will determine an equality (sub-)type, whereas in type theory, two terms determine an equality formula-"term" has a different significance in each system. The analogy is clearest when considering the categorical structures, particularly if instead of toposes we use triposes to interpret type theory. A tripos (Hyland, Johnstone, and Pitts [1980] ) is a modest generalization of the structure of the subobject functor EP -+ Poset, assigning to an object of a topos E, the poset of its subobjects. A PL category generalises this notion, replacing poset structure with categorical structure. There is an adjunction between the categories of type theories and triposes, which is analogous to the adjunction between PLC and PL categories (although I have presented these so that we actually get an equivalence).
From the categorical view point, the different ways type theory and PLC treat a natural numbers object is clear: type theory adds N to the base category, whereas PLC adds it to the fibres. Similarly, equality in type theory permits the formation of generalised Ef and Hf, adjoints for any f *, whereas equality in PLC amounts to having finite limits (in particular, equalisers) in the fibres.
There is a small point that ought to be mentioned in connection with this analogy. This means S has certain pullbacks, in order to accomodate the structure on Q, that S has an object (1 which is the internal representation of morphisms in G, and that each morphism a: a -+ z in G(A) is given by a morphism A 4 (1 in S, satisfying certain conditions. From the point of view of PLC, this would mean we had an order Q? of terms, operators dom, cod: Q? -+ Q (among others), allowing us to say that a term a is an operator of order (1, that a is of type cod(a), and the free variable of a is of order dom(a). Of course, Q, has much more structure, since it must account for all the structure on terms. The point here is that this is very unnatural from the PLC point of view: models of PLC just do not internalise the notion of "term". This is a fact, but not a logical necessity, however. (But see Remarks 3.9(2) and 7.6(2).) Indeed, there is an adjunction between the category of internal PL categories and the category of PL categories, analogous to that between toposes and triposes. The reflection, creating an internal PL category from a PL category, is constructed analogously to that for toposes: enlarge the base category by adding a new object (1 and all the other objects and morphisms required by G. (The objects required include such things as an object o2 of "composable pairs"; the morphisms include those such as dom and cod, required for the categorical structure on Q. as well as morphisms A -+ (1 and A-+ 2, induced by the morphisms and composable pairs of morphisms in G(A), for example.)
In type theory, it is well known that one can define I, v, 3 (our Z) in terms of
Returning to the remarks in ?0, we can see that the intended idea behind the notion of a PL category is in fact the notion of an internal PL category. That is, one should think of a PL category as being just a (weakly) complete and cocomplete artesian closed category 0; but this does not take place in the category of Sets, but rather in some other category S. For technical reasons, I have taken the categorical structure for Q out of S and placed it in the fibres given by G, but this is really not crucial, in view of the adjunction discussed above. (Of course, it does keep the structure of S as simple as possible.)
One might wonder why in the type theory case, the "internal" notion, topos, turns out to be so natural. I would argue that, as a semantics for type theory, toposes are intrinsically less natural than triposes (than PL categories whose fibres are posets, in fact); however, since the order relation on Q may be defined equationally for type theory (p < q if p D q = * T), one does end up with natural models as toposes.
2.6. Second order PLC. Since the higher order system is less familiar than the second order one, a few remarks about the latter might be appropriate. Restricting to a second order structure essentially removes the need for S to have any exponents: at the most, one would expect exponentiation of "depth 1", giving objects like Qi x Q. but not Q'n. However, since we are mainly interested in behaviour at the fibre level, this means we will be considering fibres GC, where C has no exponentiation. Hence we might as well dispense with QA altogether. In the case of the free structure (no other constants), S may as well then have the natural numbers as its objects, where the number n represents Q'. There is no alteration to make in the structure on G, but note that in essence the only instances of Z, H are Q-+ Q (or the marginally more general 0" -+ Q which could be viewed as repeated instances of Qi --+ Q), plus, if there are any constant orders A other than Q, Q' Q.
From the "internal" point of view, what we are saying is that Q should be a artesian closed category in a suitable universe S, with a restricted (weak) completeness and cocompleteness condition giving only these instances of E and H. 
An interpretation I: Z -+ (G, S) of a PL theory Z in a PL category (G, S) is a function which assigns to each order A of Z an object I(A) of S, to each operator u: A -+ B of Z a morphism I(a): I(A) I-+ (B) of S, and to each term a: a -+ z over A of Z a morphism I(a): I(a) -+ I(z) of G(A). Note that I(a) and I(z) are objects of G(A), provided we require I(Q) = Q (which we do). DEFINITION 4.2. An interpretation I: Z -+ (G, S) is a model of Z if I preserves all the (nonlogical) axioms of Z, and satisfies the following conditions. (We follow the notation of Definition 1.1.) (4.2.1. Orders) I(1) = 1; I(Q) = Q; I(A x B) = I(A) x I(B); I(QA) = QI(A). (4.2.2. Operators) If a is an indeterminate of order A, I(ac) = id: I(A) I-+ (A); I(*) = id: 1 -+ 1; I(T) = T: 1 -42 (as in 2.2(2)). For , z: A -+ ,I( A z) = I(u) A I(T) (as in 2.2(2)), and similarly I(u D z) = I(o) D I(z). (Note these are product and exponentiation in G(I(A)).) For u: B x A Q-+ (, a cA, note that Ea A o , Hla e A * u: B Q-+ (, and that I(a): I(B) x I(A) Q-+ (. Let J be the corresponding morphism I(B) -+ I(A). Then I(Ea e A -o) = LI(A) o 6, I(Hxa e A -o) = HI(A) o J: I(B) -Q. (Of course, these are just ZI(A)(I(u)) and HI(A)(I(cr

*(I(a)): I(v[z]) -+ I(o[-]) in G(I(B) x I(C)). (4.2.3. Terms) If x is a variable of type a over A, I(x) = id: I(o) -+ I(o) in G(I(A)); I(*) = id: T -+T in G(1). (DI) For a: v A a --+ over A, I(a): I(v) A I(a) -+I(z) in G(A), and I(Ax e a -a): I(v) -+ I(a) D I(z) = I(u D z) is the corresponding morphism of G(A), given by artesian closedness. (DE) For a: v a u z , b: v -+a over A, I(a(b)) = ev o KI(a), I(b)> in G(A). (A I) I(<a, b>) = <I(a), I(b)>. (A E) I(71ra) = 71 I(a), I(7c2a) = 7E2I(a). (2I) For u: B x A Q-+ (, note that KcI(A)XI(A)(I(A )) is the interpretation of Zza e A -a with a dummy indeterminate ce A. I(u) -+ a:I(A)XI(A)(I(u)) is the unit of the adjunction E --
KI(A)(I(P)) in G(I(B x A)), KI(A)(I(V)) A 1(u) KI(A)(I(P)) in G(I(B x A)), E (KI(A)(I(v)) A I(u)) -+ I (P) in G(I(B)), I(A) I(v) A E (I(u)) I (P) in G(I(B)), I(A)
I ( (ii) From 4.7 we have, for any PL theories X, A' and PL category (G, S),
Mod(Z; G, S) PL Cat((G(Z), S(Z#) (G, S#) PLC(Z', A) PL Cat((G(Z'), S(Z')), (G(Z), S(Z)).
Moreover Mod(-; -) is functorial, contravariant in the first position, covariant in the second, and these isomorphisms are natural in each variable. In ? 1 we defined a PL theory as given by sets of orders, operators, and terms, sets which had to be closed under certain operations and which had to satisfy certain equations. It is of course more usual to treat these operations as rules for freely generating the sets of orders, operators, and terms, and then impose the equations on the freely generated sets. I have not done that, so that now it is not necessary to worry about the "duplication" that would arise if we were to treat the orders, operators, and terms of Z(G, S) above as constant symbols, and then used the formation rules to generate sets of orders, operators, and terms freely from them. With our approach it is only necessary to add indeterminates and variables (which are essentially unnecessary anyway!); the rest of the orders, operators and terms already are present as appropriate objects and morphisms of (G, S), as indicated in ?4.2. PROPOSITION position) . PROPOSITION 
(i) Z(G, S) is a PL theory. (ii) Any functor F: (G, S) -+ (G', S') of PL categories induces a model Z(G, S) -(G',S'); in fact Mod(Z(G,S); G',S') PL Cat((G, S), (G',S')) (naturally in each
(i) For any PL category (G, S), there is an equivalence e: (G(Z(G, S)), S(Z(G, S))) z (G, S) in PL Cat.
(2) For any PL theory X, there is an equivalence Cl: Z (G(Z), S(Z)) in PLC. (3) There is an equivalence of categories PL Cat -PLC. REMARK We have defined the structure in PLC so that q is an equivalence of theories, but a more usual approach would give only a conservative extension. Then in (3) we would only have an adjunction between PL Cat and PLC. This would be sufficient, however; see Lambek and Scott [1986] , where such an approach is used for type theory.
?6. Subtypes. 6.1. In view of the equivalence 5.3, it is sufficient to work in terms of PL categories. However, we shall continue to refer to PL theories as well, in the interests of clarity; our definitions and constructions will be informal in PLC, and more formal in PL Cat. DEFINITION 6.2. A PLS theory Z consists of four collections of objects: orders, operators (which include types), subtypes, and terms. The orders, operators (and types), and terms are essentially those of a PL theory, except that terms now may have subtypes in their arity. A subtype X has an arity which, in addition to the orders of free indeterminates appearing in X, includes a type a (over the same orders). Furthermore, X may have terms occurring in it, as we shall see below. We say such an X is a subtype of a (over the appropriate orders), or a is the supertype of X, and write X: c a or a: D X. X may contain a free variable of type a; if we wish to indicate the occurrences of a term a in X, we shall use the notation X (ii)(a) we do not require morphisms in G(A) to lift uniquely to RepG(A); that would amount to requiring RepG to be a reflective sub (indexed) category of G. Thinking of types as parametrised sets and subtypes as uniformly defined subsets, the idea is that maps of subtypes should be restrictions of maps of types, but several such maps could restrict to the same map of subtypes.
6.6. The definition of a functor of PLS categories is clear; PLS Cat denotes the category of such categories and functors. As mentioned in 2.4, adding equality to PLC has added equalisers (and so all finite limits) to the fibres of the PL categories. The price of adding these subobjects is that we must replace "representability" with "subrepresentability". It would be nice to have a PLS category which in fact was a PL category: RepG = G.
In fact, many such PL categories (with equalisers) can be constructed via the "partial equivalence relation" construction of models of PLC from models of untyped lambda calculus. The most interesting variant of this is to do the construction internally, creating an object in a topos which is an (internal) locally cartesian closed weakly complete category; this was originally observed by E. Moggi and J. M. E. Hyland.
6 N, which is not a standard numeral.) 7.6. REMARKS. (1) With 7.4 we have all the structure needed for a Dialectica interpretation, as carried out in Girard [1971] . This would follow a pattern similar to that of Scott [1978] ; I hope to present the details in a sequel.
(2) There are other models of PLC that give rise to PL categories with very interesting structure. One example of an internal PL category with an internal natural numbers object, due to J. M. E. Hyland, is based on the partial (or restricted) equivalence relations of Scott [1976] . The idea is to construct the category Per of partial equivalence relations inside the effective topos Eff. Per then turns out to be a locally artesian closed (internal) category with natural numbers object, and is weakly complete and cocomplete. I hope the details of this model will be available soon. It is related to the structure HEO of Girard [1972] .
