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a b s t r a c t
This paper presents a novel algorithm for finding the catalog of topologies in a power
system’s model in the Common Information Model (CIM) format. The algorithm prepares
the models of complex, large-scale power systems (e.g., Smart Grids with renewable
energy sources) and allows analytic Distribution Management System (DMS) functions
to achieve high performance and optimize the power system operation in real time. It
utilizes the Ullmann graph isomorphism algorithm to find unique topologies. In addition,
it is optimized for parallel execution on 64-bit, multi-processor computers. Its ability to
handle large amounts of data was verified on detailed, real-life electric power system data.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Modern human society depends on the continuous services of large-scale critical infrastructure systems such as electric
power and water distribution systems. Power systems are becoming increasingly significant for the continuous operation
of an increasing number of secondary services, e.g., telecommunication, heating, and finance. Utility companies producing,
transmitting and distributing electricity are under constant pressure to produce more and at lower prices, while taking into
account environmental impacts. There are various ways to enhance power system operation: improve energy efficiency,
install renewable energy sources (e.g., using wind power or solar panels), design better electric equipment or improve the
control of existing power systems. These enhancements can all take the system closer to a truly Smart Grid [1].
Engineers assisted by powerful software solutions installed in control centers can optimize system utilization by
sophisticated analytic functions for Distribution Management Systems (DMSs), e.g., optimal network reconfiguration [2],
voltage/var control [3], and fault location, isolation and supply restoration (FLISR) [4]. Optimal network reconfiguration
allows engineers to optimize operation by connecting some network loads to different supply paths without direct
investment in hardware. Voltage/var control optimizes transformer and capacitor bank control, thereby maintaining the
voltage profile within acceptable limits and reducing losses. FLISR automatically locates the sources of faults, isolates them
and restores supply without operator intervention.
These analytic functions contain intensive calculations run in a closed loop, and they require an optimal representation
of the power system (i.e., a model). Modern computers have the necessary computing power and are capable of running
these calculations in real time. As far as system representation is concerned, a well-known model is the International
Electrotechnical Commission’s (IEC’s) Common Information Model (CIM) [5], which defines an object-oriented model of
electric power systems and represents resources as classes and associations between them. In the CIM, the power system
is represented with a graph: pieces of conducting equipment (e.g., fuse, section, transformer winding) are the edges and
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Table 1
Example branch weights and symbols.
Equipment Abbreviation Weight
Breaker BRK 20
Disconnector DIS 24
Fuse FUS 28
Power transformer TRF 212
Induction motor MOT 216
Busbar BUS 220
etc. · · · 24(n−1), n ∈ N
connectivity nodes are the vertices. A potential problem in the CIM is the fact that it needs relatively large numbers of
abstract entities (connectivity nodes and terminals) for modeling connectivity [5].
Field experience shows that power systems contain identical equipment connections which occur in multiple places.
The description of these repetitive connections can be centralized into the catalog of topologies. The current version of the
CIM does not contain an implementation of this concept, although there is an initiative to introduce it [6]. If the CIM data
is extended with it, then considerably less computing power is necessary to find the power system’s bus/branch model [5].
This in turn enhances the analytic function performance and allows power system optimizations in real time.
This paper presents a novel algorithmwhichpopulates the catalog of topologies. The algorithm’s input is a power system’s
data model in the CIM format. The catalog of topologies is found in multiple steps: representing the power system with a
mathematical graph, breaking it down into subgraphs, and then finding unique subgraphs by the modified Ullmann graph
isomorphism algorithm [7], which was extended with support for weighted graphs and optimized for 64-bit computers and
parallel execution. The proposed algorithm was successfully verified in the preparation of real, large-scale power system
models for real-time calculations and optimizations of Smart Grid DMS analytic functions.
Following this introduction, this paper is organized into four further sections: Section 2 describes the proposed algorithm,
Section 3 discusses the achieved results, Section 4 expands on the scalability of the algorithm and Section 5 concludes the
paper.
2. The algorithm
The catalog of topologies contains preprocessedmetadata which extends the power system’s switch/nodemodel [5] and
allows topology analysis to build the bus/branchmodel faster. This paper proposes an algorithmwhich populates the catalog
of topologies. It accepts a power system’s model in the CIM format as its input and generates a catalog of topologies as its
output. It consists of three complex steps: representing the power system with a mathematical graph, decomposing the
graph into subgraphs, and de-duplicating the subgraphs.
Step 1: graph representation
The input of this step is an electric power system’s switch/node model in the CIM format. The output is a mathematical
graph formed from the input. As large power systems usually consist of thousands of connected substations, which in
turn contain multiple pieces of conducting equipment, even their simplified views would require large diagrams for their
representation. Therefore a simplified high voltage substation will be used as an example throughout this paper—see
Fig. 1(a), which shows one such simplified substation.
The power system’s model is represented with a weighted [8] graph G = {V , E,W }, in which
1. V is the set of vertices which is formed from the set of connectivity nodes (instances of the CIM’s ConnecitivityNode
class)—one vertex is created per busbar (full circles in Fig. 1(b));
2. E is the set of edges, and it is formed from the set of conducting equipment instances, e.g., switches, fuses, sections,
transformer windings, etc. The algorithm can work with a single edge per transformer (for two winding transformers) or
with an edge for each transformer winding. In the latter case, an additional vertex should be inserted at the core of each
transformer;
3. w(e) ∈ W , ∀e ∈ E—unique edge weights are assigned to each edge based on the type of the corresponding conducting
equipment.
Fig. 1(b) shows graph G, which represents the simplified substation shown in Fig. 1(a). Weights are represented by three-
letter abbreviations chosen for each CIM type: e.g., BUS for busbars, MOT for motors, etc. While these equivalents were
introduced to make the figure easier to understand, the implementation of the algorithm uses the numerical weights listed
in the third column of Table 1 (calculated by the formula 24(n−1), n ∈ N , as explained later). These type codes are not fixed;
neither is their number, nor their assignment.
The algorithm shows how to form a machine-interpretable, weighted graph from CIM data. As the connectivity nodes
in the CIM do not differentiate inputs and outputs – i.e., all equipment terminals attached to them are treated the same –
the resulting mathematical graph is undirected. Due to the nature of power systems, where the order of set V can be very
large and the number of edges connected to a vertex is small (usually less than 10; busbar nodes have the most), graph G is
sparse.
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Fig. 1. (a) Simplified high voltage substation, (b) mathematical graph of the same substation.
For large power systems, the numbers of vertices and edges in graph G can reach hundreds of thousands or evenmillions.
As Barbay et al. [9] has shown, a proper data representation is of the utmost importance when working with large graphs.
Tests performed during this research showed that the best performance (i.e., resource utilization and response time) can be
achieved when using adjacency lists for storing graph G in computer memory.
Step 2: graph decomposition
The input for the graph decomposition step is the mathematical graph G which was created in step 1. The output is set
C , which contains all topology candidates. Operation r (see Eq. (1)) reduces set E by removing edges whose weights are in a
predefined set of values, i.e., correspond to non-switching equipment (e.g., busbars, sections, power transformers, shunts)
because topology catalog instances consist of switching equipment only [6]
r : G → G′, G′ = {V , E ′}, E ′ ⊂ E. (1)
Let C be the set of islands (isolated subgraphs) in G′. Elements of C are named topology catalog candidates or just
candidates.
Fig. 2 shows the results of the decomposition step for the system show in Fig. 1(b). Set C consists of eight candidates
marked with Roman numbers.
Step 3: finding unique subgraphs
The final andmost complex algorithmic step consists of two substeps: island (i.e., candidate) grouping and de-duplication.
Islands (i.e., small subgraphs) are grouped into groups of similar subgraphs in order to reduce the number of isomorphism
tests. De-duplication eliminates duplicate subgraphs and finds the catalog of topologies.
Island grouping. The input of the island grouping substep is the set of candidates C identified in step 2. The output of this
step are subsets C ′′ which contain similar candidates. Grouping allows the algorithm to run fewer subgraph isomorphism
tests later by comparing subgraphs from the same group only. This is an essential operation, as graph equality operators can
be quite costly even onmodern computers [10], and the total number of candidates can be in the tens of thousands for large
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Fig. 2. Candidates found in the substation from Fig. 1(a).
systems
gv : C → C ′, C ′ = {C ′′|(∀c1, c2 ∈ C ′′, |v1| = |v2|) ∧ (C ′′1 ≠ C ′′2 ⇒ (∀c1 ∈ C ′′1 ∧ ∀c2 ∈ C ′′2 ), |v1| ≠ |v2|)}
ge : C → C ′, C ′ = {C ′′|(∀c1, c2 ∈ C ′′, |e1| = |e2|) ∧ (C ′′1 ≠ C ′′2 ⇒ (∀c1 ∈ C ′′1 ∧ ∀c2 ∈ C ′′2 ), |e1| ≠ |e2|)}
gw : C → C ′, C ′ = {C ′′|(∀c1, c2 ∈ C ′′, |w1| = |w2|) ∧ (C ′′1 ≠ C ′′2 ⇒ (∀c1 ∈ C ′′1 ∧ ∀c2 ∈ C ′′2 ), |w1| ≠ |w2|)}.
(2)
Operations gv , ge, and gw in Eq. (2) group the elements of the set of candidates by their number of vertices, number of
edges, and/or total weights. In operation gv this wouldmean that two topology candidates c1 and c2 would fall into the same
set C ′′i if and only if their number of vertices is equal (i.e., the sizes of sets v1 and v2 are equal). Operations ge and gw use
similar reasoning, with the difference that they group topology candidates based on their number of edges or total weights.
One, two, or all three of operations gv , ge, and gw can be applied to find sets C ′′. Whichever combination of operations gv , ge,
and/or gw is performed, as the result of this step sets C ′′ are found, and named candidate groups.
Let the set of candidates shown in Fig. 2 be the input of this step. It is clear that the candidates have either two or four
vertices (marked with Arabic numbers 1 through 4) and that they have either one or three edges. If these candidates are
grouped by operation gv , then there will be one group of candidates with two edges and one with three edges.
De-duplication. The last operation of the algorithm de-duplicates each candidate group C ′′ found in the previous substep
using a (any) graph isomorphism algorithm. The goal is to find the union of factor sets of C ′′ (see Eq. (3)) for operation ∼
(graph isomorphism). Unique candidates found in this step form the catalog of topologies T
T =

C ′′∈C ′
C ′′\ ∼ . (3)
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Table 2
C++ algorithm performance for various power system models.
Schema Nodes Branches Candidates Candidate groups Catalogs detected Detection time (s)
Banda Aceh (Indonesia) 15068 15162 2196 8 8 0.141
Novi Sad (Serbia) 26061 26803 6187 23 27 0.266
Sombor (Serbia) 40737 41567 12034 37 43 0.375
Panama City (Panama) 65304 65062 4078 15 17 0.125
Belgrade (Serbia) 229832 233534 81032 105 180 2.65
The most computationally intensive task of the complete algorithm is de-duplication, during which numerous graph
equality (isomorphism) operations have to be run. Therefore, it was essential to select an existing graph isomorphism
algorithm or create a new one with appropriate performance.
Graph isomorphism is popular in pattern analysis and computer vision [11]. Foggia et al. [10] published a performance
comparison of five graph isomorphism algorithms, and they complemented their work with a C++ implementation of the
algorithms in a freely available program library [12]. The analysis of the five algorithms discussed in their paper showed that
although all five are deterministic and of comparable performance when working with small graphs, none of them is fully
applicable to the problem presented in this paper, as they are not optimized for exact matching [13] of large numbers of
small, weighted and undirected graphs. Therefore, it was decided to start from the Ullmann algorithm [7] andmodify it. The
first modifications made during this work changes the way the initial correspondence matrixM0 is constructed. Namely, if
A is the adjacency matrix of the left graph and B is the adjacency matrix of the right graph, then, using Eq. (4), the value of
element (i, j) of matrix M0 is 1 if the i-th vertex of graph A has the same number of edges and those edges have the same
weights as the j-th vertex of graph B. In the power system domain, this practically means that the same types of conducting
equipment are connected to the compared nodes, e.g., the node has two breakers as its input and a disconnector as its output
m0i,j =

1 if |W (Ei)| ∼= |W (Ej)|, i ∈ V A, j ∈ V B, n ∈ N
0 otherwise

. (4)
The secondmodification affected the refinement procedure, and allowed it to workwith natural numberweights instead
of zeros and ones. Weights used for different equipment are calculated using the formula 24(n−1), n ∈ N (see Table 1). This
way all edge weights incident to a single vertex can be coded into a 64-bit number, and the elements of correspondence
matrixM (see Eq. (4)) can be evaluated by a single comparison of two 64-bit integers. The limitations introduced with this
optimization are as follows: up to 15 (24 − 1) pieces of equipment of the same type connected to a single node and up
to 16 (64 bits divided by 4) different equipment types allowed within the catalog. Both limitations were acceptable in the
specific problem area where the largest subgraph had ten vertices and there were fewer than ten conducting equipment
types, namely breakers, switches, disconnectors and fuses.
There was no need to find each transformation matrix M describing each isomorphism between subgraph pairs within
C ′′i —itwas sufficient to remove duplicates. This in turn had an impact on the performance of the algorithm, i.e., it was slightly
faster.
3. Results
The proposed algorithm was implemented in the C++ programming language. It took up to two seconds to analyze
complete mathematical graphs of large settlements (see Table 2).
The times shown in Table 2 were measured on a single-processor (Intel Core2 Quad, 2.66 GHz with 4 GB of RAM) PC
running theWindows XP 64-bit operating system. The values do not include data set-up and clean-up—the complete graph
was preloaded in computer memory and the measured times include only the break-up of the large graph into candidate
groups and their de-duplication with the modified Ullmann algorithm. Initial measurements showed that the time needed
for data set-up and clean-up is comparable to the time needed to run the algorithm.
A few problem-specific optimizations were made to the Ullmann algorithm. First of all, 64-bit integers were used for
representing the rows ofmatrixM . Thisway the largest subgraph supported could have 64 nodes,which is significantlymore
than the number of vertices in the largest subgraphs in the models used during testing (the largest had up to ten vertices).
This modification optimized the implementation for modern 64-bit computers. The second problem-specific optimization
concerned the way simple one-edge subgraphs (e.g., a single breaker or a single fuse) candidates were handled: for these
subgraphs the equality operator consisted of edge weight comparison only. Without these two modifications, the times
measured and shown in Table 2 would have been higher by about 45%.
One potential problem noticed during test runs with very large graphs (e.g., millions of candidates) was considerable
memory use, which rose substantially (up to 2 GB of RAM). Fortunately, the algorithm was written for 64-bit machines and
therefore this was not a limiting factor, and it could be optimized in the future.
4. Scalability
Modern computing centers often use multi-processor and/or multiple-core computers for computation. It is not always
easy to leverage the benefits of these CPU configurations nor are the performance gains linearly proportional to the number
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Table 3
C++ algorithm performance with multiple threads.
Schema Time (s) and gain (%) (de-duplication/total)
1 thread 2 threads 4 threads
Test data,∼103 subgraphs 0.046/0.078 0.046/0.078 (0/0%) 0.046/0.078 (0/0%)
Test data,∼104 subgraphs 0.468/0.609 0.343/0.469 (27/23%) 0.234/0.375 (50/38%)
Test data,∼105 subgraphs 3.86/5.55 2.47/4.27 (26/23%) 1.53/3.2 (60/43%)
Test data,∼106 subgraphs 38.4/53 24.7/38.8 (36/27%) 14.8/29.5 (62/44%)
1× Sombor,∼104 subgraphs 0.25/0.375 0.187/0.328 (25/13%) 0.156/0.297 (38/21%)
10× Sombor,∼105 subgraphs 1.72/3.2 1.25/2.74 (27/14%) 0.8/2.28 (53/29%)
100× Sombor,∼106 subgraphs 17.3/33.9 11.7/30.4 (32/10%) 7.88/24.6 (54/27%)
of cores/processors [14]. As the number of vertices in graphs modeling modern power systems can reach millions, it was
necessary to analyze the implications of a multi-threaded implementation of the algorithm. It was implemented with a
thread pool consisting of a configurable number of threads [15]. One atomic task performed by each thread was the de-
duplication of complete or partial candidate groups C ′′i (see Eq. (2)). The results of these threads were collected and de-
duplicated by the main thread. This was efficient, as the threads returned a small number of unique candidates. This meant
that subtasks were grouped into two levels: threads from the thread pool were in the lower level and the main thread was
in the higher level. The implementation is open for more complex problems with more than two levels of task grouping.
Multi-threaded tests were performed on the same hardware as the rest of the tests (see Table 2). Table 3 shows the time
needed to de-duplicate the candidate groups found in the test graphs with different numbers of threads. Measured values
are in seconds and the performance gain is shown in percentage. The cells contain two values: the first is for the part of the
algorithm which can be parallelized (i.e., de-duplication of candidate groups C ′′), while the second value is the total time
needed to find the results (excluding data set-up).
Better results were achieved by increasing the number of threads which ran in parallel. The gain is, as expected, not
linearly proportional to the number of threads, as the highest gain achieved was 62/44% on a set of 106 generic test
candidates. Part of the test set was formed from the real-life power grid data of the city of Sombor in Serbia, which was
chosen as the most detailed power system available. The graph was multiplied by 10 and 100 to form data models which
were similar to those of very large settlements, with roughly 105 and 106 subgraphs (candidates). The lower part of Table 3
shows a somewhat lower performance gain (the best being 53/29%) when using a parallel implementation of the algorithm
on real-life data.
On the whole, excellent scalability was achieved as the tasks (i.e., graph isomorphism tests) were independent and they
allowed us to implement a solutionwithout thread synchronization. Synchronizationwas performed only between themain
thread and the threads from the thread pool: the main thread delegated tasks and the threads reported on completion.
5. Conclusion
This paper presents a novel algorithm for finding the catalog of topologies in power system data represented in the
standard Common Information Model (CIM) format. The algorithm prepares the models of complex, large-scale power
systems (e.g., Smart Grids with renewable energy sources) and allows analytic Distribution Management System (DMS)
functions to achieve high performance and optimize power system operation in real time. It accepts a power system’smodel
in the CIM format as its input and generates the catalog of topologies as its output. It contains a practical implementation of
graph isomorphism as it performs deterministic, exactmatching of large numbers of small, undirected andweighted graphs.
Excellent performance was reached with the Ullmann graph isomorphism algorithm, which was significantly modified by
adding support for weighted graph matching, optimization for 64-bit computers, and parallel execution. The algorithm’s
ability to handle large systems was verified on detailed, real-life electric power system data.
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