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Abstract
In this paper, we consider the asymptotics of polynomials orthogonal with respect to the weight function
w(x) = |x |2αe−Q(x), α > − 12 , where Q(x) =
∑2m
k=0 qk xk , q2m > 0,m > 0 is a polynomial of degree
2m. Globally uniform asymptotic expansions are obtained for z in four regions. These regions together
cover the whole complex z-plane. Due to the singularity of |x |2α , the expansion in the region containing the
origin involves Bessel functions. We also study the asymptotic behavior of the leading coefficients and the
recurrence coefficients of these polynomials. Our approach is based on a modified version of the steepest
descent method for Riemann–Hilbert problems introduced by Deift and Zhou [P. Deift, X. Zhou, A steepest
descent method for oscillatory Riemann–Hilbert problems, Asymptotics for the mKdV equation, Ann. of
Math. 137 (1993) 295–368].
c© 2009 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, we consider the weight function defined on the real line by
w(x) = |x |2αe−Q(x), α > −1
2
, (1.1)
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where
Q(x) =
2m∑
k=0
qk x
k, q2m > 0,m > 0 (1.2)
is a polynomial of degree 2m. Denote by
pin(x) = pin(x, Q) = xn + · · · (1.3)
the monic polynomials orthogonal with respect to w(x), and let pn(x) = γnpin(x) be the
normalized orthogonal polynomials, i.e.,∫ ∞
−∞
pn(x)pm(x)|x |2αe−Q(x)dx = δn,m n,m ∈ N. (1.4)
The functions pn(x) satisfy the three-term recurrence relation
xpn(x) = bn pn+1(x)+ an pn(x)+ bn−1 pn−1(x), (1.5)
where bn = γn/γn+1.
The main purpose of this paper is to provide global asymptotic expansions for pin(z) as well
as the asymptotic formulas for the leading coefficients γn of the polynomials pn(z) and the
recurrence coefficients an , bn−1 given in (1.5) as n → ∞. In the literature, various special
cases or modification of our problem have been investigated. First, in [10] Magnus used Freud
difference equation to study the asymptotic behavior of bn−1 as n → ∞ when Q(x) = x2m .
More precisely, he showed that the quotient bn−1/n1/2m tends to a constant depending only
on m as n → ∞, which is an important special case of Freud’s conjecture. An extension of
Magnus’ result to Q being an even polynomial of fixed degree with nonnegative coefficients can
be found in [3]. We also mention [9], in which the authors obtained bounds on the orthonormal
polynomials by requiring Q(x) to be an even, positive and twice continuously differentiable
function defined on the real line. In particular, if α = 0 in (1.1), our case reduces to the
exponential weights considered in [6], and we refer to references therein for this very special
case.
To state the asymptotic behavior of the leading coefficients γn and the recurrence coefficients
an , bn−1, we need to introduce some notations. Denote by N = n + α and set
QN (x) := Q(N
1/2m x)
N
=
2m∑
k=0
N (k−2m)/2mqk xk . (1.6)
Let µN be the equilibrium measure associated with the external field QN (x), see, e.g., [13]. This
measure is defined as the unique one which minimizes the energy functional
I (µ) =
∫
R2
log
1
|z − t |dµ(z)dµ(t)+
∫
R
QN (x)dµ(x) (1.7)
among all the probability measures µ over the real line. It turns out that for sufficiently large N ,
µN is supported on an interval [αN , βN ] with αN < 0 < βN and its probability density function
is given by
µN (x) = 12pi
√
(βN − x)(x − αN )hN (x), (1.8)
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where
hN (x) =
2m−2∑
s=0
hN ,s x
s (1.9)
is a polynomial of degree 2m − 2. The endpoints of support αN , βN and coefficients hN ,s of
polynomials hN (x) all admit a convergent series in terms of powers of N 1/2m for n large enough,
see (3.20) and (3.31) for details. Also, by setting
lN = 2
∫ βN
αN
log(βN − s)µN (s)ds − QN (βN ),
(see (3.10)), we have:
Theorem 1. With the above notations, the asymptotics of the leading coefficients γn and the
recurrence coefficients an , bn−1 are given by
γn N
2N+1
4m eNlN /2
√
(βN − αN )pi
2
= 1− 1
βN − αN
(
1
3(βN − αN )hN (βN ) −
h′n(βN )
8hN (βN )2
+ 1
3(βN − αN )hN (αN ) +
h′n(αN )
8hN (αN )2
+ Bα
2
√−αNβN hN (0)
)
1
N
+ O
( 1
N 2
)
, (1.10)
an N
−1/2m = αN + βN
2
+
[
hN (αN )− hN (βN )
hN (βN )hN (αN )
+ (βN − αN )Aα − (βN + αN )Bα
2
√−αNβN hN (0) + O
(
1
N
)]
1
(βN − αN )N (1.11)
and
bn−1 N−1/2m
βN − αN =
1
4
− α cos[piα − N
∫ βN
0
√
(βN − x)(x − αN )hN (x)dx]
(βN − αN )√−αNβN hN (0)
1
N
+ O
(
1
N 2
)
, (1.12)
where
Aα = 2α
2(βN + αN )√−αNβN −
2α(βN − αN )√−αNβN
× sin
[
piα − N
∫ βN
0
√
(βN − x)(x − αN )hN (x)dx
]
(1.13)
and
Bα = 2α
2(βN − αN )√−αNβN − 4α cos
[
piα − N
∫ βN
0
√
(βN − x)(x − αN )hN (x)dx
]
− 2α(βN + αN )√−αNβN sin
[
piα − N
∫ βN
0
√
(βN − x)(x − αN )hN (x)dx
]
. (1.14)
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The error terms in the above formulas all admit an asymptotic expansion in terms of powers of
N−1/2m .
The results on global asymptotic expansions for monic polynomials pin(x) are given in
Theorem 4, Section 6.
Our method is based on a Riemann–Hilbert approach. It is a modification of the steepest
descent method of Deift and Zhou [7], and has been used successfully to obtain globally
uniform asymptotic expansions of several orthogonal polynomials; see, e.g., [16,18,17]. The
material in this paper is organized as follows: Section 2 contains the fundamental theorem
of Fokas, Its and Kitaev [8], which connects orthogonal polynomials to Riemann–Hilbert
problems (RHP). We shall state this theorem for our particular case, and end the section with
a transformation involving a rescaling. In Section 3, we first give the matrix transformation T (z)
that normalizes the RHP for U (z) presented in Section 2 by using the logarithmic potential
(g-function) associated with the weight function w(x), and then calculate the equilibrium
measure. The auxiliary functions φN (x) and φ˜N (x) are also introduced in this section for later
use. In Section 4, we factorize the jump matrix for T (z); the process is equivalent to performing
a contour deformation. The jump matrix in the new RHP is asymptotically equal to a constant
matrix. The global asymptotic expansions for pin(z) are presented in Sections 5 and 6, where we
divide the whole complex z-plane into four regions; in each of the regions, we give a uniform
asymptotic expansion. We conclude this paper in Section 7 with the proof of Theorem 1 and a
comparison of our results with those in [6] under the special case α = 0.
2. Riemann–Hilbert problem
The monic polynomial pin(x) is characterized by the following Riemann–Hilbert problem
(RHP) for a 2× 2 matrix-valued function Y : C \ R→ C2×2:
(Ya) Y (z) is analytic in C \ R;
(Yb) Y (z) takes continuous boundary values Y+(x) and Y−(x) such that
Y+(x) = Y−(x)
(
1 w(x)
0 1
)
for x ∈ R \ {0}, where w(x) is the weight function given in (1.1);
(Yc) for z ∈ C \ R,
Y (z) = [I + O(1/z)]
(
zn 0
0 z−n
)
as z→∞;
(Yd) for z ∈ C \ R,
Y (z) =

O
(
1 |z|2α
1 |z|2α
)
if α < 0,
O
(
1 1
1 1
)
if α > 0,
as z→ 0.
By the well-known result of Fokas, Its and Kitaev [8], we have
Theorem 2. The unique solution to the above RHP is given by
Y (z) =
(
pin(z) C(pinw)(z)
cnpin−1(z) cnC(pin−1w)(z)
)
,
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where cn = −2pi iγ 2n−1 and
C[ f ](z) := 1
2pi i
∫ ∞
−∞
f (ζ )
ζ − z dζ, z ∈ C \ R,
is the Cauchy transform of f .
From this explicit representation, one can easily see that as z→∞, there are 2× 2 matrices Y1,
Y2 such that
Y (z)
(
z−n 0
0 zn
)
= I + Y1
z
+ Y2
z2
+ O
( 1
z3
)
(2.1)
and
γn = (−2pi i(Y1)12)−1/2, (2.2)
an = (Y1)11 + (Y2)12
(Y1)12
, bn−1 =
√
(Y1)12(Y1)21, (2.3)
where (A)i j denotes the (i, j) entry of a matrix A.
To asymptotically evaluate the solution of the RHP for Y , we first follow the noncommutative
steepest descent method introduced by Deift and Zhou [7], and further developed in [4–6]. This
method consists of a sequence of transformations
Y → U → T → V → R,
which ultimately leads to a RHP that can be solved explicitly. The transformation Y → U
is a rescaling, and the transformation U → T is a normalization process. The transformation
T → V involves a factorization of the jump matrix of T and a deformation of contours so that V
can be approximated by an exact solution to a RHP for large n. The final transformation V → R
consists of some local analysis and the construction of parametrices. Since every step of the
transformation is explicit and reversible, one can obtain the asymptotics of Y , and hence pin(z),
by a series of inverse transformations.
Our modification of this method begins after the transformation T → V . Based on the fact
that V can be approximated by an exact solution to a RHP for large n, we guess an asymptotic
solution U∗(z). The matrix function U∗(z) has the same jump as U (z) on the real line R, and has
the same large-z behavior as U (z), but it is not analytic on some curve Γ . Finally, by introducing
S(z) = U (z)U∗(z)−1, we show that S(z) admits an asymptotic expansion (as n→∞), with the
identity matrix being the leading term, which holds uniformly for z ∈ C \ Γ .
We end this section with the first transformation Y → U . Define
U (z) :=
(
N−N/2m 0
0 N N/2m
)
Y
(
N 1/2m z
) (Nα/2m 0
0 N−α/2m
)
, (2.4)
where N = n + α. Then, U satisfies the following RHP:
(Ua) U (z) is analytic in C \ R;
(Ub) for x ∈ R \ {0}
U+(x) = U−(x)
(
1 |x |2αe−Q(N 1/2m x)
0 1
)
;
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(Uc) for z ∈ C \ R
U (z) = (I + O(1/z)) (zn 0
0 z−n
)
as z→∞;
(Ud) U (z) has the same behavior as Y (z) for z near the origin.
From Theorem 2 and (2.4), it is easily seen that
U11(z) = N−n/2mpin
(
N 1/2m z
)
. (2.5)
For convenience, we have scaled the variable z by multiplying it by N 1/2m = (n + α)1/2m . The
reason for doing so will become clear in the next section.
From (2.1) and (2.4), we have
U (z)
(
z−n 0
0 zn
)
= I + U1
z
+ U2
z2
+ O
( 1
z3
)
as z→∞, (2.6)
where U1 and U2 are related to Y1 and Y2, respectively, via the identities
Y1 = N 1/2m
(
N N/2m 0
0 N−N/2m
)
U1
(
N−N/2m 0
0 N N/2m
)
(2.7)
and
Y2 = N 1/m
(
N N/2m 0
0 N−N/2m
)
U2
(
N−N/2m 0
0 N N/2m
)
. (2.8)
Coupling (2.2)–(2.3) with (2.7)–(2.8) yields
γn N
2N+1
4m = (−2pi i(U1)12)−1/2, (2.9)
and
an = N 1/2m
(
(U1)11 + (U2)12
(U1)12
)
, bn−1 = N 1/2m
√
(U1)12(U1)21. (2.10)
3. Normalization and auxiliary functions
In this section, we will normalize the behavior of U (z) at z = ∞. Firstly, we need some
notations. Let αN , βN be two real numbers with αN < βN , and denote by µN (s) a probability
density function supported on [αN , βN ], i.e., µN (s) ≥ 0 and∫ βN
αN
µN (s)ds = 1. (3.1)
The explicit formulas for αN , βN and µN (s) will be determined later.
Next, we introduce the so-called g-function which is the logarithmic potential of µN (s); that
is
gN (z) =
∫ βN
αN
log(z − s)µN (s)ds, z ∈ C \ (−∞, βN ], (3.2)
where for each s we view log(z − s) as an analytic function of the variable z with a branch cut
along (−∞, s].
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Similarly, we also set
g˜N (z) =
∫ βN
αN
log(z − s)µN (s)ds, z ∈ C \ [αN ,∞), (3.3)
where log(z−s) is an analytic function of the variable z with a branch cut along [s,∞) for each s.
From (3.1) and (3.2), it is easily verified that the g-function satisfies the jump conditions
gN ,+(x)− gN ,−(x) = 2pi i, x < αN , (3.4)
and
gN ,+(x)− gN ,−(x) = 2pi i
∫ βN
x
µN (s)ds, αN < x < βN . (3.5)
On account of (3.2) and (3.4), one readily sees that engN (z) can be analytically extended to
C \ [αN , βN ] and
engN (z) = zn[1+ O(1/z)] as z→∞. (3.6)
By adopting the convention that σ3 denotes the Pauli matrix
σ3 =
(
1 0
0 −1
)
, (3.7)
we introduce the transformation
T (z) := e− 12 NlNσ3U (z)e[−NgN (z)+α log z]σ3e 12 NlNσ3 , (3.8)
where lN is a constant to be determined and eα log z = zα is analytic for z ∈ C \ (−∞, 0]. On
account of (3.6), it is clear that e−NgN (z)+α log z = e−ngN (z)−α(gN (z)−log z) = z−n[1 + O(1/z)]
as z → ∞. Hence, a straightforward calculation shows that T (z) is the unique solution of the
following RHP:
(Ta) T (z) is analytic in C \ R;
(Tb) for x ∈ R \ {0},
T+(x) = T−(x)
(
J11(x) J12(x)
J21(x) J22(x)
)
,
where
J11(x) = e−N (gN ,+(x)−gN ,−(x))+α[(log x)+−(log x)−],
J12(x) = eN (gN ,+(x)+gN ,−(x)−lN )−Q(N 1/2m x),
J22(x) = eN (gN ,+(x)−gN ,−(x))−α[(log x)+−(log x)−],
and J21(x) = 0;
(Tc) T (z) behaves like the identity matrix at infinity:
T (z) = I + O
(
1
z
)
, as z→∞,
for z ∈ C \ R;
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(Td) T (z) has the following behavior for z ∈ C \ R as z→ 0
T (z) =

O
(|z|α |z|α
|z|α |z|α
)
if α < 0,
O
(|z|α |z|−α
|z|α |z|−α
)
if α > 0.
Following the usual argument as in [16], we wish to find a probability density function µN (s)
in (3.1) and a constant lN mentioned above so that the entry J12(x) in the jump condition (Tb)
becomes 1 for x ∈ (αN , βN ). Thus, we set
N (gN ,+(x)+ gN ,−(x)− QN (x)− lN ) = 0 (3.9)
for x ∈ (αN , βN ), where QN (x) is given in (1.6). By taking x = βN in (3.5), it follows from
(3.9) that
lN = 2gN (βN )− QN (βN ). (3.10)
Differentiating (3.9) yields
gN ,+(x)+ gN ,−(x) = i
pi
Q′N (x), x ∈ (αN , βN ), (3.11)
where
gN (z) := 1
pi i
∫ βN
αN
µN (s)
s − z ds, z ∈ C \ [αN , βN ]. (3.12)
For convenience, we put
G˜ N (z) := gN (z)√
(z − αN )(z − βN ) (3.13)
where
√
(z − αN )(z − βN ) is analytic in C \ [αN , βN ] and behaves like z as z→∞. Since
G˜ N ,+(x)− G˜ N ,−(x) = Q
′
N (x)
pi
√
(βN − x)(x − αN ) , x ∈ (αN , βN ), (3.14)
we can solve this scalar RHP to give
G˜ N (z) = 12pi i
∫ βN
αN
Q′N (s)
pi
√
(βN − s)(s − αN )
ds
s − z ,
or, equivalently,
gN (z) =
√
(z − αN )(z − βN )
2pi2i
∫ βN
αN
Q′N (s)√
(βN − s)(s − αN )
ds
s − z
=
√
(z − αN )(z − βN )
2pi2zi
∫ βN
αN
Q′N (s)s√
(βN − s)(s − αN )
(
1
s − z −
1
s
)
ds. (3.15)
Using (3.1) and (3.12), it is easily seen that gN (z)→ 0 and zG N (z)→ i/pi as z →∞. Hence,
we derive from (3.15)∫ βN
αN
Q′N (s)√
(βN − s)(s − αN )ds = 0 (3.16)
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and ∫ βN
αN
Q′N (s)s√
(βN − s)(s − αN )ds = 2pi. (3.17)
By using a change of variable s = N−1/2m t , we can rewrite (3.16)–(3.17) as∫ β˜N
α˜N
Q′(t)√
(β˜N − t)(t − α˜N )
dt = 0 (3.18)
and ∫ β˜N
α˜N
Q′(t)t√
(β˜N − t)(t − α˜N )
dt = 2piN , (3.19)
where α˜N = N 1/2mαN , β˜N = N 1/2mβN . Since (3.18)–(3.19) are equivalent to equations
(5.5)–(5.6) in [6], it follows from [6, Proposition 5.2] that there exits n1 ∈ N, such that αN
and βN admit convergent representation of the form
αN = ρ0 +
∞∑
k=1
ρk N
−k/2m, βN = σ0 +
∞∑
k=1
σk N
−k/2m, (3.20)
for all n ≥ n1. The coefficients (ρk)k∈N and (σk)k∈N can be explicitly given in terms of the
coefficients q0, . . . , q2m of the polynomial Q(x). For example, one has
σ0 = −ρ0 =
( 1
mq2m Am
)1/2m
, σ1 = ρ1 = − q2m−12mq2m , (3.21)
where A0 = 1,
Am =
m∏
j=1
2 j − 1
2 j
, (3.22)
for m ≥ 1, see [6, (5.7)–(5.8)].
We next derive an explicit formula for the probability density function µN (s) in (3.1). From
(3.12), one observes
gN ,+(x) = lim
ε→0+ gN (x + iε)
= lim
ε→0+
1
pi i
∫ βN
αN
(s − x)+ iε
(s − x)2 + ε2µN (s)ds
= µN (x)+ i
pi
P.V .
∫ βN
αN
1
x − sµN (s)ds (3.23)
for x ∈ (αN , βN ), where P.V . denotes the Cauchy principal value; see, e.g., [1, p. 518].
Therefore, µN (x) = Re gN ,+(x). To evaluate gN (z) in (3.15), we need the following result.
Lemma 1. For any integer m ≥ 1 and z ∈ C \ [a, b] with b > a, we have∫ b
a
sm√
(b − s)(s − a)
1
s − z ds
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= pi
[
m−1∑
j=0
zm−1− j
[ j/2]∑
k=0
(
j
2k
)(
b − a
2
)2k(
b + a
2
) j−2k
Ak − z
m
√
(z − a)(z − b)
]
, (3.24)
where Ak is shown in (3.22),
√
(z − a)(z − b) is analytic in C \ [a, b] and behaves like z as
z→∞.
Proof. A direct calculation yields∫ b
a
sm√
(b − s)(s − a)
1
s − z ds =
∫ b
a
sm − zm + zm√
(b − s)(s − a)
1
s − z ds
=
∫ b
a
m−1∑
j=0
zm−1− j s j√
(b − s)(s − a)ds +
∫ b
a
zm√
(b − s)(s − a)(s − z)ds. (3.25)
Note that by a change of variable s = 12 (b − a)t + 12 (b + a), for any integer j ≥ 0 one has∫ b
a
s j√
(b − s)(s − a)ds =
∫ 1
−1
j∑
k=0
(
j
k
)(
b − a
2
)k(
b + a
2
) j−k
tk√
1− t2 dt
=
[ j/2]∑
k=0
(
j
2k
)(
b − a
2
)2k(
b + a
2
) j−2k ∫ 1
−1
t2k√
1− t2 dt
= pi
[ j/2]∑
k=0
(
j
2k
)(
b − a
2
)2k(
b + a
2
) j−2k
Ak, (3.26)
where Ak is given in (3.22) and [x] stands for the largest integer ≤ x . Thus, if we denote the first
integral on the right-hand side of (3.25) by I (z), then it follows from (3.26)
I (z) =
m−1∑
j=0
zm−1− j
∫ b
a
s j√
(b − s)(s − a)ds
= pi
m−1∑
i=0
zm−1− j
[ j/2]∑
k=0
(
j
2k
)(
b − a
2
)2k(
b + a
2
) j−2k
Ak . (3.27)
Recall the fact that∫ b
a
1√
(b − s)(s − a)
1
s − z ds =
−pi√
(z − a)(z − b) ; (3.28)
a substitution of (3.27)–(3.28) into (3.25) gives (3.24). 
Now, it follows from (3.15) and (1.6)
gN (z) =
√
(z − αN )(z − βN )
2pi2i
∫ βN
αN
2m−1∑
k=0
(k + 1)qk+1 N (k+1−2m)/2msk√
(βN − s)(s − αN )
ds
s − z .
Interchanging the summation with integration and applying (3.24) and (3.28), we obtain from
(3.23)
µN (x) = Re gN ,+(x)
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= 1
2pi
√
(βN − x)(x − αN )hN (x) (3.29)
for x ∈ (αN , βN ), where
hN (x) =
2m−2∑
s=0
hN ,s x
s (3.30)
is a polynomial of degree 2m − 2 with
hN ,s =
2m−2−s∑
j=0
(2m − j)q2m− j N− j/m
[(2m−2−s− j)/2]∑
l=0
(
2m − 2− s − j
2l
)
×
(
βN − αN
2
)2l(
βN + αN
2
)2m−2−s− j−2l
Al . (3.31)
In view of (3.20), we can also represent hN ,s in powers of N−1/2m :
hN ,s =
∞∑
l=0
h(l)s N
−l/2m (3.32)
with the leading coefficient given by
h(0)2k = 2(mq2m Am)(k+1)/m
Am−1−k
Am
, if s = 2k,
h(0)2k+1 = 0, if s = 2k + 1,
(3.33)
where Am is given in (3.22) and 0 ≤ k ≤ m − 1. In particular, with s = 2m − 2 in (3.31), one
has
hN ,2m−2 = 2mq2m . (3.34)
Furthermore, it is easily seen from (3.30), (3.32) and (3.33) that there exits a constant µ > 0,
such that hN (x) > µ for all large n and x ∈ R. The fact that the probability measure µN (x)dx
solves the energy minimization problem (1.7) follows from [6].
To calculate lN given in (3.10), we note that from (3.1) and (3.2), the function gN (z)− log(z−
αN ) is analytic in C \ [αN , βN ] and
gN (z)− log(z − αN )→ 0 as z→∞. (3.35)
Define the function
H(z) := gN (z)− log(z − αN )√
(z − αN )(z − βN ) , (3.36)
where
√
(z − αN )(z − βN ) is analytic in C \ [αN , βN ] and behaves like z as z → ∞. It can be
readily verified that for x ∈ (αN , βN )
H+(x)− H−(x) = gN ,+(x)+ gN ,−(x)− 2 log(x − αN )
i
√
(βN − x)(x − αN ) .
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By the Plemelj formula [1, p. 518], we obtain
gN (z)− log(z − αN ) =
√
(z − αN )(z − βN )
2pi i
∫ βN
αN
H+(x)− H−(x)
x − z dx .
From (3.9), it follows that
gN (z)− log(z − αN ) = −
√
(z − αN )(z − βN )
2pi
∫ βN
αN
QN (x)+ lN − 2 log(x − αN )√
(βN − x)(x − αN )(x − z) dx .
Now, let z→∞; on account of (3.35), we have
lN
∫ βN
αN
dx√
(βN − x)(x − αN ) +
∫ βN
αN
QN (x)√
(βN − x)(x − αN )dx
− 2
∫ βN
αN
log(x − αN )√
(βN − x)(x − αN )dx = 0. (3.37)
Let the three integrals on the left-hand side of (3.37) be denoted by I1, I2 and I3, respectively. It
is easily seen that
I1 =
∫ βN
αN
dx√
(βN − x)(x − αN ) = pi,
and by (1.6) and (3.26)
I2 =
∫ βN
αN
QN (x)√
(βN − x)(x − αN )dx
=
2m∑
k=0
∫ βN
αN
N (k−2m)/2mqk xk√
(βN − x)(x − αN )dx
= pi
2m∑
k=0
N (k−2m)/2mqk
[k/2]∑
j=0
(
k
2 j
)(
βN − αN
2
)2 j(
βN + αN
2
)k−2 j
A j .
From [16, (3.27)], we also have
I3 =
∫ βN
αN
log(x − αN )√
(βN − x)(x − αN )dx = pi log
βN − αN
4
.
Inserting the above three formulas into (3.37) gives
lN = 2 log βN − αN4 −
2m∑
k=0
N (k−2m)/2mqk
×
[k/2]∑
j=0
(
k
2 j
)(
βN − αN
2
)2 j(
βN + αN
2
)k−2 j
A j . (3.38)
In view of (3.20), the constant lN also has the representation
lN =
∞∑
k=0
l(k)N−k/2m (3.39)
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for n large enough, with
l(0) = − 1
m
[log(mq2m Am)+ 1] − log 4. (3.40)
Let νN (z) := 12
√
(z − αN )(z − βN )hN (z), where √(z − αN )(z − βN ) is again analytic in
C \ [αN , βN ] and behaves like z as z → ∞, and hN (z) is given in (3.30). Clearly, νN (z) is an
analytic continuation of µN (x) and satisfies
νN ,±(x) = ±pi iµN (x) (3.41)
for x ∈ [αN , βN ]. Now, we are ready to introduce the auxiliary function
φN (z) :=
∫ z
βN
νN (ζ )dζ, z ∈ C \ (−∞, βN ], (3.42)
where the path of integration from βN to z lies entirely in the region z ∈ C \ (−∞, βN ], except
for the initial point βN .
Similarly, we set
φ˜N (z) :=
∫ z
αN
νN (ζ )dζ, z ∈ C \ [αN ,∞), (3.43)
where the path of integration from αN to z lies entirely in the region z ∈ C \ [αN ,∞), except for
the initial point αN .
The functions φN and φ˜N defined above will play an important role in our later analysis, and
following are some of their properties.
Proposition 1. With constant lN and function QN (z) given in (3.10) and (1.6), respectively, and
with l˜N defined by
l˜N = lN + 2pi i, (3.44)
the following connection formulas between the gN -function (˜gN -function) and the φN -function
(φ˜N -function) hold
gN (z)+ φN (z) = 12 (QN (z)+ lN ), (3.45)
g˜N (z)+ φ˜N (z) = 12 (QN (z)+ l˜N ). (3.46)
Furthermore, we have
g˜N (z) =
{
gN (z), z ∈ C+,
gN (z)+ 2pi i, z ∈ C−, (3.47)
and
φ˜N (z) =
{
φN (z)+ pi i, z ∈ C+,
φN (z)− pi i, z ∈ C−, (3.48)
where we use the notations C+ := {z : Im z > 0} and C− := {z : Im z < 0}.
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Proof. For x ∈ (αN , βN ), it follows from (3.41) and (3.42) that
φN ,+(x)− φN ,−(x) = −2pi i
∫ βN
x
µN (ζ )dζ, x ∈ (αN , βN ). (3.49)
On the other hand, if x ∈ (−∞, αN ], we have with the aid of (3.43) and (3.48)
φN ,+(x)− φN ,−(x) = −2pi i. (3.50)
A comparison of (3.49)–(3.50) with (3.4)–(3.5) yields
gN ,+(x)− gN ,−(x) = −[φN ,+(x)− φN ,−(x)] (3.51)
or, equivalently,
gN ,+(x)+ φN ,+(x) = gN ,−(x)+ φN ,−(x) (3.52)
for x ∈ (−∞, βN ). On account of this, gN (z)+φN (z) can be analytically extended to the whole
complex plane. Since νN ,+(x) = −νN ,−(x) for x ∈ [αN , βN ], by (3.42)
φN ,+(x)+ φN ,−(x) = 0, x ∈ [αN , βN ], (3.53)
and
gN (x)+ φN (x) = 12 [(gN + φN )+(x)+ (gN + φN )−(x)]
= 1
2
[gN ,+(x)+ gN ,−(x)], x ∈ [αN , βN ]. (3.54)
Using analytic continuation, we obtain from (3.9) that
gN (z)+ φN (z) = 12 (QN (z)+ lN ), (3.55)
thus proving (3.45).
From the definitions of gN (z) and g˜N (z) in (3.2) and (3.3), respectively, it is easily seen that
the two functions differ by a constant, which is dependent on the choice of the cut. Without loss
of generality, we choose this constant to be 2pi i; then, (3.47) holds.
Since it is easy to show by using (3.47), (3.48) and (3.54) that
g˜N (x)+ φ˜N (x) = 12 [gN ,+(x)+ gN ,−(x)+ 2pi i], x ∈ [αN , βN ], (3.56)
the result (3.46) can be obtained in a manner similar to (3.45).
To establish (3.48), we note that for z ∈ C±
φ˜N (z) =
∫ z
βN
νN (ζ )dζ +
∫ βN
αN
νN (ζ )dζ
= φN (z)± pi i, (3.57)
where uses have been made of (3.1) and (3.41). 
The next proposition gives the mapping properties of φN (z) and φ˜N (z). Since these properties
are easily derived from (3.41)–(3.43) and (3.29)–(3.33), we omit the proofs.
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Proposition 2. For large n, the mapping properties of φN (z) are given by:
φN (x) > 0, argφN (x) = 0, x ∈ (βN ,∞); (3.58)
φN (βN ) = 0, φN ,±(αN ) = ∓pi i; (3.59)
Re φN ,±(x) = 0, argφN ,±(x) = ±32pi, x ∈ (αN , βN ); (3.60)
and
φN (z) ∼ q2m2 z
2m as z→∞. (3.61)
For large n, the mapping properties of φ˜N (z) are given by
φ˜N (x) > 0, arg φ˜N (x) = 0, x ∈ (−∞, αN ); (3.62)
φ˜N (αN ) = 0, φ˜N ,±(βN ) = ±pi i; (3.63)
Re φ˜N ,±(x) = 0, arg φ˜N ,±(x) = ∓32pi, x ∈ (αN , βN ); (3.64)
and
φ˜N (z) ∼ q2m2 z
2m as z→∞. (3.65)
4. Contour deformation
With the properties of φN (z) and φ˜N (z) established in Proposition 1, the jump matrix for T
in condition (Tb) can be written as follows:
T+(x) = T−(x)
(
e2N (φN )+(x) 1
0 e2N (φN )−(x)
)
(4.1)
for x ∈ (0, βN ),
T+(x) = T−(x)
(
e2N (φ˜N )+(x) 1
0 e2N (φ˜N )−(x)
)
(4.2)
for x ∈ (αN , 0),
T+(x) = T−(x)
(
1 e−2NφN (x)
0 1
)
(4.3)
for x > βN ,
T+(x) = T−(x)
(
1 e−2N φ˜N (x)
0 1
)
(4.4)
for x < αN .
Note that for the jump matrix on (0, βN ), we have the following factorization(
e2N (φN )+(x) 1
0 e2N (φN )−(x)
)
=
(
1 0
e2N (φN )−(x) 1
)(
0 1
−1 0
)(
1 0
e2N (φN )+(x) 1
)
. (4.5)
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Fig. 1. Contour ΣV and regions I, . . . , IV.
The first and third matrices on the right-hand side of (4.5) have the analytic continuation(
1 0
e2NφN (z) 1
)
on both sides of (0, βN ). When x ∈ (αN , 0), we have a similar result with φN (x)
replaced by φ˜N (x).
Let ΣV =⋃4i=1 Σi denote the contour shown in Fig. 1, and define
V (z) := T (z) for z outside the lens-shaped regions, (4.6)
V (z) := T (z)
(
1 0
−e2NφN (z) 1
)
, z ∈ I, (4.7)
V (z) := T (z)
(
1 0
e2NφN (z) 1
)
, z ∈ II, (4.8)
V (z) := T (z)
(
1 0
−e2N φ˜N (z) 1
)
, z ∈ III, (4.9)
V (z) := T (z)
(
1 0
e2N φ˜N (z) 1
)
, z ∈ IV, (4.10)
where regions I, . . . , IV are also depicted in Fig. 1. Furthermore, we define the jump matrices
JV (z) =
(
1 0
e2NφN (z) 1
)
, z ∈ Σ1 ∪ Σ2, (4.11)
JV (z) =
(
1 0
e2N φ˜N (z) 1
)
, z ∈ Σ3 ∪ Σ4, (4.12)
JV (x) =
(
1 e−2N φ˜N (x)
0 1
)
, x < αN , (4.13)
JV (x) =
(
0 1
−1 0
)
, x ∈ (αN , 0) ∪ (0, βN ), (4.14)
JV (x) =
(
1 e−2NφN (x)
0 1
)
, x > βN . (4.15)
It is readily verified that V satisfies the following RHP:
(Va) V (z) is analytic in C \ ΣV ∪ R;
(Vb) for z ∈ ΣV ∪ R,
V+(z) = V−(z)JV (z);
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(Vc) as |z| → ∞,
V (z) = I + O
(
1
z
)
;
(Vd) if α < 0,
V (z) = O
(|z|α |z|α
|z|α |z|α
)
as z→ 0, z ∈ C \ Σ ∪ R;
if α > 0,
V (z) =

O
(|z|α |z|−α
|z|α |z|−α
)
as z→ 0 for z outside the lens regions,
O
(|z|−α |z|−α
|z|−α |z|−α
)
as z→ 0 for z inside the lens regions.
By Proposition 2, the lens-shaped regions can be chosen sufficiently small so that
Re φN (z) < 0 for z ∈ I ∪ II,
Re φ˜N (z) < 0 for z ∈ III ∪ IV.
(4.16)
These, together with (3.58) and (3.62) imply that the jump matrix JV (z) tends exponentially to
the identity matrix as n→∞, for z ∈ ΣV ∪ (−∞, αN )∪ (βN ,∞). When z ∈ (αN , 0)∪ (0, βN ),
JV (z) is the constant matrix given in (4.14). It is therefore natural to suggest that for large n, the
solution of the RHP for V may behave asymptotically like the solution of the following RHP for
V∞(z):
(V∞,a) V∞(z) is analytic in C \ [αN , βN ];
(V∞,b) for x ∈ (αN , βN ),
(V∞)+(x) = (V∞)−(x)
(
0 1
−1 0
)
;
(V∞,c) as |z| → ∞,
V∞(z) = I + O
(
1
z
)
.
This problem can be solved explicitly, and its solution is given by
V∞(z) = 12
(
a(z)+ a(z)−1 i(a(z)−1 − a(z))
i(a(z)− a(z)−1) a(z)+ a(z)−1
)
, (4.17)
where
a(z) =
(
z − βN
z − αN
)1/4
(4.18)
with a branch cut along [αN , βN ] and a(z) → 1 as z → ∞. It is worthwhile to point out that
V∞(z) has the factorization
V∞(z) = 12
(
1 −1
−i −i
)
a(z)−σ3
(
1 i
−1 i
)
= 1
2
(
1 −1
i i
)
a(z)σ3
(
1 −i
−1 −i
)
, (4.19)
where σ3 is the Pauli matrix given in (3.7).
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By (4.6)–(4.10) and (4.16), it is clear that T ∼ V as n→∞. Hence, it follows that
T (z) ∼ V∞(z), for z ∈ C \ [αN , βN ]. (4.20)
On account of (3.8), one can work backwards to get
U (z) ∼ e 12 NlNσ3 V∞(z)e[N (gN (z)− 12 lN )−α log z]σ3 , (4.21)
where lN is given in (3.10). Let L(z) represent the right-hand side of (4.21). By (3.47), it is easily
verified that
gN (z)− log z + pi i = g˜N (z)− log(−z) (4.22)
for z ∈ C \R, where log(−z) is analytic in C \ [0,∞). Hence, we obtain from (3.44), (3.47) and
(4.22) that
L(z) = e 12 NlNσ3 V∞(z)e[ngN (z)+α(gN (z)−log z)]σ3e− 12 NlNσ3
= e−αpi iσ3e 12 Nl˜Nσ3 V∞(z)eng˜N (z)σ3eα(gN (z)−log z+pi i)σ3e− 12 Nl˜Nσ3
= e−αpi iσ3e 12 Nl˜Nσ3 V∞(z)e[N (g˜N (z)− 12 l˜N )−α log(−z)]σ3 (4.23)
for z ∈ C \ R.
5. Construction of the parametrices
In this section, we will construct an approximation U∗(z) to the solution of the RHP for U (z)
stated in Section 2 for large n. Due to the singularity of |x |2α in the weight function (1.1), special
attention must be paid to the neighborhood of the origin, which we will discuss first.
5.1. Parametrix in the neighborhood of the origin
Let Uδ := {z ∈ C | |z| < δ} be a δ-neighborhood of the origin, where δ is a small positive
number. On account of the jump condition Ub for U (z) and (4.21), we wish to find a matrix-
valued function Qˆ(z) that satisfies the following RHP:
(Qˆa) Qˆ(z) is analytic in Uδ \ R;
(Qˆb) for z ∈ (−δ, δ) \ {0},
Qˆ+(x) = Qˆ−(x)
(
1 |x |2αe−Q(N 1/2m x)
0 1
)
;
(Qˆc) for z ∈ ∂Uδ \ R,
Qˆ(z) ∼ e 12 NlNσ3 V∞(z)e[N (gN (z)− 12 lN )−α log z]σ3
as n→∞.
Denote by
w˜(z) := z2αe−Q(N 1/2m z) (5.1)
the analytic continuation of function |x |2αe−Q(N 1/2m x) to the whole complex plane with a branch
cut along the negative real-axis. It is easily seen that the jump matrix in (Qˆb) has the following
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factorization(
1 |x |2αe−Q(N 1/2m x)
0 1
)
=

w˜(x)
σ3
2
(
1 1
0 1
)
w˜(x)−
σ3
2 for x > 0,
w˜−(x)
σ3
2
(
e2piαi 1
0 e−2piαi
)
w˜+(x)−
σ3
2 for x < 0.
(5.2)
Therefore, if we set
Q˜(z) := Qˆ(z)w˜(z) σ32 , (5.3)
it follows from (1.6), (3.45) and (5.2) that Q˜(z) is a solution of the RHP:
(Q˜a) Q˜(z) is analytic in Uδ \ R;
(Q˜b)
Q˜+(x) = Q˜−(x)

(
1 1
0 1
)
for x ∈ (0, δ),(
e2piαi 1
0 e−2piαi
)
for x ∈ (−δ, 0);
(Q˜c) for z ∈ ∂Uδ \ R,
Q˜(z) ∼ e 12 NlNσ3 V∞(z)e(−NφN (z))σ3
as n→∞.
To solve the above RHP, we first consider the matrix-valued function
Φα(ζ ) =

ζ 1/2

√
pi I
α+ 12 (ζe
− 12pi i) − 1√
pi
K
α+ 12 (ζe
− 12pi i)
−i√pi I
α− 12 (ζe
− 12pi i) − i√
pi
K
α− 12 (ζe
− 12pi i)
 e 12piαiσ3 , Im ζ > 0,
ζ 1/2
−i
√
pi I
α+ 12 (ζe
1
2pi i) − i√
pi
K
α+ 12 (ζe
1
2pi i)
√
pi I
α− 12 (ζe
1
2pi i) − 1√
pi
K
α− 12 (ζe
1
2pi i)
 e− 12piαiσ3 , Im ζ < 0,
(5.4)
where ζ 1/2 takes the branch cut along the negative real-axis, and Iν , Kν are modified Bessel
functions defined in the complex plane with cut along the negative real-axis; see, e.g., [2, p. 374].
(This is inspired by the work in [14]; see also [15].) In view of the formulas (9.6.30) and (9.6.31)
in [2]:
Iν(zempi i) = emνpi i Iν(z),
Kν(zempi i) = e−mνpi i Kν(z)− pi i sin(mνpi) csc(νpi)Iν(z),
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where m is an integer, it is easily shown that
(Φα)+(ζ ) = (Φα)−(ζ )

(
1 1
0 1
)
for ζ > 0,(
e2piαi 1
0 e−2piαi
)
for ζ < 0.
(5.5)
Furthermore, from the well-known formulas
Iν(z) ∼ 1√
2pi z
ez, Kν(z) ∼
√
pi
2z
e−z, (5.6)
as z→∞ in | arg z| < pi/2, we have
Φα(ζ ) ∼

1√
2
(
1 −i
−i 1
)
e(
pi
4 i−ζ i+ 12piαi)σ3 , Im ζ > 0,
1√
2
(
1 −i
−i 1
)
e(
pi
4 i−ζ i+ 12piαi)σ3
(
0 −1
1 0
)
, Im ζ < 0,
(5.7)
as ζ →∞. Next, we introduce the function
ηN (z) :=
{−iφN (z)+ i(φN )+(0), Im z > 0,
iφN (z)+ i(φN )+(0), Im z < 0, (5.8)
which is analytic in a neighborhood of zero by virtue of Proposition 2. In fact, it follows from
(3.29)–(3.30) and (3.41)–(3.42) that
ηN (z) = 12
√−αNβN hN (0)z + O(z2) (5.9)
as z → 0, where √−αNβN hN (0) = √−αNβN hN ,0 > µ > 0 for some positive constant µ if n
is large enough; see the comments following (3.34). A comparison of conditions (Q˜b) and (Q˜c)
for Q˜(z) with (5.5) and (5.7) shows that
Q˜(z) = 1√
2
e
1
2 NlNσ3 E0(z)
(
1 i
i 1
)
Φα[NηN (z)], (5.10)
where
E0(z) = V∞(z) exp
[
−
(
1
2
piαi+ N (φN )+(0)+ 14pi i
)
σ3
]
(5.11)
for z ∈ C+ and
E0(z) = V∞(z)
(
0 1
−1 0
)
exp
[
−
(
1
2
piαi+ N (φN )+(0)+ 14pi i
)
σ3
]
(5.12)
for z ∈ C−. The jump condition (V∞,b) for V∞(z) implies that E0(z) is actually analytic in Uδ .
Indeed, with the aid of (4.17), (5.11) and (5.12), we have the explicit formula
E0(z) = 12
(
b(z)− ib(z)−1 b(z)+ ib(z)−1
ib(z)− b(z)−1 ib(z)+ b(z)−1
)
× exp
[
−
(
1
2
piαi+ N (φN )+(0)
)
σ3
]
, (5.13)
R. Wong, L. Zhang / Journal of Approximation Theory 162 (2010) 723–765 743
Fig. 2. Contour Γ and the domains Ω1, . . . ,Ω3.
where
b(z) =
(
βN − z
z − αN
)1/4
(5.14)
is analytic in C \ (−∞, αN ] ∪ [βN ,∞). Finally, a combination of (5.1), (5.3) and (5.10) gives
Qˆ(z) = Q˜(z)ω˜(z)− σ32
= 1√
2
e
1
2 NlNσ3 E0(z)
(
1 i
i 1
)
Φα[NηN (z)](zαe− 12 Q(N 1/2m z))−σ3 . (5.15)
5.2. Parametrices outside Uδ
For z outside the δ-neighborhood Uδ of the origin, we will construct the parametrices by using
Airy functions and elementary functions. To facilitate the following discussions, we divide the
complex plane into four parts: Uδ and Ωi , i = 1, 2, 3 by the contour Γ := ⋃8i=1 Γi ; see Fig. 2.
Note that ∂Uδ = ⋃8i=5 Γi . Here, Γ3 ∪ Γ4 is the complex conjugation of Γ1 ∪ Γ2. The curve Γ1
is chosen so that the function φN (z) is one-to-one in Ω1 ∩C+ and satisfies 0 < argφN (z) < 32pi
for z ∈ Ω1 ∩ C+. In view of (3.61), Ω1 will become small when m becomes large. Similarly, we
select Γ2 such that − 32pi < arg φ˜N (z) < 0 for z ∈ Ω3 ∩ C+.
In view of (4.19), we can rewrite (4.21) as
U (z) ∼ 1
2
e
1
2 NlNσ3
(
1 −1
−i −i
)
a(z)−σ3
×
(
e−NφN (z) ieNφN (z)
−e−NφN (z) ieNφN (z)
)
e[N (gN (z)+φN (z)−
1
2 lN )−α log z]σ3 ,
and from (3.45) we obtain
U (z) ∼ 1
2
e
1
2 NlNσ3
(
1 −1
−i −i
)
a(z)−σ3
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×
(
e−NφN (z) ieNφN (z)
−e−NφN (z) ieNφN (z)
)
e[
1
2 N QN (z)−α log z]σ3 . (5.16)
To find an approximation to U (z), as in [18], we first look for a matrix which is asymptotic to(
e−NφN (z) ieNφN (z)
−e−NφN (z) ieNφN (z)
)
. (5.17)
From Proposition 2, it is clear that the function defined by
ξN = fN (z) =
[
3
2
φN (z)
]2/3
(5.18)
is analytic in C \ (−∞, αN ]. In particular, by the construction of Ω1, we have for z ∈ Ω1 ∩ C+,
0 < arg fN (z) < pi. (5.19)
Also, for z 6= βN , N 2/3ξN = (n + α)2/3 fN (z)→∞ as n →∞. From the asymptotic behavior
of the Airy function [11, p. 392], we have
Ai(N 2/3ξN ) ∼ N
−1/6
2
√
pi
ξ
− 14
N e
− 23 Nξ3/2N = N
−1/6
2
√
pi
( fN (z))
− 14 e−NφN (z),
Ai′(N 2/3ξN ) ∼ − N
1/6
2
√
pi
ξ
1
4
N e
− 23 Nξ3/2N = − N
1/6
2
√
pi
( fN (z))
1
4 e−NφN (z),
Ai(N 2/3ω2ξN ) = Ai(N 2/3ω−1ξN ) ∼ e
ipi/6
2
√
pi
N−1/6( fN (z))−
1
4 eNφN (z),
Ai′(N 2/3ω2ξN ) = Ai′(N 2/3ω−1ξN ) ∼ −e
−ipi/6
2
√
pi
N 1/6( fN (z))
1
4 eNφN (z),
where ω = e2pi i/3. It is then immediate that for z ∈ Ω1 ∩ C+,(
e−NφN (z) ieNφN (z)
−e−NφN (z) ieNφN (z)
)
∼ 2√pi [N 2/3 fN (z)] 14σ3
(
Ai(N 2/3ξN ) −ω2Ai(N 2/3ω2ξN )
Ai′(N 2/3ξN ) −ωAi′(N 2/3ω2ξN )
)
. (5.20)
Similarly, for z ∈ Ω1 ∩ C−, we also have −pi < arg fN (z) < 0 and(
e−NφN (z) ieNφN (z)
−e−NφN (z) ieNφN (z)
)
∼ 2√pi [N 2/3 fN (z)] 14σ3
(
Ai(N 2/3ξN ) ωAi(N 2/3ωξN )
Ai′(N 2/3ξN ) ω2Ai′(N 2/3ωξN )
)
. (5.21)
For z ∈ Ω3, there is a result corresponding to (5.16) with φN (z) and lN replaced by φ˜N (z) and
l˜N , respectively. Indeed, it follows from (3.46), (4.19) and (4.23) that
U (z) ∼ 1
2
e−αpi iσ3e
1
2 Nl˜Nσ3
(
1 −1
i i
)
a(z)σ3
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×
(
e−N φ˜N (z) −ieN φ˜N (z)
−e−N φ˜N (z) −ieN φ˜N (z)
)
e[N (g˜N (z)+φ˜N (z)−
1
2 l˜N )−α log(−z)]σ3
= 1
2
e−αpi iσ3e
1
2 Nl˜Nσ3
(
1 −1
i i
)
a(z)σ3
×
(
e−N φ˜N (z) −ieN φ˜N (z)
−e−N φ˜N (z) −ieN φ˜N (z)
)
e[
1
2 N QN (z)−α log(−z)]σ3 . (5.22)
Let
ξ˜N = f˜N (z) =
[
3
2
φ˜N (z)
]2/3
, (5.23)
which is analytic in C \ [βN ,∞). Also, note that
| arg f˜N (z)| < pi (5.24)
for z ∈ Ω3. Hence, as before, it can be shown that the matrix(
e−N φ˜N (z) −ieN φ˜N (z)
−e−N φ˜N (z) −ieN φ˜N (z)
)
(5.25)
is the leading term of the asymptotic expansion of the matrices
2
√
pi [N 2/3 f˜N (z)] 14σ3
(
Ai(N 2/3ξ˜N ) −ωAi(N 2/3ωξ˜N )
Ai′(N 2/3ξ˜N ) −ω2Ai′(N 2/3ωξ˜N )
)
(5.26)
for z ∈ Ω3 ∩ C+, and
2
√
pi [N 2/3 f˜N (z)] 14σ3
(
Ai(N 2/3ξ˜N ) ω2Ai(N 2/3ω2ξ˜N )
Ai′(N 2/3ξ˜N ) ωAi′(N 2/3ω2ξ˜N )
)
(5.27)
for z ∈ Ω3 ∩ C−. Define the matrix function
P(z) :=

(
Ai(N 2/3ξN ) −ω2Ai(N 2/3ω2ξN )
Ai′(N 2/3ξN ) −ωAi′(N 2/3ω2ξN )
)
, z ∈ Ω1 ∩ C+,(
Ai(N 2/3ξN ) ωAi(N 2/3ωξN )
Ai′(N 2/3ξN ) ω2Ai′(N 2/3ωξN )
)
, z ∈ Ω1 ∩ C−,(
Ai(N 2/3ξ˜N ) −ωAi(N 2/3ωξ˜N )
Ai′(N 2/3ξ˜N ) −ω2Ai′(N 2/3ωξ˜N )
)
, z ∈ Ω3 ∩ C+,(
Ai(N 2/3ξ˜N ) ω2Ai(N 2/3ω2ξ˜N )
Ai′(N 2/3ξ˜N ) ωAi′(N 2/3ω2ξ˜N )
)
, z ∈ Ω3 ∩ C−.
(5.28)
An appeal to the formulas
Ai(z)+ ωAi(ωz)+ ω2Ai(ω2z) = 0,
Ai′(z)+ ω2Ai′(ωz)+ ωAi′(ω2z) = 0
shows that P(z) satisfies
P+(x) = P−(x)
(
1 1
0 1
)
, x ∈ R \ [−δ, δ]. (5.29)
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The above heuristic argument now suggests that a reasonable parametrix Q∗(z) for z outside Uδ
is given by
Q∗(z) :=

E(z)M(z), z ∈ Ω1,
E˜(z)M˜(z), z ∈ Ω3,
e
1
2 NlNσ3 V∞(z)e[N (gN (z)−
1
2 lN )−α log z]σ3 , z ∈ Ω2,
(5.30)
where
E(z) := √pie 12 NlNσ3
(
1 −1
−i −i
)[
N 1/6ξ1/4N (z)
a(z)
]σ3
, (5.31)
M(z) := P(z)e[ 12 N QN (z)−α log z]σ3 (5.32)
for z ∈ Ω1, and
E˜(z) := √pie−αpi iσ3e 12 Nl˜Nσ3
(
1 −1
i i
) [
N 1/6ξ˜1/4N (z)a(z)
]σ3 , (5.33)
M˜(z) := P(z)e[ 12 N QN (z)−α log(−z)]σ3 (5.34)
for z ∈ Ω3. Note that the functions e 12 N QN (z)−α log z and e 12 N QN (z)−α log(−z) are analytic
continuations of (|x |2αe−Q(N 1/2m x))−1/2 = |x |−αe 12 N QN (z) to the cut planes C \ (−∞, 0] and
C \ [0,∞), respectively. Hence, from (5.29) it follows that
M+(x) = M−(x)
(
1 |x |2αe−N QN (x)
0 1
)
, x ∈ (δ,∞), (5.35)
M˜+(x) = M˜−(x)
(
1 |x |2αe−N QN (x)
0 1
)
, x ∈ (−∞,−δ). (5.36)
On the other hand, since ξ1/4N (z)/a(z) and ξ˜
1/4
N (z)a(z) are analytic in C \ (−∞, αN ] and
C \ [βN ,∞), respectively, one easily sees that E+(x) = E−(x) for x ∈ (δ,∞) and E˜+(x) =
E˜−(x) for x ∈ (−∞,−δ). A combination of (1.6), (5.30), (5.35) and (5.36) yields
Q∗+(x) = Q∗−(x)
(
1 |x |2αe−Q(N 1/2m x)
0 1
)
, x ∈ R \ [−δ, δ]. (5.37)
Furthermore, Q∗(z) has the same large-z behavior as U (z) shown in (Uc). To see this, we only
consider the case when z ∈ Ω1 ∩ C+. The other cases can be handled in a similar manner. Note
that when z ∈ Ω1 ∩ C+,
Q∗(z) = √pie 12 NlNσ3
(
1 −1
−i −i
)[
N 1/6ξ1/4N (z)
a(z)
]σ3
×
(
Ai(N 2/3ξN ) −ω2Ai(N 2/3ω2ξN )
Ai′(N 2/3ξN ) −ωAi′(N 2/3ω2ξN )
)
e[
1
2 N QN (z)−α log z]σ3 . (5.38)
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Since by (3.61) φN (z) ∼ q2m z2m/2 for large z, it follows that ξN = ( 32φN (z))2/3 → ∞ as
z→∞. We then obtain from (3.45), (4.19) and (5.20) that
Q∗(z) ∼ e 12 NlNσ3 V∞(z)e[N (gN (z)− 12 lN )−α log z]σ3 . (5.39)
This, together with (3.6) and the asymptotic behavior of V∞(z) in (V∞,c), implies
Q∗(z) ∼ e 12 NlNσ3 V∞(z)e[N (gN (z)− 12 lN )−α log z]σ3
= e 12 NlNσ3 [I + O(1/z)]e− 12 NlNσ3e[NgN (z)−α log z]σ3
= [I + O(1/z)]
(
zn 0
0 z−n
)
,
when z is large.
In summary, it is now natural to suggest that U (z) is asymptotically approximated by
U∗(z) =
{
Qˆ(z), z ∈ Uδ,
Q∗(z), z ∈ C \Uδ. (5.40)
6. Uniform asymptotic expansions
To derive such expansions, we define the matrix-valued function
S(z) := e− 12 NlNσ3U (z)U∗(z)−1e 12 NlNσ3 . (6.1)
Since U (z) and U∗(z) have the same jump condition on (−δ, δ)\{0}, S(z) is analytic in Uδ \{0}.
We claim that 0 is actually a removable singularity of S(z). Recall that
U∗(z)−1 = Qˆ(z)−1
=
( 1√
2
e
1
2 NlNσ3 E0(z)
(
1 i
i 1
)
Φα[NηN (z)](zαe− 12 Q(N 1/2m z))−σ3
)−1
(6.2)
for z ∈ Uδ , where E0(z) is explicitly given in (5.13) and Φα[NηN (z)] involving modified Bessel
functions Iν and Kν as shown in (5.4). Clearly, from (5.13) and (5.14), it follows that
E0(z)
−1 = O
(
1 1
1 1
)
(6.3)
as z→ 0. To find the behavior of (Φα[NηN (z)])−1 as z tends to zero, we first note from (9.6.15)
in [2] that
detΦα(ζ ) = 1. (6.4)
On account of (5.9) and the formulas
Iν(ζ ) ∼ (ζ/2)
ν
Γ (ν + 1) , ν > −1, (6.5)
Kν(ζ ) ∼
{
log(1/ζ ), ν = 0,
Γ (|ν|)
2
(
ζ
2
)−|ν|, ν > −1, ν 6= 0, (6.6)
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as ζ → 0 (see [2, (9.6.6)–(9.6.9)]), it is readily seen that
(
Φα[NηN (z)]
)−1 =

O
(
z−|α−
1
2 |+ 12 z−|α+
1
2 |+ 12
zα zα+1
)
, α > −1
2
, α 6= 1
2
,
O
(
z
1
2 log z z−α
zα zα+1
)
, α = 1
2
,
(6.7)
as z→ 0. Hence, substituting (6.3) and (6.7) into (6.2), we obtain by direct calculation that
U∗(z)−1 =

O
(
z2α z2α
1 1
)
if α < 0,
O
(
1 1
1 1
)
if α > 0.
(6.8)
In view of the condition (Ud) for U (z), a combination of (6.1) and (6.8) gives
S(z) =

O
(
z2α z2α
z2α z2α
)
if α < 0,
O
(
1 1
1 1
)
if α > 0,
(6.9)
as z → 0. Since α > −1/2, it is then immediate that 0 is a removable singularity of S(z). In
addition, from the definition of S(z), it is easily seen that S(z) satisfies the following RHP:
(Sa) S(z) is analytic for z ∈ C \ Γ ;
(Sb) for z ∈ Γ ,
S+(z) = S−(z)J (z), (6.10)
where J (z) := e− 12 NlNσ3U∗−(z)(U∗+(z))−1e
1
2 NlNσ3 ;
(Sc) for z ∈ C \ Γ ,
S(z)→ I as z→∞. (6.11)
To solve this problem, we first derive the asymptotic expansion of the jump matrix J (z) in
(6.10) as n → ∞. It will be shown that this expansion has the identity matrix as the leading
term. For convenience, we consider only the case when z lies on the contour Γ1 ∪ Γ5, since the
discussions for other cases are very similar. For z ∈ Γ1, it follows from the asymptotic expansions
of the Airy function Ai(ζ ) that
Ai(N 2/3 fN (z)) ∼ N
−1/6
2
√
pi
( fN (z))
− 14 e−NφN (z)
∞∑
k=0
(−1)kck(NφN (z))−k,
Ai′(N 2/3 fN (z)) ∼ − N
1/6
2
√
pi
( fN (z))
1
4 e−NφN (z)
∞∑
k=0
(−1)kdk(NφN (z))−k,
Ai(N 2/3ω2 fN (z)) ∼ e
pi i/6
2
√
pi
N−1/6( fN (z))−
1
4 eNφN (z)
∞∑
k=0
ck(NφN (z))
−k,
Ai′(N 2/3ω2 fN (z)) ∼ −e
−pi i/6
2
√
pi
N 1/6( fN (z))
1
4 eNφN (z)
∞∑
k=0
dk(NφN (z))
−k,
(6.12)
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where c0 = d0 = 1 and for k = 1, 2, . . .,
ck = Γ (3k +
1
2 )
54kk!Γ (k + 12 )
, dk = −6k + 16k − 1ck; (6.13)
see [11, p. 392]. By (5.40) and (6.10), we have
J (z) = √pi
(
1 −1
−i −i
)(
N 1/6 f 1/4N (z)
a(z)
)σ3
×
(
Ai(N 2/3 fN (z)) −ω2Ai(ω2 N 2/3 fN (z))
Ai′(N 2/3 fN (z)) −ωAi′(ω2 N 2/3 fN (z))
)
× e[ 12 N QN (z)−α log z]σ3e−[N (gN (z)− 12 lN )−α log z]σ3 V∞(z)−1. (6.14)
On account of (3.45), (4.19) and (6.12), a direct calculation gives
J (z) ∼ 1
2
(
1 −1
−i −i
)
a(z)−σ3
{ ∞∑
j=0
(
(−1) j c j ic j
(−1) j+1d j id j
)(
1
NφN (z)
) j}
×
(
1 −1
−i −i
)
a(z)σ3
(
1 −1
−i −i
)−1
= 1
2
(
1 −1
−i −i
)
a(z)−σ3
{(
2 0
0 2
)
+
∞∑
j=1
L j (z)
N j
}
(6.15)
× a(z)σ3
(
1 −1
−i −i
)−1
(6.16)
for z ∈ Γ1, where
L j (z) =
( [(−1) j + 1]c j [(−1) j+1 + 1]c j
[(−1) j+1 + 1]d j [(−1) j + 1]d j
)(
1
NφN (z)
) j
. (6.17)
Hence, we obtain
J (z) ∼ I +
∞∑
j=1
J j (z)
N j
, (6.18)
where
J j (z) = 12
(
1 −1
−i −i
)
a(z)−σ3 L j (z)a(z)σ3
(
1 −1
−i −i
)−1
. (6.19)
From (3.61), (6.17) and (6.19), it is easily seen that
J j (z) = O
(
1
(φN (z)) j
)
= O
(
1
z2mj
)
, j = 1, 2, . . . , as z→∞. (6.20)
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For z ∈ Γ5, we note from (9.7.1)–(9.7.2) in [2] and (5.8) that
(NηN (z))
1/2 Iν(NηN (z)e−
1
2pi i) ∼ e
−N (φN (z)−(φN )+(0))+ 14pi i√
2pi
∞∑
k=0
ck,ν(NηN (z)i)−k,
(NηN (z))
1/2 Kν(NηN (z)e−
1
2pi i)
∼
√
pi
2
eN (φN (z)−(φN )+(0))+
1
4pi i
∞∑
k=0
(−1)kck,ν(NηN (z)i)−k
=
√
pi
2
eN (φN (z)−(φN )+(0))−
1
4pi ii
∞∑
k=0
(−1)kck,ν(NηN (z)i)−k,
(6.21)
where c0,ν = 1 and
ck,ν =
Π kj=1(4ν2 − (2 j − 1)2)
8kk! , k = 1, 2, . . . . (6.22)
Inserting (6.21) into (5.4) gives
Φα(NηN (z)) ∼ 1√
2
{(
1 −i
−i 1
)
+
∞∑
k=1
(
ck,α+ 12 (−1)
k+1ck,α+ 12 i−ck,α− 12 i (−1)
kck,α− 12
)
×
(
1
NηN (z)i
)k}
e[−N (φN (z)−(φN )+(0))+
1
4pi i+ 12piαi]σ3
= 1√
2
(
1 −i
−i 1
){
I + 1
2
∞∑
k=1
(
c˜k,α (−1)k+1d˜k,αi
d˜k,αi (−1)k c˜k,α
)
×
( −i
NηN (z)
)k}
e[−N (φN (z)−(φN )+(0))+
1
4pi i+ 12piαi]σ3 , (6.23)
where for k = 1, 2, . . .,
c˜k,α := ck,α+ 12 + ck,α− 12 , d˜k,α := ck,α+ 12 − ck,α− 12 . (6.24)
Hence, we obtain from (1.6), (3.45), (5.15), (5.11), (5.40), (6.10) and (6.23) that for z ∈ Γ5,
J (z) = 1√
2
E0(z)
(
1 i
i 1
)
Φα[NηN (z)](zαe− 12 Q(N 1/2m z))−σ3
× e−[N (gN (z)− 12 lN )−α log z]σ3 V∞(z)−1
= 1√
2
E0(z)
(
1 i
i 1
)
Φα[NηN (z)]eNφN (z)σ3 V∞(z)−1
∼ E0(z)
{
I + 1
2
∞∑
k=1
(
c˜k,α (−1)k+1d˜k,αi
d˜k,αi (−1)k c˜k,α
)( −i
NηN (z)
)k}
E0(z)
−1
= I +
∞∑
k=1
Jk(z)
N k
, (6.25)
R. Wong, L. Zhang / Journal of Approximation Theory 162 (2010) 723–765 751
where
Jk(z) = 12 E0(z)
∞∑
k=1
(
c˜k,α (−1)k+1d˜k,αi
d˜k,αi (−1)k c˜k,α
)( −i
ηN (z)
)k
E0(z)
−1. (6.26)
An appeal to the following theorem shows that the solution of the RHP for S has the
asymptotic expansion
S(z) ∼ I +
∞∑
k=1
Sk(z)
N k
, (6.27)
as n → ∞ uniformly for z ∈ C \ Γ , where N = n + α and the coefficient functions Sk(z) can
be determined recursively by
Sk(z) = 12pi i
∫
Γ
[
k∑
j=1
(Sk− j )−(ζ )J j (ζ )
]
dζ
ζ − z , k = 1, 2, . . . (6.28)
for z ∈ C \ Γ .
Theorem 3. Let Γ1, . . . ,Γm be simple, smooth, and oriented curves in the complex planeC, and
let Γ = Γ1 + · · · + Γm be the union of these curves. Assume that Γ has no endpoint, denote by
Γ 0 the interior of Γ (i.e., Γ with points of self-intersection removed), and consider the following
matrix RHP for R : C \ Γ → C2 × C2 with parameter N:
(Ra) R(z) = R(z, N ) is analytic in C \ Γ ;
(Rb) R+(ζ ) = R−(ζ )V (ζ ) for ζ ∈ Γ 0;
(Rc) R(z) = I + o(1), as z→∞, for z ∈ C \ Γ and N fixed;
(Rd) at every point of self-intersection ζ0 ∈ Γ \ Γ 0, limz→ζ0(z − ζ0)R(z) = 0 for fixed N.
Suppose that the jump matrix V (ζ ) = V (ζ, N ) satisfies the following conditions:
(V1) If V j is the restriction of V to Γ 0j , i.e., V
j = V |Γ 0j , then there exists a δ > 0 such that
every V j has an analytic continuation to Γ j (δ) for every j = 1, 2, . . . ,m, and every V j (z)
is invertible for z ∈ Γ j (δ), where Γ j (δ) = {z ∈ C : d(z,Γ j ) < δ} is a δ-neighborhood of
Γ j .
(V2) There exists an α > 0 such that if Γ j is unbounded for some j , then for z ∈ Γ j (δ)
V j (z) = I + O(1/|z|α) as z→∞
uniformly with respect to N.
(V3) Suppose that ζ0 is a point of self-intersection of Γ . Let Γ j1 ,Γ j2 , . . . ,Γ jq , 1 ≤ j1,
j2, . . . , jq ≤ m, be the branches of Γ which meet at ζ0. We order them in the
counterclockwise direction around ζ0. All V j1 , V j2 , . . . , V jq are well defined and analytic
in the disk U (ζ0, δ) = {z ∈ C : |z − ζ0| < δ}. Furthermore, suppose that the cyclic
condition
(V jq )εq (z) · (V jq−1)εq−1(z) · · · (V 1)ε1(z) = I for |z − ζ0| < δ,
holds, where εi = −1 if Γ ji is directed away from ζ0 and εi = 1 if Γ ji is directed towards
ζ0. When εi = −1, (V ji )εi means the inverse of V ji .
752 R. Wong, L. Zhang / Journal of Approximation Theory 162 (2010) 723–765
Moreover, we assume that for every j = 1, 2, . . . ,m, V j (z) has an asymptotic expansion of the
form
V j (z) ∼ I +
∞∑
k=1
V jk (z)
N k
as N →∞
uniformly for z ∈ Γ j (δ), where each V jk (z) is also analytic in Γ j (δ), and that for all large
z ∈ Γ j (δ),∥∥∥∥∥V j (z)− I −
p∑
k=1
V jk (z)
N k
∥∥∥∥∥ ≤ C pN p+1|z|α ,
where α > 0 and ‖ · ‖ denotes the norm defined by the maximum modulus of all entries in a
matrix. Then, the solution R(z) = R(z, N ) to the RHP (Ra)–(Rd) has an asymptotic expansion
of the form
R(z) ∼ I +
∞∑
k=1
Rk(z)
N k
as N →∞
uniformly for z ∈ C \ Γ , where the coefficients Rk(z) are all analytic in C \ Γ .
For a proof of the above theorem, we refer to [12]. Note that in our case the cyclic condition in
(V3) is easily derived. To see this, without loss of generality let us consider the self-intersection
point of Γ1, Γ5 and Γ6 depicted in Fig. 2. On account of the jump condition (Sb) for S(z), we
have J (z)|Γ1 = e−
1
2 NlNσ3C(z)(A(z))−1e 12 NlNσ3 , J (z)|Γ5 = e−
1
2 NlNσ3 B(z)(A(z))−1e 12 NlNσ3 and
J (z)|Γ6 = e−
1
2 NlNσ3 B(z)(C(z))−1e 12 NlNσ3 , where A(z), B(z) and C(z) denote the restriction of
U∗(z) to the region Ω2, Uδ and Ω1, respectively. The cyclic condition now follows from direct
calculation. Finally, we arrive at the following theorem:
Theorem 4. Let Ωi , i = 1, 2, 3, and Uδ be the regions shown in Fig. 2. With N = n + α, lN and
fN (z) defined in (3.10) and (5.18), the asymptotic expansion of the polynomial pin(N 1/2m z) is
given by
pin(N
1/2m z) = √piN n/2me 12 Q(N 1/2m z)+ 12 NlN z−α
×[Ai(N 2/3 fN (z))A(z, N )− Ai′(N 2/3 fN (z))B(z, N )] (6.29)
where A(z, N ) and B(z, N ) are analytic in Ω1 and have asymptotic expansions
A(z, N ) ∼ N
1/6 f 1/4N (z)
a(z)
[
1+
∞∑
k=1
S(k)11 (z)− iS(k)12 (z)
N k
]
(6.30)
and
B(z, N ) ∼ a(z)
N 1/6 f 1/4N (z)
[
1+
∞∑
k=1
S(k)11 (z)+ iS(k)12 (z)
N k
]
(6.31)
uniformly for z ∈ Ω1. In (6.30)–(6.31), the coefficient functions S(k)i j (z), i, j = 1, 2, refer to the
element in the i th row and jth column of the matrix Sk(z).
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Similarly, with f˜N (z) given in (5.23), we have
pin(N
1/2m z) = (−1)n√piN n/2me 12 Q(N 1/2m z)+ 12 NlN (−z)−α
×[Ai(N 2/3 f˜N (z))A˜(z, N )− Ai′(N 2/3 f˜N (z))B˜(z, N )] (6.32)
uniformly for z ∈ Ω3, where A˜(z, N ) and B˜(z, N ) are analytic in Ω3 and have uniform
asymptotic expansions
A˜(z, N ) ∼ N 1/6 f˜ 1/4N (z)a(z)
[
1+
∞∑
k=1
S(k)11 (z)+ iS(k)12 (z)
N k
]
(6.33)
and
B˜(z, N ) ∼ 1
N 1/6 f˜ 1/4N (z)a(z)
[
1+
∞∑
k=1
S(k)11 (z)− iS(k)12 (z)
N k
]
. (6.34)
Let φN (z) be defined in (3.42). We have
pin(N
1/2m z) = 1
2
N n/2me
1
2 Q(N
1/2m z)+ 12 NlN−NφN (z)z−α
×
[((
z − βN
z − αN
)1/4
+
(
z − βN
z − αN
)−1/4)
A1(z, N )
+
((
z − βN
z − αN
)1/4
−
(
z − βN
z − αN
)−1/4)
B1(z, N )
]
, (6.35)
where A1(z, N ) and B1(z, N ) are analytic functions of z inΩ2. In addition, they have asymptotic
expansions
A1(z, N ) ∼ 1+
∞∑
k=1
S(k)11 (z)
N k
and B1(z, N ) ∼ i
∞∑
k=1
S(k)12 (z)
N k
, (6.36)
holding uniformly valid in Ω2.
Finally, when z ∈ Uδ , we have
pin(N
1/2m z) =
√
pi
2
N (n+m)/2me
1
2 Q(N
1/2m z)+ 12 NlN− 14pi iηN (z)1/2z−α
×[J
α+ 12 (NηN (z))A0(z, N )+ Jα− 12 (NηN (z))B0(z, N )], (6.37)
where ηN (z) is defined in (5.8), A0(z, N ) and B0(z, N ) are analytic functions in Uδ with
asymptotic expansions
A0(z, N ) ∼
∞∑
k=0
A0,k(z)
N k
, B0(z, N ) ∼
∞∑
k=0
B0,k(z)
N k
(6.38)
as n→∞. The leading coefficients are given by
A0,0(z) = (E0)11(z)+ i(E0)12(z) and B0,0(z) = i(E0)11(z)+ (E0)12(z), (6.39)
where E0(z) is given in (5.13).
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Proof. Let X i j denote the (i, j) element in the matrix X . Since U (z) = e 12 NlNσ3 S(z) ×
e− 12 NlNσ3U∗(z), we have
U11(z) = S11(z)U∗11(z)+ eNlN S12(z)U∗21(z). (6.40)
From (6.27), it follows that
S11(z) ∼ 1+
∞∑
k=1
S(k)11 (z)
N k
and S12(z) ∼
∞∑
k=1
S(k)12 (z)
N k
.
By (5.30) and (5.40), the entries in the first column of U∗(z) for z ∈ Ω1 are given by
U∗11(z) =
√
pi
[
N 1/6 f 1/4N (z)
a(z)
Ai(N 2/3 fN (z))− a(z)
N 1/6 f 1/4N (z)
Ai′(N 2/3 fN (z))
]
× e 12 N (QN (z)+lN )z−α,
U∗21(z) = −i
√
pi
[
N 1/6 f 1/4N (z)
a(z)
Ai(N 2/3 fN (z))+ a(z)
N 1/6 f 1/4N (z)
Ai′(N 2/3 fN (z))
]
× e 12 N (QN (z)−lN )z−α.
Substituting the last four formulas, namely for S11(z), S12(z), U∗11(z) and U∗21(z), into (6.40), we
obtain by (2.5) and (1.6)
pin(N
1/2m z) = N n/2mU11(z)
= √piN n/2me 12 Q(N 1/2m z)+ 12 NlN z−α
×[Ai(N 2/3 fN (z))A(z, N )− Ai′(N 2/3 fN (z))B(z, N )],
where
A(z, N ) ∼ N
1/6 f 1/4N (z)
a(z)
[
1+
∞∑
k=1
S(k)11 (z)− iS(k)12 (z)
N k
]
(6.41)
and
B(z, N ) ∼ a(z)
N 1/6 f 1/4N (z)
[
1+
∞∑
k=1
S(k)11 (z)+ iS(k)12 (z)
N k
]
, (6.42)
thus proving (6.29)–(6.31). Since formulas (6.32)–(6.36) can be verified in a similar manner, we
omit the proof.
To establish (6.37)–(6.39), we first recall formulas (9.6.3) and (9.1.35) in [2]
Iν(z) = e− 12 νpi i Jν(ze 12pi i),
(
−pi < arg z ≤ 1
2
pi
)
,
Jν(zempi i) = emνpi i Jν(z), m integer.
(6.43)
From (5.4), (5.15), (5.40) and the above formulas, it follows that for z ∈ Uδ
U∗11(z) =
√
pi
2
e
1
2 Q(N
1/2m z)+ 12 NlN− 14pi i(NηN (z))1/2z−α
[(
(E0)11(z)+ i(E0)12(z)
)
× J
α+ 12 (NηN (z))+
(
i(E0)11(z)+ (E0)12(z)
)
J
α− 12 (NηN (z))
]
,
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U∗21(z) =
√
pi
2
e
1
2 Q(N
1/2m z)− 12 NlN− 14pi i (NηN (z))1/2z−α
[(
(E0)21(z)+ i(E0)22(z)
)
× J
α+ 12 (NηN (z))+
(
i(E0)21(z)+ (E0)22(z)
)
J
α− 12 (NηN (z))
]
,
where E0(z) is shown in (5.13). Inserting the last two equations, namely for U∗11(z) and U∗21(z),
into (6.40), again by (2.5) one has
pin(N
1/2m z) = N n/2mU11(z)
=
√
pi
2
N (n+m)/2me
1
2 Q(N
1/2m z)+ 12 NlN− 14pi iηN (z)1/2z−α
×[J
α+ 12 (NηN (z))A0(z, N )+ Jα− 12 (NηN (z))B0(z, N )],
where
A0(z, N ) =
(
(E0)11(z)+ i(E0)12(z)
)
S11(z)+
(
(E0)21(z)+ i(E0)22(z)
)
S12(z) (6.44)
and
B0(z, N ) =
(
i(E0)11(z)+ (E0)12(z)
)
S11(z)+
(
i(E0)21(z)+ (E0)22(z)
)
S12(z). (6.45)
Substituting (6.27) into (6.44)–(6.45) gives the asymptotic expansions in (6.38), (6.37), (6.39)
follow. This completes the proof of the theorem. 
7. Leading coefficients and the recurrence coefficients
We conclude this paper with the proof of Theorem 1 and a comparison of our results with
those in [6] under the special case α = 0. To achieve this goal, we first introduce a local version
of the parametrices constructed previously.
7.1. A localized parametrix
Let ΣL = ⋃8i=1 Σi denote the contour shown in Fig. 3, where δ0 is a small positive number
and ∂Uδ =⋃8i=5 Σi . Define
UL(z) :=

E(z)M(z), z ∈ I ,
Qˆ(z), z ∈ II,
E˜(z)M˜(z), z ∈ III
e
1
2 NlNσ3 V∞(z)e[N (gN (z)−
1
2 lN )−α log z]σ3 , z ∈ C \ (I ∪ II ∪ III),
(7.1)
where E(z), M(z), E˜(z) and M˜(z) are shown in (5.31)–(5.34), respectively, and V∞(z), Qˆ(z) are
given in (4.17) and (5.15). Essentially, UL(z) is a local version of the parametrices constructed
previously. For later use, we will expand UL(z) into an asymptotic expansion as z → ∞. By
definition,
UL(z) = e 12 NlNσ3 V∞(z)e[N (gN (z)− 12 lN )−α log z]σ3 (7.2)
for large z. Since
a(z) =
( z − βN
z − αN
)1/4
= 1+ αN − βN
4
1
z
+
( 5
32
α2N −
1
16
αNβN − 332β
2
N
) 1
z2
+ O
( 1
z3
)
(7.3)
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Fig. 3. Contour ΣL and the regions I, . . . , III.
and
a(z)−1 =
( z − αN
z − βN
)1/4
= 1+ βN − αN
4
1
z
+
(
5
32
β2N −
1
16
αNβN − 332α
2
N
)
1
z2
+ O
( 1
z3
)
(7.4)
as z→∞, it is immediate that
V∞(z) = 12
(
a(z)+ a(z)−1 i(a(z)−1 − a(z))
i(a(z)− a(z)−1) a(z)+ a(z)−1
)
= I +
 0 βN − αN4 iαN − βN
4
i 0
 1
z
+

(αN − βN )2
32
β2N − α2N
8
i
α2N − β2N
8
i
(αN − βN )2
32
 1z2 + O( 1z3 ). (7.5)
To derive the expansion of e[NgN (z)−α log z]σ3 , we observe that
gN (z) =
∫ βN
αN
log(z − s)µN (s)ds
= log z −
∫ βN
αN
sµN (s)ds
z
−
∫ βN
αN
s2µN (s)ds
2z2
+ O
( 1
z3
)
, (7.6)
as z→∞. Hence,
e[NgN (z)−α log z]σ3 =
I +
(
c1,N 0
0 −c1,N
)
1
z
+

c21,N + c2,N
2
0
0
c21,N − c2,N
2
 1z2 + O
(
1
z3
) znσ3 ,
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where
c1,N = −N
∫ βN
αN
sµN (s)ds, c2,N = −N
∫ βN
αN
s2µN (s)ds.
This, together with (7.2) and (7.5), implies that
UL(z) = e 12 NlNσ3 V∞(z)e[N (gN (z)− 12 lN )−α log z]σ3
= e 12 NlNσ3
I +
 c1,N βN − αN4 iαN − βN
4
i −c1,N
 1
z
+

(αN − βn)2
32
+ c
2
1,N + c2,N
2
(
β2N − α2N
8
+ (αN − βN )c1,N
4
)
i(
α2N − β2N
8
+ (αN − βN )c1,N
4
)
i
(αN − βn)2
32
+ c
2
1,N − c2,N
2
 1z2
+ O
( 1
z3
) e− 12 NlNσ3 znσ3 (7.7)
as z→∞.
As in (6.1), we introduce the matrix-valued function
R(z) := e− 12 NlNσ3U (z)UL(z)−1e 12 NlNσ3 . (7.8)
By putting Σ9 := (−∞, αN − δ0), Σ10 := (βN + δ0,∞) and ΣR := ΣL ∪ Σ8 ∪ Σ9, it is easily
seen that R(z) satisfies the following RHP:
(Ra) R(z) is analytic for z ∈ C \ ΣR ;
(Rb) for z ∈ ΣR ,
R+(z) = R−(z)∆(z), (7.9)
where ∆(z) is defined by
∆(z) :=

V∞(z)
(
1 e−2NφN (z)
0 1
)
V∞(z)−1 for z ∈ Σ10,
e−
1
2 NlNσ3UL−(z)(UL+(z))−1e
1
2 NlNσ3 for z ∈ ΣL ,
V∞(z)
(
1 e−2N φ˜N (z)
0 1
)
V∞(z)−1 for z ∈ Σ9;
(7.10)
(Rc) for z ∈ C \ ΣR ,
R(z)→ I as z→∞. (7.11)
Note that R(z) is analytic in a neighborhood of the origin, which can be shown by using the
same argument given at the beginning of Section 6. As in the previous case, R(z) also admits an
asymptotic expansion of the form
R(z) ∼
∞∑
k=0
Rk(z)
N k
= I +
∞∑
k=1
Rk(z)
N k
(7.12)
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for N large. Indeed, by direct calculation it follows from (7.1) and (7.10) that
∆(z) ∼ I +
∞∑
k=1
∆k(z)
N k
, as N →∞, (7.13)
for z ∈ ΣR , where ∆k(z) can be explicitly given. In particular, we have (cf. (6.19) and (6.26))
∆1(z) = 12φN (z)

−
(
c1
a(z)2
+ d1a(z)2
)
i
(
c1
a(z)2
− d1a(z)2
)
i
(
c1
a(z)2
− d1a(z)2
)
c1
a(z)2
+ d1a(z)2
 (7.14)
for z ∈ Σ1 ∪ Σ2, where c1 = 572 , d1 = − 772 , φN (z) and a(z) are given in (3.42) and (4.18),
respectively;
∆1(z) = 1
2φ˜N (z)

−
(
d1
a(z)2
+ c1a(z)2
)
i
(
d1
a(z)2
− c1a(z)2
)
i
(
d1
a(z)2
− c1a(z)2
)
d1
a(z)2
+ c1a(z)2
 (7.15)
for z ∈ Σ3 ∪ Σ4, where φ˜N (z) is shown in (3.43);
∆1(z) = 18ηN (z)
(
A(z) B(z)
C(z) −A(z)
)
(7.16)
for z ∈ Σ5 ∪ Σ7, where ηN (z) is defined in (5.8) and
A(z) = 2α2(b(z)2 − b(z)−2)+ αi(b(z)2 + b(z)−2)
× (epiαi+2N (φN )+(0) − e−piαi−2N (φN )+(0));
B(z) = 2α2i(b(z)2 + b(z)−2)− αepiαi+2N (φN )+(0)(b(z)+ ib(z)−1)2
+αe−piαi−2N (φN )+(0)(b(z)− ib(z)−1)2;
C(z) = 2α2i(b(z)2 + b(z)−2)+ αepiαi+2N (φN )+(0)(ib(z)+ b(z)−1)2
−αe−piαi−2N (φN )+(0)(ib(z)− b(z)−1)2
(7.17)
with b(z) given in (5.14);
∆1(z) = 18ηN (z)
(
A(z) B(z)
C(z) −A(z)
)
− 1
2φN (z)

−
(
c1
a(z)2
+ d1a(z)2
)
i
(
c1
a(z)2
− d1a(z)2
)
i
(
c1
a(z)2
− d1a(z)2
)
c1
a(z)2
+ d1a(z)2
 (7.18)
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for z ∈ Σ6;
∆1(z) = 18ηN (z)
(
A(z) B(z)
C(z) −A(z)
)
− 1
2φ˜N (z)

−
(
d1
a(z)2
+ c1a(z)2
)
i
(
d1
a(z)2
− c1a(z)2
)
i
(
d1
a(z)2
− c1a(z)2
)
d1
a(z)2
+ c1a(z)2
 (7.19)
for z ∈ Σ8, and
∆k(z) = 0, k = 1, 2, 3, . . . , (7.20)
for z ∈ Σ9 ∪ Σ10. The formulas in (7.20) follow from the fact that ∆(z) − I is actually
exponentially small as N →∞, uniformly for z ∈ Σ9 ∪ Σ10.
Putting ∆∗(z) := ∆(z)− I , we can solve the scalar RHP
(R+(z)− I )− (R−(z)− I ) = R−(z)∆∗(z), z ∈ ΣR, (7.21)
to obtain
R(z) = I + 1
2pi i
∫
ΣR
R−(ζ )∆∗(ζ )
ζ − z dζ (7.22)
for z ∈ C \ΣR . Again, with the aid of Theorem 3 in Section 6, one can derive (7.12) from (7.13)
with
Rk(z) = 12pi i
∫
ΣL
[
k∑
j=1
(Rk− j )−(ζ )∆ j (ζ )
]
dζ
ζ − z , k = 1, 2, . . . , (7.23)
for z ∈ C \ ΣL .
Moreover, it follows from (7.22) that if z→∞,
R(z) = I + R1
z
+ R2
z2
+ O
( 1
z3
)
, (7.24)
where
R1 = − 12pi i
∫
ΣR
R−(ζ )∆∗(ζ )dζ, (7.25)
R2 = − 12pi i
∫
ΣR
ζ R−(ζ )∆∗(ζ )dζ. (7.26)
Now, we are ready to prove Theorem 1.
7.2. Proof of Theorem 1
By virtue of (7.7), (7.8) and (7.24), we obtain
U (z)z−nσ3 = e 12 NlNσ3 R(z)e− 12 NlNσ3UL(z)z−nσ3
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= I +
e 12 NlNσ3 R1e− 12 NlNσ3
+
 c1,N (βN − αN )4 eNlN i(αN − βN )
4
e−NlN i −c1,N

 1z
+
(∗ L
∗ ∗
)
1
z2
+ O
( 1
z3
)
, (7.27)
as z→∞, where
L = eNlN
{
(R2)12 +
(
β2N − α2N
8
+ c1,N (αN − βN )
4
)
i
+ βN − αN
4
(R1)11i− c1,N (R1)12
}
(7.28)
and ∗ denotes quantities whose exact value is unimportant for later use. A combination of (2.6)
and (7.27) gives
(U1)11 = (R1)11 + c1,N , (7.29)
(U1)12 = eNlN
(
(R1)12 + βN − αN4 i
)
, (7.30)
(U1)21 = e−NlN
(
(R1)21 + αN − βN4 i
)
, (7.31)
(U2)12 = L
= eNlN
(
(R2)12 + β
2
N − α2N
8
i+ βN − αN
4
(R1)11i
)
− c1,N (U1)12. (7.32)
Coupling (2.9)–(2.10) and (7.29)–(7.32) yields
γn N
2N+1
4m = e−NlN /2
(
pi
(
βN − αN
2
− 2(R1)12i
))−1/2
, (7.33)
and
an = N 1/2m
(
(R1)11 + (R2)12 +
β2N−α2N
8 i+ βN−αN4 (R1)11i
(R1)12 + βN−αN4 i
)
, (7.34)
bn−1 = N 1/2m
(
(R1)12(R1)21 + βN − αN4 i((R1)21 − (R1)12)+
(βN − αN )2
16
)1/2
. (7.35)
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Recall that R1 and R2 actually depend on N ; on account of (7.20), it follows from (7.12),
(7.13), (7.25) and (7.26) that
R1 = − 12pi i
∫
ΣR
R−(ζ )∆∗(ζ )dζ ∼
∞∑
k=1
R1,k
N k
, (7.36)
R2 = − 12pi i
∫
ΣR
ζ R−(ζ )∆∗(ζ )dζ ∼
∞∑
k=1
R2,k
N k
, (7.37)
as N →∞, where
R1,k = − 12pi i
∫
ΣL
k∑
j=1
(Rk− j )−(ζ )∆ j (ζ )dζ (7.38)
and
R2,k = − 12pi i
∫
ΣL
ζ
k∑
j=1
(Rk− j )−(ζ )∆ j (ζ )dζ. (7.39)
In particular, we obtain from (7.14)–(7.20) and (7.38) that
R1,1 = − 12pi i
∫
ΣL
∆1(ζ )dζ
= − 1
4pi i
∫
Σ1∪Σ2∪(−Σ6)

−
(
c1
a(ζ )2
+ d1a(ζ )2
)
i
(
c1
a(ζ )2
− d1a(ζ )2
)
i
(
c1
a(ζ )2
− d1a(ζ )2
)
c1
a(ζ )2
+ d1a(ζ )2
 dζφN (ζ )
− 1
16pi i
∫
∂Uδ
(
A(ζ ) B(ζ )
C(ζ ) −A(ζ )
)
dζ
ηN (ζ )
− 1
4pi i
∫
Σ3∪Σ4∪(−Σ8)

−
(
d1
a(ζ )2
+ c1a(ζ )2
)
i
(
d1
a(ζ )2
− c1a(ζ )2
)
i
(
d1
a(ζ )2
− c1a(ζ )2
)
d1
a(ζ )2
+ c1a(ζ )2
 dζφ˜N (ζ ) . (7.40)
Note that both 1
a(z)2φN (z)
and a(z)
2
φN (z)
have a pole at βN . To see this, we expand φN (z) around
z = βN :
φN (z) =
√
βN − αN
3
hN (βN )(z − βN )3/2 + 15
(√
βN − αN h′N (βN )+
hN (βN )
2
√
βN − αN
)
× (z − βN )5/2 + O((z − βN )7/2), (7.41)
where hN (x) is shown in (3.30). A direct calculation gives
1
a(z)2φN (z)
= 3
hN (βN )
1
(z − βN )2
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+
(
3
5(βN − αN )hN (βN ) −
9h′N (βN )
5hN (βN )2
)
1
z − βN + O(1) (7.42)
and
a(z)2
φN (z)
= 3
(βN − αN )hN (βN )
1
z − βN + O(1) (7.43)
as z→ βN . Similarly, one has
a(z)2
φ˜N (z)
= 3
hN (αN )
1
(z − αN )2
−
(
3
5(βN − αN )hN (αN ) +
9h′N (αN )
5hN (αN )2
)
1
z − αN + O(1), (7.44)
1
a(z)2φ˜N (z)
= − 3
(βN − αN )hN (αN )
1
z − αN + O(1) (7.45)
for z near αN , and
1
ηN (z)
= 2√−αNβN hN (0)
1
z
+ O(1) (7.46)
as z → 0. Recall that c1 = 572 and d1 = − 772 ; see (6.13). It then follows from (7.40)–(7.46) and
Cauchy’s theorem that
R1,1 =

1
8
i
6
i
6
−1
8
 1
(βN − αN )hN (βN ) +

1
16
− i
16
− i
16
− 1
16
 h′N (βN )
hN (βN )2
+
−
1
8
i
6
i
6
1
8
 1
(βN − αN )hN (αN ) +

1
16
i
16
i
16
− 1
16
 h′N (αN )
hN (αN )2
+ 1
4
√−αNβN hN (0)
(
A(0) B(0)
C(0) −A(0)
)
, (7.47)
where A(z), B(z) and C(z) are given in (7.17). Since
R2,1 = − 12pi i
∫
ΣL
ζ∆1(ζ )dζ, (7.48)
again by (7.42)–(7.46) and Cauchy’s theorem, we obtain
(R2,1)12 = i
[(
βN
6(βN − αN ) +
5
48
)
1
hn(βN )
− βN h
′
n(βN )
16hN (βN )2
+
(
αN
6(βN − αN ) −
5
48
)
1
hN (αN )
+ αN h
′
n(αN )
16hN (αN )2
]
. (7.49)
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Inserting (7.36)–(7.37) into (7.33)–(7.35), it then follows on account of (7.47) and (7.49) that
γn N
2N+1
4m eNlN /2
√
(βN − αN )pi
2
= 1− 1
βN − αN
(
1
3(βN − αN )hN (βN ) −
h′n(βN )
8hN (βN )2
+ 1
3(βN − αN )hN (αN ) +
h′N (αN )
8hN (αN )2
− iB(0)
2
√−αNβN hN (0)
)
1
N
+ O
( 1
N 2
)
, (7.50)
an N
−1/2m = αN + βN
2
+
[
hN (αN )− hN (βN )
hN (βN )hN (αN )
+ (βN − αN )A(0)+ (βN + αN )B(0)i
2
√−αNβN hN (0) + O
( 1
N
)] 1
(βN − αN )N (7.51)
and
bn−1 N−1/2m
βN − αN =
1
4
− α cos(piα − 2N (φN )+(0)i)
(βN − αN )√−αNβN hN (0)
1
N
+ O
( 1
N 2
)
. (7.52)
The formulas (1.10)–(1.12) now follow from the facts
A(0) = 2α
2(βN + αN )√−αNβN −
2α(βN − αN )√−αNβN
× sin
[
piα − N
∫ βN
0
√
(βN − x)(x − αN )hN (x)dx
]
,
B(0) = 2iα
2(βN − αN )√−αNβN − 4iα cos
[
piα − N
∫ βN
0
√
(βN − x)(x − αN )hN (x)dx
]
− 2iα(βN + αN )√−αNβN sin
[
piα − N
∫ βN
0
√
(βN − x)(x − αN )hN (x)dx
]
and
2N (φN )+(0) = −iN
∫ βN
0
√
(βN − x)(x − αN )hN (x)dx .
A further expansion of the error terms can be obtained by inserting more terms of (7.36)–(7.37)
into (7.33)–(7.35).
This completes the proof of Theorem 1.
Remark 1. From (7.50)–(7.52) and (3.20)–(3.21), we have, in particular,
γn N
2N+1
4m eNlN /2
√
pi ∼ (mq2m Am)1/4m, (7.53)
an ∼ − q2m−12mq2m (7.54)
and
bn−1 N−1/2m ∼ (mq2m Am)
−1/2m
2
, (7.55)
where Am is given in (3.22) and q2m , q2m−1 are the coefficients of terms x2m and x2m−1 in Q(x),
respectively.
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7.3. Comparison with results in [6]
As mentioned in Section 1, if α = 0 in (1.1), our case reduces to the exponential weights
considered in [6]. Let αn , βn , hn(x) and ln be the notations used therein (see (5.3), (5.4) (2.5)
and (2.8) in [6]). They are the counterparts of notations αN , βN , hN (x) and lN we used in this
paper but associated with different external field. Under the assumption α = 0, their relations are
established in the following way:
αN = n−1/2mαn, βN = n−1/2mβn, (7.56)
hN (x) = hn
(2x − αN − βN
βN − αN
)(βN − αN
2
)−2
(7.57)
and
lN = ln + log
(βN − αN
2
)
. (7.58)
Also note that Aα = Bα = 0 if α = 0, a substitution of the above formulas into (1.10)–(1.12)
gives
γn
√
pic2n+1n enln = 1−
(4hn(1)− 3h′n(1)
48hn(1)2
+ 4hn(−1)+ 3h
′
n(−1)
48hn(−1)2
)1
n
+ O
( 1
n2
)
, (7.59)
an = dn +
[ 1
hn(1)
− 1
hn(−1) + O
(1
n
)] cn
2n
(7.60)
and
bn−1
cn
= 1
2
+ O
( 1
n2
)
, (7.61)
where
cn := βn − αn2 , dn :=
βn + αn
2
. (7.62)
These results agree with formulas (2.10)–(2.12) in [6].
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