Abstract-Incoherent detection based on differential encoding has been successfully applied to phase-shift-keying (PSK) signals because it eliminates the need for carrier phase acquisition and tracking at the receiver. This paper generalizes the idea of differential encoding by using a nonlinear transformation called multilag high-order instantaneous moment (ml-HIM). The ml-HIM decoder is capable of removing the effects of phase ambiguity, Doppler frequency, Doppler rate, and even higher order phase distortions. The degrees of freedom offered by the different lags is exploited to optimize system performance. In addition to the classical M-ary PSK, the generalized differential encoding idea is also applied to nonconstant modulus constellations, such as M-ary QAM and AM-PM.
I. INTRODUCTION

I
N DIGITAL communication systems, phase ambiguity and/or frequency errors are likely to be present in the received signal due to imperfect knowledge of the carrier's phase and frequency, fading effects, or multipath propagation [3, ch. 6] . Typically, phase distortions are captured in a term , which multiplies the received baseband data [see (1) ]. When phase variations are induced by the relative motion between transmitter and receiver (such as in mobile and satellite communications), the phase is polynomial in , and its coefficients are related to the kinematics of the moving station [17, p. 59] . Moreover, thanks to the Stone-Weierstrass theorem, any continuous function over a closed interval can be approximated uniformly by a polynomial function (see e.g., [16, p. 399] ). The polynomial coefficients, which are generally modeled as deterministic unknown quantities, are estimated first, and the received data are multiplied next by to remove phase distortions (see e.g., [5] for constant phase estimation and [6] and [9] for frequency estimation methods). In optical communications, phase fluctuations are due to instabilities of the transmit laser. In heterodyne reception, they arise due to both transmit and receive local oscillator lasers that have linewidths of tens of megahertz and exhibit instability greater than microwave oscillators [4] , [20] .
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Publisher Item Identifier S 1053-587X(98) 07806-4. receiver. The latter eliminates the need for carrier phase acquisition and tracking [3, ch. 5] at the expense of additional signal power required to attain a given probability of error (when compared with the ideal coherent detection). Traditionally, information transmitted with differential phaseshift-keying (DPSK) is encoded in phase differences between two successive symbols. Although tolerant to constant phase errors, differential detection systems are sensitive to carrier frequency variations [4] , [18] . To overcome this problem, doubly differential PSK (DDPSK) has been discussed recently for -ary PSK in [18] , based on [15] and less-known results from the Russian literature [12] , [21] . However, in applications such as low earth orbiting (LEO) satellite communications [10] , the Doppler frequency also changes with time, and DDPSK is not adequate for compensation. Algorithms for frequency and frequency rate-of-change estimation are proposed in [8] , based on Lanczos FIR differentiators, but they suffer from non-negligible estimation bias. Generalizations to higher-thansecond-order -ary DPSK have been also suggested in [19] , but no performance results are reported. Another interesting approach has been proposed in [10] , where a dual-channel PSK demodulator for LEO satellite direct sequence/code division multiple access (DS/CDMA) communications is proposed, whose performance are tolerant to time-variant Doppler frequency.
Interestingly, differential encoding has been restricted only to MPSK modulation systems, i.e., to constant modulus constellations. In [5] , however, blind phase recovery in quadrature amplitude modulated (QAM) signals was proposed based on higher order statistics (HOS) of the received data. Unfortunately, unambiguous estimates are guaranteed only if phase errors lie in , and processing delay is incurred in order to collect the samples required for accurate HOS estimation [5] .
In this paper, we revisit the differential encoding idea from a nonlinear signal processing perspective that relies on the multilag high-order instantaneous moment (ml-HIM), which is a transformation originally introduced in [1] and thoroughly studied in [2] . Starting from the well-known case of MDPSK modulation [3, ch. 5], we show how differential encoding can be interpreted in terms of the ml-HIM (Section II) and how generalized differential encoding techniques can be derived by means of the multi-lag HIM (Section III). In particular, the degrees of freedom offered by the different lags are exploited to increase system performance without increasing complexity. The maximum deflection criterion is used as a tool for selecting the lags (Section IV). This approach is particularly useful both when the additive noise is not white, or when higher-than-second-order differential encoding is employed in order to eliminate the Doppler effects present in the received data. Finally, it is shown, in Section V, how differential encoding can be successfully applied to generic (nonconstant modulus) constellations, such as -ary QAM and amplitude-modulation phase-modulation (AM-PM) constellations [3, ch. 5] , with the following advantages:
1) no increase in complexity of the modulator structure; 2) no carrier recovery circuit; 3) performance invariance to phase distortions, in particular, invariance to Doppler frequency and Doppler rate.
II. PRELIMINARIES
We consider here transmission of a linearly modulated signal through a known linear channel and assume perfect symbol synchronization at the receiver.
A. Signal Model
The complex envelope of the received signal after baseband conversion can be written as, [3, ch. 5] , [6] (1) where models the composite phase error introduced by the channel and imperfect knowledge of the carrier signal's phase and frequency; cascade of the transmitter's signaling pulse and the channel impulse response; symbol period; s transmitted complex symbols. If we denote by the information sequence, we have when no encoding is introduced at the transmitter; otherwise, the relationship between information and transmitted symbols depends on the particular encoding algorithm. The noise is assumed complex white Gaussian, with two-sided power spectral . Subscript denotes continuous-time signals.
After the receiving matched filter , the signal ( denotes convolution) is sampled at the symbol rate . We thus obtain the discrete-time data (2) where , and denotes the cascade of the transmit filter, the channel impulse response, and the receive filter. Model (2) given by (3), model (2) holds, provided that Doppler frequency and Doppler rate are small compared with the symbol rate, which is a condition satisfied in many practical cases (see, e.g., [6] ). An exception is the LEO satellite system, which suffers from large Doppler shifts ranging from 60 kHz to 60 kHz for a carrier frequency of 2.4 GHz and a symbol rate of 9.6 kb/s. If a filter matched to the signaling pulse is used, due to the Doppler shift, the received signal would occupy a frequency range disjoined from that of the receive filter, with a consequent loss of signal energy (that is filtered out). A filter bandwidth of approximately six times wider than the symbol rate is needed for (2) to be valid by avoiding energy loss and intersymbol interference (ISI) [10] . To further investigate the effect of and , consider a rectangular pulse of duration so that rect . The exact expression of , in the noise-free case, is given by rect rect where we defined and . In Fig. 1(a) , we plot the loss factor versus for different values of , whereas in Fig. 1(b) , is plotted as a function of for various 's. The results show that for and , we can consider , and this is the case in most applications (see also [6] and [18] for further details). In conclusion, sampling at to satisfy the Nyquist condition, we have [3, p. 326] , where is the Kronecker delta function. The received sequence is then (4) Noise is zero-mean complex Gaussian with autocorrelation sequence so that is white with variance . Equation (4) represents our discrete-time received signal model.
B. The Multilag HIM
At this point, it is useful to recall the definition of ml-HIM. The ml-HIM of is defined recursively as 1
We term the th order multilag HIM because it reduces to the HIM for , [16, ch. 12] , [14] , [22] . To show the role played by the ml-HIM in differential encoding, let us consider first and -ary DPSK symbols.
C. An Example: MDPSK Signaling
The information sequence is assumed to be i.i.d., drawn from a discrete -ary alphabet set with probability each; without loss of generality, we assume . Let be the differentially encoded sequence. Because the information is encoded in phase differences between two successive samples, we have , which implies [see also Fig. 2(a) ] (6) Equation (6) represents the input-output relationship of the encoder at the transmitter site.
From (4), the received discrete-time signal is given by (7) At the receiver, the information sequence can be recovered by "inverting" (6) (8) In the noise-free case, if and , is decoded using (8) . When noise is present, the decoder output must be quantized, e.g., in the simple binary case (BDPSK)
, the transmitted sequence is estimated via sgn (9) where sgn denotes the signum function of its argument. The encoding-decoding strategy in (7)- (9) is not affected by a phase shift , and in the noise-free case, we have (10) Equation (8) shows that the decoder implements nothing but the second-order instantaneous moment defined in (6) and evaluated for . Thus, (9) tells us that the decision strategy consists of properly quantizing the second-order HIM of the observed signal.
This observation suggests how to generalize the idea of differential encoding to the case where is not simply a constant . It also allows us to exploit useful properties of the multilag HIM transformation, namely, its unbiasedness and consistency [22] . The goal is to encode to so that in (4) does not affect recovery of from samples.
III. DIFFERENTIAL DECODING VIA MULTILAG HIM
We show next how the multilag HIM can be applied to remove Doppler frequency and Doppler rate effects (and higher phase distortions if necessary). Consider the ml-HIM (up to the fourth order) of the noise-free signal in (7): (11) (12) (13) (14) These relationships describe the algorithm implemented by the decoder. For example, (12) shows that to remove a constant phase ambiguity, it is sufficient for the decoder to implement the second-order ml-HIM of the received data, but this does not remove Doppler frequency and/or Doppler rate. Note that (8) corresponds to (12) evaluated for . The thirdorder ml-HIM can remove both constant phase and Doppler frequency but not Doppler rate, for which it is necessary to resort to the fourth-order ml-HIM. Higher order terms in the power expansion of require implementation of higher order ml-HIM to be eliminated.
Generalizing (6) , the encoder at the transmitter should correspondingly implement one the following input-output relationships:
To assure causality, we select . Inductively, to remove a th-order polynomial phase distortion , we must encode with the th-order ml-HIM and select
. Under the white noise assumption, is known to be an unbiased and meansquare sense consistent estimator of the th order ml-HIM of [22] , which coincides with if the transmitted symbols are properly encoded according to (15) - (17) .
Taking into account that comes from a finite alphabet, the receiver will choose the symbol that is closest to its noisy estimate ; thus, the decision rule is given by (18) The decoding strategy of (13) with was proposed in [15] under the term double differential PSK (DDPSK). Probability of error was also derived for symbol by symbol detection [12] , [15] . Binary and -ary PSK and the possibility of multiple symbol detection was discussed in [18] . Cascading first-order differential encoding blocks and numerically computable probability of error expressions for binary DDPSK were reported in [19] . Approximately 4 dB of excess SNR is required to attain a given error probability using binary DDPSK relative to binary DPSK without Doppler frequency.
Here, we exploit the degrees of freedom offered by the different lags in order to improve system performance with respect to the DDPSK proposed in [12] and [15] and later in [18] and [19] . Unfortunately, the exact evaluation of the error probability performance of the system for arbitrary lags in the presence of Doppler frequency and Doppler rate is difficult if not impossible. To select the lags, we adopt the maximum deflection (MD) criterion (or maximum output signal-to-noise power ratio) [13] .
IV. MAXIMUM DEFLECTION FOR SELECTING LAGS
Consider the case of -ary PSK signaling (as in Section II-C), and suppose we want to remove a constant phase (let us assume ).
A. Deflection of
The encoding strategy given by (15) forms the recursion . Correspondingly, at the receiver, the decision is based on the noisy estimate of , that is (19) where we denoted by the disturbance term that is superimposed to the useful term . Under the assumptions that belongs to an MPSK constellation and is a zero mean white Gaussian process with variance , both and are zero mean. Thus, we should adopt a definition of deflection that is slightly different from the one in [13] ; we define as deflection the variance ratio of the useful term over the disturbance term var var (20) The goal is to find the lags that maximize the deflection. The that maximizes may not always minimize the probability of error, but we expect it to improve performance relative to . Inserting (19) in (20) and observing that , we easily obtain , which does not depend on ; hence, our best choice is because it minimizes the number of "training" symbols required to initialize the differential decoder [3, p. 211] .
However, what if the noise samples are correlated due to a mismatch between and ? To investigate this point further, we suppose that because of filtering effects is an MA(1) process; it can thus be modeled as the output of a first-order FIR filter with a white noise process at the input, i.e., , where is an i.i.d. zero mean Gaussian sequence with variance such that . The deflection now becomes (21) and depends on . Causality requires , and if deflection is to be maximized with the minimum number of redundant symbols, the best choice is . In general, if denotes the memory of , the minimum that maximizes deflection is . Thus, when the noise samples are correlated, we can improve the performance of the differential encoding system by simply selecting a lag different from that is adopted in the standard DPSK system, [3, ch. 5]. The advantage offered by multiple lags is even more pronounced when Doppler frequency is also present, and the decoder implements the third-order ml-HIM to pre-compensate for it.
B. Deflection of
The encoder output is (22) and the noisy estimate of is given by (23) Carrying out all the products in (23), we obtain the result in the form , where the disturbance consists of 15 terms. Evaluation of involves 15 15terms, but most of them do not contribute to the final result because they have zero mean. Skipping details, we find (24) The result in (24) was verified with Monte-Carlo simulations. The deflection in (24) does not depend on the values of , , and . The choice corresponds to the DDPSK system proposed in [15] and [19] and is the worst one in terms of SNR. On the contrary, offers the same performance, and in order to minimize the training symbols, we select . Fig. 4(a) shows in (24) versus SNR with the solid line corresponding to and the dashed to . In Fig. 4(a) , plots of in (24) are reported versus the signal-to-noise ratio, which is defined as SNR . The solid line corresponds to , whereas the dashed line refers to . The deflection of can be evaluated along the same lines, but the calculation involves terms. We derived it via Monte Carlo simulations using symbols for each set of lags. lowest deflection due to the presence of dependent samples in (note that samples and appear three times each in ). When the number of dependent samples in the ml-HIM decreases, the deflection increases. When contains , , and two replicas of , , and . When is present two times; in all other cases, the noise samples are independent, and the deflection reaches its maximum.
Symbol error rate (SER) curves were obtained by averaging over decisions for binary PSK with parameters [ Fig. 5(a) ], and [ Fig. 5(b) ]. Fig. 5(a) shows the SER for lags (dashed line) (dash-dotted), (circles), and (x-marks). The solid lines in Figs. 5(a) and (b) denote the SER of an ideal (i.e., with ) binary PSK. The lags yield the same performance as in the DDPSK system of [19] . As expected, the choice is the worst one also in terms of probability of error performance, whereas all other choices are equivalent; hence, should be selected because it minimizes the number of training symbols. For a target SER of , 4.5 dB of additional SNR is required when are used instead of ideal BPSK with . However, if we select , approximately 2.8 dB of additional SNR is only necessary. It is worth observing that the SER of this system does not depend 2 on the values of and . Obviously, it would be impossible to compensate for a nonzero .
To remove Doppler rate effects, the system has to implement the fourth-order ml-HIM at the decoder. Fig. 5(b) shows the SER of such a system for , , and with lags (upper solid line), (dashed), (dotted), (circles), and (dash-dotted). The results show that selecting the lags appropriately improves the performance considerably, relative to the system in [19] , which uses . For example, selecting requires only 4.5 dB of additional SNR relative to the ideal BPSK, whereas adopting incurs greater loss. We note that all sets of lags that correspond to independent noise samples guarantee the same SER, but the optimal choice in terms of SER is , whose deflection is slightly lower than that corresponding to the maximum [see Fig. 4(b) ].
V. NONCONSTANT MODULUS CONSTELLATIONS
Thus far, we have considered only -ary PSK constellations, and interestingly, in the technical literature, differential encoding has been restricted only to MPSK modulation systems, i.e., to constant modulus constellations. Relying on the ml-HIM approach, it is shown next how generalized differential encoding techniques can be successfully applied to generic (nonconstant modulus) constellations, such as the QAM constellations and amplitude-modulation phase-modulation (AM-PM) [3, ch. 5] .
A. 16-QAM Modulations
Consider a 16-QAM modulation scheme. The input is assumed to be i.i.d., with and drawn from the discrete alphabet set . Suppose that only phase and Doppler frequency errors are present in . To remove phase and Doppler frequency errors with the third-order ml-HIM encoder, we define , and . At the differential encoder output, we have (see Fig. 6) , where, according to (13) , is (25) 2 This is only approximately true, as far as (f e ; e ) 1; otherwise, we should consider the effective signal-to-noise ratio as SNRe = j(f e ; e )j 2 SNR. The information sequence is then recovered by properly normalizing the ml-HIM of the received signal (26) and applying the decision rule in (18) as (27) The normalization is necessary to remove amplitude effects of the previous transmitted symbols since only their phases are necessary for differential decoding. In Fig. 7(a) , we plot the real versus imaginary parts of the received signal (2000 noise-free 16-QAM symbols) when the uncoded is transmitted over the channel with phase and frequency errors and . Fig. 7 (b) depicts real versus imaginary parts of when is transmitted with differentially encoded phase according to (25) . It is evident that in the absence of noise, the constellation is recovered perfectly. The same plots with noise at SNR dB are depicted in Fig. 8(a) and (b) .
Note that the encoder block diagram shown in Fig. 6 is quite general. It is valid for every linear modulation format, as and . Due to the multilevel constellation (which is less tolerant to noise than BPSK), the loss is greater than in Fig. 3(b) ; however, part of this loss can be recovered if the symbol-bysymbol decision is replaced by multiple symbol detection, as suggested in [18] (see also [19] ). The idea of multiple symbol differential detection was recently extended also to Rayleigh fading channels [11] . These directions are beyond the scope of this work and will be pursued in future works.
VI. CONCLUSION
The idea of differential encoding has been reinterpreted, generalized to higher orders, and extended to nonconstant modulus signals relying on the ml-HIM.
Specifically, the input-output relationships of the wellknown DPSK system (first-order differential encoding system for PSK signals) and the less known DDPSK system (secondorder DPSK) have been reinterpreted using the ml-HIM formulation. In fact, DPSK and DDPSK turned out to be particular cases of a generalized differential decoder corresponding to the second-and third-order HIM for a particular choice of the lags. Exploiting the degrees of freedom offered by the different lags, we can increase considerably the system performance without increasing complexity. The maximum deflection criterion was used as a tool for selecting the lags. If necessary, higherthan-third-order ml-HIM can be implemented at the decoder to precompensate for higher order phase distortions. Within the ml-HIM framework, generalized differential encoding was also derived for nonconstant modulus constellations, such -ary QAM and AM-PM.
In this work, we have not considered the presence of ISI. When this is not a reasonable assumption (e.g., in frequency-selective fading channels), the encoding/decoding system should be considered to be a complement to blind equalization. Note that even if the channel is linear, its cascade with the nonlinear (ml-HIM based) decoder at the receiver gives rise to an overall nonlinear transformation of the transmitted symbols. Mitigation of such a nonlinear effect with linear equalizers is expected to perform rather poorly, which suggests, as a possible future research direction, usage of nonlinear equalizers. A linear equalizer can be used before the ml-HIM decoder, but this would exclude the possibility of using a decision feedback structure. Alternatively, the use of a fractionally spaced nonlinear equalizer at the output of the differential detector was proposed in [7] . Only a first-order differential detector was considered in [7] ; the extension of this approach to generalized differential encoding systems seems to be an interesting topic for future research.
