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The realization of wireless ultra-reliable low-latency communications (URLLC) is one of
the key challenges of the fifth generation (5G) of mobile communications systems and
beyond. Ensuring ultra-high reliability together with a latency in the (sub-)millisecond
range is expected to enable self-driving cars, wireless factory automation, and the Tactile
Internet. In wireless communications, reliability is usually only considered as percentage
of successful packet delivery, aiming for 1− 10−5 up to 1− 10−9 in URLLC.
This thesis demonstrates the deficiencies of this confinement and, thus, proposes the
commitment to the idea of dependability, which assesses technical systems jointly with
regard to the attributes availability, reliability, maintainability, safety, integrity, and secu-
rity. Especially time-related dependability metrics, such as uptime, downtime, or time
between failures remained almost unmentioned in wireless communications, although
they have been well accepted for many years in other areas, e. g., electronic systems
design and industrial process control. Moreover, individual time intervals are of major
interest for URLLC because specifying performance guarantees of continuing a failure-
free operation throughout a “mission” is required, e. g., during certain manoeuvres of
wirelessly controlled robots or self-driving cars. Thus, this thesis leverages dependabil-
ity theory concepts for wireless communications by demonstrating the benefits of the
joint consideration of time-related and mission-related dependability key performance
indicators (KPIs) together with metrics which focus on the average performance. As
diversity is regarded as an essential building block for URLLC, this thesis focuses on multi-
connectivity systems, which are modeled as repairable systems utilizing continuous-time
Markov chains (CTMCs) and accounting for small-scale fading and interference as rele-
vant causes of failure. This thesis also studies the dependability of dynamic connectivity,
i. e., resource allocation approaches, which are able to dynamically change the allocated
resources, e. g., in case of failures, instead of statically providing multiple channels. If the
application tolerates short outages, dynamic connectivity will show promising potential
for mastering the time-related correlation of failures in wireless communications systems,
while utilizing less resources compared to multi-connectivity. A further key contribution
of this thesis is the analysis of multi-cellular, multi-user systems, facing the challenges
of interference and the competition for limited resources. This thesis develops analytic
comparisons of different connectivity approaches, revealing that multi-connectivity may
not always be optimal in the considered scenario. Novel resource allocation approaches
based on stable matching theory are proposed and evaluated by means of system-level
simulations. The results confirm superior availability compared to baseline resource




Die Realisierung von drahtloser ultra-zuverlässiger Kommunikation mit geringer Latenz
(URLLC) ist eine der wichtigsten Herausforderungen der fünften Generation (5G) von
Mobilkommunikationssystemen und darüber hinaus. Die Gewährleistung einer ultra-
hohen Zuverlässigkeit zusammen mit Latenzzeiten im (Sub-)Millisekundenbereich
soll selbstfahrende Autos, drahtlose Fabrikautomation und das Taktile Internet er-
möglichen. Bei der drahtlosen Kommunikation wird die Zuverlässigkeit in der Regel nur
als Prozentsatz der erfolgreichen Paketzustellung betrachtet, mit dem Ziel von 1− 10−5
bis 1− 10−9 bei URLLC.
Die vorliegende Arbeit zeigt die Defizite dieser Beschränkung auf und schlägt daher die
Interpretation unter dem Gesichtspunkt der Verlässlichkeit vor, die technische Systeme
gemeinsam im Hinblick auf die Attribute Verfügbarkeit, Zuverlässigkeit, Wartbarkeit,
Betriebssicherheit, Integrität und Informationsicherheit bewertet. Insbesondere zeitbe-
zogene Verlässlichkeitskenngrößen wie Betriebsdauer, Ausfalldauer oder Betriebsdauer
zwischen Ausfällen bleiben bisher in der drahtlosen Kommunikation nahezu unerwähnt,
obwohl sie in anderen Bereichen, z. B. der Geräteentwicklung und der industriellen
Prozesssteuerung, seit vielen Jahren gut akzeptiert sind. Darüber hinaus sind individuelle
Zeitintervalle für URLLC von großem Interesse, da die Angabe von Leistungsgarantien
für die Aufrechterhaltung eines störungsfreien Betriebs während einer „Mission“ er-
forderlich ist, z. B. bei bestimmten Manövern von drahtlos gesteuerten Robotern oder
selbstfahrenden Autos. Daher nutzt diese Arbeit Konzepte der Verlässlichkeitstheorie für
die drahtlose Kommunikation, indem sie die Vorteile der gemeinsamen Betrachtung von
zeit- und missionsbezogenen Leitungskennzahlen bezüglich Verlässlichkeit zusammen
mit Metriken, die sich auf die durchschnittliche Performanz konzentrieren, aufzeigt. Da
Diversität als ein wesentlicher Baustein für URLLC angesehen wird, konzentriert sich
diese Arbeit auf Multikonnektivitätssysteme, die mittels zeitkontinuierlicher Markov-
Ketten (CTMCs) als reparable Systeme modelliert werden und als relevante Ausfallur-
sachen Small-Scale-Fading und Interferenz berücksichtigen. In dieser Arbeit wird auch
die Verlässlichkeit dynamischer Konnektivität untersucht, d. h. Ressourcenzuweisungsan-
sätze, die in der Lage sind, die allozierten Ressourcen dynamisch zu verändern, z. B. bei
Ausfällen, anstatt statisch mehrere Kanäle zu verwenden. Wenn die Anwendung kurze
Ausfälle tolerieren kann, zeigt die dynamische Konnektivität ein vielversprechendes
Potenzial, um die zeitliche Korrelation von Ausfällen in drahtlosen Kommunikationssys-
temen zu bewältigen und dabei im Vergleich zu Multikonnektivität weniger Ressourcen
zu verbrauchen. Ein weiterer wichtiger Beitrag dieser Arbeit ist die Analyse von Funksys-
vii
temen mit mehreren Zellen- und mehreren Nutzern, die die Herausforderungen der
Interferenz und des Wettbewerbs um begrenzte Ressourcen adressieren. In dieser Ar-
beit werden analytische Vergleiche verschiedener Konnektivitätsansätze entwickelt, die
zeigen, dass Multikonnektivität im betrachteten Szenario nicht immer optimal ist. Es
werden neuartige Ressourcenallokationsansätze auf der Grundlage der Theorie stabiler
Matchings vorgeschlagen und mit Hilfe von Simulationen auf Systemebene ausgewertet.
Die Ergebnisse bestätigen eine bessere Verfügbarkeit im Vergleich zu grundlegenden
Ressourcenzuweisungsansätzen und erfüllen die strengen Anforderungen von URLLC.
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„As far as dependability rules, everything can be ruled.
— Lü Buwei, Chinese philosopher
(291 – 235 BCE) [Lü28; Dil16]
Dependability as a human characteristic has always been appreciated. In the middle
of the last century, the development of a whole theory with respect to dependability in
an engineering context became a distinct research discipline, driven by the objective
of building a technical system to be able to survive the moon mission. Since then,
dependability theory has been providing mathematical tools to evaluate life cycles and
prevent or reduce failures of any technical system, e. g., electronic equipment, vehicles,
machinery, and industrial plants. Reliability is only one of the aspects of dependability,
which includes also security, integrity, safety, maintainability, and availability. Targeting
wireless reliability and even “ultra reliability” has gained momentum with the research
on the fifth generation (5G) of mobile communications systems and beyond, which also
lends impetus to this thesis. This chapter elaborates this motivation and presents the
contributions of the thesis as an outline.
1.1 Motivation
A main objective of 5G wireless communications systems is the support of diverse ap-
plications in a flexible and reliable way. Besides enhanced Mobile Broadband (eMBB)
and massive Machine-Type Communications (mMTC), ultra-reliable low-latency com-
munications (URLLC) is the third pillar of 5G, as agreed by academia, industry, and
standardization groups [ITU15; 3GP17b; Pop+18a].
The primary goals regarding eMBB are capacity and data rate enhancements for multime-
dia and entertainment applications. Thus, eMBB can be considered as the extension to
the 4G broadband service, which is used by humans. In contrast, mMTC and URLLC fall
into the category of wireless machine-to-machine (M2M) communication. The domain of
mMTC is expected to support a massive number of Internet of Things (IoT) devices, e. g.,
wireless sensors and actuators for smart city, smart logistics, and smart home applications
[Sha+15]. Since these devices are only sporadically active and send small data payloads,
wide coverage and energy efficiency is important. By ensuring a latency in the (sub-)
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Fig. 1.1.: Dimensions of challenges for 5G and beyond.
millisecond range together with ultra-high reliability in terms of packet loss ratio (PLR)
of 10−5 up to 10−9, URLLC is expected to enable unprecedented use cases, e.g., wireless
factory automation, self-driving cars, and real-time remote control, paving the way
towards the Tactile Internet [Sim+16; Fet14; Sch+17]. URLLC is especially challenging,
because it depends on the simultaneous fulfillment of strict requirements in terms of
latency and reliability. These requirements might be contradictory, e. g., reliability can
be achieved through retransmissions, but this increases the latency. However, there are
several use cases which do not require this combination, e. g., online games depend on
low latency but no severe damage will follow if a pixel is wrong. On the other hand,
autonomous cars may perform precise maneuvers at slower speeds tolerating higher
communication latency. Consequently, the various challenges for 5G and beyond can be
arranged in a space spanned by four dimensions, as proposed in Fig.1.1, which contrasts
with the well-known triangle of 5G applications initially published by [ITU15]. Different
terminology evolved, implying that the requirements for latency and reliability should
first be considered separately, e. g., ultra-reliable communication (URC) [Pop14; BDP18],
ultra-reliable machine-type communication (uMTC) [MET16], or critical machine-type
communication (cMTC) [Sch20].
In 2018, the 3rd Generation Partnership Project (3GPP) published standardization spec-
ifications regarding the first phase of 5G (Release 15), which includes, e. g., the New
Radio (NR) air interface, the new radio network architecture called next generation ra-
dio access network (NG-RAN), the new core network architecture called 5G core (5GC),
network slicing and edge computing [Roh20]. The work accomplished in Release 15
focused on the eMBB usage scenario, URLLC functionalities are planned to be incorpo-
rated in the second phase of 5G (Release 16), to be published in June 2020. However,
URLLC will continue to constitute an important topic of research even beyond 5G, i. e.,
in the next generation of mobile communications systems, 6G, which is expected to
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launch on a commercial basis by 2030. The first 6G white papers outline the vision
of “enhanced” or “extreme” URLLC [NTT20; Jun+19]. Although the terms become
more dramatic, many of the key performance indicators (KPIs) used for developing 5G
technologies are envisioned to remain valid. This holds true, e. g., for the use cases
of wireless industrial control, which are identified as the most demanding in terms of
latency and reliability, because no more than one lost packet in a billion transmitted
packets with a 0.1 ms latency is permitted [Jun+19; Sch20].
Obviously, these requirements are driven by the objective to utilize wireless links as
replacement of wired field bus connections, which are claimed to provide average PLRs
on application level in the range of 10−9 [Fro+14; Sch+20a]. Unfortunately, expressing
reliability as the probability of receiving the correct packet before its deadline, which
is common in the communications sector, can only be translated into the time domain
to a limited extent: A PLR of 10−9 is equivalent to a sum of only 31.5 ms outage time
during one year of non-stop operation. Since this outage duration is the accumulated
value, it is not possible to determine more precise conditions on tolerated outage bursts,
e. g., it is not covered, if each month allows 2.6 ms of outage or if an outage burst of
31.5 ms has to be be followed by a whole year without any lost packet. Furthermore, the
assumption of non-stop operation does not reflect reality adequately, e. g., in industrial
control or automated driving. Instead, intervals with different reliability requirements,
which follow each other, are of interest, as illustrated by the following examples. High
accuracy pick and place operations performed by a wirelessly controlled robot may
include waiting times for new work pieces, which can accept a higher number of packet
losses. On the other hand, a self-driving car might need increased connectivity reliability
without interruptions during critical maneuvers such as crossing an intersection. Since
the common interpretation of reliability in wireless communications fails in expressing
these various aspects related to the dependency on the time dimension, the introduction
of new KPIs can be beneficial in order to refine the discussion on URLLC. In this regard,
dependability theory is worth receiving more attention, because it provides a framework
of well-accepted terminology, KPIs, mathematical concepts, and methods to model
and analyze life cycles and failures of technical systems. Especially the fact that it is
often essential to guarantee a performance level necessary for successfully completing a
certain mission during a time interval resembles the objective to survive the first moon
missions, which was an incentive to constitute dependability theory. But even though the
concept of dependability combines the consideration of different aspects including, e. g.,
reliability, availability, and time to failure, its tool set has so far hardly been exploited in
wireless communications engineering.
This thesis contributes to fill this gap by focusing on dependable wireless communication
through multi-connectivity. Multi-connectivity summarizes approaches that establish
multiple communication links simultaneously and is considered to be a promising
key approach in order to increase wireless reliability [Öhm17; BDP18; Wol+19]. It
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corresponds to the general dependability concept of redundancy, i. e., employing one
or more reserve components. However, especially in the case of multiple users, who
compete for limited wireless resources, adding links may not always be beneficial. This
thesis, thus, also addresses the question of how to achieve a stable resource allocation
for dependable wireless communication in multi-user, multi-cellular systems.
1.2 Contribution
The overall objective of this thesis is to provide insights on how to leverage dependabil-
ity theory aiming for dependable wireless communication through multi-connectivity
from the perspective of a single user as well as for multi-user systems. The following
contributions are presented in this thesis:
• Chapter 2 lays the foundation of the thesis by presenting an overview on the state
of the art and relevant basics related to dependability and multi-connectivity.
• In Chapter 3, Markov models are developed which describe a wireless multi-
connectivity approach and selected causes of failures in terms of dependability
theory and, thus, form the basis for subsequent evaluations. By interpreting the
wireless channel as a repairable system component, corresponding to the Gilbert-
Elliot model, continuous-time Markov chains (CTMCs) are derived. They model
whether both the individual components and the overall multi-connectivity system
are in failure or can function correctly. The relevant causes of failure in wireless
communications which this chapter focuses on are co-channel interference and
small-scale fading according to Rayleigh fading and Rice fading, respectively.
• Chapter 4 proposes and evaluates appropriate KPIs based on dependability theory
with respect to the Markov models, introduced in Chapter 3. Potential dependabil-
ity gains due to multi-connectivity are discussed for selection-combined channels.
Especially, the benefit of time-related and mission-related KPIs is demonstrated. Be-
sides the discussion of dependability metrics characterizing average performance,
the probability distributions of up- and downtimes are evaluated, which enable
concrete performance guarantees. By proposing the metric “mission reliability”, it
is demonstrated how the success probability of a continuous mission, which does
not allow a failure, depends on its mission duration. This KPI is also extended to
robust applications, denoting systems which can tolerate short outage times. Thus,
Chapter 4 leverages dependability theory in order to propel the realization of wire-
less URLLC through multi-connectivity by refining the discussion on appropriate
KPIs.
• In Chapter 5, the novel dynamic connectivity concept reaction diversity is proposed
and evaluated. In contrast to static connectivity approaches, it dynamically reacts
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to fades by selecting a different channel. Therefore reaction diversity avoids
wasting resources that are not needed for a smooth operation, as it is the case with
static multi-connectivity. By means of numerical simulations considering Rayleigh
fading as the cause of failure, the outage probability as well as distributions
of uptime and downtime with respect to robust applications utilizing reaction
diversity are evaluated and compared to state-of-the-art connectivity approaches.
• Complementing the previous chapters, Chapter 6 focuses on dependable wireless
communication through multi-connectivity in multi-user, multi-cellular systems,
which pose the challenges of interference and the competition for limited re-
sources. Analytic comparisons of different connectivity approaches are developed,
discussing why adding links may not always be optimal in the considered scenario.
The resource allocation is modeled based on matching theory aiming for stability,
i. e., no pair of users and allocated resources should have an incentive to switch
partners. Extensions to the many-to-one stable matching procedure are proposed
targeting the requirements of wireless URLLC. The novel resource allocation
strategies utilize the optimal connectivity approach for each user, optimize the
maximum number of matched resources, and provide a resource reservation mech-
anism for users suffering from bad channel conditions. System-level simulations
are evaluated and compared to baseline resource allocation strategies in terms of
outage probability.
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This thesis links dependability theory and multi-connectivity. An overview of relevant
related literature regarding both areas is provided in this chapter. First, fundamental
terminology and concepts of dependability theory are introduced before the state of the
art regarding multi-connectivity is presented.
2.1 Fundamentals of Dependability Theory
One of the first contributions to dependability theory is known as Lusser’s Law: After
World War II, the German engineer Robert Lusser formalized the product law for reliabil-
ity in series systems, i. e., the reliability of a series of components is equal to the product
of the individual reliabilities of the components, assuming statistically independent
failures. This implies that systems comprising a large number of components may suffer
from a rather low system reliability, even though the individual components have high
reliabilities [N R95]. Since the industrial development has been growing and products
have been continuing to become more complex, consisting of an increasing number
of components, dependability theory gained in importance. Dependability theory was
particularly fostered during the “Space Race”, i. e., the technical advancement of space
travel staged like a competition between the USA and USSR which peaked with the
landing of the first humans on the Moon in 1969. Pioneering work in textbooks and the
first journal on this topic, the IEEE Transactions on Reliability, appeared in the 1960s
[BP65; IEE63]. Since then, the importance and advancement of dependability theory as
a tool to analyze the life cycles and failures of technical systems has been reflected in
the steadily growing body of literature.
An ongoing controversy concerns the question of which basic term – reliability, depend-
ability, or availability – is the most general concept. In the context of this thesis, the
following systematic categorization is utilized according to [Avi+04]: Dependability the-
ory is the comprehensive framework, involving the main attributes availability, reliability,
maintainability, safety, integrity, and security, as illustrated in Fig. 2.1. Thus, dependabil-
ity theory covers the development of mathematical methods in order to evaluate and
demonstrate these aspects of technical components, equipment, and systems [Bir13].
However, only availability and reliability are quantifiable in terms of probabilities for
correct service and its continuity, respectively. Thus, an important difference between
























Fig. 2.1.: Dependability theory attributes.
interval, while availability refers to failure-free operation at a given instant of time
[Gro+08]. Reliability is also referred to as “survivor function” because it corresponds to
the probability that a considered technical item does not fail, i. e., it survives, during a
certain time interval. Availability and reliability coincide only in the special case when
the item is not repaired after a failure [HR09].
Important quantities, related to the probabilities availability and reliability, are expressed
in terms of time duration. An overview of respective dependability KPIs, which are





– Mean uptime (MUT),
– Mean downtime (MDT),
– Mean time to first failure (MTTFF),
– Mean time between failures (MTBF).
These measures are given a mathematically precise definition in Chapter 4. A common
assumption is the confinement to situations where it suffices to consider only a function-
ing state and a failure state for each component as well as the system [HR09]: Following
the usual notion, “up” denotes an operating state and “down” refers to a failed state,
i. e., in repair if repairs are possible. A common condition for all quantities is that the
considered item is operational at the beginning of the observation.
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(b) Parallel structure, 1oon
Fig. 2.2.: Reliability block diagrams for series and parallel structure as special cases of the koon
structure.
Since a technical system is often composed of several components, one key approach
to improve availability and reliability of a system is to introduce redundancy, i. e.,
employ one or more reserve components. A generic notation to express the concept
of redundancy is the k-out-of-n (koon) structure. It characterizes a system which is
functioning if and only if at least k of the n components are operational [KZ03]. This
can be illustrated by a reliability block diagram showing the logical connections of
components necessary to fulfill the system function [Tri16]: A noon refers to a series
structure without redundancy whereas a parallel structure corresponds to 1oon realizing
full redundancy, as visualized in Fig. 2.2. Further fundamental concepts of dependability
theory, which are relevant in the context of this thesis, comprise structure functions,
stochastic failure modeling, repairable systems, and CTMCs. These tools are discussed in
the thorough and comprehensive introductions to component and system dependability
analysis in [HR09; Bir13; Tri16].
The definitions and concepts of dependability theory can also be applied to communica-
tions. Exemplary contributions include the assessment of reliability and performance of
information technology systems by means of probabilistic, discrete-state models [STP12],
and examination of security aspects of communications systems from a dependability
theory perspective [XGT14]. The expected reliability and MTTFF of a wireless network
system with imperfect components are analyzed in [CL05]. However, perfect commu-
nication links are assumed. Approaches of adopting dependability theory concepts in
order to enhance the dependability of wireless networks are presented in [LQ10], where
the authors only consider the steady-state probability of channel availability instead of
investigating transition probabilities between operational and failed states. Available
and unavailable time intervals are modeled based on the channel occupancy status in
[BLP17]. However, this availability and reliability analysis is restricted to cognitive radio
networks.
Within the communications domain, KPIs such as “availability” and “reliability” are often
used interchangeably and not in accordance with with the terminology of traditional
dependability theory, even though the International Telecommunication Union (ITU) has
adopted the definitions to communications [ITU08]. According to [3GP17c], reliability is
considered as the percentage of successful transmissions, e. g., the required reliability of
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1− 10−9 for wireless factory automation [Sch+17]. A similar interpretation is proposed
in [Pop+18b], defining reliability as the probability that a message arrives before its
deadline. In [3GP16b] defines availability as the ratio between the time amount services
are delivered and the time amount services are expected with respect to a specific area.
The authors of [Xu+08] proposed the terms “service availability” and “communication
reliability”, highlighting their potentially different timescale. In [SM16], resilience is
introduced as ability to ensure the correct functionality for a specified duration, which
corresponds to the definition of reliability in traditional dependability theory.
Although 5G and beyond is expected to provide URLLC, which even contains the term
reliability, only few research activities have been performed aiming to leverage the
respective dependability theory to wireless channels. In [NP16], an analysis framework
for evaluating the reliability performance of multi-interface communications is proposed
which combines traditional models from dependability theory, such as CTMCs, with
technology-specific latency probability distributions. By means of simulations, the
authors confirm that series, parallel, and koonmodels can accurately model the reliability
of the considered packet splitting strategies. URLLC is inevitably connected to time-
based aspects due to latency deadlines, often in the (sub-)millisecond range, e. g., 250 µs
for factory automation, 3 ms in smart grids, and 10 ms for intelligent transport systems
[Sch+17]. Moreover, zero mobility interruption is targeted [Sim+17], which is obviously
the optimal value. [NLP19] analyzes the impact of interface diversity on the burst length
of failed and successful packet transmissions, corresponding to the dependability theory
metrics downtime and uptime, respectively. The work is based on simulations of a
Gilbert-Elliott two-state burst error model, where the transition probability parameters
were estimated from latency measurements of Long Term Evolution (LTE) and wireless
local area network (WLAN) deployments up to the diversity order of two. The results
show that using interface diversity configurations which include at least one WLAN
interface leads to superior results in terms of downtime duration.
Besides, time-based dependability metrics, such as MUT, MDT, MTBF, or MTTFF, which
are fundamental and well accepted tools in dependability theory, remain almost unmen-
tioned in the research on wireless communications. Thus, further research activities
are necessary, interconnecting wireless communications and dependability theory as
well as focusing on time aspects in order to refine the discussion on URLLC, which aims
for reliably linking systems from different domains, e. g., wireless communications and
factory automation.
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2.2 Multi-Connectivity in Wireless Communications
Multi-connectivity is used as an umbrella term, referring to approaches, where a user
equipment (UE) is simultaneously connected to multiple communication links. These
connections can be on the same or on different frequencies, i. e., intra- and inter-
frequency multi-connectivity. Among the intra-frequency approaches, coherent and
non-coherent demodulation of signals is possible. Transmission points, i. e., base
stations (BSs), can be co-located or non-co-located. The following approaches are
distinguished.
Single-Frequency Network
Single frequency network (SFN) is an intra-frequency multi-connectivity concept with
non-co-located BSs of the same type [Eri01]. The signals, which are sent from multiple
BSs are treated similarly to multipath waves, enhancing the signal-to-interference-
plus-noise ratio (SINR) at the receiver. Thus, SFNs require coordination among the
BSs within the SFN area in creating the signals as well as tight time and frequency
synchronization. Literature on SFNs focuses on the selection of the set of BSs which form
an SFN, e. g., [Tes+16a], and the improvement of the system performance, e. g., [HZ04].
Moreover, the optimization of the SINR is investigated, e. g., in [Eri01; Kam+09], and
mobility robustness is optimized, e. g., in [Tes+16b].
Coordinated Multipoint
Coordinated Multipoint (CoMP) is an intra-frequency multi-connectivity concept, where
multiple BSs cooperate in transmitting data to multiple users [Lee+12; Sun+13; ZQL13].
Basic CoMP functionalities have been integrated into LTE targeting the throughput en-
hancement of cell-edge UEs [3GP11]. Prominent CoMP variants comprise the following
[MF11]: In coordinated scheduling/coordinated beamforming, transmit power values
and beamforming coefficients are adjusted among multiple BSs based on channel state
information (CSI) of multiple users. In joint transmission (JT), multiple BSs send data to
a single user who combines the multiple signals coherently. Thus, CoMP relies on tight
synchronization, centralized scheduling, and powerful backhaul connections [Hua+10].
Detailed surveys on CoMP are provided in, e. g., [Bar+17; Bas+16; Saw+10]. Many
publications focus on CoMP-based performance enhancement and optimization solutions
on interference alignment techniques [Nor+15], enhanced inter-cell interference coordi-
nation in heterogeneous networks (HetNets) [Mar+16], and joint energy and spectral
efficiency optimization [Zha+17]. With respect to 5G, the term multi-transmission and
reception points (TRPs) is used: In Release 16, multi-TRPs will be introduced, enabling
a kind of CoMP operation [Gho+19].
2.2 Multi-Connectivity in Wireless Communications 11
Carrier Aggregation
The inter-frequency technique Carrier Aggregation (CA) has been introduced in 3GPP
Release 10 and refers to the bundling of multiple smaller frequency bands to a virtual
larger band [Ped+11]. The objective is to increase the system capacity and to facilitate
flexible resource usage. CA is realized at the Medium Access Control (MAC) layer. Thus,
it requires a high-speed, low-latency, fiber-based backhaul and centralized scheduling
[Sim+19]. In order to coordinate inter-cell interference, CA has been applied in LTE
HetNets. A reinforcement learning-based approach was proposed in [SBG13], in which
macro and small cells jointly optimize the system performance.
Dual Connectivity
Dual connectivity (DC) has been defined by 3GPP as a feature in Small Cell Enhance-
ments in LTE Release 12 [3GP15] and refers to an inter-frequency multi-connectivity
technique with two non-co-located BSs, of which one is a small cell. Since the two
carriers are combined at the Packet Data Convergence Protocol (PDCP) layer, the re-
quirements for synchronization and scheduling are more relaxed compared with the
approaches introduced above. The benefits of DC are reduced signaling, mobility robust-
ness, increased UE throughput, and enhanced network energy efficiency through longer
small cell sleep periods as shown, e. g., in [Ros+16; WRP16; PR17].
In the context of 5G, DC has been generalized to multi-radio access technology (RAT)
DC [3GP17a]: UEs can establish connections to two BSs with one BS providing LTE
wireless access and the other one providing NR connectivity. In analogy to LTE DC, the
BSs do not require an ideal backhaul because the data flow split is performed at the
PDCP layer.
5G Multi-Connectivity
Research into 5G multi-connectivity, where a UE is connected to more than two BSs of
the same or different frequencies, has gained momentum. Within the context of 5G,
different architectural solutions and concepts of multi-connectivity have been proposed,
e. g., [MVD16; Rav+16]. The authors of [MVD16] conclude that a data split as in
DC, where data streams are split between multiple carriers before their aggregation
at the user, is not suited to satisfy the reliability requirements of URLLC applications
because the failure detection, rerouting, and retransmission exceed the maximum
latency allowed. There is a strong trend in research to focus on extremely high data
rates by utilizing millimeter wave (mmWave) frequencies provided by multiple BSs,
e. g., [Gio+16], and facilitating highly available transmission by combining multiple
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links, e. g., in [Öhm+16a; Öhm+16b]. The communication performance of multi-
connectivity is quantified in terms of outage probability and throughput in [Wol+19].
In [Pop+19; NLP18] the term “interface diversity” emphasizes the joint utilization of
multiple different communication interfaces, which offers additional degrees of diversity
and, thus, can help to fulfill the stringent latency-availability requirements of URLLC.
Focusing on a multi-RAT architecture, different packet forwarding schemes are compared
regarding their latency performance in [NP16], showing the potential of combining
multiple RATs or carrier frequencies in order to enable URLLC.
Most research articles on 5G multi-connectivity consider single-user scenarios. An
overview of related work on multi-connectivity for multi-cellular, multi-user systems and
basics of the involved matching theory is presented in Section 6.1.
2.3 Summary and Conclusions
Dependability theory is a mathematical framework which provides concepts and meth-
ods to analyze and optimize life cycles of technical systems by modeling and reducing
failures. Originated from probability theory, the formalization of dependability theory
fundamentals started in the 1960s. Basic concepts comprise modeling failures and
repairs, redundancy, and accurate terminology. Availability and reliability are main
attributes of technical components and systems: Availability denotes the probability of
failure-free operation at a time instant, whereas reliability is defined as the probability
of failure-free operation throughout a given time interval. Thus, referring to reliability
without specifying this interval is no valid statement according to dependability theory.
Although the ITU has transferred the definitions of dependability theory to communica-
tions, the metrics availability and reliability are often used colloquially and incorrectly in
this sector. Consequently, understanding and leveraging the fundamental dependability
metrics and their differences contribute to refining the discussion, especially on URLLC,
which will help mastering key challenges of future wireless communications systems,
e.g., in wireless factory automation and real-time remote control.
Multi-connectivity is expected to be a further key concept in order to enable URLLC
in 5G and beyond. This collective term describes system architectures, where multi-
ple communication links to a UE are simultaneously established. Multi-connectivity
techniques, such as SFN, CoMP, CA, and DC, were originally developed to increase
data rates. However, in the context of 5G, several architectural solutions and concepts
of multi-connectivity have been proposed, which target the stringent URLLC require-
ments, e. g., interface diversity, which denotes the joint utilization of multiple different
communication interfaces. The available research on multi-connectivity approaches for
URLLC concentrates on addressing the requirements in terms of KPIs, such as outage
probability or PLR. Besides latency deadlines, time-related performance metrics, which
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constitute fundamental building blocks of dependability theory, are only covered to a
limited extent in the literature on wireless URLLC. This leaves promising potential for
further research.
Based on the discussed state of the art, this thesis utilizes fundamental dependability
theory to foster the understanding and application of relevant terms and concepts for
wireless communications. It is demonstrated that a joint consideration of several de-
pendability metrics is of great importance for designing future wireless communications
systems. URLLC through multi-connectivity is addressed by providing insights on how
to leverage dependability theory in Chapters 3, 4, 5 and how to tackle the challenges
of multi-cellular, multi-user systems, i. e., interference and the competition for limited
resources, in Chapter 6.
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Modeling Causes of Failures 3
The work presented in this chapter was first published in the papers [HSF18b], [Höß+19],
and [HSF19a]. The author’s personal contributions comprise the analysis of selected causes
of failures and the development of the Markov models.
Wireless communications systems can be described with existing terms from dependabil-
ity theory by modeling channels as repairable components. As introduced in Chapter 2,
in dependability theory it is often sufficient to distinguish between only two states: an
operating state and a failure state. This applies to each component as well as to the
system itself. In the usual notion, “up” is used for a component in an operational state
whereas “down” refers to a failure state, i. e., in repair if repairable [HR09]. Interpreting
the wireless channel as a repairable item corresponds to the Gilbert-Elliot model, which
was created to characterize independent impulsive noise and has been successfully used
to analyze error patterns of wireless transmission channels [Gil60; ZRM95]. It can be
modeled as a CTMC with a binary state x, illustrated in Fig. 3.1a. The transition rates
between the two states are referred to as failure rate λ and repair rate µ. The compo-
nents can be affected by different causes of failure. This chapter focuses on interference
and small-scale fading as two relevant causes of failure for wireless communications
[TV05; Öhm17]. Their modeling in terms of dependability theory is developed for a
wireless multi-connectivity scenario.
In dependability theory, systems are usually modeled to be composed of several inde-
pendent components. Introducing redundancy by backup components is a standard
approach to improve the dependability of a system. We focus on the case of n parallel
components, considering the overall system to be operational if and only if at least one
component is operational. This translates to wireless communications as follows: A
single user is assumed to be connected to n wireless channels simultaneously. The user’s
communication is successful if at least 1 out of n wireless channels is operational. This
diversity type is known as selection combining [Bre59].
The wireless communications system is modeled as an irreducible, homogeneous CTMC.
Subsequently, the focus is set on a single cause of failure, i. e., interference or small-scale
fading, before the joint modeling of several causes of failure is developed in Section 3.3.
The finite system state j is defined as the number of channels which are currently in the
operational state. A system with n channels has n+ 1 states, including the case that no
channel is operational. The system state j is decreased by one whenever an operational






(a) Single channel, correponding to the special case of selection combining with n = 1, complies with the
Gilbert-Elliot channel model.
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(b) Selection combining of n channels. The system is up, if at least one channel is currently operational.
Fig. 3.1.: CTMC for selection-combined channels with the set of down states D and up states U
highlighted in green. The state j = 0, 1, . . . , n reflects the number of channels, which
are currently operational.
which corresponds to a channel repair. The state space is divided into the set of “down”
statesD = {0} and the set of “up” states U = {1, 2, . . . , n}. The resulting CTMC, depicted
in Fig. 3.1b, constitutes a birth-death process [Tri16]. The differential balance equations
of this CTMC can be expressed in matrix terms as
Ṗ (t) = P (t) ·MT, (3.1)
with the state probability row vector P (t), the state probability derivative vector Ṗ (t),
and the tridiagonal (n + 1) × (n + 1) transition matrix MT. The system transition
parameters comprise the failure rate λj and the repair rate µj , which characterize
transitions originating from each state j. They are derived for the considered wireless
communications scenario as
λj = jλ for 0 ≤ j ≤ n, (3.2a)
µj = (n− j)µ for 0 ≤ j ≤ n, (3.2b)
based on the assumption of independent channels with equal properties. Thus, failure
rates and repair rates in state j are described in terms of the single channel parameters
λ and µ, respectively: Since each of the j operational channels may fail, the overall
failure rate is increased by the factor j compared to a single channel. In analogy, if one
of the (n− j) failed channels recovers, the whole system will be repaired. Hence, the
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overall repair rate results in an increase of the single channel repair rate µ by the factor




λ −λ− (n− 1)µ (n− 1)µ
2λ . . . . . .
. . . . . . . . .




omitting elements equal to 0 for readability.
The following sections provide details on how to model different causes of failures for
wireless communications systems, i. e., interference or/and small-scale fading, with
respect to the introduced framework.
3.1 Interference
Co-channel interference is an important wireless access issue, especially for systems
which operate in unlicensed frequency bands. We assume a single interferer which
jams the signal completely, i. e., a user is not able to successfully transmit and receive
messages via a channel once the interferer begins to transmit over the same channel.




0, if channel ci is interfered at t, “down”
1, if channel ci is not interfered at t, “up”
(3.4)
with i = 1, 2, . . . , n. The interferer’s arrival rate on a channel ci is denoted by λi,I. The
interferer’s service rate is described by µi,I. From the user’s viewpoint the channel failure
and repair rate with respect to interference correspond to λi,I and µi,I, respectively. We
assume equal and known probabilities for interferers to appear or leave any channel at
all times, which leads to constant interference failure and repair rates, i. e., λi,I(t) = λI
and µi,I(t) = µI, respectively. This knowledge could be estimated and continuously
updated based on spectrum sensing. Hence, every interference event is assumed to
be self-revealing, i. e., every state change is assumed to be recognized immediately.
The probability that more than one channel is blocked or released at the same time is
negligible and, thus, no state can be skipped.
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3.2 Small-Scale Fading
Small-scale fading characterizes the rapid fluctuations of the amplitudes, phases, or
multipath delays of a radio signal over a short period of time or travel distance [Rap02].
A transmitted signal is reflected from surrounding objects, and multiple versions, each
with different amplitude and phase, arrive at the receiver. Their superposition potentially
leads to constructive or destructive interference, which results in amplified or attenuated
signal power. In case of strong attenuation, the signal experiences so-called deep fades.
Small-scale fading poses a major challenge for wireless communications systems because
the received signal can degrade by several orders of magnitude due to small changes
in position, which potentially disrupts connectivity. The variation of small-scale fading
in time is caused by the Doppler effect: due to the relative motion between the mobile
and the base station, each multipath wave experiences an apparent shift in frequency
[Rap02].
In this thesis, a set of n channels is considered, which are separated in frequency at least
by the coherence bandwidth, resulting in independent small-scale fading. Compensation
of path loss and shadowing by transmit power or automatic gain control is assumed
[ÖF15]. However, the contributions of this work can be extended to wireless systems that
include path loss and shadowing as well as other channel assumptions by determining the
respective failure and repair rates. It is assumed that a channel is operational if and only
if messages can be successfully transmitted and received over it. As a simplification, it is
assumed that a signal subjected to fading can be successfully received if the instantaneous
power pi(t) of a channel i ∈ {1, 2, . . . , n} is above a certain threshold pmin, which may
be determined by the hardware sensitivity of the receiver. Thus, we distinguish between
two states by introducing the random variable fading state of channel ci according to
xFi (t) =
{
0, if pi(t) < pmin, channel ci faded, “down”
1, if pi(t) ≥ pmin, channel ci not faded, “up”
(3.5)
applying the same threshold pmin for each channel. The n considered channels are





which can be interpreted as normalized signal-to-noise ratio (SNR) because the power
threshold pmin can be associated with a minimum SNR for a given noise power. In the
following, two prominent types of small-scale fading are considered, namely Rayleigh
and Rice fading.
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3.2.1 Rayleigh Fading
Dynamic multi-path propagation assuming each wireless channel to consist of multiple
paths without a dominant component leads to the Rayleigh fading channel [TV05].
It is an idealized model for a time-variant transmission channel, which is often for
mobile communication links under non-line-of-sight (NLOS) conditions. The following
assumptions apply within the Rayleigh fading channel model [Nus14].
Level-crossing analysis provides the average non-outage and outage duration of a
Rayleigh-faded signal. Their reciprocals characterize the fading failure rate λRayF and









exp 1Φ − 1
. (3.7b)
The maximum Doppler frequency is represented by fD = vf/c with f denoting the
carrier frequency of the signal and c the speed of light. The relative velocity between
transmitter, receiver, and scatterers is characterized by v. The random fading process
is assumed to be stationary. Thus, the transition rates between the two fading states,
denoted as fading failure rate λRayF and fading repair rate µ
Ray
F , are constant and equal
for any channel. Further assumptions are as follows: Every fading is self-revealing,
i. e., every state change is recognized immediately. The probability that more than one
channel enters or leaves the failure state at exactly the same time is negligible.
3.2.2 Rice Fading
A channel consisting of many individual paths including a dominant component, e. g., in
line-of-sight (LOS) scenarios, corresponds to a Rice fading channel [Abd+00]. The Rice
K-factor specifies the power ratio between the dominant and non-dominant components.
Thus, the Rayleigh fading channel is a special case of the Rice fading channel with K = 0.
The further assumptions of the previous section still apply.
In analogy to the procedure for the Rayleigh fading channel, level-crossing analysis
determines the average non-outage and outage duration of a Rice-faded signal, whose
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reciprocals specify the failure and repair rate, respectively. The level-crossing rate of a
Rice-faded signal is given by [Abd+00]
NR =
1














where I0(·) denotes the zero-order modified Bessel function of the first kind. By incorpo-
rating the known average fade duration τ̄d [Abd+00], we determine the fading failure























with Q(·, ·) denoting the Marcum Q-function. Applying K = 0 yields the known level-
crossing rate expression of a Rayleigh-faded signal [Rap02]








and the corresponding fading failure and repair rates for Rayleigh fading (3.7) because






3.3 Interference & Small-Scale Fading
Subsequently, we jointly consider both causes of failure, interference and small-scale
fading, for a single channel and two selection-combined channels. Taking into account
several causes of failure simultaneously indicates that the channels, which constitute
the system, are modeled to be composed of repairable components themselves. This
approach requires the extension of the introduced CTMC.
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Tab. 3.1.: State definitions
J 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
xI1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1
xF1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1
xI2 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1








Fig. 3.2.: CTMC for one channel with interference and small-scale fading.
3.3.1 Single Channel with Interference and Small-Scale Fading
A single channel ci is modeled to comprise two components: an interference stage xIi










0, if channel ci is failed, “down”
1, if channel ci is operational, “up”
. (3.12)






as the structure function of a single channel. If and only if messages
can be successfully transmitted and received via a channel, the latter is assumed to be
operational. Thus, it is obvious that the channel is up if and only if all components are







= xIi · xFi . (3.13)
We model the considered wireless communications system as an irreducible, homoge-
neous CTMC. In this regard, we fix i = 1 without loss of generality. Let the finite system






. Hence, a system with one
channel has n1 = 4 states, which can be found in the first four columns of Table 3.1.
The state space is partitioned into the set of “up” states U1 = {3} (highlighted green)
and the set of “down” states D1 = {0, 1, 2}. The resulting CTMC is depicted in Fig. 3.2.
The differential balance equations of this CTMC can be expressed in matrix terms as









Fig. 3.3.: Reliability block diagram of two parallel channels with interference and small-scale
fading.
Ṗ (t) = P (t) ·MT1 with the state probability row vector P (t), the state probability
derivative vector Ṗ (t), and the 4× 4 transition matrix
MT1 =

−µI − µF µI µF 0
λI −λI − µF 0 µF
λF 0 −λF − µI µI
0 λF λI −λF − λI
 . (3.14)
3.3.2 Two Channels with Interference and Small-Scale Fading
Introducing redundancy by an additional component corresponds to selection combining
of two channels. The system will be operational if and only if at least one of the
components is operational, i. e., the user’s communication is successful if at least one
out of two wireless channels c1, c2 is operational. The state of the whole system can be
characterized by the binary structure function
θ (x1, x2) =
{
0, if the system is failed, “down”
1, if the system is operational, “up”
(3.15)
with x1, x2 denoting the states of the two individual channels c1, c2, respectively. This
translates to a parallel structure with [HR09]
θ (x1, x2) = 1− (1− x1)(1− x2). (3.16)
Inserting the structure function (3.13) of both channels c1, c2 with their interference




























This can be illustrated by the reliability block diagram1 in Fig. 3.3 showing the logical
connections of components necessary to fulfill the system function.
1The term “reliability block diagram” is the usual term for a success-oriented network describing a binary
function of the system [HR09]. It is not limited to the KPI reliability (cf. Chapter 2) but originates
from the analysis of non-repairable systems, where the dependability metrics reliability and availability
coincide.
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Fig. 3.4.: CTMC for two selection-combined channels with interference and small-scale fading.
The CTMC introduced in the previous section is extended by adding the second channel.










according to Table 3.1. The system with two channels comprises n2 = 16 states. The
set of “up” states results in U2 = {3, 7, 11, 12, 13, 14, 15} (highlighted in green) and the
set of “down” states is D2 = {0, 1, 2, 4, 5, 6, 8, 9, 10}. The obtained CTMC is shown in
Fig. 3.4. For readability, the state transition rates are omitted. In analogy to Fig. 3.2,
blue (red) transitions characterize interference (fading) state changes. Transitions to a




. . . µI µF µI µF
λI . . . µF µI µF
λF . . . µI µI µF
λF λI . . . µI µF
λI . . . µI µF µF
λI λI . . . µF µF
λI λF . . . µI µF
λI λF λI . . . µF
λF . . . µI µF µI
λF λI . . . µF µI
λF λF . . . µI µI
λF λF λI . . . µI
λF λI . . . µI µF
λF λI λI . . . µF
λF λI λF . . . µI
λF λI λF λI . . .

(3.18)
with zeros omitted. The diagonal elements, which are abbreviated as dots, equal the
negative sum over the corresponding row entries, which result from the balance equa-
tions for Markov processes [HR09]. Due to the fact that more than one cause of failure is
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modeled, the state space of the CTMC grows exponentially with the number of channels
and the number of causes of failures because all combinations of up and down states are
covered. An approach to reduce complexity is state aggregation [Kle+16], e. g., into one
up state and one down state because this information is of actual interest. However, state
aggregation suffers from inaccuracies because information on the dynamics within the
aggregated states are lost (cf. [Sch20]). Thus, state aggregation will not be employed in
the context of this thesis.
3.4 Summary and Conclusions
By applying dependability theory to wireless communications, this chapter builds the
foundation for the subsequent evaluations. It is demonstrated how to leverage the
existing toolset of dependability theory, e. g., Markov analysis, structure functions,
and reliability block diagrams, to the communications domain. A simplified wireless
communications system utilizing selection combining is modeled as a system comprising
repairable components, represented by a CTMC. Two potential causes of failure are
considered individually as well as jointly, i. e., co-channel interference and small-scale
fading based on Rayleigh and Rice fading. The state space is defined and the central
parameters failure rate and repair rate are derived. For a single cause of failure, a
birth-death CTMC is obtained, whose number of states is proportional to the number
of channels. If two causes of failure are studied jointly, the number of states grows
exponentially with the diversity order. This is the reason why this work concentrates on
selection combining with two channels, i. e., dual connectivity. The introduced CTMC
allows the dependability evaluation and improvement of multi-connectivity regarding
average and time-related performance, as well as success probabilities throughout
mission intervals, developed in the subsequent chapter.





The work presented in this chapter was first published in the papers [Höß+17], [HSF18a],
[HSF18b], [HSF19a], [Höß+19], [Tra+19a] and [Tra+19b]. The author’s personal
contributions comprise the selection and derivation of KPIs, implementation and execution
of the simulations, and evaluation of the resulting data.
The realization of wireless URLLC is one of the key challenges of 5G and beyond.
Ensuring latency in the (sub-)millisecond range together with ultra-high reliability is
expected to enable wireless factory automation, self-driving cars, and real-time remote
control, paving the way to the Tactile Internet [Sim+16; Sch+17]. The wireless
communications community usually considers reliability as percentage of successful
packet delivery, aiming for 1−10−5 up to 1−10−9 in URLLC [Sch+17; BDP18; 3GP17c].
However, by applying fundamental dependability theory this chapter will show that
the commonly used metric meets the definition of availability instead of reliability and
it fails in reflecting any dependency on the time dimension. Although any wireless
communications system suffers from signal fluctuations over time, referred to as fading,
analysis of time-based dependability attributes is lacking in the context of URLLC.
According to [Sim+17], zero mobility interruption is targeted for URLLC categories,
which is the only explicit time attribute in the current discussion. However, this optimal
value cannot be guaranteed with 100 % certainty due to the random fading in wireless
channels.
This chapter utilizes dependability theory to contribute to the realization of wireless
URLLC by examining appropriate KPIs. Since diversity is widely considered to be key in
order to compensate for fading, e. g., by sending messages redundantly over different
wireless channels [BDP18], potential dependability gains due to multi-connectivity are
discussed for selection-combined channels. The focus is set on selection combining
is because of its low complexity compared to other multi-connectivity schemes, e. g.,
maximum-ratio combining or joint decoding [Wol+19]. We demonstrate the benefit of
time-related and in particular mission-related KPIs, which, as elaborated in Chapter 2,
remain almost unmentioned in wireless communications although they have been well
accepted for many years in other areas, such as electronic systems design [BP65; HR09].
Basic dependability quantities will be introduced and applied to the considered wireless
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communications system, which is modeled as a repairable system corresponding to
Chapter 3. Closed-form expressions for mean up- and downtimes of the diversity system
under Rayleigh fading will be determined and extended to the more general Rice
fading, which allows to cover also channels including a dominant path, i. e., a LOS
component. Moreover, we jointly study two causes of failure, i. e., interference and
small-scale fading. Alongside the discussion of dependability metrics which focus on the
average performance, the probability distributions of up- and downtimes are evaluated,
in order to enable concrete performance guarantees. By introducing the metric “mission
reliability”, we will present how the success probability of a continuous mission, which
does not allow a failure, depends on its mission duration. In addition, we study the
success probability of a mission if the system is able to tolerate short interruptions,
assuming that today’s communication systems can tolerate short outage times.
4.1 Average and Time-Related Dependability KPIs
Important quantities used in dependability theory focus on average success probabilities
and time duration. In this section several of those dependability metrics are derived
for the considered wireless communications system. According to the system model
introduced in Chapter 3, we identify the repairable components of a system with wireless
channels. The general concept of koon redundancy can be applied, which characterizes
a system that is functioning if and only if at least k of the n channels are operational
[HR09]. In the introduced CTMC which considers a single cause of failure, the set of
down states is D = 0, 1, . . . , k − 1 and the set of up states results in U = k, k + 1, . . . , n.
Hence, the parameter k corresponds to the number of down states k = |D|, as illustrated
in Fig. 3.1b for k = 1. In the following, closed form expressions of average and
time-related dependability KPIs are presented for this special case 1oon redundancy,
equivalent to selection combining of n channels. In this context, the index n relates
to the number of channels a user is simultaneously connected to, performing selection
combining.
4.1.1 Channel Availability
According to the ITU [ITU08], “an item is available, if it is in a state to perform a
required function at a given instant of time or at any instant of time within a given time
interval, assuming that the external resources, if required, are provided.” On the basis
of this definition the following availability quantities can be derived with respect to the
wireless channel.
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Definition 1. The instantaneous channel availability
A(t) = Pr {x(t) = 1} (4.1)
is the probability that a channel is operational at a given instant of time t.
Since it focuses on a point in time, it is also called point availability [Bir13].




characterizes the long-term probability that one channel is operational.
The steady-state channel availability can also be interpreted as the mean proportion of
time the channel is operational. In the following, steady-state channel availability is also
simply referred to as channel availability.
We can apply the concept of availability to the introduced scenario, because the con-
sidered wireless communications system is available if it is in one of the system up
states aggregated in U . The steady-state situation is often of special interest to make
conclusions about the system’s average performance. Thus, we determine the system








The steady-state probabilities P = [P0, P1, . . . , Pn] satisfy the matrix equation
P ·MT = [0, 0, . . . , 0] (4.4)
due to the steady-state condition
Ṗ = 0. (4.5)
The complementary steady-state channel availability characterizes the outage probability
given by







It corresponds to the PLR, a quantity often used to specify dependability requirements
in communications systems, because it can be interpreted as the long-term probability
that the communications system is not operational.
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Fig. 4.1.: Complementary steady-state channel availability for n selection-combined Rayleigh
fading channels depending on the fading margin Φ.
Channel Availability of Selection-Combined Rayleigh Fading Channels
Focusing on Rayleigh fading as a single cause of failure, the considered system model


















for j = 0, 1, . . . , n. We apply the transition rates (3.2) according to the introduced

















− 1 . (4.9)
For readability, the subscript “F” and superscript “Ray” at transition rates are waived if
Rayleigh fading is considered. It is obvious that, for the considered wireless commu-
nications system scenario, the steady-state probabilities and, consequently, the user’s
steady-state channel availability purely depend on the fading margin Φ. Hence, this
metric does not reflect the influence of mobility aspects or the carrier frequency on the
communication performance.
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Applying (4.3) for the special case k = 1, which holds for the entire chapter, leads to the
steady-state channel availability of n selection-combined Rayleigh fading links
An = 1−
λn







confirming the known probability expression for Rayleigh fading channels [ÖF15].
Evaluations of the complementary steady-state channel availability An are shown for
different values of Φ and n in Fig. 4.1. Higher degrees of redundancy, which are
equivalent to higher numbers n of selection-combined channels, improve the steady-
state channel availability. Increasing fading margins Φ cause higher gains in terms
of steady-state channel availability for systems with a larger number n of channels.
Interpreting outage probability P outn as PLR, as assumed in this work, enables system
design recommendations for a given fading margin Φ. For example in this scenario, it is
not possible to achieve a PLR < 10−8 for a user connected to 4 links simultaneously in
the plotted range of Φ.
Channel Availability Regarding Rice Fading and Interference
If interference (I) and Rice fading (F) are considered as potential causes of failure
according to the system model presented in Section 3.3, the following availability
quantities can be derived for the individual components of a wireless channel ci:















A2 = Pr {x1 ∨ x2} = 1− Pr {x̄1 ∧ x̄2} = 1− (1−A1)2 = 1− (1−AIAF)2. (4.14)
with i ∈ {1, 2} and assuming the same statistics for both channels. A1 denotes the
availability of one channel, whereby A2 characterizes the availability of the whole system
comprising two selection-combined channels. The symbols ∧ and ∨ describe the logical
operations conjunction and disjunction, respectively. Since availability corresponds to
the mean proportion of time a component (or system) is operational, we derive the
availability of the fading component according to
AF = τ̄
u








 = 1− PF,out, (4.15)
which complies with the known expression for a Rice fading channel [Abd+00]. It is
worth mentioning that this fading availability purely depends on the fading margin Φ and
the Rice K-factor. As in the previous section on Rayleigh fading, the availability does not
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Fig. 4.2.: Complementary steady-state channel availability for n ∈ {1, 2} channel(s) depending
on the fading margin Φ for different Rice K-factors and different interference outage
probabilities P I,out.
reflect the influence of mobility aspects or the carrier frequency on the communication





= 1− P I,out. (4.16)
Obviously, all interference failure and repair rates with the same ratio lead to the same
interference availability value AI.
Alternatively, the channel availabilities for one and two channels, A1, A2, can be
determined by utilizing the CTMCs introduced in Section 3.3. The considered wireless
communications system is available if it is in one of the system up states aggregated in





= 1− P outn , (4.17)
which is consistent with the obtained expressions (4.13) and (4.14) for n ∈ {1, 2}.
Fig. 4.2 depicts the complementary steady-state channel availability 1−An, equivalent
to the outage probability, for n ∈ {1, 2} channel(s). Consistent with the previous
discussion on selection combining with pure Rayleigh fading, adding a parallel channel
leads to exponentially improved availability, P out2 =
(
P out1
)2, which follows from (4.13)
and (4.14). Thus, both cases are presented in one plot, utilizing two different y-
axes. The outage probabilities decrease with higher fading margins Φ. The overall
availability within the series structure of a single channel is limited by the component
(interference or fading) which exhibits the higher outage probability. Higher fading
margins lead to improved availability of the fading component with limΦ→∞AF = 1,
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implying that the overall availability approaches the availability of the interference
















with n ∈ {1, 2}
for increasing fading margin Φ. Higher Rice K-factors, which indicate more dominant
LOS components in the signal, can reduce the system outage probability by several
orders of magnitude. The gain increases for larger fading margins Φ. Equivalently, this
translates to a gain in terms of fading margin for a given outage probability: Comparing
K = 7 dB and K = 14 dB corresponds to a fading margin gain of 12 dB for P out2 = 10−6,
which is considered sufficient for many URLLC applications [Sch+19b].
However, it is obvious that this KPI fails to reflect the performance with respect to
time-related aspects, e. g., time-varying channels or the duration of an interference
state in a wireless system: For instance, an availability value of 99 % may refer to
frequent failures (e. g., on average every 99 ms) and short downtimes (1 ms) as well
as long downtimes (e. g., 10 min) and relatively rare failures (one failure every 16.5 h).
The consequences for a real system are of course fundamentally different. Thus, it is
beneficial to define requirements characterizing the duration of uptime, downtime, and
time between failures.
4.1.2 Mean Time Between Failures
The MTBF is a central KPI characterizing a time-related dependability aspect, defined as
follows [HR09].
Definition 3. The mean time between failures MTBF is the average time duration
between consecutive transitions from an up state to a down state.
Due to the renewal process of a repairable system, the MTBFn is constituted by the sum
of the mean uptime MUTn and mean downtime MDTn,
MTBFn = MUTn + MDTn. (4.19)
The KPIs MDTn and MUTn will be discussed in the sections 4.1.3 and 4.1.4, respec-
tively.






Pi · ai`, (4.20)
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Fig. 4.3.: MTBF for selection-combined Rayleigh fading channels and varying values of the
fading margin Φ and the number of selection-combined channels n.





where ai` denotes the transition rate from state i to ` [HR09]. Subsequently, this
definition is evaluated for the introduced wireless communications scenario considering
Rayleigh fading.








due to the birth-death structure of the considered system model, applying the steady-























by inserting the transition rates (3.7).
In Fig. 4.3, the MTBFn statistics are shown for selection-combined Rayleigh fading
channels, normalized to the Doppler frequency fD. Similar to the steady-state channel
availability, the plotted MTBFn values vary over several orders of magnitude. Adding
channels or increasing the fading margin Φ causes a longer MTBFn for a certain Doppler
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frequency fD. Most importantly, however, it cannot be determined whether a high value
of MTBFn corresponds to a high MUTn or a high MDTn, because the MTBFn is the
sum of MDTn and MUTn, according to (4.19). Therefore, only investigating MTBFn
values may lead to confusion. For the considered evaluation scenario, the MTBFn is
dominated by MUTn, which will be discussed in Section 4.1.4.
4.1.3 Mean Downtime
Definition 4. The mean downtime MDT identifies the mean duration of a system failure,
defined as the mean time from when the system enters a down state until it is repaired and
transitions back to an up state [HR09].
This essential dependability metric allows conclusions about a system’s capability to
self-repair or recover after a failure.
The complementary steady-state availability 1 − An is equal to the frequency ωn of
system failures multiplied by the MDT. Applied to the introduced scenario, the MDT





MDT of Selection-Combined Rayleigh Fading Channels





employing the steady-state availability expression (4.10) together with the MTBFn
(4.22). The obtained MDTn is independent of the failure rate λ because this metric only
considers downtimes, i. e., all channels are failed and a single channel repair leads to
a system repair. Thus, the failures and the corresponding failure rates are irrelevant.
By substituting the transition rates (3.7), we determine the closed form expression
[HSF18a]
MDTn =






The MDTn shown in Fig. 4.4 decreases for larger values of Φ and a fixed fD. A
higher degree of redundancy, corresponding to larger n, implies a shorter MDTn. The
gaps between different levels of redundancy n remain constant, regardless of the fading
margin Φ, since the MDTn linearly depends on the reciprocal of the number of links n.
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Fig. 4.4.: MDT for selection-combined Rayleigh fading channels and varying values of fading
margin Φ and the number of selection-combined channels n.
MDT with Rice Fading and Interference
We extend the evaluation of the considered dependability metrics by focusing on two
causes of failures, i. e., Rice fading and interference, as introduced in Section 3.3.




nAIAF (λI + λF)
. (4.28)
In analogy to the previous evaluation, the MDTn linearly scales with the reciprocal of
the number n of parallel channels because if all channels are failed, any single channel
repair will lead to a system repair. However, in contrast to pure small-scale fading, the
MDTn also depends on the failure rates λI, λF because the corresponding CTMC has
more than one down state. Thus, there are several options to leave the set of down states.
Subsequently, the following exemplary scenario is considered for further evaluating
Rice fading and interference: medium velocity v = 10 m/s and the carrier frequency
f = 2 GHz, leading to fD = 66.7 Hz. We compare the performance for different Rice
K-factors and interference outage probabilities P I,out = 1 − AI with an interference
repair rate of µI = 0.1 Hz, if not stated otherwise.
Fig. 4.5 presents the MDTn for n ∈ {1, 2} channel(s). The MDT1 results are upper
bounded by 1/µI = 10 s, which corresponds to the MDT of the interference component
in the series structure of a single channel. This observation is confirmed by investigating







34 Chapter 4 Improving Wireless Dependability through Selection Combining





















P I,out = 10−1
P I,out = 10−4
P I,out = 0
K = 0
K = 7 dB
K = 14 dB
Fig. 4.5.: MDTn for n ∈ {1, 2} channel(s) depending on the fading margin Φ for different Rice
K-factors and different interference outage probabilities P I,out at Doppler frequency
fD = 66.7 Hz and interference repair rate µI = 0.1 Hz.
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Fig. 4.6.: Optimal fading margin depending on the Rice K-factor for and different interference
outage probabilities P I,out.
which corresponds to the MDT of n selection-combined channels assuming interference
as the sole cause of failure, cf. (4.26). An optimum is visible for K > 0, minimizing
the MDT, which is a conceivable objective for the system design. The optimal value
does not depend on the number n of parallel channels. Fig. 4.6 shows the numerically
determined optimal fading margin Φ∗ = arg minΦ MDTn depending on the Rice K-
factor for several interference outage probabilities P I,out. The optimal fading margin
Φ∗ decreases for increasing Rice K-factors and higher interference outage probabilities
P I,out. The differences among the Φ∗ results reduce towards larger Rice K-factors.
4.1 Average and Time-Related Dependability KPIs 35
4.1.4 Mean Uptime
Definition 5. The mean uptime MUT characterizes the mean system operational time
until a failure occurs. Applied to the considered scenario, it is defined as the mean time
from a transition to an up state until the first transition back to a down state [HR09].
Utilizing the general relation (4.19) together with (4.21) and (4.25), we obtain the




= An ·MTBFn. (4.30)
MUT of Selection-Combined Rayleigh Fading Channels
In the special case of n selection-combined Rayleigh fading links we insert equa-


























It turns out that, in contrast to the steady-state channel availability An, the user’s
MTBFn, MDTn, and MUTn depend on the fading margin Φ and maximum Doppler shift
fD. Hence, we propose to utilize these KPIs for the research on wireless communications
systems, because these metrics enable to evaluate the dependability of the wireless
communications system from the user’s viewpoint taking into account the actual failure
and repair rates λ and µ. It is obvious that system dependability is based upon the





= MUTnMUTn + MDTn
. (4.33)
As shown in Fig. 4.7, the MUTn is higher for larger numbers of channels n and for
higher values of the fading margin Φ. The differences between the curves increase
for larger values of the fading margin Φ for a given Doppler frequency fD. At high
fading margins, adding a channel can improve the normalized MUTn by more than one
order of magnitude. After analyzing the different metrics individually, we subsequently
study them jointly. Several cases with different values for the carrier frequency f and
velocity v may all lead to the same steady-state channel availability An. In Table 4.1, we
evaluate combinations of low and high velocity v with different carrier frequencies f for
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Fig. 4.7.: MUTn for selection-combined Rayleigh fading links and varying values of fading
margin Φ and number of channels n.
Tab. 4.1.: Exemplary Comparison of MUTn, MDTn and complementary channel availability of
n selection-combined Rayleigh fading channels for fading margin Φ = 20 dB
n P outn v [m/s] f [GHz] MDTn MUTn
3 10−6 10 2 0.2 ms 3.4 min
3 10−6 10 60 6.7 µs 6.8 s
3 10−6 80 2 25.0 µs 25.4 s
3 10−6 80 60 0.8 µs 0.8 s
5 10−10 10 2 0.1 ms 14.3 d
5 10−10 10 60 4.0 µs 11.4 h
5 10−10 80 2 15.0 µs 42.8 h
5 10−10 80 60 0.5 µs 1.4 h
n = 3 and n = 5 redundant links, confining our concentration on the exemplary fading
margin Φ = 20 dB. The probability of outage decreases by two orders of magnitude per
additional channel, e. g., n = 3 selection-combined channels already yield a channel
availability of A3 = 99.9999 %. Obviously, multiple system designs with the same outage
probability P outn can exhibit significantly varying MUTn and MDTn. For n = 3 links,
the obtained outage probability P outn = 10−6 appears promising for many URLLC use
cases, but the MUT3 differs by orders of magnitude in the range between 800 ms and
3.4 min. The corresponding MDT3 values are comparable to strict latency requirements
for URLLC applications, e. g., wireless factory automation. Thus, it is obvious that the
reliability requirements cannot be satisfied permanently if the MDT is in the range of
the latency constraints, even though current systems should be able to tolerate short
downtimes. As expected, two additional redundant links improve the outage probability
P out5 by a factor of 10 000. The MUT5 also increases significantly, the expected uptime of
more than two weeks for the low mobility and low frequency scenario could be similar to
the maintenance cycle in factory automation. However, the MDT5 is not even reduced
by half.
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MUT with Rice Fading and Interference







2 (1−AIAF) (λI + λF)
(4.34b)
as the mean uptime for a user with k ∈ {1, 2} channel(s), respectively. In contrast to
the metric availability An, the user’s MDTn and MUTn depend on the fading margin Φ,
Rice K-factor, and maximum Doppler shift fD, included in λF, as well as the interference
failure rate λI and the interference availability AI. Hence, we propose to utilize these
KPIs for the research on wireless communications systems, because these metrics allow
to evaluate the dependability of a wireless communications system from the user’s
viewpoint taking into account all actual rates λI, λF, µI, and µF. The special case of
Rayleigh fading (K = 0) without interference (λI = 0, AI = 1) leads to the dependability
metric expressions determined above.
Fig. 4.8 illustrates the MUTn for n ∈ {1, 2} channel(s), respectively. As expected,
the value range is significantly larger compared to the MDTn in Fig. 4.5. The MUTn
increases for larger fading margin Φ, Rice K-factor, number k of parallel channels,
and lower interference outage probability P I,out. The highest gain is visible for large
fading margins Φ: For instance, comparing n = 1 Rayleigh-faded (K = 0) channel
with n = 2 parallel channels exhibiting a clear LOS (Rice fading with K = 14 dB)
leads to an improvement from MUT1 = 100 ms to MUT2 > 15 years at Φ = 20 dB and
P I,out = 10−4. In analogy to the observations above, the overall MUT is bounded due














These values correspond to the MUTn of n ∈ {1, 2} selection-combined channels with
interference as the single cause of failure, cf. (4.31).
These evaluations demonstrate that it is of key importance to consider the metrics
MUTn, MDTn, and MTBFn leading to a joint analysis of availability and time-related
dependability metrics also in wireless communications. In contrast to the steady-state
channel availability An and outage probability P outn , these quantities depend on the
maximum Doppler shift fD, reflecting the impact of the carrier frequency and mobility
aspects.
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(b) Two selection-combined channels.
Fig. 4.8.: MUTn for n ∈ {1, 2} depending on the fading margin Φ with different Rice K-
factors and different interference outage probabilities P I,out at Doppler frequency
fD = 66.7 Hz. The legend in (a) also applies for (b).
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4.1.5 Downtime and Uptime Distributions
The dependability metrics MUTn, MDTn, and MTBFn can only give an estimate
whether a system supports particular use cases or not, since they are mean quantities.
Aiming for concrete performance guarantees requires to study the detailed distributions
of uptimes and downtimes, which is presented in this section for selection-combined
Rayleigh fading channels.
Downtime Distribution
Definition 6. The downtime T d specifies the duration from a transition to a down state
until the first transition back to an up state.
According to the system model for selection-combined Rayleigh fading channels intro-
duced in Chapter 3, the CTMC comprises a single down state U = {0}. Hence, the
downtime of the system corresponds to the sojourn time in state 0. The expectation of















Due to the assumed Markov property, i. e., the future development of the stochastic
process only depends on the current state and is independent of anything that has
happened in the past, the downtime is exponentially distributed,





In [ÖF15], this approximation of the Rayleigh fade duration distribution by an exponen-
tial distribution has been evaluated by comparison to simulations and preexisting work,
revealing high accuracy. The cumulative distribution function (CDF) of the downtime















exp 1Φ − 1
 . (4.38)
Fig. 4.9 illustrates the complementary cumulative distribution function (CCDF) 1−Gn
of downtimes for the considered scenario. Of course, shorter downtimes are aimed for
in URLLC applications. Higher numbers of channels reduce the downtime for a fixed
percentile. For any percentile, the ratio between the downtime td1 with n1 channels and
td2 with n2 channels is the constant n2/n1 due to the exponential distribution. Thus, the
gain for adding channels decreases with each additional channel. The probability of
40 Chapter 4 Improving Wireless Dependability through Selection Combining


























100 µs 1ms 10ms
downtime td
Fig. 4.9.: Downtime CCDF for Doppler frequency fD = 66.7 Hz, fading margin Φ = 20 dB, and
different numbers of channels n.




Fig. 4.10.: Selection combining of n channels as modified CTMC with an absorbing down state.
exceeding the MDTn is about 36.8 %. Thus, the MDTn is of limited benefit for URLLC.
A reasonable requirement in the context of URLLC could be to guarantee a maximum
tolerated downtime with a certain probability: for instance, a downtime threshold
of 1 ms is kept by a single channel with a probability of 20 %. The probability of not
exceeding 1 ms downtime can be increased to 99 % or more than 99.99 % by raising the
number of channels n to 3 or 6, respectively.
Uptime Distribution
Definition 7. The uptime T u is defined as the duration from a transition to an up state
until the first transition back to a down state.
In order to determine the uptime distribution, the introduced CTMC with states 0, 1, . . . , n
is accordingly modified by setting µ0 = 0, shown in Fig. 4.10: The down state 0 is a
single absorbing state and the process is considered to start in state 1, which is the state
of arrival after the transition from the down state.
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where the n × n matrix S includes the transition rates among the up states. The
absorption rates are contained in the vector
S0 = −S1 (4.40)
with 1 describing a n× 1 vector, where every element is equal to 1. Please note that the
modified transition matrix M̂ only differs from the original matrix M (3.3) in the first
row.
A probability distribution with CDF F (·) on [0,∞) is of phase-type if it can arise as the
absorption time distribution of an CTMC with n states and the absorbing state 0 [Neu94].
The non-absorbing states are referred to as phases. Thus, the uptime T u, considered in
this work, follows a phase-type distribution, denoted as T u ∼ PH(α, S). The CDF of the
uptime is given by [Höß+19]
F (tu) = 1−α exp(Stu)1, (4.41)
where exp(·) denotes the matrix exponential and the vector α contains the initial
probabilities of the up states [Neu94]. Since the modified CTMC for the considered
wireless system is assumed to start in state 1, the initial probabilities of the up states
are α = (1, 0, 0, . . . , 0). The expectation of T u corresponds to the mean uptime (MUT),
resulting in
E[T u] = MUTn = −αS−11. (4.42)
Incorporating the rates (3.7) confirms the expressions (4.31) and (4.32) presented in
the previous section.






This corresponds to approximating the phase-type distributed uptimes by an exponential
distribution





which will be utilized in Section 4.2.2.
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In the following, the uptime distribution is evaluated with respect to the exemplary
scenario introduced above, comprising velocity v = 10 m/s and the carrier frequency
f = 2 GHz, leading to the Doppler frequency fD = 66.7 Hz. Again, the index n relates
to the number of Rayleigh fading channels a user is simultaneously connected to,
performing selection combining. A fading margin of Φ = 20 dB is assumed, which leads
to a channel availability A1 = 99 % for a single channel according to (4.10).
In Fig. 4.11a we compare the phase-type distributed uptime CDF Fn with the proposed
approximation F̃n for different numbers of channels n. The probability of not achieving
the MUTn is about 63.2 %. Thus, we propose to refine the discussion on performance
guarantees in the context of URLLC by utilizing percentiles of the uptime CDF. For
instance, if a continuous uptime of 1 s should be attained with 99 % probability, at least
n = 3 selection-combined channels are necessary. Moreover, it turns out that even high
numbers of channels n are unable to guarantee relatively long uptimes in the considered
scenario with substantially higher probability, such as 99.9 %. The reason is that the
phase-type distributions of uptimes approach F1 for small values of tu. On the other
hand, the approximations F̃n approach the phase-type distributions Fn for high uptimes.
Fig. 4.11b depicts the corresponding relative approximation error
dn(tu) =
∣∣∣Fn (tu)− F̃n (tu)∣∣∣
Fn (tu)
. (4.45)
It can be observed that the approximation error vanishes for large uptimes. The notches
show that the approximation crosses the exact distribution. The consideration of a
single channel, n = 1, is the special case of a phase-type distribution with one phase,
equivalent to an exponential distribution. Thus, the corresponding approximation error
is zero, d1(tu) = 0.
A special case of the metric uptime is the time to first failure, defined as follows.
Definition 8. The time to first failure is the time elapsing from when an item is put into
operation until it fails for the first time.
This KPI originates from dependability theory of non-repairable technical components,
e. g., electronic devices, which are assumed to be free from defects at the time of commis-
sioning [HR09]. The condition of no failures at the beginning of the observation can be
adopted to the introduced system model via the following strategy: The communications
system, consisting of selection-combined Rayleigh fading channels, is started when all
n channels are operational. Thus, the CTMC has the initial state n, corresponding to
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(a) Uptime CDF (solid) and approximation (dashed).
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(b) Error of uptime CDF approximation.
Fig. 4.11.: Uptime CDF, approximation, and error for Doppler frequency fD = 66.7 Hz, fading
margin Φ = 20 dB, and different numbers of channels n.
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Fig. 4.12.: Comparison of MTTFFn and MUTn at Doppler frequency fD = 66.7 Hz.
the initial state probability vector αFF = (0, 0, . . . , 0, 1). Applying (4.42) with α = αFF



















which was first derived and evaluated for the considered system model in our publi-
cation [HSF18b]. Similar to the MUTn, the MTTFFn takes the carrier frequency and
mobility into account, because it depends on the fading margin Φ and the maximum
Doppler frequency fD. The relationship between the MTTFFn and the Doppler fre-
quency fD remains inversely proportional, independent of the number of channels. In
Fig. 4.12 the MTTFFn is compared with the MUTn at Doppler frequency fD = 66.7 Hz
for different numbers of channels n and fading margins Φ. The curves are very similar
and the differences decrease for larger fading margins. As expected, the MTTFFn is an
upper bound for the MUTn due to the different initial states. In order to determine the
MTTFFn, the CTMC starts in state n, which is the best case because all up states need
to be passed until absorption in the down state. On the other hand, the MUTn is derived
starting from the first transition from the down state into the up states, i. e., state 1,
which is the worst case because down state is closest. In the trivial case of n = 1 channel,
the MTTFF1 and the MUT1 coincide due to the single up state of the CTMC.
4.1.6 Application Availability
Some applications can bridge short communication outages with appropriate design,
e. g., fault-tolerant controllers. Thus, an application outage event occurs only when
the communications system exhibits a down state which lasts for more than a tolerable
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threshold. In the context of this work, these applications are called robust and the
following novel KPI definition is proposed, which covers this property:
Definition 9. Application availability AA is defined as the probability of not experiencing
any downtimes which are longer than the maximum tolerated downtime tdmax. The com-












p < pmin ∧ td > tdmax
]
. (4.47)
For a sufficiently long observation duration T , the application outage probability can be
expressed by the fraction of time the system experiences outages that are longer than







where the set of downtimes that cause application outages is denoted by
C(T ) =
{
td | td ∈ T (T ), td > tdmax
}
(4.49)
and the set T (T ) contains every individual downtime td during the time interval [0, T ].
The KPI channel availability, according to Definition 2 introduced in Section 4.1.1, is a
special case of the application availability, where the maximum tolerated downtime is
zero, i. e.,
A = AA(0). (4.50)
Application outage probability, as defined above in Definition 9, translates to the concept
of minimum duration outage, published in [MCH96], where the focus is on shadow fad-
ing. However, the mathematical definition proposed above is more precise. Furthermore,
by utilizing the term application availability, we emphasize the application’s ability to
tolerate short outage times. In [ÖF15], an analytical expression of this KPI has been
derived and evaluated for multiple selection-combined Rayleigh fading links. Their fade
duration distributions are assumed to be exponential, which complies with the system
model introduced in Chapter 3. The numerical evaluation in [ÖF15] revealed high
accuracy of the exponential approximation with respect to simulation independent of
the fading margin used. In Chapter 5, the metric application availability will be applied
to evaluate different dynamic connectivity approaches for robust applications.
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4.2 Mission-Related Dependability KPIs
The metrics previously discussed characterize dependability aspects of a system, referring
to a time instant of observation. They are unable to analyze individual time intervals,
which are, however, of major interest for URLLC because specifying performance guar-
antees of continuing a failure-free operation throughout a time interval is required, e. g.,
during maneuvers of wirelessly controlled robots or self-driving cars. We denote this
time interval as “mission” of duration ∆t, which is the key element of the contributions
presented in this section: The dependability quantities mission reliability and mission
availability will be introduced, characterizing the success probability of experiencing no
or only short failures during a certain mission duration ∆t, respectively. Both metrics
will be evaluated regarding the considered system model comprising selection-combined
Rayleigh fading channels. Trade-offs between mission availability or mission reliability,
mission duration, number of channels, and tolerated downtime will be demonstrated for
an exemplary scenario.
4.2.1 Mission Reliability
The wireless communications community interprets reliability as percentage of successful
packet delivery [3GP17c]. In Section 4.1.1 we have shown that by applying fundamental
dependability theory, it is evident that this metric falls under the definition of availability
(cf. Definition 2) as opposed to reliability. In this section, we consider the reliability
interpretation as it is common in dependability theory:
Definition 10. Mission reliability R(∆t) is the probability that an item is able to perform
as required throughout a mission time interval ∆t.
The mission reliability can be expressed according to
R(∆t) = Pr {x(τ) = 1 ∀ τ ∈ [0,∆t]} (4.51)
with the binary, time-dependent state variable
x(τ) =
{
0, if the item is in a failed state (“down”) at time τ,
1, if the item is in an operational state (“up”) at time τ.
(4.52)
In order to emphasize the failure-free operation during this time interval, the traditional
reliability definition (e. g., in [BP65; ITU08]) is extended by the term “mission” here,
because it is important to understand that referring to a certain reliability value without
specifying the corresponding mission duration ∆t is not a valid statement. In general, it
is not possible to convert between mission reliability and channel availability because
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mission reliability depends on the mission duration as opposed to solely channel avail-
ability. In wireless systems, however, reliability is usually defined as the amount (in %)
of sent packets successfully delivered to a given node divided by the total number of sent
packets [3GP16a]. This interpretation is related to PLR or outage probability without
reference to the time dimension. Since a failure-free operation is practically impossible
for long missions due to the random processes causing failures, the limiting value of




R(∆t) = 0. (4.53)
This is fundamentally different to the instantaneous channel availability, which converges
to the steady-state channel availability, according to (4.2).
In order to determine the mission reliability of the considered wireless communications
system, the modified CTMC from Section 4.1.5 is utilized again, assuming failed states
to be absorbing. The differential balance equations retain the same structure as in (3.1).
The corresponding transition rates in (3.2) also remain the same, except for µ0 = 0.
The state probabilities P̂j(∆t) of the modified Markov model denote the probability
that j channels are operational at the end of mission duration ∆t and that the number









characterizes the probability of not leaving the set of operational states U during the
mission duration ∆t for a system with n redundant components, e. g., selection-combined
Rayleigh-fading channels. In the considered system model, the maximum Doppler
frequency fD purely acts as a scaling factor to the mission duration ∆t, since the
maximum Doppler frequency fD is a factor in both the transition rates (3.7) and the
balance equations (3.1).
The complexity of deriving the mission reliability increases with the number of channels,
because it requires solving the differential balance equation system
˙̂
Pj(t) = µj−1P̂j−1(t)− (λj + µj)P̂j(t) + λj+1P̂j+1(t) (4.55)
for j = 1, . . . , n with P̂j(0) = 0 for j 6= n. As discussed in Section 4.1.5, it is reasonable
to assume all n channels to be operational at time t = 0, equivalent to P̂n(0) = 1. The
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Fig. 4.13.: Instantaneous channel availability, steady-state channel availability, and mission
reliability for a single Rayleigh-fading link, Doppler frequency fD = 66.7 Hz, and









This complies with the fact that the time to first failure of a single item with constant
failure rate λ is exponentially distributed [HR09]. Based on this result, we model the






with the constant failure rate 1/MTTFFn determined from the closed form expres-
sion (4.46). The accuracy of this approximation is discussed at the end of this section.
Subsequently, we evaluate the proposed performance metrics with respect to the ex-
emplary scenario comprising a typical fading margin Φ = 20 dB, medium velocity
v = 10 m/s, and the carrier frequency f = 2 GHz, equivalent to fD = 66.7 Hz, if not
stated otherwise. All n channels are assumed to be operational at time t = 0.
In Fig. 4.13, we focus on the special case of single-connectivity, n = 1, presenting
fundamental differences between (instantaneous) channel availability and mission
reliability. The instantaneous channel availability A1(t) converges quickly to the steady-
state channel availability A1 = 0.99. Thus, in the steady state, an outage probability
of 1 % is expected at any instant of time. On the other hand, the mission reliability
R1(∆t) approaches zero, because a failure is sure to occur sooner or later due to the
random fading process. Hence, in the context of URLLC with different mission duration
it is necessary to analyze and improve the mission reliability of wireless communication
channels, e. g., by means of multi-connectivity.
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Fig. 4.14.: Complementary mission reliability and corresponding approximation for n selection
combined Rayleigh-fading links, Doppler frequency fD = 66.7 Hz, and fading margin
Φ = 20 dB.
In Fig. 4.14, the impact of selection combining on the KPI mission reliability is evaluated.
For readability reasons, the complementary mission reliability is depicted on a reversed
axis. This presentation takes advantage of the logarithmic scale in the relevant range,
emphasizing that values on top are superior, which is common in dependability theory.
The trade-off between mission duration, mission reliability, and number of links is
revealed, which can be applied to specify requirements for URLLC: In contrast to the
previously discussed KPIs, we can define the performance threshold by a target mission
duration and the corresponding mission reliability. For instance, if a mission reliability
of more than 99.999 % is required for an autonomous car throughout the mission of
10 s crossing an intersection, at least n = 5 selection-combined links are necessary.
In addition, the accuracy of the proposed approximation (4.58) can be analyzed by
comparing it with the mission reliability resulting from equation (4.54). It is clearly
visible that the approximation R̃n is a lower bound for the mission reliability Rn and for
mission duration ∆t > 10 ms the approximation shows a very good match with respect
to the considered scenario.
4.2.2 Mission Availability
The previous section on mission reliability demonstrated how the success probability
of a continuous mission, which does not allow any failure, depends on its mission
duration. However, as introduced in Section 4.1.6, many of today’s applications are
robust, i. e., they can tolerate short communication outage times due to appropriate
mechanisms, e. g., controllers. In the following, the success probability of a mission is
analyzed, assuming that the system is able to tolerate short interruptions. In this context,
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application availability, as defined in Section 4.1.6, is a related quantity, characterizing
the probability of experiencing failures if the power level remains below a threshold for
a longer duration than a tolerated maximum downtime. Unfortunately, this metric is
an average probability which does not consider the actual mission duration. Instead,
the following generalization of the KPI mission reliability covers this aspect, which has
been introduced in dependability theory by [Bir85], but it has not yet been utilized in
wireless communications:




is defined as the probability that all
downtimes are not longer than the threshold tdmax during a mission of duration ∆t.







∀ td ∈ T (∆t) : td ≤ tdmax
]
, (4.59)
with the set T (∆t) containing every individual downtime td which occurs in the mission
duration interval [0,∆t]. In order to determine the mission availability, all cases with
m = 0, 1, . . . failures have to be considered, accounting for the fact that at the end of the
















where (G(tdmax))m specifies the probability that all m downtimes are not longer than
tdmax and Cm(∆t) is the probability for exactly m failures during the mission duration
∆t. For practical systems, Cm(∆t) can be approximated as [Bir13]
Cm(∆t) ≈ Hm(∆t) = Um(∆t)− Um+1(∆t) (4.61)





T ui ≤ ∆t
]
. (4.62)
This metric does not take the failure duration after each uptime into consideration,
which is reasonable in the context of mission availability for the following reasons:
Firstly, in practical systems, the downtimes are shorter than uptimes by several orders
of magnitude. Secondly, by neglecting the downtimes, the approximation (4.61) leads
to a tight pessimistic bound for the mission availability (4.60), because the true sum
of uptimes is shorter than the mission duration ∆t. So the actual number of failures is
expected to be slightly less.
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The CDF of aggregated uptimes is determined by recursive convolution, according to




Um(∆t− t)f(t) dt (4.63b)
with f(t) = dF (t)/ dt [Bir13]. Due to the summation of m-fold convolved functions
in (4.60) with m → ∞, the computation is very complex and, thus, unfeasible in the
case of the phase-type distributed uptime duration. Following our proposal in (4.43),




This corresponds to approximating the phase-type distributed uptimes by the exponential
distribution





For a constant failure rate λ̃, the number of failures occurring during the mission
duration ∆t follows a Poisson distribution, i. e.,



























with the CDF of the downtime (4.38). The sum term disappeared by utilizing the series




y! = exp(y). (4.68)









since there is a non-zero probability that the tolerated maximum downtime is eventually
exceeded in the presence of random fading. The proof of this fundamental property
can be sketched as follows: For ∆t → ∞ in (4.60), it holds that F (∆t) → 1. Further,
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using (4.61) and abbreviating G := G(tdmax), the sum in (4.60) tends to zero, because it




















Gm = G+ (G− 1)G1−G = 0. (4.70b)
To obtain (4.70b) from (4.70a), the dominated convergence theorem for series was
applied to move the limit over ∆t into the sum. This is possible, because the series
Um(∆t)Gm is dominated by the geometric series Gm and Um(∆t) < 1, G < 1.
Obviously, mission reliability is a special case of mission availability with tdmax = 0, given
by
R(∆t) = M(∆t, 0). (4.71)
By inserting the uptime CDF (4.41), we derive a closed-form expression of the mission
reliability for the considered wireless diversity system according to [Höß+19]
R(∆t) = αFF exp(S∆t)1. (4.72)
Consistent with Section 4.2.1, the initial state probability vector αFF = (0, 0, . . . , 0, 1)
reflects the assumption that all n channels are operational at the beginning of the
observation.
Numerical results of the proposed mission availability approximation are depicted in
Fig. 4.15 for the considered exemplary multi-connectivity scenario of velocity v = 10 m/s
and carrier frequency f = 2 GHz, leading to the Doppler frequency fD = 66.7 Hz. The
index n specifies to the number of selection-combined Rayleigh fading channels. The
Rayleigh fading channels are assumed to be independent with identical average received
powers, as introduced in Chapter 3. Again, a reversed logarithmic axis is utilized for the
presentation of the complementary mission availability approximation 1− M̃n, highlight-
ing that values on top are superior. The accuracy of the proposed mission availability
approximation purely depends on the accuracy of the approximated uptime distribution,
presented in Fig. 4.11b. In Fig. 4.15a, the effect of different tolerated downtimes tdmax
for n = 3 channels is demonstrated. The curve with no downtime tolerated, tdmax = 0,
corresponds to the metric mission reliability, as proposed in [HSF18b]. In this case,
interruptions of arbitrary length cause a system failure. Tolerating very short downtimes
of 100 µs does not lead to significant improvement. However, by further increasing the
duration of accepted downtimes, the mission availability is boosted by several orders of
magnitude. For instance, the mission duration of an autonomous car crossing an inter-
section is about 10 s: The successful accomplishment of this mission can be guaranteed
with 97 % and even 99.999 998 % probability, if a maximum downtime of tdmax = 100 µs
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(a) Different tolerated downtimes for n = 3 channels.
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(b) Different numbers of channels n.
Fig. 4.15.: Mission availability for Doppler frequency fD = 66.7 Hz and fading margin Φ =
20 dB.
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or tdmax = 3 ms is accepted, respectively. Fig. 4.15b illustrates the trade-off between
mission duration, number of channels, and tolerated downtime. Here, we concentrate
on presenting the proposed mission availability approximation with tolerated downtimes
tdmax ∈ {0, 2 ms} for different numbers of channels the user is connected to. For larger
numbers of channels, the gain from accepted downtimes increases. It turns out that,
e. g., n = 3 selection-combined channels which tolerate a short downtime of tdmax = 2 ms
outperform the approximated mission availability of n = 5 channels with no downtime
accepted. Even very long missions of duration ∆t = 30 d, which might be of interest for
factory automation, can be guaranteed with a probability of 99.999 98 % by a diversity
system with n = 5 channels, tolerating downtimes of tdmax = 2 ms. Consequently, the KPI
mission availability offers great potential for designing systems with respect to required
channels and supported performance guarantees.
4.3 Summary and Conclusions
This chapter has leveraged fundamental dependability theory in order to propel the real-
ization of wireless URLLC by refining the discussion on appropriate KPIs and discussing
potential gains due to selection combining. We presented fundamental definitions and
derived additional relations between them to put forward a solid foundation for joint
discussions and studies on wireless dependability metrics covering aspects regarding
uptime, downtime, and mission duration together with success probability:
Concentrating on selection combining of multiple fading channels, is has been revealed
that the KPI channel availability and the related popular metric PLR are both of limited
benefit for specifying URLLC because they do not describe the influence of the carrier
frequency and mobility. Moreover, they fail to reflect the performance with respect to
time-related aspects, e. g., time-varying channels or the duration of a certain condition in
a wireless system. Consequently, it is of utmost importance to define requirements taking
into account the duration of uptime or downtime. For the first time, analytic expressions
of the time-based KPIs MUT, MDT, and MTBF have been derived for selection-combined
Rayleigh fading channels. Numerical evaluations have demonstrated the influence
of the number of channels used for multi-connectivity, fading margin, velocity, and
carrier frequency on these dependability metrics and the channel availability. The
investigations have been extended assuming Rice fading and interference as causes of
failure, discussing the trade-off between fading margin, Rice K-factor, and interference
statistics for single- and dual-connectivity, e. g., higher values of the fading margin, Rice
K-factor, or number of channels increase the steady-state channel availability, which is
bounded due to interference. The value of the optimal fading margin, which minimizes
the MDT at a fixed interference outage probability, decreases for larger Rice K-factors.
In order to determine concrete performance guarantees, analytic expressions for uptime
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and downtime distributions have been derived, yielding phase-type distributions and
exponential distributions for the considered system model, respectively.
Besides the sojourn times in up and down states, mission duration is identified as a
further time parameter to be key for realizing wireless URLLC, characterizing the time
interval during which the application does not allow any communication failure. Ob-
viously, the mission duration highly depends on the given application maneuver. This
dependability metric has been studied regarding the introduced scenario comprising
selection-combined Rayleigh fading channels. Since analyzing the interaction of multiple
up- and downtimes is particularly relevant for practical applications, mission reliability
has been generalized to the KPI mission availability. This dependability metric specifies
the success probability for applications, which can tolerate short communication inter-
ruptions. For an exemplary scenario, the trade-offs between mission duration, number
of channels for multi-connectivity, and tolerated downtime have been examined with
respect to mission reliability and mission availability, respectively. Based on the approach
to model the system as a single repairable component, approximations for the mission
reliability and mission availability expressions have been developed and their accuracy
has been evaluated.
In conclusion, a combined evaluation of average, time-related, and mission-related
dependability metrics is of key importance, which has been supported by numerical
examples. The benefit of time-related and mission-related KPIs has been elaborated,
which are not yet common practice in the wireless communications community, although
they enable performance guarantees. Their rigorous utilization has the potential to carry
the discussion on requirements of communications systems and their applications to a
new stage, because these dependability metrics link the dimensions success probability
and individual time intervals. Jointly designing dependable systems from different
domains, e. g., wireless communications and factory automation, is a major cornerstone
for realizing URLLC in 5G and beyond. In order to successfully introduce wireless
communications systems, e. g., to factory automation, it is important to use a common
performance evaluation methodology which should comply with dependability theory,
as proposed in this chapter. Thus, based on the framework provided in this chapter
results can be obtained which help to make conclusions about the dependability of a
wireless communications system.
As possible next steps, the discussed dependability metrics can be applied to a system
with a packet-based communication standard considering a more realistic channel
model including a power delay profile, e. g., as we have demonstrated in [Tra+19b]:
In this publication, a simulative dependability analysis of a WLAN is conducted with
respect to the proposed metrics in industrial environments, utilizing our empirical
channel model [Tra+19a], which accounts for small-scale fading and noise. As a result,
the upcoming WLAN standard IEEE 802.11ax is identified as a promising candidate
for wireless industrial closed-loop control applications because it provides satisfactory
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physical layer (PHY) dependability in the considered scenario, especially for applications
designed to tolerate at least three consecutive packet losses. For future work, we
also propose to use empirical data from communication networks to derive detailed
statistical parameters, which, in turn, serve as inputs for the analytical evaluation
framework presented. Additionally, latency requirements need to be taken into account
as well. The presented analysis can also be transferred directly to other communications
systems like 5G to advance the design and the deployment for URLLC, e. g., for industrial
wireless closed-loop control.





The work presented in this chapter was first published in the paper [Höß+20a]. The author’s
personal contributions comprise the scenario definition, development of the considered
connectivity approaches, implementation and execution of the simulations, selection of KPIs,
and evaluation of the resulting data.
The previous chapter demonstrated how multi-connectivity, e. g., selection-combining,
can improve wireless dependability by modeling causes of failure as a CTMC. In Sec-
tion 4.1.6, the term of robust applications was introduced, referring to wireless systems
with applications that are not sensitive to short outages because many modern ap-
plications, such as robotics, can compensate short communication downtimes due to
appropriate mechanisms in the application domain [Sch+19a]. As presented in Sec-
tion 4.2.2, this potential can be leveraged for the design of a wireless communications
system, since the importance of a packet for the application depends on the success or
failure of immediately preceding packet transmissions. However, existing static diversity
schemes are not able to dynamically react to instantaneous failures and therefore waste
resources that are not needed for a smooth operation. Thus, this chapter proposes a
novel dynamic connectivity concept, namely reaction diversity, which reacts to outages
due to fading by selecting a different channel. The outage probability of robust applica-
tions is studied, which can compensate for short communication interruptions. By means
of numerical simulations with Rayleigh fading as the cause of failure, the performance is
evaluated in comparison with state-of-the-art approaches such as single-connectivity,
multi-connectivity, and channel hopping. The potential of dynamic connectivity ap-
proaches (in particular reaction diversity and channel hopping) is demonstrated, which
can improve the application outage probability by several orders of magnitude, while
utilizing significantly fewer resources than static diversity schemes.
Similar to the system model introduced in Section 3, a set of n channels separated in
frequency at least by the coherence bandwidth are assumed, resulting in independent
small-scale fading. A single user is assumed to be connected simultaneously to L ≤ n
channels. Rayleigh-faded channels are considered following Clarke’s model [Cla68],
whose time correlation properties are characterized by the temporal auto-correlation
function
φcc(∆t) = J0(2πfD∆t) . (5.1)
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Here, J0(·) denotes the zero-order Bessel function of the first kind. The coherence time
Tcoh is the time interval after which the correlation decreases from its maximum 1 to
0.5,
|φcc(Tcoh)| = 0.5|φcc(0)|. (5.2)
Since the time correlation function can be calculated by the inverse Fourier transform of
the Doppler power spectrum, there are reciprocal relations between the coherence time
and the Doppler spread. In order to estimate the coherence time, the maximum Doppler





An outage occurs when the received power level p falls below a threshold pmin. In
accordance to (4.6), the outage probability of the wireless communications system is
denoted as P out. Following from (4.10), the outage probability of one Rayleigh-faded
channel is





In order to further characterize the performance of the system, the downtime and uptime
distributions are taken into account. Unfortunately, general closed-form solutions of the
downtime and uptime distributions for Rayleigh fading are not available. In contrast to
the previous chapters, they, thus, will be evaluated by means of simulations.
5.1 Comparison of Connectivity Approaches
As discussed in the previous chapter, diversity is considered to be the key technique to
combat small-scale fading. By utilizing space or frequency diversity, the information
is simultaneously transmitted on independent fading channels. At the receiver side, a
diversity scheme can be used to combine multiple received signals into a single improved
signal. However, traditional static diversity schemes utilize many resources, even if
the instantaneous channel quality is sufficient, in order to be prepared for degradation
on several channels. In addition, static diversity schemes are not designed to react to
instantaneous failures, e. g., by providing more resources when conditions are bad. Thus,
a novel dynamic connectivity approach referred to as reaction diversity is proposed in the
following. For comparison, channel hopping and the multi-connectivity scheme selection
combining are studied as well. As a baseline, wireless communication over L = 1 fixed
channel is considered, denoted as single-connectivity.
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5.1.1 Multi-Connectivity
When performing multi-connectivity, a user is connected to L ≤ n channels and the
data is sent redundantly over each channel. In this chapter, the focus is set on the
low-complexity scheme selection combining, where the best channel is selected for com-
munication. Assuming that all channels have identical properties, selection combining
yields the outage probability











which corresponds to the complementary steady-state channel availability, cf. (4.10).
This diversity approach achieves a significantly improved outage probability compared
with a non-diversity system with L = 1 channel, equivalent to single-connectivity.
However, multi-connectivity utilizes many resources, which might not be feasible for
scenarios with a high number of users. In the following, the special case of multi-
connectivity with L = 2 channels is referred to as dual connectivity.
5.1.2 Reaction Diversity
Motivated by the time-correlation properties of faded signals and the fact that robust
applications tolerate short outage times, we propose the dynamic, event-driven con-
nectivity approach reaction diversity: A user is connected to L = 1 channel. In case of
failure, the channel is vacated and communication continues on a different channel. The
order of the selected channels is assumed to be pseudo-random and predefined, taking
into account that the spectral spacing of successive channels should be large to avoid
correlation in frequency. For instance, a wireless closed-loop control application, which
is envisioned in the context of URLLC, can then directly send the newest information,
instead of re-transmitting the lost and possibly outdated packet. The channel switching
procedure is assumed to take place within a reaction time tR. Especially for large
coherence times Tcoh due to low mobility, the effective downtime experienced by the
wireless communication system is expected to be reduced by reacting to outages instead
of remaining in the faded channel. This procedure therefore also decreases the outage
probability P out as well as the application outage probability PA,out compared with
single-connectivity. At the same time, reaction diversity does not utilize more resources
than single-connectivity. Of course, reaction diversity needs a feedback channel, which
also requires some resources (for a binary information) and can have errors. However,
this is out of the scope of this work.
5.1 Comparison of Connectivity Approaches 61
5.1.3 Channel Hopping
Channel hopping is a predefined pseudo-random switching of channels and, thus, it
can also be classified as a dynamic connectivity approach [Sal+91]. However, it is
not adaptive because channels are continuously changed regardless of their states. We
assume the constant sojourn time tS in each channel. Due to the rapid switching through
all n channels, the effective coherence time is reduced to the channel sojourn time
tS. Hence, the effective downtime is also shorter on most cases when compared with
single-connectivity. For sufficiently high numbers of channels n, the wireless system
experiences outages which are temporally uncorrelated. This is beneficial for robust
applications, e. g., control systems which are able to compensate for short outage times.
However, on average the resulting outage probability remains unchanged compared to
single-connectivity with P out1 in (5.4) because channel hopping continuously enters and
leaves channels regardless of their current states.
5.2 Numerical Evaluation of Connectivity Approaches
In this section, the connectivity approaches reaction diversity, channel hopping, dual
connectivity, and single-connectivity are compared based on numerical simulations.
The performance metrics outage probability, uptime, downtime, and application outage
probability, (as defined in Section 4.1.6) are evaluated with respect to an exemplary
medium-mobility scenario comprising velocity v = 10 m/s and carrier frequency f =
2 GHz, yielding fD = 66.7 Hz. In addition, a fading margin of Φ = 20 dB is assumed. All
results are obtained from simulated Rayleigh fading sequences with a duration of 30
days at a sampling period TS = 100 µs, which is also the transmission time interval (TTI)
duration. The filtered Gaussian noise approach was applied to generate the Rayleigh
fading sequences [JBS00]. In the following plots, the abbreviations reaction diversity
(RD), channel hopping (CH), dual connectivity (DC), and single-connectivity (SC) are
utilized.
The outage probability of P out1 = 1 % is achieved by single-connectivity as well as
channel hopping according to (5.4) with the considered fading margin Φ = 20 dB
because channel hopping continuously switches channels without accounting for their
current states. In this scenario, dual connectivity decreases the outage probability by two
orders of magnitude per additional channel resulting from (5.5), i. e., P out2 = 0.01 %. In
Fig. 5.1 these values are compared with the outage probability obtained by the proposed
reaction diversity approach for different reaction times tR. It is clearly visible that
short reaction times tR < 0.5 ms significantly reduce the outage probability while still
occupying only L = 1 channel at a time. The reason is that a channel in outage is swiftly
abandoned, which reduces the effective duration of an outage. The outage probability
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Fig. 5.1.: Outage probability of different connectivity approaches for Doppler frequency fD =
66.7 Hz and fading margin Φ = 20 dB.
of reaction diversity approaches the performance of single-connectivity and channel
hopping for larger reaction times tR, because it vacates the channel too late, i. e., when it
has already recovered from the outage. The slight overshoot reveals that reaction times
in the range of the coherence time (Tcoh ≈ 2.7 ms from (5.3)) even lead to a slightly
worse outage probability compared with single-connectivity and channel hopping. In
these cases the channel usually experiences the complete outage before switching to
another channel. However, if we remain on the same channel after the recovery from an
outage, the probability of a new outage will be lower than on average due to the shape
of the fading autocorrelation. This is corroborated by taking the time-related properties
of the fading process into account: The mean downtime (4.26) of a single channel in the
considered scenario is t̄d ≈ 600 µs; the mean uptime results in t̄u ≈ 59.4 ms, confirming
the fundamental relation (4.33).
We further delve into the time-related analysis of the fading process and the introduced
connectivity approaches by presenting the empirical uptime and downtime CCDFs in
Fig. 5.2. The included confidence bounds of 99 % (dotted lines) are determined by
Greenwood’s formula [KM58]. The fact that the confidence bounds are tight indicates a
low uncertainty of the derived simulation results. Fig. 5.2a illustrates the probability of
surpassing a certain uptime achieved by the considered connectivity approaches. Dual
connectivity with L = 2 redundant channels provides the best performance in terms of
uptime. The reaction diversity curves coincide since different reaction times only affect
the downtimes but have no impact on uptimes. The uptime CCDFs of reaction diversity
are tightly upper-bounded by the one of single-connectivity because reaction diversity
utilizes L = 1 channel, too. Hence, this uptime analysis immediately indicates how
often channels have to be changed applying reaction diversity. The results presented
can also be directly transferred to high-mobility scenarios, since the duration values
scale inversely proportionally to the maximum Doppler frequency fD and, thus, to the
relative velocity v. Channel hopping generates significantly shorter uptimes than the
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SC: L = 1
DC: L = 2
RD: tR = 2Ts
RD: tR = 4Ts
CH: tS = 1Ts
CH: tS = 4Ts
(b) Downtime CCDF.
Fig. 5.2.: Uptime and downtime CCDFs of different connectivity approaches for Doppler fre-
quency fD = 66.7 Hz and fading margin Φ = 20 dB. Different reaction times tR (for
reaction diversity) and channel sojourn times (for channel hopping) tS are presented
with respect to the sampling period TS = 100 µs. At each time instant channel hopping
and reaction diversity utilize L = 1 out of n = 4 channels. The dotted lines indicate
the 99 % confidence bounds. The legend of (b) also applies to (a).
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RD: tR = 4Ts
CH: tS = 4Ts
RD: tR = 2Ts
CH: tS = 1Ts
Fig. 5.3.: Application outage probability of different connectivity approaches for Doppler fre-
quency fD = 66.7 Hz and fading margin Φ = 20 dB. At each time instant channel
hopping and reaction diversity utilize L = 1 out of n = 4 channels.
proposed reaction diversity approach because channel hopping frequently switches from
an operational to a faded channel. Hence, the uptimes of channel hopping decrease for
smaller channel sojourn times tS. As depicted in Fig. 5.2b, single-connectivity shows
the highest probability of exceeding a certain downtime due to the auto-correlation
properties of the Rayleigh fading process. The gain through dual connectivity with L = 2
redundant channels increases with larger downtime. However, both these approaches
are outperformed by the dynamic connectivity concepts channel hopping and reaction
diversity for downtimes which are larger than the sojourn time tS or the reaction time
tR, respectively. As expected, switching channels reduces the downtime, which leads
to steps in the CCDF. The faster the channel is switched, the lower is the probability of
long downtimes. Channel hopping slightly outperforms reaction diversity comparing the
same value for reaction time and channel sojourn time, i. e., tR = tS = 4Ts. The reason
is that reaction diversity reacts to any started outage by switching the channel only after
the entire reaction time has elapsed. On the other hand, channel hopping continuously
switches channels and, thus, leaves a channel in outage on average twice as fast as
reaction diversity. A reaction time of tR = 2Ts is considered to be practically feasible
for reaction diversity, because the event of changing channels has to be communicated
via the opposite link. Theoretically, the shortest possible reaction time corresponds to
one packet length, but the implementation would be very difficult, because each packet
would have to be decoded and the acknowledgment would have to be scheduled in the
interval between uplink and downlink. On the other hand, channel hopping might be
implemented with a channel sojourn time of one packet length because the sequence of
channels is predefined.
Studying the downtime duration distributions alone is not sufficient and may even be
misleading, because the time duration of outages delivers no statement on the risk
of entering an outage. However, the application outage probability, which has been
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Fig. 5.4.: Application outage probability of different connectivity approaches for Doppler fre-
quency fD = 66.7 Hz, fading margin Φ = 20 dB, reaction time/channel sojourn time
tR = tS = 2Ts, and several numbers of available channels n.
introduced in Section 4.1.6, captures this aspect and is presented in Fig. 5.3. In addition,
this performance metric provides insights on the impact of the tolerated downtime.
Similar to the downtime CCDF, steps are visible for the dynamic connectivity schemes,
which stem from the case of subsequently visiting channels which are all in outage. In
contrast to the downtime CCDF, the proposed reaction diversity scheme shows gains
when compared with channel hopping at tR = tS = 4Ts, because channel hopping suffers
from the potential transition from an operational to a faded channel. The potential of
the dynamic connectivity approaches is clearly visible, because every channel switching
improves the application outage by two orders of magnitude for the chosen fading
margin value Φ = 20 dB because switching to a channel which is in outage only occurs
with probability of P out1 = 1 % in the considered scenario. If downtimes of tdmax ≥ 800 µs
can be tolerated by the application, channel hopping and reaction diversity with even
tR = tS = 4Ts achieve a significantly lower application outage probability than dual
connectivity over L = 2 channels. At the same time, the dynamic connectivity approaches
utilize only half of the resources.
In Fig. 5.4 the effect of different numbers of available channels n on the applica-
tion outage probability of reaction diversity and channel hopping is demonstrated for
tR = tS = 2Ts. The problem of switching through channels which all are in outage
occurs with a probability of
(
P out1
)n. Hence, if only n = 2 channels can be used, immedi-
ately successive channel switches cannot significantly improve the application outage
probability because of the risk that the original channel is still in outage. In the depicted
range, the higher numbers of channels n = 4 and n = 8 provide the same performance
in terms of application outage probability. Hence, a small number of resources can be
sufficient to achieve application outage probabilities which satisfy the requirements
related to URLLC. This knowledge provides key foundations enabling the design of
robust multi-user systems.
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5.3 Summary and Conclusion
This chapter demonstrated that dynamic connectivity is a promising concept in order to
combat the time-related correlation of failures in wireless communications systems with
reduced resource utilization. The novel approach of reaction diversity is proposed, which
reacts to outages and, thus, can shorten outage events. By studying the performance
metric application outage probability, the benefits of KPIs have been demonstrated which
reflect the ability of robust applications to tolerate short outage times. Consequently,
requirements for other metrics, e. g., packet error ratio (PER), can be relaxed while
still achieving the desired performance. These investigations are basic steps to propel
the co-design of wireless communications systems and robust applications, which can
contribute to addressing key challenges of URLLC applications. Potential topics of future
research comprise the evaluation of the proposed dynamic connectivity approaches for
other channel models, e. g., simulated Rice fading sequences, as well as coordination
issues in the network.





The work presented in this chapter was first published in the papers [Höß+20b] and
[HSF19b]. The author’s personal contributions comprise the problem formulation, devel-
opment and analytical comparison of the considered connectivity approaches, extensions
of the stable matching algorithm, implementation and execution of the simulations, and
evaluation of the resulting data.
URLLC are considered as one of the key services of the 5G of wireless communications
systems and beyond. Enabling URLLC is especially challenging due to the strict require-
ments in terms of latency and dependability. According to the ITU and 3GPP, URLLC
services require an availability1 of 1− 10−5 for delivering a 32-byte packet within 1 ms
[ITU17; 3GP17c]. As discussed in Chapter 4 and 5, multi-connectivity is a powerful
approach to increase dependability. However, those chapters and most of the current
research focus on single-user scenarios, neglecting the challenges of multi-cellular, multi-
user systems, i. e., interference and the competition for limited resources. In contrast to
the previous chapters, this chapter does not focus on small-scale fading including time
aspects but resource allocation, stability and availability on a higher level of a wireless
communications system. This chapter, thus, develops analytic comparisons of different
connectivity approaches, showing that multi-connectivity, as defined in this chapter, may
not always be optimal in the considered multi-cellular, multi-user scenario. Resource
allocation is closely related to matching theory because a matching is an assignment of
elements from one set to the elements of another set. In this chapter, novel resource
allocation approaches based on stable matching theory are proposed and evaluated to
enable wireless URLLC: The pure many-to-one stable matching procedure is extended
by utilizing the optimal connectivity approach for each user, optimizing the maximum
number of matched resources, and providing a resource reservation mechanism for users
suffering from bad channel conditions. System-level simulations confirm that both the
proposed matching-based algorithm and its resource reservation extension outperform
baseline resource allocation approaches, such as Round Robin, Weakest Selects, and
random assignment, in terms of outage probability.
In Section 6.1, existing work related to URLLC in multi-cellular, multi-user systems and
stable matching applications in wireless communications are briefly summarized. Sec-
1The cited references use the term reliability instead. However, their interpretation as a success probability
corresponds to the definition of availability in dependability theory, cf. Chapters 2 and 4.
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tion 6.2 describes the system model, introduces the considered connectivity approaches,
and presents the problem formulation. In Section 6.3, the considered connectivity
approaches are analytically compared, founded on mathematical proofs. Section 6.4
recapitulates matching theory basics, followed by the proposed resource allocation algo-
rithm and its extensions. System-level simulation results are discussed in Section 6.5,
before Section 6.6 concludes this chapter.
6.1 Related Work
This section summarizes research on wireless dependability, focusing on multi-connectivity
in multi-cellular, multi-user systems. Then the concept of matching theory and its appli-
cation within wireless networks are introduced.
6.1.1 Multi-Cellular, Multi-User URLLC
URLLC are considered as one of the key challenges for 5G wireless networks and beyond,
receiving major attention from academia and industry. URLLC applications, e. g., wireless
factory automation and autonomous driving, combine strict requirements in terms of
dependability with latency bounds in the (sub-)millisecond range [Sch+19b]. Recent
advances and diverse challenges of URLLC are reviewed in [MMA19; BDP18], examining
key enablers and their trade-offs with the conclusion that multi-connectivity, among
others, is a promising strategy for realizing URLLC.
However, most contributions are restricted to the special case of a single-user scenario.
The few contributions on multi-cellular, multi-user evaluations include the following:
The system-level performance of multi-user scheduling in 5G is analyzed in [Ped+18]
without emphasis on URLLC. [Poc+18] concludes that fulfilling the URLLC requirements
needs novel radio resource management concepts. To the best of our knowledge, there
is still a lack of contributions on multi-cellular, multi-user systems which focus on high
availability in combination with low latency. In this chapter, a novel analytical framework
based on [Sim+19] is developed, showing the potential of matching-theory-based multi-
connectivity to achieve URLLC requirements for multiple users.
The following state-of-the-art references on single-connectivity multi-cell multi-user
allocation show that the corresponding optimization problems are typically very difficult.
Often approximation algorithms are proposed to approach them. In [AP17], online
algorithms for the multi-tier multi-cell user association problem that have provable
performance guarantees are proposed based on online combinatorial auctions. A two-
sided matching market model is utilized in [STH17] to develop an efficient algorithm
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for user-resource assignments in full-duplex multi-cell networks. The underlying mixed-
integer non-linear programming problem is approximated to a geometric problem that is
solved by optimality conditions. For multi-cell cooperation in ultra-dense heterogeneous
networks, an overview is provided in [KW19].
6.1.2 Matching in Wireless Communications
A situation in which non-divisible goods shall be assigned to entities with different
interests can be formulated as a matching problem. One of the most popular matching
problems is the stable marriage problem: a set of men and a set of women decide on
who to marry based on their preferences over each other, which is a one-to-one matching
problem. The notion of stability is important here because it is key for characterizing
a robust situation, where no pair of matched partners has an incentive to change the
matching. This enables lasting marriages, which are desirable for couples and society at
large [GS62]. Stable matchings have first been studied by Gale and Shapley, showing
that there always exists at least one stable matching, which can be constructed by the
so-called deferred acceptance algorithm [GS62]. Many-to-one stable matchings have
numerous applications, e. g., in the labor market and for college admissions [RS90]. An
asymptotic analysis of incentive compatibility and stability in large two-sided matching
markets is developed in [KP09].
In wireless communications, resource allocation problems are central challenges due
to the limited resources in time, spectrum, and space [HL08]. The first comprehensive
tutorial on the use of matching theory for resource management in wireless networks is
presented in [Gu+15]. The authors of [Gli16] discuss the application of matching theory
for resource management in wireless networks. [Bay+16] provides a comprehensive
survey of matching theory, its variants, and their significant properties appropriate for
the demands of network engineers and wireless communications. The first application of
stable matching in general interference networks is reported in [Jor11]. In HetNets, the
assignment of users to their corresponding serving BSs can be modeled as a matching
market. In [San+17], the many-to-one stable matching framework is applied to non-
orthogonal spectrum assignment with the goal of maximizing the social welfare of the
network. A novel rotation matching algorithm is presented in [Di+17] in order to
solve the centralized scheduling and resource allocation problem for a cellular V2X
broadcasting system with a focus on access latency. Recently, a many-to-many matching
algorithm was proposed aiming to guarantee the availability requirements of as many
users as possible in a multi-cellular, multi-user system in [Sim+19] , providing a broad
overview on wireless multi-connectivity. Resource allocation for URLLC with multiple
users based on stable matching is studied in [HSF19b], considering a single cell with
small-scale fading. Drawbacks of most of the existing work on stable matching in
wireless communications is that either multi-connectivity is not taken into account or
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only a fixed connectivity approach is utilized. In contrast to previous work available
in literature, this chapter focuses on resource sharing in a multi-cellular, multi-user
URLLC system in order to obtain a stable matching with the optimal selection among
different connectivity approaches. The literature on matching usually applies fixed
quotas, denoting the maximum number of matched partners, as the input to matching
procedures. The approach taken in this chapter is different in this aspect. Instead
of presetting fixed quotas, their values are optimized iteratively, which aims for the
simultaneous prevention of underprovisioning and starvation of users. In addition,
this work proposes a novel extension to matching-based resource allocation, which
specifically covers weak users in order to further increase availability.
6.2 System Model
This section introduces the deployment scenario, defines different connectivity ap-
proaches, and presents the optimization problem.
6.2.1 Deployment Scenario and Parameters
The focus is set on the downlink transmission of a 2-layer HetNet, where layer 1 is
modeled as macrocells and layer 2 as small cells. The HetNet consists of the set M
containing |M| = Mc hexagonal macrocells overlaid by the set S of |S| = Sc small
cells. A BS is either a macrocell eNodeB (MeNB) or a small cell eNodeB (SeNB), i. e.,
M∩S = ∅. Within the hexagonal macrocellular area, SeNBs are randomly positioned, so
that their coverage areas may overlap. It is assumed that MeNBs and SeNBs operate in
adjacent sub-6 GHz frequencies, whereby SeNBs operate at the same carrier frequency
of bandwidth B. This bandwidth B is equally divided into the set B of |B| = NB
subbands. A resource block (RB) is one subband of a single SeNB. This results in a total
number of N = Sc · NB RBs, each of bandwidth BRB = B/NB. All RBs are collected
in the setW. The MeNBs a resource-fair scheduler is assumed. A set U of |U| = U UEs
is randomly dropped within the cellular network, whereby a hotspot deployment is
considered according to [3GP10].
According to the 3GPP standard, a UE u performs reference signal received power (RSRP)
measurements [3GP18]. The MeNB providing the largest RSRP becomes its serving
MeNB mu on condition that a defined required minimum RSRP threshold is achieved.
Otherwise, UE u cannot establish a wireless connection, if the largest RSRP is below
the threshold. Based on a pre-defined timing structure, the UE u sends the RSRP
measurements to inform its serving MeNB mu about its list of potential BSs Cpotu . This
list of potential BSs contains identifiers of BSs in a ranked order according to the RSRP
values. It is assumed that the link to MeNB mu is only used for exchanging control
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information. Especially, UE u’s serving MeNB mu manages connections of UE u to one
or more SeNBs based on the RSRP measurements. Allowing connections to several
SeNBs extends the concept of dual-connectivity. For the initialization of links to SeNBs,
MeNB mu sends UE u’s access requests to potential SeNBs in the set Cpotu . The set of
SeNBs which accept the access request to serve UE u is denoted by Su ⊆ S. The set of
all cells serving a UE u results as Cu = {mu} ∪ Su. The simulated channels take into
account path loss, shadowing, and antenna gains, which rely on the sub-6 GHz channel
model and 2× 2 multiple-input multiple-output (MIMO) according to [3GP10].
The considered traffic model is the URLLC traffic model with periodic packet arrivals
defined in [3GP17b] under system-level simulation assumptions. This chapter considers
a fixed number of URLLC traffic UEs with a file size of F = 200 byte and a latency
budget of Tlat = 1 ms. In this context, ITU and 3GPP discuss URLLC requirements with
respect to purely notional packet sizes between 32 byte and 200 byte; the higher value is
selected because it is stricter. The (user plane) latency is defined as the one-way time it
takes to successfully deliver an application layer packet/message from the radio protocol
layer ingress point to the radio protocol layer egress point of the radio interface in either
uplink or downlink in the network for a given service in unloaded conditions, assuming
the UE is in the active state [ITU17; 3GP17c]. This chapter does not concentrate on
latency optimization. Instead, the focus is on resource sharing for URLLC in a multi-user,
multi-cell scenario, taking the required latency into account as a constraint. Thus, the
proposed approaches can be easily transferred to different latency values.
6.2.2 Connectivity Definitions
In the considered scenario multiple RBs from different SeNBs can be assigned to any
UE. In addition, the resulting UE data rate depends on whether the individual RBs of
a UE are located in the same SB. The BSs are assumed to always transmit at all RBs.
The individual connectivity approaches are described in the following. The determined
expressions for the achievable throughput are not bounded by a maximum modulation
and coding scheme because the bounding affects extremely high throughputs, which
are out of scope for URLLC. Thus, the focus is on the Shannon capacity yielding an
insightful theoretical bound.
Single-connectivity (SC)
In this case, a UE is connected to only a single SeNB, which is selected based on the
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with pts being the transmit power of SeNB s. The propagation gain between UE u and
SeNB s is given by gu,s, and σ2 is the noise power.
UE u’s achievable throughput from SeNB s is computed as





with ku,s as the number of RBs assigned to UE u from SeNB s, thus treating interference
as Gaussian noise. Each RB has the bandwidth BRB.
Multi-connectivity (MC)
In this case, a UE u establishes links to multiple SeNBs and the assigned RBs are located
on different subbands. The set of assigned SeNB is denoted as Ŝu ⊆ S. It is assumed
that the data/control signals are not transmitted simultaneously from all small cells in








The special case of |Ŝu| = 1 reduces MC to SC. It is important to note that this MC
definition is a different concept than the multi-connectivity in the other chapters.
Joint transmission (JT)
In this case, a UE u is connected to multiple SeNB and the assigned RBs are located on
the same subbands. The set of assigned SeNB is denoted as Ŝbu ⊆ S. It is assumed that
the data signals are transmitted simultaneously from all small cells in Ŝu on the same
subband b ∈ B, which has the bandwidth of one RB BRB. This coordination scheme
corresponds to Coordinated Multi-Point JT. This connectivity approach is referred to
as JT, which results in coherent combining of the received signal, assuming that the
received powers add up and the signal components of the SeNBs fall within the cyclic








UE u’s throughput assigned to the set of SeNBs Ŝbu over the same subband b is defined
by
rJTu,b = BRB log2 (1 + γu,b) . (6.5)
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BRB log2 (1 + γu,b) . (6.7)
Each subband b with no SeNBs assigned to UE u does not contribute to UE u’s throughput
since |Ŝbu| = 0 indicates γu,b = 0. The set of subbands in which at least one RB is allocated
to UE u is referred to as UE u’s subbands Bu ⊆ B. MC is captured if the number of
SeNBs assigned to UE u is one for any of UE u’s subbands Bu, i. e., |Ŝbu| = 1 ∀b ∈ Bu. SC
corresponds to the case where a unique SeNB s is assigned to each UE u on all subbands
b, i. e., Ŝbu = {s} ∀b ∈ Bu.
6.2.3 Problem Formulation
In the multi-cellular system considered, multiple UEs aim to satisfy their individual
service requirement in terms of throughput by optimizing the number of links and the
assigned RBs. This optimization is assumed to be performed by the MeNB. Moreover, the
resource allocation should ensure stability, i. e., no matched pairs of UEs and RBs have
an incentive to swap partners. Due to the limited number of RBs, a minimal resource
consumption is targeted. Thus, the optimization problem is formulated in (6.8), which
explains as follows. The objective is to minimize the sum of the numbers of RBs nu
assigned to any UE u ∈ U, expresssed in (6.8a), such that the resulting matching is stable
(condition (6.8b)). The corresponding definitions are presented in Section 6.4.1. In
addition, each UE u’s throughput ru (6.7) satisfies the minimum throughput requirement
rminu := F/Tlat by small cell connectivity (condition (6.8c)). Condition (6.8d) implies
that the transmit power pts of cell c should not exceed the maximum transmit power
pt,maxs . Finally, condition (6.8e) guarantees that UE u’s serving cells Su are selected from
the set of potential BSs:







ψ is a stable matching, (6.8b)
ru ≥ rminu := F/Tlat ∀u ∈ U, (6.8c)
pts ≤ pt,maxs ∀s ∈ S, (6.8d)
Su ⊆ Cpotu ∀u ∈ U. (6.8e)
Solving this optimization problem comprises multiple aspects: In the considered multi-
user, multi-cellular system, each user throughput depends on the set of serving SeNBs,
the number of assigned RBs and the connectivity approach, which specifies the way
the RBs are allocated and combined among the frequency subbands. This implies
that the optimal connectivity approach for each UE forms the basis for the overall
matching outcome of the resource allocation. Thus, different connectivity techniques are
compared in Section 6.3 before the proposed stable matching procedures are presented
in Section 6.4, which in turn select the optimal connectivity approach for a given scenario
realization built on the analytical findings gained in Section 6.3.
6.3 Comparison of Connectivity Approaches
In this section, analytic comparisons between all introduced connectivity approaches are
derived. The question to be answered is: “Which connectivity approach should be used
from a single user’s perspective in order to achieve the highest data rate with a finite
number of resources?”. Here, it is assumed that the UE’s control plane is in the MeNB
and the data transmission is performed by the SeNB(s), which are selected according to
the RSRP. It is assumed that all SeNBs transmit on all subbands, corresponding to full
frequency reuse or full interference.
6.3.1 Single-Connectivity vs. Multi-Connectivity
In this section, the SC and MC for a single user are compared.
Theorem 1. For any set Ŝ ⊆ S of SeNBs, which establishes MC to UE u, there exists at
least one SeNB s ∈ S, which achieves at least the same throughput by SC allocating the
same number k = |Ŝ| of RBs, i. e.,
∀Ŝ ⊆ S ∃s ∈ S such that rSCu,s ≥ rMCu,Ŝu . (6.9)
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Proof. The maximum throughput for UE u in case of SC in one subband is achieved by
assigning the SeNB s ∈ S with the highest received power because of the full interference
assumption. The same holds true for all subbands. Thus, assigning the SeNB s ∈ S
with the highest received power for each of the k allocated RBs results in the special
case of MC where S = {s} which is equivalent to SC via the SeNB s with k = ku,s.
Consequently, this SC assignment constitutes an upper bound compared to other MC
assignments, which completes the proof.
This means that a user always has the possibility to waive MC and achieve at least the
same performance without the need for more RBs by connecting to only one SeNB. Ob-
viously, this option is preferable in a single user scenario because SC is less cumbersome
to realize. However, if multiple UEs are located close to one SeNB, then this selection
will lead to congestion.
6.3.2 Multi-Connectivity vs. Joint Transmission
This section presents the performance comparison of MC and JT for a single user. JT is
expected to outperform MC since it features coherent combining, which can be confirmed
as follows:
Theorem 2. If one RB of each SeNB in the set Ŝu = Ŝbu ⊆ S, with |Ŝu| = |Ŝbu| = Ŝ > 1, is





Proof. See Appendix A.
Consequently, if RBs of multiple SeNBs are allocated to a user, they should preferably
be arranged in the same subband. In this case, a throughput gain due to JT is achieved
because interference is turned into useful signal energy. Of course, there is some
overhead in joint signal processing, i. e., data fusion and distribution among SeNBs.
Furthermore, JT requires stricter PHY assumptions, e. g., channel knowledge at the
transmitter and tight synchronization among the SeNBs.
6.3.3 Single-Connectivity vs. Joint Transmission
In this section, the performance of SC and JT for a single user is compared.
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Theorem 3. If k > 1 RBs are allocated to UE u, then SC via SeNB š ∈ S outperforms JT



















ps′ − σ2, (6.12)
where UE u’s received powers from all SeNBs are denoted as ps = ptsgu,s with s ∈ S.
Proof. See Appendix B.
Unlike the previous connectivity comparisons, it cannot be concluded here that there
is always a SC option which offers a higher throughput than JT. The particular result
depends on the combination of the actual deployment, path loss, and shadowing with
regard to the different SeNBs. However, SC appears to be more powerful in particular
situations where the aggregated bandwidth of one SeNB is more valuable than additional
weak links. This applies in the case of a dominant SeNB, as illustrated by the following
example.
Assume that only one SeNB š offers a considerable received power from the perspective
of a UE u. The received powers from all other SeNBs are, thus, negligible,
pš > 0, (6.13)
ps′ = 0, ∀s′ ∈ S \ {š} . (6.14)






If the dominant SeNB is not utilized for JT, pš 6∈ Ŝbu, the JT throughput yields zero,
rJTu,b = 0, which is trivial because then SC cannot perform worse than JT. The non-trivial
sub-case pš ∈ Ŝbu, however, results in ∑
s′∈S\Ŝbu
ps′ = 0 (6.16)




pš > 0 (6.18)
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is obtained, which shows that SC outperforms JT in cases with a single dominant
SeNB.
On the other hand, JT deserves preference in situations where the received powers of
the allocated SeNBs are similar to each other, which is demonstrated for the special case








ps′ = (Sc − 1)pš, (6.20)








(Sc − 1)pš + σ2
)k
(Sc − k)pš + σ2
. (6.22)
The assumption of received powers which are significantly higher than the noise level,
pš  σ2, (6.23)
allows simplifications according to
(Scpš)k−1 <
((Sc − 1)pš)k
(Sc − k)pš + σ2
. (6.24)
In the following, two sub-cases have to be distinguished: If all SeNBs are utilized for JT,
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this condition always holds true for the scenario at hand due to the assumption (6.23).
For the other sub-case where JT connections to k < Sc different SeNBs are established,
inequality (6.24) is rewritten according to









where σ2 is waived due to assumption (6.23). In order to demonstrate that this truncated
representation of the binomial formula is greater than zero, it is sufficient to focus on












because the summand with the highest order is always positive and so each positive






(`− 1)!(k − `+ 1)!Sc
`−1, (6.30)
which simplifies to
(k − `+ 1)Sc = βSc > `. (6.31)
This relation is always satisfied for the considered scenario because Sc > k ≥ l implies
β := (k − `+ 1) ≥ 1. It can be concluded that JT via any subset of SeNBs outperforms
SC, rJTu,š > r
SC
u,b, if the received powers of the allocated SeNBs are equal.
6.4 Proposed Stable Matching Connectivity Algorithm
In this section, an algorithm to achieve a stable matching is proposed, which satisfies
the formulated optimization problem (6.8), comprising three components: A variant of
the deferred acceptance algorithm is utilized to construct a stable matching. In order to
minimize the resource consumption, all the UEs’ quotas are optimized, which specify
the maximum numbers of allocated RBs per UE. In addition, an extension is proposed
which guarantees dedicated RBs to the weak UEs if the pure stable matching algorithm
is not able to satisfy all UEs.
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6.4.1 Matching for Resource Allocation
The considered scenario is modeled as a many-to-one matching game, comprising the
two sets of UEs U and indivisible RBsW as two teams of players with U ∩W = ∅. RBs
can be exclusively assigned to any UE. The UE quota qu describes how many RBs the
UE u can have at most. The problem of assigning the RBs to each UE is a many-to-one
matching problem. It is assumed that all UEs and RBs act independently, i. e., the
matching game is a distributed game. Each UE and RB has preferences on the RBs and
UEs, respectively. The notation u w ũ means that player w prefers player u over player
ũ. The corresponding preference lists of UEs lprefu with u ∈ U and RBs lprefw with w ∈ W
are obtained based on the SINR values. All players aim for a matching with their most
preferred partners. Many-to-one matching games are considered focusing on pairwise
stability according to the following definitions:
Definition 12. A many-to-one matching ψ is a mapping from the set U ∪W into the set of
all subsets of U ∪W such that for each u ∈ U and w ∈ W the following holds:
1. ψ(w) ⊂ U and ψ(u) ⊂ W;
2. |ψ(u)| ≤ qu;
3. |ψ(w)| ≤ qw = 1;
4. w ∈ ψ(u) iff u ∈ ψ(w),
with ψ(u) and ψ(w) being the set of player u’s and w’s partners under the matching ψ,
respectively.
Condition 1) describes that players w and u are matched with players out of the set U
andW , respectively. Conditions 2) and 3) guarantee that the number of matched players
is at most the same as the players’ quota. Condition 4) states that matched partners are
mutually associated, which is naturally given in an UE-RB assignment problem: if an RB
w is matched to a UE u than this UE u is also matched to the same RB w
Definition 13. A blocking pair is the pair of player u ∈ U and player w ∈ W, who prefer
each other over some of their partners in the current matching, i. e., u w ũ with u, ũ ∈ U
for some ũ ∈ ψ(w) and w u w̃ with w, w̃ ∈ W for some w̃ ∈ ψ(u), respectively.
Definition 14. The matching is pairwise stable, if there are no blocking pairs.
The definition of stability implies that there is no pair of UE and RB which prefer being
matched to each other instead of being matched to their current partner.
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Algorithm 1 Many-to-one Stable Matching.
Input: UE quotas qu, preference lists of all UEs l
pref
u with u ∈ U and all RBs lprefw with
w ∈ W
Proposing and Matching:
Step t = 0:
Initialize the ordered set of UE u’s temporarily accepted RBs At(u) = ∅ for u ∈ U.
Step t:
Proposals:
Every RB not yet assigned w ∈ W \
⋃
u∈UAt−1(u) sends a proposal to its most
preferred UE u ∈ U (via its MeNB). This index is cleared from the preference list
lprefw of RB w.
Decisions:
Denote RBs which proposed to UE u in step t as Pt(u). UE u keeps the qu best
ranked RBs from At−1 ∪ Pt(u) with subject to its preference list lprefu and updates
At(u) accordingly.
Output: Stable matching ψ
6.4.2 Deferred Acceptance Algorithm
Every resource allocation problem has at least one stable matching, which can be
constructively determined by the so-called deferred acceptance [GS62]. There is only
one stable matching if the preferences of both sets of players are strict and depend
on the same metric. The resource-proposing deferred acceptance algorithm yields the
stable matching with maximum sum-utility [Jor11]. This algorithm is utilized for the
considered resource assignment problem. The corresponding pseudo code is given in
Algorithm 1. The matching procedure is assumed to be performed at the MeNB, which
receives the required input parameters (preference lists and quotas) from UEs and SeNBs
beforehand. The resulting matching is stable according to Definition 14 [RS90]. Of
course, this does not guarantee that every single player is satisfied by the matching,
e. g., if a RB is matched with its least preferred UE because all others have rejected its
proposals. The number of iterations of the stable matching algorithm is bounded by the
number U of UEs because no RB proposes to a UE twice. After constructing the stable
matching, RBs from several SeNBs which are assigned to the same UE are arranged in
the same subbands to take advantage of the JT gain, as derived in Section 6.3.
6.4.3 User Quota Optimization
In conventional matching games, the players’ maximum numbers of partners – their
quotas – are assumed to be fixed values which are known before the matching procedure.
This is plausible for typical matching problems, e. g., college admissions and applications
in the labor market. However, in the context of the considered resource assignment
problem, the UE quota qu, u ∈ U, is a sensitive hyper-parameter, which should be
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optimized in order to avoid the following cases: If UE u’s quota qu is too small, the
assigned RBs are not sufficient to achieve the required rate, ru < rminu . On the other
hand, too high quotas may cause over-provisioning of some UEs u, ru  rminu , if too
many resources are assigned. However, this increases the risk of starvation in highly
loaded systems, i. e., UEs that have already reached their minimum data rate are assigned
further resources instead of unsatisfied UEs.
Thus, the following iterative optimization of the individual UE quotas is proposed: The
initial values are qu = 1 ∀u ∈ U. After obtaining a stable matching from Algorithm 1, the
resulting UE data rates are analyzed. The UE quota is incremented for those UEs whose
required minimum rates rminu are not achieved by the current stable matching. Then, the
stable matching is updated with the improved UE quotas. This procedure is repeated
until the stable matching satisfies all UEs’ required rates or if the assignment does not
change. The latter occurs if all additional potential RBs have rejected UE u’s proposal.
Then, further increasing UE u’s quota qu has no effect. The amendment of user quota
optimization does not weaken the stability because only quotas are changed. Basically,
by choosing appropriate quotas, the stable matching outcome is steered towards the
desired assignment.
6.4.4 Resource Reservation
Especially in highly loaded systems, it is possible that some UEs remain unsatisfied by
the stable matching. Weak UEs are detected as those whose throughput resulting from
the stable matching does not meet the required threshold. In these cases, we propose
to exclude those weak UEs from the stable matching procedure. Instead, the weak UEs
are allowed to allocate their most preferred RBs, choosing the optimal connectivity
approach according to the findings in Section 6.3. Subsequently, the stable matching
algorithm is performed with respect to the remaining UEs and RBs. The combination of
the stable matching and the resource reservation leads to the (temporary) allocation.
Due to the reduced number of RBs which are available for stable matching, further UEs
may become unsatisfied. In this case, they are considered for resource reservation, as
well. This procedure is repeated until all UEs’ required rates are satisfied or more than
a whole frequency band is requested for resource reservation. In the latter case the
temporary allocation result is applied which yields the minimal number of unsatisfied
UEs. The UEs who are satisfied by resource reservation meet their requirements and are
excluded from the stable matching procedure. They therefore do not compromise the
stability of the matching between the remaining UEs and RBs.
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6.4.5 Complexity and Convergence
In order to analyze the complexity of the presented algorithms, the big O notation
is utilized, which provides an asymptotic upper bound on the corresponding growth
rates.
Many-to-one Stable Matching: The preference lists are established based on U · Sc
RSRP measurements between all UEs and SeNBs. During the initialization step (t = 0),
each UE determines the temporarily accepted RBs, yielding O(U). The complexity of the
subsequent proposal and decision phase (t > 0) can be expressed by O(N ·max{qu}).
The matching algorithm is guaranteed to terminate in a matching after t ≤ U steps
because no RB proposes to a UE twice. This results in the complexity O(U ·max{U,N ·
max{qu}}) = O(UN ·max{qu}) under the reasonable assumption of less UEs than RBs,
U < N .
User Quota Optimization: Every UE has the initial user quota of qu = 1 ∀u ∈ U. There
can be at most N − U iterations in total, each with a single quota increment , since
there are only N − U resources available after an initialization of one RB per UE. Thus,
optimizing the user quota is carried out in complexity O(N −U) = O(N) with U < N .
Resource Reservation: In the worst case, each iteration of resource reservation leads to
a single new unsatisfied UE due to the reduced number of RBs which are left for stable
matching. This corresponds to complexity O(U).
Finally, the overall complexity, including all iterations of user quota optimization and
resource reservation, results by concatenating the three algorithms according to











The complexity scales linearly with the number of users and the largest user quota,
while the number of SeNBs or the resource granularity show a quadratic impact on the
complexity. However, the variables have different orders of magnitude: As mentioned
above, less UEs than RBs, U < N , are assumed to prevent the trivial case of only
one RB per UE. The theoretical bound of max{qu} <= N − U is not reached in the
implementation because the user quota optimization terminates if a stable matching
has not changed compared to the previous iteration. Moreover, the number of SeNBs
is assumed to be smaller than the number of subbands, Sc < NB. Consequently, the
number of subbands NB is identified as a main contributor to the complexity. In order to
assess whether the execution of the proposed algorithms is practically feasible due the
complexity, it is important to distinguish between mobile and static scenarios. A mobility
case would require optimization in real time, preferably during each TTI. On the other
hand, a possibly increased computation time can be tolerable for a static scenario, as
assumed in this chapter, because the algorithms only need to be performed once during
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initialization. However, even if real computation capabilities were exceeded, the results
would provide an insightful benchmark for practical implementation.
Analyzing the convergence of the presented algorithms is more difficult. As mentioned
above, the proposed algorithms are guaranteed to terminate after finite number of
iterations. However, convergence is defined as the property that the output gets closer
and closer to a specific value as the iterations proceed [Haz02]. This is not achieved here
because the output may not approach the resulting allocation more and more closely
during execution of the algorithm. Especially, resource reservation for all weak UEs can
fail, as mentioned in Section 6.4.4. In that case, the best temporary allocation, which
resulted from earlier iterations, is applied. This property does not comply with the strict
definition of convergence. Hence, further investigating the convergence properties of the
presented resource allocation algorithms and improving them accordingly are potential
topics for future research.
6.5 Simulation Results
In this section, the parameters of the system-level simulation scenario are introduced and
performance evaluation results for single-user and multi-user settings are presented.
6.5.1 Simulation Scenario
In the following, the proposed solutions are validated in a system-level simulator based
on the assumptions and parameters defined in [3GP10]. A HetNet with a macrocell is
considered consisting of Sc/3 ∈ {1, 3, 5, 10, 15, 20} small cells per macro sector, uniformly
and randomly distributed within the macrocellular environment. Two thirds of U UEs are
randomly and uniformly dropped inside an annulus with an inner radius of 10 m and an
outer radius of 40 m around each SeNB s. The remaining UEs are uniformly distributed
within the macrocellular area. Periodic URLLC traffic is considered for each UE. Each
UE has a file size of F = 200 byte to be downloaded within a latency budget of 1 ms i. e.,
the required minimum data rate is rmin = rminu = 1.6 Mbps ∀u ∈ U. Our system-level
simulation results are determined over 3 000 000 random realizations. Further details
about the system-level simulation parameters are provided in Table 6.1. The results
are not bounded by a maximum modulation and coding scheme because the bounding
affects extremely high throughput values, which are out of scope for URLLC.
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Tab. 6.1.: Simulation parameters.
Parameter Value
Cellular layout Hexagonal grid, 3 sectors per cell
Number of MeNBs 1
Number of SeNBs per sector {1; 3; 5; 10; 15; 20}
Carrier frequency 2 GHz
Bandwidth 20 MHz
Number of subbands 100
Subframe duration 1 ms
Traffic model Periodic URLLC traffic
Required min. UE rate 1.6 Mbps
Simulated UEs per operating point 3 000 000
RSRP threshold −114 dBm
Max. MeNB (SeNB) transmit power 46 dBm (30 dBm)
MeNB path loss 128.1 + 37.6 log10(d/km) dB
SeNB path loss 140.7 + 36.7 log10(d/km) dB
Thermal noise density −174 dBm/Hz
Shadowing std. 10 dB
MeNB (SeNB) antenna gain 14 dBi (5 dBi)
Transmission mode 2× 2 MIMO
Min. dist. SeNB - SeNB (MeNB) 40 m (75 m)
Min. dist. SeNB - UE 10 m
Number of hotspot UEs d2/3Ue
Hotspot radius 40 m
6.5.2 Single-User Performance
At first, the evaluation focuses on a single-user scenario in order to investigate the impact
of the small-cell deployment on the user’s SINR and data rate. Fig. 6.1 presents box
plots of the three strongest SeNBs with respect to the SINR from each UE’s perspective
comparing different SeNB densities. The bottom and top of a box are the first and third
quartiles, respectively. The band inside the box is the median, outliers are depicted
as gray markers. As expected, the SINR to the strongest SeNB decreases for a higher
number of SeNBs due to increasing interference. On the other hand, the SINR regarding
the second and third strongest SeNBs increase at a higher density of SeNBs. For high
numbers of SeNBs, the SINR variances are also reduced for each SeNB rank as well
as the aggregated data. The results of the two cases with highest SeNB densities,
Sc/3 = {15; 20}, are almost equivalent to each other. The SINR values of the second and
third strongest SeNBs are not higher than 0 dB, which directly results from the SINR
definition.
Based on these SINR values, the proposed stable matching algorithm with user quota
optimization is performed. The resulting user rates for the considered SeNB densities
are depicted as CDFs in Fig. 6.2. Since a single user scenario is considered here, each UE
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Fig. 6.1.: SINR to the three strongest SeNBs, denoted as s1, s2, s3, for different numbers of
SeNBs per sector.



















Fig. 6.2.: CDFs of single user rates ru for different numbers of SeNBs per sector.
is matched to its most preferred SeNB, which is the strongest SeNB in terms of SINR. It
can be observed that all rates are higher than 1.6 Mbps, satisfying the required minimum
rate. So the maximum availability is achieved in the single user scenario. The quota
optimization procedure ensures that no fewer RBs are allocated to a UE than required.
At the same time, this aims to prevent overprovisioning of a UE. Since the algorithm
stops once the required minimum rate is achieved, some RBs might be left unused. For
any percentile, the rate increases for smaller SeNB densities. This is due to the fact that
the strongest SeNB provides a higher SINR in less dense deployments, implying higher
throughput per RB because the bandwidth of an RB is fixed. The differences between
the two cases of highest SeNB density, Sc/3 = {15; 20}, are not visible, complying with
the observation of their SINR values.
The plot in Fig 6.3 shows the average number and the standard deviation of RBs a UE is
allocated to, in order to satisfy the required rate. Both values increase for higher SeNB
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Fig. 6.3.: RBs per UE for different numbers of SeNBs per sector.
Tab. 6.2.: Operating points: numbers of UEs per sector, U/3.
Sc/3 Medium load (75 %) Full load (100 %) Overload (125 %)
1 52 70 87
3 102 137 171
5 151 202 252
10 237 317 396
15 309 413 516
20 402 537 671
densities because of more severe interference. From a single user’s perspective, the least
dense SeNB deployment scenario seems to be preferable because the required rate can
be surpassed the most, utilizing the least resources. However, this is only true if any
UE can be served by its most preferred SeNB and if enough RBs are available, such that
no competition for resources is fought. Of course, this is fundamentally different in a
multi-user scenario, which is more relevant for practical systems.
6.5.3 Multi-User Performance
System-level simulations are evaluated for several multi-user scenarios to demonstrate
the performance of the proposed stable matching resource allocation if UEs compete for
a limited number of RBs. In order to compare different loads in terms of numbers of
UEs, the average numbers of RBs per UE from the single-user scenario are extrapolated:
Full load is defined as the number of UEs expected to require all RBs, based on the
average over all single user simulations. In addition, medium load (75 %) and overload
(125 %) are investigated. The corresponding operating points for all considered numbers
of SeNB per sector are summarized in Table 6.2.
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(b) Stable matching with resource reservation.
Fig. 6.4.: Exemplary resource allocation for three SeNBs per sector at full load achieved by (a)
stable matching and (b) stable matching with resource reservation. The color bar in
(b) also applies to (a).
In order to demonstrate the performance of the proposed stable matching algorithm and
the extension of resource reservation, Fig. 6.4 visualizes exemplary resource allocations
for one full load realization with Sc = 9 SeNBs. Each row contains the RBs of one SeNB,
the columns correspond to SBs. The UE index, a RB is allocated to, is reflected by the
color. Without loss of generality, the first/second/third 137 UEs are randomly dropped
in sector 1/2/3, which is reflected by shades of blue, green, and red color. Analogously,
the SeNBs are distributed to the three sectors. Fig. 6.4a shows the resource allocation
resulting from the proposed stable matching algorithm. It can be seen that all RBs are
allocated. Due to the quota optimization, the number of allocated RBs differs among the
UEs. In general, the number of RBs allocated to a certain UE is low if the UE is matched
to an SeNB which offers a high SINR. Allocations of this type dominate the left part of
the plot, because the corresponding proposals of RBs are accepted by the UEs as part
of the stable matching algorithm. The RBs of a SeNB share the same preference lists
because preferences of RBs among the UEs only depend on the SINR value to their SeNB.
Due to the competition for limited resources, not every UE can be matched to RBs of the
most preferred SeNB. This results in a higher number of requested RBs, equivalent to a
higher quota, which is illustrated by wider boxes of the same color. In this particular
example, the four UEs assigned to last RBs of SeNBs 3, 6, 7, and 8 are not able to satisfy
the required rate, despite of increased quotas. Thus, the proposed resource reservation
with respect to those weak UEs is executed. The allocation matrix, obtained after two
iterations, is presented in Fig. 6.4b. The guaranteed resources for weak UEs, which
are visible in parts of the first columns, ensure that all UEs satisfy the required rate.
Thus, some RBs remain unused, depicted as white areas. The resource reservation
procedure selects the best connectivity approach, taking advantage of the analytical
findings in Section 6.3. In case of UEs assigned to several SeNBs, the corresponding RBs
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are aligned among the subbands to exploit the JT gain, discussed in Section 6.3.2. Thus,
the resource reservation does not utilize complete subbands evenly, e. g., in Fig. 6.4b
SeNBs 4, 5, and 6 reserve 5, 3, and 1 RBs, respectively. This effect creates some offsets
in the RBs, assigned by stable matching, which are not in the same trend, comparing
both resource allocations in Fig. 6.4. Besides that, the allocation is very similar to that
obtained by pure stable matching because all UEs except for the weak UEs perform the
stable matching algorithm. However, the following tradeoff can be observed: Those
RBs which are reserved to the weak UEs are no longer available for the stable matching
procedure. Hence, some of the previously satisfied UEs are matched to different SeNBs,
which they do not prefer over their initial allocation. They in turn need other resources
to meet the minimum required rate rmin. For instance, the (green) UE 219 is satisfied by
the stable matching with the assignment to SeNBs 1 and 4 on subbands 95 – 100 and
84 – 86, respectively. However, after resource reservation, other UEs occupy subbands
95 – 100 of SeNB 1, who are preferred by the SeNB. Consequently, UE 219 is instead
assigned to other RBs from SeNB 4, i. e., on subbands 89 – 97.
In the following, our proposed approaches stable matching (StM) and stable matching
with resource reservation (StM+ReR) are benchmarked to three reference resource
allocation approaches: the adaptive resource allocation presented in [RC00], which
is referred to as Weakest Selects (WeS), Round Robin allocation (RoR), and a random
allocation (Ran). All considered resource allocation algorithms are summarized in
Table 6.3. In order to extend the performance evaluation of the proposed algorithms,
the CDFs of user rates are presented for Sc = 9 SeNBs for different loads in Fig. 6.5.
The required rate rmin = 1.6 Mbps is included to represent the targeted threshold. The
included confidence bounds of 99.99 % (dotted lines) are determined by Greenwood’s
formula [KM58]. The fact that the confidence bounds are very tight indicates a low
uncertainty of the obtained simulation results, even in the range of the plotted low
percentiles. The probability of not achieving the required rate is denoted as outage
probability Pout. In the CDF, it corresponds to the percentile of r = rmin. The optimal
CDF would be a step function from zero to one at the required rate, corresponding to
the case that the required rate is met by every UE. In Fig. 6.5b, it can be seen that the
rates obtained by the compared algorithms differ significantly. StM outperforms Ran,
WeS, and RoR in terms of outage probability. Performing StM+ReR further improves
the outage probability by almost three orders of magnitude, resulting in the range of
4 · 10−5, which is relevant to URLLC use cases. All algorithms except for Ran take the
Tab. 6.3.: Considered resource allocation algorithms.
Abbreviation Details
StM Stable matching Algorithm 1 with quota optimization (Section 6.4.3)
StM+ReR StM with resource reservation (Section 6.4.4)
WeS Weakest Selects [RC00]
RoR Round Robin allocation
Ran Random allocation
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Fig. 6.5.: CDFs of user rate ru with three SeNBs per sector at different loads. The dotted lines
indicate the 99.99 % confidence bounds. The legend of (c) also applies to (a) and (b).
targeted rate into account. However, notches in the CDF curves only appear for RoR
and the proposed matching algorithms, approaching the ideal result of a step function.
The extent of the notches characterizes the sensitivity against the minimum required
rate. Any rate below the minimal requirement rmin corresponds to an outage, which
is reasonable for periodic URLLC traffic. Hence, flat slopes of the CDFs are desirable
for r < rmin, because it is preferable from the perspective of the multi-user system, it
is preferable from the perspective of the multi-user system that a UE unable to reach
the target throughput releases its resources to other users. The different slopes below
the threshold rmin reflect the various ranges of rates for unsatisfied users. The crossing
points of multiple curves, however, are not relevant for further performance evaluation
in the context of URLLC because they are located below the required minimum rate.
Fig. 6.5a shows that for medium load, all resource allocation algorithms improve their
outage probability compared to full load, except for Ran. It can be observed that both
proposed algorithms, StM and StM+ReR, as well as RoR achieve outage probabilities
below 10−5. However, WeS is not able to satisfy all UEs although 25% of RBs are not
requested on average in the medium load case. As expected, in overloaded scenarios, all
resource allocation algorithms perform worst, as visualized in Fig. 6.5c. The proposed
stable-matching-based approaches still outperform all reference algorithms. However,
resource reservation can only slightly improve the UE rates due to the lack of resources.
In all CDFs, it is visible that the rate of some users greatly exceeds the minimum
rate constraint. However, this does not imply that the number of RBs can be further
minimized, because the considered RBs are not continuous but discrete resources. Thus,
in case of users who do not meet the rate constraint tightly, a single additional allocated
RB may lead to exceeding the threshold by far. On the other hand, it is possible, that
users with excellent channel conditions greatly exceed the minimum required rate with
a single RB.
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Fig. 6.6.: Outage probability for three SeNBs per sector at different loads. The error bars
represent the 99.99 % confidence interval. The legend of (c) also applies to (a) and
(b).
After concentrating on one selected deployment scenario, the outage probabilities of
all considered resource allocation algorithms are compared for different small cell
densities and several user loads as depicted in Fig. 6.6. For full load conditions, Fig. 6.6b
shows that the proposed algorithms, StM and StM+ReR, outperform the reference
approaches for each considered SeNB density, generalizing the previous observations.
The gain through resources reservation differs: Obviously, the overall minimal outage
probability is achieved by StM+ReR for three SeNBs per sector. Besides that, the outage
probabilities seem to generally deteriorate with respect to higher numbers of SeNB. RoR
is the reference algorithms, which performs best, followed by WeS. Regarding medium
load, it is clearly visible in Fig. 6.6a that except for the deployment with one SeNB per
sector, the proposed resource allocation algorithms achieve outage probabilities lower
than 10−5, RoR performs nearly as well. The reason for higher outage probabilities of the
proposed stable-matching-based algorithms in the least dense scenario is the fact that
the SINR provided by others than the strongest SeNB are weaker compared to the other
deployment scenarios. Thus, a UE not matched to RBs of its most preferred SeNB would
request a high number of RBs from other SeNB, which cannot be provided in all cases –
even at medium load. Fig. 6.6c illustrates the resulting outage probabilities at overload.
Again, the proposed algorithms outperform the reference resource allocation strategies.
However, the limits of resource reservations are obvious since it hardly improves the
outage probability of the pure StM. Similar to the full load case, the reference approaches
can be sorted according to their ascending outage probability as follows: RoR, WeS,
Ran.
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6.6 Summary and Conclusions
In this chapter, a multi-cellular, multi-user heterogeneous system with periodic URLLC
traffic is studied, i. e., all users have a stringent availability requirement under a given
latency budget. Different connectivity approaches, comprising single-connectivity, multi-
connectivity, and joint transmission, are discussed with respect to their availability
performance. Analytic comparisons between different small-cell connectivity approaches
reveal that multi-connectivity may not be always optimal in the considered scenarios.
Thus, insights are provided on how to carefully optimize the resource allocation for
wireless URLLC, coping with challenges like interference and competition for limited
resources. A novel resource allocation algorithm is introduced, in which a connectivity
approach for each user is selected and the maximum number of resources per user is
optimized, to satisfy the availability requirements of all users given a latency budget.
Hence, the proposed algorithm performs both, link selection as well as sub-band schedul-
ing over single or multiple wireless links. Relying on matching theory, the proposed
algorithm is based on stable many-to-one mapping, in which multiple resources are
mapped to one user. While stable matching has so far been studied mainly in economics
and mathematics, our contributions are the first to leverage it in the context of multi-
user, multi-cellular URLLC scenarios with multi-connectivity and shared resources. In
contrast to the pure stable matching, which already exists, the proposed approach addi-
tionally combines resource allocation with applying the individual optimal connectivity
approach for each user and optimizing the maximum number of matched resources,
which improves availability. The proposed resource allocation algorithm is extended by a
resource reservation mechanism for weak users (suffering from bad channel conditions),
which further enhances the overall availability performance. The extensive system-level
simulations for different load and density conditions demonstrate that the proposed
resource allocation algorithms outperform the baseline resource allocation approaches,
such as Round Robin, Weakest Selects, and random assignment, in outage probability by
up to three orders of magnitude. Even in a highly loaded system, an outage probability
in the range of 10−5 is achieved. The proposed algorithms provide enhanced availability
satisfying the targeted performance of wireless URLLC.
The work presented in this chapter can be extended by also considering small-scale
fading, as we have proposed and evaluated in detail for selection-combined channels
in interference-limited environments in [HSF19b]: Then, the preference lists can be
determined based on the metric outage capacity. We have shown that an extension of
the stable matching procedure, which prevents starvation of weak users, outperforms
baseline algorithms regarding the probability of achieving the required minimum rate –
as in the case without small-scale fading. Since the findings are similar to those shown
in this chapter, only the derivation of the outage capacity expression, which serves as
the key input for the stable matching algorithm, is summarized in Appendix C.
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In addition, a more realistic scenario could be studied in future work, comprising
mobility, different traffic profiles, and resource allocation in uplink and downlink. It
would also be of interest to investigate how the proposed algorithms perform in case of
frequency-dependent fading if only the average SINR is known. Moreover, several KPIs
should be considered jointly, as recommended in Chapter 4.
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Conclusions and Outlook 7
This thesis provides new insights into understanding and enabling URLLC through
multi-connectivity by leveraging dependability theory concepts for wireless communi-
cations. Based on the discussed state of the art, relevant causes of failure in wireless
communications are modeled, and by deriving and evaluating appropriate KPIs, it is
demonstrated that a joint consideration of several dependability metrics is key for the
design of future wireless communications systems. Moreover, the main challenges of
URLLC in multi-cellular, multi-user wireless systems are addressed, i. e., interference and
the competition for limited resources: Different connectivity approaches are compared
analytically and novel resource allocation approaches based on stable matching theory
are proposed and evaluated. In the following, key results of this thesis are summarized
and conclusions are drawn. Finally, potential topics for future work are recommended.
7.1 Key Results and Conclusions
Dependability theory as a mathematical framework has been providing concepts and
methods to analyze and optimize life cycles of technical systems since the 1960s. De-
pendability theory pillars include accurate terminology, redundancy concepts as well
as stochastic models of failures and repairs. Main dependability attributes of technical
components and systems are availability and reliability. It is crucial to comprehend their
difference: While availability denotes the probability of failure-free operation at a time
instant, reliability is defined as the probability of failure-free operation throughout a
given time interval. Consequently, referring to reliability without specifying this interval
is no valid statement. This thesis reveals that the common understanding of reliability in
the communications sector as the (average) success probability of receiving the correct
packet before its deadline corresponds to the definition of availability instead. Although
URLLC is targeted in 5G and beyond, research on dependability analyses related to time
intervals has hardly been published so far. This thesis contributes to close this gap and
to refine the discussion on dependability KPIs for wireless communications with a focus
on URLLC, which will help mastering key challenges of future wireless communications
systems, e. g., in wireless factory automation and real-time remote control. This thesis
utilizes dependability theory to foster the understanding and application of relevant
terms and concepts for wireless communications by discussing potential dependability
gains due to multi-connectivity, which is expected to be a key concept in order to enable
URLLC.
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It is shown how to model a simplified wireless communications system utilizing selection
combining as a system comprising repairable components, represented by a CTMC.
Several individual causes of failure and their combination are taken into account, i. e.,
co-channel interference and small-scale fading based on Rayleigh and Rice fading. Based
on the developed CTMCs, this thesis presents a dependability evaluation and discusses
potential improvements due to multi-connectivity addressing average and time-related
performance metrics, as well as success probabilities with respect to mission intervals.
Fundamental KPIs are defined and their interrelationships are highlighted to put forward
a solid foundation for joint studies on wireless dependability metrics, linking the aspects
of uptime, downtime, success probability and mission duration, which are especially rele-
vant for URLLC use cases, e. g., factory automation and robotics. For selection combining
of multiple fading channels, it is determined that availability related KPIs, e. g., outage
probability and PLR are of limited benefit in the context of URLLC because they do not
reflect the influence of the carrier frequency and mobility. Furthermore, they fail to
assess the performance with respect to time-related aspects, e. g., time-varying channels
or the duration of a certain condition in a wireless system. Consequently, it is crucial to
express requirements also in terms of duration of uptime or downtime. This thesis, thus,
derives analytic expressions of the time-based KPIs MUT, MDT, and MTBF for selection
combined Rayleigh and Rice fading channels. Evaluations of these dependability metrics
and the channel availability demonstrate trade-offs between the of number of channels
used for multi-connectivity, fading margin, velocity, carrier frequency, Rician K-factor,
and interference statistics. The derived analytic expressions for uptime and downtime
distributions, which yield phase-type distributions for the considered system model,
enable the formulation of concrete performance guarantees. In addition, the mission
duration is shown to be a key time-related parameter in the context of URLLC, because
it characterizes the time interval during which an application does not tolerate any
communication failure. The mission duration depends on the application and individual
sub-tasks or maneuvers and, thus, varies significantly comparing, e. g., industrial au-
tomation, robotics, and autonomous driving use cases. The dependability metric mission
reliability is proposed and examined for selection-combined Rayleigh fading channels
and it is generalized to the KPI mission availability, also addressing applications which
tolerate short communication interruptions. Analyzing the interplay of multiple up- and
downtimes demonstrates potential dependability gains of several orders of magnitude
due to multi-connectivity and the ability to tolerate short communication downtimes.
Trade-offs between mission duration, number of channels for multi-connectivity, and
tolerated downtime are discussed regarding mission reliability and mission availability,
respectively. Moreover, simplifying approximations for the KPIs mission reliability and
mission availability expressions are proposed and their accuracy has been validated.
Complementing the concept of multi-connectivity, this thesis also studies dynamic
connectivity approaches which can dynamically change the allocated resources. Dynamic
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connectivity is shown to be promising in order to cope with the time-related correlation of
failures in wireless communications systems with reduced resource utilization compared
to multi-connectivity. The novel concept of reaction diversity is proposed, which reacts to
fades by changing the channel and can, thus, shorten outage events. This allows relaxed
requirements for other metrics, e. g., PLR, while still achieving the desired dependability
performance, if short outage times can be tolerated. It can be concluded that a joint
consideration of dependability metrics with respect to average success probability, and
mission duration as as well as up- and downtime is of major benefit, because it enables
performance guarantees. In future, this holistic view of dependability should prevail in
wireless communications.
In addition to dependable wireless communication from a single user perspective, this
thesis also considers multi-user, multi-cellular heterogeneous systems with periodic
URLLC traffic, i. e., all users have a stringent availability requirement under a given
latency budget. This thesis provides insights on how to carefully optimize the re-
source allocation for wireless URLLC in these scenarios, coping with the challenges of
interference and the competition for limited resources. Thus, different connectivity
approaches, comprising single-connectivity, multi-connectivity, and joint transmission,
are discussed with respect to their availability performance. Analytic comparisons reveal
that multi-connectivity may not be always optimal in the considered scenarios. The
many-to-one stable matching procedure, in which multiple resources are mapped to one
user, is extended by utilizing the optimal connectivity approach for each user, optimiz-
ing the maximum number of matched resources, and providing a resource reservation
mechanism for users suffering from bad channel conditions. Extensive system-level
simulations demonstrate that the proposed algorithms outperform baseline resource
allocation approaches in outage probability by up to three orders of magnitude. Even in
a highly loaded system, availability values in the range of 1− 10−5 are achieved. This
confirms that the approaches, proposed in this thesis, provide enhanced availability, sat-
isfying the targeted performance of wireless URLLC. Consequently, these contributions
can help to enable URLLC, which is expected to constitute a core use case of wireless
communications in 5G and beyond.
7.2 Future Work
This work lays foundations for dependable wireless communication through multi-
connectivity but does not explore all possible avenues. Among the many different open
topics, the following opportunities for further studies are recommended:
• Besides Rayleigh and Rice fading, other small-scale fading models can be taken
into account, e. g., Nakagami-m fading, as well as more realistic channel models
including different power delay profiles.
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• In addition, further causes of failure should be incorporated in the developed
model, e. g., shadowing, handover, or coordination issues in the network. Moreover,
the uplink has to be investigated, too.
• Empirical data from real communication networks could be used to derive detailed
statistical parameters, which, in turn, serve as inputs for the analytical evaluation
framework presented.
• The developed continuous-time Markov model can be transferred to the discrete
time domain, reflecting packetized communication.
• The discussed dependability metrics can be applied to a real communication
standard, e. g., WLAN or 5G, in order to assess the dependability with respect to
URLLC scenarios, especially for applications designed to tolerate some consecutive
packet losses.
• The investigations on the interplay of up- and downtimes carried out in this
thesis provide impetus to the co-design of wireless communications and control
systems (CoCoCo) since control systems are able to tolerate a limited number of
consecutive lost packets before ultimately failing. Thus, studies with a focus on
KPIs such as mission availability or application availability can contribute to fuse
application quality of control and communication quality of service, providing an
interface for engineers from both domains.
• Additionally, research on novel resource allocation strategies for URLLC should be
conducted, focusing on the proposed time-related dependability metrics. Due to
little to no tolerance for retransmissions in URLLC, the development of a real-time
multi-connectivity management would be of major interest for 5G and beyond. If it
can negatively correlate packet losses in time through dynamic channel allocation,
such an approach will yield high dependability, while keeping the average resource
consumption low.
• In order to further increase the dependability of wireless communications, po-
tential topics of future research comprise the investigation, enhancement, and
demonstration of fading prediction methods. They might enable proactive resource
management for URLLC based on the holistic view on dependability of wireless
communications presented in this thesis.
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Proof of Theorem 2 A
Applying the definitions (6.1) to (6.6) to Theorem 2 and applying algebraic manipula-
tions yield the equivalent expressions
























Without loss of generality the following notation is introduced to improve readability.
UE u’s received powers are denoted by pj = ptsjgu,sj with sj ∈ Ŝu and j = 1, 2, . . . , Ŝ.




pts′gu,s′ + σ2. (A.3)
Thus, Theorem 2 is equivalent to the following Proposition.










i=1 pi + pin∑Ŝ
i=1 pi − pj + pin
. (A.4)
Proof by induction. For Ŝ = 2 (A.4) holds, since
0 < p1p2 (A.5)
p1pin + p2pin + p2in < p1p2 + p1pin + p2pin + p2in (A.6)
(p1 + p2 + pin)pin < (p1 + pin)(p2 + pin) (A.7)
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Assuming that (A.4) holds for Ŝ = N implies that it also holds for Ŝ = N + 1 as shown





i=1 pi + pin∑N+1




i=1 pi + pin∑N+1




i=1 pi + pin∑N+1




i=1 pi + pin∑N+1




i=1 pi + pN+1 + pin∑N
i=1 pi − pj + pN+1 + pin
. (A.12)
With p̂ = pN+1 + pin > 0, the inductive assumption is used for the second factor,
Z <
∑N+1
i=1 pi + pin∑N+1
i=1 pi − pN+1 + pin
∑N
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i=1 pi + pN+1 + pin
pN+1 + pin
(A.15)
= p̂1 + p̂2 + pin
p̂1 + pin





i=1 pi > 0 and p̂2 = pN+1 > 0, the exact stucture of (A.4) for Ŝ = 2 (c.f.
(A.9)) is obtained,
Z <







This completes the proof by the principle of induction.
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Proof of Theorem 3 B
Proof. Applying the definitions (6.1), (6.2), (6.4), (6.6) to (6.11) of Theorem 3 and









k > 1 + ∑s′∈Ŝu,b ps′∑
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′ + σ2 . (B.4)
Solving for pš results in (6.12), which completes the proof.
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In order to design URLLC systems, a typical specification is the maximum rate a user
can exploit without exceeding a required outage probability. This metric corresponds
to the outage capacity. In this section, we derive a mathematical expression for the
outage capacity of selection-combined channels for interference-limited environments in
the case of a single interferer, which was first published in [HSF19b]. We consider the
downlink of a wireless network scenario with a set of users, denoted asK = {1, 2, . . . ,K},
and a set of indivisible resources N = {1, 2, . . . , N}, i. e., channels of a bandwidth B,
which are assumed to experience independent small-scale fading.
We assume that the desired signal experiences Rician fading while the cochannel in-
terferer’s signal is Rayleigh-faded based on [YS90], which are reasonable assumptions,
e. g., for wireless communications system in factory automation operating. Due to strict
latency restrictions in URLLC, the channel capacity cannot be expressed as the average
of the capacities for all possible channel realizations. Instead, the channel capacity
C = B · log2(1 + γ) (C.1)
is a random variable with instantaneous SIR γ and bandwidth B. In order to improve
readability, the indices (n, k) are waived in this section. Outages occur if the rate r
exceeds capacity [PS08]. The outage probability of a channel is
Pout = Pr[C < r] = Pr[γ < γth] , (C.2)
characterizing the probability that the instantaneous SIR γ falls below a threshold γth.
The outage capacity
Cε = max {r : Pout ≤ ε} , (C.3)
is the highest transmission rate that keeps the outage probability below a threshold ε.
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We focus on a so-called Rician/Rayleigh fading environment with a single interferer. The










where the local mean SIR in channel i is denoted by γ̄i and the Rician K factor charac-
terizes the ratio between the power in the dominant path of the desired signal and the
power in the scattered paths of the interferer.
We extend this outage analysis to multiple but independent channels because diversity
is key in order to reduce the outage probability of a connection. Applying selection















under the assumption that the channels are separated in frequency at least by the
coherence bandwidth. If all channels have equal local mean SIR γ̄ and equal threshold











Solving Pout = ε for γth and inserting eq. (C.1) yields the outage capacity











where W0 denotes the main branch of the Lambert W function. Focusing on a multi-user
scenario, the outage capacity of a user k is referred to as user rate rk because the
local mean SIR γ̄ and the number of channels L are user dependent. The user rate rk
corresponds to the maximum rate, a user k can exploit without exceeding an outage
probability of ε, which is a suitable requirement specification for URLLC systems. An





Our publication [HSF19b] provides further, detailed information on how to utilize the
metric outage capacity (C.7) for resource allocation to achieve URLLC with multiple users
based on stable matching. Advantages and limitations of different resource allocation
algorithms are presented, namely a random allocation approach, many-to-one stable
matching, weakest selects, and a novel combination of the latter two algorithms. It is
demonstrated that the user quota, characterizing the maximum number of resources for
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any user, significantly influences the user rates as the naive choice of high quota values
causes starvation. Thus, the user quota is confirmed to be a sensitive key parameter
that has to be carefully selected for each scenario. In contrast to the approach proposed
in Chapter 6, we assumed identical quotas for all users in [HSF19b]. But similar to
the findings presented in Chapter 6, the extension of the stable matching procedure,
which prevents starvation of weak users, outperforms baseline algorithms regarding the
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Ṗ State probability derivative vector
PA,out Application outage probability
Pj Steady-state probability of state j
P̂j State probability of state j regarding the modified CTMC
P out Outage probability
P (t) State probability vector
Pt(u) Set of RBs which proposed to UE u in step t
p Power
pavg Average receive power
pmin Minimum power threshold
pts Transmit power of SeNB s




R̃ Mission reliability approximation
Ray Rayleigh fading, used as superscript
rJTu UE u’s total achievable throughput utilizing joint transmission
ru UE u’s achievable throughput
rmin Minimum throughput requirement of each UE u ∈ U
rminu Minimum throughput requirement of UE u
rJTu,b UE u’s achievable throughput utilizing joint transmission on subband b
rMC
u,Ŝu
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Ŝu Set of UE u’s serving SeNBs with assigned RBs located on different subbands
T Observation duration











tdmax Maximum tolerated downtime
∆t Mission duration
U Number of UEs
U Set of UEs
U Set of up states
u UE identifier
Um CDF of m aggregated uptimes
v Velocity
W Set of all resource blocks
x Binary state variable
xi State of channel ci
xFi Fading state of channel ci
xIi Interference state of channel ci
y Continuous variable
List of Symbols 113

List of Figures
1.1 Dimensions of challenges for 5G and beyond. . . . . . . . . . . . . . . . . 2
2.1 Dependability theory attributes. . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2 Reliability block diagrams for series and parallel structure as special cases
of the koon structure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
3.1 CTMC for selection-combined channels with the set of down states D and
up states U highlighted in green. The state j = 0, 1, . . . , n reflects the
number of channels, which are currently operational. . . . . . . . . . . . . 16
3.2 CTMC for one channel with interference and small-scale fading. . . . . . . 21
3.3 Reliability block diagram of two parallel channels with interference and
small-scale fading. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.4 CTMC for two selection-combined channels with interference and small-
scale fading. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
4.1 Complementary steady-state channel availability for n selection-combined
Rayleigh fading channels depending on the fading margin Φ. . . . . . . . 28
4.2 Complementary steady-state channel availability for n ∈ {1, 2} channel(s)
depending on the fading margin Φ for different Rice K-factors and different
interference outage probabilities P I,out. . . . . . . . . . . . . . . . . . . . . 30
4.3 MTBF for selection-combined Rayleigh fading channels and varying values
of the fading margin Φ and the number of selection-combined channels n. 32
4.4 MDT for selection-combined Rayleigh fading channels and varying values
of fading margin Φ and the number of selection-combined channels n. . . 34
4.5 MDTn for n ∈ {1, 2} channel(s) depending on the fading margin Φ for
different Rice K-factors and different interference outage probabilities
P I,out at Doppler frequency fD = 66.7 Hz and interference repair rate
µI = 0.1 Hz. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.6 Optimal fading margin depending on the Rice K-factor for and different
interference outage probabilities P I,out. . . . . . . . . . . . . . . . . . . . . 35
4.7 MUTn for selection-combined Rayleigh fading links and varying values of
fading margin Φ and number of channels n. . . . . . . . . . . . . . . . . . 37
4.8 MUTn for n ∈ {1, 2} depending on the fading margin Φ with different Rice
K-factors and different interference outage probabilities P I,out at Doppler
frequency fD = 66.7 Hz. The legend in (a) also applies for (b). . . . . . . . 39
115
4.9 Downtime CCDF for Doppler frequency fD = 66.7 Hz, fading margin Φ =
20 dB, and different numbers of channels n. . . . . . . . . . . . . . . . . . 41
4.10 Selection combining of n channels as modified CTMC with an absorbing
down state. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.11 Uptime CDF, approximation, and error for Doppler frequency fD = 66.7 Hz,
fading margin Φ = 20 dB, and different numbers of channels n. . . . . . . 44
4.12 Comparison of MTTFFn and MUTn at Doppler frequency fD = 66.7 Hz. . 45
4.13 Instantaneous channel availability, steady-state channel availability, and
mission reliability for a single Rayleigh-fading link, Doppler frequency
fD = 66.7 Hz, and fading margin Φ = 20 dB. . . . . . . . . . . . . . . . . . 49
4.14 Complementary mission reliability and corresponding approximation for n
selection combined Rayleigh-fading links, Doppler frequency fD = 66.7 Hz,
and fading margin Φ = 20 dB. . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.15 Mission availability for Doppler frequency fD = 66.7 Hz and fading margin
Φ = 20 dB. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.1 Outage probability of different connectivity approaches for Doppler fre-
quency fD = 66.7 Hz and fading margin Φ = 20 dB. . . . . . . . . . . . . . 63
5.2 Uptime and downtime CCDFs of different connectivity approaches for
Doppler frequency fD = 66.7 Hz and fading margin Φ = 20 dB. Different
reaction times tR (for reaction diversity) and channel sojourn times (for
channel hopping) tS are presented with respect to the sampling period
TS = 100 µs. At each time instant channel hopping and reaction diversity
utilize L = 1 out of n = 4 channels. The dotted lines indicate the 99 %
confidence bounds. The legend of (b) also applies to (a). . . . . . . . . . . 64
5.3 Application outage probability of different connectivity approaches for
Doppler frequency fD = 66.7 Hz and fading margin Φ = 20 dB. At each
time instant channel hopping and reaction diversity utilize L = 1 out of
n = 4 channels. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.4 Application outage probability of different connectivity approaches for
Doppler frequency fD = 66.7 Hz, fading margin Φ = 20 dB, reaction
time/channel sojourn time tR = tS = 2Ts, and several numbers of available
channels n. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
6.1 SINR to the three strongest SeNBs, denoted as s1, s2, s3, for different num-
bers of SeNBs per sector. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
6.2 CDFs of single user rates ru for different numbers of SeNBs per sector. . . 87
6.3 RBs per UE for different numbers of SeNBs per sector. . . . . . . . . . . . . 88
6.4 Exemplary resource allocation for three SeNBs per sector at full load
achieved by (a) stable matching and (b) stable matching with resource
reservation. The color bar in (b) also applies to (a). . . . . . . . . . . . . . 89
116 List of Figures
6.5 CDFs of user rate ru with three SeNBs per sector at different loads. The
dotted lines indicate the 99.99 % confidence bounds. The legend of (c) also
applies to (a) and (b). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
6.6 Outage probability for three SeNBs per sector at different loads. The error
bars represent the 99.99 % confidence interval. The legend of (c) also
applies to (a) and (b). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
List of Figures 117

List of Tables
3.1 State definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
4.1 Exemplary Comparison of MUTn, MDTn and complementary channel
availability of n selection-combined Rayleigh fading channels for fading
margin Φ = 20 dB . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
6.1 Simulation parameters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
6.2 Operating points: numbers of UEs per sector, U/3. . . . . . . . . . . . . . . 88








[3GP18] 3GPP. 5G; NR; Physical Layer Measurements. Tech. rep. 38.215 (V15.3.0).
2018.
[3GP11] 3GPP. Coordinated Multi-Point Operation for LTE Physical Layer Aspects.
Tech. rep. 36.819 (V11.1.0). 2011.
[3GP17a] 3GPP. Evolved Universal Terrestrial Radio Access (E-UTRA) and NR; Multi-
Connectivity; Stage 2. Tech. rep. 37.340 (V2.0.0). 2017.
[3GP15] 3GPP. Evolved Universal Terrestrial Radio Access (E-UTRA); Extension of Dual
Connectivity (Release 13). Tech. rep. 36.875 (V13.1.0). 2015.
[3GP10] 3GPP. Evolved Universal Terrestrial Radio Access (E-UTRA); Further Advance-
ments for E-UTRA Physical Layer Aspects. Tech. rep. 36.814 (V9.0.0). 2010.
[3GP16a] 3GPP. Feasibility Study on New Services and Markets Technology Enablers.
Tech. rep. 22.891 (V14.2.0). 2016.
[3GP16b] 3GPP. Feasibility Study on New Services and Markets Technology Enablers for
Critical Communications. Tech. rep. 22.862 (14.1.0). 2016.
[3GP17b] 3GPP. Study on New Radio Access Technology; Physical Layer Aspects (Release
14). Tech. rep. 38.802 (V14.2.0). 2017.
[3GP17c] 3GPP. Study on Scenarios and Requirements for Next Generation Access
Technologies. Tech. rep. 38.913 (V14.3.0). 2017.
[Abd+00] A. Abdi, K. Wills, H. A. Barger, M.-S. Alouini, and M. Kaveh. “Comparison
of the Level Crossing Rate and Average Fade Duration of Rayleigh, Rice
and Nakagami Fading Models with Mobile Channel Data”. In: Proceedings
of the IEEE Vehicular Technology Conference (VTC). Boston, USA, Sept. 2000,
pp. 1850–1857.
[AP17] W. C. Ao and K. Psounis. “Approximation Algorithms for Online User Associ-
ation in Multi-Tier Multi-Cell Mobile Networks”. In: IEEE/ACM Transactions
on Networking 25.4 (Aug. 2017), pp. 2361–2374.
[Avi+04] A. Avizienis, J.-C. Laprie, B. Randell, and C. Landwehr. “Basic Concepts and
Taxonomy of Dependable and Secure Computing”. In: IEEE Transactions on
Dependable and Secure Computing 1.1 (Jan. 2004), pp. 11–33.
123
[BLP17] I. A. M. Balapuwaduge, F. Y. Li, and V. Pla. “System Times and Channel
Availability for Secondary Transmissions in CRNs: A Dependability-Theory-
Based Analysis”. In: IEEE Transactions on Vehicular Technology 66.3 (Mar.
2017), pp. 2771–2788.
[Bar+17] M. Barazzetta, D. Micheli, L. Bastianelli, et al. “A Comparison Between
Different Reception Diversity Schemes of a 4G-LTE Base Station in Rever-
beration Chamber: A Deployment in a Live Cellular Network”. In: IEEE
Transactions on Electromagnetic Compatibility 59.6 (Dec. 2017), pp. 2029–
2037.
[BP65] R. E. Barlow and F. Proschan. Mathematical Theory of Reliability. New York:
Wiley, 1965.
[Bas+16] S. Bassoy, M. Jaber, M. A. Imran, and P. Xiao. “Load Aware Self-Organising
User-Centric Dynamic CoMP Clustering for 5G Networks”. In: IEEE Access 4
(May 2016), pp. 2895–2906.
[Bay+16] S. Bayat, Y. Li, L. Song, and Z. Han. “Matching Theory: Applications in
Wireless Communications”. In: IEEE Signal Processing Magazine 33.6 (Nov.
2016), pp. 103–122.
[BDP18] M. Bennis, M. Debbah, and H. V. Poor. “Ultrareliable and Low-Latency
Wireless Communication: Tail, Risk, and Scale”. In: Proceedings of the IEEE
106.10 (Oct. 2018), pp. 1834–1853.
[Bir85] A. Birolini. “On the Use of Stochastic Processes in Modeling Reliability
Problems”. Habilitation. ETH Zürich, 1985.
[Bir13] A. Birolini. Reliability Engineering: Theory and Practice. Berlin, Heidelberg:
Springer, 2013.
[Bre59] D. G. Brennan. “Linear Diversity Combining Techniques”. In: Proceedings of
the IRE 47.6 (June 1959), pp. 1075–1102.
[CL05] X. Chen and M. R. Lyu. “Reliability Analysis for Various Communication
Schemes in Wireless CORBA”. In: IEEE Transactions on Reliability 54.2 (June
2005), pp. 232–242.
[Cla68] R. H. Clarke. “A Statistical Theory of Mobile-Radio Reception”. In: The Bell
System Technical Journal 47.6 (July 1968), pp. 957–1000.
[Di+17] B. Di, L. Song, Y. Li, and G. Y. Li. “Non-Orthogonal Multiple Access for
High-Reliable and Low-Latency V2X Communications in 5G Systems”. In:
IEEE Journal on Selected Areas in Communications 35.10 (Oct. 2017).
[Dil16] M. Dillon. Encyclopedia of Chinese History. Routledge, 2016.
[Eri01] M. Eriksson. “Dynamic Single Frequency Networks”. In: IEEE Journal on
Selected Areas in Communications 19.10 (Oct. 2001), pp. 1905–1914.
124 Bibliography
[Fet14] G. P. Fettweis. “The Tactile Internet – Applications & Challenges”. In: IEEE
Vehicular Technology Magazine 9.1 (Mar. 2014), pp. 64–70.
[Fro+14] A. Frotzscher, U. Wetzker, M. Bauer, et al. “Requirements and Current Solu-
tions of Wireless Communication in Industrial Automation”. In: Proceedings
of the IEEE ICC Workshops. Sydney, Australia, June 2014, pp. 67–72.
[GS62] D. Gale and L. Shapley. “College Admissions and the Stability of Marriage”.
In: American Mathematical Monthly 69 (1962), pp. 9–15.
[Gho+19] A. Ghosh, A. Maeder, M. Baker, and D. Chandramouli. “5G Evolution: A
View on 5G Cellular Technology Beyond 3GPP Release 15”. In: IEEE Access
7 (Sept. 2019), pp. 127639–127651.
[Gil60] E. N. Gilbert. “Capacity of a Burst-Noise Channel”. In: Bell Labs Technical
Journal 39.5 (Sept. 1960), pp. 1253–1265.
[Gio+16] M. Giordani, M. Mezzavilla, S. Rangan, and M. Zorzi. “Multi-Connectivity
in 5G mmWave Cellular Networks”. In: Proceedings of the Mediterranean Ad
Hoc Networking Workshop (Med-Hoc-Net). Vilanova i la Geltru, Spain, June
2016, pp. 1–7.
[Gli16] S. G. Glisic. “Wireless Networks and Matching Theory”. In: Advanced Wire-
less Networks. John Wiley & Sons, Ltd, May 2016, pp. 771–796.
[Gro+08] M. Grottke, H. Sun, R. M. Fricks, and K. S. Trivedi. “Ten Fallacies of Avail-
ability and Reliability Analysis”. In: Proceedings of the International Service
Availability Symposium (ISAS). Tokyo, Japan, May 2008, pp. 187–206.
[Gu+15] Y. Gu, W. Saad, M. Bennis, M. Debbah, and Z. Han. “Matching Theory
for Future Wireless Networks: Fundamentals and Applications”. In: IEEE
Communications Magazine 53.5 (May 2015), pp. 52–59.
[HL08] Z. Han and K. J. R. Liu. Resource Allocation for Wireless Networks: Basics,
Techniques, and Applications. Cambridge University Press, 2008.
[Haz02] M. Hazewinkel. Encyclopaedia of Mathematics. Berlin; New York: Springer,
2002.
[HR09] A. Høyland and M. Rausand. System Reliability Theory: Models and Statistical
Methods. Wiley, 2009.
[Hua+10] F. Huang, Y. Wang, J. Geng, M. Wu, and D. Yang. “Clustering Approach in
Coordinated Multi-Point Transmission/Reception System”. In: Proceedings
of the IEEE Vehicular Technology Conference (VTC). Sept. 2010, pp. 1–5.
[HZ04] J. Hui-Iing and Z. Zhao-Yang. “On the Performance of Single Frequency Cel-
lular Network (SFCN)”. In: Proceedings of the IEEE International Symposium
on Personal, Indoor and Mobile Radio Communications (PIMRC). Barcelona,
Spain, Sept. 2004, pp. 1963–1967.
Bibliography 125
[IEE63] IEEE. “IEEE Professional Technical Group on Reliability”. In: IEEE Transac-
tions on Reliability R-12.1 (Mar. 1963).
[ITU15] ITU-R. IMT Vision - Framework and Overall Objectives of the Future Develop-
ment of IMT for 2020 and Beyond. Tech. rep. M.2083-0. 2015.
[ITU17] ITU-R. Minimum Requirements Related to Technical Performance for IMT-
2020 Radio Interface(s). Tech. rep. M.2410-0. 2017.
[ITU08] ITU-T. Definitions of Terms Related to Quality of Service. Tech. rep. E.800.
2008.
[JBS00] M. C. Jeruchim, P. Balaban, and K. S. Shanmugan. Simulation of Communi-
cation Systems. Springer US, 2000.
[Jor11] E. A. Jorswieck. “Stable Matchings for Resource Allocation in Wireless
Networks”. In: Proceedings of the International Conference on Digital Signal
Processing (DSP). Corfu, Greece, July 2011, pp. 1–8.
[Jun+19] M. Juntti, R. Kantola, P. Kyösti, et al. Key Drivers and Research Challenges
for 6G Ubiquitous Wireless Intelligence. White Paper. Ed. by M. Latva-aho
and K. Leppänen. http://urn.fi/urn:isbn:9789526223544. Sept. 2019.
[Kam+09] V. Kamble, S. Kalyanasundaram, V. Ramachandran, and R. Agrawal. “Ef-
ficient Resource Allocation Strategies for Multicast/Broadcast Services in
3GPP Long Term Evolution Single Frequency Networks”. In: Proceedings
of the IEEE Wireless Communications and Networking Conference (WCNC).
Budapest, Hungary, Apr. 2009, pp. 1–6.
[KM58] E. L. Kaplan and P. Meier. “Nonparametric Estimation from Incomplete
Observations”. In: Journal of the American Statistical Association 53.282
(June 1958), pp. 457–481.
[KW19] B. U. Kazi and G. A. Wainer. “Next Generation Wireless Cellular Networks:
Ultra-Dense Multi-Tier and Multi-Cell Cooperation Perspective”. In: Wireless
Networks 25.4 (May 2019), pp. 2041–2064.
[Kle+16] H. Klessig, D. Öhmann, A. J. Fehske, and G. P. Fettweis. “A Performance
Evaluation Framework for Interference-Coupled Cellular Data Networks”.
In: IEEE Transactions on Wireless Communications 15.2 (Feb. 2016), pp. 938–
950.
[KP09] F. Kojima and P. A. Pathak. “Incentives and Stability in Large Two-Sided
Matching Markets”. In: American Economic Review 99.3 (June 2009), pp. 608–
627.
[KZ03] W. Kuo and M. J. Zuo. Optimal Reliability Modeling: Principles and Applica-
tions. Hoboken: Wiley, 2003.
[Lee+12] J. Lee, Y. Kim, H. Lee, et al. “Coordinated Multipoint Transmission and
Reception in LTE-Advanced Systems”. In: IEEE Communications Magazine
50.11 (Nov. 2012), pp. 44–50.
126 Bibliography
[LQ10] H. Li and L. Qian. “Enhancing the Reliability of Cognitive Radio Networks
via Channel Assignment: Risk Analysis and Redundancy Allocation”. In:
Proceedings of the Annual Conference on Information Sciences and Systems
(CISS). Princeton, USA, Mar. 2010, pp. 1–6.
[Lü28] B. Lü. Frühling und Herbst des Lü Bu We. Religion und Philosophie Chinas.
Aus dem Chinesischen verdeutscht und erläutert von Richard Wilhelm.
Eugen Diedrichs, 1928.
[MCH96] N. B. Mandayam, P.-C. Chen, and J. M. Holtzman. “Minimum Duration
Outage for Cellular Systems: a Level Crossing Analysis”. In: Proceedings of
the IEEE Vehicular Technology Conference (VTC). Atlanta, USA, Apr. 1996,
pp. 879–883.
[Mar+16] D. Marabissi, G. Bartoli, R. Fantacci, and M. Pucci. “An Optimized CoMP
Transmission for a Heterogeneous Network Using eICIC Approach”. In: IEEE
Transactions on Vehicular Technology 65.10 (Oct. 2016), pp. 8230–8239.
[MF11] P. Marsch and G. P. Fettweis. Coordinated Multi-Point in Mobile Communica-
tions: From Theory to Practice. Cambridge University Press, 2011.
[MET16] METIS-II. Refined Scenarios and Requirements, Consolidated Use Cases, and
Qualitative Techno-Economic Feasibility Assessment. Project Deliverable. 2016.
[MVD16] D. S. Michalopoulos, I. Viering, and L. Du. “User-Plane Multi-Connectivity
Aspects in 5G”. In: Proceedings of the International Conference on Telecom-
munications (ICT). Thessaloniki, Greece, May 2016, pp. 1–5.
[MMA19] N. A. Mohammed, A. M. Mansoor, and R. B. Ahmad. “Mission-Critical
Machine-Type Communication: An Overview and Perspectives Towards 5G”.
In: IEEE Access 7 (Jan. 2019), pp. 127198–127216.
[N R95] N. R. S. Tait. “Robert Lusser and Lusser’s Law”. In: Safety and Reliability
15.2 (1995), pp. 15–18.
[Neu94] M. F. Neuts. Matrix-Geometric Solutions in Stochastic Models: an Algorithmic
Approach. New York: Dover Publications, 1994.
[NLP19] J. J. Nielsen, I. Leyva-Mayorga, and P. Popovski. “Reliability and Error
Burst Length Analysis of Wireless Multi-Connectivity”. In: Proceedings of
the International Symposium on Wireless Communication Systems (ISWCS).
Oulu, Finland, Aug. 2019, pp. 107–111.
[NLP18] J. J. Nielsen, R. Liu, and P. Popovski. “Ultra-Reliable Low Latency Communi-
cation Using Interface Diversity”. In: IEEE Transactions on Communications
66.3 (Mar. 2018), pp. 1322–1334.
[NP16] J. J. Nielsen and P. Popovski. “Latency Analysis of Systems with Multi-
ple Interfaces for Ultra-Reliable M2M Communication”. In: Proceedings of
the IEEE International Workshop on Signal Processing Advances in Wireless
Communications (SPAWC). Edinburgh, UK, July 2016, pp. 1–6.
Bibliography 127
[Nor+15] P. G. Normando, E. M. G. Stancanelli, Y. C. B. Silva, W. da Cruz Freitas Jr,
and F. R. P. Cavalcanti. “Performance of Interference Alignment Techniques
within CoMP-like Systems”. In: IEEE Latin America Transactions 13.11 (Nov.
2015), pp. 3573–3579.
[NTT20] NTT DOCOMO. 5G Evolution and 6G. White Paper. https://www.nttdocomo.
co.jp/english/binary/pdf/corporate/technology/whitepaper_6g/
DOCOMO_6G_White_PaperEN_20200124.pdf. Jan. 2020.
[Nus14] H. Nuszkowski. Digitale Signalübertragung im Mobilfunk. Jörg Vogt Verlag,
Mar. 2014.
[Öhm+16a] D. Öhmann, A. Awada, I. Viering, M. Simsek, and G. P. Fettweis. “Achieving
High Availability in Wireless Networks by Inter-Frequency Multi-Connectivity”.
In: Proceedings of the IEEE International Conference on Communications
(ICC). Kuala Lumpur, Malaysia, May 2016, pp. 1–7.
[Öhm+16b] D. Öhmann, A. Awada, I. Viering, M. Simsek, and G. P. Fettweis. “Diversity
Trade-Offs and Joint Coding Schemes for Highly Reliable Wireless Trans-
missions”. In: Proceedings of the IEEE Vehicular Technology Conference (VTC).
Montreal, Canada, Sept. 2016, pp. 1–6.
[Öhm17] D. Öhmann. “High reliability in wireless networks through multi-connectivity”.
PhD thesis. Technische Universität Dresden, 2017.
[ÖF15] D. Öhmann and G. P. Fettweis. “Minimum Duration Outage of Wireless
Rayleigh-Fading Links using Selection Combining”. In: Proceedings of the
IEEE Wireless Communications and Networking Conference (WCNC). New
Orleans, USA, Mar. 2015, pp. 681–686.
[Ped+18] K. Pedersen, G. Pocovi, J. Steiner, and A. Maeder. “Agile 5G Scheduler for
Improved E2E Performance and Flexibility for Different Network Implemen-
tations”. In: IEEE Communications Magazine 56.3 (Mar. 2018), pp. 210–
217.
[Ped+11] K. I. Pedersen, F. Frederiksen, C. Rosa, H. Nguyen, L. G. U. Garcia, and
Y. Wang. “Carrier Aggregation for LTE-Advanced: Functionality and Per-
formance Aspects”. In: IEEE Communications Magazine 49.6 (June 2011),
pp. 89–95.
[Poc+18] G. Pocovi, H. Shariatmadari, G. Berardinelli, K. Pedersen, J. Steiner, and
Z. Li. “Achieving Ultra-Reliable Low-Latency Communications: Challenges
and Envisioned System Enhancements”. In: IEEE Network 32.2 (Mar. 2018),
pp. 8–15.
[Pop14] P. Popovski. “Ultra-Reliable Communication in 5G Wireless Systems”. In:
Proceedings of the International Conference on 5G for Ubiquitous Connectivity.
Nov. 2014, pp. 146–151.
128 Bibliography
[Pop+18a] P. Popovski, K. F. Trillingsgaard, O. Simeone, and G. Durisi. “5G Wireless
Network Slicing for eMBB, URLLC, and mMTC: A Communication-Theoretic
View”. In: IEEE Access 6 (Sept. 2018), pp. 55765–55779.
[Pop+18b] P. Popovski, J. J. Nielsen, C. Stefanovic, et al. “Wireless Access for Ultra-
Reliable Low-Latency Communication: Principles and Building Blocks”. In:
IEEE Network 32.2 (Mar. 2018), pp. 16–23.
[Pop+19] P. Popovski, C. Stefanovic, J. J. Nielsen, et al. “Wireless Access in Ultra-
Reliable Low-Latency Communication (URLLC)”. In: IEEE Transactions on
Communications 67.8 (Aug. 2019), pp. 5783–5801.
[PR17] N. Prasad and S. Rangarajan. “Exploiting Dual Connectivity in Heteroge-
neous Cellular Networks”. In: 2017 15th International Symposium on Mod-
eling and Optimization in Mobile, Ad Hoc, and Wireless Networks (WiOpt).
May 2017, pp. 1–8.
[PS08] J. Proakis and M. Salehi. Digital Communications. McGraw-Hill, 2008.
[Rap02] T. S. Rappaport. Wireless Communications: Principles and Practice. 2nd
Edition. Upper Saddle River, New Jersey: Prentice Hall, 2002.
[Rav+16] A. Ravanshid, P. Rost, D. S. Michalopoulos, et al. “Multi-Connectivity Func-
tional Architectures in 5G”. In: Proceedings of the IEEE ICC Workshops. Kuala
Lumpur, Malaysia, May 2016, pp. 187–192.
[RC00] W. Rhee and J. M. Cioffi. “Increase in Capacity of Multiuser OFDM System
using Dynamic Subchannel Allocation”. In: Proceedings of the IEEE Vehicular
Technology Conference (VTC). Tokyo, Japan, May 2000, pp. 1085–1089.
[Roh20] Rohde & Schwarz. 5G Evolution – On the Path to 6G: Expanding the Fron-
tiers of Wireless Communications. White Paper. Ed. by N. D. Tripathi and
J. H. Reed. https://www.mobilewirelesstesting.com/wp-content/
uploads/2019/10/5G-evolution-on-the-path-to-6G-_wp_en_3608-
3326-52_v0100.pdf. Mar. 2020.
[Ros+16] C. Rosa, K. Pedersen, H. Wang, et al. “Dual Connectivity for LTE Small Cell
Evolution: Functionality and Performance Aspects”. In: IEEE Communica-
tions Magazine 54.6 (June 2016), pp. 137–143.
[RS90] A. E. Roth and M. A. O. Sotomayor. Two-Sided Matching - A Study in Game-
Theoretic Modeling and Analysis. Cambridge University Press, 1990.
[STP12] R. Sahner, K. Trivedi, and A. Puliafito. Performance and Reliability Analysis of
Computer Systems: An Example-Based Approach Using the SHARPE Software
Package. New York: Science & Business Media, 2012.
[Sal+91] A. A. M. Saleh, A. J. Rustako, L. J. Cimini, G. J. Owens, and R. S. Roman.
“An Experimental TDMA Indoor Radio Communications System using Slow
Frequency Hopping and Coding”. In: IEEE Transactions on Communications
39.1 (Jan. 1991), pp. 152–162.
Bibliography 129
[San+17] T. Sanguanpuak, S. Guruacharya, N. Rajatheva, M. Bennis, and M. Latva-
Aho. “Multi-Operator Spectrum Sharing for Small Cell Networks: A Match-
ing Game Perspective”. In: IEEE Transactions on Wireless Communications
16.6 (June 2017), pp. 3761–3774.
[Saw+10] M. Sawahashi, Y. Kishiyama, A. Morimoto, D. Nishikawa, and M. Tanno. “Co-
ordinated Multipoint Transmission/Reception Techniques for LTE-Advanced
[Coordinated and Distributed MIMO]”. In: IEEE Wireless Communications
17.3 (June 2010), pp. 26–34.
[Sch+17] P. Schulz, M. Matthe, H. Klessig, et al. “Latency Critical IoT Applications in
5G: Perspective on the Design of Radio Interface and Network Architecture”.
In: IEEE Communications Magazine 55.2 (Feb. 2017), pp. 70–78.
[Sch20] P. Schulz. “Queueing-Theoretic End-to-End Latency Modeling of Future
Wireless Networks”. PhD thesis. Technische Universität Dresden, 2020.
[Sch+19b] P. Schulz, A. Wolf, G. P. Fettweis, et al. “Network Architectures for De-
manding 5G Performance Requirements: Tailored Toward Specific Needs
of Efficiency and Flexibility”. In: IEEE Vehicular Technology Magazine 14.2
(June 2019), pp. 33–43.
[STH17] S. Sekander, H. Tabassum, and E. Hossain. “Decoupled Uplink-Downlink
User Association in Multi-Tier Full-Duplex Cellular Networks: A Two-Sided
Matching Game”. In: IEEE Transactions on Mobile Computing 16.10 (Oct.
2017), pp. 2778–2791.
[Sha+15] H. Shariatmadari, R. Ratasuk, S. Iraji, et al. “Machine-Type Communica-
tions: Current Status and Future Perspectives Toward 5G Systems”. In: IEEE
Communications Magazine 53.9 (Sept. 2015), pp. 10–17.
[Sim+16] M. Simsek, A. Aijaz, M. Dohler, J. Sachs, and G. P. Fettweis. “5G-Enabled
Tactile Internet”. In: IEEE Journal on Selected Areas in Communications 34.3
(Mar. 2016), pp. 460–473.
[SBG13] M. Simsek, M. Bennis, and I. Guevenç. “Enhanced Intercell Interference
Coordination in HetNets: Single vs. Multiflow Approach”. In: Proceedings of
the IEEE Globecom Workshops. Atlanta, USA, Dec. 2013, pp. 725–729.
[Sim+17] M. Simsek, D. Zhang, D. Öhmann, M. Matthé, and G. P. Fettweis. “On the
Flexibility and Autonomy of 5G Wireless Networks”. In: IEEE Access 5 (June
2017), pp. 22823–22835.
[Sun+13] S. Sun, Q. Gao, Y. Peng, Y. Wang, and L. Song. “Interference Manage-
ment through CoMP in 3GPP LTE-Advanced Networks”. In: IEEE Wireless
Communications 20.1 (Feb. 2013), pp. 59–66.
[SM16] V. Suryaprakash and I. Malanchini. “Reliability in Future Radio Access
Networks: From Linguistic to Quantitative Definitions”. In: Proceedings
of the IEEE/ACM International Symposium on Quality of Service (IWQoS).
Beijing, China, June 2016, pp. 1–2.
130 Bibliography
[Tes+16a] F. B. Tesema, A. Awada, I. Viering, M. Simsek, and G. P. Fettweis. “Evalu-
ation of Adaptive Active Set Management for Multi-Connectivity in Intra-
Frequency 5G Networks”. In: Proceedings of the IEEE Wireless Communica-
tions and Networking Conference (WCNC). Doha, Qatar, Apr. 2016, pp. 1–
6.
[Tes+16b] F. B. Tesema, A. Awada, I. Viering, M. Simsek, and G. P. Fettweis. “Eval-
uation of Context-Aware Mobility Robustness Optimization and Multi-
Connectivity in Intra-Frequency 5G Ultra Dense Networks”. In: IEEE Wireless
Communications Letters 5.6 (Dec. 2016), pp. 608–611.
[Tri16] K. S. Trivedi. Probability and Statistics with Reliability, Queuing and Com-
puter Science Applications. 2nd Edition. Chichester: Wiley, 2016.
[TV05] D. Tse and P. Viswanath. Fundamentals of Wireless Communication. New
York, NY, USA: Cambridge University Press, 2005.
[WRP16] H. Wang, C. Rosa, and K. I. Pedersen. “Dual Connectivity for LTE-Advanced
Heterogeneous Networks”. In: Wireless Networks 22.4 (May 2016), pp. 1315–
1328.
[Wol+19] A. Wolf, P. Schulz, M. Dörpinghaus, J. C. S. Santos Filho, and G. P. Fettweis.
“How Reliable and Capable is Multi-Connectivity?” In: IEEE Transactions on
Communications 67.2 (Feb. 2019), pp. 1506–1520.
[XGT14] S. Xiao, W. Gong, and D. Towsley. Dynamic Secrets in Communication
Security. New York: Springer, 2014.
[Xu+08] D. Xu, Y. Li, M. Chiang, and A. R. Calderbank. “Elastic Service Availability:
Utility Framework and Optimal Provisioning”. In: IEEE Journal on Selected
Areas in Communications 26.6 (Aug. 2008), pp. 55–65.
[YS90] Y.-D. Yao and A. U. H. Sheikh. “Outage Probability Analysis for Microcell
Mobile Radio Systems with Cochannel Interferers in Rician/Rayleigh Fading
Environment”. In: Electronics Letters 26.13 (June 1990), pp. 864–866.
[Zha+17] G. Zhao, S. Chen, L. Zhao, and L. Hanzo. “Joint Energy-Spectral-Efficiency
Optimization of CoMP and BS Deployment in Dense Large-Scale Cellular
Networks”. In: IEEE Transactions on Wireless Communications 16.7 (July
2017), pp. 4832–4847.
[ZQL13] J. Zhao, T. Q. S. Quek, and Z. Lei. “Coordinated Multipoint Transmission
with Limited Backhaul Data Transfer”. In: IEEE Transactions on Wireless
Communications 12.6 (June 2013), pp. 2762–2775.
[ZRM95] M. Zorzi, R. R. Rao, and L. B. Milstein. “On the Accuracy of a First-Order
Markov Model for Data Transmission on Fading Channels”. In: Proceedings
of the IEEE International Conference on Universal Personal Communications
(ICUPC). Tokyo, Japan, Nov. 1995, pp. 211–215.
Bibliography 131

Publications of the Author
Journal Publications & Book Chapter
[Fra+20] N. Franchi, T. Hößler, L. Scheuvens, et al. “Selected Aspects and Ap-
proaches on Improving Dependability in Industrial Radio Networks”. In:
Wireless Networks and Industrial IoT - Applications, Challenges and Enablers.
Ed. by N. H. Mahmood, N. Marchenko, M. Gidlund, and P. Popovski. In
press. Springer, Nov. 2020.
[Höß+20a] T. Hößler, L. Scheuvens, P. Schulz, A. Noll Barreto, M. Simsek, and G. P.
Fettweis. “Dynamic Connectivity for Robust Applications in Rayleigh-Fading
Channels”. In: IEEE Communications Letters 24.2 (Feb. 2020), pp. 456–460.
[Höß+20b] T. Hößler, P. Schulz, E. Jorswieck, M. Simsek, and G. P. Fettweis. “Stable
Matching for Wireless URLLC in Multi-Cellular, Multi-User Systems”. In:
IEEE Transactions on Communications (May 2020). Accepted.
[HSF18b] T. Hößler, M. Simsek, and G. P. Fettweis. “Mission Reliability for URLLC
in Wireless Networks”. In: IEEE Communications Letters 22.11 (Nov. 2018),
pp. 2350–2353.
[Sch+20b] L. Scheuvens, T. Hößler, P. Schulz, N. Franchi, A. Noll Barreto, and G. P. Fet-
tweis. “Age-of-Information-Aware Resource Allocation for Wireless Closed-
Loop Control Systems”. In: IEEE Journal on Selected Areas in Communica-
tions (2020). Submitted.
[Sim+19] M. Simsek, T. Hößler, E. Jorswieck, H. Klessig, and G. P. Fettweis. “Mul-
ticonnectivity in Multicellular, Multiuser Systems: A Matching-Based Ap-
proach”. In: Proceedings of the IEEE 107.2 (Feb. 2019), pp. 394–413.
[Tra+21] A. Traßl, L. Scheuvens, T. Hößler, E. Schmitt, N. Franchi, and G. P. Fet-
tweis. “Outage Prediction for URLLC in Small-Scale Fading”. In: EURASIP




[HGS14] T. Hößler, L. Günther, and F. Steinert. “Automatische Auswertung von
Überhohlvorgängen aus Luftbildaufnahmen mit dem UAS HORUS”. In:
Proceedings of the Workshop Computerbild-Analyse und Sensorik in der Land-
wirtschaft (CBA). Osnabrück, Germany, May 2014, pp. 159–171.
[HL14] T. Hößler and T. Landgraf. “Automated Traffic Analysis in Aerial Images”.
In: Proceedings of the International Conference on Computer Vision and
Graphics (ICCVG). Warsaw, Poland, Sept. 2014, pp. 262–269.
[Höß+17] T. Hößler, L. Scheuvens, N. Franchi, M. Simsek, and G. P. Fettweis. “Ap-
plying Reliability Theory for Future Wireless Communication Networks”.
In: Proceedings of the IEEE International Symposium on Personal, Indoor,
and Mobile Radio Communications (PIMRC). Montreal, Canada, Oct. 2017,
pp. 1–7.
[HSF19a] T. Hößler, M. Simsek, and G. P. Fettweis. “Dependability Theory for
Selection-Combined Channels with Rician Fading and Interference”. In:
Proceedings of the IEEE 5G World Forum (5GWF). Dresden, Germany, Sept.
2019, pp. 440–445.
[HSF18a] T. Hößler, M. Simsek, and G. P. Fettweis. “Joint Analysis of Channel Avail-
ability and Time-Based Reliability Metrics for Wireless URLLC”. In: Pro-
ceedings of the IEEE Global Communications Conference (GLOBECOM). Abu
Dhabi, UAE, Dec. 2018, pp. 206–212.
[HSF19b] T. Hößler, M. Simsek, and G. P. Fettweis. “Matching-Based Resource Alloca-
tion for Multi-User URLLC in Unlicensed Frequency Bands”. In: Proceedings
of the International Symposium on Wireless Communication Systems (ISWCS).
Oulu, Finland, Aug. 2019, pp. 102–106.
[Höß+19] T. Hößler, P. Schulz, M. Simsek, and G. P. Fettweis. “Mission Availability
for Wireless URLLC”. In: Proceedings of the IEEE Global Communications
Conference (GLOBECOM). Waikoloa, USA, Dec. 2019, pp. 1–6.
[Kho+20] B. Khodapanah, T. Hößler, B. Yuncu, A. Noll Barreto, M. Simsek, and
G. P. Fettweis. “Coexistence Management for URLLC in Campus Networks
via Deep Reinforcement Learning”. In: Proceedings of the IEEE Wireless
Communications and Networking Conference (WCNC). Seoul, South Korea,
Apr. 2020, pp. 1–6.
[Mah+20a] A. H. Mahdi, T. Hößler, N. Franchi, and G. P. Fettweis. “Multi-Connectivity
for Reliable Wireless Industrial Communications: Gains and Limitations”. In:
Proceedings of the IEEE Wireless Communications and Networking Conference
(WCNC). Seoul, South Korea, Apr. 2020, pp. 1–7.
134 Publications of the Author
[Mah+20b] A. H. Mahdi, T. Hößler, L. Scheuvens, N. Franchi, and G. P. Fettweis.
“Multi-Connectivity Management for Mobile Ultra-Reliable Low-Latency
Communications”. In: Proceedings of the International ITG Workshop on
Smart Antennas (WSA). Hamburg, Germany, Feb. 2020, pp. 1–6.
[Sch+20a] L. Scheuvens, P. Schulz, T. Hößler, A. Noll Barreto, and G. P. Fettweis.
“State-Aware Resource Allocation for Wireless Closed-Loop Control based
on Multi-Connectivity”. In: Proceedings of the IEEE Global Communications
Conference (GLOBECOM). Submitted. Taipei, Taiwan, 2020.
[Sch+19a] L. Scheuvens, T. Hößler, A. Noll Barreto, and G. P. Fettweis. “Wireless
Control Communications Co-Design via Application-Adaptive Resource
Management”. In: Proceedings of the IEEE 5G World Forum (5GWF). Dresden,
Germany, 2019, pp. 298–303.
[Sch+20c] L. Scheuvens, P. Schulz, T. Hößler, N. Franchi, A. Noll Barreto, and G. P.
Fettweis. “System Analysis of State-Aware Resource Allocation for Closed-
Loop Control Systems”. In: Proceedings of the IEEE Global Communications
Conference (GLOBECOM). Submitted. Taipei, Taiwan, Dec. 2020.
[Tra+19a] A. Traßl, T. Hößler, L. Scheuvens, N. Franchi, and G. P. Fettweis. “Deriving
an Empirical Channel Model for Wireless Industrial Indoor Communica-
tions”. In: Proceedings of the IEEE International Symposium on Personal,
Indoor and Mobile Radio Communications (PIMRC). Istanbul, Turkey, Sept.
2019, pp. 1–7.
[Tra+19b] A. Traßl, L. Scheuvens, T. Hößler, N. Franchi, and G. P. Fettweis. “On
Dependability Metrics for Wireless Industrial Communications - Applied
to IEEE 802.11ax”. In: Proceedings of the IEEE 5G World Forum (5GWF).
Dresden, Germany, Sept. 2019, pp. 286–291.
[Tra+20] A. Traßl, L. Scheuvens, T. Hößler, E. Schmitt, N. Franchi, and G. P. Fettweis.
“Outage Prediction for URLLC in Rayleigh Fading”. In: European Conference
on Networks and Communications (EuCNC). Dubrovnik, Croatia, June 2020,
pp. 116–121.
Conference Publications 135
