With the recent emergence of cloud computing based services on the Internet, MapReduce and distributed file systems like HDFS have emerged as the paradigm of choice for developing large scale data intensive applications. Given the scale at which these applications are deployed, minimizing power consumption of these clusters can significantly cut down operational costs and reduce their carbon footprint -thereby increasing the utility from a provider's point of view. This paper addresses energy conservation for clusters of nodes that run MapReduce jobs. The algorithm dynamically reconfigures the cluster based on the current workload and turns cluster nodes on or off when the average cluster utilization rises above or falls below administrator specified thresholds, respectively. We evaluate our algorithm using the GridSim toolkit and our results show that the proposed algorithm achieves an energy reduction of 33% under average workloads and up to 54% under low workloads.
Introduction
Most enterprises today are focusing their attention on energy efficient computing, motivated by high operational costs for their large scale clusters and warehouses. This power related cost includes investment, operating expenses, cooling costs and environmental impacts. The U.S. Environmental Protection Agency (EPA) datacenter report [1] mentions that the energy consumed by datacenters has doubled in the period of 2000 and 2006 and estimates another two fold increase from 2007 to 2011 if the servers are not used in an improved operational scenario.
A substantial percentage of these datacenters run large scale data intensive applications and MapReduce [2] has emerged as an important paradigm for building such applications. MapReduce framework, by design, incorporates mechanisms to ensure reliability, load balancing, fault tolerance, etc. but such mechanisms can have an impact on energy efficiency as even idle machines remain powered on to ensure data availability. The Server and Energy Efficiency Report [3] states that more than 15% of the servers are run without being used actively on a daily basis.
Consider the case of a website for which the traffic is not uniform throughout the year. The website owners can either invest in buying more servers or move to a cloud platform. Moving to cloud is clearly a better alternative for the website owners as they can add resources based on the traffic according to a pay-per-use model. But for cloud computing to be efficient, the individual servers that make up the datacenter cloud will need to be used optimally. None of the major cloud providers release their server utilization data, so it is not possible to know how efficient cloud computing actually is. We have also observed that most applications developed today fail to exploit the low power modes supported by the underlying framework.
In this paper, we address the issue of power conservation for clusters of nodes that run MapReduce jobs, as there is no separate power controller in MapReduce frameworks such as Hadoop [4] . Although we focus on one specific framework, our approach can also be applied to other application frameworks where the framework's power controller module can be connected to its foundational software. Our key contribution is an algorithm that dynamically reconfigures the cluster based on the current workload. It scales up (down) the number of nodes in the cluster when the average cluster utilization rises above (falls below) a threshold specified by the cluster administrator. By doing this the nodes in the cluster that are underutilized can be turned off to save power. We remodel the cluster's data placement policy to place the data on the cluster and reconfigure the cluster depending on the workload experienced. The advantage of such a modification to the framework is that the applications developed for these clusters need not be fine-tuned to be energy aware.
To verify the efficacy of our algorithm, we simulated the Hadoop Distributed File System (HDFS) [5] using the GridSim toolkit [6] . We studied the behavior of our algorithm with the default Hadoop implementation as baseline and our results indicate an energy reduction of 33% under average workloads and up to 54% under low workloads.
A substantial amount of earlier research has dealt with optimizing the energy efficiency of servers at a component level like processors, memories and disks [7, 8, 9, 10] . Most literature in this field focuses on solving the problem of energy efficiency using local techniques like Dynamic Voltage Scaling (DVS), request batching and multi-speed disks [11, 12, 13] . In our work, we employ the use of a cluster wide technique where the global state of the cluster is used to dynamically scale the cluster to handle the workload imposed on it.
The remainder of this paper is organized as follows. We give a brief overview of HDFS rack aware data placement policy and the key idea behind our chosen approach in Section 2. Next, we present our energy efficient algorithm for cluster reconfiguration and data placement in Section 3. Section 4 describes the methodology and simulation models used in evaluating our algorithm and the results of evaluation. We then compare our work with existing work in Section 5. Finally, we conclude by summarizing the key contributions, and touching on future topics in this area in Section 6.
Background

Need for a Power Controller in MapReduce
With the emergence of cloud computing in the past few years, MapReduce [2] has seen tremendous growth especially for large-scale data intensive computing [14] . A large segment of this MapReduce workload is managed by Hadoop [4] , Amazon Elastic MapReduce [15] and Google's in house MapReduce implementation. MapReduce was designed for deployment on clusters running inexpensive commodity hardware. Hence, even idle nodes remain powered on to ensure data availability. However, there is no separate power controller in MapReduce frameworks such as Hadoop as yet. Figure 1: Server power usage and energy efficiency at varying utilization levels, from idle to peak performance. Even an energy-efficient server still consumes about half its full power when doing virtually no work. Source: [16] .
Datacenters are known to be expensive to operate and they consume huge amounts of electric power [17] . Google's server utilization and energy consumption study [16] reports that the energy efficiency peaks at full utilization and significantly drops as the utilization level decreases (Figure 1) . Hence, the power consumption at zero utilization is still considerably high (around 50%). Essentially, even an idle server consumes about half its maximum power. We also observe that the energy efficiency of these servers lies in the range of 20-60% when operating under 20-50% utilization. Thus Figure 1 indicates that dynamically reconfiguring the cluster by scaling it while running the active nodes at higher utilization is the best decision from a power management point of view.
The MapReduce framework implemented by Hadoop relies heavily on the performance and reliability of the underlying HDFS. It divides applications into numerous smaller blocks of work and application data into smaller data blocks. It then allows parallel execution for applications in a fault tolerant way by creating redundant copies of both data and computation.
HDFS Data Layout
HDFS is based on Google File System (GFS) [18] and has a master-slave architecture with the master called as NameNode and the slaves as DataNodes. The NameNode is responsible for storing the HDFS namespace and records changes to the file system metadata. The DataNodes are spread across multiple racks and store the HDFS data in their local file systems as shown in Figure 2 . The DataNodes are connected via a network and intrarack network bandwidth between machines is usually higher than interrack network bandwidth. Each file stored on HDFS is split into smaller chunks of size 64 MB called data blocks and these blocks are distributed across the cluster. Each block is replicated to ensure data availability even in case of connectivity failure to nodes or even complete racks. For the same, Hadoop implements a rackaware data block replication policy for the data that is stored on HDFS. For the default replication factor of three, HDFS's replica placement policy is to put one replica of the block on one node in the local rack, another on a different node in the same rack, and the third on a node in some other rack.
Each DataNode periodically sends a heartbeat message to the NameNode in order to inform the NameNode about its current state including the block report of the blocks it stores. The NameNode assumes DataNodes without recent heartbeat messages to be dead and stops forwarding any more requests to them. The NameNode also re-replicates the data lost because of dead nodes, corrupt blocks, hard disk failures, etc. If some DataNodes are turned off without informing the NameNode then the cluster might enter what can be called as a panic phase where the NameNode tries to replicate the blocks earlier stored on these DataNodes. This process might end up generating heavy network traffic [19] . In the context of high-volume data processing, the limiting factor is the rate at which data can be transferred between nodes. Hadoop uses the bandwidth between the nodes as a measure of distance between them. Hence, the cost of data transfer between nodes in the same rack is less than that of nodes in different racks, which in turn is less than that of nodes on different datacenters. Replication pipeline for a replication factor of three is shown in Figure 3 .
Replica Placement in Hadoop
Proposed Algorithm
We attempt to reduce the energy consumption of datacenters that run MapReduce jobs by reconfiguring the cluster. In this section, we explain the approach followed in our proposed algorithm for cluster reconfiguration.
Approach
We implement a channel between the cluster's power controller and HDFS that scales the number of nodes in the cluster dynamically to meet the current service demands ( Figure 4 ). We start with a subset of nodes powered on and intelligently accept job requests by checking if they can be served using the current state of the cluster. We add more nodes to the cluster if the resources available are not enough for serving these requests. We power them off again when they are not being used optimally.
When the NameNode receives a request to create a file F k of size S k with replication factor of R k , it calculates the number of HDFS blocks that will be needed to store it using the following formula:
where B is the HDFS block size. The block size is configurable per file with a default value of 64 MB. The space needed to store F k on HDFS is:
The algorithm checks if the there is enough space available on HDFS to store the file and turns on more nodes if needed. At all times, we keep some space reserved on the DataNodes so that write operations do not block or fail waiting for more space to be provisioned while new DataNodes are being powered on. After the nodes are powered on, the cluster is rebalanced as there is no data on the newly activated DataNodes while other DataNodes are already filled substantially. The NameNode gives instructions to the DataNodes to create blocks in a rack-aware manner on HDFS and updates its namespace and metadata.
When the NameNode receives a request to delete a file, it gives instructions to the DataNodes to delete blocks corresponding to that file. This communication with the DataNodes happens by means of heartbeat messages that are exchanged periodically between the NameNode and the DataNodes. If the cluster becomes underutilized after deleting the data, we move the data from the least utilized nodes to other nodes and turn them off.
We shall make use of the following notation in the rest of the paper:
• n = Number of currently active nodes on the cluster
• R θ = Set of active nodes in DataNode θ's rack
• U = Average utilization of active nodes in the cluster
• U (R) = Average utilization of active nodes in rack R
• U u = Scale up threshold
• δ = Dampening factor for interrack transfer (in percentage)
• λ = Percentage of initially inactive nodes per rack
• µ = Minimum percentage of active nodes per rack
All the U values mentioned above are in percentage. As demonstrated in Figure 4 , when the NameNode receives a request to create a file, it checks with the Power Controller if there is a need to scale up the cluster to accommodate the current request. Similarly, when some data is deleted from the cluster, the NameNode consults the Power Controller if some nodes can be deactivated to save power. The Power Controller module responds with cluster reconfiguration information which has details about the nodes to be activated or deactivated. It decides which nodes to activate or deactivate based on scale up threshold U u , scale down threshold U d and the current average utilization of active nodes in the cluster U .
NameNode Racks DataNodes
Rebalancing & Scaling
Power Controller
Need to scale up/down? Once this cluster reconfiguration information is received by the NameNode, it performs scaling and rebalancing operations depending on the average utilization U (R i ) of active nodes in racks. A detailed description of these operations is covered in subsequent sections. The latest version of Hadoop (0.21.0) comes with a pluggable interface to place replicas of data blocks in HDFS and has support for an API that allows a module external to HDFS to specify how data blocks should be placed [20] . This will ease the integration of placement policy we suggest in Hadoop.
Cluster Reconfiguration
We consider the following types of cluster reconfigurations in our approach. Figure 5 presents our algorithm for scaling up the cluster when the current state of resources are not enough to serve write requests. Scaling up of the cluster is triggered when the average utilization of the active nodes (U ) exceeds the administrator specified threshold U u .
Scaling Up
ActivateDataN odes(Θ) 3: for all θ dst ∈ Θ do 4:
{For all nodes in the same rack} 6: if U θsrc − U > τ then 7:
IntrarackT ransf er(θ src , θ dst , p) 
for all θ src / ∈ R θ dst do 13: {For all nodes in some other rack} 14: if U θsrc − U > τ then 15 :
InterrackT ransf er(θ src , θ dst , p) When the trigger condition is reached, we select a set of DataNodes (Θ) to be powered on in the function ActivateDataN odes(Θ). We choose the least recently deactivated nodes to avoid hotspots caused by the same set of machines running all the time. It is advantageous to activate nodes from different racks because HDFS follows a rack-aware replica placement policy where replicas of a data block are spread across multiple racks. Also, acti-vating multiple nodes in the same iteration saves time as these nodes can be booted in parallel.
Addition of new nodes while scaling up will result in more storage space on the cluster. As a result of this, the average utilization level of the cluster will drop and the data distribution across nodes will become skewed. Therefore, we balance the racks where new nodes were recently activated. For each newly activated DataNode (θ dst ) we first perform intrarack transfer of blocks ( Figure 5, lines 4 to 10) . If the utilization of a node (θ src ) in the rack exceeds U by the transfer threshold (τ ) specified by the administrator, we transfer the excess amount of data from θ src to θ dst . If the intrarack transfer does not sufficiently fill up the storage on θ dst , interrack transfer of blocks to θ dst is performed ( Figure 5 , lines 12 to 18). Since interrack transfer is costlier than intrarack transfer, the amount of excess data to be moved in case of interrack transfer is hindered by a value of δ. Figure 6 presents our algorithm for scaling down the cluster. Scaling down of the cluster is triggered when the average utilization of the active nodes (U ) falls below the administrator specified threshold U d .
Scaling Down
If the trigger condition is reached, it is likely that some nodes in the cluster are underutilized. Time of activation and current utilization of nodes are considered in function CandidateSet() while selecting the set of candidate nodes (Θ) that can potentially be powered off. We perform two checks on each candidate node (θ src ) before deactivating it. Firstly, we do not deactivate a node if some node from its rack has been deactivated recently. Secondly, we keep a percentage of nodes (µ) activated at all times in all the racks so that the cluster can still serve write requests that are received in bursts.
For each candidate node θ src , we calculate the expected average utilization of its rack (m ) if θ src was to be powered off. We then perform intrarack transfer of blocks to nodes in the same rack ( Figure 6, lines 6 to 12) . If the difference between U θ dst and m is less than the transfer threshold specified (τ ) by the administrator, we transfer the excess amount of data from θ src to θ dst . If the intrarack transfer does not completely vacate the storage on θ src , interrack transfer of blocks from θ src is performed ( Figure 6 , lines 14 to 20). As in the case of scaling up reconfiguration, the amount of excess data to be moved in case of interrack transfer is hindered by a value of δ. When all the data blocks from θ src have been moved, we add it to the set of nodes
Σ ← ∅ {Set of nodes that will be deactivated} 3:
for all θ src ∈ Θ do 5:
{For all nodes in the same rack} 8: if U θ dst − m < τ then 
IntrarackT ransf er(θ src , θ dst , p) for all θ dst / ∈ R θsrc do 15: {For all nodes in some other rack} 16: if U θ dst − m < τ then 17:
InterrackT ransf er(θ src , θ dst , p) DeactivateDataN odes(Σ) 25: end if Figure 6 : Algorithm for Scaling Down reconfiguration. Upon reaching the trigger condition, we perform intrarack transfer and interrack transfer from the nodes to be removed. to be deactivated (Σ). Finally, after considering all the candidate nodes, we deactivate the nodes in Σ.
Avoiding Jitter Effect
While performing these scaling operations of activating and deactivating the nodes in the cluster, the cluster can experience a jitter effect if the load variability is high. Consider a case when by the time new nodes were being activated, the load dissipates resulting in shutting down some already activate nodes, at which time the load was increasing again. The parameters for our algorithm can be configured in a way that this jitter effect does not occur. The difference in the values of scale up threshold U u and scale down threshold U d should be made sufficiently large so that the cluster does not experience a jitter effect of activating and deactivating nodes due to small changes in average utilization of active nodes in the cluster U .
Cluster Rebalancing
The level of network activity depends on the techniques used for rebalancing the cluster; hence they are very crucial for our algorithm to perform well. The cluster needs to be rebalanced after scaling up the number of nodes in the cluster in order to distribute the extra workload from overutilized nodes to the newly added nodes. Similarly, we need to perform rebalancing operations before scaling down the number of nodes in the cluster so that workload from underutilized nodes can be transferred to already active nodes before they can be turned off. We put an upper limit on the bandwidth used for rebalancing operations so that it does not congest the network. This also ensures that the other ongoing file operations remain unaffected while the cluster is being rebalanced.
We employ a simple heuristic for rebalancing where we try to move the maximum amount of data to nodes in the same rack as network bandwidth is greater for intrarack transfers. While moving data blocks across nodes, we do not violate the rack-aware replica placement policy followed by HDFS. We also do not move data that is currently being used by some job already running on the cluster. This ensures that we do not compromise on the fault tolerance and runtime of already running jobs on the cluster while performing rebalancing operations. A data block is removed from the source DataNode only after all the running tasks using that data block are completed. In order to respect the rack aware block replication policy followed by Hadoop, we make the following checks before moving a data block within the same rack and across racks ( Intrarack Transfer :
Intrarack transfer means transferring a data block from a node to some other node in the same rack. While performing intrarack transfer, we move a data block from a node to another node only if a replica of that block does not exist on the destination node. Nodes in the same rack are connected by a higher bandwidth link and hence intrarack transfers are cheaper as compared to interrack transfers.
Interrack Transfer :
Interrack transfer means transferring a data block from a node to one of the nodes in some other rack. In the case of interrack transfer, a data block is moved from a node to another node only if a replica of that block does not exist on any nodes in the destination rack.
The subroutines IntrarackT ransf er(θ src , θ dst , p) and InterrackT ransf er(θ src , θ dst , p) in the algorithms of Figure 5 and 6 transfer p amount of data from node θ src to node θ dst . Table 1 summarizes the amount of data transferred from θ src to θ dst for intrarack and interrack transfers while scaling up and scaling down operations.
Scaling Up
Scaling Down 
Evaluation and Results
We use the GridSim toolkit to simulate HDFS architecture and perform our experiments. We verify the efficacy of our algorithm and study its behavior with the default HDFS implementation as baseline.
Simulation Model
The NameNode and DataNode classes in our simulations are extended from the GridSim toolkit's DataGridResource class. These DataNodes are distributed across racks and a metadata of these mappings is maintained at the NameNode. We implement the default rack-aware replica placement policy followed by HDFS. We then incorporate the cluster reconfiguration decisions suggested by our algorithm to dynamically scale the number of nodes in the cluster. We demonstrate the scale up and scale down operations of our algorithm and their corresponding energy savings.
The parameters used in our simulation runs along with their default values are specified in Table 2 . These parameters are kept constant at their default values between different runs while comparing the results. All values reported in these results are averaged over ten independent runs of varying workloads, unless otherwise specified. We vary the number, size and replication factor of the files created on the HDFS in our experiments.
Cluster Reconfiguration
To verify whether our cluster reconfiguration algorithm is able to scale the cluster in accordance to the workload imposed on it, we perform basic experiments for scale up and scale down operations. These experiments were performed with 50 nodes spread across 5 racks, with each rack having 10 nodes. We plot the number of active nodes and their average utilization for the default HDFS implementation and our algorithm, when presented with the same workload (Figure 8a and 8b) . Figure 8a summarizes the results of our scale up experiments. We start with a percentage of nodes (λ = 50%) turned off initially and scale up the cluster when the average utilization rises above the scale up threshold (U u = 80%). The boxed area in the plot represents the scaling up operation where more nodes are added to the cluster whenever the cluster utilization (U ) rises above the value U u . Adding more nodes to the cluster brings down the average utilization of the nodes in the cluster and it accepts incoming requests until the average utilization reaches U u again, as demonstrated by the peaks in the curve (Figure 8a ). Our algorithm tries to maintain the utilization levels of the nodes at U u affirming that the nodes are being used in the region of higher energy efficiency, as specified in Figure 1 . In this case, the average number of inactive nodes during the experiments denote energy savings of about 36%. Figure 8b summarizes the results of our scale down experiments. Initially all the nodes in the cluster are being used and we scale down the cluster when the average utilization falls below the scale down threshold (U d = 50%). The boxed area in the plot represents the scaling down operation where nodes are deactivated from the cluster whenever the cluster utilization (U ) falls below the value U d . Deactivating nodes from the cluster brings up the average utilization of the nodes and our algorithm scales down the cluster till the percentage of active nodes is more than the value specified by µ, as demonstrated by the curve in Figure 8b . The energy savings denoted by the experiments in this case is about 27%.
Scaling Up
Scaling Down
Energy Savings
Next, we perform scale up and scale down experiments over a range of workloads to calculate the average energy savings with our algorithm. These experiments were performed with 120 nodes spread across 8 racks, with each rack having 15 nodes. In our model, the amount of energy saved is proportional to the number of deactive nodes. We plot the energy savings for the cases when the cluster is imposed with low and high workloads.
Workload Imposed
The number of files is varied from 200 for low workloads to 400 for high workloads and the minimum file size is varied from 3000 MB for low workloads to 15000 MB for high workloads. The maximum file size is set to 25000 MB across all the experiments, whereas the number of replicas of these files is selected randomly from 1 to 3. We observe that the cluster intelligently reconfigures itself based on the workload imposed, proving the effectiveness of our algorithm. As expected, the energy conserved in case of low workloads is significantly higher.
Scaling Up and the effect of λ
We calculate the average amount of energy saved during the scale up operation by performing experiments over a range of various workloads ( Figure  9 ). We analyze the behavior of the plots for various values of λ, which is the percentage of nodes kept inactive at the start of each experiment. The average energy savings denoted by these experiments is about 36%. 
Energy savings (in percentage)
Percentage of initially inactive nodes, λ
Low workload
High workload Figure 9 : The effect of varying λ on energy savings while scaling up
We make the following observations from the plots:
• Increasing the value of λ increases the percentage of energy conserved.
• Energy conserved for low workloads can reach up to 54% for higher values of λ.
• Even for high workloads and lower values of λ, the energy conserved is about 20%.
Scaling Down and the effect of µ
We calculate the average amount of energy saved during the scale down operation in a similar manner over a range of various workloads (Figure 10) . We analyze the behaviour of the plots for various values of µ, which is the minimum percentage of nodes that must be kept active in each rack at all times. The average energy savings denoted by these experiments is about 30%. We then make the following observations from the plots:
• Increasing the value of µ decreases the percentage of energy conserved.
• Energy conserved for low workloads can reach up to 48% for lower values of µ.
• Even for high workloads and higher values of µ, the energy conserved is about 15%.
Related Work
Lowering the energy usage of datacenters is a challenging and complex issue because computing applications and data are growing so quickly that increasingly larger servers and disks are needed to process them fast enough within the required time period [21] . Fan et al. report that the opportunities for power and energy savings are significant at the cluster-level and hence the systems need to be energy efficient across their activity range [22] .
For MapReduce frameworks like Hadoop Vasić et al. present a design for energy aware MapReduce and HDFS where they leverage the sleeping state of machines to save power [19] . Their work also proposes a model for collaborative power management where a common control platform acts as a communication channel between the cluster power management and services running on the cluster. Leverich et al. present a modified design for Hadoop that allows scale-down of operational cluster [23] . They propose the notion of covering subset during block replication that at least one replica of a data block must be stored in the covering subset. This ensures data availability, even when all the nodes not in the covering subset are turned off. Also, the system configuration parameters used for MapReduce clusters have a high impact on their energy efficiency [24] .
An important difference between the works mentioned above and our work is that the techniques employed in these works compromise on the replication factor of data blocks stored on the cluster. Our algorithm attempts to keep the cluster utilized to its maximum allowed potential and accordingly scale the number of nodes without compromising on the replication factor for the data blocks.
Our work is inspired from earlier works by Pinheiro et al. where they present the problem of energy efficiency using cluster reconfiguration at the application level for clusters of nodes, and at the operating system level for standalone servers [25, 26] . We present the same problem for a cluster of machines running MapReduce frameworks such as Hadoop. Work by Pérez et al. in [27] presents a mathematical formalism to achieve dynamic reconfiguration with the use of storage groups for data-based clusters. Work by Duy et al. also presents this problem using machine learning based approach by applying the use of neural network predictors to predict future load demand based on historical demand [28] .
The technique of Dynamic Voltage Scaling (DVS) has been employed to provide power-aware scheduling algorithms to minimize the power consumption [29, 30] . DVS is a power management technique where undervolting (decreasing the voltage) is done to conserve power and overvolting (increasing the voltage) is done to increase computing performance. Hsu et al. apply a variation of DVS called Dynamic Voltage Frequency Scaling (DVFS) by operating servers at various CPU voltage and frequency levels to reduce overall power consumption [31] .
Berl et al. propose virtualization with cloud computing as a way forward to identify the main sources of energy consumption [32] . Live migration and placement optimizations of virtual machines (VM) have been used in earlier works to provide a mechanism to achieve energy efficiency [33, 34, 35] . Power aware provisioning and scheduling of VMs has also been used with DVFS techniques to reduce the overall power consumption [36, 37] . Although virtualization helps reduce datacenter's power consumption, the ease of provisioning virtualized servers can lead to uncontrolled growth and more unused servers, a phenomenon called virtual server sprawl [3] .
Conclusion and Future Work
In this paper we addressed the problem of energy conservation for large datacenters that run MapReduce jobs. We also discussed that servers are most efficient when used at a higher utilization level. In this context, we proposed an energy efficient data placement and cluster reconfiguration algorithm that dynamically scales the cluster in accordance with the workload imposed on it. However, the efficacy of this approach would depend on how quickly a node can be activated. We evaluated our algorithm by performing simulations and the results show energy savings of as high as 54% under low workloads and about 33% under average workloads.
Future directions of our research include applying machine learning approaches to study the resource usage patterns of jobs and model their power usage characteristics to efficiently schedule them on the cluster. Upon submission of a job, make use of the knowledge about the dataset to predict the data layout for its data blocks and optimally schedule the tasks making use of data locality. We would also like to study the performance of our algorithm when presented with different types of workloads such as processor intensive, memory intensive, disk intensive and network intensive. We would also like to study the impact of node's boot time and ACPI [38] power states available in the hardware on the efficiency of our algorithm.
We plan to find optimal values of MapReduce configuration parameters so that our algorithm can provide even better energy savings. We also plan to make use of multiple heuristics like access time and minimum replication factor of a file, while rebalancing the cluster to avoid overhead on the network.
