We consider stochastic second order methods for minimizing strongly-convex functions under an interpolation condition satisfied by over-parameterized models. Under this condition, we show that the regularized subsampled Newton method (R-SSN) achieves global linear convergence with an adaptive step size and a constant batch size. By growing the batch size for both the sub-sampled gradient and Hessian, we show that R-SSN can converge at a quadratic rate in a local neighbourhood of the solution. We also show that R-SSN attains local linear convergence for the family of self-concordant functions. Furthermore, we analyse stochastic BFGS algorithms in the interpolation setting and prove their global linear convergence. We empirically evaluate stochastic L-BFGS and a "Hessian-free" implementation of R-SSN for binary classification on synthetic, linearlyseparable datasets and consider real mediumsize datasets under a kernel mapping. Our experimental results show the fast convergence of these methods both in terms of the number of iterations and wall-clock time.
Introduction
Common machine learning tasks can be formulated as minimizing a finite sum of objective functions. For instance, in supervised learning, each component of the finite sum is the loss function associated with * Equal contribution.
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a training example. The overall objective is typically minimized using stochastic first order methods such as stochastic gradient descent (SGD) or its variance-reduced versions [62, 27, 18] . However, first order methods can suffer from slow convergence on ill-conditioned problems. Popular adaptive methods [19, 30, 65] alleviate this problem to some extent by using a diagonal approximation to the covariance of the stochastic gradients to approximate the second order information of the function. By modelling the function's local geometry, these adaptive methods are more robust to the problem's conditioning and tend to have reasonable performance across various problems.
There has also been substantial work in explicitly incorporating second order information through the Hessian matrix in Newton methods [36, 52, 45] or through the Fisher information matrix in natural gradient methods [1, 60, 54, 46] . Incorporating this information to adapt to the local curvature enables Newton methods to achieve quadratic convergence in a neighbourhood of the solution, whereas typical first order methods can only achieve linear convergence [50] . However, the computational complexity of Newton methods is linear in the number of training examples and cubic in the problem dimension, making it prohibitively expensive for large high-dimensional datasets. To reduce the dependence on the number of training examples, sub-sampled Newton methods [58, 59, 9, 21 , 69] sample a smaller batch of points and use it to form the subsampled Hessian in each iteration. In order to further scale these methods to high-dimensional datasets or to models with a large number of parameters, there has been a rich body of research to develop computationally efficient approximations to the Hessian matrix [4, 36, 46, 21, 56] . In this paper, we mainly restrict our attention to sub-sampled Newton methods and consider problems of moderate dimension where it is computationally efficient to perform sub-sampled Hessian-vector operations.
A recent, parallel line of work has focused on the optimization of large over-parameterized models prevalent in modern machine learning. The high expressivity of these models enables them to interpolate the training data, meaning that the gradient for each component function in the finite sum can become zero at the solution of the overall objective [63, 67, 68, 41, 3] . Examples of such models include logistic regression on linearly-separable data, non-parametric regression [34, 5] , boosting [61] , and over-parameterized deep neural networks [71] . Interpolation allows stochastic first order methods to attain the convergence rates of their deterministic counterparts, without the need for explicit variance reduction techniques [67, 68, 41, 3] . Although interpolation enables the fast convergence of stochastic first order methods, these methods do not take advantage of second order information and can be still hindered by ill-conditioning. This motivates us to study stochastic second order methods in the interpolation setting.
Contributions
To this end, we focus on the regularized sub-sampled Newton method (R-SSN) that uses a batch of examples to form a sub-sampled Hessian and gradient vector in each iteration. R-SSN combines the sub-sampled Hessian with Levenberg-Marquart regularization [32, 42] . We first analyse the convergence rate of R-SSN for strongly-convex functions in the interpolation setting. In Section 3.1, we show that R-SSN with an adaptive step size and a constant batch size can achieve global linear convergence in expectation. This work is in contrast with that of Bollapragada et al. [9] and Bellavia et al.
[6] that analyse sub-sampled Newton methods in the absence of interpolation, where a geometrically increasing batch size is required to get a global linear convergence.
If we allow for a growing batch size in the interpolation setting, R-SSN results in linear-quadratic convergence in a local neighbourhood of the optimal solution (Section 3.2). In contrast, in order to obtain superlinear convergence, Bollapragada et al.
[9] require the batch size for the sub-sampled gradient to grow at a faster than geometric rate. Our results show that interpolation allows R-SSN to achieve fast convergence rates with a more reasonable growth of the batch size.
We further analyse the performance of R-SSN for minimizing self-concordant functions. This class of functions and its generalizations include commonly-used losses such as the Huber loss [44] , smoothed hinge loss [72] and the logistic loss [2] . The importance of selfconcordant functions is to obtain an affine-invariant analysis of the Newton method (its behavior is invariant to affine transformation of the space), yielding rates similar to that of smooth, strongly-convex functions, but with only affine-invariant constants [50, 11] .
In Section 4, we prove that under the same interpolation condition, R-SSN with an adaptive step size strategy and a constant batch size attains local linear convergence in expectation. Closest to our work is the recent paper by Marteau-Ferey et al.
[43] that shows that approximate Newton methods result in local linear convergence; however, their result does not consider the interpolation setting and requires that the approximate Newton directions are "close" to the true direction with high probability.
Next, we study stochastic Quasi-Newton methods [64, 73, 38, 8, 23] . In particular, we focus on stochastic BFGS-type algorithms in the interpolation setting (Section 5). We prove that these strategies including the popular L-BFGS [36] algorithm (the limited memory version of BFGS) can attain global linear convergence with a constant batch size. Our result is in contrast to previous work that shows the global linear convergence of stochastic BFGS algorithms by either using variance-reduced techniques [31, 40, 49] or progressive batching strategies [10] .
Finally, in Section 6, we evaluate R-SSN and stochastic L-BFGS for binary classification. We make use of synthetic, linearly-separable datasets and consider real datasets (n ≈ 10k-30k) under a kernel mapping. We use automatic differentiation and inexact conjugate gradient [26] to develop a "Hessian-free" implementation of R-SSN that enables us to obtain the Newton update direction without an additional memory overhead. In the interpolation setting, we observe that both R-SSN and stochastic L-BFGS result in faster convergence when compared to commonly used first order methods [27, 30, 19 ]. Furthermore, a modest batch-growth strategy and stochastic line-search [68] scheme ensure that R-SSN is computationally efficient and competitive with stochastic first order methods and L-BFGS variants in terms of both the number of iterations and wall-clock time required for convergence.
Background
We consider the unconstrained minimization of a finite sum, min w∈R d f (w) := 1 n n i=1 f i (w), where f is twice continuously differentiable. We consider R-SSN that has the following update at iteration k:
where η k is the step size. The sets 
We refer to the vector [H S k (w k )] −1 ∇f G k (w k ) as the sub-sampled Newton direction.
Observe that both the sub-sampled gradient and Hessian are unbiased, implying that
Throughout this paper, unless otherwise stated, · denotes the 2 norm of a vector or the spectral norm of a matrix. For all our convergence results, we make the following standard assumptions: the objective f is bounded below, f (w) ≥ f (w * ) for all w; and there exist positive constants µ, L such that the following inequalities hold for all points w, v ∈ R d ,
(L-smoothness) We denote κ = L/µ as the condition number of f .
Additionally, we assume that each function f i is L ismooth and µ i -strongly-convex. Although µ i can be zero for some of the functions, meaning they are only convex, the finite sum is strongly-convex with µ > 0. Furthermore, we defineμ = n i=1 µ i /n ≤ µ andL = n i=1 L i /n ≥ L to be the average strong-convexity and smoothness constants of f . These assumptions imply that for any sub-sample S, the function i∈S f i /|S| is L S -smooth and µ Sstrongly-convex, meaning that the eigenvalues of any sub-sampled Hessian can be upper and lowerbounded [9, 10, 49]. In particular, ifμ = min S µ S ≥ 0 andL = max S L S , then for any sample S and point w, the regularized sub-sampled Hessian H S (w) has eigenvalues bounded in the [μ + τ,L + τ ] range. Thus, the LM regularization ensures that the sub-sampled Hessian will always be positive definite, which guarantees that the sub-sampled Newton direction always exists.
In this work, we focus on models capable of interpolating the training data. Typically, these models are highly expressive and are able to fit all the training data. In the finite sum setting, interpolation implies that if ∇f (w * ) = 0, then ∇f i (w * ) = 0 for all i [68, 67, 3, 41], meaning that all the individual functions f i are minimized at the optimal solution w * of the finite sum. For smooth, strongly-convex finite sums we consider, interpolation implies the strong growth condition (SGC) [67, Proposition 1][63]: for some ρ ≥ 1 and all w,
For example, if the training data spans the feature space, then SGC [67] is satisfied for models capable of interpolating the data when using the squared loss (for regression) and the squared hinge loss (for classification).
Sub-sampled Newton Methods
In this section, we present our main theoretical results for R-SSN. We characterize its global linear convergence (Section 3.1) and local quadratic convergence (Section 3.2) under interpolation. To state our results, we use the concepts of Q and R-convergence rates [53, 52] and include definitions of these terms in Appendix A.
Global convergence
In the following theorem, we show that for smooth, strongly-convex functions satisfying interpolation, R-SSN with an adaptive step size and constant batch sizes for both the sub-sampled gradient and Hessian results in linear convergence from an arbitrary initialization. 
The proof is given in Appendix B. While the dependence on b g k is explicit, the dependence on b s k is through the constantμ; as b s k tends to n, µ S k tends to µ, allowing R-SSN to use a larger step size that results in faster convergence (since µ ≥μ). If we set b g k = b s k = n and τ = 0, we obtain the rate
which matches the deterministic rate [29, Theorem 2] up to a constant factor of 2.
Similar to SGD [67, 63], the interpolation condition allows R-SSN with a constant batch size to obtain Qlinear convergence. In the absence of interpolation, SSN can only achieve an R-linear rate by increasing batch size geometrically for the sub-sampled gradient [9]. Next, we analyse the convergence of R-SSN in a neighbourhood of the solution.
Local convergence
To analyse the local convergence of R-SSN, we make additional assumptions. Similar to other local convergence results [9, 59], we assume that the Hessian is M -Lipschitz continuous, implying that for all w, v ∈ R d ,
We also assume that the moments of the iterates are bounded [9, 7], implying that for all iterates w k , there exists a constant γ such that
If the iterates lie within a bounded set [25], then the above assumption holds for some finite γ [9]. We assume that the sample variance of the sub-sampled Hessian is bounded [9] , implying that for all w ∈ R d ,
for some σ > 0. Given these additional assumptions, we now characterize the local convergence of R-SSN.
Theorem 2 (Local convergence). Under the same assumptions (a) -(d) of Theorem 1 along with (e) M -Lipschitz continuity of the Hessian, (f ) γ-bounded moments of iterates, and (g) σ-bounded variance of the regularized sub-sampled Hessian, the sequence {w k } k≥0 generated by R-SSN with (i) unit step size η k = 1 and (ii) growing batch sizes satisfying
converges to w * at a linear-quadratic rate
in a local neighbourhood of the solution w 0 − w * ≤ 2(μ+τ ) γ(M +L+2L 2 ) . Furthermore, if τ = 0 andμ > 0, R-SSN can achieve local quadratic convergence
The proof is provided in Appendix C. Note that constant τ µ+τ corresponding to the linear term is less than one guaranteeing contraction. The constant corresponding to the quadratic term is not required to be less than one to guarantee convergence [50].
The above theorem shows that in order to obtain a local linear-quadratic convergence rate, we need to progressively increase the batch size for both the subsampled Hessian and the sub-sampled gradient, and that the batch size for the gradient needs to grow at a faster rate. The required geometric growth rate for G k is the same as that of SGD to obtain linear convergence without variance-reduction or interpolation [17, 22] . Note that the proof can be easily modified to obtain a slightly worse linear-quadratic rate when using a subsampled Hessian with a constant batch size. In addition, we can relax the Lipschitz Hessian assumption and obtain a slower superlinear convergence [70] .
Unlike the explicit quadratic rate we state above, in the absence of interpolation, the unregularized SSN can be shown to achieve only an asymptotic superlinear rate [9] . Moreover, in this case, b g k needs to increase at a rate that is faster than geometric, greatly restricting its practical applicability.
The following corollary (proved in Appendix C.1) states that if we decay the LM regularization parameter τ at a rate proportional to the gradient norm, R-SSN can achieve quadratic convergence for stronglyconvex functions. This decay rate is inversely proportional to the growth of the batch size for the subsampled Hessian, indicating that larger batch sizes require smaller regularization. This relationship between the regularization and sample size is consistent with the observations of Ye et al. [70] . Corollary 1. Under the same assumptions as Theorem 2, if we decrease the regularization term according to τ k ≤ ∇f (w k ) , R-SSN can achieve local quadratic convergence
On the other hand, if we make a stronger assumption on the growth of the stochastic gradients, in particular, if we assume that E i ∇f i (w)
R-SSN under Self-Concordance
In this section, we analyse the convergence of R-SSN for the class of strictly-convex self-concordant functions. A function f is called standard self-concordant 1 if the following inequality holds for any w and any direction u ∈ R d ,
. Here, f (w) denotes the third derivative tensor at w and f (w) [u] represents the matrix corresponding to the projection of this tensor on vector u. Functions satisfying self-concordance include commonly used losses such as the Huber loss [44], smoothed hinge loss [72] and under a generalized definition of selfconcordance, the logistic loss [2] .
Convergence Rate
In order to characterize the convergence rate of R-SSN, we define the regularized Newton decrement at w as:
When τ = 0, this corresponds to the standard definition of the Newton decrement of f at w [50]. If we denote the standard Newton decrement as λ 0 (w), then the regularized version can be bounded as λ(w) ≥ λ 0 (w). We also introduce the regularized stochastic Newton decrement as
for independent samples i and j. In Proposition 1, we show that if function f satisfies the SGC and the sub-sampled Hessian has bounded eigenvalues, then f satisfies a similar growth condition for the regularized stochastic Newton decrement, implying that for all w and j, there exists ρ nd ≥ 1 such that
For ease of notation, we usẽ
to refer to the regularized stochastic Newton decrement at iteration k of R-SSN. We now consider an update step similar to (1) but with a step size adjusted according to the regularized stochastic Newton decrement at each iteration,
where c, η ∈ (0, 1] and will be determined later. 1 If a function is self-concordant with parameter C ≥ 0, re-scaling it by a factor C 2 /4 makes it standard selfconcordant [50, Corollary 5.1.3], and hence we consider only standard self-concordant functions in this work.
and (ii) constant batch size equal to 1 converges to w * from an arbitrary initialization w 0 at a rate characterized by the equation,
Here δ ∈ (0, 1] and the univariate function ω is defined as
Furthermore, in a local neighbourhood defined as λ m ≤ 1/6, the sequence {w k } k≥m generated by R-SSN converges to w * at a Q-linear rate,
The proof is given in Appendix D. The above result gives an insight into the convergence properties of R-SSN for loss functions that are self-concordant but not necessarily strongly-convex. Note that the analysis of the deterministic Newton's method for self-concordant functions yields a local quadratic convergence that is problem independent, meaning it does not rely on the condition number of the objective function. However, it is non-trivial to improve the above analysis and obtain a similar affine-invariant result.
Stochastic BFGS
Consider the stochastic BFGS update,
where B k is a positive definite matrix constructed to approximate the inverse Hessian matrix, and (ii) and a constant batch size b g k = b g converges to w * at a linear rate from an arbitrary ini-
The strong-convexity assumption can be relaxed to use the Polyak Lojasiewicz inequality [57, 28] and obtain the same rate up to a constant factor. In the absence of interpolation, global linear convergence only can be obtained by using either variance-reduced techniques [49, 40] or progressive batching [10]. Furthermore, similar to these works, our analysis for the stochastic BFGS method is applicable for preconditioned SGD where B k can be any positive definite preconditioner.
Experiments
We verify our theoretical results on a binary classification task on both synthetic and real datasets. We evaluate two variants of R-SSN: R-SSN-const that uses a constant batch size and R-SSN-grow where we grow the batch size geometrically. For the latter, we grow the batch size by a constant multiplicative factor of 1.01 in every iteration [22] . Note that although our theoretical analysis of R-SSN requires independent batches for the sub-sampled gradient and Hessian, we use the same batch for both variants of R-SSN and observe that this does not adversely affect empirical performance. We use inexact conjugate gradient [26] to solve for the (sub-sampled) Newton direction in every iteration. We choose the LM regularization τ via a grid-search and tune it per experiment. For R-SSN-grow, following Corollary 1, starting from the LM regularization picked by grid-search, we progressively decrease τ in the same way as we increase the batch size. We evaluate stochastic L-BFGS (sLBFGS) with a "memory" of 10. For sLBFGS, we use the same minibatch to compute the difference in the (sub-sampled) gradients to be used in the Hessian approximation (this corresponds to the "full" overlap setting in [10]). We use regularization to ensure that the resulting Hessian approximation is always positive definite. For both R-SSN and sLBFGS, we use the stochastic line search from [68] to set the step size in each iteration.
We compare the proposed algorithms against common first order methods: Figure 2 , we will plot the mean wall-clock time per epoch that takes these additional computations into account. For SVRG, the step size is chosen via 3-fold cross validation on the training set, and we set the number of inner iterations per outer full-gradient evaluation to n/b. We use the default hyper-parameters for Adam and Adagrad. All results are averaged across 5 runs.
Synthetic datasets
We first evaluate the algorithms on a binary classification task on synthetic, linearly-separable datasets and vary the margin. Linear separability ensures that the interpolation condition holds for these datasets. For each margin, we generate a dataset with 10k examples with d = 20 features and binary labels. For this set of experiments, in addition to the above algorithms, we also compare against unregularized full-batch Newton and L-BFGS, the deterministic variants of the proposed methods. For the deterministic L-BFGS, we use the PyTorch [55] implementation with line-search and an initial step size of 0.9.
In Figure 1 , we show the training loss for the logistic loss (row 1) and the squared hinge loss (row 2) functions. We make the following observations: first, by incorporating second order information, R-SSN is able to converge much faster than first order methods. Second, global linear convergence can be obtained using only constant batch sizes, verifying Theorem 1. Third, by growing the batch size, R-SSN performs similar to the deterministic Newton method, verifying the local quadratic convergence of Theorem 2. Fourth, we observe that although the theory only guarantees global linear convergence (not quadratic) for stochastic L-BFGS under interpolation, empirically these methods can be much faster than first order methods. Finally, as we increase the margin (left to right of Figure 1 ), the theoretical rate under interpolation improves [67], resulting in faster and more stable convergence for the proposed algorithms.
Real datasets
We also consider three real datasets: der the chosen kernel mapping and thus satisfies the interpolation condition. For these datasets, we limit the maximum batch size to 8192 for SSN-grow to alleviate the computation and memory overhead. For these datasets, we show the training loss, test accu- issue, we used a constant step-size variant of sLBFGS and did a grid-search in the [10 −4 , 1] range to select the best step-size for each experiment. In the interest of space, we refer the reader to Appendix G for results on the rcv1 dataset.
In the first row of Figure 2 , we observe when interpolation is satisfied (mushrooms), the R-SSN variants and sLBFGS outperform all other methods in terms of training loss convergence. When interpolation is not satisfied (ijcnn), the stochastic second order methods are still competitive with the best performing method.
In the second row, we observe that despite the fast convergence of these methods, generalization performance does not deteriorate regardless of whether interpolation is satisfied. Furthermore, since all our experiments are run on the GPU, we are able to take advantage of parallelization and amortize the runtime of the proposed methods. This is reflected in the third row where we plot the mean per-epoch wall-clock time for all methods. Note that sLBFGS is competitive with R-SSN with respect to the number of iterations, but has a higher per-epoch cost on average. show that under mild conditions, stochastic gradient descent (SGD) with constant step size achieves linear convergence for stronglyconvex functions [41, 67] . Similarly, SGD with a constant step size can match the deterministic rates in the convex [67, 63] and non-convex [3, 67] settings. The interpolation assumption also allows for momentumtype methods to achieve the accelerated rates of convergence for least-squares [24] and more generally in convex settings [67, 35] . Although the step size in these settings depends on unknown quantities, it has been recently shown that stochastic line-search methods based on the Armijo condition can be used to automatically set the step size and still achieve fast convergence rates [68] . However, to the best of our knowledge, stochastic second order methods have not been explored under interpolation.
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A Notes on Convergence Rates
Suppose a sequence {x k } k≥0 converges to x * , for q = 1, define the limit of the ratio of successive errors as
The rate is referred to as Q-linear when p ∈ (0, 1) and Q-superlinear when p = 0, where Q stands for quotient. If q = 2 and p < ∞, it is referred to as Q-quadratic convergence. We say the rate is linear-quadratic if
for p 1 ∈ (0, 1) and p 2 < ∞. Moreover, the R-linear convergence is a weaker notion where R stands for root, and is characterized as the following: there exists a sequence { k } such that for all k ≥ 0,
where { k } converges Q-linearly to 0. Note that this is a less steady rate as it does not enforce a decrease at every step [52].
B Proof of Theorem 1
Proof. This analysis closely follows the proof of Theorem 2.2 in [9]. By the L-smoothness assumption,
Since S k and G k are independent samples, let us fix the Hessian sample S k and take expectation with respect to the unbiased gradient sample G k ,
, we can bound the last term as
(Again, by unbiasedness and independent batches)
Now we use Lemma 1 to bound the term
From the above relations, we have
Then we have
Subtract f (w * ) from both sides and using the fact that strong convexity implies ∇f (x)
Let us define constants c 1 = µ (LS k +τ ) , c 2 = L (µS k +τ ) , and c 3 = µ(ρ−1) (µS k +τ ) n−bg k (n−1) bg k using constant batch-sizes for the sub-sampled gradient and Hessian, i.e. b g k = b g ≥ 1 and b s k = b s ≥ 1,
To ensure contraction, the step size needs to satisfy
Taking η k ≤ c1 c2(c1+c3) , the above bound becomes
where we denote c g = (ρ−1)(n−bg) (n−1) bg . Note that since c g ≥ 0, our bound for η k simplifies to
hence satisfies our requirement in (6). Now let us lower bound the term C,
Taking an expectation wrt S k ,
Putting the two cases together,
Apply recursion,
Finally, using our definition for the condition numbers κ = µ L , we have
and the proof is complete.
C Proof of Theorem 2
Proof. From the update rule,
where we repeatedly applied the triangle inequality.
Taking the expectation E k over all combinations of S k and G k , we have
(1) Bound using Lipschitz Hessian 
(3) Bound using SGC
We bound the first term using the M -Lipschitz continuity of the Hessian,
Using the γ bounded moments assumption,
which gives us the linear-quadratic convergence. Moreover, if τ = 0 andμ > 0, we have the following quadratic convergence
C.1 Proof of Corollary 1
Proof. By a similar analysis of Theorem 2, replacing τ by τ k , we have
The second term can then be bounded as
Now if we decrease the regularization factor as τ k ≤ ∇f (w k ) ,
The other two terms will be bounded similarly as in Theorem 2, and putting the three bounds together,
Taking an expectation E k−1 ,
Using the γ bounded moments assumption, converges to w * with the quadratic rate,
Proof. Using Lemma 2 to bound the third term, we obtain the following bound,
Using the same analysis as Theorem 2 for the first two terms, we obtain
and b g k can remain fixed for all the iterations. Taking an expectation E k−1 ,
Using the γ bounded moments assumption, 
D Proof of Theorem 3
We begin by defining the local norm of a direction h with respect to the local Hessian for a self-concordant function as
We state the standard results for self-concordant functions that are needed in our analysis. Proof. First, we analyze the norm of the update direction with respect to the local Hessian,
Substitute in the choice of c,
This allows us to analyze the sub-optimality in terms of objective values using Theorem 5,
We know that ω * is strictly increasing on the positive domain, using (8),
Now take expectation on both sides with respect to G k and S k conditioned on w k , Combining the two inequalities gives us the desired bound. Proof. For an arbitrary entry j ∈ {1, . . . , d}, the error 2 j can be bounded using its sample variance as [39] Now take and expectation on both sides and using the unbisedness of y i , we have
F Common Lemmas
Apply the growth condition,
which completes the proof. for some c > 0.
Proof. Using the same analysis as in Lemma 1 up to equation (12) and applying the new growth condition gives us
