I. Introduction
The study of ultracold atomic gases is one of the most actively developed areas of the physics of quantum many-body systems. Initiated by the pioneering experiments with synthetic gauge fields in both Bose gases [Lin et al., 2011 [Lin et al., , 2009 . As a result, one derives a single-particle Hamiltonian of the form −∆⊗I + U, where ∆ is the Laplacian, I is the identity operator in ¼ 2 (or ), and U is the atom-light coupling containing the spin-orbit interaction of the Rashba or Dresselhaus form and the Zeeman field. In a one-dimensional atomic center-of-mass motion, the simplified Hamiltonian of a particle with mass 1/2 (in = c = 1 units) accedes to a formal differential expression in the configuration space ⊗¼ 2 , unitarily equivalent to D 0 + (1/η)V F ⊗I, the one-dimensional Dirac operator for the particle moving in Fermi pseudopotential (see (III.7)). This particular feature enables us to show that H admits both continuous and discontinuous functions at a zero point. Throughout, by a (dis)continuous function f , one accounts for the property whether f (0 + ) = f (0 − ) ≡ f (0) (continuity) or not (discontinuity), though f is assumed to be defined on any subset of \{0}.
Originally, one would naturally conjecture that the disorder V is prescribed by a potential well with its minimum at x = 0. A good survey of approximations by smooth potentials can be found, for example, in [Hughes, 1997] Šeba [1986] , and also the citations therein. In the present paper, we assume that V is approximated by the square-well of width 2ǫ and depth 1/(2ǫ) for some arbitrarily small ǫ > 0; the coupling strength of interaction is γ ∈ . Evidently, this is a familiar δ-interaction. The one-dimensional Schrödinger and Dirac operators with δ-interaction are known to be well-defined via the boundary conditions for everywhere continuous functions. In our case we have a mixture, to some extent, of Schrödinger-like and Dirac-like operators. In Sec. IV we argue that in such a case there is a possibility that discontinuous eigenfunctions would appear.
To avoid the difficulties concerning the uniqueness of self-adjoint extensions of the operators on intervals (−∞ Although A and B are equivalent representations for providing the spectral characteristics for H in L 2 ( )⊗¼ 2 , we explore both of them. The main reason for such a choice is because the interaction is drawn in B explicitly, and thus one can easier attach the physical meaning to B, rather than A; the same applies to B 0 and A 0 , respectively. On the other hand, equivalence classes of functions in ker(λ⊗I − B), with λ ∈ σ disc (B), are in a one-to-one correspondence with functions in ker(λ⊗I − A), with the same λ, if and only if one imposes certain conditions on the normalization constant and the eigenfunction itself (Sec. V). This agrees with Reed and Simon 1980, Sec. V.4, which in our case says that weak solutions ker(λ⊗I − B) are equal to the classical solutions ker(λ⊗I − A) if and only if the classical solutions exist.
The paper is organized as follows. In Sec. II, we give basic definitions of potential V and the representatives A, B, and examine their correctness. Sec. III deals mainly with operator A 0 and its distributional version B 0 . As a result, the Fermi pseudopotential V F is introduced. In Sec. IV, we provide spin-orbit induced states for A, as well as compute the essential spectrum. Finally, we compute the remaining part of the discrete spectrum of A (B) in Sec. V, and summarize the results in Sec. VI.
II. Preliminaries
for some ǫ > 0. Given function V which is defined as the limit of a sequence of rectangles
Then v is supported in Σ, and it approaches δ, the delta-function, in the usual sense of distributions, with the property
v(x)dx = 1. As a matter of fact, v has a wider meaning than δ in the sense that [Coutinho et al., 2009 , Eq. (7)]
is the nth derivative of f with respect to x ∈ at a given point). As a functional, v( f ) ≡ f (0) if and only if f (n) (±ǫ) ∝ ǫ −s(n) for s(n) < n for n = 1, 2, . . . Let f ∈ ker H in Σ. The solutions f (x) ∼ e kx (k ∈ ¼; x ∈ Σ) are found by solving the characteristic equation for H: det[(H 0 + γ/(2ǫ))e kx ] = 0 (γ ∈ 0 ) or explicitly,
In particular, (II.2a) yields
The solutions with respect to k ∈ ¼ read
and so
The upper, f 1 , and lower, f 2 , components of f are then of the form
The nth derivative (n = 0, 1, . . .) of f at x = 0 is found by differentiating f (x) ∈ C ∞ 0 (Σ) 2 n times with respect to x and then setting x = 0,
As seen, f (n) (0) ∝ ǫ −s(n) with s(n) = n/2 < n for n = 1, 2, . . .. But then ǫ 2n f (2n) (0) ∝ ǫ n → 0 as ǫ ↓ 0, and the infinite series in (II.2b) vanishes. This proves that, as a functional, v( f ) ≡ f (0) makes sense for functions in certain domains of H.
As a result, at least two possibilities are valid to construct these domains. The first one is obtained by integrating H f in Σ and then taking the limit ǫ ↓ 0. In agreement with (II.2b) and the discussion above, this gives the operator A general solution to B f z = z f z for z ∈ ¼\ can be written in the form
III. Fermi pseudopotential
In the present section we consider the operator 
, and then take the limit ǫ ↓ 0,
In [Coutinho et al., 2004] , the authors have defined the modified δ ′ -interaction to which we refer as the δ 
diverges for discontinuous functions, as ǫ ↓ 0, because of the last term. On the other hand (see also [Coutinho et al., 2004 , Eq. (24)]), the integral
is convergent. Below we show that the divergent term can be canceled in the following manner: 
Let 0 < β < α < ǫ and α + β < ǫ for ǫ > 0 arbitrarily small. By (III.6),
In the limit α ↓ 0, this gives (III.5). By (III.4) and (III.6),
In the limit α ↓ 0, we again derive (III.5). The proof is accomplished.
Ú
We apply Proposition III.1 to functions in D( A 0 ). Then the substitution of the left-hand side of (III.5) in (III.3) along with
relevant to Proposition III.1. By virtue of (III.7) we have found that suitably rotated in spin space (recall the unitary operator I⊗e −iθσ 3 , with θ ≡ 3π/4 mod π, discussed in Sec. I), the operator A 0 /η, with A 0 as in (III.1) and the spin-orbit coupling η > 0, describes the Diraclike (or Weyl-Dirac) particle of spin one-half and mass Ω/(2η) moving in the Fermi pseudopotential V F /η.
We close the present section with the spectral properties of A 0 (B 0 ).
Theorem III.2. (i)
The resolvent of A 0 is given by
, with the integral kernel (Green's function) (ii) (ii) The discrete spectrum is easily recovered by setting the denominator of the resolvent of A 0 equal to zero. As for the eigenfunctions, we begin with (III.2) by letting z ≡ ε ∈ σ disc ( A 0 ) and ω ε ≡ ω. We rewrite (III.2) in the following form
x). Recalling that the integrals
(|ε| < Ω/2; Ω, η > 0; ω > 0), where f z≡ε ≡ f , and f j,ε ≡ f j for j = 1, 2. By (III.10), with f (0) as in (II.2a),
But f ∈ D( A 0 ), (III.1), and so it must hold
(|ε| < Ω/2; Ω, η > 0; ω > 0), with c j = 2 f j (0) for j = 1, 2. After some elementary simplifications, equations (III.10) and (III.11) lead to (ii).
(iii) Let f ∈ ker(ε⊗I − B 0 ) for some ε ∈ . Combining the Fourier transform of (III.7) with (III.8) we get that (IV.1) for some λ(ε) ∈ σ so ( A) ⊂ σ disc ( A). We say that the set σ so ( A) contains spin-orbit coupling induced states λ(ε). This is because σ so ( A) is nonempty only for nonzero spin-orbit coupling η > 0, in agreement with Theorem III.2.
Here, our main goal is to establish σ so ( A). For that reason we prove that:
Lemma IV.2. Let A and B be as in (II.5) and (II.6). Then: (i) The resolvent of A is given by
, with the integral kernel (Green's function)
x, x ′ ∈ ; z ∈ ¼\σ( A); Ω, η ≥ 0; γ ∈ ; Im p j > 0; j = 1, 2), where
( 0 ) 2 , and the integral kernel of A 0 is given by (ii) The essential spectrum of A as well as the spectrum of A 0 is found from (IV.2) by solving ∆ z ( p) = 0 ( p ∈ ) with respect to z ≡ λ( p), whereas for B, one needs to solve the same equation due to (II.8). The solutions read
Proof. (i) The proof is pretty much similar to that of (II.8) and Theorem III.2-(i). The integral kernel (
The lower bound of λ ± ( p) is found by differentiating λ − ( p) with respect to p ∈ . One finds three critical points: p 1 = 0, p 2 = − η 4 − Ω 2 /(2η) and p 3 = η 4 − Ω 2 /(2η). 
(ω as in Theorem III.2), where the upper sign corresponds to x > 0, and the lower one to x < 0. It appears from above that for either f 2 (0) = 0 or f 1 (0) = 0, the following holds,
The solution λ(ε) satisfying the above system of equations is given by λ(ε) = ε − ω 2 or explicitly, ε − (Ω 2 − 4ε 2 )/(4η 2 ). In order to accomplish the proof of (i), it remains to establish valid eigenvalues ε from σ disc ( A 0 ) thus generating proper eigenvalues λ(ε) from σ so ( A).
By a straightforward inspection, λ 0 ≤ λ(ε) < Ω/2 for all Ω, η > 0, where λ 0 is as in Lemma IV.2-(ii). The lower bound is obtained at ε = −η 2 /2 (the solution to dλ(ε)/dε = 0). On the other hand, λ 0 ≤ −Ω/2 and λ(ε) = −Ω/2 at ε = Ω/2 − η 2 (ε = −Ω/2 is improper due to Theorem III.2-(ii)). Therefore, the points ε = −η 2 /2
and Ω/2 − η 2 , which hold whenever Ω > η 2 > 0, must be excluded as the resonant states, by Theorem III.2-(i) (inspect solutions to ω z = 0 with respect to z given by ±Ω/2) and by Lemma IV.2-(i) (inspect solutions to p 2 1 = p 2 2 with respect to z given by λ 0 , and solutions to p j = 0, j = 1, 2, given by ±Ω/2). Item (i) holds.
(ii)-(v) The reason for extracting σ so ( A) into subsets is in different behavior of the involved eigenvalues: sup σ < ( A) = inf σ ess ( A) and inf σ > ( A) = inf σ ess ( A). This is easy to verify by considering λ(ε) and J(η, Ω): For 0 < Ω ≤ η 2 , one finds that λ(ε) > J(η, Ω), which is σ 2 ( A). For Ω > η 2 > 0, λ(ε) < J(η, Ω) for −Ω/2 < ε < Ω/2 − η 2 , thus yielding σ < ( A), and λ(ε) > J(η, Ω) for Ω/2 − η 2 < ε < Ω/2, thus yielding σ 1 ( A). The values λ(ε) = J(η, Ω) are excluded due to the previous discussion (these are resonant states).
(vi) Since J(η, Ω) = λ 0 for 0 < Ω ≤ η 2 , we have that σ so ( A) = σ 2 ( A) in this regime. But inf σ 2 ( A) = inf σ ess ( A), and hence (vi) holds.
(vii) For Ω > η 2 > 0, J(η, Ω) = −Ω/2. In the present regime we have that σ so ( A) = σ 1 ( A) with inf σ 1 ( A) = −Ω/2. This gives (vii).
(viii) Following Lemma IV.1-(2), we need to show that (weak) solutions in ker(λ(ε)⊗I − B) yield eigenvalues λ(ε) ∈ σ so (B) = σ so ( A). By Theorem III.2-(iii),
where we have explored the integral
-(i) and Lemma IV.2-(i)). But
and hence the combination of (IV.5) yields ((Ω/2)⊗σ 3 + (γω/2 − λ(ε))⊗I) f (0) = 0. (IV.6) Equation (IV.6) has solutions with respect to λ(ε) ∈ only if either f 2 (0) = 0 or f 1 (0) = 0 (recall Theorem III.2). Then it holds λ(ε) = (γω ± Ω)/2, where the upper sign is for f 2 (0) = 0, and the lower one for f 1 (0) = 0. Recalling that ω = (Ω/2) 2 − ε 2 /η, we recover σ so ( A). This accomplishes the proof of the theorem.
Ú
The points in σ so ( A) ⊂ σ disc ( A) are illustrated in Fig. 3. 
V. Discrete spectrum
As yet, we have established the part of σ disc ( A) which is associated with discontinuous eigenfunctions at x = 0. These states originate from the property that A commutes with A 0 , where A 0 /η (η > 0) is unitarily equivalent to the one-dimensional Dirac operator for the particle in Fermi pseudopotential. In this section, our main goal is to determine the remaining part of σ disc ( A), namely, σ disc ( A)\σ so ( A), thus recovering all discrete states of the spin-orbit Hamiltonian, and to show that the associated eigenfunctions are continuous in the whole .
Theorem V.1. Let A and B be as in (II.5) and (II.6), respectively. Then: (1) 
for any C ∈ ¼\{0}, η > 0; (c) For η = 0, we have that the discrete spectrum is given by the union In order to accomplish the proof of (1), it therefore remains to establish ker(λ⊗I − A) (λ ∈ σ disc ( A)\σ so ( A)) thus proving that items (3a)-(3b) yield σ disc ( A) = σ disc (B), which in turn is found by computing the poles of R z ( A) in Lemma IV.2-(i).
We The number of distributions in Tab. 1 must be reduced with the help of (V.6). By (V.6), one can expressc j in terms of c j ( j = 1, . . . , 4). Namely, 
