This paper presents an analysis of three common hydrological regionalization methods (multiple linear regression, spatial proximity and physical similarity) in a virtual-world setting, using a 15 km resolution regional climate model to eliminate uncertainty due to measurement errors and missing data. It was found that in many cases the best donor is neither the most similar nor the closest watershed to the ungauged site, indicating a need for better hydrologically relevant catchment descriptors. Results show that using the closest donors yields satisfactory results only if they share similar characteristics with the ungauged basin, confirming that the proximity method is a good proxy only if there is reason to believe that the basins are physically similar. It was also shown that the ability to predict whether a method will succeed or fail is limited by the quality of catchment descriptors and the inherent probabilistic nature of the problem. A method to determine whether a regionalization method will fail or succeed based on the ungauged catchment's characteristics failed to recognize a successful candidate 20% of the time, whereas it incorrectly classified a poor candidate in 30% of cases. The results indicate that there are unknown properties or processes that contribute to the hydrological behaviour of ungauged basins.
Introduction

Streamflow prediction in ungauged basins
Continuous streamflow prediction in ungauged basins (PUB) has been at the forefront of the hydrological sciences for decades, but has seen revived interest since Sivapalan et al. (2003) urged hydrologists to concentrate their efforts on the problem for the next 10 years. The community has seen nonnegligible improvements during that time, but even today an important gap exists in our ability to predict flows in ungauged locations (Wagener and Wheater 2006 , Bao et al. 2012 , Hrachowitz et al. 2013 .
Various approaches have been tested, ranging from simply transposing the flows from an adjacent catchment and factoring for catchment size (McCuen and Levy 2000) to Monte Carlo simulations with index-based constraints (Yadav et al. 2007 ). Each has their strengths and weaknesses, but the most promising and widely used methods remain the hydrological model parameter regionalization approaches (Razavi and Coulibaly 2013) . These methods make use of multiple donor sites to extract as much information as possible to increase the predictive skill of hydrological models on the ungauged basins. This paper focuses only on model-based regionalization, although the underlying principle could be applied to other types of streamflow prediction methods.
One of the problems that is commonly expressed in trying to understand the limiting factors and the underlying mechanics of the regionalization methods (and why they sometimes either work well or fail miserably) is the quality of the climate and hydrometric data (Blöschl et al. 2013 , Sellami et al. 2014 as well as the difficulty in obtaining consistent and representative catchment descriptors (Oudin et al. 2010) . The uncertainty in the measurements is inherently reflected in the regionalization methods' performance. The meteorological observations are sparse, biased and are often riddled with missing data. The same is true for measured hydrometric time series. Furthermore, the meteorological data must often be homogenized at the catchment scale and lumped for modelling applications, which adds another layer of uncertainty. Descriptors such as land cover use can change over time, whereas soil and bedrock properties are usually unknown or rough approximations in sparsely populated areas. The overall uncertainty of the entire system makes it difficult to parse into its individual elements. If a regionalization method returns poor results, is it because of the selected catchment descriptors, the quality of the climate dataset, or something else altogether?
In this paper, we attempt to fix as many sources of uncertainty as possible to better understand how the regionalization methods differultimately to be able to predict which method should be used when specific conditions are met. A second related objective is to analyse the importance of catchment descriptor selection and quality during regionalization applications. However, doing so requires a level of measurement detail and accuracy that cannot be found in any region larger than an experimental catchment. In this paper, we propose transposing a large set of basins into a virtual setting, which would allow control of many sources of uncertainty in the entire regionalization process.
Description of the virtual environment
The virtual-world setting is a numerical environment in which hydrological experiments can be performed with perfect knowledge of meteorological time series and physical basin characteristics. It is a combination of a regional climate model's (RCM) physical characteristics as well as its modelled outputs. The RCM used in this study is the Canadian RCM (CRCM), which was run on a 15 km resolution grid allowing catchment-scale dynamics to be modelled (Caya and Laprise 1999) . The physical processes and variables such as precipitation, temperature, radiation, wind, runoff depth and snowwater equivalent are all computed and archived at each grid point and for each time step. Since the processes rely on the CRCM characteristics (elevation, soil types and depths, land use, etc.) and preserve mass and energy balance, the CRCM offers a dense, coherent and complete database for a plethora of hydrologically relevant variables (Music and Caya 2007, 2009; Music et al. 2009 ). The land and soil interactions are modelled with the Canadian Land Surface Scheme (CLASS), which is a physically-based model that simulates infiltration, evapotranspiration, snow dynamics, frost and runoff based on spatially distributed properties of the catchment. CLASS uses the CRCM's radiation and energy budget at each time step to maintain energy and mass balance during the entire simulation (Verseghy et al. 1993 ). Furthermore, these variables are coherent between themselves (e.g. precipitation, snowmelt and runoff) and with the CRCM characteristics (e.g. runoff, infiltration and soil type). Therefore, the virtual-world setting offers a fertile ground for experimentation in a numerical environment free of the data quality and quantity constraints of the real world.
The use of a reanalysis-driven RCM allows keeping a reasonable correlation between observations and model outputs (Maraun 2012) . For example, Lucas-Picher et al. (2015) showed that they could reproduce the Richelieu River flooding of 2011 using two RCMs driven by the ERA-Interim reanalysis at the domain boundary. The RCMs were coupled with the HSAMI hydrological model, the same model used in this paper. Furthermore, they showed that there was a high correlation between observed and CRCM precipitation, 2 m air temperature and snow-water equivalent monthly anomalies and multiyear means. Lucas-Picher et al. (2015) concluded that RCM simulations can be useful for reconstructing high-resolution climate information and gaining insight on new variables that would otherwise be unknown. Minville et al. (2014) used the CRCM to improve the HSAMI model calibration techniques using the simulated evapotranspiration from the CRCM, and conditioning the HSAMI evapotranspiration to the CRCM simulations. They were able to improve robustness and quality of the model parameter set in the validation mode. Arsenault and Brissette (2014a) used the CRCM to detect climatic patterns on a catchment in Quebec in order to optimize the number and location of weather stations to improve hydrological modelling. Using the HSAMI model once again, they found that there existed a limit on how many stations should be used to maximize hydrological performance. Beauchamp et al. (2013) proposed a new method to estimate maximum probable precipitation over a given region using the CRCM's outputs with promising results.
In this study, we use the CRCM's outputs as if they were climatic and hydrometric observations. The catchment descriptors are those of the virtual catchments, which were used to build the CRCM. The CRCM simulates climate data, which are then filtered by the catchment properties (soil types, layers, depth of bedrock, vegetation, etc.) to produce the runoff. Therefore, the catchment descriptors are perfectly coherent with the climate data and runoff. By eliminating the possible biases and uncertainties between these three entities, it is hypothesized that it will be possible to gain knowledge on the properties of the different regionalization methods.
Data and methods
Meteorological data
The meteorological data used in the hydrological modelling aspect of this work were taken from the virtual-world setting. Figure 1 shows the spatial representation of the 264 basins used in this study and their mean annual precipitation values in the virtual world.
The basins were transposed in the virtual-world setting by taking the CRCM grid points that lay inside the real basins' boundaries. More precisely, basin-averaged daily maximum and minimum temperature, as well as daily precipitation (rain and snow), were introduced to the hydrological model for the study. There are no missing data in the entire simulation time span, which is 1961-2002.
Virtual-world setting hydrometric data
One of the problems this study encountered was the need for streamflow databases perfectly coherent with the climate data. This is required to isolate and analyse the behaviour of the regionalization methods in a perfect context, which would then enable us to better understand the observed deviations. As do other regional climate models, the CRCM generates runoff values and subsurface water budgets for each grid node (each virtual climate station location). These runoffs are limited to each tile and are simply removed from the model after each time step as there is no runoff routing inside the CRCM. The solution to this caveat was to use an empirical flow routing scheme based on surface and subsurface unit hydrographs to produce river flows at each of the basins' outlets. Readers are referred to Arsenault and Brissette (2014a) for the complete methodology of the runoff routing scheme as it is beyond the scope of this paper. It is important to note that this method produces routed flows that are coherent with the CRCM climate in terms of mass balance and approximate timing.
Catchment descriptors
The catchment descriptors used for regionalization were readily available from the CRCM database. Table 1 shows the catchment descriptors used in this study as well as a few statistics describing their properties. Note that these properties are perfectly known within the virtual-world setting and that the governing physics is directly linked to them (Caya and Laprise 1999) .
The slope has been omitted from this study because of the gridded nature of the basins in the CRCM environment. The slope would not reflect accurately on the hydrological processes due to the 15 km grid resolution. Also, many more catchment descriptors were available but were omitted due to them being perfectly correlated with other descriptors in Table 1 , as will be addressed in Section 4.3.
HSAMI hydrological model
The HSAMI model (Fortin 2000 , Poulin et al. 2011 ) has been used by Hydro-Québec for over two decades to forecast daily flows on many basins over the province of Québec, Canada. It is a lumped conceptual model based on surface and underground reservoirs. It simulates the main processes of the hydrological cycle, such as evapotranspiration, vertical and horizontal runoffs, snowmelt and frost. Runoff is generated by surface, unsaturated and saturated zone reservoirs through two unit hydrographs: one for surface and another for intermediate (soil water) reservoir unit hydrographs. The required inputs are spatially averaged maximum and minimum temperatures as well as liquid and solid precipitation depths. The model has up to 23 calibration parameters, all of which were used for this study. It is important to note the striking difference between the lumped and conceptual nature of the HSAMI model, which is reservoir-based, and the distributed, multi-layer, physicallybased CRCM CLASS model, which respects energy balance as well as mass balance during each time step. 
Model calibration
The HSAMI model was calibrated using the Covariance Matrix Adaptation Evolution Strategy algorithm Ostermeier 1996, 2001) as it has been shown that this algorithm outperformed other popular ones under the circumstances in this study (Arsenault et al. 2014 ). The Nash-Sutcliffe efficiency (NSE) (Nash and Sutcliffe 1970) was selected for the calibration metric as it is generally accepted as an efficient measure of continuous streamflow simulation performance, even if it places more importance on peak floods. As will be discussed later, the snowmelt-dominated hydrological regime favours the use of a quadratic objective function. Also, the NSE is easily comparable across studies as it is the most widespread. The model was calibrated 10 times in order to evaluate the effects of equifinality in the regionalization environment. The 10 parameter sets were then sampled randomly to estimate the sensitivity of the parameter set selection during regionalization following the work of Arsenault and Brissette (2014b) . The HSAMI calibration results are presented in Figure 2 . The 10 calibrated model parameter sets show relatively good performance, with 80% of the 264 catchments having a NSE value superior to 0.70. The tight spread also shows the extent of the equifinality (Beven 2006 ), in which the 10 different parameter sets allow for equivalent performance.
Regionalization methods
This study compares three regionalization methods: multiple linear regression (Vandewiele and Elias 1995) , spatial proximity (Parajka et al. 2005 ) and physical similarity (Kokkonen et al. 2003) . Readers are encouraged to read Hrachowitz et al. (2013) for details on each of the main model-based regionalization methods. Furthermore, two hybrid methods (the regression-augmented similarity and proximity methods) developed previously (see Arsenault and Brissette 2014b) were tested. For all of these methods, except for the multiple linear regression approach, it is possible to select more than one donor, usually in increasing order of distance from the ungauged basin. When multiple donor basins are selected, their parameter sets are transferred to the ungauged basin and the hydrological model is run with these parameters. In turn, the resulting hydrographs are averaged to produce a unique streamflow time series on the ungauged basin (Viney et al. 2009 ). With multiple donors, the weights of the donors can be considered equal using a simple mathematical average (SMA) or weighted according to the inverse of the distance (IDW). Another possible approach consists in averaging the parameter sets and modelling the end result. However, previous work has shown that averaging the parameter sets leads to poor performance, and thus this approach is neglected in this study (Arsenault and Brissette 2014b, Oudin et al. 2008 ).
Regionalization in the virtual setting
The entirety of the study was performed in the virtual-world setting. The first step was to calibrate the HSAMI model on the CRCM routed flows and virtual-world meteorological data. Then, each of the virtual-world basins was selected in turn to act as the ungauged basin. The pseudo-ungauged basin was removed from the contributing pool and the regionalization approaches were applied using 1 to 10 donors in this leave-one-out framework. One hundred realizations were conducted in each case in order to sample the parameter sets produced under equifinality. A control group was also generated by selecting donors at random in order to evaluate the gain made by the regionalization methods versus a random selection. The NSE metric was calculated on the ungauged basins to estimate the performance of the regionalization approaches.
The regionalization performance was compared to the calibration and validation scores for each catchment. This ensured that the virtual setting was comparable to the real world in terms of regionalization performance. Then, groups of high (and low) performing basins were analysed to identify key differences in order to try to understand the underlying mechanics using statistical tests. The main statistical test employed in this paper is the non-parametric Mann-Whitney (Wilcoxon 1945) test in which the null hypothesis is that the groups come from the same distribution. Finally, an attempt at predicting which regionalization approach should be used given specific conditions was performed using a linear discriminant analysis.
Results
Calibration, validation and regionalization skill
The available time series were split in half to allow for independent calibration and validation periods. The first half was used as the calibration period, whereas the remaining years were kept for validation and regionalization. Figure 3 shows the distribution of NSE values for calibration, validation and regionalization using the physical similarity method with a five-donor IDW scheme.
It can be seen that the validation skill is slightly lower than that for the calibration period, which is expected. However, the regionalization skill shows a median NSE value approximately 0.09 lower than in validation. This is similar to what is commonly found in real-world projects. For example, Oudin et al. (2008) found the same difference between validation and regionalization on 913 catchments in France using the GR4 J model. This lends credence to the hypothesis that the CRCM model can be a suitable alternative for this type of project.
Comparison of skill of regionalization methods
The main results of this study are summarized as NSE values at the ungauged sites obtained with the various regionalization approaches. The NSE metric was used since it is arguably the most widely known and used metric, which makes using it a requirement when comparing results to other studies (Blöschl et al. 2013 , Parajka et al. 2013 . Figure 4 shows the NSE values for the regionalization methods using the IDW approach. The regression method is not donor dependent and thus is constant in the four panels for comparative purposes. The NSE value reported here is the median value of the 100 samplings.
The results show that the similarity methods are slightly better than the proximity methods; however, the difference is not statistically significant as measured by a Kruskal-Wallis (Kruskal and Wallis 1952) test between each of the groups. Also, when multiple donors are used, the regionalization approaches tend to converge to a maximum limit that is slightly better than the multiple linear regression method, which is significant at the 95% confidence level. Hydrographs for one of the catchments, namely the Matapedia River basin, are presented in Figure 5 for the years 1985-1986.
In Figure 5 , the observed flow represents the actual, realworld flow for the catchment and the CRCM streamflow is the observed streamflow in the virtual setting version of the catchment. Notice that they should display similar traits but that the flow magnitude can be different due to the area difference. For example, a real-world 300 km 2 catchment could contain three CRCM grid points, which would translate to a 15 km × 15 km × 3 = 675 km 2 virtual catchment, more Figure 3 . Nash-Sutcliffe efficiency in calibration, validation and regionalization for the 264 catchments. Calibration was performed on the first half of the dataset, validation and regionalization were performed on the latter half. Physical similarity was used for regionalization. Outliers (more than 2.7 standard deviations from the mean) are represented by crosses. than doubling its size. The three lower panels in Figure 5 show the performance of the three main regionalization methods on this catchment. The snowmelt period is represented better by the spatial proximity method, perhaps due to the similarity in snowfall patterns and local climate, which helps in flood timing and intensity. The physical similarity method is also able to approximate the snowmelt period, but it seems to stand out in the summer-autumn seasons. The regression method underestimated the peaks but is able to adequately simulate the rest of the year.
Success rate
The box-and-whisker plots in Figure 3 are aggregates of large amounts of data and do not convey the entire picture. A second analysis was performed on the results, this time using a threshold method defined as the success rate (SR). The SR is the number of successful regionalization applications divided by the total number of trials. For example, 132 successful cases out of the 264 trials would lead to a 0.5 SR (132/264). A "successful regionalization application" is defined to be a case in which the regionalized NSE in validation is equal to or higher than 85% of the calibration NSE on the ungauged basin. This threshold was taken from previous work where it was found to be a good compromise (Arsenault and Brissette 2014b). A higher threshold (>0.9 for example) could leave little room for success, while a lower threshold (<0.8) can be too easy to attain.
The SR allows for a better understanding of the performance of the regionalization methods as the validation results are compared to a baseline (the calibration NSE) rather than being independently evaluated. Furthermore, it allows methods to be compared for consistency, as a higher success rate means more catchments are adequately modelled.
The success rate was computed for each of the regionalization runs. The 100 iterations performed to estimate the effects of parameter set selection thus lead to 100 SR values for each regionalization approach. Figure 6 shows the SR results for 1, 5 and 10 donors. Note that the multiple linear regression method is identical in all cases as it uses all available information, making the donor basin concept irrelevant. Also note that the y-axis is different in panel (a) than in panels (b) and (c) for display clarity.
It can be seen that the regression method, which does not rely on donor parameter sets but on linear regression models based on the donor basin characteristics, performs well compared to the other methods. When a single donor is used with the other methods ( Fig. 6(a) ), it outranks them completely. However, with more donors, the physical similarity and proximity methods are able to surpass the regression method. 
Inverse distance weighting (IDW) vs. simple mathematical average (SMA)
For the similarity methods, the IDW averaging outperformed the SMA method, especially when more than two donors were used. This is to be expected if the donor basins are progressively less able to predict the target flows accurately, as the IDW method reduces the bad basin weights the further they are from the target basin. This is also consistent with the literature (Arsenault and Brissette 2014b , Oudin et al. 2008 , Zelelew and Alfredsen 2014 . As for the proximity-based methods, the simple mean seems to perform better than the inverse weighting with more donors (Fig. 6(c) ). This suggests that the closest donors (centroid-to-centroid) are not necessarily the optimal donors for the ungauged basins, as using progressively more distant basins as donors improves the performance more when they have larger weights, as opposed to the progressively lower weights for the IDW method. The discrepancy between the performance of the proximity and similarity methods with SAM and IDW can explain the fact that the similarity methods are better than the proximity methods when fewer donors are used.
It is also noteworthy that the physical similarity method shows a slight performance drop between 5 and 10 donors. The IDW variants drop significantly less than the SAM variants, thus demonstrating another advantage of using IDW: the performance drop caused by more donors than the optimum is mitigated by the progressively lower weights. As for the spatial proximity methods, they gain skill with added donors, raising the suspicion that the extra donors are helping the performance rather than reducing it. However, it is clear that using multiple donors is required to extract the most information from the regionalization methods. Therefore, the first donor's performance is crucial for a regionalization method's performance. Figure 6 . Success rates for the similarity (S), proximity (P), regression-augmented similarity (SR) and proximity (PR), and regression (REG) methods. IDW represents the inverse distance weighting of donor outputs, others are simple arithmetic means. Panels (a), (b) and (c) are for 1, 5 and 10 donors, respectively.
Random donor selection
The performance of the regionalization methods was then compared to randomly selected donors as a baseline. Results are shown in Figure 7 .
Several interesting observations can be made from Figure 7 . First, the SR climbs with added donors, even though the donors are randomly selected. This tends to prove that model averaging is absolutely necessary to get the most out of the regionalization methods. Indeed, the performance increase is attributed to the added value of multiple donors which, when averaged, cancel out their respective errors and produce a better simulation (Reichl et al. 2009, Arsenault and Brissette 2015) . Second, the NSE values lag the regionalization methods' performance by approximately 0.10, which is significant. However, this is more of a testament to the robustness of the HSAMI model, which is known to perform better than other models in such situations (Arsenault and Brissette 2015) . Finally, these results confirm that the random selection generally performs worse than the regionalization methods, meaning that the latter are able to make use of the available information anticipated in the CRCM environment. The SR and NSE values are comparable to the results obtained in the real world (Arsenault and Brissette 2014b).
Comparison of successful and non-successful regionalization attempts
The next step was to compare the basins in which the regionalization methods performed well and those where they failed. To do so, the 50 catchments with the largest regionalization-to-calibration NSE ratio (NR) with their closest donor were grouped into the "good basin" group, whereas the 50 catchments with the lowest NR were grouped into the "bad basin" group. One set was generated for the similarity method and another for the proximity method. The number of basins per group (50) was selected to eliminate the 150 average performing basins to better distinguish differences between the groups, while keeping a large enough database to infer statistically significant findings. The first comparative analysis looked at the distance metrics between the good and the bad basin sets. Figure 8 shows the distance to the 10 closest donors in each case.
Two findings are immediately apparent in Figure 8 . The first is that the physical similarity method performs better when the donors are more similar. In cases where the most similar donor has a larger distance metric value, the probability of it being a bad basin for regionalization purposes increases.
Second, the distances are similar for both the good and the bad basins for the proximity method. This is unsurprising since the donor catchments are only determined by their geographical location. Therefore, any particular catchment descriptor that would allow a better donor to be selected is not used. This indicates that the catchment descriptors play an important role in regionalization. In fact, basins are more likely to perform well if the closest basin is the most similar, as shown in Figure 9 .
Here the similarity distance was measured between the good and the bad basins as classified by the proximity method. It is clear that the proximity method works better when the donor basins are more similar to the ungauged target, which points to physical similarity being the underlying cause for the proximity method's success. This is the founding hypothesis of the proximity method. Figure 9 then confirms that spatial proximity methods can be useful if there is enough evidence for the donor catchment being similar to the ungauged site.
Catchment descriptor analysis
One of the objectives of this paper is to identify the most impactful catchment descriptors in an attempt to predict which ungauged catchments could be successfully regionalized. To do so, the similarity distances to the first donor (most similar basin for the physical similarity method and closest basin for the spatial proximity method) were analysed by separating them into their individual descriptors. This allowed a comparison of the distances between each of the descriptors instead of the aggregated measure. Figure 10 presents the results for the good and the bad basins for the proximity and similarity methods. Note that even for the spatial proximity method, the physical catchment descriptors were analysed, as in Figure 9 . Figure 10 confirms the findings from Figures 8 and 9 , which are that the good basins are more similar to their donors than the bad basins are, since the individual descriptor distances are smaller in almost all cases. However, Figure 10 allows a deeper analysis in order to see which catchment descriptors are more . Normalized physical similarity distance between good basins and bad basins using the spatial proximity approach. Outliers (more than 2.7 standard deviations from the mean) are represented by crosses.
important. For a few catchment descriptors (2, 3, 4, 6, 14, 15, 16 and 17 in particular), the difference is statistically significant. Alas, there is one caveat, which is that there is no complete dissociation between the groups. In other words, the distributions for each of the catchment descriptors overlap each other in such a way that it is not possible to identify a threshold to predict whether a regionalization method will perform well based on any individual catchment descriptor.
Linear discriminant analysis
A final test was performed to attempt to categorize the groups using a linear discriminant analysis (LDA) (McLachlan 1992 ). An LDA identifies the (n − 1)-dimensional surface (or hyperplane) that separates two groups the most efficiently based on the catchment descriptors. However, in this project, the LDA failed to produce an acceptable 16-dimensional hyperplane. All possible combinations of catchment descriptors were used to identify a potentially optimal CD set that would allow efficient regionalization analysis. However, the results show that in the best outcome only 60% of cases could be accurately classified at the 95% confidence level. The groups were, nonetheless, separated by the best catchment descriptor hyperplane and the empirical probability of them being in the correct groups was measured. Figure 11 shows the empirical probability that the basins in each group are "good basins".
From Figure 11 , it is clear that the best separation of the two distributions is still far from perfect. A strong split would have the bad basin group entirely within the [0 0.5] range and the good basin group entirely within the [0.5 1] range. A perfect fit would have a probability of 0 for the 50 basins in the bad group and a probability of 1 for the 50 basins in the good group. In the case at hand, 20% of the good basins are more likely to be in the bad group after the LDA separation. The opposite is also true, with 30% of the bad basins more likely to be in the good group. These results are similar with the proximity method although the difference between the groups is much smaller. From these results, it seems clear that the best possible separation cannot identify a priori, with certainty, which ungauged basins will positively respond to a regionalization application.
Discussion
Virtual setting drawbacks
In spite of the advantages of working in the virtual setting, there are also limitations in using the CRCM environment for hydrological purposes. First, the routing can reduce the dayto-day variability due to short rainfall periods and low rainfall depth, as the parameterization of the routing algorithm naturally favours the peak flows. For regionalization purposes, this Figure 10 . Breakdown of the similarity distance measure components into their individual catchment descriptor distances. Panels (a) and (b), respectively, represent the bad and good basin sets for the proximity method, whereas panels (c) and (d) represent the bad and good basins for the similarity approach. Outliers (more than 2.7 standard deviations from the mean) are represented by crosses. Figure 11 . Empirical cumulative distribution of the probability that the basins are in the good basins group.
is acceptable since the NSE metric also focuses on peak floods. More importantly, regionalization in snowmelt-dominated catchments such as the ones in this study is useful to determine long-term hydrological regimes, not exact daily values. Therefore, the low hydrograph amplitude in short or small rainfall events is not necessarily critical as long as the mass balance is met over a medium duration window.
Second, the 15 km resolution limits the precision of some of the hydrological processes. For example, many short, highintensity convective storms occur mainly under the 15 km resolution. For distributed models, this could be problematic since the 15 km grid would assume the storm cell covered the entire area (225 square km). Similarly, urban watersheds are too small to be appropriately modelled in the CRCM's current resolution; however, the conclusions in this study seem to demonstrate that the virtual world is able to provide an adequate alternative for testing regionalization methods nonetheless.
Analysis of the regionalization methods performance
The first results, seen in Figure 4 , show the NSE for the regionalization approaches. At first glance, the methods seem to produce almost identical results, in which added donors contribute to improving the regionalization skill. A closer look reveals small differences between the proximity and similarity groups, with the similarity groups being slightly better than the proximity variants. However, the SR metric in Figure 6 shows that there are indeed larger differences hidden in the box-and-whisker plots. By categorizing the data in this manner, it is clear that the similarity method is more robust since it is able to maintain its performance on a larger number of catchments than the proximity method. From Figures 4 and 6 , it is also clear that the regressionaugmented variations of the similarity and proximity methods did not contribute to improving simulation performance. This is largely due to the fact that there were only a few occasions where the regression model produced sufficiently good coefficients of determination to warrant a model parameter value modification.
Indeed, the regression method found only poor correlations between the catchment descriptors and the hydrological model parameters. This was expected since the hydrological model is known to be over-parameterized and its parameters are interdependent, as has been reported for other models (Seibert 1999 , Merz and Blöschl 2004 , Lee et al. 2006 . The calibrated parameter sets can therefore take many values and still perform adequately due to equifinality. Furthermore, the relative homogeneity of the catchment descriptors in the virtual environment makes it difficult for the regression models to find strong correlations. This is why the regression method, while it outperformed the other methods using a single donor, was not investigated further. It would have been interesting to understand in which cases the regression method worked well if it had been one of the best methods; however, from Figure 6 it is clear that the similarity and proximity methods outperform it when multiple donors are used.
The implications on hydrographs for these snowmeltdominated catchments are important, as a parameter set that is heavily geared towards one type of snowmelt due to local conditions might not allow for good regionalization skill. Indeed, the catchment characteristics are more or less important when the soil is frozen and covered in ice. Perhaps catchment descriptors directly impacting the snowmelt process, such as vegetation type, basin orientation and ruggedness, should be investigated to improve this part of the hydrograph. As can be seen in Figure 5 , the other parts of the hydrographs present some differences but the heavilyweighted peak flows dominate the regionalization NSE.
Catchment descriptors
In this paper, the selection of climate descriptors (such as mean annual precipitation and aridity index) was based on the most common for comparative reasons (He et al. 2011 ). Furthermore, all available physical characteristics were selected. However, certain properties were perfectly correlated with one another. For example, rooting depth of coniferous trees was perfectly correlated with soil depth. This appears to be because CRCM soil and ground-cover databases were approximated and any unknowns were linked to other descriptors. The perfectly correlated variables were removed from the study to reduce the problem dimensionality. In the end, only 17 descriptors remained from the original list of 35. Oudin et al. (2010) found that similar catchments did not always share hydrological properties. They estimated that 60% of similar catchments behaved similarly from a hydrological standpoint. They attributed this discrepancy to two factors. First, the catchments might have specific behaviours and, second, the catchment descriptors do not accurately explain the hydrological response. They proposed finding more hydrologically relevant descriptors, such as soil and geology features. The method presented in this paper allows us to explore these new sets of variables as they are readily available and coherent with the climate and hydrometric time series. Furthermore, we show that geological properties such as soil types are indeed an important factor, but that their inclusion in the catchment descriptor list does not allow for strong predictive power. Wagener and Gupta (2005) explained that catchment classification as a function of similarity is fraught with uncertainties related to our inability to observe or represent hydrological variables, processes and physical characteristics. In this paper, processes are based on a RCM, which inevitably is a simplification of the real-world system. Nonetheless, inside this virtual setting, even with perfect knowledge of the catchment descriptors, it was impossible to determine which regionalization methods are to be preferred for the different catchments. It would appear that other factors, which are not taken into account in RCMs, are at play. More research into a more diverse set of catchment descriptors, which would allow for a better classification measure, is recommended. This is a testament to the difficulty of isolating factors to improve regionalization skill.
Interestingly, the latitude and longitude descriptors (12 and 13 in Fig. 10) are not determining factors for the similarity method, and the difference is minor for the proximity method. The latter is expected as physical distance was the main criterion to separate the groups. For the similarity method, however, the current literature tends to demonstrate that a combination of proximity and similarity is ideal (Zhang and Chiew 2009) . Perhaps their weight is diluted amongst the other 15 descriptors and thus they are not as meaningful. For example, in previous work (Arsenault and Brissette 2014b) only four descriptors were necessary to optimize the regionalization performance, with the latitude and longitude being part of the selection. Also, from Figure 10 it can be seen that the most critical descriptors are the mean annual precipitation, aridity index, actual evapotranspiration to precipitation ratio, elevation, soil porosity and fraction of different canopy types. Rooting depths are not as important in the differentiation between the good and the bad groups, probably because they are vaguely estimated from other descriptors and thus are not as strongly linked to the realworld values. Figure 8 shows that the geographically closest donors did not perform as well as the most similar donors. Figure 12 shows the distance (similarity distance for the similarity method, geographical distance for the proximity method) between the best donor and the closest donor for the 264 ungauged basins.
It seems evident from Figure 12 that some closest donors are also the best donors, which is what the regionalization methods are built to achieve. However, in many cases the best donor is neither the closest nor the most similar, thus indicating a weakness in the donor selection method. This is what the LDA analysis attempted to resolve, with inconclusive results.
Predicting probability of success
In this study, 17 catchment descriptors were analysed and compared for the good and the bad basin groups in Figure 10 . The figure shows quite clearly that some descriptors are significantly less distant for the good groups than for the bad groups. Although the differences are almost all statistically significant according to Mann-Whitney tests, there is no foolproof method to predict whether a basin will be in the good group or the bad group. As was shown in the LDA analysis and Figure 11 , it is possible to estimate whether the regionalization will be fruitful on an ungauged basin based on its catchment descriptors and those of its donor basin. However, there remains a fair chance of failure due to the probabilistic nature of the problem and the incomplete separation of the good and the bad basin groups. Even when the best catchment descriptors are selected for this means, the distributions of good and bad basins overlap, as in the Oudin et al. (2010) study.
In a real-world application, the uncertainty regarding the catchment descriptors would likely add to the noise and make the separation of good and bad basins more difficult still. The main takeaway from this aspect of the analysis is that even in the near-perfect conditions of the virtual world, there remains much doubt in the ability to predict whether a regionalization attempt will be successful. The application of regionalization methods, therefore, must be made while knowing that there is a small yet persistent risk that the generated streamflow will be way off target. It is possible to mitigate this risk, however, by using multiple donors. Doing so was shown to improve the simulation skill by averaging the modelled outflows, as was previously reported by McIntyre et al. (2005) , among others.
A final important note must be made regarding an alternative form of regionalization in which multiple catchments are calibrated simultaneously with the intention of having a unique parameter set for a given region (Parajka et al. 2007 , Ricard et al. 2013 ). An ungauged basin in the region of interest is then modelled with the area's parameter set. Our work has shown that the proximity measure fails to consider some important aspects regarding catchment similarity. The lower performance of the proximity method suggests that the similarity measure should be used when producing parameter sets for common regions if the information is available. Figure 12 . Comparison between the best-donor normalized distances and the closest or most similar-donor normalized distances.
Conclusions
The aim of this work was to analyse the main hydrological model parameter regionalization approaches and their limitations. The CRCM virtual environment was used to control the catchment descriptors, climate and runoff time series. The virtual world made it possible to explore the regionalization methods' limitations in a reduced uncertainty environment. The first main result was that the performances of the regionalization methods were very similar to their real-world counterparts, lending credibility to the numerical environment approach.
Second, it was found that the similarity methods outperformed the proximity methods and should be preferred if the available data permit them. It was demonstrated that the proximity methods work well mainly if the closest donor is also very similar. In both cases, the use of multiple donors was shown to improve performance significantly, with the inverse distance weighting being the best approach for the similarity method and the simple arithmetic mean approach best for the proximity method. However, counter-intuitively, it was shown that in many cases the best donor was not the closest or the most similar, but a distant, dissimilar basin. This suggests that there are descriptors other than those available in the CRCM that could potentially improve overall performance, although this hypothesis remains to be validated. Finally, it was shown that the similarity distance between certain catchment descriptors can help predict whether a regionalization method will succeed or fail, although it is not currently possible to do so with complete certainty. Unknown or complex combinations of descriptors might perhaps be found that could improve our ability to predict streamflow at ungauged sites. Future work should assess whether regional climate models could improve existing knowledge once their resolutions improve and their databases are refined. It could also be interesting to identify catchment descriptors that would allow for a better estimation of snowmelt processes for Nordic catchments such as those in this study.
