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HOCHSCHILD COHOMOLOGY OF U(sl2)
MATTHEW TOWERS
Abstract. Let k be an algebraically closed field of characteristic p > 2. We
determine the Hochschild cohomology of U(sl2(k)) and the invariants of sl2(k)
and SL2(k) in the adjoint action on the divided power algebra D(sl2(k)).
1. Introduction
Let g be the Lie algebra of a semisimple algebraic group G over a field of charac-
teristic p > 0. There are several associative algebras associated to g: the universal
enveloping algebra U(g) and its commutative analogue the symmetric algebra S(g),
the hyperalgebra Dist(G) [Jan03, I.7] and its commutative analogue the algebra of
divided powers D(g), and the restricted enveloping algebra u(g) which is a quotient
of U(g) and a subalgebra of Dist(G). Many homological questions about these al-
gebras are still unanswered: for example, while the G-invariants, and g-invariants
of U(g) and S(g) are known [Vel72], the higher Hochschild cohomology groups are
not. Even the centres of the restricted enveloping algebra and the hyperalgebra are
not known in general.
First Hochschild cohomology of U(g), which equals the space of outer derivations
of U(g), is of particular interest. The work of Riche [Ric10] shows that the restricted
enveloping algebras are Koszul, which implies that there is a Z≥0 grading on these
algebras. This leads to a derivation multiplying the degree i component by i: does
this extend to a derivation of Dist(G), or lift to a derivation of U(g)?
The aim of this paper is to compute the Hochschild cohomology in the simplest
case, when g = sl2(k). In Section 5 we give a description of the Hochschild cohomol-
ogy groups, including the dimensions of their graded pieces and their structure as
a module over the zeroth Hochschild cohomology. In section 6 we study invariants
on the divided power algebra D(sl2(k)), which turns out to be related to the top
Hochschild cohomology group. We compute the dimensions of the graded pieces
of the g-invariants and show that the G-invariants have the same Hilbert series as
S(g)G.
From now on we let k be a field, g = sl2(k) and U = U(g) be its universal en-
veloping algebra. The following method of describing the Hochschild (co)homology
groups of U is well-known, e.g. [Kas88, Proposition 5], [CE56, XIII]. The universal
enveloping algebra U is a Hopf algebra with antipode λ(x) = −x and comultiplica-
tion ∆(x) = x⊗1+1⊗x for x ∈ g. Let Ue = U⊗kU
op be the enveloping algebra of
U , so there is an algebra homomorphism (1⊗λ)◦∆ : U → Ue making Ue into a free
U -module (on the generators b⊗1 for b in a PBW basis of U). The induced module
k↑U
e
U is isomorphic to U and the restricted module U |
Ue
U is the adjoint module U
ad,
so the Eckmann-Shapiro Lemma gives
(1) HH∗(U) = Ext∗Ue(U,U)
∼= Ext∗Ue(k↑
Ue
U , U)
∼= Ext∗U (k, U
ad).
If k has characteristic zero, the structure of HH∗(U) follows immediately: in that
case the Whitehead lemma [Wei94, 7.8.9] says that Ext∗U (k, L) = 0 whenever L is
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a nontrivial simple U -module, so
HH∗(U) ∼= Ext∗U (k, k)⊗k Z(U) = Ext
∗
U (k, k)⊗k k[c˜]
where c˜ is the Casimir element of U and Ext∗U (k, k) is an exterior algebra with one
generator of degree 3 arising from the Killing form.
To calculate the Hochschild cohomology in the case when the characteristic of k
is greater than two we will use the isomorphisms
HH∗(U) ∼= Ext∗U (k, U
ad) ∼= Ext∗U (k, S)
where S is the symmetric algebra on g, the first isomorphism is from (1) and the
second is from the isomorphism of U -modules Uad ∼= S of [FP87].
1.1. Notation. Let k be a field of characteristic p > 2 and
e =
(
0 1
0 0
)
, h =
(
1 0
0 −1
)
, f =
(
0 0
1 0
)
be the usual basis of g = sl2(k). Let S
n be the nth symmetric power of the adjoint
g-module g and S =
⊕
n≥0 S
n the symmetric algebra on the adjoint g-module. Let
c = h2 + 4ef ∈ Sg, let Z be the subalgebra of S generated by c, ep, hp, fp so that
Z = Sg and let Z0 be the subalgebra of Z generated by e
p, fp and hp.
Let L(r) be the simple g-module with dimension r+1. The natural module L(1)
has a basis x, y with h · x = x, h · y = −y, and its nth symmetric power is the
dual Weyl module ∇(n). We define ∇ =
⊕
n≥0∇(2n), a subalgebra of k[x, y]. The
modules Sn and ∇(n) all admit weight gradings : Z-gradings such that e, h, f have
degrees 2, 0,−2 and x, y have degrees 1,−1 respectively, and such that h acts by
multiplication by λ on the homogeneous component of degree λ.
Let G = SL2(k) and G1 be its first Frobenius kernel; the modules S
n, L(r) and
∇(n) are also G and G1-modules. If M is a G-module we write M
F for its first
Frobenius twist.
1.2. The standard resolution. There is a resolution of the trivial U -module
0→ U ⊗k ∧
3g
δ3→ U ⊗k ∧
2g
δ2→ U ⊗k g
δ1→ U → k → 0
in which the differentials are given by
δn(1⊗ x1 ∧ · · · ∧ xn) =
∑
i
(−1)i+1xi ⊗ x1 ∧ · · · ∧ x̂i ∧ · · · ∧ xn
+
∑
i<j
(−1)i+j ⊗ [xi, xj ] ∧ x1 ∧ · · · ∧ x̂i ∧ · · · ∧ x̂j ∧ · · · ∧ xn
for n ≥ 1 and δ1(1⊗ x) = x for x, xi ∈ g. Any cocycles in this paper are defined on
this resolution.
Module homomorphisms from the degree i term of this resolution to a g-module
M correspond to linear maps ∧ig→M . Under this correspondence, 1-cocycles are
linear maps α : g→M such that
(2)
e · α(f)− f · α(e) = α(h)
(h− 2) · α(e) = e · α(h)
(h+ 2) · α(f) = f · α(h)
and 1-coboundaries are maps g→M of the form
(3) δm(r) = r ·m
for m ∈M . 2-cocycles are maps α : ∧2g→M such that
(4) e · α(h ∧ f) + f · α(e ∧ h) = h · α(e ∧ f),
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and 2-coboundaries are spanned by maps of the form rm, sm, tm for m ∈M , where
(5)
rm(e ∧ h) = (2 − h) ·m rm(e ∧ f) = −f ·m rm(h ∧ f) = 0
sm(e ∧ h) = 0 sm(e ∧ f) = e ·m sm(h ∧ f) = (2 + h) ·m
tm(e ∧ h) = e ·m tm(e ∧ f) = −m tm(h ∧ f) = −f ·m.
When we identify homU (U ⊗ ∧
3g,M) with M , the space of boundaries becomes
g ·M and so Ext3U (k,M) can be identified with M/g ·M
∼= homU (M,k)
∗.
2. The long exact sequence
In this section we derive a long exact sequence that will allow us to compute the
Hochschild cohomology groups ExtmU (k, S).
The algebra map φ : S → ∇ determined by φ(e) = −x2/2, φ(h) = xy, φ(f) =
y2/2 is a homomorphism of G- (and hence g-) modules, and kerφ is the ideal
generated by c so we get for each n a short exact sequence of G-modules
(6) 0→ Sn−2
c
→ Sn
φ
→ ∇(2n)→ 0.
This gives rise to an action of Z0 on∇, hence on the spaces of cocycles and cobound-
aries for the standard resolution with values in ∇ and the cohomology groups
Ext∗U (k,∇). The generators e
p, hp and fp of Z0 act on ∇ via multiplication by
−x2p/2, xpyp, and y2p/2 respectively.
Applying homU (k,−) to (6) leads to the long exact sequence
(7)
· · · → ExtiU (k, S
n−2)
c
→ ExtiU (k, S
n)
φ
→ ExtiU (k,∇(2n))
ωi→ Exti+1U (k, S
n−2)→ · · ·
where ωi is the ith connecting homomorphism. Our strategy for computing Ext
∗
U (k, S)
is to determine the cohomology of the dual Weyl modules and its Z0-module struc-
ture, then to use this long exact sequence. In particular we will show that the
connecting homomorphisms are almost always zero.
3. Cohomology of dual Weyl modules
Let 2n = qp + r with 0 ≤ r < p. The dual of (1.5)(1) in [Erd95] is a non-split
exact sequence of G-modules
(8) 0→ ∇(r)⊗∇(q)F → ∇(2n)→ ∇(p− 2− r)⊗∇(q − 1)F → 0.
As g-modules, the outer terms of the short exact sequence are isomorphic to
L(r)⊕(q+1) and L(p − 2 − r)⊕q respectively. We will use the long exact sequence
obtained by applying homU (k,−) to (8) to compute Ext
∗
U (k,∇(2n)), so we need
the cohomology of the simple g-modules.
Proposition 3.1. Let 0 ≤ r < p. As G-modules
ExtmU (k, L(r))
∼=

k r = 0,m = 0, 3
∇(1)F r = p− 2,m = 1, 2
0 otherwise.
This is a straightforward computation using the standard resolution. We can
now find the U -cohomology of the dual Weyl modules. The cohomology groups
Ext1G1(k,∇(2n)) for the first Frobenius kernel, or equivalently, for g as a restricted
Lie algebra, were determined in [Erd95]. They are the subspaces of our groups
corresponding to restricted extensions.
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Theorem 3.2. Suppose qp+ r is even and 0 ≤ r < p. Then ExtmU (k,∇(qp+ r)) is
zero unless r = 0 or p− 2, and as G-modules
ExtmU (k,∇(qp))
∼=

∇(q)F m = 0
∇(q − 1)F ⊗∇(1)F m = 1, q ≥ 2
∇(q − 2)F m = 2, q ≥ 2
k m = 3, q = 0
0 otherwise.
ExtmU (k,∇(qp+ p− 2))
∼=

∇(q + 1)F m = 1
∇(q)F ⊗∇(1)F m = 2
∇(q − 1)F m = 3
0 otherwise.
Proof. The long exact sequence obtained by applying homU (k,−) to (8) is
· · · → ExtmU (k,∇(r)⊗∇(q)
F )→ ExtmU (k,∇(qp+r))→ Ext
m
U (k,∇(p−2−r)⊗∇(q−1)
F )
→ Extm+1U (k,∇(r) ⊗∇(q)
F )→ · · ·
This and Proposition 3.1 imply that the Ext groups vanish for r 6= 0, p− 2 and
the statement is correct for q = 0. The result for m = 0 follows from (8).
• Suppose r = 0,m = 1. The first Ext1 and Ext2 groups appearing in the
long exact sequence are zero by Proposition 3.1, so
Ext1U (k,∇(2n))
∼= Ext1U (k,∇(p− 2)⊗∇(q − 1)
F )
∼= Ext1U (k, L(p− 2))⊗∇(q − 1)
F
since U acts trivially on ∇(q − 1)F . By Proposition 3.1, Ext1U (k,∇(qp))
∼=
∇(1)F ⊗∇(q − 1)F .
• Suppose r = 0,m = 3. Recall from §1.2 that Ext3U (k,∇(qp))
∼= ∇(qp)/g ·
∇(qp). The action of g on ∇ is
h · xayb = (a− b)xayb
e · xa−1yb+1 = (b + 1)xayb
f · xa+1yb−1 = (a+ 1)xayb
so xayb is not in the image of the action of g if and only if a ≡ b ≡ −1
mod p or a = b = 0. The claim about Ext3U (k,∇(qp)) follows.
• Suppose r = 0,m = 2. For q > 0 we have Ext2U (k,∇(0) ⊗ ∇(q)
F ) = 0 by
Proposition 3.1 as ∇(0)⊗∇(q)F is trivial for U . Also
Ext2U (k,∇(p− 2)⊗∇(q − 1)
F ) ∼= Ext2U (k, L(p− 2))⊗∇(q − 1)
F
∼= ∇(1)F ⊗∇(q − 1)F ,
Ext3U (k,∇(0)⊗∇(q)
F ) ∼= Ext3U (k, k)⊗∇(q)
F ∼= ∇(q)F , and Ext3U (k,∇(qp)) =
0 by the previous case. Therefore the long exact sequence contains
0→ Ext2U (k,∇(qp))→ ∇(1)
F ⊗∇(q − 1)F → ∇(q)F → 0.
In [DV02, p.416, above (6)], De Visscher shows homG(∇(q − 1),∇(1) ⊗
∇(q)) ∼= k so that homG(∇(q − 1)⊗∇(1),∇(q)) ∼= k, and (6) itself shows
that there is a homomorphism∇(1)⊗∇(q−1)→ ∇(q) with kernel ∇(q−2).
Because the space of homomorphisms is one-dimensional we must have
Ext2U (k,∇(qp))
∼= ∇(q − 2)F .
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• Suppose r = p − 2,m = 1. Then homU (k,∇(qp + p − 2)) = 0 and the
subsequent part of the long exact sequence is
0→ ∇(q − 1)F → ∇(1)F ⊗∇(q)F → Ext1U (k,∇(qp+ p− 2))→ 0
and so by [DV02] again this ext group is isomorphic to ∇(q + 1)F .
• Suppose r = p− 2,m = 2. Part of the long exact sequence is
Ext1U (k,∇(0)⊗∇(q−1)
F )→ Ext2U (k,∇(p−2)⊗∇(q)
F )→ Ext2U (k,∇(qp+p−2))
→ Ext2U (k,∇(0)⊗∇(p− 2)
F )
The first and last terms are zero, as ∇(0) ⊗ ∇(q − 1)F is trivial as a U -
module. The second is isomorphic to Ext2U (k,∇(p− 2))⊗∇(q)
F as ∇(q)F
is trivial as a U -module, so to ∇(1)F ⊗∇(q)F by Proposition 3.1. It follows
that Ext2U (k,∇(qp+ p− 2))
∼= ∇(1)F ⊗∇(q)F .
• Suppose r = p− 2,m = 3. We have
Ext3U (k,∇(0)⊗∇(q − 1)
F ) ∼= Ext3U (k, k)⊗∇(q − 1)
F ∼= ∇(q − 1)F
Ext3U (k,∇(p− 2)⊗∇(q)
F ) ∼= Ext3U (k,∇(p− 2))⊗∇(q)
F = 0,
so the final two nonzero terms of the long exact sequence give Ext3U (k,∇(qp+
p− 2)) ∼= ∇(q − 1)F . 
3.1. Z0-action on Ext
1
U (k,∇).
Proposition 3.3. Ext1U (k,∇) is generated as a Z0-module by Ext
1
U (k,∇(2p− 2))
and Ext1U (k,∇(2p)).
Proof. Since Ext1U (k,∇(2n)) is only nonzero for n ≡ 0 or p−1 mod p, this amounts
to saying that for every odd q we have Ext1U (k,∇(qp+p−2)) ⊆ Z0 Ext
1
U (k,∇(p−2))
and for every even q we have Ext1U (k,∇(qp)) ⊆ Z0Ext
1
U (k,∇(2p)). To show this
we find cocycles for the standard resolution whose classes form bases of these ext
groups and which are equal to powers of x2p, y2p, and xpyp times cocycles with
values in ∇(2p − 2) and ∇(2p). This is enough since the action of the generators
of Z0 on these spaces of cocycles is via multiplication by x
2p/2, y2p/2, and xpyp.
We record linear maps α on g as triples (α(e), α(h), α(f)). A weight homogeneous
linear map α : g→ ∇(2n) has the form
(λex
i+1y2n−i−1, λhx
iy2n−i, λfx
i−1y2n−i+1)
for some λe, λh, λf ∈ k. The cocycle condition (2) translates to
(n+ 1)(λf − λe) = λh
nλh = 0
and the coboundary δxiy2n−i is ((2n− i)x
i+1y2n−i−1, 2(i− n)xiy2n−i, ixi−1y2n−i).
Firstly let 2n = qp+ p− 2, so Ext1U (k,∇(2n))
∼= ∇(q + 1)F . The maps
de = (y
2p−2, 0, 0), d = (xpyp−2, 0,−xp−2yp), df = (0, 0, x
2p−2)
are cocycles for Ext1U (k,∇(2p− 2)).
For q > 1 odd the q + 2 cocycles
y(q−1)pde, x
2spy(q−2s−1)pd, x2spy(q−2s−1)pdf
for 0 ≤ s ≤ (q − 1)/2 are not boundaries (as any boundary has λe = λf ), and
represent linearly independent elements of Ext1U (k,∇(qp+p−2)) since their weight
degrees are distinct. They therefore form a basis of Ext1U (k,∇(qp+ p− 2)) and are
visibly in the image of the Z0 action.
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Now let r = 0, so that Ext1U (k,∇(2n))
∼= ∇(q − 1)F ⊗∇(1)F has dimension 2q.
Consider the cocycles
E˜ = (0, x2p, x2p−1y), H˜ = (xp+1yp−1, 0, xp−1yp+1),
F˜ = (xy2p−1,−y2p, 0), C˜ = (xp+1yp−1,−2xpyp,−xp−1yp+1)
with values in ∇(2p). For q > 2 even the 2q cocycles
x2spy(q−2s−2)pE, x2spy(q−2s−2)pH, x2spy(q−2s−2)pF, x2spy(q−2s−2)pC
for 0 ≤ s < q/2 have weight degrees (4(s+1)−q)p, (4s+2−q)p, (4s−q)p, and (4s+
2− q)p respectively. They are not boundaries, as there are no nonzero boundaries
with weight degree divisible by p with values in ∇(qp). They are linearly indepen-
dent as the only pairs amongst them with equal weight degree are x2spy(q−2s−2)pE
and x2(s+1)py(q−2s−4)pF , and x2spy(q−2s−2)pH and x2spy(q−2s−2)pC, but multiples
of E kill e while multiples of F do not, and multiples of H kill h while multiples of
C do not. Therefore their cohomology classes span Ext1U (k,∇(qp)) and are clearly
in the image of the Z0-action on Ext
1
U (k,∇(2p)). 
3.2. Z0-action on Ext
2
U (k,∇).
Proposition 3.4. Ext2U (k,∇) is generated as a Z0-module by Ext
2
U (k,∇(2p− 2))
and Ext2U (k,∇(2p)).
Proof. We use the same method as the proof of Proposition 3.3, and we record
maps α : ∧2g→ ∇(2n) as triples
(α(e ∧ h), α(e ∧ f), α(h ∧ f)).
If such a map is weight homogeneous, it has the form
(λexi+1y2n−i−1, λhxiy2n−i, λfx
i−1y2n−i+1),
and from (4) such a map is a cocycle if and only if
(i+ 1)λe + (2n− i + 1)λf = 2(i− n)λh.
Consider the cocycle d = (xp+1yp−1, 0, xp−1yp+1). For q even, this gives rise to
q − 1 cocycles with values in ∇(qp)
x2spy(q−2s−2)pd 0 ≤ s < q2
xpyp · x2spy(q−2s−4)pd 0 ≤ s < q−22 ,
which are in the image of the Z0 action. These cannot be coboundaries, as all of
the boundaries (5) with appropriate weight degree vanish on e∧h and h∧ f . Their
cohomology classes are linearly independent since their weight degrees are distinct,
so they span Ext2U (k,∇(qp))
∼= ∇(q − 2)F .
Now consider the cocycles
R˜e = (y
2p−2, 0, 0), R˜f = (0, 0, x
2p−2),
A = (xpyp−2, 0, 0), B = (0, 0, xp−2yp)
which, when multiplied by x2spy(q−2s−1)p for 0 ≤ s ≤ (q − 1)/2 give rise to
2q + 2 cocycles with values in ∇(qp + p − 2). Coboundaries with the appropriate
weight degrees again vanish on e ∧ h and h ∧ f , and the only pairs with the same
weight degrees are x2spy(q−2s−1)pA and x2spy(q−2s−1)pB, and x2spy(q−2s−1)pR˜e
and x2(s−1)py(q−2s+1)pR˜f which are linearly independent since in each case one
vanishes on e ∧ h and the other does not. It follows that the classes of these
cocycles, which are in the image of the Z0 action on Ext
2
U (k,∇(2p − 2)), span
Ext2U (k,∇(qp+ p− 2))
∼= ∇(q)F ⊗∇(1)F . 
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4. Connecting homomorphisms
Proposition 4.1. In the long exact sequence (7), ω0 = ω1 = 0.
Proof. ∇g is spanned by monomials of the form xapybp, and these have preimages
in Sg of the form erphspytp. Therefore φ : Sg → ∇g is onto and ω0 = 0.
To show ω1 = 0, we prove φ : Ext
1
U (k, S) → Ext
1
U (k,∇) is onto. Because φ is
compatible with the Z0-action it is enough to find preimages for the Z0-generating
set for Ext1U (k,∇) provided by Proposition 3.3. Consider the following cocycles
g→ S:
(9) δe = (f
p−1, 0, 0) δf = (0, 0, e
p−1)
δ =
(
hp − hc(p−1)/2
4f
, c(p−1)/2,
hp − hc(p−1)/2
4e
)
E = (0, 2ep,−hep−1) H = (−2ehp−1, 0, 2fhp−1) F = (hfp−1,−2fp, 0)
C =
(
c(p+1)/2 − hp+1
4f
, hp,
c(p+1)/2 − hp+1
4e
)
.
In the notation used in the proof of Proposition 3.3, φ(δe) = de, φ(δ) = d, φ(δf ) =
df , φ(E) = E˜, φ(H) = H˜ , φ(F ) = F˜ , and φ(C) = C˜. 
To deal with ω2 we need the following:
Lemma 4.2. If n 6= p− 1 and cy ∈ g · Sn then y ∈ g · Sn−2.
Proof. Suppose that cy ∈ g · Sn. We may assume y is weight homogeneous, and
that its weight degree is divisible by p since otherwise it lies in the image of the
action of h. As vector spaces, Sn = cSn−2 ⊕K where K is the subspace spanned
by all monomials eifn−i and eifn−1−ih, so we can write
cy = e · cye + f · cyf + e · de + f · df
where ye, yf ∈ S
n−2 and de, df ∈ K. Replacing y by y − e · ye − f · yf it is enough
to prove that if
cy = e · de + f · df
for de, df ∈ K then y ∈ g · S
n−2. As y is weight homogeneous of degree divisible
by p,
de ∈ span{e
apf bpejf j+1, eapf bpelf l+1h : a, b ≥ 0, 2j ≡ 2l+ 1 ≡ n− 1 mod p}
df ∈ span{e
apf bpej+1f j , eapf bpel+1f lh : a, b ≥ 0, 2j ≡ 2l+ 1 ≡ n− 1 mod p}
Since e ·ejf j+1 = −f ·ej+1f j and e ·elf l+1h = −f ·el+1f lh we may assume df = 0.
Now
e · ejf j+1 = (j + 1)ejf jh ∈ K
e · elf l+1h = (l + 1)celf l − (4l + 6)el+1f l+1
so for e · de ∈ cS
n−2 it must be that de is a multiple of e
apf bpelf l+1h, and then
only when 4l + 6 ≡ 0 mod p, that is, when n ≡ p− 1 mod p. To finish the proof
it is enough to show that eapf bpelf l+1h ∈ g · Sn−2 if a or b 6= 0: the case a 6= 0
follows because
ep+(p−3)/2f (p−3)/2 = e ·
−1
2
(p−3)/2∑
i=0
(−4)−ih2i+1ep+(p−5)/2−if (p−3)/2−i
and the b 6= 0 case is similar. 
Corollary 4.3. ω2 : Ext
2
U (k,∇(2n)) → Ext
3
U (k, S
n−2) is zero unless n = p − 1
when it has rank one.
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Proof. Because Ext3U (k, S) can be identified with S/g ·S, the previous lemma shows
that c : Ext3U (k, S
n−2) → Ext3U (k, S
n) is injective, hence ω2 is zero, except when
n = p−1. Form < p, Sm is self-dual so form even Ext3U (k, S
m) ∼= homU (S
m, k)∗ ∼=
homU (k, (S
m)∗)∗ ∼= homU (k, S
m)∗ ∼= k. Thus the part of the long exact sequence
(7) starting at Ext2U (k,∇(2(p− 1)) is
∇(1)F ⊗∇(1)F
ω2→ k→ k→ ∇(0)F → 0
exactness of which implies that ω2 has rank one when n = p− 1. 
5. Hochschild cohomology
In this section we find the dimensions of the graded pieces of the Hochschild
cohomology groups Ext∗U (k, S) and generators and relations for these groups as
Z-modules.
5.1. HH1(U). The connecting homomorphisms ω0 and ω1 in (7) are zero by Propo-
sition 4.1 so for each n there is a short exact sequence
(10) 0→ Ext1U (k, S
n−2)→ Ext1U (k, S
n)→ Ext1U (k,∇(2n))→ 0
which combined with Theorem 3.2 gives a recurrence relation for en = dimExt
1
U (k, S
n):
en − en−2 =

4q r = 0
2q + 3 r = p− 1
0 otherwise.
Together with e0 = e1 = 0 this determines the dimensions completely.
Proposition 5.1. Let n = qp+ r with 0 ≤ r < p. Then
(11) dimExt1U (k, S
n) =

3
(
q+2
2
)
+ 4
(
q+1
2
)
r = p− 1
4
(
q+1
2
)
−
(
q
2
)
r even, r 6= p− 1
3
(
q+1
2
)
r odd.
Lemma 5.2. The classes of the cocycles (9) are a Z-generating set for Ext1U (k, S).
Proof. The first map in (10) is multiplication by c, so this follows because, as the
proof of Proposition 4.1 showed, the images of these cocycles in Ext1U (k,∇) are a
Z0-generating set. 
It remains to find the relations between these generators. In the following we
write α ≡ β to indicate that α and β differ by a coboundary with values in S.
Lemma 5.3. (1) epF + fpE ≡ (1/2)hpH
(2) 2epδ − c(p−1)/2E − hpδf ≡ 0.
(3) 2fpδ + c(p−1)/2F − hpδe ≡ 0.
(4) c(p−1)/2H + 2epδe − 2f
pδf ≡ 0.
(5) c(p−1)/2C − hpδ − epδe − f
pδf = 0.
(6) c(p+1)/2δ − hpC + epF − fpE = 0.
(7) 2fpC + hpF − c(p+1)/2δe − f
pH ≡ 0.
(8) 2epC − hpE − c(p+1)/2δf + e
pH ≡ 0.
Proof. (5) and (6), which assert an actual equality of cocycles, are easily checked
directly.
(1) Let s = (1/p)(cp − 4(ef)p − h2p), which makes sense as an element of S
if we expand cp and perform the division in an appropriate Z-form. Then
epF + fpE − (1/2)hpH is equal to −1/4 times the coboundary of 1 7→ s.
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(2), (3) Write (a, b, c) for the linear map g → S sending e to a, h to b and f to c.
Then 2epδ − c(p−1)/2E − hpδf is e
p times the cocycle(
hp − hc(p−1)/2
2f
, 0,−
hp − hc(p−1)/2
2e
)
.
This is the coboundary of 1 7→ −
∑(p−1)/3
r=0 h
p−2r−1cr/(2r+1). Relation (3)
is similar.
(4) The cocycle c(p−1)/2H − 2epδe + 2f
pδf equals
− hp
(
hp − hc(p−1)/2
2f
, 0,−
hp − hc(p−1)/2
2e
)
+ c(p+1)/2
(
c(p−1)/2 − hp−1
2f
, 0,−
c(p−1)/2 − hp−1
2e
)
.
The first term is a coboundary as in (2), and the second is the coboundary
of 1 7→
∑(p−3)/2
b=0 c
bhp−2(b+1)/(2(b+ 1)).
(7),(8) The cocycle 2fpC + hpF − c(p+1)/2δe − f
pH equals
−fpc
(
c(p−1)/2 − hp−1
2f
, 0,−
c(p−1)/2 − hp−1
2e
)
which is a coboundary as in (4), and (8) follows similarly. 
Theorem 5.4. Ext1U (k, S) is generated as a Z-module by the classes of the cocycles
δ, δe, δf , E,H, F,C subject to the relations of Lemma 5.3.
Proof. Let M be the graded Z-module with these generators and relations. Since
the relations do hold in Ext1U (k, S), it is enough to show that the graded pieces of
M have dimensions less than or equal to those of Ext1U (k, S).
We first show that Ext1U (k, S) is generated as a Z0-module by the classes of
(12) ciδ, ciδe, c
iδf , c
jE, cjH, cjF, cjC : i ≤
p− 1
2
, j ≤
p− 3
2
and relations ciR for i ≤ (p− 3)/2 where R is the first relation of Lemma 5.3. Let
N be the Z0 module with these generators and relations: again, it is enough to
show that N has the same Hilbert series as Ext1U (k, S). As Z0 is polynomial in
three generators of degree p, its degree n part has dimension dn =
(
n/p+2
2
)
if p|n
and 0 otherwise, so the degree n part of N has dimension
cn = 3
(p−1)/2∑
i=0
dn−(p−1)−2i + 4
(p−1)/2∑
i=0
dn−p−2i −
(p−3)/2∑
i=0
dn−2p−2i.
This obeys the recurrence relation (11) and its initial conditions, so the claim
follows. We now need to show that the graded pieces of M have at most the
dimension of those of N .
Consider the Z0-submodule N
′ of M generated by (12). The relations ciR hold
in M so the submodule N ′ has graded pieces of dimension less than or equal to
those of N . But the relations (5.3) tell us N ′ = M : the only Z0-generators for
N missing from N ′ are those of the form ciδ, ciδe, c
iδf with i ≥ (p + 1)/2 and
cjE, cjH, cjF, cjC with j ≥ (p− 1)/2, and relations (6) to (8) show that the former
lie in N ′ while relations (2) to (5) show that the latter lie in N ′. 
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5.2. HH2(U). Propositions 4.1 and Corollary 4.3 show that
0→ Ext2U (k, S
n−2)→ Ext2U (k, S
n)→ Ext2U (k,∇(2n))→ 0
is exact except when n = p − 1 when the second map has image of codimen-
sion 1. Combined with Theorem 3.2 this gives a recurrence relation for en =
dimExt2U (k, S
n):
en − en−2 =

3 r = p− 1, q = 0
4q + 4 r = p− 1, q > 0
2q − 1 r = 0
0 otherwise.
(13)
Since e0 = e1 = 0 this determines the dimensions completely.
Proposition 5.5. Let n = qp+ r with 0 ≤ r < p. Then
dimExt2U (k, S
n) =

3
(
q
2
)
+
(
q+1
2
)
−
(
q−1
2
)
r even, r 6= p− 1
3
(
q+2
2
)
r = p− 1
3
(
q+1
2
)
r odd.
We now find the Z-module structure of Ext2U (k, S). With the convention that
(a, b, c) denotes the map ∧2g→ S sending e∧ h to a, e∧ f to b, and h∧ f to c, the
following are cocycles:
Re = (f
p−1, 0, 0), Rh = (eh
p−2, 0, fhp−2), Rf = (0, 0, e
p−1), T = (ehp−1, 0, fhp−1).
There is a relation amongst these generators over Z. In the following, we again use
≡ to denotes that two cocycles differ by a coboundary with values in S.
Lemma 5.6. epRe + f
pRf − h
pRh ≡ c
(p−1)/2T .
Proof. If i 6= (p− 1)/2 then in the notation of (5),
1
2(2i+ 1)
tcih2p−2i−2 =
(
ecih2p−2i−2,−
cih2p−2i−1
2(2 + i)
, fcih2p−2i−2
)
.
Therefore
epRe + f
pRf = (e(ef)
p−1, 0, f(ef)p−1)
=
(
p−1∑
i=0
ecih2p−2i−2, 0,
p−1∑
i=0
fcih2p−2i−2
)
≡
ec(p−1)/2hp−1, p−1∑
i=0,i6= p−1
2
cih2p−2i−1
2(2 + i)
, fc(p−1)/2hp−1

= c(p−1)/2T +
0, p−1∑
i=0,i6= p−1
2
cih2p−2i−1
2(2 + i)
, 0

If i 6= 0 then (0, cih2p−2i−1, 0) equals the coboundary sx where x =
1
i
∑i−1
j=0 fc
jh2p−2−2j .
Thus
epRe + f
pRf − c
(p−1)/2T ≡ (0, h2p−1/2, 0).
Since thp−1 = (2eh
p−2,−hp−1, 2fhp−2), hpRh differs from (0, h
2p−1/2, 0) by a
coboundary and the result follows. 
Theorem 5.7. Ext2U (k, S) is generated as a Z-module by the classes of Re, Rf , Rh,
and T subject to the relation of Lemma 5.6.
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Proof. The images of these cocycles under φ are
φ(Re) = (y
2p−2, 0, 0) φ(2Rh) = (x
pyp−2, 0,−xp−2yp)
φ(Rf ) = (0, 0, x
2p−2) φ(2T ) = (xp+1yp−1, 0,−xp−1yp+1).
To show that they generate Ext2U (k, S) as a Z-module, we need to show that their
images under φ generate φ(Ext2U (k, S)) ⊂ Ext
2
U (k,∇) as a Z0-module. This is
slightly more complicated than before as φ(Ext2U (k, S)) is not all of Ext
2
U (k,∇).
By Proposition 3.4, Ext2U (k,∇) is generated over Z0 by Ext
2
U (k,∇(2p)) and
Ext2(k,∇(2p−2)). It follows that φ(Ext2U (k, S)) is generated over Z0 by φ(Ext
2
U (k, S
p−1)),
Ext2(k,∇(2p)), and Ext2(k,∇(4p−2)). We will show that the images ofRe, Rh, Rf , T
are Z0-generators for these.
The proof of Proposition 3.4 and the calculation above shows that φ(T ) spans
Ext2U (k,∇(2p)) and that φ(Re), φ(Rh), and φ(Rf ) span φ(Ext
2
U (k, S
p−1)). It also
gave a set of cocycles whose images form a basis of Ext2U (k,∇(4p− 2)):
(xapy(4−a)p−2, 0, 0), (0, 0, x(4−a)p−2yap)
for 0 ≤ a ≤ 3. These are in the span of the cocycles obtained by multiplying
φ(Re), φ(Rh), φ(Rf ) by x
2p, xpyp, y2p.
Let M be the graded Z-module with the given generators and relations. Now
that we know the classes of Re, Rh, Rf , and T generate Ext
2
U (k, S) under Z and
that the given relation does hold, we only need to show that the dimensions of the
graded pieces of M are less than or equal to those of Ext2U (k, S).
Since Z is free as a Z0-module on c
i for 0 ≤ i < p, the dimension fn of the
polynomial degree n part of Z is as follows. Let n = qp+ r for 0 ≤ r < p. Then
fn =
{(
q+2
2
)
r even(
q+1
2
)
r odd
so the degree n part of M has dimension 3fn−(p−1)+ fn−p− fn−(2p−1). This obeys
the recurrence relation (13) and the same initial conditions. 
5.3. HH3(U). Corollary 4.3 implies that
0→ Ext3U (k, S
n−2)→ Ext3U (k, S
n)→ Ext3U (k,∇(2n))→ 0
is exact except when n = p− 1 when the first map has kernel of dimension 1. Com-
bined with Theorem 3.2 this gives a recurrence relation for en = dimExt
3
U (k, S
n):
en − en−2 =

1 r = q = 0
2q + 1 r = p− 1, q > 0
0 otherwise.
Since e0 = 1, e1 = 0 this determines the dimensions completely.
Proposition 5.8. Let n = qp+ r for 0 ≤ r < p. Then
dimExt3U (k, S
n) =

1 n ≤ p− 3 even(
q+2
2
)
r = p− 1(
q+1
2
)
r odd(
q
2
)
r < p− 1 even.
It is possible to show, using similar methods to the ones in the previous two
subsections, that Ext3U (k, S) is generated by the classes of the cocycles
I(f ∧ h ∧ e) = 1
J(f ∧ h ∧ e) = hp−1
subject to the relations epI ≡ fpI ≡ hpI ≡ c(p−1)/2I ≡ 0.
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6. Divided powers
Let V be a k-vector space with basis v1, . . . , vd. The divided power algebra on
V , written D(V ), is a commutative algebra with a basis v
(a1)
1 · · · v
(ad)
d for ai ≥ 0
and multiplication determined by
v(a)v(b) =
(
a+ b
a
)
v(a+b).
D(V ) is Z-graded, with the degree n part spanned by monomials v
(a1)
1 · · · v
(ad)
d with∑
i ai = n. See [Eis95, A2.4] for more details.
It turns out that if the symmetric algebra S(V ) is given the coalgebra structure
S(V )→ S(V )⊗S(V ) which sends v ∈ V to v⊗1+1⊗v, the graded dual
⊕
Sn(V )∗
becomes an algebra isomorphic to D(V ∗). This allows us to extend a g or G-action
on V to an action by derivations or automorphisms on D(V ∗).
Let V = g and write D = D(g) and Dn = Dn(g). We have (Dn)∗ ∼= Sn(g∗) ∼=
Sn(g) as G-modules, and so
(14) Ext3U (k, S)
∼=
S
g · S
∼= homU (S, k)
∗ ∼= homU (k, S
∗)∗ ∼= (Dg)∗,
where S∗ =
⊕∞
n=0(S
n)∗ denotes the graded dual of S. Therefore Proposition
5.8 determines the dimensions of the graded pieces of the g-invariants on D. In
this section we will determine the G-module structure of these invariants, and the
dimensions of the graded pieces of the G-invariants.
Lemma 6.1. s1 = e
(p−1)h(p−1)f (p−1) is G-invariant.
Proof. This can be shown directly by computing the G-action and using Lucas’
theorem on binomial coefficients, or by observing that s1 spans the socle of the
subalgebra of D generated by e(1), f (1), and h(1) which must be preserved by G
since it acts by algebra automorphisms. 
Lemma 6.2. Let s : D → D be s(x) = s1x. Then ker s is spanned by all monomials
with an exponent not divisible by p, and im s ∼= DF as G-modules.
Proof. Lucas’ theorem on binomial coefficients implies that if 0 ≤ r, t < p then(
qp+ r
t
)
≡
(
r
t
)
mod p
where the binomial coefficient on the right should be interpreted as 0 if t > r. If
any exponent of the monomial e(a)h(b)f (c) is not divisible by p then the monomial
is killed by multiplication by s1, since for example if r > 0 then
e(p−1)e(qp+r) =
(
(q + 1)p+ r − 1
p− 1
)
e((q+1)p+r−1) =
(
r − 1
p− 1
)
e((q+1)p+r−1) = 0.
On the other hand
s1e
(qep)h(qhp)f (qfp) =
(
p− 1
p− 1
)(
p− 1
p− 1
)(
p− 1
p− 1
)
e(qep+p−1)h(qhp+p−1)f (qfp+p−1)
= e(qep+p−1)h(qhp+p−1)f (qfp+p−1)
so ker s is as claimed.
Now im s is isomorphic to D/ ker s which has a basis consisting of the cosets of
monomials with every exponent divisible by p, so is isomorphic to DF . 
Corollary 6.3. (D(q+2)p+p−3)G1 ∼= (Dq)F as G-modules.
Proof. The previous lemma tells us that s1D
qp is a G-submodule of D(q+2)p+p−3
isomorphic to (Dq)F . It is therefore contained in (D(q+2)p+p−3)G1 , but the dimen-
sions are equal by (14) and Proposition 5.8. 
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Lemma 6.4. Let n = qp+ r with 0 ≤ r < p. Then unless r = p− 1 and q > 0 we
have (Dn)G1 ∼= (Dn−2)G1 as G-modules.
Proof. By dualising (6) and applying homG1(k,−) we get a long exact sequence
beginning
(15) 0→ ∆(2n)G1 → (Dn)G1 → (Dn−2)G1 → Ext1G1(k,∆(2n))→ · · ·
where ∆(2n) denotes the Weyl module for G corresponding to the weight 2n.
[Erd95, 2.3, 2.6] imply that as G-modules
∆(2n)G1 ∼=

k n = 0
∆(q − 1)F 2n = qp+ p− 2
0 otherwise
Ext1G1(k,∆(2n))
∼=

k n = p− 1
∆(q − 2)F 2n = qp, q > 0
0 otherwise.
For r 6= 0, p − 1 both the Weyl invariants and ext group in (15) vanish, so the
result holds in these cases. When r = 0, (15) becomes
0→ (Dqp)G1 → (Dqp−2)G1 → · · ·
(14) and Proposition 5.8 shows that the two spaces of invariants have the same
dimension, so are isomorphic. Finally if n = p−1 then Dn ∼= Sn and Dn−3 ∼= Sn−3,
so the spaces of invariants are both one-dimensional. 
Theorem 6.5. Let n = qp+ r with 0 ≤ r < p− 1. As G-modules,
(Dn)G1 ∼=

k n ≤ p− 3 even,
(Dq)F r = p− 1,
(Dq−1)F r is odd,
(Dq−2)F r < p− 1 is even.
Proof. The proof is by induction on n, and the inductive step is immediate from
Lemma 6.4 except when it is attempting to prove that (Dqp+p−1)G1 is as claimed
for q > 0.
But (D(q+2)p+p−3)G1 ∼= (Dq)F by Lemma 6.3, and applying Lemma 6.4 multiple
times,
(D(q+2)p+p−3)G1 ∼= (D(q+2)p+p−5)G1 ∼= · · · ∼= (D(q+2)p)G1
∼= (D(q+1)p+p−2)G1 ∼= · · · ∼= (D(q+1)p+1)G1 ∼= (Dqp+p−1)G1
so this last space of invariants is isomorphic to (Dq)F as claimed. 
Corollary 6.6. (Dn)G = k if n is even and 0 otherwise.
Proof. Induct on n: for n ≤ p − 1 the divided powers agree with the symmetric
powers, so the result follows because SG = k[c].
If n = qp+ r is odd then r and q have opposite parity. The G-invariants on Dn
are contained in the G1-invariants, and by Theorem 6.5 (D
n)G1 ∼= (Dm)F where
m < n is odd. By the inductive hypothesis the G-invariants in Dm hence in (Dm)F
are zero.
If n = qp + r is even then r and q have the same parity. This time (Dn)G1 ∼=
(Dm)F where m < n is even, so by induction the G-invariants in Dm, and hence
(Dm)F , are one-dimensional. 
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