In the case of Borel's exponential means these difficulties can be avoided and more complete results obtained otherwise by rather simple arguments which get to the heart of the problem more directly. Borel's exponential means provide a natural tool for working with the problems at hand; for, when applied to the sequence \ f^n'(x)}, they give rise to the Taylor expansion of f (x) . Repeated use can then be made of the property that the value to which the Taylor series of an analytic function converges is independent of the point around which the expansion is taken, since the hypotheses of most of the theorems below either assume or imply that f(x) is analytic.
A sequence {s n i, n -0, 1, 2, , is said to be B a 'Sumτnable to the value s if
(2)
When (2) is satisfied, it is also written as (3) β α -lim s n = s.
n-*oo
This method is regular (sometimes called permanent) in the sense that any sequence 1 s n \ converging in the ordinary sense to a value s is also β α -summable and to the same value s.
If Cί = 1, the definition (2) describes summation by Borel's exponential means. # t -summation is denoted simply as β-summation, and, when (X = 1, (3) is written BΊim s n = s.
Z? α -summation possesses property (1) when Oί is a positive integer, since β-summation does: Let β α -lim s n = s and define t^ to be &s n when k -Cίn and to be 0 otherwise. Then β-lim t^ -s and, upon OC applications of (1) Proof. The function fix) can be represented by its Taylor series in (α, b),
The power series has an infinite radius of convergence in ί for x Q in (α, b), since the existence of the Borel limit of f (XQ) may be written (with r-t-x^)
Thus f{t) 9 t in (α, 6), possesses a unique analytic extension φ(t), and this function is an entire function. Thus (5) can be written as
Expanding φ(t) about an arbitrary point x in (α, b), multiplying both sides of (6) by e x , and placing r -t -x completes the proof of the theorem, except for the part dealing with uniform convergence.
To prove that the convergence is uniform when (a, b) is finite, let e > 0 be given and find t 0 (whose existence is assured by (6) This theorem enables one to pass from a fixed point z 0 -x 0 + iy 0 in the complex plane to any other point in a certain interval on the horizontal line passing through z o B u * wna * about points z not on this line? The proof of Theorem 1 is not adequate to cover this situation, since it must be shown that the limit in (6) exists and has the value k as r=t -z becomes positively infinite through real values. (Here the complex value z replaces the real number x.) This is required by the very definition of Borel summation. In turn, moreover, this necessitates establishing that the limit (6) exists and equals k as t becomes infinite to the right, not only on the given horizontal line y = y Q , but also on other horizontal lines. This can be done in certain circumstances. Proof, In the preliminary discussion, it has been noted that only one issue needs be settled in order to extend the proof of Theorem 1 to this theorem as well: That is the existence and value of the limit in (6) as ί-z, z an arbitrary point in S, becomes positively infinite through real values, where the imaginary parts of z and z 0 may be unequal. This limit, for z arbitrary in S, does exist and have the value k under the assumption made here that f{z) = 0{e z ) as z-»oo in S. This follows from MonteΓs theorem [15, p. 170] , after that theorem has been expressed in terms of the horizontal strips involved here, rather than the vertical strips used in [15] . The conclusion concerning uniformity is also a consequence of this formulation of Montel's theorem. 
THEOREM 2. // f(x) belongs to a Denjoy-Carleman quasi-analytic class in the (open) interval (a, b) and if
for all x 9 a < x < b).
Proof. It is sufficient to prove the first half of the conclusion, the analyticity of f(x)', the other half is then a consequence of Theorem 1.
As in the previous proof, the Borel summability of the sequence {f^n'(xo)\ implies that the right hand member of (4) has an infinite radius of convergence, and so defines an entire function φ(t). ." This completes the proof.
The next theorem provides a simple set of necessary and sufficient conditions on the structure of f(x) as well as on that of g(x) That these conditions are not sufficient if convergence is used instead of Borel summation is shown by the example
The Borel limit of the sequence of derivatives exists and equals ke x for all x f whereas the (convergence) limit of this sequence does not even exist. Analyticity is not assumed in the necessity part of the theorem, but is inferred as in Theorem 1 of [5] .
THEOREM 3. A set of necessary and sufficient conditions that
n -»oo completing the proof of sufficiency.
for each x in (a, b) 9 where g(x) is finite, is (i) that f(x) coincide in (a, b)

DERIVATIVES OF INFINITE ORDER
Necessity. Putting r = t -x f wje can write the assumption of Borel sumsumability as follows:
This implies that the radius of convergence of the power series above is infinite for each x in (α, ό). Hence f(t) is analytic in (α, b) , as a consequence of a theorem of Pringsheim [13] for which a complete proof was supplied first by Boas [4] and again later by Zahorski [17] . In fact, f{t) has as ana- for each x in (α, b), t-* oo whence lim e" φ(t) = e~* g(#) for each Λ; in (α, 6).
t-*oo
The left side is independent of x since <£(ί) is, and this is the case because the values of an analytic function do not depend on the point in the region of analyticity around which the function is expanded. Hence the right side must be a constant k. This completes the proof.
Subsequences of \f^nHx)\
For the proof of the theorem below, the following lemma is needed. The proof given first is due to Julian H. Blau.
LEMMA 1. If a sequence of polynomials, \P n (x)\ 9 defined in the closed interval [c, d\ each of which is of degree at most β 9 has a limit h(x) in
[ c, d\ then this limit is likewise a polynomial of degree at most β.
Proof of lemma (by induction). Let each P n (x) be written as a polynomial in x -c.
(i) The lemma is obvious for β = 0.
(ii) Assume that the result is valid for all integers y, 0 < γ < β . Let {P n (x)\ be a convergent sequence of polynomials of degree at most y + l
The left side is divisible by x -c, giving a sequence \Q n (x)\ of polynomials of degree at most y, and
From the induction hypothesis, the right member is a polynomial of degree at most y. Hence h(x) is a polynomial of degree at most γ + l This completes the induction.
The referee suggests the following alternative proof of the lemma: If He also comments that the lemma is well known, but that, like the author, he can think of no specific reference.
The case (X = 1, λ n = 1 (all n) of Theorem 4 below is proved in the opening remarks of [5] . Theorem 3 of [5] is also included in Theorem 4 below, which gives somewhat more precise information than is formulated in the statement of Theorem 3 of [5] , even for the case α = 1, which is the case analyzed in Theorem 3 of [5] . The proof below is fashioned after that of the latter theorem. (iii) // the sequence {λ n -ι/λ n } has an infinite limit-point, then g(#) = Λz-i ( χ )f where P a~γ (x) is a polynomial whose degree does not exceed OC -1.
(iv) // the sequence \λ n -ι/λn\ has at least two limit-points, of which at least one is finite, then g{x) = 0.
Proof. The common hypothesis gives the following extension of (3) To prove (iv), consider first the case in which there are exactly two limitpoints, one of which is zero. The presence of the zero limit-point implies (by use of an appropriate subsequence of {λ π .ι/λ n \ in the proof of (i)) that g(x) = 0 almost everywhere. The other limit-point may be finite or infinite. If finite, the same modification is introduced into the proof of (ii), showing g(x) to be continuous. If infinite, (iii) applies directly, again showing g(x) to be continuous. Hence, in this case, g(x) = 0.
In the remaining ("general") case of (iv), there is a finite nonzero limitpoint L, whence, modifying (ii) as above, we obtain 
