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Abstract
High-dimensional data in many machine learning applications leads to compu-
tational and analytical complexities. Feature selection provides an effective way
for solving these problems by removing irrelevant and redundant features, thus
reducing model complexity and improving accuracy and generalization capa-
bility of the model. In this paper, we present a novel teacher-student feature
selection (TSFS) method in which a ’teacher’ (a deep neural network or a com-
plicated dimension reduction method) is first employed to learn the best repre-
sentation of data in low dimension. Then a ’student’ network (a simple neural
network) is used to perform feature selection by minimizing the reconstruction
error of low dimensional representation. Although the teacher-student scheme
is not new, to the best of our knowledge, it is the first time that this scheme
is employed for feature selection. The proposed TSFS can be used for both
supervised and unsupervised feature selection. This method is evaluated on dif-
ferent datasets and is compared with state-of-the-art existing feature selection
methods. The results show that TSFS performs better in terms of classifica-
tion and clustering accuracies and reconstruction error. Moreover, experimental
evaluations demonstrate a low degree of sensitivity to parameter selection in the
proposed method.
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1. Introduction
The dimensionality of captured data in common applications is increasing
constantly, as for example, an image taken from a typical camera has nearly one
million features. Although it is prohibitively expensive to directly process high-
dimensional data, often most of the features are redundant or highly correlated.
Accordingly, the intrinsic dimensionality of data is often much lower than the
original feature space. The dimension reduction has several advantages: 1)
Data storage is reduced, 2) Machine learning models are simplified which leads
to increased generalization capability, 3) Computational complexity for training
and testing of machine learning models are reduced.
Dimension reduction techniques are generally divided into two categories:
feature extraction and feature selection. Feature extraction methods try to find
a linear or non-linear projection which maps the original high-dimensional data
into a lower-dimensional subspace. These methods employ all features to obtain
an optimal representation of data which does not necessarily have any semantic
and is usually hard to interpret. On the other hand, feature selection methods
aim to select a subset of the original high-dimensional features based on some
performance criterion. Therefore, they can preserve the semantics of the original
features and produce dimensionally reduced results that are more interpretable
for domain experts. Another advantage of feature selection is that once the low-
dimensional features have been selected, one only needs to collect or calculate the
selected features during data acquisition. This can be helpful because sometimes
the measurement of all feature are costly or practically impossible.
Based on training data (labeled or unlabeled), feature selection methods can
be classified into three categories: supervised [1, 2] , semi-supervised [3, 4] and
unsupervised [5, 6, 7, 8]. Moreover, based on their relationship with learning
models, they can be divided into three categories: wrapper, filter and embedded
methods [9, 10]. In wrapper and embedded methods, feature selection is tied
to learning models. The difference is that in wrapper methods all subset of
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features are evaluated on model and the best subset of features is selected based
on model performance. In contrast, in embedded methods model training and
feature selection are performed simultaneously. Finally, filter methods try to
rank the features based on their importance according to a specific criteria.
Usually filter methods have much less computational complexity compared to
wrapper and embedded approches.
Recently deep-learning has gained much attention, so that in most appli-
cations like computer vision, natural language processing (NLP) and audio
processing, the state-of-the-art algorithms are based on deep-learning. In a
deep-learning approach, a deep neural network extracts the best representation
of data for a specific task. This provides us with motivation to investigate the
application of deep models for feature selection.
There are some studies that try to use neural network for feature selection
[11, 12, 13]. The AEFS method [11] uses a single-layer autoencoder to recon-
struct data and perform feature selection with row-sparsity constraint on the
first layer of autoencoder. In GAFS [12], similar to AEFS, a single layer autoen-
coder is used for data reconstruction and feature selection. Additionally, they
incorporate the spectral graph analysis of the projected data into the learning
process. This technique preserves the local data geometry of the original data
space in the low-dimensional feature space.
All mentioned neural network based feature selection methods employ a
simple auto-encoder to perform feature selection based on reconstruction er-
ror. Actually, for feature selection it is necessary to assume a simple network
structure to make sure the error can be easily back-propagated and the best
features can be learned effectively. The important point is that this simple net-
work is also used for reconstruction of original data. Such simple network can
not model the complex manifold of data and leads to high reconstruction error
and non-optimal feature selection (complex non-linear correlated features are
selected together).
Motivated to solve this problem, in this paper we propose a teacher-student
scheme. In essence, we face with two problems: feature selection and data re-
3
Figure 1: The proposed teacher-student scheme for feature selection
construction. For feature selection it is necessary to have a simple network so
that error can be easily back-propagated and best features can be learned effec-
tively. On the other hand, data reconstruction needs a complicated network to
learn the complex manifold of data and reconstruct data using limited selected
features. To address both issues simultaneously, we employ a teacher-student
structure. The teacher, performing a feature extraction, uses whatever complex
method it desires, to learn a good low-dimensional representation of data. After
that, the student network (which has a simple structure) is no longer concerned
with finding good low-order representation and instead tries to mimic the out-
put of the teacher and performs feature selection. Figure 1 shows a schematic of
the proposed approach. The teacher-student scheme of [14] previously was used
to train a small and fast network for classification problems and in this study we
employ it for feature selection. The proposed method, Teacher Student Feature
Selection (TSFS), can be used for both supervised and unsupervised feature se-
lection (based on teacher method). In this paper, we extensively evaluate TSFS
on different datasets and the performance results are compared with state-of-
the-art existing feature selection methods. The results show the TSFS performs
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better in terms of classification and clustering accuracies and reconstruction er-
ror. Moreover, the sensitivity of the algorithm with respect to its parameters is
experimentally evaluated and it is shown that the method has a low parameter
sensitivity.
The rest of this paper is organized as follow: Section 2 explains the related
works on most types of feature selection methods and also describes the knowl-
edge distillation concept which is the base of this research. In Section 3 the
proposed method is detailed. Section 4 evaluates the proposed method and
compares it with existing methods and finally Section 5 concludes the paper.
2. Notations and Related Works
In this section, we introduce needed notations used in this paper and provide
a review of major related works. At the end of this section knowledge distillation
concept in deep neural networks are described.
2.1. Notations
In this paper bold capital letters represent matrices, small bold letters are
vectors and normal letters are scalar values. The datasets are denoted by X ∈
Rn×d , where xi ∈ Rd is the ith sample in X and d denotes number of features
(number of columns of X) and n denotes the number of samples (number of
rows of X). Also xij is the value of the ith row and jth column.
The p,q-norm for a matrix W ∈ Rn×m is defined as:
||W||p,q = (
n∑
i=1
(
m∑
j=1
|wij |p)
q
p )
1
q . (1)
The most useful norms are ||W||2,2 and ||W||2,1. The ||W||2,2 is known as
Frobenius norm. ||W||2,1 applies the l2 norm on column elements and l1 norm
on the calculated norm of rows. When this norm is used as a regularizer it leads
to sparsity in rows of W.
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2.2. Feature Selection Methods
Over the past three decades, many feature selection algorithms have been
proposed. These methods can be generally grouped to four main categories: sim-
ilarity based, information theoretical based, statistical based and sparse learning
based methods. A brief description of each category follows here.
2.2.1. Similarity Based Feature Selection
Similarity based methods evaluate feature importance by their ability to
preserve data similarity. The Laplacian Score (LS) [15] is a well-know unsuper-
vised similarity-based feature selection. The basic idea of LS is to evaluate the
features according to their locality preserving power. This method constructs
a nearest neighbor graph for dataset samples and use the Laplacian matrix to
calculate a score for each feature which shows the importance of the feature in
preserving the similarity and locality of dataset samples.
These methods are straightforward and simple to implement and also they
are independent of the learning approach and thus the selected features can
be used for any subsequent learning tasks. However, one drawback of these
methods is that they cannot handle feature redundancy. In other words, they
may select a highly correlated feature set during the selection phase.
2.2.2. Information Theoretical based Feature Selection
Unlike similarity based feature selection algorithms that are unable to han-
dle feature redundancy, the information theoretical based feature selection algo-
rithms use the information theory to consider both feature relevance and feature
redundancy. Most of these methods, use the label data to consider the relevance
and redundancy of features and so these feature are usually supervised. One
the well-known representative of this family is Minimum Redundancy Maximum
Relevance (MRMR) [16]. This method selects an optimal feature set according
to the maximal statistical dependency criterion based on mutual information.
Similar to methods of Section 2.2.1, this category is independent of subse-
quent learning algorithms. However, most of the existing information theoretical
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based feature selection methods can only be used in a supervised scenario and
label availability is necessary.
2.2.3. Statistical based Feature Selection
Algorithms in this category of feature selection methods are based on various
statistical measures. Since in these methods the features are usually evaluated
individually, the correlation of the features can not be captured. Variance-score,
t-score and chi-score are well-known representatives of this family.
The complexity and computational load of these methods are often very low.
Therefore, they are often used as a pre-processing step before applying other
advanced feature selection algorithms.
2.2.4. Sparse Learning based Feature Selection
An interesting and practical class of feature selection method is the one based
on sparse learning. These methods aim to preserve subspace structure as much
as possible. The underlying subspace structure of data are usually different in
various applications. The basic idea is to use a transformation matrix to project
data to a new space and perform feature selection based on the sparsity of the
transformation matrix employing an objective function to be optimized. The
sparsity can be realized with adding a regularizer to the objective function. This
sparse regularizer forces many feature coefficients to be small, or exactly zero,
and then the corresponding features (with small or zero values) can be simply
eliminated. Sparse learning based methods have received much attention in
recent years due to their good performance and interpretability [17], [18], [11],
[12]. In the following we present major new and related works.
• MCFS [17]: Multi-clustering feature selection (MCFS) creates a k-nearest
weighted graph for all samples. Then it uses the spectral graph analy-
sis and map the vertices (samples) to a low-dimensional subspace. This
method is based on the following optimization term:
min ||Y −WX||2F + λ||W||1,1, (2)
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where Y is a low-dimensional subspace obtained by spectral graph analy-
sis, F-norm is the Frobenius norm and ||W ||1,1 is the norm defined by Eq.
(1).
One of the main disadvantageous of this method is that it uses a lin-
ear model (as evident in (2)) to approximate the subspace samples using
original features.
• RSR [18]: In this paper, the authors claim that it is difficult to choose
the proper subspace matrix (Y ) in (2). They propose a regularized self-
representation (RSR) model for unsupervised feature selection. In other
words, this method simply replaces the data matrix X for the subspace
matrix (Y ). It means a feature is calculated based on a linear combination
of other features and the features contributing more to construction are
retained.
In this method the objective function is defined as:
min ||X−WX||2,1 + λ||W||2,1, (3)
for both loss function and the regularizer parts of Eq. (3), the L2,1 norm
is used (is defined in Eq. (1)). The L2,1 regularizer consequently leads
to row-sparsity of weight matrix. Finally, the score of each feature is
computed based the Euclidean norm of its corresponding row in the weight
matrix.
Similar to MCFS, this method uses a linear transformation to reconstruct
data.
• AEFS [11]: The AutoEncoder inspired unsupervised Feature Selection
(AEFS) is a more general version of RSR method where it assumes a
non-linear relation between features. It uses a single-layer autoencoder to
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reconstruct data. In this method the optimization problem is defined as:
min ||X− g(f(X))||2F + λ||W(1)||2,1 + β
2∑
i=1
W(i), (4)
where W(1),W(2) are the weight matrices of first and second layer of
autoencoder, f is the encoder function defined as f(X) = σ1(XW
(1)) and
g is the decoder function that produces a reconstruction Xˆ = g(f(X)) =
σ2(f(X)W
(2)), and σ1 , σ2 are activation functions (e.g. sigmoid, ReLU,
tanh) of the hidden layer and the output layer, respectively.
This approach is able to uncover the existing nonlinear relationships be-
tween features. One of the main drawback of this method stems from the
simplicity of autoencoder where a simple single-layer autoencoder cannot
model complex non-linear dependencies of features.
• GAFS [12]: graph autoencoder-based unsupervised feature selection (GAFS),
similar to AEFS, tries to select features based on the reconstruction of the
original data using the single-layer autoencoder. Additionally, GAFS uses
a spectral graph analysis on the projected data in order to make sure that
local data geometry is preserved in the low-dimensional feature space.
Here, the objective function is written as:
min ||X− g(f(X))||2F + λ||W(1)||2,1 + βTr(YLYt), (5)
where Y is the output of the hidden codes of the autoencoder and L is
the Laplacian matrix of the constructed graph. Tr(.) is the trace operator
and Tr(YLYt) shows a local data geometry preservation criteria.
Similar to AEFS, this method also suffers from the simplicity of the recon-
struction network as the autoencoder cannot handle all data types. For
example, for image data one needs a complex convolutional network to
reconstruct data.
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2.3. Knowledge Distillation
It is possible to distill the large and complicated neural network knowledge
into another much smaller network where the smaller network tries to mimic
the original function of the complex network.
In this scheme, there are two networks: teacher and student networks. The
teacher network has a complex structure which uses the hard labels of data to
obtain a low dimension (soft labels) for the original data. Usually soft labels
have a higher entropy and provide much more information per training case
than hard labels. As a result, compared to the original complex model, a small
model can often be trained on much less data. After obtaining the soft labels,
the student network tries to mimic the output of the teacher network.
It is shown that the performance the student is comparable with the teacher
[14]. Using this scheme, the student can learn the teacher knowledge without
much effort resulting in simpler architecture and faster learning and testing
phases.
3. Proposed Teacher-Student Feature Selection
3.1. Concept
As mentioned in the previous section, the existing methods like AEFS and
GAFS uses a simple autoencoder for both reconstruction and feature selection.
For feature selection it is necessary to have simple network so that error can
be easily back-propagated and the important features in input layer be selected
efficiently. On the other hand, a single-layer autoencoder is not sufficient to
reconstruct all types of data. For example for reconstruction and generating
images, convolutional neural networks are best choices [19].
To address this contradictory requirements, we propose a novel two-stage
feature selection approach. In the first stage, all training data is mapped to a
low dimensional space, and in the second stage, feature selection is performed
based on new subspace of data. Since the two tasks are now separated, we can
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Figure 2: The teacher and the student approaches which could be select based on application
for supervised and unsupervised tasks
now employ complex and simple network structures for the first and the sec-
ond stages, respectively. This approach is inspired from knowledge distillation
concept introduced in Section 2.3.
The two stages of the proposed method are described as follows:
Teacher Stage: The teacher is usually a complex method which tries to
obtain the best low dimensional representation of data. Normally, the teacher for
different applications should be different based on the problem requirements and
can be either supervised or unsupervised as shown in Figure 2. Fore example,
a manifold-learning or deep-learning method can be employed as the teacher
method. The teacher functionality is also shown by the top branch of Figure 1.
Student Stage: In the second stage, the low-dimensional codes are nor-
malized and a student network is trained based on these low-dimensional codes.
We use a simple single fully-connected layer neural network for the student as
shown in Figure 2.
For feature selection, similar to the other works [17, 11, 12], we apply row-
sparsity constraints on weights of the first layer of the network, as shown in
bottom branch of Figure 1. Finally, the features are ranked based on feature
scores (described below) and features with highest scored are then selected.
11
3.2. Algorithm
Assume X ∈ Rn×d is a matrix including the original dataset containing n
samples and d features. We aim to select the top p percent of features as most
important features. To this end we perform three steps:
1- Teacher Step: At the first step, a deep-learning network or a manifold
learning approach is employed to obtain the best representation of data (Y) in
low dimensions.
Yn×l = F (Xn×d), (6)
where l is the dimension of latent space and usually l d and F is a complicated
and non-linear function. A dimension reduction technique, manifold learning
technique or deep representation learning can be used for F as shown in Figure
2.
If F is an unsupervised method, then the proposed approach will be an un-
supervised feature selection method. Alternatively, for a supervised F , the pro-
posed approach will be a supervised feature selection. After the F is trained (in
case of deep-learning approaches) or selected (in case of manifold approaches),
all training data are fed to this function and the corresponding low-dimensional
codes of data are obtained (Y matrix in Eq. (6)).
2- Student Step: In the feature selection stage, we train a single-layer
neural network to reproduce the latent codes form limited selected features.
For better training, the latent codes are normalized between 0 and 1.
Yn =
Y −min(Y)
max(Y)−min(Y) (7)
The output of the neural network can be written as:
Yp = (Relu(XW
1 + b1))W2 + b2, (8)
where W1 (d×h) and W2 (h× l) are the weight matrices of hidden and output
layer of network, respectively. b1 and b2 are the bias vectors for network
layers. To perform feature selection, we apply a row-sparsity constraint similar
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to [11, 12] as follows:
||W1||2,1 =
d∑
i
√√√√ h∑
j
(W1ij)
2. (9)
Where W1 is the weight matrix of the first layer with d rows and h columns.
The neural network loss function is defined as:
J(Θ) =
1
2n
||Yn −Yp||+ λ||W1||2,1, (10)
where λ is the trade-off parameter between the reconstruction loss and the
regularization term.
3- Feature Selection Step: After training of the student network, the
importance scores of features are calculated as follows:
s = diag(W1(W1)T ) (11)
where s is a d dimensional vector containing the feature importance weights.
To retain p percent of features, the top p% of s will be selected.
The complete TSFS algorithm is illustrated in Procedure 1. The source code
for TSFS is also avilable at https://github.com/alimirzaei/TSFS.
3.3. Optimization
For training the teacher and the student networks, we employed the Adam
optimizer [20] which can be used instead of the classical stochastic gradient
descent (SGD) procedure to update network weights in an iterative manner. The
method is based on adaptive estimates of lower-order statistical moments. The
advantages of this algorithm are: 1) Ease of implementation, 2) computational
and storage efficiency, 3) Fitness to the problems with large data or parameters
[20].
4. Evaluation
In this section we evaluate the TSFS on several real datasets from different
aspects. Six various datasets are employed to show the performance of proposed
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Procedure 1 Teacher Student Feature Selection Algorithm
Input: data: Xn×d, labels(optional): Tn×c , percent of features p ∈ (0, 100)
Output: selected features: {f1, f2, ..., fm}, fi ∈ {1, ..., d}, wherem = p ∗ d/100
if teacher is deep-learning based then
Train the deep neural network using X,T
Feed X to the network and obtain the learned representation(Y)
else if teacher is dimension reduction method then
Feed X to the selected method and obtain the lower dimension(Y)
end if
Train student network with X,Y
Calculate the feature scores based on first layer weights: s = diag(W1(W1)T)
return The first m values of argsortdescending(s)
algorithm for classification, clustering and reconstruction applications using four
metrics. In first part of this section, the selected datasets are described, in sec-
ond subsection the evaluation metrics are introduced and in third subsection,
the performance of algorithm, compared with other existing methods, are il-
lustrated. Finally, the last subsection performs a sensitivity analysis for the
algorithm parameters.
4.1. Dataset Description
We evaluate the proposed method on different datasets 1. We use three
text datasets: BASEHOCK, PCMAC and RELATHE, three image datasets:
COIL20 and Yale and a MNIST subset and one audio dataset: Isolet. Detail
specifications of datasets are shown in Table 1.
Only for MNIST dataset, a subset containing 100 samples for each class
(totally 1000 samples) are selected to remove the unbalanced number of samples
in each class. Additionally, the computation load of some of comparing methods
1All datasets were downloaded from http://featureselection.asu.edu/datasets.php
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Dataset Instances Features Classes Type
BASEHOCK 1993 4862 2 Text
PCMAC 1943 3289 2 Text
RELATHE 1427 4322 2 Text
COIL20 1440 1024 20 Object Image
Yale 165 1024 15 Face Image
MNIST subset 1000 784 10 Handwritten Image
Isolet 1560 617 26 Audio
Table 1: The detail specification of datasets used for evaluation of the TSFS
Evaluation Method detail & parameters
Classification MLP 100 Relu hidden neurons, Adam optimizer
Clustering K-Means 20 Random initialization
Reconstruction MLP 10 Relu hidden neurons, Adam optimizer
Table 2: The evaluation methods for different percentage of selected features
in our experiments were prohibitively heavy for the complete MNIST dataset.
4.2. Evaluation Metrics
In this study, we perform both supervised (classification) and unsupervised
(clustering and reconstruction) evaluations on datasets using different percent-
age of selected features in order to evaluate the effectiveness of feature selection
algorithms. For classification, we employ MLP classifier due to its simplicity
and report the classification accuracy as the evaluation metric for feature se-
lection effectiveness. Because some of the employed datasets are not splited to
train and test subsets, we use 5-fold cross validation on original datasets and
report the mean accuracy of the five test parts.
For clustering, we use k-means clustering on the selected features. To evalu-
ate clustering performance, two different evaluation metrics are used similar to
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previous studies of [12, 11]. The first is clustering accuracy (ACC), defined as:
ACC =
1
n
n∑
i=1
δ(yi,map(ci)), (12)
where n is the total number of data samples, δ(a, b) = 1 when a = b and 0
when a 6= b , map(.) is the optimal mapping function between cluster labels and
class labels obtained using the Hungarian algorithm [21], and ci and yi are the
clustering and ground truth labels of a given data sample xi, respectively. The
second metric is the normalized mutual information (NMI), defined as:
NMI =
MI(c,y)
max(H(c), H(y))
, (13)
where c and y are clustering labels and ground truth labels, respectively, MI(c,y)
is the mutual information between c and y and H(c) and H(y) denote the en-
tropies of c and y, respectively. For both ACC and NMI, the clustering is
performed for 20 times with random initialization for each case, and the corre-
sponding mean values of ACC and NMI are reported.
Moreover, in order to show to what extent the selected features are chosen
correctly, we try to reconstruct the original data using the selected features
and report the mean square error (MSE). A single hidden layer neural network
with 10 neurons with Relu activation function is employed. In all datasets, the
number of input layer nodes are equal to selected features while the number of
output layer nodes are equal to number of all features. 5-fold cross-validation
is used to report the MSE.
The detailed algorithms for evaluation are summarized in Table 2.
4.3. Performance Evaluation
In this section we evaluate the TSFS performance for both unsupervised and
supervised tasks. In first subsection the unsupervised version of our proposed
method (U-TSFS) is compared with other existing methods in terms of classi-
fication, clustering and reconstruction error. The second subsection compares
16
Figure 3: Classifcation accuracy using TSFS with manifold learning methods as the teacher,
includes TSNE, Isomap, LLE, MDS and Specteral Embedding(SE)
our supervised version of our proposed method (S-TSFS) with other methods
in terms of classification accuracy.
4.3.1. Unsupervised Teacher-Student Feature Selection(U-TSFS)
As describe in Section 3, we propose a general pipeline for TSFS. In this
pipeline, the teacher is not specified because in various cases or datasets it can
be different. To perform a fair comparison of our method with other existing
method, one has to fix the teacher method. To this end, first we evaluate
different teacher methods to find the optimal one for selected datasets. Then
the performance of TSFS is compared to the results of other existing approaches.
For student network (feature selection network), the network structure and
parameters are defined as:
1. Single hidden layer
2. The number neurons in hidden layer is 20
3. The Adam optimizer is used for optimization and training.
4. The epoch and batch size is considered as 500 and 32, respectively.
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(a) 2% of features (b) 10% of features (c) 50% of features
Figure 4: Image reconstruction using limited selected features. The first column is original
image, the second column is selected features and the third column is reconstructed image
using selected features
5. The regularization parameter is λ = 0.1
First Step: Evaluation of Different Teacher Methods:
In this part, to select a good teacher method, we evaluate our method using
5 well-known manifold leaning schemes of MDS [22], Isomap [23], TSNE [24],
Spectral Embedding(SE) [25] and Local Linear Embedding(LLE) [26]. The
subspace (embedding) dimension for all methods is experimentally chosen as 2.
Figure 3 depicts the performance (in terms of classification accuracy) of
TSFS using different manifold learning methods as the teacher. As shown,
at least for these datasets, the TSNE performs better than others. So in the
next part, we only use the TSNE manifold learning as teacher to compare the
performance of TSFS with other unsupervised feature selection methods.
Figure 4 shows the visual reconstruction results on 6 image of COIL20
18
Figure 5: Comparison with other methods in terms of classification accuracy
Figure 6: Comparison with other methods in terms of clustering accuracy
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Figure 7: Comparison with other methods in terms of NMI
Figure 8: Comparison with other methods in terms of reconstruction error (MSE)
20
Figure 9: Visual reconstruction performance comparisons with other methods. 15 features are
selected and the images are reconstructed using only these 15 features. The reconstruction
method is the same for all feature selection approaches. The first column is the original image
and the last row shows the selected feature for different feature selection approaches
21
Figure 10: The comparison of methods for 2% of features in terms of classification and clus-
tering accuracy. When the number of selected features are few the correct selection is so
important.
dataset. As evident, the proposed algorithm with TSNE as teacher success-
fully selects the important features so that the original image can be well recon-
structed. It is clear that the method selects most of the edge features that are
necessary for recognition and reconstruction of the object. It worth mentioning
that selection of TSFS is not mandatory for the proposed scheme and consider-
ing the application, if any other scheme is more suitable it can be used as the
teacher method.
Second Step: Comparison with Other Existing Methods:
To show the performance of our method against other existing methods,
we use TSNE as the teacher method and compare the performance metrics
explained in Section 4.2 for TSFS and five recent unsupervised feature selec-
tion methods: Laplacian Score, AEFS, MCFS and GAFS. These methods are
described in Section 2.
Figures 5, 6, 7 and 8 shows the classification, clustering and reconstruction
results. As depicted, the proposed TSFS method in most cases outperform other
existing methods.
To better compare the results, especially in the region where only very few
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features are selected (small p) we additionally compare all methods when the
percentage of selected features is two. The results are shown in Figure 10
as a spider chart where the occupied aria of our method is larger than other
approaches. Furthermore, in all datasets , except for the Yale dataset and for
the MCFS method, the proposed method has a better performance compared
with others.
At the end, for illustration, Figure 9 shows the reconstruction result using
limited selected features for different unsupervised feature selection methods.
The reconstruction network is the same for all methods as described in Section
4.2. As can be seen, the TSFS+TSNE method successfully reconstructs all digits
(except for 5). The performance superiority of the method is more evident in
digits 1,3,6 and 9.
4.3.2. Supervised Teacher-Student Feature Selection(S-TSFS)
If the teacher is a supervised method then the feature selection will be a
supervised feature selection approach. In this part we use a convolutional neural
network (CNN) to train a suitable representation from MNIST dataset in a
supervised manner using labels. The structure of the employed deep neural
network is shown in Figure 11. After training this network on all 60,000 images
of the MNIST dataset, a subset of dataset (1000 samples) are fed into the
network, and using the obtained representation, the feature selection network
is trained as describe in Section 3.
For a fair performance comparison, this approach should be compared with
other supervised feature selection methods. As described in Section 2, the
information-based methods are usually supervised. Figure 12 shows the classi-
fication accuracies for the U-TSFS, the S-TSFS and the MRMR using the MLP
classifier described in Section 4.2. Evidently, in most cases, the S-TSFS has a
better performance compared to other ones. It is worth mentioning that 50%
selection of features have the best performance because in the MNIST dataset
almost 50% of features are black (for all samples). Thus these features are
redundant and including them in the classification stage can increase the com-
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Figure 11: The CNN architecture used as the teacher in mnist for supervised feature selection
plexity of the classifier and so decrease its generalization ability which leads to
worse performances.
4.4. Sensitivity Analysis
In the proposed algorithm, there are two parameters to be adjusted. The
first one is the number of neurons in the hidden layer of the feature selection
network and the second one is the trade-off parameter (λ). The number of
hidden neurons should be set based on the representation dimension. Exper-
imentally, we developed a rule of thumb for its value which is ten times the
representation dimension. In our experiments, the representation dimension is
two so the number of hidden neurons is selected as 20.
The other parameter is λ for which we perform a sensitivity analysis. Figure
13 shows the classification accuracies for different datasets with three different
values for the λ ∈ {0.001, 0.01, 0.1} parameter. As can be seen for all 3 values
of λ, the results are not much different which verifies that the algorithm is not
very sensitive to the selected value of λ. As mentioned in Section 4.3.1 we use
λ = 0.1 for all experiments.
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Figure 12: The classification accuracy on mnist subset dataset
Figure 13: The sensitivity analysis of λ parameter for TSFS+TSNE
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5. Conclusion
In this paper, we presented a teacher-student scheme for deep feature se-
lection (TSFS). The idea is to partition the feature selection task into, first,
finding a good low-order representation and then use this representation for fea-
ture selection. The proposed approach can be applied to both supervised and
unsupervised applications. The extensive experiments, performed on different
datasets, verifies the superiority of the TSFS against other existing methods
in terms of classification accuracy, clustering performance (accuracy and NMI)
and reconstruction performance (MSE) using limited selected features.
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