There are fundamental topological problems, such as unknot recognition and 3-sphere recognition, for which the existence of a polynomial time algorithm remains unknown. A major algorithmic tool behind some of the best known algorithms for these problems is normal surface theory.
Introduction
For many high-profile topological problems, such as unknot recognition and 3-sphere recognition, the existence of a polynomial time solution remains unknown. Having said this, normal surface theory has so far proven to be a relatively successful algorithmic tool for attacking such problems. Indeed, there are a number of topological problems for which normal surface theory has yielded algorithms that are simple enough to have been implemented, and efficient enough to be useful in practice [3, 5] .
In particular, the authors of [5] introduced an algorithm for unknot recognition which exhibited small polynomial time performance when tested on a large database of cases. This approach was also adapted to yield experimentally fast algorithms for 3-sphere recognition and connected-sum decomposition. Unfortunately, the algorithms in [5] remain exponential time in theory, and they all share a single, critical bottleneck: the computational task of finding a non-trivial normal sphere or disc in a 3-dimensional triangulation. If we could find a polynomial time algorithm for this task, then we would immediately get polynomial time algorithms for unknot recognition, 3-sphere recognition and connected-sum decomposition.
In [5] , the task of finding non-trivial normal spheres and discs is reduced to finding solutions to a certain set of algebraic and combinatorial constraints. In section 3 we show that, under a particular abstract formulation of these constraints, finding such solutions is NP-hard. Assuming P = NP, this suggests that a polynomial time algorithm for finding non-trivial normal spheres and discs would probably need to exploit some geometric or topological ideas, not just the linear algebra that is used in current implementations.
An older and more general approach in normal surface theory, which is applicable to a wider range of problems, involves enumerating a special class of surfaces, known as vertex normal surfaces. This idea is ubiquitous in normal surface theory, and provides a straightforward (though inefficient) way to solve many topological problems. In section 4, we study two closely-related problems that can be solved in this way. We show that one of these problems can be solved in polynomial time (using a different technique), while the other is NP-complete. This dichotomy -which is analogous to how finding Eulerian cycles is easy, while finding Hamiltonian cycles is hard -is a first in the context of normal surface theory.
It is also worth noting that NP-completeness proofs for knots and 3-manifolds have typically used reductions from variants of satisfiability. In contrast, our NP-completeness result uses a reduction from Hamiltonian cycle, and therefore adds a new and substantially different style of reduction to the toolbox for computational topologists.
Preliminaries
In computational 3-manifold topology, we need a discrete way to represent 3-manifolds. Since simplicial complexes can often be very large, we use a more flexible structure known as a (generalised) 1 triangulation; a triangulation T consists of n tetrahedra, which have been "glued" together by affinely identifying some or all of their 4n triangular faces in pairs. We will tacitly assume that our triangulations are connected.
In generalised triangulations, two faces of the same tetrahedron are allowed to be identified. Moreover, as a result of the face identifications, multiple edges of a single tetrahedron may become identified, and likewise with vertices.
If the underlying topological space of T is actually a topological 3-manifold, then we call T a 3manifold triangulation. One way to determine whether T is 3-manifold triangulation is to examine its vertex links; given a vertex v of T , the link of v is defined to be the boundary of a small regular neighbourhood of v. T is a 3-manifold triangulation if and only if every vertex link is either a sphere (if the vertex is internal) or a disc (if the vertex is on the boundary).
A normal surface in a triangulation T is a surface which:
• is properly embedded in T ;
• intersects each simplex in T transversely; and • intersects each tetrahedron ∆ of T in a finite (and possibly empty) collection of discs, where each disc is a curvilinear triangle or quadrilateral whose vertices lie on different edges of ∆ [9] .
The curvilinear triangles and quadrilaterals are collectively known as elementary discs 2 . Under a normal isotopy, which is defined to be an ambient isotopy that preserves every simplex in a given triangulation, the number of times a normal surface intersects each simplex can never change. Within each tetrahedron, the elementary discs get divided into seven equivalence classes under normal isotopy. Each equivalence class is called an elementary disc type [9] . As illustrated in figure 1, there are four triangle types and three quadrilateral types in each tetrahedron. Let T be a triangulation with n tetrahedra. Any normal surface S in T can be represented uniquely, up to normal isotopy, by a vector v(S) ∈ Z 7n that counts the number of elementary discs of each type in each tetrahedron. v(S) is called the standard vector representation of S, and its 7n integer coordinates are called normal coordinates. The 4n coordinates that count triangles are called triangle coordinates, and the 3n coordinates that count quadrilaterals are called quadrilateral coordinates.
It is not immediately clear which points x ∈ Z 7n actually represent normal surfaces. The most obvious necessary condition is the non-negativity condition, which requires that the coordinates of x are all non-negative. It turns out that we only need two more necessary conditions, known as the matching equations and the quadrilateral constraints, to obtain a list of conditions which is also sufficient [8] . We now describe these two conditions.
For a collection of elementary discs to glue together to form a normal surface, they need to "match up" across pairs of identified triangular faces. An elementary disc always meets a triangular face f of a tetrahedron in one of three possible types of normal arcs. Each normal arc type is "parallel" to one of the three edges of f , in the sense that the arc joins the other two edges of f . 3 With this in mind, consider a triangular face f 1 of a tetrahedron ∆ 1 , and let e 1 be one of the edges of f 1 . Suppose f 1 is identified with another face f 2 of some tetrahedron ∆ 2 . As a result of this face identification, e 1 becomes identified with an edge e 2 of f 2 . The matching condition requires the number of normal arcs parallel to e 1 in f 1 to be equal to the number of normal arcs parallel to e 2 in f 2 . To describe this constraint as a linear equation, we let:
• t 1 be the number of triangles in ∆ 1 giving rise to a normal arc parallel to e 1 in f 1 , • q 1 be the number of quadrilaterals in ∆ 1 giving rise to a normal arc parallel to e 1 in f 1 , • t 2 be the number of triangles in ∆ 2 giving rise to a normal arc parallel to e 2 in f 2 , and • q 2 be the number of quadrilaterals in ∆ 2 giving rise to a normal arc parallel to e 2 in f 2 , and we require points x ∈ Z 7n to satisfy the matching equation Figure 2 gives an example with t 1 = 1, q 1 = 2, t 2 = 3 and q 2 = 0, which clearly satisfies this matching equation. Since there are 4n tetrahedron faces in total, up to 2n pairs of faces can be identified. Each such identification yields three matching equations, giving a total of at most 6n equations, with equality if and only if all 4n faces have been paired up. The quadrilateral constraints require that each tetrahedron has at most one non-zero quadrilateral coordinate. This condition is necessary because in each tetrahedron, any two quadrilaterals of different types will always intersect. Such intersections need to be avoided because normal surfaces are (by definition) embedded surfaces.
Any vector x ∈ R 7n (including non-integer vectors) is called admissible if it simultaneously satisfies the non-negativity condition, the matching equations and the quadrilateral constraints. Haken showed that the admissible points in Z 7n are precisely the points that represent normal surfaces.
Theorem 1 (Haken) . Let T be an n-tetrahedron triangulation. A vector x ∈ Z 7n represents a normal surface in T (uniquely up to normal isotopy) if and only if x is admissible [8, 9] .
Notice that the matching equations, together with the non-negativity condition, give a collection of homogeneous linear equations and inequalities over R 7n . The set of solutions to these linear constraints forms a polyhedral cone C ⊂ R 7n known as the standard solution cone. We define a vertex normal surface to be a normal surface S such that:
• v(S) lies on an extremal ray of the cone C; and • there is no q ∈ (0, 1) such that qv(S) is an integral point in R 7n .
Vertex normal surfaces were first introduced by Jaco and Oertel in 1984 [10] . It turns out that a normal surface S is a vertex normal surface if and only if the integer multiples of v(S) are the only integral points x, y ∈ C that can satisfy an equation of the form kv(S) = x + y, for some positive integer k [11] .
For any vertex v of a triangulation T , the link of v can always be represented as a normal surface. Such a surface is built from the elementary triangles that "surround" v in the triangulation (see figure 3 ). Since vertex-linking normal surfaces always exist, such surfaces are also often called trivial surfaces; correspondingly, non-vertex-linking normal surfaces are called non-trivial surfaces.
vertex v S Figure 3 : Building a vertex-linking normal surface S from triangles.
If T is a one-vertex triangulation, then there is of course only one vertex-linking surface; this surface must have every triangle coordinate equal to 1, and every quadrilateral coordinate equal to 0. This means that any connected non-trivial normal surface in T must have at least one of its triangle coordinates set to 0 [5] .
Abstract normal constraint optimisation
As mentioned in section 1, the authors of [5] introduced a number of algorithms that rely on the critical computational task of finding non-trivial normal spheres and discs. In this section, we consider a particular abstract formulation of this task, inspired by the work in [5] .
One way to determine whether a connected normal surface is a sphere or disc is to check whether its Euler characteristic is positive 4 . Given an n-tetrahedron triangulation T , it turns out that there exists a homogeneous linear function χ : R 7n → R such that for any normal surface S in T , χ v(S) equals the Euler characteristic of S [5] . With this in mind, the authors of [5] essentially worked with the following formulation of the problem of finding non-trivial normal spheres and discs. Since a non-trivial normal sphere or disc in T must have at least one of its triangle coordinates set to 0, we can determine the existence of such a surface by solving problem 2 once for each of the 4n choices of triangle coordinate t. Thus, a polynomial time algorithm for problem 2 would immediately yield a polynomial time algorithm for unknot recognition [5] . In this section, we show that an algebraic abstraction of problem 2 is NP-hard. This suggests that a polynomial time algorithm for problem 2 would probably need to exploit some geometric or topological intuition.
To formulate our algebraic abstraction, we start by defining an abstract tetrahedron to be a tuple
of seven non-negative integer variables called (abstract) 5 normal coordinates. For i ∈ {1, 2, 3}, x i is called an (abstract) quadrilateral coordinate. For i ∈ {4, 5, 6, 7}, x i is called an (abstract) triangle coordinate. The quadrilateral coordinates x 1 , x 2 , x 3 must satisfy the (abstract) quadrilateral constraint, which says that no two of these quadrilateral coordinates may be simultaneously non-zero. Suppose we have n abstract tetrahedra T 1 , . . . , T n , where for each k = 1, . . . , n we write
All of these coordinates together determine a vector x = (x 1,1 , . . . , x 1,7 ; x 2,1 , . . . , x 2,7 ; . . . . . . ; x n,1 , . . . , x n,7 ) ∈ Z 7n .
Of course, not every point x ∈ Z 7n determines a "valid" assignment of values to our normal coordinates.
To get a valid assignment, we require every coordinate of x to be non-negative, and we require the quadrilateral constraint to be satisfied in each T k , k = 1, . . . , n. An (abstract) matching equation is an equation of the form q + t = q + t , where q and q are both quadrilateral coordinates, and t and t are both triangle coordinates. We will call a collection M of matching equations compatible if M satisfies the following two conditions:
• every quadrilateral coordinate appears at most four times among the equations in M ; and • every triangle coordinate appears at most three times among the equations in M .
Note that we consider an equation of the form q + t = q + t to contain two occurrences of the quadrilateral coordinate q. Similarly, an equation of the form q + t = q + t contains two occurrences of the triangle coordinate t.
This notion of compatibility is motivated by two simple geometric observations. First, since a quadrilateral gives rise to four normal arcs, any given quadrilateral coordinate can only be involved in at most four matching equations. Similarly, since a triangle gives rise to three normal arcs, any given triangle coordinate can only be involved in at most three matching equations.
Recall from section 2 that a triangulation yields at most 6n matching equations, with equality precisely when all 4n tetrahedron faces have been paired up. We get an analogue of this result as an easy consequence of the compatibility conditions. Proof. Each of the 4n triangle coordinates can appear at most three times, for a total of up to 12n appearances of triangle coordinates. Since every matching equation includes two appearances of triangle coordinates, M can contain at most 6n equations. In particular, if every triangle coordinate appears exactly three times, then there are exactly 12n appearances of triangle coordinates, and hence there must be exactly 6n equations.
On the other hand, suppose M contains exactly 6n equations. Since each equation contains two appearances of triangle coordinates, there are a total of 12n appearances of triangle coordinates. But each of the 4n triangle coordinates can only appear at most three times, so they must all appear exactly three times. Similarly, since each equation contains two appearances of quadrilateral coordinates, there are a total of 12n appearances of quadrilateral coordinates. So, since each of the 3n quadrilateral coordinates can only appear at most four times, they must all appear exactly four times.
With this in mind, fix a collection M of compatible matching equations. We say that a point x ∈ Z 7n is M -admissible if:
• the coordinates of x are all non-negative; • x satisfies the quadrilateral constraints; and • x satisfies every equation in M .
The notion of M -admissibility mirrors the notion of admissibility discussed in section 2.
Recalling that the Euler characteristic can be expressed as a homogeneous linear function of the normal coordinates, we introduce the following algebraic abstraction of problem 2.
Problem 4 (Abstract normal constraint optimisation). INSTANCE: n abstract tetrahedra, a collection M of compatible matching equations, a homogeneous linear function χ : Z 7n → Z, and a fixed triangle coordinate t from one of the n abstract tetrahedra. QUESTION: Does there exist an M -admissible point x ∈ Z 7n such that χ(x) > 0 and t = 0? Problem 4 turns out to be NP-hard (we state this below as theorem 8). The proof strategy is to find a reduction from a variant of satisfiability called monotone one-in-three satisfiability, which we formulate as follows.
A clause is a triple c = (u 1 , u 2 , u 3 ) of distinct Boolean variables, and we say that c is satisfied if exactly one of its three variables is true. Given a set C = {c 1 , . . . , c n } of such clauses, let V be the set of all variables that appear in C. A truth assignment for V is a map t : V → {0, 1}, where we interpret t(v) = 1 to mean "v is true", and t(v) = 0 to mean "t is false". A clause is said to be satisfied under t if exactly one of its variables is true under t. A collection C of clauses is satisfiable if there is a truth assignment that satisfies every clause of C in this way.
Problem 5 (Monotone one-in-three satisfiability).
Problem 5 was proven NP-complete by Schaefer in 1978, as an application of his general dichotomy theorem for satisfiability [13] . 6 As mentioned earlier, we prove that problem 4 is NP-hard by giving a polynomial reduction from problem 5. To this end, suppose we are given any collection of clauses C = {c 1 , . . . , c n }, where each clause c k is a triple (u k,1 , u k,2 , u k,3 ) of distinct Boolean variables. The main idea of our reduction is to represent each clause c k as an abstract tetrahedron T k = (x k,i ) 7 i=1 , where for each i = 1, 2, 3 we consider the variable u k,i to be "true" if and only if the quadrilateral coordinate x k,i is non-zero. For this to work, our construction needs to enforce the following two conditions.
(1) If u k,i and u ,j are two occurrences of the same variable, then the corresponding quadrilateral coordinates must be equal. (2) In each T k , at least one of the three quadrilateral coordinates x k,1 , x k,2 , x k,3 must be non-zero.
Recall that each T k can only have at most one of its quadrilateral coordinates being non-zero, due to the quadrilateral constraints. Together with condition (2), this will force exactly one quadrilateral coordinate to be non-zero in each abstract tetrahedron T k , which corresponds to the requirement that exactly one variable is true in each clause c k .
To enforce condition (1), we introduce n − 1 abstract tetrahedra
We then construct a particular collection M 1 of matching equations, such that if these equations are satisfied, then we must have x k,i = x ,j for all k, ∈ {1, . . . , n} and i, j ∈ {1, 2, 3} such that u k,i and u ,j are two occurrences of the same variable. The details of this construction are captured in lemma 6.
To enforce condition (2), we introduce n − 1 abstract tetrahedra
We then construct a particular collection M 2 of matching equations, such that if these equations are satisfied, then we must have
It turns out that this constraint, combined with a carefully chosen function χ, will be enough to enforce condition (2) . The details of this construction are captured in lemma 7.
With these ideas in mind, we now present the proofs of lemmas 6 and 7. We will then apply these two lemmas to show that abstract normal constraint optimisation (problem 4) is NP-hard. Lemma 6. Given:
• a collection C = {c 1 , . . . , c n } of clauses (as in problem 5);
we can construct a collection M 1 of matching equations such that:
• the equations in M 1 are satisfied if and only if we have:
. . , n} and i, j ∈ {1, 2, 3} such that u k,i and u ,j are two occurrences of the same variable;
• for all k ∈ {1, . . . , n} and i ∈ {1, 2, 3}, the quadrilateral coordinate x k,i appears at most twice among the equations in M 1 ; • for all k ∈ {1, . . . , n} and i ∈ {4, 5, 6, 7}, the triangle coordinate x k,i never appears among the equations in M 1 ; • for all k ∈ {1, . . . , n − 1} and i ∈ {1, 2, 3}, the quadrilateral coordinate w k,i appears twice among the equations in M 1 ; and • for all k ∈ {1, . . . , n − 1} and i ∈ {4, 5, 6, 7}, the triangle coordinate w k,i appears at most three times among the equations in M 1 .
Moreover, this can be done in O(n 2 ) time.
Proof. For each k = 1, . . . , n − 1, we add the matching equations
to M 1 . Observe that these equations reduce to
and that constructing these equations requires O(n) steps. Now, given any fixed variable v ∈ V , let u k 1 ,i 1 , u k 2 ,i 2 , . . . , u km,im denote all the occurrences of v. We would like to force
for each j = 1, . . . , m − 1, since this would imply
Since the triangle coordinates w k j ,i j +3 and w k j ,i j +4 must be equal, we can do this by adding the equation
to M 1 , for each j = 1, . . . , m. By doing the same thing for each variable v ∈ V , we can force x k,i = x ,j for all k, ∈ {1, . . . , n} and i, j ∈ {1, 2, 3} such that u k,i and u ,j are two occurrences of the same variable. We describe an O(n 2 )-time procedure to add all these equations to M 1 . For each fixed u k,i , where k ∈ {1, . . . , n − 1} and i ∈ {1, 2, 3}, we perform an O(n)-time search which finishes by adding at most one equation to M 1 . More specifically, for = k + 1, . . . , n and j = 1, 2, 3, we sequentially check each u ,j to see whether u k,i and u ,j are two occurrences of the same variable. If so, we stop searching, and add the matching equation
to M 1 . After checking O(n) coordinates, we either:
• find such a u ,j , and impose the corresponding equation; or • conclude that no such u ,j exists.
We perform this search once for each u k,i , which requires O(n 2 ) steps in total. When this whole procedure is finished, we get a collection M 1 of matching equations that are satisfied if and only if we have:
. . , n} and i, j ∈ {1, 2, 3} such that u k,i and u ,j are two occurrences of the same variable.
Moreover, given any fixed k = 1, . . . , n, observe that:
• for each i = 1, 2, 3, the quadrilateral coordinate x k,i appears at most twice among equations of type (d), and nowhere else in M 1 ; and • for each i = 4, 5, 6, 7, the triangle coordinate x k,i never appears among the equations in M 1 .
To see that:
• for all k ∈ {1, . . . , n − 1} and i ∈ {1, 2, 3}, the quadrilateral coordinate w k,i appears twice among the equations in M 1 ; and • for all k ∈ {1, . . . , n − 1} and i ∈ {4, 5, 6, 7}, the triangle coordinate w k,i appears at most three times among the equations in M 1 ;
consider any fixed k = 1, . . . , n − 1, and observe that:
• the quadrilateral coordinate w Finally, note that the entire construction requires O(n 2 ) steps.
Lemma 7. Given:
• n abstract tetrahedra T k = (x k,i ) 7 i=1 , k = 1, . . . , n; and
we can construct a collection M 2 of matching equations such that:
• if we impose y 1,5 = 0, then the equations in M 2 are satisfied if and only if for all k = 1, . . . , n − 1 we have y k,1 = y k,2 = y k,5 = y k,6 = 0,
• for all k ∈ {1, . . . , n} and i ∈ {1, . . . , 7}, the coordinate x k,i appears at most twice among the equations in M 2 ; • for all k ∈ {1, . . . , n − 1} and i ∈ {1, 2, 3}, the quadrilateral coordinate y k,i appears at most four times among the equations in M 2 ; and • for all k ∈ {1, . . . , n − 1} and i ∈ {4, 5, 6, 7}, the triangle coordinate y k,i appears at most three times among the equations in M 2 .
Moreover, this can be done in O(n) time.
Proof. For each k = 1, . . . , n − 2, we add the matching equation
to M 2 . For each k = 1, . . . , n − 1, we also add the following matching equations to M 2 : (g)
We claim that if we impose y 1,5 = 0, then the equations in M 2 are satisfied if and only if for all k = 1, . . . , n − 1 we have:
y k,1 = y k,2 = y k,5 = y k,6 = 0;
x k,4 = x k,3 ;
x k+1,6 = x k+1,3 ;
x k,5 = x k,2 + x k,3 ;
x k+1,7 = x k+1,2 + x k+1,3 ;
To see this, first observe that the equations of type (b) reduce to y k,1 = y k,2 = 0, since the quadrilateral coordinates y k,1 and y k,2 cannot be simultaneously non-zero, due to the quadrilateral constraint. This means that the equations of type (a) reduce to y k,6 = y k+1,5 . Together with the equations of type (c), which reduce to y k,5 = y k,6 , we therefore have y 1,5 = y 1,6 = y 2,5 = y 2,6 = · · · = y n−1,5 = y n−1,6 .
So, by imposing y 1,5 = 0, we get y k,5 = y k,6 = 0 for all k = 1, . . . , n − 1. So, we have y k,1 = y k,2 = y k,5 = y k,6 = 0 for each k = 1, . . . , n − 1. As a result, the equations of type (d), (e), (f), (g) and (h) reduce to:
x k,5 = x k,2 + x k,4 = x k,2 + x k,3 ;
x k+1,7 = x k+1,2 + x k+1,6 = x k+1,2 + x k+1,3 ;
for all k = 1, . . . , n − 1.
To see that for all k ∈ {1, . . . , n} and i ∈ {1, . . . , 7}, the coordinate x k,i appears at most twice among the equations in M 2 , consider any fixed k = 1, . . . , n and observe that: To see that:
• for all k ∈ {1, . . . , n − 1} and i ∈ {1, 2, 3}, the quadrilateral coordinate y k,i appears at most four times among the equations in M 2 ; and • for all k ∈ {1, . . . , n − 1} and i ∈ {4, 5, 6, 7}, the triangle coordinate y k,i appears at most three times among the equations in M 2 ;
consider any k = 1, . . . , n − 1, and observe that:
• the quadrilateral coordinate y k,1 only appears in equations of type (a), (b), (d) and (e), and only at most once for each type; • the quadrilateral coordinate y k,2 only appears in equations of type (a), (b), (f) and (g), and only at most once for each type; • the quadrilateral coordinate y k,3 appears twice in an equation of type (c), and nowhere else in M 2 ;
• the triangle coordinate y k,4 appears twice in an equation of type (b), and nowhere else in M 2 ;
• the triangle coordinate y k,5 only appears in equations of type (a), (c) and (d), and only at most once for each type; • the triangle coordinate y k,6 only appears in equations of type (a), (c) and (e), and only at most once for each type; and • the triangle coordinate y k,7 never appears in M 2 .
Finally, note that constructing all the equations in M 2 requires O(n) steps. Proof. We give a reduction from monotone one-in-three satisfiability (problem 5). Suppose we are given any collection of clauses C = {c 1 , . . . , c n }, where each clause c k is a triple (u k,1 , u k,2 , u k,3 ) of distinct Boolean variables. We construct a corresponding instance of abstract normal constraint optimisation, as follows.
• Construct the following p = 3n − 2 abstract tetrahedra: for all x = w 1,1 , . . . , w 1,7 ; . . . ; w n−1,1 , . . . , w n−1,7 ;
x 1,1 , . . . , x 1,7 ; . . . ; x n,1 , . . . , x n,7 ; y 1,1 , . . . , y 1,7 ; . . . ; y n−1,1 , . . . , y n−1,7 ∈ Z 7p .
• Fix t = y 1,5 .
Note that the entire construction requires O(n 2 ) steps in total. To see that the equations in M are actually compatible, recall from lemmas 6 and 7 that:
• for each k = 1, . . . , n − 1 and i = 1, 2, 3, the quadrilateral coordinate w k,i appears twice in M 1 , and never appears in M 2 ; • for each k = 1, . . . , n − 1 and i = 4, 5, 6, 7, the triangle coordinate w k,i appears at most three times in M 1 , and never appears in M 2 ; • for each k = 1, . . . , n and i = 1, 2, 3, the quadrilateral coordinate x k,i appears at most twice in M 1 , and appears at most twice in M 2 ; • for each k = 1, . . . , n and i = 4, 5, 6, 7, the triangle coordinate x k,i never appears in M 1 , and appears at most twice in M 2 ; • for each k = 1, . . . , n − 1 and i = 1, 2, 3, the quadrilateral coordinate y k,i never appears in M 1 , and appears at most four times in M 2 ; and • for each k = 1, . . . , n − 1 and i = 4, 5, 6, 7, the triangle coordinate y k,i never appears in M 1 , and appears at most three times in M 2 .
So, it only remains to show that C is satisfiable if and only if there exists an M -admissible point x ∈ Z 7p such that χ(x) > 0 and t = 0.
• Suppose C is satisfiable. Then we can fix some truth assignment such that exactly one variable is true in every clause in C. Consider the point x = w 1,1 , . . . , w 1,7 ; . . . ; w n−1,1 , . . . , w n−1,7 ;
x 1,1 , . . . , x 1,7 ; . . . ; x n,1 , . . . , x n,7 ; y 1,1 , . . . , y 1,7 ; . . . ; y n−1,1 , . . . , y n−1,7 ∈ Z 7p
given by:
w k,i = y k,i = 0 for all k ∈ {1, . . . , n − 1} and i ∈ {1, . . . , 7}; x k,i = 1 for all k ∈ {1, . . . , n} and i ∈ {1, 2, 3} such that u k,i is true; x k,i = 0 for all k ∈ {1, . . . , n} and i ∈ {1, 2, 3} such that u k,i is false; x k,4 = x k,6 = x k,3 for all k ∈ {1, . . . , n}; and x k,5 = x k,7 = x k,2 + x k,3 for all k ∈ {1, . . . , n}.
For each k = 1, . . . , n, since exactly one of the variables u k,1 , u k,2 , u k,3 is true, we must have exactly one of the quadrilateral coordinates x k,1 , x k,2 , x k,3 equal to 1, and the other two quadrilateral coordinates equal to 0. In particular, this means that
With this in mind, we claim that x is M -admissible. To see this, first note that every coordinate of x is clearly non-negative. Additionally, observe that for each k = 1, . . . , n − 1, the quadrilateral coordinates in S k = (w k,i ) 7 i=1 and U k = (y k,i ) 7 i=1 are all zero, so we can immediately see that the quadrilateral constraints are satisfied in S k and U k . For T k = (x k,i ) 7 i=1 , k = 1, . . . , n, recall that exactly one of the quadrilateral coordinates x k,1 , x k,2 , x k,3 is equal to 1, and the other two quadrilateral coordinates are equal to 0. Thus, the quadrilateral constraints are also satisfied in each T k . It remains to show that x satisfies every equation in M = M 1 ∪ M 2 . To this end, observe that:
for all k ∈ {1, . . . , n − 1}, we have w k,4 = w k,5 = w k,6 = w k,7 = 0; and given any k, ∈ {1, . . . , n} and i, j ∈ {1, 2, 3} such that u k,i and u ,j are two occurrences of the same variable, u k,i is true if and only if u ,j is true, which means that x k,i = x ,j .
So, by lemma 6, x satisfies the equations in M 1 . Moreover, we have y k,1 = y k,2 = y k,5 = y k,6 = 0;
x k,1 + x k,2 + x k,3 = x k+1,1 + x k+1,2 + x k+1,3 = 1;
for all k ∈ {1, . . . , n − 1}, so by lemma 7, x also satisfies the equations in M 2 . Altogether, we see that x is indeed M -admissible. Finally, note that t = y 1,5 = 0, and we have
x k,1 + x k,2 + x k,3 = n k=1 1 = n > 0.
Thus, we have found an M -admissible point x ∈ Z 7p such that χ(x) > 0 and t = 0. • Suppose x = w 1,1 , . . . , w 1,7 ; . . . ; w n−1,1 , . . . , w n−1,7 ;
x 1,1 , . . . , x 1,7 ; . . . ; x n,1 , . . . , x n,7 ; y 1,1 , . . . , y 1,7 ; . . . ; y n−1,1 , . . . , y n−1,7 ∈ Z 7p is an M -admissible point such that χ(x) > 0 and t = 0. For each k = 1, . . . , n and i = 1, 2, 3, take the variable u k,i to be true if and only if the quadrilateral coordinate x k,i is non-zero. To see that this gives a valid truth assignment, recall from lemma 6 that the matching equations in M 1 ⊂ M ensure that for any k, ∈ {1, . . . , n} and i, j ∈ {1, 2, 3}, if u k,i and u ,j are two occurrences of the same variable, then x k,i = x ,j . By the quadrilateral constraints, for each fixed k = 1, . . . , n, at most one of the quadrilateral coordinates x k,1 , x k,2 , x k,3 is non-zero. Thus, at most one of the three variables u k,1 , u k,2 , u k,3 is true in each clause c k ∈ C. We claim that no clause has all three variables false, and hence that exactly one variable must be true in every clause. To see this, suppose instead that for some ∈ {1, . . . , n}, the variables u ,1 , u ,2 , u ,3 are all false. This means that x ,1 = x ,2 = x ,3 = 0. So, since we have forced y 1,5 = t = 0, recall from lemma 7 that the matching equations in M 2 ⊂ M yield
for all k = 1, . . . , n − 1. Thus, we have
for all k = 1, . . . , n. But this means that
contradicting the initial assumption that χ(x) > 0. So, we must have a truth assignment such that exactly one variable is true in every clause in C. In other words, C must be satisfiable.
Altogether, we conclude that our construction gives a polynomial reduction from monotone one-inthree satisfiability (problem 5) to abstract normal constraint optimisation (problem 4), and hence that problem 4 is NP-hard.
As discussed earlier, abstract normal constraint optimisation (problem 4) captures the algebraic and combinatorial aspects of the task of finding non-trivial normal spheres and discs. Thus, assuming P = NP, theorem 8 suggests that if we want to find a polynomial time algorithm for problem 2, then we would need to exploit some geometric or topological ideas that are not captured by problem 4. Two such ideas stand out.
• First, given a triangulation T , the matching equations come directly from the face gluings in T .
This means, in particular, that these equations only involve triangles and quadrilaterals that are "nearby" in T . Our abstract matching equations impose no such constraint. • Second, recall that finding spheres and discs essentially boils down to ensuring that the Euler characteristic χ is positive. However, in problem 4, we allow the objective function χ to be any homogeneous linear function.
We emphasise again that if we are looking to design a polynomial time algorithm for finding non-trivial normal spheres and discs, then theorem 8 tells us that we would probably need to take these geometric and topological ideas into account.
Detecting splitting surfaces and connected spanning central surfaces
In section 1, we noted that finding vertex normal surfaces of a certain type is a ubiquitous task in normal surface theory. For this reason, we are interested in the computational complexity of problems that can be solved by enumerating vertex normal surfaces. In this section, we consider two closelyrelated problems of this type. We show that one of these problems can be solved in polynomial time, while the other is NP-complete. Before we state these two problems, we need to define the notion of a central surface; a central surface in a triangulation T is a normal surface that meets each tetrahedron of T in at most one elementary disc. In this section, we focus on connected central surfaces, because it turns out that these must always be vertex normal surfaces. Proposition 9. Let T be a triangulation. If S is a connected central surface in T , then S must be a vertex normal surface.
Proof. Let S be a connected central surface in T . Suppose, for the sake of contradiction, that S is not a vertex normal surface. Then there must exist two normal surfaces M, N in T , neither of which are multiples of S, such that kS = M + N for some positive integer k. Since all coordinates are necessarily non-negative, any coordinates that are non-zero in either M or N must also be non-zero in S.
Since S is a central surface, it meets each tetrahedron of T in at most one elementary disc. For each tetrahedron ∆ that meets S, let:
• ε ∆ denote the elementary disc type in which S meets ∆; and • m ∆ denote the number of times M meets ∆ in a disc of type ε ∆ .
With this in mind, consider any internal face f in T that meets S, and let ∆ and ∆ be the two (not necessarily distinct) tetrahedra that are glued together along f . Since the central surface S passes through f , observe that the disc types ε ∆ and ε ∆ must both give rise to the same normal arc type in f . Thus, the matching equations in f force m ∆ = m ∆ .
Since S is a connected surface, these equalities propagate so that we have m ∆ = m ∆ for any two (not necessarily adjacent) tetrahedra ∆ and ∆ that meet S. But this is impossible, since we initially assumed that M was not a multiple of S. So, we conclude that S must be a vertex normal surface.
For the remainder of this section, we focus on the following two specific types of central surfaces.
• A splitting surface S in T is a normal surface that meets every tetrahedron of T in precisely one quadrilateral. Since a quadrilateral necessarily meets a tetrahedron in all four of its faces, the connectedness of the triangulation T immediately implies that the surface S is connected [2] . • A spanning central surface S in T is a normal surface that meets every tetrahedron of T in precisely one elementary disc. Note that S is not necessarily connected.
Splitting surfaces were originally motivated by ideas discussed by Rubinstein in [12] , with the first detailed study of such surfaces appearing in [2] . A splitting surface in T is of topological interest because it realises a (possibly one-sided) Heegaard splitting 7 of the underlying 3-manifold of T . Moreover, a splitting surface determines the structure of its containing triangulation uniquely, and there is a straightforward algorithm for reconstructing this triangulation from the splitting surface. See [2] for proofs of these facts.
Unlike splitting surfaces, spanning central surfaces have not previously been considered in the literature. This is largely because their topological significance is not as clear-cut. Here, we study spanning central surfaces mainly because they are combinatorially similar to splitting surfaces.
As a consequence of proposition 9, the following two decision problems can be solved by enumerating vertex normal surfaces. It turns out that problem 10 can be solved in polynomial time, whereas problem 11 is NP-complete. In essence, by allowing the surfaces of interest to have non-zero triangle coordinates, we have turned a computationally easy problem into a computationally hard problem. We discuss the significance of these results in more detail at the end of this section.
Theorem 12. Problem 10 has a polynomial time algorithm. That is, given an n-tetrahedron triangulation T , we can determine whether T contains a splitting surface in time polynomial in n.
Proof. Fix any particular tetrahedron ∆ 0 in T . A splitting surface in T must meet ∆ 0 in exactly one of the three possible quadrilaterals. For each choice of quadrilateral in ∆ 0 , we claim that there exists at most one splitting surface that meets ∆ 0 in the chosen quadrilateral. Moreover, we claim that we can check whether such a splitting surface exists in time polynomial in n.
To see this, we start by inserting the chosen quadrilateral in ∆ 0 , and checking whether the existence of this quadrilateral violates any matching equations (note that it is indeed possible for this single quadrilateral to violate a matching equation, since it is possible for two different faces of ∆ 0 to be identified together). Now, choose some face f of ∆ 0 that is joined to a different tetrahedron ∆ 1 (such an f must exist if T is a connected triangulation with more than one tetrahedron). Since we are checking for the existence of a splitting surface, we can immediately set the triangle coordinates in ∆ 1 to 0, which reduces the three matching equations in f to the form q 0 = q 1 , where q 0 is a quadrilateral coordinate in ∆ 0 and q 1 is a quadrilateral coordinate in ∆ 1 . Since we have already fixed a quadrilateral in ∆ 0 , this immediately fixes a choice of quadrilateral in ∆ 1 .
Continuing this process, we can visit every tetrahedron in T using a breadth-first search, which requires polynomial time in n. Every time we move from a tetrahedron ∆ to a new tetrahedron ∆ , the choice of quadrilateral in ∆ immediately forces a choice of quadrilateral in ∆ . We check whether inserting this quadrilateral in ∆ violates any matching equations.
If a matching equation is violated, then we can conclude that there is no splitting surface that meets ∆ 0 in the chosen quadrilateral, since every choice of quadrilateral that was made prior to visiting ∆ was forced. In this case, we can immediately stop the breadth-first search, and try the next choice of quadrilateral in ∆ 0 . On the other hand, if the breadth-first search finishes without ever inserting a quadrilateral in a way that violates some matching equations, then we will have constructed a splitting surface in T that meets ∆ 0 in the chosen quadrilateral.
In either case, we see that we can determine in polynomial time whether T contains a splitting surface that meets ∆ 0 in the chosen quadrilateral. By repeating this process for each of the three choices of quadrilateral in ∆ 0 , we can therefore determine in polynomial time whether T contains a splitting surface.
We now turn to proving the NP-completeness of detecting connected spanning central surfaces (we state this below as theorem 17). Our proof strategy is to find a reduction from the graph theoretic 8 computational problem Hamiltonian cycle. For simplicity, we restrict our attention to graphs that are 3-regular, since detecting Hamiltonian cycles remains NP-complete under this condition [7] . In essence, given any graph G, our goal is to build a corresponding triangulation T G , such that T G contains a connected spanning central surface if and only if G contains a Hamiltonian cycle. The key to this construction is the node gadget, a small triangulation which we use to represent the nodes in any given 3-regular graph. Each node in G will be assigned a corresponding node gadget, and the arcs in G will determine how we glue all the node gadgets together to form the triangulation T G .
To build the node gadget, our idea is to insert "three-way pillows" into a "triangular solid torus". We start by describing how to construct the triangular solid torus.
Construction 14 (Triangular solid torus). To build the triangular solid torus, start with three tetrahedra:
• ∆ 1 , with vertices labelled A, B, C, D;
• ∆ 2 , with vertices labelled E, F, G, H; and • ∆ 3 , with vertices labelled I, J, K, L.
The idea is to form a solid torus by stacking these tetrahedra in a cycle, with ∆ 2 on top of ∆ 1 , ∆ 3 on top of ∆ 2 , and ∆ 1 on top of ∆ 3 . More precisely, we glue the tetrahedra together using the following face identifications. Because of its three-way symmetry, the triangular solid torus seems particularly suitable for simulating nodes of degree three. To pin down this symmetry more precisely, it turns out to be extremely helpful to classify the boundary edges of the triangular solid torus according to their degree 9 . As illustrated in figure 5 , the triangular solid torus has three boundary edges of degree 1, three boundary edges of degree 2, and three boundary edges of degree 3. Observe that each pair of degree-1 boundary edges is connected by a degree-2 edge and a degree-3 edge. These four edges bound a pair of triangular faces that glue together to form a cylinder. It turns out to be helpful to assign types a, b, c, d to the four edges of such a boundary cylinder. We do this as follows.
• The two degree-1 edges are assigned types a and b in a "coherent" way. To explain what we mean by this, we note that each degree-1 edge in the triangular solid torus belongs to two cylinders. With this in mind, we insist that each degree-1 edge is assigned edge type a in one of the cylinders, and edge type b in the other cylinder. This effectively imposes an orientation on the triangular solid torus. • The degree-2 edge is assigned type c.
• The degree-3 edge is assigned type d.
All of this is illustrated in figure 6 . Now, recall that our goal is to take any given 3-regular graph G and build a corresponding triangulation T G , such that T G contains a connected spanning central surface if and only if G contains a Hamiltonian cycle. Since G is 3-regular, a Hamiltonian cycle in G can pass through each node in precisely three possible ways; more specifically, for each node v in G, a Hamiltonian cycle in G must contain precisely two of the three arcs incident with v. We can represent this using spanning central surfaces that are incident with precisely two of the three boundary cylinders of the triangular solid torus. This role is played perfectly by the three tubes illustrated in figure 7. The problem with using the triangular solid torus to represent nodes is that it also contains a number of other, unwanted spanning central surfaces. Some of these are illustrated in figure 8 . Luckily, we can construct a "three-way pillow" which helps us eliminate all but one of these unwanted surfaces. Construction 15 (Three-way pillow). To build the three-way pillow, start with two tetrahedra:
• ∆ 1 , with vertices labelled A, B, C, D; and • ∆ 2 , with vertices labelled E, F, G, H.
We glue these tetrahedra together using the following face identifications.
(1) ABD ←→ EF G (2) ACD ←→ EHG (3) BCD ←→ F HG As a result of these face identifications, observe that the three-way pillow has one internal vertex and three boundary vertices. The boundary faces are ABC and EF H, with boundary edges:
• AB ∼ EF , which we label edge a; • BC ∼ F H, which we label edge b; and • AC ∼ EH, which we label edge c.
This construction is illustrated in figure 9 . As mentioned previously, we build the node gadget by "inserting" three-way pillows into a triangular solid torus. Before we explain how this works, it will be useful to first understand all the connected central surfaces in the three-way pillow. Recall, from proposition 9, that we can find all of these by searching among the vertex normal surfaces. Using the software package Regina [3, 4] , we find that the three-way pillow has seven vertex normal surfaces: an internal vertex-linking sphere, and six different discs. It turns out that all seven of these surfaces are spanning central surfaces. We can ignore the sphere, since it cannot form part of a connected spanning central surface in a larger triangulation.
For each boundary edge e in the three-way pillow, two of the six vertex normal discs are "parallel" to e. By "parallel", we mean that the boundary curve of the disc never hits edge e, and hits each of the other two boundary edges of the three-way pillow exactly once. This is illustrated in figure 10 . As we will see, the important takeaway is that the discs in the three-way pillow can be used to mimic the normal arcs in a triangular face. With this in mind, imagine a triangulation T in which two tetrahedron faces IJK and LM N have been identified, and let f denote the resulting internal face in T . We "insert" the three-way pillow from construction 15 by replacing the face identification IJK ←→ LM N with:
• IJK ←→ ABC; and • EF H ←→ LM N .
Having done this, we can imagine that the face f has been "inflated" to become a pillow. Moreover, we can think of the discs passing through the pillow as thickened versions of the normal arcs in f . So, since a spanning central surface must pass through every tetrahedron in precisely one elementary disc, by inserting the three-way pillow we effectively force the spanning central surfaces in T to pass through exactly one normal arc in f . This idea is the key inspiration for the node gadget.
Construction 16 (Node gadget). To build the node gadget, insert a copy of the three-way pillow (construction 15) between each of the three pairs of identified faces in the triangular solid torus (construction 14).
Observe that a spanning central surface in the node gadget must, in particular, pass through each of the three inserted pillows. So, we can effectively think of a spanning central surface in the node gadget as a spanning central surface in the triangular solid torus that passes through all three internal faces. Since we are working with small triangulations, it is straightforward to enumerate all the possibilities by hand to see that every spanning central surface in the node gadget must look like one of the surfaces shown in figure 11 . Alternatively, we can verify this using the software package Regina [3, 4] , by simply enumerating all of the vertex normal surfaces in the node gadget. As suggested previously, we use the three tubes to represent the three possible ways in which a Hamiltonian cycle can pass through a node of degree 3. To deal with the unwanted Möbius strip, it will be helpful to classify the boundary edges of the node gadget according to their degree (in the same way as we classified the boundary edges of the triangular solid torus). As illustrated in figure  12 , the node gadget has three boundary edges of degree 1, three boundary edges of degree 4, and three boundary edges of degree 5. Observe that the spanning central Möbius strip in the node gadget touches every boundary edge with degree not equal to 4, and never touches any boundary edge with degree equal to 4. So, we can avoid having any such Möbius strips by making sure that, when we glue node gadgets together, we glue every degree-4 edge to a degree-5 edge. We explain this in more detail in the proof of theorem 17. As discussed earlier, we can divide the boundary of the triangular solid torus into three cylinders. These boundary cylinders are inherited by the node gadget. In each such cylinder on the boundary of the node gadget, the four edges inherit the following labelling.
• The two degree-1 edges are labelled types a and b, so that each degree-1 edge in the node gadget is labelled type a in one of the boundary cylinders to which it belongs, and edge type b in the other cylinder. • The degree-4 edge is labelled type c.
• The degree-5 edge is labelled type d.
Our idea is to simulate the arcs in a given graph by gluing node gadgets together along these boundary cylinders. Since each node gadget will be glued to three other node gadgets, this mimics the fact that degree-3 nodes are joined to three other nodes.
Theorem 17. Connected spanning central surface (problem 11) is NP-complete.
Proof. To see that problem 11 is in NP, note that a connected spanning central surface in an ntetrahedron triangulation T consists of a single choice of elementary disc in each of the n tetrahedra. Such a choice of elementary discs therefore forms a linear-sized certificate. We claim that such a certificate can be verified in polynomial time in n. Since T yields at most 6n matching equations, it is straightforward to check that the certificate defines a valid normal surface. This is already enough to verify that we have a spanning central surface. To check connectedness, fix one of the n elementary discs d, and use a breadth-first search to visit all the elementary discs that are connected to d. The normal surface is connected if and only if this search manages to visit all n elementary discs. Since this entire verification process can be done in polynomial time in n, we conclude that problem 11 is in NP.
To show that problem 11 is NP-complete, we give a polynomial reduction from Hamiltonian cycle (problem 13). Suppose we are given any 3-regular graph G. Let n be the number of nodes in G, and note that G has 3n 2 = O(n) arcs (since it is 3-regular). We construct a corresponding instance of problem 11, as follows.
• For each node v in G, construct a corresponding copy of the node gadget T v .
• For each arc {u, v} in G, choose an unglued cylinder from T u and an unglued cylinder from T v . Glue the two cylinders together by identifying edges of type a with edges of type b, and edges of type c with edges of type d. In particular, this means that:
degree-1 edges are glued to other degree-1 edges; and degree-4 edges are glued to degree-5 edges.
This gives a triangulation T G . Since G is 3-regular, each node gadget T v will have had all three of its cylinders identified with cylinders from other copies of the node gadget. Since G has O(n) nodes and arcs, note that the construction of T G requires O(n) steps. So, it only remains to show that there exists a Hamiltonian cycle in G if and only if there exists a connected spanning central surface in T G .
• Suppose G has a Hamiltonian cycle H, with node sequence v 1 , v 2 , . . . , v n , v n+1 ,
where v n+1 = v 1 . The arcs through v 1 in H are {v n , v 1 } and {v 1 , v 2 }. In the node gadget T v 1 , consider the two boundary cylinders that join T v 1 to T vn and T v 2 . One of the spanning central surfaces in T v 1 is a tube that connects these two cylinders. Fix this tube in T v 1 . Similarly, for each i = 2, . . . , n, note that the arcs through v i in H are {v i−1 , v i } and {v i , v i+1 }. In the node gadget T v i , consider the two cylinders that join T v i to T v i−1 and T v i+1 . One of the spanning central surfaces in T v i is a tube that connects these two cylinders.
Recall that when we built T G , we glued the node gadgets together so that edges of type a were identified with edges of type b, and edges of type c were identified with edges of type d. With this in mind, note that if a spanning central tube in the node gadget meets a boundary cylinder, then it must meet the edges of type c and d exactly once, and it never meets the edges of type a and b. This means that all of the tubes that we have fixed in T G can be glued together to form a normal surface S in T G . Moreover, by construction, S traverses the node gadgets in T G in the same way that the Hamiltonian cycle H traverses the nodes in G. Thus, S is necessarily a connected spanning central surface in T G . • Conversely, suppose T G has a connected spanning central surface S. Such a surface S must pass through each node gadget in either:
one of three possible types of tube; or one possible type of Möbius strip.
Suppose, for the sake of contradiction, that there exists some node v in G such that S intersects T v in a Möbius strip. Recall that such a Möbius strip is incident with every edge of degree 1 or 5 on the boundary of T v . With this in mind, consider another node gadget T u that has been glued to T v . S must intersect T u in such a way that it connects up properly with the Möbius strip in T v . We claim that this is impossible. To see this, first recall that our node gadgets are glued together so that degree-1 edges are identified with other degree-1 edges, and degree-4 edges are identified with degree-5 edges. So, since the Möbius strip in T v meets every degree-1 edge on the boundary of T v , S cannot intersect T u in any of the three possible types of tube. This is because these tubes never intersect any of the degree-1 edges on the boundary of T u . Moreover, since the Möbius strip in T v meets every degree-5 edge on the boundary of T v , S cannot intersect T u in the single possible type of Möbius strip. This is because such a Möbius strip in T u never intersects any of the degree-4 edges on the boundary of T u . So, since S was supposed to be a spanning central surface, we have eliminated all the possible ways in which S could have intersected T u . The upshot is that for every node v in G, S cannot intersect T v in a Möbius strip. In other words, S must intersect each of the node gadgets in one of the three possible types of tube. Since all these tubes must match up to form S, which is a connected normal surface in T G , observe that S corresponds to a cycle C in G. Moreover, since S is a spanning central surface, C must visit every node of G precisely once. In other words, C is a Hamiltonian cycle in G.
Altogether, we see that our construction gives a polynomial reduction from Hamiltonian cycle (problem 13) to connected spanning central surface (problem 11). Thus, problem 11 is NPcomplete.
Theorems 12 and 17 are significant for two main reasons.
• First, we have found two combinatorially similar problems that can be solved by enumerating vertex normal surfaces, one of which can be solved in polynomial time, while the other is NP-complete. In some sense, problems 10 and 11 lie on the threshold between "easy" and "hard", one on each side. This is the first time such a dichotomy has been exhibited between two related problems in normal surface theory. • Second, NP-completeness results in computational topology have typically been proven using reductions from variants of satisfiability. For instance, in the well-known paper by Agol, Hass and Thurston [1] , a generalisation of unknot recognition is shown to be NP-complete via a reduction from one-in-three satisfiability 10 . For an example that directly involves triangulations, see the NP-completeness proof given in [6] , which uses a reduction from monotone one-in-three satisfiability. Our proof of theorem 17 is therefore interesting because it uses a reduction from a substantially different problem, namely Hamiltonian cycle, which comes from computational graph theory. This is entirely new in the context of computational topology.
