On-line handwriting text recognition (HTR) could be used as a more natural way of interaction in many interactive applications. However, current HTR technology is far from developing error-free systems and, consequently, its use in many applications is limited. Despite this, there are many scenarios, as in the correction of the errors of fully-automatic systems using HTR in a post-editing step, in which the information from the specific task allows to constrain the search and therefore to improve the HTR accuracy. For example, in machine translation (MT), the on-line HTR system can also be used to correct translation errors. The HTR can take advantage of information from the translation problem such as the source sentence that is translated, the portion of the translated sentence that has been supervised by the human, or the translation error to be amended. Empirical experimentation suggests that this is a valuable information to improve the robustness of the on-line HTR system achieving remarkable results.
Introduction
In the last years, machine translation (MT) has become a strategic asset in the translation industry. MT is used 48 to speed up the translation process since it enables the automatic translation of large amounts of documents. In this 49 context, MT is approached under a statistical framework, due to the fact that statistical MT allows companies to 50 build customized, topic-specific MT systems very economically. Here, the problem consists in finding the most likely 51 translationt in a target language given a source sentence s in a source language, 52t = argmax t P r(t | s)
which can be modeled in different ways [18] . 
Post-editing a Machine Translation Output

54
Although leveraging MT can be very convenient, it is usually the case that the translation quality does not meet 55 the user requirements. Thus, the MT output must be revised. The process of revising and amending the system output,
56
known as post-editing (PE), consists in deleting, inserting, substituting and swapping text from the MT output to 57 achieve the desired quality in the translation. This is an expensive task, since the users should review the whole output 58 and correct manually the translation errors. In the cases in which the automatically produced translations are of low 59 quality, PE can eventually require more effort than manually translating the source input from the scratch. Moreover,
60
in PE, the system does not take advantage of the human corrections. 
Interactive Machine Translation
62
The MT paradigm is shifting slowly but steady towards an interactive MT scenario (IMT). In IMT [9, 10, 11] the 63 system goal is not to produce translations in a completely automatic way and then perform a completely unassisted 64 PE. On the contrary, IMT aims at building the translation collaboratively with the user as a professional advisor, so that the effort to produce a satisfactory output is minimized.
66
A typical approach to IMT is shown in Fig. 1 . A source sentence s is given to the IMT system. First, the system 67 outputs a translation hypothesist in the target language, that would correspond to the output of fully automated MT 68 system (i.e., based on Eq. (1)). Next, the user analyzes the source sentence and the current hypothesis, and validates 69 the longest error-free prefix p finding the first error. Then, the user amends the erroneous word by typing the correct 70 word d. Based on this amendment, the system creates a new validated prefix p · d, with · as a concatenation operator.
71
With that information, the system is able to produce a new, hopefully improved, translationt that is coherent with the 
where τ (t, p · d) is a function that is true if p · d is a prefix of t. It is worthy of note that the main difference between
80
Eq. (1) and Eq. (2) is that, in the second case,t is must be coherent with the validated prefix p·d. Since the probabilistic are equivalent equations. In addition, adaptive approaches can also be assumed, where the system is able to learn from 84 each user interaction to improve the underlying statistical models [19] .
85
For the sake of a better understanding, a typical translation IMT session is exemplified in Fig. 2 . First, the system 86 starts with an empty prefix, so it proposes a full hypothesis. Then, the user corrects the first error, not, by typing 87 'is'. Next, the system proposes a new suffix, in which the first word, not, has been automatically corrected. The user 88 amends at by typing 'in'. Finally, as the new proposed suffix is correct, the process ends. Note that 4 operations would 89 have been needed in a PE scenario, whereas only 2 are needed in IMT. In this example, the user types the complete 90 wrong word. Nevertheless, it is straightforward to extend this operation to the character level instead of word level.
91
SOURCE (s):
si alguna función no se encuentra disponible en su red
REFERENCE (r):
if any feature is not available in your network iteration 0, the prefix is empty, i.e., the user has not performed any validation. In iteration 1, the system proposes a fully automatic translationt. Then, the user finds the first error and amends it by introducing the correct word (d), which is shown in boldface. As a result, the user has implicitly validated a prefix (p), shown in italics. The concatenation of the prefix and the corrected word constitutes a new prefix for the next iteration (displayed in blue).
The process continues until the user is satisfied with the solution. Note that 4 operations would have been needed in a PE scenario, whereas only 2 are needed in IMT.
Using On-Line HTR to Correct MT Output
92
Typically, the correction of MT output is performed using a keyboard and, occasionally, a mouse to position the 93 cursor [12] . Professional translators agree that this approach has been proved to be efficient. However, the user needs 94 to be in front of a desktop computer which imposes some restrictions regarding where and how the work is to be 95 done. Laptop computers can also be used, although arguably performance could be diminished because of the use of 96 uncomfortable laptop keyboards and track pads. Thus, although e-pen interaction may sound impractical for texts that 97 need a large amounts of corrections, there is a number of circumstances where e-pen interaction can be more suitable.
98
For example, it can be well suited for amending sentences with few errors, as the revision of human post-edited 99 sentences, or translations where the system has a high confidence that the output is of good quality. Furthermore, it 100 would allow to perform such tasks while commuting, traveling or sitting comfortably on the couch in the living room.
101
Now, imagine an application devised to translate documents. On the one hand, there is a text area with the output of an automatic machine translation system. As this output may contain errors, the user of the application reads the 103 output to locate the first error. The reading is performed in a specific order, left-to-right in most western languages, for 104 instance. Let us assume that when the user finds the first error, all the words before it have already been revised and 105 validated. Thus, they can be regarded as correct. Once the error has been located, the user introduces the correction 106 with a stylus. As a result, the system receives a position where the error is located, a word that is incorrect (the word 107 pointed by the position) and a sequence of pen strokes that represent the correct word in that position. On the other 108 hand, the source document to be transcribed is shown to the user. There is a strong relationship among the words in 109 the source sentence and the words in the target sentence.
110
Figure 3 is a mock-up of a possible application on a tablet device for such scenario. The screen is divided in 111 two sections. First, the upper part shows the source document, and probably the source sentence being currently 112 translated, s, is highlighted appropriately. Second, the lower section contains the current state of the translation, t.
113
Since we assume that post-editing is usually performed from left to right, the text which has already been revised and 114 validated is highlighted. On the other hand, the text which is to be revised is displayed grayed out. From the sentence 115 currently being translated we can identify three parts: the revised prefix of the sentence, p, the error committed by the 116 system, e, and the correction proposed by the user introducing strokes with a stylus, x.
117
In a scenario as described above, the HTR subsystem should make few errors to make the application usable.
118
The aim of this work is to devise a robust HTR system that allows a potential user to revise and correct the output 119 of a machine translation system using an electronic pen. To this regard, we assume that the user will introduce the 120 corrections by writing over the word or sequences of words (phrases) she judges to be incorrect. Thus, the problem of 
System Baseline
124
The baseline approach to the problem from a statistical point of view is to obtain the most likely decoding d given
125
the strokes x,
where P r(d) can be represented by a language model and P r(x | d) by morphological models.
127
The morphological models can be modeled by hidden Markov models [2] or neural networks [1] . On the other 
Discarding the produced error
134
In the e-pen enabled IMT interface aforementioned, the user is expected to write the strokes over the erroneously 135 translated word, and thus, the system knowns what word the user wants to replace. Therefore, the first and easiest 136 approach is to remove the erroneous word e from the list of candidate hypotheses. This way, Eq. (3) becomes
3.3. Exploiting information from the revised translation
138
The second sensible approach to take is to add information regarding the revised translation prefix, p. Again, from
139
Eq. (3) we can derive an HTR system that takes into account previously validated words:
under the assumption that P r(x | d, p) does not depend on p if d is known. In addition, P r(d | p) is a prefix language 141 model, i.e., the probability of d depends on the left-context. Of course, we can also discard the erroneous word from
142
Eq. (5), should be restricted somehow to the possible translations of it. Hence, we can formulate the problem as,
assuming that P r(x | d, p, s) does not depend on p and s if d is known.
151
Nevertheless, the relationship between the target and the source sentence in P r(d | p, s) is not trivial to establish.
152
Two possibilities are considered in this work. First, word-based models are the basis for modern statistical MT [21] .
153
Although they cannot provide a good performance when translating complete sentences, they offer a smoothed and 154 reliable probability distribution for word models. In addition, they serve as initialization for the second kind of models 155 considered: phrase-based models [18] . These models improve word-based models since they are able to translate represents an index in the source sentence to whom t i is aligned, i.e., a i means that t i is aligned to s ai . In order to 162 simplify the notation, from now on we will refer to a i as j so that j indexes source words. Formally, we can model 163 the posterior probability of the target sentence t being a translation of the source sentence s by marginalizing over the 164 set of all possible alignments between the words in t and the words in s,
Then, P r(t, a | s) can be decomposed using the chain rule. After taking some strong assumptions, two distribu-166 tions are obtained. First, the alignment model, P r (j | i, |s|), represents the probability of the target word at position 167 i to be aligned with the source word at position j for a source sentence of length |s|. Second, the word translation 168 model, P r(t i | s j ), models the probability of the target word at position i to be a translation of the source word at 
171
In M2, the alignment probability, P r (j | i, |s|), can be approximated by the relative frequency of position j in 172 the source sentence to be aligned with position i in the target sentence for a source sentence of length |s|. On the 173 other hand, the translation probability, P r(t i | s j ), can be approximated by a word-to-word statistical dictionary 174 which essentially is the relative frequency of t i being aligned with s j . Nonetheless, these frequencies cannot be 175 estimated directly since the real alignments are unknown. Thus, the EM algorithm is needed to reliably estimate 176 these probabilities [21] . Model 1 (M1) is a particular case of word-based models where the alignment probability is 177 approximated by an uniform probability distribution, P r (j | i, |s|) ≈ (|s| + 1)
.
178
Returning to our original problem, we can approach P r(d | p, s) in Eq. (7) with word-based translation models 179 with some assumptions. First, from the prefix p we can obtain the position of the erroneous word to be corrected, 180 i = |p| + 1 ignoring the rest of the words in the prefix,
Then, we can introduce the alignment between d and the words from the source sentence by summing for every 182 possible position j in s,
Finally, if we assume, in a similar way to M2, that P r(j | i, s) does not depend on s but on |s|, and that P r(d | 184 j, i, s) does not depend on the whole s but just the word aligned to d, s j with j, then we can approximate Eq. (10) as
where P r(j | i, |s|) is an M1 or M2 alignment model and P r(d | s j ) is a statistical dictionary.
186
To clarify the role of the alignments and the dictionary, observe position 4 represents the alignment probability. The stroke boldness is proportional to the M2 alignment probability.
192
Note that for an M1 model, all alignments would have had the same thickness. } } translation dictionary. Grey levels are proportional to the probability of being a translation of the source sentence, P r (d|s j ).
aligments.
The aligments link source words with the target word being corrected. Link boldness is proportional to the alignment probability, P r (j|i, |s|). a high probability in the dictionary, P r(if | si 1 ) = 0.88, whereas P r(is | se 5 ) = 0.46, P r(is | encuentra 6 ) = 0.34 197 and P r(in | en 8 ) = 0.40. Then, since the M1 model has a uniform alignment probability, it would assign a higher 198 probability to 'if' than to 'is'. However, 'si 1 ' actually has a lower probability of being aligned with 'not 4 '. Therefore, 199 the M2 model is able to solve this shortcoming thanks to the alignments with high probability to the correct words. In 200 this case, P r(5 | 4, 10) = 0.38 and P r(6 | 4, 10) = 0.12, whereas P r(1 | 4, 10) = 0.04. Phrase-based models offer a great opportunity to estimate P r(d | p, s). However, we cannot use these models directly,
207
as we did with word-based models. One limitation of phrase-based models is that their probabilities are 'peaky ' and, 208 usually, they cannot model all possible translations. As a result, it is possible that P r(d | p, s) is 0 for a user 209 established prefix like it would be the case in IMT. Then, it is necessary to smooth theses probabilities. For instance,
210
we can generate n-gram-like models from the hypotheses in a word graph (WG) of a MT system [24] .
211
Word graphs contain a set of the most likely translations of the source sentence. They can encode a large number 212 of translations in a more efficient way than n-best lists. Although one may think that the WG could be directly used,
213
there are some details that must be taken into account. First, WGs do not contain all the possible translations since, in 214 practice, many pruning techniques must be used to generate the translations efficiently. Second, phrase-based models 215 are not good dealing with long distance alignments due to the introduction of heuristic length constrains, and thus,
216
WGs do not present sentences with long distance reorderings. In those cases, a user validating a prefix p that is not 217 contained in the WG would obtain a zero probability in P r(d | p, s). Hence, it is interesting to smooth the probability 218 distribution encoded in the WGs. To do so, WGs can be simplified in the way that language modeling is typically 219 approached: we make each word to depend only on the preceding n − 1 words instead of depending on the whole prefix. As a result, Eq. (7) can be rewritten as assumption is that the models only take into account a limited size of the history, and thus, can provide a smoother 227 probability distribution.
228
Formally speaking, a WG L is a directed, acyclic, weighted graph with an initial node q i and a final node q f .
229
A link l is defined as any edge between two nodes; each link has associated a begin node b(l), an end node e(l), a 230 hypothesized word w(l), and a score f (l); each link can be considered as a hypothesis w(l) between the nodes b(l) 231 and e(l) with score f (l). Any path from q i to q f forms a translation hypothesis t. In MT, f (l) is the score of the Let P r(U q | s) be the posterior probability of all the paths that use the node q and let P r(U l | s) be the poste-234 rior probability of all the paths that use the link l. These probabilities can be efficiently computed with a forward-235 backward-based algorithm [27] . Then, the average counts of word sequences for a given source sentence can be 236 estimated efficiently as in [28] . For a given n-gram length:
where N (d Now, n-gram-like probabilities from the WG with posterior probabilities can be calculated after a proper normal-
Then, Eq. (14) can be used directly in Eq. (7) to approximate P r(d | p, s). In other words, given a sequence 
249
The estimation in Eq. (14) presents the problem that many n-grams are not seen in the WG. Then, they will have 250 zero probability, and the HTR system will fail to recognize them. A common approach is to rely on simpler models to 251 account for unseen events using back-off models [29] . As the estimated counts are not real counts (they vary from 0 252 to the number of times the n-gram occurs in a sentence), typical discount methods cannot be applied [30] . However, Finally, to improve the estimation of unseen events, n-grams from the WG can be interpolated linearly with the 258 standard n-gram model:
This way, the words that were not used by the MT engine are assigned a meaningful probability. we can decompose Eq. (16) using the chain rule. Approximating the sum by the maximum, and assuming that
whered can be obtained as a byproduct of the decoding oft. 
Experiments
273
In this section, we present a set of experiments to assess the performance of the MT specific HTR systems de- 
278
The details of how the two corpora were generated are given in Sec. 4.3. • the vertical position is normalized by scaling and translating it to [0, 100] keeping aspect ratio.
298
• the first and second derivatives for the vertical and horizontal position.
299
• the curvature, which is the inverse of the radius of the curve in each point.
300
Next, these feature vectors were used to train the morphological models, which were represented by left-to-right character. Three users were separated from the training process to produce the words from concatenated characters 303 for the development sets, which were used to find the optimal tuning parameters, and test sets. Examples of generated 304 word in Fig. 7 . this, we translated each test source sentence. Then, we obtained the longest correct prefix comparing to the reference.
309
Next, we took the word that followed that prefix as the word the user would introduce as a correction. Finally, we 310 used the prefix, and the correct word to obtain a new translation. This was repeated until the reference was obtained.
311
As a result, a list of words that the system failed to predict was obtained. Supposedly, this would be the list of words 312 that the user would correct with handwriting.
313
Then, from UNIPEN corpus, three writers were selected to simulate the user interaction. For each writer and for 314 each of the words in the list of corrections, the handwritten words were generated by concatenating random character 315 instances from the user's data to form a single stroke. Finally, the generated handwritten words were decoded using the erroneous translations that were generated with a decoder using the very same n-grams models used to compute 320 the perplexity. Hence, it is reasonable to assume that if the decoder failed to translate these words it was in part 321 because the language probabilities were low enough, i.e., these probabilities were not well estimated, resulting in a 322 high perplexity. Finally, the number of words in the development sets are 2767 for Spanish and 2398 for English, and 323 in the test sets 2248 and 2102, respectively.
324
For the phrase-based experiments, the development and test sets were constructed in a similar way. In this case, 
Evaluation measures
335
The performance of the word-based HTR system has been assessed with the classification error rate (CER). CER
336
is the ratio between the number of misrecognized words and the total number of words. On the other hand, the 337 phrase-based HTR system has been assessed with the word error rate (WER), which can be computed as the number 
Results
341
In this section, we will compare the performance of the proposed systems. In order to make the references easier,
342
we will name the different systems as follows:
343
HTR. The baseline HTR system as defined in Eq. (3).
344
ERR. The baseline HTR system after removing the erroneous word, Eq. (4).
345
nPREF. In Eq. (5), the latest n words of validated prefix in the target sentence are taken into account.
346
M1. In Eq. (11), information regarding the dictionary is used, but the alignment probabilities are uniform.
347
M2. In Eq. (11), the dictionary and the alignment probabilities are used.
348
nWG. In Eq. (12), the system uses an n-gram that has been extracted from the translation WG.
349
Furthermore, if the decoding is performed in an integrated way, the system will be marked with +IMT. Besides, In addition, the proposed language models were encoded as n-grams. The aim of this is two-folded. First, we 354 would like to leverage current HTR systems without custom software modifications. Second, since the new sources 355 of information are added early in the HTR system, we expect to reduce the error cascade produced in post-processing 356 error correcting systems. However, although all the proposed models can be trivially encoded as 1-grams for the case 357 of word-based recognition, some of them cannot be encoded efficiently for n-grams as such and require special search 358 algorithms. As these cases are out of the scope of the current paper, such models will not be evaluated for phrase 359 recognition. Nevertheless, these models could also be applied in a post-processing rescoring stage. For instance, both
360
M1 and M2 models can be easily encoded as a 1-gram for word-based recognition. As there is just one possible 361 value for i and s, the 1-gram can be built by computing Eq. (11) for each word of the vocabulary. In contrast,
362
M2 models cannot be encoded as n-grams for phrase recognition since the probability depends on the position i of 363 the hypothesized word, and then, i should be stored in the search algorithm for every word hypothesis. Luckily,
364
M1 models assume independence of the position i so they can be encoded as a 1-gram even for the case of phrase 365 recognition.
366
Finally, as it is typical in modern HTR and IMT models, the different probability distributions must be scaled, 367 particularly the language model. Here, the optimum language model scaling factor, λ, was chosen to optimize the 368 average CER or WER in the development set of the three writers with the downhill simplex method [37] . There were 369 not significant differences in the optimum parameters obtained separately for each writer. Therefore, the estimation 370 of these parameters seems rather robust to the variability of writers.
371
Regarding the results for the word-based experiments, Fig. 9 shows the test CER for different values of λ for the 372 most relevant systems. First, it must be pointed out that the optimum λ from the development set approximated quite 373 well the test optimum, i.e., the estimation of λ does not present much overfitting. The only exception was the 2WG 374 system for which an extra error reduction of 0.5% absolute points could have been achieved.
375
Second, we should note the effect of adding ERR to the system on the error rate. A small improvement can be 376 noticed in Spanish. However, the curves in English overlap. The explanation for this is a bit involving. Note that
377
Spanish is a more inflected language than English. For example, 'both' (in English) can be translated by 'ambos' or 378 'ambas' (in Spanish), depending on the gender, and having very similar writings. In contrast, 'añade' (in Spanish) 379 can be translated by 'adds' (in English). Thus, we can see how translating from a less inflected language to a more 380 inflected language introduces extra ambiguity. Furthermore, the possible translations of 'both' present also a similar 381 spelling. Conversely, the ambiguity is reduced in the opposite direction. Table 1 shows the 5-best list of the HTR 382 scores for the words 'ambos' and 'adds'. In the first case, 'ambas' and 'ambos' are the two most likely words in the 383 HTR system, which differ in just one character and have similar HTR scores. Now, imagine that the IMT engine 384 mistranslates 'both' to 'ambas', by changing the gender of the word. Then, by saying that ambas is not correct with 385 the ERR model, we give the system the opportunity to amend the error himself. However, in the English case, none 386 of the words are synonyms of the word to recognize, and thus is more difficult to find the mistranslated word at the 387 top of the n-best list. As a consequence, it is very unlikely that ERR achieves much improvement when translating 388 from Spanish to English.
389
With respect to the nPREF models, only 4PREF has been displayed in the plots. The improvement over the base- 2PREF for English performed slightly worse than 4PREF. Longer prefixes achieved almost the same performance.
392
With respect to the systems using the translation models in Fig. 9c and Fig. 9d , we can see that these systems 393 usually outperform the best basic system, 4PREF+ERR. The exception for this is 2WG for English, which shows a 394 small performance degradation with respect to 4PREF+ERR. Still, 2WG systems do not seem to improve the basic 395 systems significantly. Although several nWG systems were tested, any of them showed improvements over 2WG. On 396 the other hand, M2 systems achieve good improvements, although they are simpler than 2WG. Table 1 : 5-best list for the words ambos and adds, which have been misrecognized. The cursive word is the word the IMT system mistranslated and the user is amending.
that M2 models have a smoother distribution probability and nWG systems need some sort of hypothesis pruning. In 398 fact, the average number of candidates with probability greater than zero is 292 for M2 while it is 38 for 4WG. IMT 399 suffer even more from this problem with 2 candidates average.
400
A summary of the different alternatives studied for the word-based experiments is shown in Table 2 . First, with 401 only the basic information, 4PREF+ERR clearly outperforms HTR. Second, using translation models we can achieve 402 further improvements. Since M2 performs much better than M1 we can deduce that alignment information is crucial
403
for the translation models. On the other hand, nWG performance is worse than word-based translation models. As it 404 has been explained before, that might be due to the poorly smoothed probability distribution. Another reason might 405 be that, in the process of obtaining n-gram models, information regarding alignments is lost as a result of the n- Spanish test set. Thus, 2WG seems to contribute slightly to improve the final model accuracy.
412 Table 3 shows the WER for phrase-based recognition. First, it must be noted that the results for ERR, M2, and
413
IMT are not shown, since they would require a different search engine. In addition, it is worth of mention that the 414 baselines for phrase-based HTR have almost the double error rate than the word-based baselines. This is caused English. Out-of-vocabulary (OOV) words plus zero probability (P0) words (the words for which the decoder assigned 429 zero probability or were pruned out) also summed up a big percentage of the error (40.3% and 28.9%, respectively).
430
Finally, the rest of the errors were mostly due to one-to-three letter words, which can be basically a problem of 431 handwriting morphological modeling.
432
On the other hand, phrase recognition presents a different error distribution. First, note that two new classes of In case an HTR error is committed, the user may fall back to the virtual keyboard and type the correct word. The
442
problem with this kind of keyboards is that typing is slow. To minimize this problem, we propose a contextual menu 443 with a list of the n-best candidates (excluding the erroneous word). The aim is to reduce the number of clicks needed 444 to obtain the correct word with respect to a conventional virtual keyboard. As a baseline, for each HTR mistake, we per word amounts to 9.3, while for English it is 9.1 for the best word-based models in Table 2 . This values can be 448 surprisingly high, since it is known that the average word length is 4.5, i.e. the average number of clicks per word 6.5.
449
However, it must be noticed that longer words are also more difficult to recognize. Thus, the average word length in 450 the erroneous words is higher.
451
If the contextual menu is used, we count: one click for opening the menu plus one for choosing a word. If the 452 correct word cannot be found in the n-best list, then we add: one count for the keyboard, plus the number of characters,
453
plus a closing click. In Fig. 10 , we can see, on the left axis, the CER for a given size of the n-best list. Clearly, the 454 error almost reduces to a quarter, around n = 5, with respect to the baseline. Between 10 and 15, the error stabilizes.
455
Note that from 5 to 10 is still a reasonable amount of candidates to be shown in a circular menu. 
Final Thoughts and Recommendations
461
While the techniques addressed in this paper have been focused on correcting machine translation output, in re-462 ality some of them can be generalized to the correction of other automatically generated outputs. In particular, ERR
463
and nPREF can be used to improve HTR accuracy for any tasks in which n-grams can be used for language mod-464 eling, e.g., [7] . Obviously, M1 and M2 are MT specific, but nWG can be used for many other structured prediction 465 problems where a word graph can be generated as an output. In fact in a similar way to this work, nWG has been suc-
466
cessfully used for speech-enabled user interfaces for IMT [13] and for dictation of historical documents [25, 26] . In 467 the same way, integrating HTR with interactive systems is possible for other applications as far as nWG is available.
468
Nonetheless, using more specific techniques, such as M2, although less general, have proven to be more effective. In this paper we have described a task specific on-line HTR system to operate with an IMT application. We have
475
shown that a tight integration of the HTR and IMT decoding process can produce significant HTR error reductions. It 476 is worth of note that all the proposed systems significantly outperform the baseline recognizer. Basic models obtain 477 a good improvement over the baseline. However, translation models achieve remarkable results. Although more 478 complex translation models suffer from smoothing problems, they also contribute when interpolated with the rest of 479 the models. We also have introduced a new method for correcting HTR mistakes that consists on a contextual menu 480 with the n-best candidates. The results show that a list with as few as 7 candidates allows to correct the HTR mistakes 481 with just 1.83 clicks per word.
482
On the other hand, the analysis of the results has shown two important issues to be tackled. First, the system should 483 be able to decode unknown words since they are a clear limitation to system performance. A solution for this might 484 be to use character language models instead of word language models, a technique that has achieved promising results
485
in other areas. Second, phrase-based models could benefit from better smoothing methods. Alignment information
486
should be also taken into account more explicitly in these models. Furthermore, other alternatives could also be 487 explored, as more advanced word-based translation models (such as HMM, M3, M4 or M5) that cannot be used as 488 n-grams in phrase-based decoding. These models could be used instead in the rescoring of the HTR WGs. 
