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ABSTRACT
Constraint propagation is central to the process of solving a constraint satisfac-
tion problem (CSP). It can be used to solve several large tractable classes of CSPs
directly and is also predominantly used to reduce the space of combinations that
will be explored by a search algorithm. Constraint propagation, also known as local
consistency enforcing, is the process of reducing domains of variables, strengthening
constraints, or creating new ones. Arc-consistency (AC) and path-consistency (PC)
are two well-known forms of local consistency. Designing efficient local consistency
algorithms is a central research task in constraint processing. A related important
question is to finding large tractable classes that can be solved by enforcing local
consistency.
The class of connected row-convex (CRC) constraints defined over linear do-
mains is a prominent tractable class which is a subclass of the class of row-convex
constraints. While the class of row-convex constraints is intractable, it was shown
that enforcing PC solves the CSPs over CRC constraints. The CRC constraint class
is very expressive and can model problems in domains such as temporal reasoning,
VLSI design, geometric reasoning, scene labelling as well as logical filtering.
In Chapter 2 we generalize the class of CRC constraints from linear domains
to tree domains and obtain the new tractable class of tree-preserving constraints.
We show that enforcing PC can transform a consistent tree-preserving constraint
network into an equivalent globally consistent network. We also observe that CRC
and tree-preserving constraint networks also can be solved by enforcing directional
PC (DPC), a weaker form of PC which can be enforced more efficiently. A natural
research question then is to characterize CSPs that are solvable with DPC. In Chap-
ter 3 we provide such a characterization and prove that any class of majority-closed
constraints is solvable with DPC and thus give a more efficient algorithm for solving
these constraints.
In above, we assume that the knowledge about a CSP (i.e. domains and con-
straints) is known by one central agent, which is often not available when the knowl-
edge about the problem is distributed among autonomous agents. Because of privacy
reasons, simply collecting all such knowledge from the individual agents is undesir-
able or impossible. To address the issue, we need to develop distributed algorithms
for solving distributed CSPs. We propose in Chapter 4 the first deterministic dis-
tributed algorithm to solve multiagent CRC constraint networks. Our algorithm is
a distributed partial PC algorithm which can efficiently transform a CRC constraint
network into an equivalent constraint network such that all constraints are mini-
mal (i.e., they are the tightest constraints) and all solutions can be generated in a
backtrack-free manner.
We then consider the class of simple temporal constraints in Chapter 5, which
is closely related to the class of CRC constraints and is widely used in temporal
planning and scheduling. In fact, discretized simple temporal constraints over finite
domains are CRC constraints. Previous approaches focus on enforcing partial PC or
directional PC to solve a simple temporal network (STN). We show that enforcing
AC is sufficient to solve an STN, which not only provides a more efficient algorithm
for STNs but also provides the first privacy-preserving distributed algorithm for
solving multiagent STNs.
While the above algorithms are complete for certain tractable constraint classes,
in Chapter 6 we propose a new distributed AC algorithm for general distributed
CSPs, which is more efficient and leaks less private information of agents than exist-
ing ones. In particular, our new distributed AC algorithm uses a novel termination
determination mechanism, which allows the agents to share domains, constraints
and communication addresses only with relevant agents. We further extend it to
the first distributed algorithm that enforces generalized AC (GAC) on k-ary (k ≥ 2)
distributed CSPs.
