This study develops a multi-factor framework where not only market risk is considered but also potential changes in the investment opportunity set. Although previous studies find no clear evidence about a positive and significant relation between return and risk, favourable evidence can be obtained if a non-linear relation is pursued. The positive and significant risk-return tradeoff is essentially observed during low volatility periods. However, this relationship is not obtained during periods of high volatility. Also, different patterns for the risk premium dynamics in low and high volatility periods are obtained both in prices of risk and market risk dynamics.
Introduction
The relation between expected return and risk has motivated many studies in the financial literature. Most recent asset pricing models are based on this fundamental trade-off, so understanding the dynamics of this relation is a key issue in finance. One of the first studies establishing a theoretical relation between expected return and risk is the Sharpe (1964) and Lintner (1965) CAPM. These authors propose a positive linear relationship between the expected return of any asset and its covariance with the market portfolio. Later, Merton (1973) proposed an extension of this model, adding a second risk factor in the relationship that may improve the static CAPM. The market risk premium in the ICAPM is proportional to its conditional variance and the conditional covariance with the investment opportunity set (hedging component).
The empirical literature on the ICAPM has tested the implications of this model in two dimensions. Papers such as Shanken (1990) , Brennan et al. (2004) Ang et al. (2006) , Lo and Wang (2006) , and Petkova (2008) focus on the cross-sections of excess stock returns. Most of these works include additional factors other than market returns to provide an improved description of the dispersion in excess portfolio returns in the cross-section. Other related studies on the ICAPM with a focus on the time-series aggregate risk-return trade-off can be found in papers such as Scruggs (1998) , Whitelaw (2000) , Brandt and Kang (2004) , Ghysels et al. (2005) and Guo et al (2009) . These papers try to unmask a fundamental relationship between return and risk in financial data using different time-series analysis techniques.
This study aims to shed light on the empirical validation of the risk-return trade-off following the time-series dimension of the second set of studies. There are many studies analyzing this relationship empirically, but their results are controversial. Campbell (1987) , Glosten et al. (1993) , Whitelaw (1994) and Brandt and Kang (2004) find a negative relation between these variables 1 , while other authors, such as Ghysels et al. (2005) , Leon et al. (2007) , Guo and Whitelaw (2006) , Ludvigson and Ng (2007) and Lundblad (2007) , find a positive trade-off. There are others studies, such as Baillie and De Gennaro (1990) and Campbell and Hentschel (1992) , that find non-significant estimates for this risk-return trade-off.
Several assumptions are necessary for the theoretical model to empirically analyze the aggregated risk-return trade-off in the time-series dimension. The most common is to consider constant prices of risk (Goyal and Santa-Clara 2003, Bali et al 2005) . It is also necessary to assume specific dynamics for the sources of risk in the model. Finally, the empirical model is established in a discrete time economy instead of the continuous time economy used in the equilibrium model of the theoretical approach. Most of the empirical papers studying the riskreturn trade-off use one or more of these assumptions.
Although a large body of literature focuses on this empirical validation, only a few studies use multi-factor models that consider a stochastic investment opportunity set (use of a hedge component). One of the most common simplifications when empirically analyzing this riskreturn relationship is the consideration of a constant set of investment opportunities (Glosten et al 1993 , Lundblad 2007 , or alternatively, independent and identically distributed returns. This assumption implies that the market risk premium only depends on its conditional variance and could be validated using single rather than multi-factor models.
The great controversy in the empirical validation of the risk-return trade-off is due to the disappointing results obtained about the sign and significance of this relation. There is no consensus about whether these results are due to: (1) wrong specifications of conditional volatility and the dynamics of risk factors (Guo and Neely (2008) , Leon et al. (2007) ); (2) misspecifications of the empirical models caused by the omission of the hedge component (Scruggs (1998) ); (3) or both.
The empirical technique most used in the literature to show this trade-off is the GARCH-M framework. This methodology assumes a linear relation between return and risk. There are other approaches to empirically analyzing the risk-return trade-off. However, most of them use different econometric techniques to validate a linear relationship between return and risk based on Merton's ICAPM model. For instance, Ghysels et al. (2005) use the MIDAS regression, Ludvigson and Ng (2007) use factor analysis with macroeconomic variables and Bali and Engle (2010) use a temporal and cross-sectional analysis for a wide range of portfolios comprising the whole market.
In this paper, we use another econometric approach based on the equilibrium model of Whitelaw (2000) in which we consider a non-linear relationship between return and risk. Generally, theoretical models do no restrict the risk-return relation to be linear or monotonic (Rossi and Timmerman (2010) , Campbell and Cochrane (1999) , Whitelaw (1994) , Harvey (2001) ). It is shown in this paper that the relationship between the expected return and volatility follows a non-linear rather than linear pattern, as stated in the ICAPM model.
We use a Regime Switching GARCH (RS-GARCH) approach that allows us obtain favorable evidence for a positive and significant risk-return trade-off. We present a multi-factor model (assuming a stochastic set of investment opportunities) where both the prices and sources of risk are state-dependent. We consider non-linear relationships between return and risk following the papers of Mayfield (2004) and Whitelaw (2000) .
Using monthly excess market return data from 1953 to 2013, we find a positive and statistically significant relationship between return and risk during low-volatility states. The evidence for this relationship during high-volatility states is less clear and is not significant when we assume a linear risk-return trade-off. This result may give an answer to the risk-return puzzle. Given the evidence in this paper, we show that the consideration of different states in the market allows us to unmask this fundamental trade-off. The results show that there are periods in low-volatility states when a positive and significant relationship between return and risk exists, supporting the theoretical model. However, there are other periods in high-volatility states when this trade-off is not observed or is even negative. Thus, the assumption of a linear risk-return trade-off may fail to uncover this fundamental relationship because this trade-off depends on the state of the market. 2 The results in this paper also present differences in the patterns followed by both prices of risk and conditional volatilities in the different states. One interesting result is that the magnitude of the market price of risk is lower during high-volatility states. These results suggest a procyclical behavior in the investor risk-appetite, which depends on the volatility regime (high/low volatility). During low-volatility states, investors ask for a higher price for a 'unit' of risk than during high-volatility states. Additionally, the dynamics of conditional volatilities show greater persistence during high-volatility regimes with non-stationary dynamics during periods of financial turmoil.
2 To illustrate, the use of a timeframe with many periods corresponding to low-volatility states would result in a positive and significant risk-return trade-off. However, if, in the chosen timeframe, there were a high number of highvolatility states, they would result in a negative and significant trade-off. Non-significant estimations for the relation between return and risk would likely be found in samples with a similar number of high and low-volatility periods.
Although the previous results seem to go against the spirit of theoretical models, the same results are obtained in several papers using alternative methodologies. Evidence for lower prices of risk during high-volatility periods can be found in Bliss and Panigirtzoglou (2004) . These authors use a utility function to adjust the risk-neutral probability distribution function embedded in options. They are able to obtain measures of the risk aversion implied in options, and they find that the degree of relative risk aversion is lower during periods of high volatility.
Regarding the state-dependent relationship between return and risk, Rossi and Timmerman (2010) use a flexible econometric approach that shows a non-monotonic relation between conditional volatility and expected market returns (at low-medium levels of volatility, a positive risk-return trade-off is observed, but this relation becomes inverted at high levels of volatility).
Our goal in this paper is not to question the use of theoretical models in representing empirical features of the market. In fact, we want to highlight that the ICAPM is still alive and that the fundamental relationship between return and risk can be observed in the markets. However, this is only true for certain periods that correspond with low-volatility states. In contrast, in periods of instability and financial turmoil, the observed trade-off between return and risk follows other patterns.
In this paper, the risk-return relation is tested using different proxies for the market portfolio (including the CRSP Value-Weighted NYSE-AMEX index and the SP500 index) and using datasets similar to those of previous studies (Scruggs, 1998 and Scruggs and Glabadanidis, 2003) . The robust evidence obtained in all cases supports our main conclusions and highlights the potential perils of making linear assumptions when modeling state-dependent markets.
The rest of the paper is organized as follows. Section 2 provides a description of the data. Section 3 develops the empirical framework used in the paper. Section 4 presents the main empirical results, followed by robustness results in Section 5. Section 6 analyses the evidence after controlling for high volatility observations, and Section 7 concludes.
Data Description
This study uses 724 monthly excess market returns from the US market, including observations from March 1953 to June 2013. The application of our models is constructed around the availability of data on Government Bonds from the Federal Reserve Bank of St. Louis, which starts in 1953. This dataset is large and similar in size to other studies such as Scruggs (1998) or Scruggs and Glabadanidis (2003) . Although there are slight differences in the parameter estimates using different data frequencies (monthly, weekly or daily), there is no particular reason why the conclusions in this study should be affected by the choice of data frequency (see, e.g., De Santis and Imhoroglu 1997).
We compute excess market returns as the difference in the total returns of the CRSP Value-Weighted NYSE-AMEX index minus the risk-free rate. Following Scruggs (1998) and Mayfield (2004) , the yield of the 1-month T-bill is used as the proxy for the risk-free rate. The chosen proxy for the hedging component against changes in the investment opportunity set is the total returns for a set of constant-maturity US Government Bonds (similar to Bali and Engle (2009, 2010) ): 5-, 10-, and 20-year Treasury bonds and an equally averaged portfolio containing these three bonds. The Centre for Research in Security Prices (CRSP) database is used to obtain the market portfolio return data. The Federal Reserve Bank of St. Louis provides the data corresponding to the yields on the risk-free rate and the yields on the proxies used as the intertemporal hedging component. To compute the total return on a constant maturity bond from the bond yield, we add two components: the promised coupon at the start of the year and the price change due to interest rate changes (see Morningstar® Bond Return Calculation Methodology (2013) for details). Figure 1 plots the returns for the excess market returns, the risk-free rate and the excess returns for the alternative investment possibilities. Table 1 shows the main summary statistics for excess returns in the market portfolio and the intertemporal hedging alternatives and their correlations.
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The results show that any of the selected series could be considered a proxy reflecting the alternative investment set available to investors. We observe a very small correlation between any of the hedging component variables and the excess market returns. Nevertheless, due to the lack of consensus in the literature about the best proxy representing the alternative investment set (Scruggs and Glabadanidis 2003 , Guo and Whitelaw (2006 ), Bali 2008 , this study uses all of these different assets presenting different characteristics (in their terms and maturities), allowing us to bolster the robustness of our study.
The excess monthly market returns have a mean of 0.567% and a standard deviation of 4.21%. Excess market returns present evidence of negative skewness and leptokurtosis. These results, together with the Jarque-Bera test, suggest that the excess market returns follow non-normal distributions with evidence of fat tails. The excess bond returns for the different alternatives chosen vary from 0.123% in the 5-year Government Bond to 0.172% in the 20-year Government bond and a standard deviation of 1.271% in the 5-year bond to 2.415% in the 20year bond (the longer the bond maturity, the larger the mean and standard deviation).
Furthermore, all series exhibit conditional heteroskedasticity (serial autocorrelation in squared returns), and there is evidence of volatility clustering from the time-series plots. With these serial correlation patterns, the use of GARCH models to represent the dynamics of conditional second moments, which has large support in the previous literature, is understandable. 3
Empirical Methodology
We now present the empirical models used in the study. One of the main building blocks of this paper is the assumption of state-dependent prices of risk and state-dependent conditional volatilities. This modeling implies a non-linear relationship between return and risk following the equilibrium model in Whitelaw (2000) . We assume bivariate GARCH dynamics for conditional volatilities, more specifically, the BEKK model 4 of Baba et al (1990) . The main advantage of this model is that it guarantees that the covariance matrix will be positive definite by construction (quadratic form). State-independent multi-factor models that establish a linear relation between return and risk are presented in Section 3.1. In Section 3.2, state-dependent multi-factor models are introduced. These models establish a non-linear risk-return trade-off through a regime-switching process both in the risk premium and conditional volatilities.
are constant over time (Scruggs and Glabadanidis 2003) . Thus, given the theoretical framework and the assumptions taken, the empirical model relating excess market returns with the risk factors is stated as follows: 
where r m,t and r b,t are the excess market returns on the market portfolio and the alternative investment set, respectively; ij λ for i=1,2 and j=0,1,2 are the parameters to be estimated, which represent the different prices of risk; and 2 As explained above, it is necessary to make an assumption about the dynamics of the volatilities (risk factors) in order to empirically validate the theoretical ICAPM model. To analyze bivariate relationships, one of the most widely used models in the literature is the BEKK model of Baba et al. (1990) . This model sets the following covariance equation:
where C is a lower triangular 2x2 matrix of constants, A and B are 2x2 diagonal matrices of parameters 5 , 1 t ε − is a Tx2 vector of innovations and 1 t H − is the lagged covariance matrix. 5 Diagonal BEKK models are more parsimonious than full models and they perform well in representing the dynamics of variances and covariances (Bauwens et al 2006) . The model is estimated by the maximization of the Quasi-Maximum Likelihood function, assuming that the innovations follow a normal bivariate distribution:
where | H t | represents the determinant of the covariance matrix, Ω t is the information set up to t and θ is the vector of unknown parameters.
Regime-switching multi-factor model
We now introduce a different multi-factor model where both the prices of risk and the conditional second moments are dependent on the state of the market. In this case, we propose two states 6 . The consideration of regime-switching in the empirical relation allows us obtain state-dependent estimations for the risk prices and conditional second moments. This implies a non-linear and state-dependent relation between expected return and risk following the general equilibrium model developed in Whitelaw (2000) . Here, the study on the existence of a fundamental trade-off between return and risk is conditioned within each regime (defined by the levels of volatility in the market). This modeling gives us the chance to analyze a different and more complex shape of the risk-return relation beyond the simple linear one stated in the theoretical ICAPM model.
With these assumptions, the mean equation specification in this model is defined as: 2 , , 10, 11, , , It is assumed that the state-dependent conditional second moments follow GARCH bivariate dynamics (more specifically, a BEKK model). That is, there are as many covariance matrices as states.
The state-dependent covariance matrices are:
where (for s t =1,2) A st and B st are 2x2 diagonal matrices of parameters, and C st are 2x2 lower triangular matrices of constants.
Shifts from one regime to another are governed by a hidden variable that follows a first-order Markov process with probability transition matrix P (Hamilton 1989 
where p and q are the probabilities of being in states 1 and 2 if in the previous period the process was in states 1 and 2, respectively.
Due to this state-dependence and the recursive nature of GARCH models, the construction and estimation of the maximum likelihood function would be intractable unless independent estimates for innovations and covariances were obtained. To solve this problem, we use a recombinative method similar to that used in Gray (1996) . This method allows us obtain stateindependent estimations for the covariance matrix and the innovations by weighting the statedependent covariance matrix and innovations with the ex-ante probability of being in each state.
The ex-ante probabilities (the probabilities of being in each state in period t using the information set at t-1) are given by (8) and (9):
and k=1, 2 are the filtered probabilities (the probabilities of being in each state in period t with the information set up to t).
Assuming state-dependent innovations following a normal bivariate distribution
, the vector of unknown parameters θ is estimated by maximizing the following maximum-likelihood function:
where the state-dependent likelihood function is weighted by the ex-ante probability of being in each state.
In this state-dependent model, we cannot make a direct interpretation of the magnitude of the risk-aversion coefficient for the representative investor. Unlike the single-regime multi-factor model presented here, the coefficient accompanying the market risk factor cannot be viewed as investor risk aversion but as the market price of risk (see Merton 1973 , Whitelaw, 2000 . However, we can make approximations for the risk aversion in terms of the sign of this price of risk and the relative comparisons of this price across states.
Implementing these two types of models, linear and non-linear, allows us re-examine the patterns followed by the risk-return relation in the US market and to shed light on the empirical controversy about its sign and significance. Detailed estimates and discussions of these results are provided in the next section.
4.-Empirical Results
We turn to the empirical results for the models proposed in the previous section. We estimate these models with the different proxies used for the intertemporal hedging component. Model I (both linear and state-dependent) use the 5-year T-bond as a proxy for the intertemporal hedging component. A similar approach is taken for model II with the 10-year T-bond, model III with the 20-year T-bond and model IV with the equally weighted bond portfolio.
Section 4.1 shows and discusses the results for the linear models (without regime-switching), both in the general and restricted cases. Section 4.2 explains the results for the non-linear multifactor models (general and restricted), including regime switching, and their implications for trying to unmask the aggregated risk-return trade-off in the markets.
4.1.-Multi-factor model estimations
The estimated models are those introduced in section 3.1. We estimate a restricted version of the models where we assume constant risk premiums for the hedge component, i.e., λ 21 = λ 22 = 0. In the general version of the model, we estimate all parameters freely. The estimated parameters for the mean equation are presented in Table 2 .A.
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Most of the parameters in the mean equation for this multi-factor model are non-significant. The coefficients that reflect the market price of risk (λ 11 ) are positive but non-significant in all cases considered. Similar results are obtained for the hedging component risk factor (λ 12 ). This means our model fails to detect a significant relation between return and risk if it is assumed to be linear in the whole sample. This result is similar to other studies for the risk-return relation (Baillie and di Gennaro. 1990; Campbell and Hentschel, 1992) , which also find a nonsignificant relationship when using similar linear models. Table 2 .B shows the parameter estimates for the variance equation. These parameters define the dynamics and patterns followed by the conditional second moments. The bivariate GARCH specification is a good fit and properly captures the conditional second moment dynamics 7 . Significance in the parameters representing shocks in volatility (a 11 , a 22 ) and persistence of past variance (b 11 , b 22 ) is observed for both risk factors (market risk and the investment opportunity set component). The persistence level in the two sources of risk-market risk (b 11 ) and hedging component (b 22 )-is relatively high using multi-factor models, with values close to 1. This high persistence level suggests the presence of several regimes in the volatility process, in agreement with Lameroux and Lastrapes (1990) . These authors state that persistence in variance may be overstated because of the existence, and failure to take account of, regime changes in the model.
Thus, ignoring these regime shifts could lead to inefficiency in the volatility estimates and, consequently, in the risk factors. Regime-Switching (RS)-GARCH models allow us to both consider different states of the volatility process, as we explain in the next sub-section, and to overcome this limitation. More importantly, this type of model allows us to analyze more complex shapes of the empirical risk-return trade-off that cannot be detected by simpler linear models.
4.2-Regime-Switching multi-factor model estimation
We show estimates for the state-dependent models presented in Section 3.2. These models exhibit state-dependent prices of risk and conditional second moments. Table 3 describes the estimates for the state-dependent mean equation in all cases considered. As we explain below in Figure 3 , we can associate states 1 and 2 with low and high-volatility periods, respectively.
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Panel A of Table 3 shows the mean equation results for low-volatility periods (state 1). Positive and significant estimates for the market price of risk in low-volatility states (λ 11,s=1 ) are obtained in all cases considered (for all proxies used as the intertemporal hedging component both in the general and restricted versions of the model). However, the magnitude of the estimated coefficients of these prices of risk depends on the model. Additionally, the results for the intercept are non-significant in most cases, following theoretical intuition. The original equilibrium framework does not include an intercept term, but empirical models include it to test for potential model misspecification. The non-significance of this term provides more support for the equilibrium model in these low-volatility states. A positive and significant influence of the covariance between the risk premium and the hedging component (λ 12,s=1 ) on the market risk premium is also observed in some specifications. The evolution of this covariance does not exhibit a clear positive or negative influence on the total risk premium demanded (see Figure 2 ). The estimated product of the price of risk times the covariance between excess market return and the hedging component ( ) will be slightly lower than the market risk premium when this covariance is negative. However, when the covariance is positive, the premium associated with the hedging component will lead to higher values of the total risk premium.
[INSERT FIGURE 2]
Panel B of Table 3 shows the mean equation results obtained for state 2. There is no clear pattern for this regime. There is no significant relation between the expected return and risk in high-volatility states (λ 11 , s=2 ) for most of the cases. However, in other cases, there is a negative risk-return trade-off at extremely high levels of volatility. This finding supports that of Rossi and Timmerman (2010) . At low levels of conditional volatility, there is a positive trade-off between expected returns and risk, but this relationship becomes inverted at extremely high levels of volatility.
Moreover, the price of risk coefficients in state 1 (corresponding to low-volatility states) are higher than those corresponding to state 2 (high-volatility states). Unlike the linear multi-factor models in section 4.1, we cannot directly associate the coefficients in this model with riskaversion coefficients (see Merton 1973) . However, we can define the willingness of investors to bear risk in a given environment. This concept depends upon both the degree to which investors dislike uncertainty and the level of uncertainty. In this way, we can illustrate the difference between the risks perceived by the agents at a given point in time by risk aversion itself. Our estimated price of risk measures how much an investor would pay for one 'unit of risk' under a certain environment. Thus, if the price of risk is taken together with the quantity of risk inherent in the market, one is calculating the expected return to compensate investors for trading in the market, the well-known risk premium (we discuss this issue further in section 5.2).
Although we cannot use the parameters as risk aversion coefficients in our state-dependent multi-factor models, we can establish certain relationships with our findings. Prices of risk reflect the amount an investor would pay for a 'unit of additional risk'. Intuition tells us that a risk-averse investor would ask for a higher price of risk for the same amount of risk than a riskloving investor. Therefore, we can draw a direct positive relation between the price of risk and risk aversion in our specification. If, then, we obtain higher price of risk estimates in our model, we can associate it with increases in risk aversion levels in the market. On the other hand, when we obtain lower price of risk, we can associate it with decreases in risk aversion levels in the market.
The previous discussion suggests that there is a lower risk aversion level in high-volatility states. This finding is inconsistent with the spirit of linear theoretical models, which suggests that higher volatility should be compensated with higher returns. One potential explanation for this result could be the different risk aversion profiles for investors in each state (Bliss and Panigirtzoglou, 2004) . Using options on the S&P100 and the S&P500, Bliss and Panigirtzoglou (2004) find that risk aversion is higher during periods of low volatility. These authors do not give an explanation for this result; they simply recommend developing theoretical models to capture these effects. Given our results, we would concur that during calm (low-volatility) periods, more risk-averse investors trade in markets. However, in high-volatility periods, only the less risk-averse investors remain in the market because they are the only investors interested in assuming such risk levels, thereby decreasing the price of risk demanded during these periods. This interpretation is in line with recent papers such as Salvador at el. (2014) and Ghysels et al (2013) . These papers document that the Merton model holds over samples excluding financial crises, considering these periods as "flight-to-quality" regimes. The separation of the traditional risk-return relation from financial crises leads to fundamental changes in the relation.
Furthermore, other related papers, such as Kim and Lee (2008) , have reported similar evidence to ours in obtaining a significant risk-return trade-off during boom periods that is less clear during crisis periods. In this study, we do not define the states of the economy depending on the business cycle (boom/crisis), but we use volatility regimes. However, one would expect a link between volatility regimes and business cycles, which we will discuss in more detail later. Lowvolatility states would correspond to boom periods, while the less-common high-volatility states would be associated with crisis periods (Lundblad, 2007) . The procyclical risk-aversion (investors show more risk-aversion during boom periods than during crisis periods) documented in Kim and Lee (2008) is replicated in our approach using volatility regimes, where investors show more risk-aversion during low-volatility periods than during high-volatility periods. Table 4 shows the estimations for the state-dependent variance equations. Again, significant estimates are obtained for the parameters accompanying the shock impact (a 11 , a 22 ) and persistence (b 11 , b 22 ) in the volatility formation in both risk factors.
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Furthermore, volatility formation depends on the regime considered in this framework. For lowvolatility regimes, a lower influence of the lagged variance (matrix B 1 ) is observed, even compared to the non-switching case (with values lower than unity in all cases). Moreover, in these states, there is usually a higher impact of shocks (matrix A 1 ) in volatility formation. In this case, the volatility observed at a period t in a low-volatility state is determined less by the variance observed in the previous period than by the shock occurring in period t.
However, there is a decrease of the shock influence on volatility formation in high-volatility regimes (a 11,st=2 , a 22,st=2 ). There is also an increase in the volatility persistence in these highvolatility states (b 11,st=2 , b 22,st=2 ) , with values higher than unity in most cases. Although volatility dynamics seem non-stationary during these highly volatile periods, the whole variance process remains stationary (Abramson and Cohen, 2007) . What these results suggest is that the volatility process in the markets during periods of market turmoil could be explosive and may not necessarily revert to an equilibrium point. However, the whole process remains stationary because the volatility process will eventually return to the low-volatility state.
Thus, linear GARCH models could lead to overestimates of volatility persistence in lowvolatility periods and underestimates of volatility persistence in high-volatility periods. This result can also affect the estimation of risk factors and, hence, the identification of a risk-return trade-off.
In addition, the non-linear multi-factor model allows us associate the different states that follow the volatility process with low-(state 1) and high-volatility (state 2) market periods. For instance, in the averaged portfolio case, the median of the estimated variances and covariances These results (jointly with Figure 3 ) allow us to associate the states defined in the non-linear model with low-(state 1) and high-volatility states (state 2). Figure 3 shows the smooth probabilities 8 of being in state 1 (low volatility) during the sample period jointly with recessionary periods, as defined by the National Bureau of Economic Research (NBER).
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Although there are continuous changes in regime during the sample period, we can draw some inferences. Usually, recession periods documented by the NBER coincide with periods governed by high-volatility states, but this is not always the case. Thus, although we cannot establish a direct relationship between high volatility and business cycles, they appear to be positively related (Lustig and Venderhal, 2012) . Despite these continuous changes in regime, low-volatility regimes are more prevalent during the sample period. The number of monthly periods where the volatility process is in a low-volatility state (probability of being in a lowvolatility state is higher than 0.5) is between 520 and 560 (depending on the proxy for the hedging component), corresponding to 71%-77% of the total sample. Thus, for approximately three-quarters of the sample, we do observe a positive and significant relationship between return and risk, but this relation is not observed a quarter of the time. However, if we make no distinction between regimes and we consider a linear relation across the whole sample period, this one-quarter of the time the relation is not observed blurs the evidence for the whole sample, leading to a conclusion of a non-significant trade-off.
The results obtained regarding the significance of the risk-return trade-off in both types of multi-factor models lead us to believe that the lack of empirical evidence in previous studies could be due to the assumption of a linear risk-return trade-off. Non-linear assumptions lead to favorable evidence for the risk-return trade-off in low-volatility states, but we cannot obtain 8 The smooth probability is defined as the probability of being in each state considering the entire information set. 
= Ω favorable evidence when a linear trade-off is assumed. The consideration of the intertemporal component in the risk-return relation is of second-order relevance. We also obtain a significant impact of the intertemporal component in the risk-return relation, similar to Whitelaw (2000) , but what truly unmasks the aggregated risk-return trade-off is the distinction across regimes.
5.-Robustness tests

5.1.-Alternative market portfolios
Let us reassess our previous evidence by considering different alternatives to the market portfolio. In addition to the CRSP Value-Weighted NYSE-AMEX index, Bali and Engle (2010) use other popular US stock indices to reflect market returns. Given the sample period in this paper (March 1953 -June 2013 , we choose the SP500 index 9 . To obtain the excess market returns, we compute the monthly logarithmic returns of the index (obtained from Bloomberg), and we subtract the risk-free rate.
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Panel A of Table 5 shows the results for the mean equation assuming a linear relationship between return and risk, where the equally weighted bond portfolio is considered the alternative investment set 10 . Similar to the results for the CRSP portfolio, the parameter identifying the relationship between market returns and risk is non-significant in all cases. The influence of the covariance between market returns and the alternative investment set is also non-significant. These results support the previous findings, where linear models are unable to identify the theoretical positive relationship between returns and risk.
The results for the mean equation in the regime-switching case are displayed in panel B of Table  5 . Some findings here are worth mentioning. Again, we find a positive and significant relationship between return and risk during low-volatility states, supporting the favorable evidence obtained earlier for low-volatility periods. The effect of the covariance between the market portfolio and alternative investments tends to be negative for the SP500 index. For highvolatility states, the relation between return and risk is also significant, but in the case of the SP500, the relation becomes negative, suggesting an inverted trade-off during these periods.
This analysis again shows the importance of distinguishing between regimes and relaxing the linear assumption when providing evidence for a risk-return trade-off in financial markets. Regardless of which market portfolio is chosen, the empirical models are unable to detect a significant linear relationship between these two variables, but this trade-off does exist when a less restrictive non-linear framework is adopted.
5.2.-Risk premium evolution
As a further analysis, this section describes the evolution of the risk premium demanded by investors in the US, distinguishing between which proportions of the risk premium correspond to each risk factor, namely, the market risk and the hedging component. We compute the premium associated with market risk as the product of the price of risk by idiosyncratic risk 2 11 , m t λ σ for linear multi-factor models (and similarly for the hedging component premium). For the non-linear case, this risk premium is obtained using the state-dependent market risk premium weighted by the smooth probability of being in each state ( ) = Ω (and similarly for the hedging component premium). The total risk premium is computed as the sum of the two factor premiums.
For brevity, we only show results corresponding to the equally weighted bond portfolio as the alternative investment case. 11 Figure 4 .A describes the market risk premium for the different alternatives of the market portfolio.
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The market risk premium series share similar patterns for the sample period for all portfolios considered. For instance, there is a common rise in the market risk premium that coincides with high-volatility periods. There are several peaks that also coincide with recessionary periods, such as December 1969 -Novemeber 1970 and November 1973 -March 1975 A peak is also observed following the Asian crisis in 1987 and the turbulent period between 1998 and 2002 that ended with the bursting of the dot-com bubble. Finally, there is a common increase in the premium during the last financial crisis (2007) (2008) (2009) .
The median of the monthly risk premium series shows that over the past 60 years, the risk premium in the US has remained at approximately 3.5% to 4% per annum, 12 depending on the model and portfolio used. This estimate is very similar to other studies on US data (e.g., Bali (2008) ). Furthermore, the total risk premium is essentially composed of the risk associated with the market. The percentage of the total risk premium corresponding to the hedging component is relatively small for both models.
To detect differences in the risk premium between the two proposed model types (linear and non-linear), Figure 4 .B plots its evolution in each portfolio for both models 13 . A similar evolution of the total risk premium is observed in both the linear and non-linear models. It appears that during peaks of volatility, the non-linear models provide higher estimates of the premium; the rest of the time, they seem to provide lower estimates. These results suggest that during low-volatility periods, linear models tend to overestimate the premium, and during highvolatility periods they tend to underestimate it.
5.3.-Datasets used in previous papers
This section repeats our analysis for the datasets used in two well-known papers analyzing the risk-return trade-off. The papers of Scruggs (1998) and Scruggs and Glabadanidis (2003) represent two of the best-known references for the use of multi-factor models in trying to provide evidence in the time-series for Merton's theoretical model. Scruggs (1998) finds favorable evidence for a partial relation between the market risk premium and conditional market variance. He uses a bivariate model comprising the CRSP Value-Weighted NYSE- 11 The dynamics of the evolution of the risk premium in the rest of the cases are very similar. Results are available on request. 12 The descriptive statistics for the risk premiums are not shown but are available from the authors upon request.
AMEX portfolio as the proxy for market returns (r m,t ) and long-term government bond returns (more specifically, the Ibboston Associates long-term U.S. Treasury bond total return index) as the hedging component factor (r b,t ) in a sample period from March 1950 to December 1994. A few years later, Scruggs and Glabadanidis (2003) tested whether the intertemporal variation in stock and bond premia can be explained by time-varying covariances with priced risk factors.
Considering again the CRSP Value-Weighted NYSE-AMEX portfolio as market returns (r m,t ) and the Ibboston Associates long-term U.S. Treasury bond total return index as the second factor (r b,t ) in the models for January 1953 to December 1997, they use several bivariate models that relax the assumption of constant correlation in Scruggs (1998) . However, they were unable to obtain favorable evidence for these types of models. Table 6 shows the results obtained for our empirical specifications using the same datasets as those in Scruggs (1998) and Scruggs and Glabadanidis (2003) . If we analyze the results when using linear models (panel A), they are very similar to those of the datasets used in previous sections. We fail to identify a significant relation among these variables (even the covariances present no significance in any case).
[INSERT TABLE 6]
Again, the evidence obtained using non-linear models is more favorable. We do obtain positive and significant estimations during low-volatility periods (panel B) in all cases as well as a robust negative effect of the covariance between market and bond returns for all cases. This implies that the market risk premia are positively related with the market variance but are reduced by the covariance between market and bond returns.
The results for high-volatility periods are also robust in all cases. Similar to some of the earlier specifications, it appears that the risk-return trade-off becomes inverted for high levels of volatility. In all cases, we obtain a highly negative and significant parameter. Additionally, going against the results for low-volatility states, the impact of the covariance in the market risk premium during periods of high volatility is positive. This implies that the market risk premia are negatively related to the market variance but are increased by the covariance between market and bond returns.
These results add further evidence regarding the perils of making linear assumptions when analyzing the risk-return trade-off in financial markets. The empirical evidence appears to support the theoretical model during low-volatility states, but the results do not hold for high levels of volatility.
6.-Do high-volatility regimes distort evidence on the risk-return trade-off?
Thus far, we have reported commonality in the results regardless of the dataset used or the model specification applied. We detect a significant positive risk-return trade-off under nonlinear specifications during low-volatility states that we cannot find during high-volatility states or when we assume a simpler linear model. Thus, we suspect that during low-volatility periods, this trade-off does exist, but during high-volatility periods this relation is different, and aggregating these two different periods may distort the evidence in the entire sample. In this last section, we check whether we are able to detect a linear relationship between return and risk if we control for the observations associated with the high-volatility regimes.
We use different alternatives for the market portfolio (CRSP and SP500) and the equally weighted bond portfolio for the alternative investment set. We also use the datasets as in Scruggs (1998) and Scruggs and Glabadanidis (2003) . From the original single-regime models in equation (2), we add two dummies to the equation of excess market returns (in levels and multiplying the market variance). These new dummies take the value 1 when the market is in periods of high volatility 14 and the value 0 the rest of the time. We discriminate between high and low volatility observations given the filtered probabilities estimated in sections 4.2 and 5.3.
The observations corresponding to a high-volatility state represent only a small percentage of the whole sample: only approximately 20% of the observations in the Scruggs (1998) and Scruggs and Glabadanidis (2003) datasets and even less (approximately 15% of observations) in the CRSP and SP500 portfolios.
Once we have the new dummies controlling for observations "within a high-volatility state," we run our proposed linear models described in Equations 2-4 (plus the two dummies) to test whether the existence of unusual observations corresponding to high-volatility states could have blurred previous evidence. Table 7 shows the results for this analysis. We can see that in all cases (CRSP, SP500, Scruggs (1998) and Scruggs and Glabadanidis (2003) ), the non-significant estimations for the risk-return trade-off obtained previously using linear models turn out to be significant after controlling for the observations in high-volatility states. This suggests that the relationship between return and risk does exist during low-volatility states. However, the existence of periods of turmoil and financial instability may have masked this relationship in the time series dimension. Our results suggest a more complex relationship between risk and return than the linear relationship specified in the theoretical model. The negative and significant values for the dummy variables also reflect the inverted risk-return trade-off during high-volatility periods obtained in previous sections.
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We also find non-significant estimates for the hedge component variable in the CRSP and SP500 indices when we control for high volatility observations. However, when we use datasets similar to those of Scruggs (1998) and Scruggs and Glabadanidis (2003) , there is a negative and significant influence of the covariance on the market risk premium.
Thus, distinguishing among different patterns followed by risk premia and variances during periods of financial instability may help explain the puzzle of the risk-return trade-off. The evidence obtained supporting this claim in the US market is favorable for most cases. We suggest that this instability of the risk-return trade-off during high-volatility states has been a cause of the controversial results reported in previous studies.
7.-Conclusion
This paper empirically analyzes the risk-return trade-off for the US market under a multifactor framework using several types of US government bonds as alternative investment sets. We propose two different empirical models considering bivariate GARCH specifications that allow us identify linear and non-linear relationships between return and risk. The non-linear specification is obtained using a Regime-Switching model that allows us associate the different states with volatility regimes (low and high volatility).
Our main result shows that only a positive and significant risk-return trade-off is obtained in the non-linear case and only in the states governed by low volatility. However, we cannot find favorable evidence for the risk-return relation in the linear framework, and it is mixed during high-volatility states. Our results also support the findings of previous papers that document pro-cyclical behavior in the risk appetite of financial markets, i.e., during low-volatility states the market price of risk is higher than during high-volatility periods. The existence of periods where a positive and significant risk-return trade-off is not observed could lead to nonsignificant estimates for this relation for the entire sample. This result highlights the perils of using linear assumptions when analyzing the aggregated trade-off between return and risk and the inability of linear empirical models to capture a significant risk-return relationship, which exists most of the time. Table 1 Summary statistics for excess market returns and intertemporal hedging proxies The table shows summary statistics and correlations of excess monthly returns for the market portfolio (r m,t ) and the alternative investment sets (r b,t ). The proxy for the market portfolio is the Center for Research in Security Prices (CRSP) value-weighted portfolio and the risk-free rate is the yield on the onemonth Treasury bill. The proxies for the alternative opportunity set are the total returns (computed as Morningstar ®) for the 5, 10 and 20 year constant maturity US Government Bonds and an equally weighted portfolio using these 3 bonds. Panel A shows the mean, standard deviation, skewness, kurtosis for each series. It also shows the Jarque-Bera test for normality and the Ljung-Box test for serial autocorrelation in levels and squares using 6 lags (t-stats in parenthesis). *** , ** and * represent significance at 1%, 5% and 10% levels. The mean and standard deviation of each monthly series are expressed in percentage points. Panel B shows the correlations between the excess market returns and the different choices for the alternative investment set. The sample period includes observations from 1953 to 2013 and the returns are expressed as decimals. (Scruggs, 1998) and G to the General model where all parameters are freely estimated. Excess monthly returns are used in the estimation of the model. The proxy for the excess market returns (r m,t ) is the CRSP Value-Weighted portfolio minus the risk-free rate. Each column illustrates the results from the estimation of the model using one of the choices for the (r b,t ) alternative investment set. In model I the excess returns of the 5-year US Government Bond is used. In model II the excess returns of the 10-year US Government Bond is used. In model III the excess returns of the 20-year US Government Bond is used. In model IV the excess returns of an equally weighted portfolio containing these three bonds is used. The coefficients and corresponding t-statistics (in parenthesis) are shown for the full sample period (March 1953 -June 2013 . The t-statistics are computed using Bollerslev-Wooldridge standard errors ( *** , ** and * represents statistical significance at 1%, 5% and 10% levels). (Scruggs, 1998) and G to the General model where all parameters are freely estimated. The proxy for the excess market returns (r m,t ) is the CRSP Value-Weighted portfolio minus the risk-free rate. Each column illustrates the results from the estimation of the model using one of the choices for the (r b,t ) alternative investment set. In model I the excess returns of the 5-year US Government Bond is used. In model II the excess returns of the 10-year US Government Bond is used. In model III the excess returns of the 20-year US Government Bond is used. In model IV the excess returns of an equally weighted portfolio containing these three bonds is used. Excess monthly returns are used in the estimation of the model. The coefficients and corresponding t-statistics (in parenthesis) are shown for the full sample period (March 1953 -June 2013 . The t-statistics are computed using Bollerslev-Wooldridge standard errors ( *** , ** and * represents statistical significance at 1%, 5% and 10% levels). Table 3 Mean equation estimates for state-dependent multi-factor models The table shows the estimates of the risk-return trade-off using the state-dependent multi-factor model in Equation 5. Two versions of the model are estimated: R refers to the restricted version of the model in Equation 5 where λ 21,st = λ 22,st = 0 (similar to Scruggs, 1998) and G to the General model where all parameters are freely estimated. The proxy for the excess market returns (r m,t ) is the CRSP Value-Weighted portfolio minus the risk-free rate. Each column illustrates the results from the estimation of the model using one of the choices for the (r b,t ) alternative investment set. In model I the excess returns of the 5-year US Government Bond is used. In model II the excess returns of the 10-year US Government Bond is used. In model III the excess returns of the 20-year US Government Bond is used. In model IV the excess returns of an equally weighted portfolio containing these three bonds is used. The coefficients and corresponding t-statistics (in parenthesis) are shown for the full sample period (March 1953 -June 2013 . The t-statistics are computed using Bollerslev-Wooldridge standard errors ( *** , ** and * represents statistical significance at 1%, 5% and 10% levels). Panel A shows the estimations for the state s t =1 which correspond to low volatility periods and Panel B shows the estimations for the state s t =2 which correspond to high volatility periods. 2 , , 10, 11, , , 12 . These variance equations come from two different versions of the main model presented in equation 5: R refers to the restricted version of the model in Equation 5 where λ 21,st = λ 22,st = 0 (similar to Scruggs, 1998) and G to the General model where all parameters are freely estimated. The proxy for the excess market returns (r m,t ) is the CRSP Value-Weighted portfolio minus the risk-free rate. Each column illustrates the results from the estimation of the model using one of the choices for the (r b,t ) alternative investment set. In model I the excess returns of the 5-year US Government Bond is used. In model II the excess returns of the 10-year US Government Bond is used. In model III the excess returns of the 20-year US Government Bond is used. In model IV the excess returns of an equally weighted portfolio containing these three bonds is used. Within each alternative investment we distinguish between state s t =1 which correspond to low volatility periods and state s t =2 which correspond to high volatility periods. Excess monthly returns are used in the estimation of the model. The coefficients and corresponding t-statistics (in parenthesis) are shown for the full sample period (March 1953 -June 2013 . The t-statistics are computed using Bollerslev-Wooldridge standard errors ( *** , ** and * represents statistical significance at 1%, 5% and 10% levels). The last two rows of the table shows the estimates for the parameters of the transition probability matrix in equation 7. 11, 11, 12, 22, 12, 22, 11, 21, 11, 21, 11, 21, 12, 22, 12, 22, 12, 22, ' 2 , , , Table 5 . Mean equation estimates for SP500 using all multi-factor models Panel A of this table shows the estimates of the risk-return trade-off using the single-regime multifactor model in Equation 2 for the SP500 index as an alternative for the market portfolio. Panel B shows the estimates of the risk-return trade-off using the regime-switching multi-factor model in Equation 5 for the SP500 index as an alternative for the market portfolio. We show the results when we use the equallyweighted bond portfolio as the alternative investment set (r b,t,st ). Two versions of the model are estimated: R refers to the Restricted version of the model in Equations 2 and 5 where λ 21,st = λ 22,st = 0 (similar to Scruggs, 1998) and G to the General model where all parameters are freely estimated. Excess monthly returns are used in the estimation of the model. The coefficients and corresponding t-statistics (in parenthesis) are shown for the full sample period (March 1953 -June 2013 . The t-statistics are computed using Bollerslev-Wooldridge standard errors ( *** , ** and * represents statistical significance at 1%, 5% and 10% levels). 2 , , 10, 11, , , Table 6 . Mean equation estimates for multi-factor models (single regime and state-dependent) using the databases in Scruggs (1998) and Scruggs and Glabadanidis (2003) The table shows the estimates of the risk-return trade-off using the independent multi-factor model in Equation 2 (panel A) and the state-dependent multi-factor model in Equation 5 (panels B and C). Two versions of these model are estimated: R refers to the Restricted version of the model in Equations 2 and 5 where λ 21,(st) = λ 22,(st) = 0 (Scruggs, 1998) and G refers to the General model where all parameters are freely estimated. Excess monthly returns are used in the estimation of the model. The proxy for the excess market returns (r m,t ) in Scruggs (1998) is the CRSP Value-Weighted portfolio of NYSE-AMEX stocks minus the 1-month T-bill yield from March 1950 to December 1994 while in Scruggs and Glabadanidis (2003) the sample period is from January 1953 to December 1997. The choice for the (r b,t ) alternative investment is the Ibboston Associates long-term U.S. Treasury bond total return index for the corresponding sample periods. The coefficients and corresponding t-statistics (in parenthesis) are shown for the full sample period (March 1950 to December 1994 in Scruggs (1998 and January 1953 to December 1997 in Scruggs and Glabadanidis (2003) ). The t-statistics are computed using Bollerslev-Wooldridge standard errors ( *** , ** and * represents statistical significance at 1%, 5% and 10% levels). (Scruggs, 1998) and G to the General model where all parameters are freely estimated. Excess monthly returns are used in the estimation of the model and the sample periods follows previous analysis. We estimate the model for several alternatives of the market portfolio. Each column illustrates the results from the estimation of the model using one of these alternatives as the excess market returns (r m,t ): CRSP Value-Weighted portfolio, the SP500 index and the datasets used in Scruggs (1998) and Scruggs and Glabadanidis (2003) . In the first 2 columns we show the results when we use the equally-weighted bond portfolio as the alternative investment set (r b,t ). In the other 2 columns the alternative investment set is the one used in the corresponding paper. The t-statistics are computed using Bollerslev-Wooldridge standard errors ( *** , ** and * represents statistical significance at 1%, 5% and 10% levels). 1.6108 (0.8732) Figure 1 . Monthly excess returns of the selected portfolios The figure plots the excess monthly returns on the series selected for the market portfolio (r m,t ) and the alternative investment sets (r b,t ). The proxy for the market portfolio is the CRSP value-weighted NYSE-AMEX portfolio and the risk-free asset is the yield on the one-month Treasury bill. The proxies for the alternative opportunity set are the total returns (computed as Morningstar ®) for the 5,10 and 20 years constant maturity US Government Bonds and an equally weighted portfolio containing these three bonds. The sample period includes observations from 1953 to 2013 and the monthly returns and yields are expressed as decimals.
Figure 2. Conditional covariances between excess market returns and the intertemporal component
The figure plots the conditional covariances (σ mb,t ) from the multifactor model in Equation 6. In these plots we use the CRSP value-weighted NYSE-AMEX portfolio for the excess market returns (r m,t ) and the total returns (computed as Morningstar ®) for the 5,10, 20 years constant maturity US Government Bonds and an equally weighted portfolio containing these three bonds as alternative investment sets (r b,t ). The sample period includes observations from 1953 to 2013 and the monthly conditional covariances are expressed as decimals.
Figure 3. Filtered probabilities for low volatility states
This figure plots the probability of being in a low probability state [P(s t =1|Ω t; θ) ] for the state-dependent multifactor model according to Equation (10). In these plots we use the CRSP value-weighted NYSE-AMEX portfolio for the excess market returns (r m,t ) and the total returns (computed as Morningstar ®) for the 5,10, 20 years constant maturity US Government Bonds and an equally weighted portfolio containing the three previous bonds as alternative investment sets (r b,t ). Shaded areas correspond to NBER recessionary periods. The sample period includes observations from 1953 to 2013. 
