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1 Introduction
Alvarez et al. [4] introduced the concept of (ω, c)-periodic functions by observing
that any complex valued solution x(t) of the Mathieu’s equation x′′ + ax =
2q cos(2t)x (see [6, Chapter 8, Section 4]) fulfills the equality x(t + ω) = cx(t)
for a complex number c ∈ C. Note that the Mathieu’s equation is the Hill’s
equation with only one harmonic mode. The Bloch functions, which satisfy
the Schro¨dinger equation, have the same property: they are (ω, c)-periodic.
Obviously, (ω, c)-periodic functions reduce to the standard ω-periodic functions
when c = 1, and to ω-antiperiodic ones when c = −1. These last particular
cases are already intensively studied (see [2, 3, 7, 9, 10, 12]).
Motivated by [4], we study the existence and uniqueness of (ω, c)-periodic
solutions for semilinear evolution equations in complex Banach spaces. At first,
in Section 2, we consider that a linear operator of the evolution equation is
bounded. Assuming a nonresonance condition, we find a Green function of a
nonhomogeneous linear equation with the corresponding boundary value con-
ditions. Then in Section 3, we rewrite our problem to a fixed point equation
and solving it via the Banach fixed point theorem, we derive an existence and
uniqueness result on (ω, c)-periodic solutions. The Schauder fixed point theorem
is applied in Section 4 to prove an existence result for the problem of Section 3.
We extend in Section 5 our considerations of Sections 3 and 4 to evolution equa-
tions with unbounded linear operators. All theoretical results are illustrated by
several examples. Related results are studied in [1, 5, 8], but this paper deals
with more general cases than in the above-mentioned papers.
2 Preliminary results
Let X be a complex Banach space with a norm ‖ · ‖.
Definition 2.1. [4] A function g : R→ X is called (ω, c)-periodic if there is a
pair (ω, c), where c ∈ C \ {0}, ω > 0 such that g(t+ ω) = cg(t) for all t ∈ R.
We denote by Υω,c the set of all continuous and (ω, c)-periodic functions
g : R→ X , and Υ1ω,c = Υω,c ∩ C1(R, X).
Let us consider first the linear equation
y˙ = Ay (1)
for a continuous linear mapping A ∈ L(X). Then its solution is of the form
y(t) = eAty0, t ∈ R, which is (ω, c)-periodic if and only if it holds
y(t+ ω) = cy(t)⇔ eAt+Aωy0 = ceAty0 ⇔ eAteAωy0 = ceAty0
⇔ eAωy0 = cy0 ⇔ (cI − eAω)y0 = 0.
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In this paper we consider the case when c doesn’t belong to spectrum σ(eAω)
of eAω, so by the spectral mapping theorem we suppose
(A1) c 6= eωλ for all λ ∈ σ(A).
Now we pass to the nonhomogeneous linear equation
y˙ = Ay + f(t) (2)
for f ∈ Υω,c. We present the following simple observation.
Lemma 2.2. y ∈ Υω,c if and only if it holds
y(ω) = cy(0). (3)
Proof. Clearly y ∈ Υω,c implies (3). On the other hand, if (3) holds for some
y0 ∈ C([0, ω], X), then we set
y(t) = cky0(t− kω)
for t ∈ [kω, (k + 1)ω] and k ∈ Z. Note
lim
t→kω+
y(t) = cky0(0) = c
k−1y0(ω) = lim
t→kω
−
y(t),
so y(t) is well-defined and continuous. Next, for t ∈ [kω, (k + 1)ω] and k ∈ Z,
we have t+ ω ∈ [(k + 1)ω, (k + 2)ω] and
y(t+ ω) = ck+1y0(t+ ω − (k + 1)ω) = ck+1y0(t− kω) = ccky0(t− kω) = cy(t).
So y ∈ Υω,c. The proof is finished.
Set a Banach space Z = C([0, ω], X) with the maximum norm ‖y‖0 =
maxt∈[0,ω] ‖y(t)‖. Now we are ready to prove the following result.
Lemma 2.3. The solution y ∈ Z of (2) satisfying (3) is given by
y(t) =
∫ ω
0
K(t, s)f(s),
where
K(t, s) =
{
ceA(t−s)(cI − eAω)−1 for s ∈ [0, t],
eA(ω+t−s)(cI − eAω)−1 for s ∈ (t, ω],
and I is the unit mapping.
Proof. The general solution y ∈ Z of (2) has the form
y(t) = eAty0 +
∫ t
0
eA(t−s)f(s)ds.
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The condition (3) gives
eAωy0 +
∫ ω
0
eA(ω−s)f(s)ds = cy0 ⇔ y0 = (cI − eAω)−1
∫ ω
0
eA(ω−s)f(s)ds,
so the solution of (2) satisfying (3) is as follows
y(t) = eAty0 +
∫ t
0
eA(t−s)f(s)ds
= eAt(cI − eAω)−1
∫ ω
0
eA(ω−s)f(s)ds+
∫ t
0
eA(t−s)f(s)ds
=
∫ t
0
eA(t−s)
(
(cI − eAω)−1eAω + I) f(s)ds
+
∫ ω
t
eA(ω+t−s)(cI − eAω)−1f(s)ds
=
∫ t
0
ceA(t−s)(cI − eAω)−1f(s)ds+
∫ ω
t
eA(ω+t−s)(cI − eAω)−1f(s)ds
=
∫ ω
0
K(t, s)f(s)ds,
since
(cI − eAω)(cI − eAω)−1 = I,
implies
c(cI − eAω)−1 = eAω(cI − eAω)−1 + I = (cI − eAω)−1eAω + I.
The proof is completed.
3 A uniqueness result
In this section we consider the equation
y˙ = Ay + g(t, y) (4)
for g ∈ C(R×X,X) satisfying
(C1) g(t+ ω, cy) = cg(t, y) for all t ∈ R and y ∈ X .
(C2) There is a constant L > 0 such that ‖g(t, y1)− g(t, y2)‖ ≤ L‖y1 − y2‖ for
all t ∈ R and y1, y2 ∈ X .
We are looking for solutions of (4) in Υω,c. First we note (C1) implies if y ∈ Υω,c
then g(t, y(t)) ∈ Υω,c. Then by Lemmas 2.2 and 2.3, our task is equivalent to
the fixed point problem
y(t) =
∫ ω
0
K(t, s)g(s, y(s))ds, y ∈ Z. (5)
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To solve (5), we define an operator S : Z → Z by
(Sy)(t) =
∫ ω
0
K(t, s)g(s, y(s))ds
for y ∈ Z. Clearly S is well-defined. Next, for y1, y2 ∈ Z we derive
‖(Sy1)(t)− (Sy2)(t)‖ ≤
∫ ω
0
‖K(t, s)(g(s, y1(s)) − g(s, y2(s)))‖ds
≤
∫ ω
0
‖K(t, s)‖‖g(s, y1(s))− g(s, y2(s))‖ds ≤ L
∫ ω
0
‖K(t, s)‖‖y1(s)− y2(s)‖ds
≤ L‖y1 − y2‖0
∫ ω
0
‖K(t, s)‖ds ≤ LM‖y1 − y2‖0
for
M = max
t∈[0,ω]
∫ ω
0
‖K(t, s)‖ds. (6)
Therefore we arrive at the inequality
‖Sy1 − Sy2‖0 ≤ LM‖y1 − y2‖0
and from Banach fixed point theorem we get the following result.
Theorem 3.1. Suppose (A1) and consider (4) under conditions (C1) and (C2).
If
LM < 1 (7)
for M given by (6), then (4) has a unique (ω, c)-periodic solution y satisfying
‖y‖0 ≤ M‖g(·, 0)‖0
1− LM . (8)
Proof. The uniqueness and existence result follows from Banach fixed point
theorem along with Lemmas 2.2 and 2.3. Furthermore, by
‖y‖0 = ‖Sy‖0 ≤ LM‖y‖0 +M‖g(·, 0)‖0,
we have (8), which finishes the proof.
Remark 3.2. We can estimate M as follows
1. ∫ ω
0
‖K(t, s)‖ds
≤ |c|‖(cI − eAω)−1‖
∫ t
0
e‖A‖(t−s)ds+ ‖eAω(cI − eAω)−1‖
∫ ω
t
e‖A‖(t−s)ds
= |c|‖(cI − eAω)−1‖e
‖A‖t − 1
‖A‖ + ‖e
Aω(cI − eAω)−1‖1− e
‖A‖(t−ω)
‖A‖
≤ e
‖A‖ω − 1
‖A‖ max
{
|c|‖(cI − eAω)−1‖, ‖e
Aω(cI − eAω)−1‖
e‖A‖ω
}
,
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so
M ≤ e
‖A‖ω − 1
‖A‖ max
{
|c|‖(cI − eAω)−1‖, ‖(cI − e
Aω)−1eAω‖
e‖A‖ω
}
(9)
2. ∫ ω
0
‖K(t, s)‖ds
≤ |c|
∫ t
0
‖eA(t−s)(cI − eAω)−1‖ds+
∫ ω
t
‖eA(ω+t−s)(cI − eAω)−1‖ds
= |c|
∫ t
0
‖eAs(cI − eAω)−1‖ds+
∫ ω
t
‖eAs(cI − eAω)−1‖ds
≤ max{|c|, 1}
∫ ω
0
‖eAs(cI − eAω)−1‖ds,
so
M ≤ max{|c|, 1}
∫ ω
0
‖eAs(cI − eAω)−1‖ds. (10)
Now we can give an example.
Example 3.3. We consider the case X = C2 for c = −1, ω = pi and
A =
(
2 −4
6 −8
)
g(t, y) = (g1(t, y), g2(t, y)) = a (sin t cos(y1 + y2), cos 2t sin(y1 − y2))
y = (y1, y2).
Since all parameters are real, we just consider X = R2. Clearly (C1) holds.
Since σ(A) = {−4,−2}, (A1) is satisfied. Next by the Mean value theorem for
vector-valued functions
L = max
y∈R2,t∈R
‖gy(t, y)‖
for
gy =
(−a sin t sin(y1 + y2) −a sin t sin(y1 + y2)
a cos 2t cos(y1 − y2) −a cos 2t cos(y1 − y2)
)
Furthermore, we have
eAs(cI − eAω)−1 =


2e4pi−4s
1 + e4pi
− 3
2
epi−2s sechpi epi−2s sechpi − 2e4pi−4s1+e4pi
3e4pi−4s
1 + e4pi
− 3
2
epi−2s sechpi epi−2s sechpi − 3e4pi−4s1+e4pi


Now we consider 3 standard norms on R2 to estimate L and M .
Case 1. ‖y‖1 = |y1|+ |y2|. Then we derive
L = max
y∈R2,t∈R
‖gy(t, y)‖1
= |a| max
y∈R2,t∈R
(| sin t sin(y1 + y2)|+ | cos 2t cos(y1 − y2)|)
= |a|max
t∈R
(| sin t|+ | cos 2t|) = 2|a|
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and by (10)
M ≤ 1.73883.
So condition (7) holds if
|a| < 0.287549. (11)
Case 2. ‖y‖∞ = max{|y1|, |y2|}. Then we derive
L = max
y∈R2,t∈R
‖gy(t, y)‖∞
= 2|a| max
y∈R2,t∈R
max {| sin t sin(y1 + y2)|, | cos 2t cos(y1 − y2)|}
= 2|a|max
t∈R
max {| sin t|, | cos 2t|} = 2|a|,
and by (10)
M ≤ 1.4907.
So condition (7) holds if
|a| < 0.335414. (12)
Case 3. ‖y‖2 =
√
y21 + y
2
2 . Then we derive
L = max
y∈R2,t∈R
‖gy(t, y)‖2
=
√
2|a| max
y∈R2,t∈R
max {| cos 2t cos(y1 − y2)|, | sin t sin(y1 + y2)|}
=
√
2|a|max
t∈R
max {| sin t|, | cos 2t|} =
√
2|a|,
and by (10)
M ≤ 1.40635.
So condition (7) holds if
|a| < 0.502795. (13)
Consequently, the best estimate from (11), (12) and (13) is (13) corresponding
the the norm ‖ · ‖2, when there is a unique pi-antiperiodic solution y(t) which is
nonconstant.
4 An existence result
Now we consider instead (C2) the following condition
(C3) There are constants g1 ≥ 0 and g2 ≥ 0 such that ‖g(t, y)‖ ≤ g1 + g2‖y‖
for all t ∈ R and y ∈ X .
Then like above, we derive
‖(Sy)(t)‖ ≤
∫ ω
0
‖K(t, s)g(s, y(s))‖ds
≤ (g1 + g2‖y‖0)
∫ ω
0
‖K(t, s)‖ds ≤M(g1 + g2‖y‖0).
Therefore from Schauder fixed point theorem we get the following result.
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Theorem 4.1. Let dimX < ∞. Suppose (A1) and consider (4) under condi-
tions (C1) and (C3). If
g2M < 1 (14)
for M given by (6), then (4) has a (ω, c)-periodic solution y with ‖y‖0 ≤ Mg11−Mg2 .
Proof. SetB(r0) = {y ∈ Z | ‖y‖0 ≤ r0} for r0 = Mg11−Mg2 . Then for any y ∈ B(r0)
the above computation gives
‖Sy‖0 ≤M(g1 + g2‖y‖0) ≤M(g1 + g2r0) = r0.
Hence S : B(r0)→ B(r0). Arzela`-Ascoli theorem implies the compactness of S.
Thus Schauder fixed point theorem gives the result. The proof is finished.
Example 4.2. Consider the problem from Example 3.3. Then
‖g(t, y)‖1 = |a| (| sin t cos(y1 + y2)|+ | cos 2t sin(y1 − y2)|) ≤ 2|a|,
so we have g1 = 2|a| and g2 = 0. Consequently, there is a pi-antiperiodic solution
y for any 0 6= a ∈ R with ‖y(t)‖1 ≤ 3.47767|a| for any t ∈ R. Note when (13)
holds, we have a unique such a solution.
Example 4.3. In this example we consider the case for c = −1, ω = pi and
g(t, y) = (g1(t, y), g2(t, y)) = (a sin t(|y1 + y2| + 1), a cos t|y1 − y2|) and A from
Example 3.3. We again consider 3 standard norms on R2 to estimate g1, g2 and
M .
Case 1. ‖y‖1 = |y1|+ |y2|. Then we derive
‖g(t, y)‖1 = |a| (| sin t(|y1 + y2|+ 1)|+ | cos t|y1 − y2||)
≤ |a|+ |a| (| sin t|+ | cos t|) ‖y‖1 .= |a|+ 1.41421|a|‖y‖1.
Hence g1 = |a|, g2 .= 1.41421|a| and M is given in the case 1 of Example 3.3.
So condition (14) holds if
|a| < 0.406656. (15)
Case 2. ‖y‖∞ = max{|y1|, |y2|}. Then we derive
‖g(t, y)‖∞ = |a|max {| sin t(|y1 + y2|+ 1)|, | cos t|y1 − y2||}
≤ |a|max {| sin t|y1 + y2||+ 1, | cos t|y1 − y2||+ 1}
≤ |a|+ 2|a|max {| sin t|, | cos t|} ‖y‖∞ = |a|+ 2|a|‖y‖∞.
Hence g1 = |a|, g2 = 2|a| and M is given in the case 2 of Example 3.3. So
condition (14) holds if
|a| < 0.335414. (16)
Case 3. ‖y‖2 =
√
y21 + y
2
2 . Then we derive
‖g(t, y)‖2 = |a|
√
sin2 t(|y1 + y2|+ 1)2 + cos2 t(y1 − y2)2
≤ |a|
√
2 sin2 t+ 2 sin2 t(y1 + y2)2 + cos2 t(y1 − y2)2
≤
√
2|a|+ |a|
√
2 sin2 t(y1 + y2)2 + cos2 t(y1 − y2)2
≤
√
2|a|+
√
2|a|max
{√
2| sin t|, | cos t|
}
‖y‖2 ≤
√
2|a|+ 2|a|‖y‖2.
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Hence g1 =
√
2|a|, g2 = 2|a| and M is given in the case 3 of Example 3.3. So
condition (14) holds if
|a| < 0.35553. (17)
Consequently, the best estimate from (15), (16) and (17) is (15) correspond-
ing the the norm ‖ · ‖1, when there is a pi-antiperiodic solution y(t) which is
nonconstant.
Related results to Examples 3.3, 4.2 and 4.3 are given in [5, 8, 9], but our
analysis is different since we focus in these examples on finding optimal norms.
5 Extension to mild solutions
In this section, we extend the above results of (4) by assuming the following
condition
(A2) A is an infinitesimal generator of a strongly continuous semigroup of
bounded linear operators {S(t)}t∈R+ in X [11].
We know [11] that there are constants Q ≥ 1 and γ ∈ R such that
‖S(t)‖ ≤ Qeγt, t ≥ 0. (18)
So we consider in the above definitions and assumptions R+ = [0,∞) instead of
R. Then we look for a (ω, c)-periodic mild solution y(t) ∈ C(R+, X) of (4), i.e.,
y solving the equation
y(t) = S(t)y0 +
∫ t
0
S(t− s)g(s, y(s))ds (19)
for some y0 ∈ X and any t ∈ R+.
Lemma 5.1. Suppose (C1). If there is y ∈ Z satisfying (3) and (19), then the
unique extension y ∈ Υω,c of y(t) to R+ satisfies (19) on the whole R+.
Proof. The unique extension y(t) is given in the proof of Lemma 2.2. Setting
z(t) = S(t)y0 +
∫ t
0
S(t− s)g(s, y(s))ds
and using
S(ω)y0 +
∫ ω
0
S(t− s)g(ω, y(s))ds = y(ω) = cy(0) = cy0,
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we derive for t ∈ R+
z(t+ ω) = S(t+ ω)y0 +
∫ t+ω
0
S(t+ ω − s)g(s, y(s))ds
= S(t)S(ω)y0 +
∫ ω
0
S(t+ ω − s)g(s, y(s))ds+
∫ t+ω
ω
S(t+ ω − s)g(s, y(s))ds
= S(t)
(
S(ω)y0 +
∫ ω
0
S(ω − s)g(s, y(s))ds
)
+
∫ t
0
S(t− s)g(s+ ω, y(s+ ω))ds = cS(t)y0 +
∫ t
0
S(t− s)g(s+ ω, cy(s))ds
= cS(t)y0 + c
∫ t
0
S(t− s)g(s, y(s))ds = cz(t).
Consequently it holds z ∈ Υω,c. But z(t) = y(t) on [0, ω] and the (ω, c)-periodic
extension of y(t) is unique, so z(t) = y(t) on R+, this means that y(t) satisfies
(19) on R+. The proof is finished.
By the above lemma to find a (ω, c)-periodic mild solution y(t) ∈ C(R+, X)
of (4) is equivalent for searching y ∈ Z satisfying (3) and (19). Then we get
(cI − S(ω))y0 =
∫ ω
0
S(ω − s)g(s, y(s))ds.
So extending (A1) to
(A3) c /∈ σ(S(ω)).
we get
y(t) = S(t)(cI − S(ω))−1
∫ ω
0
S(ω − s)g(s, y(s))ds+
∫ t
0
S(t− s)g(s, y(s))ds
=
∫ t
0
S(t− s) ((cI − S(ω))−1S(ω) + I) g(s, y(s))ds
+
∫ ω
t
S(ω + t− s)(cI − S(ω))−1g(s, y(s))ds
=
∫ t
0
cS(t− s)(cI − S(ω))−1g(s, y(s))ds
+
∫ ω
t
S(ω + t− s)(cI − S(ω))−1g(s, y(s))ds
giving
y(t) =
∫ ω
0
G(t, s)g(s, y(s))ds (20)
for
G(t, s) =
{
cS(t− s)(cI − S(ω))−1 0 ≤ s ≤ t ≤ ω,
S(ω + t− s)(cI − S(ω))−1 0 ≤ t < s ≤ ω.
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Next, using (18) for any f ∈ Z, we derive∥∥∥∥
∫ ω
0
G(t, s)f(s)ds
∥∥∥∥ ≤
∫ ω
0
‖G(t, s)f(s)‖ds
≤
∫ t
0
‖cS(t− s)(cI − S(ω))−1f(s)‖ds
+
∫ ω
t
‖S(ω + t− s)(cI − S(ω))−1f(s)‖ds
≤ Q‖(cI − S(ω))−1‖‖f‖0
(
|c|
∫ t
0
eγ(t−s)ds+
∫ ω
t
eγ(ω+t−s)ds
)
= Q‖(cI − S(ω))−1‖‖f‖0
(
|c|e
γt − 1
γ
+
eγω − eγt
γ
)
≤ U‖f‖0.
Hence we arrive at ∥∥∥∥
∫ ω
0
G(·, s)f(s)ds
∥∥∥∥
0
≤ U‖f‖0
for any f ∈ Z and for
U =
{
Q(eγω−1)
γ ‖(cI − S(ω))−1‖max{|c|, 1} γ 6= 0
Qω‖(cI − S(ω))−1‖max{|c|, 1} γ = 0 (21)
Now we can extend Theorem 3.1 as follows
Theorem 5.2. Suppose (A2), (A3) and consider (4) under conditions (C1)
and (C2). If
LU < 1, (22)
then (4) has a unique (ω, c)-periodic mild solution y satisfying
‖y‖0 ≤ U‖g(·, 0)‖0
1− LU , (23)
where U is given by (21).
Remark 5.3. Note under (A2) and (C2), there is a unique mild solution of (4)
on R+ for any y0 ∈ Y depending continuously on y0 [11].
If we consider instead of (A2) the following assumption
(A4) A is an infinitesimal generator of a strongly continuous group of bounded
linear operators {S(t)}t∈R in X [11]
then we replace R+ to R in the above results.
Example 5.4. We consider a nonlinear heat equation with a forcing
yt − yxx + y
3
2(y2 + 1)
= a sin t, 0 6= a ∈ R
y(0, t) = y(pi, t) = 0, t ≥ 0, x ∈ [0, pi].
(24)
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Now we have c = −1, ω = pi, a real X = L2(0, pi) with a norm ‖y‖ =√∫ pi
0 y(t)
2dt and Ay = yxx with
D(A) = {y ∈ X | y′, y′′ ∈ X, y(0) = y(pi) = 0}.
Clearly (C1) holds. It is well-known that the sequence
{√
2
pi sin kx
}
k∈N
is an
orthonormal basis of X . If
y0(x) =
∑
k∈N
y0k
√
2
pi
sin kx ∈ X, ‖y0‖ =
√∑
k∈N
y20k,
then
S(t)y0 =
∑
k∈N
e−k
2ty0k
√
2
pi
sin kx⇒ ‖S(t)y0‖ =
√∑
k∈N
e−2k2ty20k ≤ e−t‖y0‖.
(25)
Hence Q = 1 and γ = −1. Moreover, σ(S(pi)) = {e−pik2}k∈N, so (A3) is verified.
Next, we derive
(−I − S(pi))−1y0 = −
∑
k∈N
1
1 + e−pik2
y0k
√
2
pi
sin kx⇒ ‖(−I − S(pi))−1‖ = 1.
Hence U = 1 − e−pi (see (21)). Now, the function y → y32(y2+1) has a Lipschitz
constant 916 , so we have L =
9
16 in (C2). Thus
LU =
9(1− e−pi)
16
.
= 0.538192 < 1
and (22) is verified. By Theorem 5.2, (24) has a unique pi-antiperiodic mild
solution for any 0 6= a ∈ R satisfying
max
t∈[0,pi]
‖y(·, t)‖ ≤ 16 (e
pi − 1)√pi
9 + 7epi
|a| .= 3.67222|a|.
Example 5.5. We consider a nonlinear Schro¨dinger equation with a forcing
1
ı
yt − yxx + |y|
2y
5(|y|2 + 1) = a(1 + sin
2 x)e
t
4
ı, 0 6= a ∈ C
y(x, t) = y(x+ 2pi, t) = 0, t ≥ 0, x ∈ R.
(26)
Now we have c = e
pi
4
ı = 1+ı√
2
, ω = pi, a complex X = L2(0, 2pi) with a norm
‖y‖ =
√∫ 2pi
0
|y(t)|2dt and Ay = ıyxx with
D(A) = {y ∈ X | y′, y′′ ∈ X, y(0) = y(pi), y′(0) = y′(pi)}.
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Clearly (C1) holds. It is well-known that the sequence
{√
1
2pi e
kxı
}
k∈Z
is an
orthonormal basis of X . If
y0(x) =
∑
k∈Z
y0k
√
1
2pi
ekxı ∈ X, ‖y0‖ =
√∑
k∈Z
y20k,
then
S(t)y0 =
∑
k∈Z
e−k
2tıy0k
√
1
2pi
ekxı ⇒ ‖S(t)y0‖ =
√∑
k∈Z
y20k = ‖y0‖.
Hence Q = 1 and γ = 0. Note that now (A4) holds. Moreover, σ(S(pi)) = {±1},
so (A3) is verified. Next, we derive
(
1 + ı√
2
I − S(pi)
)−1
y0 =
∑
k∈Z
1
1+ı√
2
− e−pik2ı y0k
√
1
2pi
ekxı
⇒
∥∥∥∥∥
(
1 + ı√
2
I − S(pi)
)−1∥∥∥∥∥ =
√
1 +
1√
2
.
= 1.30656.
Hence U = pi
√
1 + 1√
2
.
= 4.10469 (see (21)). Now, the functionH(y) = |y|
2y
5(|y|2+1) ,
H : C→ C has a derivative
DH(y)v =
(|y|4 + 2|y|2)v + y2v¯
5(|y|2 + 1)2
for v¯ denoting the complex conjugate of v ∈ C. Hence
|DH(y)v| ≤ |y|
4 + 3|y|2
5(|y|2 + 1)2 |v| ≤
9
40
|v|.
Hence H has a Lipschitz constant 940 , so we have L =
9
40 in (C2). Thus
LU =
9pi
40
√
1 +
1√
2
.
= 0.923555 < 1
and (22) is verified. By Theorem 5.2, (26) has a unique
(
pi, 1+ı√
2
)
-periodic mild
solution for any 0 6= a ∈ C satisfying
max
t∈[0,2pi]
‖y(·, t)‖ ≤
20
√
38
(
2 +
√
2
)
pi3/2
80− 9
√
2
(
2 +
√
2
)
pi
|a| .= 207.421|a|.
Finally, we extend Theorem 4.1 as follows.
Theorem 5.6. Assume (A2), (A3), (C1), (C2), (C3) along with
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(A5) S(t) is compact for any t > 0.
If
Q‖(cI − S(ω))−1‖eγω(eQg2ω − 1) < 1, (27)
then (4) has a (ω, c)-periodic mild solution.
Proof. Recalling Remark 5.3, we denote by y(y0, t), t ∈ R+ the unique mild
solution of (4) and introduce a mapping
P (y0) = (cI − S(ω))−1
∫ ω
0
S(ω − s)g(s, y(y0, s))ds. (28)
Note y0 = P (y0) is equivalent to y(y0, ω) = cy0, so fixed points of P determine
(ω, c)-periodic mild solutions of (4). Next (18), (19) and (C3) imply
‖y(y0, t)‖ ≤ Qeγt‖y‖0 +Q
∫ t
0
eγ(t−s) (g1 + g2‖y(y0, s)‖) ds
= Qeγt‖y‖0 +Qg1eγt
∫ t
0
e−γsds+Qg2eγt
∫ t
0
‖y(y0, s)‖e−γsds
≤ Qeγt‖y‖0 +Qg1eγtωe|γ|ω +Qg2eγt
∫ t
0
‖y(y0, s)‖e−γsds
which gives
‖y(y0, t)‖e−γt ≤ Q‖y0‖+Qg1ωe|γ|ω +Qg2
∫ t
0
‖y(y0, s)‖e−γsds
for t ∈ [0, ω], so Gronwall inequality gives
‖y(y0, t)‖ ≤ Q
(
‖y0‖+ g1ωe|γ|ω
)
e(Qg2+γ)t ∀t ∈ [0, ω].
Then (28) has the estimate
‖P (y0)‖ ≤ ‖(cI − S(ω))−1‖
∫ ω
0
‖S(ω − s)‖(g1 + g2‖y(y0, s)‖)ds
≤ Q‖(cI − S(ω))−1‖
∫ ω
0
eγ(ω−s)
(
g1 + g2Q
(
‖y0‖+ g1ωe|γ|ω
)
e(Qg2+γ)s
)
ds
≤ Q‖(cI − S(ω))−1‖
(
g1e
|γ|ωω + g2eγωQ
(
‖y0‖+ g1ωe|γ|ω
) ∫ ω
0
eQg2sds
)
= Q‖(cI − S(ω))−1‖
(
g1e
|γ|ωω + eγω
(
‖y0‖+ g1ωe|γ|ω
)
(eQg2ω − 1)
)
= Q‖(cI − S(ω))−1‖eγω(eQg2ω − 1)‖y0‖
+Q‖(cI − S(ω))−1‖
(
g1e
|γ|ωω + eγωg1ωe|γ|ω(eQg2ω − 1)
)
.
Hence by (27) and taking y0 ∈ X such that
‖y0‖ ≤ Ξ =
Q‖(cI − S(ω))−1‖ (g1e|γ|ωω + eγωQg1ωe|γ|ω(eQg2ω − 1))
1−Q‖(cI − S(ω))−1‖eγω(eQg2ω − 1) ,
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we get ‖P (y0)‖ ≤ Ξ, i.e. P : B(Ξ) → B(Ξ). We already know that P is
continuous. Now we shaw that P is also compact. For any n ∈ N, n > 1ω , we
set
Pn(y0) = (cI − S(ω))−1
∫ ω−n−1
0
S(ω − s)g(s, y(y0, s))ds.
Then
Pn(y0) = S(n
−1)(cI − S(ω))−1
∫ ω−n−1
0
S(ω − n−1 − s)g(s, y(y0, s))ds.
Since∥∥∥∥∥(cI − S(ω))−1
∫ ω−n−1
0
S(ω − n−1 − s)g(s, y(y0, s))ds
∥∥∥∥∥ ≤ Q‖(cI − S(ω))−1‖∫ ω−n−1
0
eγ(ω−n
−1−s)
(
g1 + g2Q
(
Ξ + g1ωe
|γ|ω
)
e(Qg2+γ)s
)
ds
≤ Q‖(cI − S(ω))−1‖ωe|γ|ω
(
g1 + g2Q
(
Ξ + g1ωe
|γ|ω
)
e(Qg2+|γ|)ω
)
for any y0 ∈ B(Ξ), by (A5), Pn(B(Ξ)) is precompact. Furthermore, we derive
‖P (y0)− Pn(y0)‖ ≤ Q‖(cI − S(ω))−1‖∫ ω
ω−n−1
eγ(ω−s)
(
g1 + g2Q
(
Ξ+ g1ωe
|γ|ω
)
e(Qg2+γ)s
)
ds
≤ Q‖(cI − S(ω))−1‖e|γ|ω
(
g1 + g2Q
(
Ξ + g1ωe
|γ|ω
)
e(Qg2+|γ|)ω
)
n−1,
hence Pn ⇒ P uniformly on B(Ξ). This gives precompactness of P (Ξ). Sum-
marizing, we can apply the Schauder fixed point theorem to P , which finishes
the proof.
For illustration of Theorem 5.6, we consider a parametrized version of Ex-
ample 5.4 in the form
Example 5.7. We consider a nonlinear heat equation with a forcing
yt − yxx + ηy
3
y2 + 1
= a sin t, 0 6= a ∈ R
y(0, t) = y(pi, t) = 0, t ≥ 0, x ∈ [0, pi]
(29)
for a parameter η > 0. Then we have L = 9η8 in (C2). Thus
LU =
9(1− e−pi)
8
η
and (22) is verified for
0 < η <
8
9 (1− e−pi)
.
= 0.929036. (30)
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By Theorem 5.2, (29) has a unique pi-antiperiodic mild solution for any 0 6= a ∈
R and η satisfying (30).
On the other hand, for any y ∈ X = L2(0, pi), we have
∥∥∥∥a sin t− ηy3y2 + 1
∥∥∥∥ ≤ |a|‖ sin t‖+ η
√∫ pi
0
y6(t)
(y2(t) + 1)2
dt
≤ |a|
√
pi
2
+ η
√∫ pi
0
y2(t)dt =
√
pi
2
+ η‖y‖.
Thus (C3) is verified for g1 = |a|
√
pi
2 and g2 = η. Then (27) has the form
e−pi(eηpi − 1) < 1,
i.e.,
0 < η <
ln(1 + epi)
pi
.
= 1.01347. (31)
Next, since e−k
2t → 0 as k → ∞ for any t > 0, by (25), the compactness of
S(t), t > 0 is clear and well-known. By Theorem 5.6, (29) has a pi-antiperiodic
mild solution for any 0 6= a ∈ R and η satisfying (31) and it is unique when (30)
holds.
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