Here we demonstrate that tensor network techniques -originally devised for the analysis of quantum many-body problems -are well suited for the detailed study of rare event statistics in kinetically constrained models (KCMs). As concrete examples we consider the Fredrickson-Andersen and East models, two paradigmatic KCMs relevant to the modelling of glasses. We show how variational matrix product states allow to numerically approximate -systematically and with high accuracy -the leading eigenstates of the tilted dynamical generators which encode the large deviation statistics of the dynamics. Via this approach we can study system sizes beyond what is possible with other methods, allowing us to characterise in detail the finite size scaling of the trajectory-space phase transition of these models, the behaviour of spectral gaps, and the spatial structure and "entanglement" properties of dynamical phases. We discuss the broader implications of our results.
Introduction.-Dynamics equipped with local kinetic constraints provides a general mechanism for slow cooperative relaxation [1] [2] [3] [4] . Kinetically constrained models (KCMs) -of which the Fredrickson-Andersen (FA) [2] and East [3] facilitated spin models are the simplest exponents -give many insights into the nature of glass forming systems, in particular by showing that systems with simple thermodynamics can have rich, spatially fluctuating and slow dynamics [5] . (For reviews on the glass transition see [6] [7] [8] , and on KCMs see [9] [10] [11] .) Beyond glasses, classical KCMs (and related deterministic models [12] [13] [14] [15] [16] ) are relevant to the problem of operator spreading in quantum systems [17] [18] [19] [20] [21] [22] [23] [24] and to non-equilibrium dynamics of ensembles of Rydberg atoms [25] [26] [27] , while quantum KCMs provide a template for complex nonequilibrium dynamics under unitary evolution in the absence of disorder [28] [29] [30] [31] .
To characterise dynamics it is natural to study ensembles of stochastic trajectories, just like one does in equilibrium statistical mechanics with ensembles of configurations. For long-times one can then apply the methods of dynamical large deviations (LDs) [32] to compute quantities that play the role of thermodynamic potentials for the dynamics. For the case of KCMs this "thermodynamics of trajectories" approach reveals the existence of a first-order phase transition in the space of trajectories between active and inactive dynamical phases, indicative of the singular change when fluctuating away from typical behaviour [33, 34] . Many other systems have been also shown to have similar LD transitions, see e.g. [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] . Understanding the phase structure of the dynamics is clearly as important in dynamical problems as it is in static ones.
The standard way of accessing LD statistics of a dy-namical observable is by computing its scaled cumulant generating function (SCGF) -see below for definitions -from the largest eigenvalue of an appropriate deformation, or tilting, of the generator of the dynamics [11, 32] . Except for the handful of non-trivial cases in which it can be calculated exactly [16, 36] , obtaining the SCGF by diagonalising the tilted generator is only possible for small system sizes. To access the LD behaviour for larger sizes one has to resort to numerical methods for sampling rare trajectories based on splitting/cloning, importance sampling or optimal control [37, [45] [46] [47] [48] [49] [50] [51] .
By exploiting the similarity between tilted generators and quantum Hamiltonians, here we show how to use variational matrix product states (MPS) to compute numerically with high accuracy (and precise control on errors) leading eigenvalues and eigenstates of the tilted generator for system sizes way beyond those accessible through other methods. We study in detail the FA and East models, focusing on the finite size scaling of their active-inactive phase transitions and the spatial structure that emerges in the dynamical phases. While in certain special cases MPS can be used to obtain exact LD statistics, such as in simple exclusion processes [52] [53] [54] [55] [56] , hard core brownian particles [57] , and certain cellular automata [16] , the systematic application of numerical MPS methods to stochastic lattice systems has been limited [58] . Our results for KCMs -together with the very recent ones [59] for simple exclusion processesshow the potential of numerical tensor network methods for the detailed study of dynamical fluctuations in stochastic dynamics.
FA and East models.-The FA [2] and East [3] models are defined in terms of binary variables, {n i = 0, 1} N i=1 , on the sites of a one dimensional lattice of size N , with 
where σ ± i flips the site i up/down, and the factor in front of the square brackets is the kinetic constraint. In this formulation the master equation is ∂ t |P = W |P , where |P is the probability vector over configurations.
We consider open boundary conditions which formally corresponds to setting n 0 = n N +1 = 0 in Eqs. (1) and (2) . This is the best setup for the MPS method we use below. Due to the kinetic constraints configuration space can be disconnected, and we consider the dynamics within the largest ergodic component: the set of all configurations with at least one up site for the FA model, and all the configurations with fixed n 1 = 1 for the East model.
The dynamics has as stationary distribution |P eq given by a projection of the product state |c ⊗N , where |c = (1 − c)|0 + c|1 , into the relevant ergodic component, giving
These are the equilibrium distributions with energy E = i n i at inverse temperature ln(1 − c)/c in the corresponding ergodic components.
Dynamical LDs and tilted generators.-As trajectory observable we will consider the dynamical activity [33, 35, 60] , given by the total number of configuration changes K(ω t ) (i.e., number of spin flips) in a trajectory ω t of time extent t. For large t the distribution of K obeys a LD principle,
where ϕ(x) is the LD rate function [32] . The corresponding moment generating function Z T (s) = e −sK(ωt) also obeys a LD principle, Z T (s) ≈ e tθ(s) , where θ(s) is the scaled cumulant generating function (SCGF), whose derivatives at s = 0 give the cumulants of K (scaled by t) [32] . The LD functions are connected by a Legendre transform, θ(s) = − min k [sk + ϕ(k)] [32] and play the role of thermodynamic potentials for trajectories.
The SCGF can be obtained from the largest eigenvalue of a tilted generator, W s [32] . For the case of the dynamical activity, the tilt corresponds to multiplying the off-diagonal terms of W by a factor e −s [33, 35] . Since the dynamics obeys detailed balance, the gener- ators can be made hermitian by a similarity transformation which is independent of s [34] . That is, if we define
The SCGF therefore corresponds to (minus) the ground state energy of H s ,
The relation between the ground state |Φ s0 of the tilted Hamiltonian, H s |Φ s0 = E GS (s)|Φ s0 , and the left L s | and right |R s leading eigenvectors of the tilted generator,
where l n (s) = L s |n and r n (s) = n|R s . The aim now is to compute E GS (s) and |Φ s0 for Eqs. (5) and (6).
. Such a state is described by O(dN D 2 ) parameters. The bond dimension D limits the entanglement of the state. More precisely, in an MPS of bond dimension D, for any subchain A the entanglement entropy (defined as
is upper-bounded by S E ≤ 2 log D, independent of the subchain length. Namely, MPS satisfy an entanglement area law [64] , and conform a hierarchy of increasingly entangled states, with D = d N/2 sufficing to describe the whole Hilbert space.
Conversely, MPS can efficiently approximate states that satisfy an area law [65] , such as ground states of gapped local Hamiltonians. They thus are the basis for numerical methods like the celebrated density matrix renormalization group (DMRG) algorithm [66] which can be understood as a variational minimization of energy over MPS [67] [68] [69] [70] [71] , by sequientially optimizing a single tensor, while keeping the rest constant, and iteratively sweeping over the chain until convergence [72] . Formulated in terms of tensor networks this algorithm allows a number of extensions, including simulating dynamics, and the calculation of a few excited states above the ground state.
We apply this strategy to find MPS approximations to the ground state and first excitations of the Hamiltonians (5) and (6) . In this case, d = 2 and the basis is {|n }. As we show below, MPS with D 2 N provide accurate approximations for systems sizes at an order of magnitude larger than those accessible by other methods [73] .
Results. Finite size scaling of active-inactive trajectory transition.-The key property of KCMs like the FA and East is their first-order phase transition between an active phase for s < 0 and inactive dynamical phase at s > 0 [33, 34] , manifested in a first-order singularity in the SCGF in the limit of N → ∞. Like for all phase transitions, to characterise the transition and its associated fluctuations, it is necessary to understand how the singularity is approached as the system size increases. Theoretical and numerical considerations [74] [75] [76] suggest that for finite N the (rounded) transition occurs at s c (N ) > 0 (i.e. typical dynamics, s = 0, is perturbatively connected to the active phase), and s c (N ) → 0 + as 1/N . These predictions can be tested with our MPS method. [73] .
We can estimate the location of s c (N ) from the susceptibility peak. For both models we find a departure from the expected 1/N scaling. Figure 1 (c) shows that s c (N ) can be fit to a power law, s c (N ) ∝ N −α with α > 1 throughout. An alternative is that this discrepancy is due to subleading corrections to 1/N , see Fig. 1 (c) (dashed lines). We also show in Fig. 1(d) the broadening with N of the LD rate function, indicative of the first order transition [33, 34] .
Structure of active phase.-While both models have similar active-inactive transitions, their active phases differ. Figures 2(a,b) show the average density of excitations, n s = N −1 N i=1 Φ s0 |n i |Φ s0 , in the MPS that approximates the ground state of H s for s < 0. In the East model and for small c, n s shows a series of plateaus as s becomes more negative, as predicted in Ref. [77] . These plateaus are absent in the FA model at the same c, Fig. 2(b) , and also when the equilibrium concentration c is high, see insets to Figs. 2(a,b) . Figures 2(c,d) show the difference in spatial structure of the active phases. The top two panels in Fig. 2(c,d) give the density profile at s = −0.0845 (ν = 0.081) corresponding to the plateau in Fig. 2 (a) with density n s ≈ 1/3. For the East model, Fig. 2 (c, top two panels), the state is anticorrelated in space, with an occupied site followed by two nearly empty ones. This is evident in the N = 20 case, shown in the figure, while for N = 100 we also observe a longer ranged modulation of this pattern [73] . In contrast, in the FA model the density is essentially uniform, Fig. 2 (d, top two panels). This difference in structure is present throughout the s < 0 phase, see bottom panels of Fig. 2(c,d) .
We can also characterise the extreme active limit s → −∞. We find that a MPS of D ∼ O(10) is enough to obtain a very precise approximation to the ground state over the whole range of sizes computed, N ∈ [20, 400] . We can then extrapolate to N → ∞. We obtain, Fig. 2(e) , for the limiting SCGFs lim N →∞ lim s→−∞ e s θ E (s)/[N c(1 − c)] ≈ 0.6687 for the East and 1.337 for the FA model, while the densities are the same in both models, namely lim N →∞ n −∞ ≈ 0.754 and lim N →∞ n x −∞ ≈ 0.824 (where n x is up to constants the "transverse" magnetisation, 2n
The panels on the right of Fig. 2(e) show that the corresponding density profiles are essentially flat in this limit [78] .
Entanglement.-The states at s = 0 have spatial correlations absent in equilibrium (s = 0). This can be quantified via their entanglement entropy, which can be easily computed for a state in MPS form. Figure 3(a) shows the half-chain S E of the state |Φ s0 as a function of s in the East model at size N = 200. It is zero in the equilibrium state, cf. Eq. (4), and very small in the inactive phase, where the leading eigenvector is close to a product state of all sites empty in the bulk. For s < 0 it shows interesting structure, as expected from the spatial correlations of Fig. 2 . In Fig. 3(b) we notice that the maximum of S E does not seem to scale with system size. Thus, in the language of quantum many-body systems, the ground state fulfills an area law. This is also the case for other entropic quantities [73] , which justifies the accuracy of the MPS approximation.
The peak in S E nevertheless is sensitive to changes in the structure of the active phase. Fig. 3(c) shows the corresponding gap between E GS (s) and the eigenvalue of the first excited state: its s dependence changes at a value of s located by the peak in S E . (Note also that the gap is has no significant N dependence.) The maximum of the entropy depends on the value of c, and we find a larger peak for smaller values, corresponding to richer structure in the active phase, see Fig. 3 (a) and [73] .
Even if the entanglement is low throughout the phase diagram, cf. Fig. 3(a) , this does not guarantee that the variational method will easily find an MPS approximation. In fact, we find that both for the region close to the phase transition at s = 0 and for the values of s where S E shows a peak, cf. Fig. 3(a,b) , the numerical convergence is slower than would have been expected. We believe this is a consequence of how the spectrum of the Hamiltonian changes when approaching these regimes [73] .
Conclusions.-As we have shown here, the MPS methods often employed in quantum many-body problems [71] , are also well suited for the study of the dynamical generators of classical stochastic systems [12] [13] [14] [15] [16] [52] [53] [54] [55] [56] [57] [58] [59] . We focused on the LD statistics of KCMs such as the FA and East models, and showed how variational MPS approximations allow to efficiently access system sizes which are larger by an order of magnitude compared to previous studies, thus providing detailed information about the properties of the transitions in these models and the nature of the dynamical phases. We foresee many other applications of tensor networks in classical stochastic dynamics, including when the dynamical transition is continuous rather than first-order, and in the study of systems in dimension larger than one. More broadly, the crossover of ideas and techniques between quantum many-body and classical stochastics remains a fruitful area of investigation.
SUPPLEMENTAL MATERIAL

NUMERICAL METHOD
The main MPS algorithm employed for this work is the variational optimization of a MPS with open boundary conditions, in order to solve the minimization
over the set of MPS with fixed bond dimension D. The solution is the MPS approximation to the ground state of the Hamiltonian H. There are many reviews in the literature describing the development, technical details and applications of tensor network algorithms like this one, as well as their extensions to infinite systems, finite temperature and dynamics, and possible extensions to higher dimensions [70, 71] . It is convenient to express the algorithm fully in terms of tensor networks, by writing the Hamiltonian as a matrix product operator (MPO) [69, 80] , i.e. a MPS vector in the tensor product basis of operators (that is, as a linear combination of products of Pauli matrices). Local Hamiltonians as the ones considered in this work have an exact MPO expression with small constant bond dimension D H that does not depend on the system size. Evaluating its expectation value in a MPS of bond dimension D, which is the fundamental ingredient for the variational minimization of the energy, has then a cost that scales as O(dD H D 3 ) in terms of the tensor dimensions, and linearly with the system size. This is crucial for the efficiency of the variational algorithm. In particular, we can write the East Hamiltonian model for open boundary conditions with bond dimension D H = 3 (or 4 for periodic chains) and the FA Hamiltonian with D H = 4 (or 6 for periodic boundary conditions). The variational optimization then proceeds by fixing all tensors of the ansatz
but the one for site k, A k , and rewriting the optimization (S1) as a local problem in terms of the single variable tensor. The local problem boils down to a generalized eigenvalue problem for the vectorized tensor, H eff A k = λ min N eff A k [70, 71] , where H eff (N eff ) is an effective Hamiltonian (norm matrix) of dimension dD 2 × dD 2 , obtained by contracting all tensors in Ψ|H|Ψ and in Ψ|Ψ , except for A k ; see a pictorial representation in Fig. S1 . This problem can then be solved with a standard eigensolver from a linear algebra numerical package, and the minimum eigenvalue λ min corresponds to the estimate of the ground state energy. Using a sparse eigensolver allows to keep the cost scaling as D 3 and to deal with very large values of the bond dimension. The k-th tensor is updated with the solution of the local optimization, and then the procedure is repeated for all the tensors in the chain, sweeping back and forth until a certain convergence criterion (typically on the energy) is met. The same algorithm can be used to find higher excited states by imposing that the solution is orthogonal to already found levels. This can be imposed at the level of the local problem, without changing the scaling of the leading cost, which is always O(D 3 ) (and grows polynomially with the number of computed levels). For a run with fixed bond dimension, the algorithm is guaranteed to converge, because it can only decrease the energy in every step, although it may do so to a local minimum. To improve the precision, one increases the bond dimension of the ansatz, typically using the previous solution with smaller D as initial guess. In a typical application, the algorithm is repeatedly run with increasing bond dimension, until the energy of the state is converged to the desired precision [81] . A notorious case in which the algorithm is slow to converge is that of critical systems, where the ground state requires a bond dimension that grows polynomially with the system size in order to achieve a fixed precision, a situation that is well understood by DMRG practitioners. But on the other hand, having a state that can be well approximated by a MPS does not guarantee convergence of the algorithm. A large density of states also hinders convergence, as happens for instance when trying to approximate excited states in the middle of the spectrum.
In our case, we find the ground states over the largest part of the parameter space to be very well approximated by MPS with small bond dimension. Convergence of the algorithm is in general very fast, even for system sizes of several hundred sites, for the ground state and the first few excited states. A bond dimension D < 100 is sufficient for all our results to be converged. However, we find convergence becomes difficult for such large systems when we try to explore the region of the phase transition at small positive s in both models. Since we have demonstrated that the states do not develop a large entropy, even in this region, we attribute this behaviour to the density of states at the lowest energy becoming larger for increasing system size.
DETAILED NUMERICAL RESULTS
Finite size scaling of the active-inactive phase transition To study the finite size scaling of the active-inactive phase transition we have simulated both models for varying system sizes N ∈ [20, 400] over a range of values for the equilibrium concentration c ∈ [0.05 − 0.5]. We observe that all cases conform qualitatively to the behaviour discussed in the main text, and explicitly shown for the East model at c = 0.2 [ Fig. 1(a,b) figures it is evident that the value of s c at which the actual crossing occurs can be orders of magnitude away from this prediction. The activity
can also be directly evaluated from the MPS ansatz, since
only requires computing the expectation value of local and two-body observables. The results are shown in figures S2b, S3b and S4b. The numerical derivative of the activity yields the susceptibility χ = dθ 2 ds 2 , shown in Figs. S2c, S3c and S4c. The location s c of the phase transition for each system size is most precisely determined from the position of the peak in χ.
Structure of active phase
As discussed in the main text, the active phase of both models exhibits very different features, which we can explore with our results. In the East model, for small values of c, we recover the hierarchy of plateaus with well defined average density predicted in [77] , extending between values of ν = 1 − e s equal to integer powers of c. This is clearly appreciated in Fig. S5a for c = 0.02, where the plateau at n = 1/3 which ends at ν = 0.02 is already converged in system size. For c = 0.1 there is no plateau structure anymore, but a cusp remains in the average density at ν ∼ 0.14, as shown in Fig. S5b , while for yet larger values of c, the curve is smooth (see for instance the inset To explore in more detail the structure of the active phase in both models, we have computed the spatial dependence of the density across the same range of values of s spanned by Fig. S5 . We show the results for a system size N = 20 in figures S6 (for the East) and S7 (for the FA model). In the case of the East model, the figure shows how the fixed average density of the plateaus is achieved by means of a regular modulation of the local density. For the n s = 1/3 plateau, the state has one occupied site followed by two almost empty ones, a structure that the density plots in S6 clearly show. The extension of the plateau decreases, and the position of its boundary moves to larger s as c increases, and they have disappeared completely at c = 0.5 ( fig. S6d) . For the FA model, on the other hand, no plateaus occur for any value of c, as explicitly shown by Fig. S7 for c ∈ [0.02, 0.5].
The period three modulation of density shown in Fig. S6 for the case of N = 20 is present also in larger systems, but the detailed structure depends on the congruence modulo three of the system size. This is shown explicitly in Fig. S8 , for the particular case c = 0.02, s = −0.1 and different system sizes.
Entanglement
The states we are looking for contain very little entanglement. We have shown explicitly in the main text that the entanglement entropy with respect to a division of the chain in two S E remains bounded by a constant even in the region of the phase transition for the East model [see Fig. 3 in the main text]. The same is true in the case of the FA model, as shown in Fig. S9a for a chain of length N = 200. As one can expect from the previous discussion, in this case, no peaks of the entropy occur within the active phase, and the entropy is smooth for all values of c; see zoom in Fig. ??, to be compared to Fig. 3(b) in the main text. The maximum of the entropy occurs, instead, around the phase transition, for small positive values of s, but the magnitude of the peak shows only a mild dependence on the system size, similar to what we observed in the East model. There are however differences between both models in the behaviour of the entropy at very small s, as shown in Fig. S10 . In the East model, the entropy at s = 0 is strictly zero, corresponding to a product ground state [see Eq. (4) of the main text and Fig. S10a ], and builds up to a peak around the transition. In the case of the FA model, the ground state at s = 0, in the subspace orthogonal to the state with no excitations, is not a product state [see Eq. (3) of the main text], and thus the entropy is not exactly zero, but has a finite value at s = 0, namely 
where H(x) = −x log 2 x − (1 − x) log 2 (1 − x) is the Shannon entropy. The value of S FA E (s = 0) decreases fast with the system size N (Fig. S10b) . For s > 0, S E grows also in the case of the FA model, towards a value of order one. Afterwards we find an almost vanishing energy. Notice that to the right of the transition, in the limit s → ∞, the ground state is doubly degenerate, and the component that is symmetric under parity, thus in the same subspace as the ground state at s = 0, would have entanglement S E = 1. However, at sufficiently large s, the algorithm prefers to break the symmetry to find a solution with smaller bond dimension. The bounded entropy alone is not enough to guarantee the approximability of the ground state by a MPS [79] . To gather more compelling evidence we can also study the scaling of Renyi entropies, defined as S α = Trρ α /(1 − α) for α > 0, and which in the limit α → 1 converge to the von Neumann entropy. An area law for a S α with α < 1 would imply approximability of the state as a MPS, as demonstrated in [79] . The MPS ansatz gives natural access to the Schmidt values for any cut of the chain, so that all S α can be computed efficiently. We show the values of the von Neumann and Renyi entropies for the active phase of the East model with c = 0.05 in the region of the plateaus (since it is the region with the largest entropy we found), in Fig. S11 . Again we see that, although the magnitude of the peaks is not fully converged, the dependence on the system size is very mild. 
