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CONTRACTIVE DETERMINANTAL REPRESENTATIONS OF STABLE
POLYNOMIALS ON A MATRIX POLYBALL
ANATOLII GRINSHPAN, DMITRY S. KALIUZHNYI-VERBOVETSKYI, VICTOR VINNIKOV,
AND HUGO J. WOERDEMAN
Abstract. We show that an irreducible polynomial p with no zeros on the closure of a
matrix unit polyball, a.k.a. a cartesian product of Cartan domains of type I, and such that
p(0) = 1, admits a strictly contractive determinantal representation, i.e., p = det(I −KZn),
where n = (n1, . . . , nk) is a k-tuple of nonnegative integers, Zn =
⊕k
r=1(Z
(r)⊗ Inr ), Z
(r) =
[z
(r)
ij ] are complex matrices, p is a polynomial in the matrix entries z
(r)
ij , and K is a strictly
contractive matrix. This result is obtained via a noncommutative lifting and a theorem on
the singularities of minimal noncommutative structured system realizations.
1. Introduction
Polynomial stability arises naturally in various problems of Analysis and its applications
such as Electrical Engineering and Control Theory [8, 26, 7, 19, 9, 14, 23, 22]. A polynomial
p ∈ C[z1, . . . , zd] is called stable with respect to a domain D ⊆ C
d, or just D-stable, if it has
no zeros in D, and strongly D-stable if it has no zeros in the domain closure D. In the case
where d = 1 and D is the unit disk D = {z ∈ C : |z| < 1}, and p(0) = 1, one can write
p = (1− a1z) · · · (1− anz) = det(I −Kz),
where ai = 1/zi, i = 1, . . . , n, the zeros zi of p are counted according to their multiplicities,
K = diag[a1, . . . , an], and n = deg p. It follows that the matrix K is contractive (resp.,
strictly contractive), i.e., ‖K‖ ≤ 1 (resp., ‖K‖ < 1); here and throughout the paper, ‖ · ‖ is
the operator (2, 2) norm.
In the case where d = 2 and D is the unit bidisk D2, it is also true that a stable (resp.,
strongly stable) polynomial p has a contractive (resp., strictly contractive) determinantal
representation. It was shown in [10] (see also [20, 19, 21]) that every D2-stable (resp.,
strongly D2-stable) polynomial p, with p(0) = 1, can be represented as
(1.1) p = det(I −KZn),
where n = (n1, n2) ∈ Z
2
+ is the bi-degree of p, Zn = diag[z1In1 , z2In2 ]
1, and the matrix K is
contractive (resp., strictly contractive).
For a higher-dimensional polydisk case, D = Dd, d > 2, it is in general not true that every
stable (resp., strongly stable) polynomial p, with p(0) = 1, has a determinantal representation
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the case of ni equal to 0.
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(1.1) where now n = (n1, . . . , nd) ∈ Z
d
+ is equal to the multi-degree of p, deg p, Zn =
diag[z1In1 , . . . , zdInd], and the matrix K is contractive (resp., strictly contractive). Such a
representation with n ≥ deg p (in the sense that ni ≥ degi p, i = 1, . . . , d, where degi p
denotes the i-th partial degree of p) has been constructed for some special classes of stable
polynomials in [12].
The existence of a representation (1.1) with a contractive (resp., strictly contractive) ma-
trixK provides a certificate for stability (resp., strong stability) of a polynomial p. Moreover,
if merely a polynomial multiple of p has such a representation, the stability (resp., strong
stability) of p is guaranteed. In a recent paper of the authors [11], the following result has
been obtained. Let P ∈ Cℓ×m[z1, . . . , zd] and P
(r) ∈ Cℓr×mr [z1, . . . , zd], r = 1, . . . , k, be such
that P =
⊕k
r=1P
(r), and let
(1.2) DP = {z ∈ C
d : ‖P(z)‖ < 1}.
Under an appropriate Archimedean condition on P, which in particular implies the bound-
edness of the domain DP, for every strongly DP-stable polynomial p ∈ C[z1, . . . , zd] there
exists a polynomial q ∈ C[z1, . . . , zd] such that pq has a determinantal representation
(1.3) pq = det(I −KPn),
where n = (n1, . . . , nk) ∈ Z
k
+, Pn =
⊕k
r=1(P
(r) ⊗ Inr), and the matrix K is strictly contrac-
tive. We note that special cases of the domain DP as above include the unit polydisk and
the classical Cartan domains of type I, II, and III, as well as the Cartesian products of such
domains.
In this paper, we construct strictly contractive determinantal representations for strongly
stable polynomials on a Cartesian product of Cartan’s domains of type I, i.e., on a matrix
unit polyball,
(1.4) Bℓ1×m1 × · · · × Bℓk×mk
=
{
Z = (Z(1), . . . , Z(k)) ∈ Cℓ1×m1 × · · · × Cℓk×mk : ‖Z(r)‖ < 1, r = 1, . . . , k
}
.
In other words, in the case where DP is a unit matrix polyball, i.e., where P
(r) = Z(r),
r = 1, . . . , k, no additional polynomial factor q is needed to construct a strictly contractive
determinantal representation (1.3), and we have
p = det(I −KZn), Zn =
k⊕
r=1
(Z(r) ⊗ Inr)
with some n = (n1, . . . , nk) ∈ Z
k
+ and some
∑k
r=1mrnr ×
∑k
r=1 ℓrnr matrix K such that
‖K‖ < 1. Notice that the unit polydisk Dd is a special case of a unit matrix polyball where
k = d, and ℓr = mr = 1 for r = 1, . . . , k.
The proof of our main theorem has two components: realization formulas for multivariable
rational functions and related techniques from multidimensional system theory, and results
from a theory of noncommutative rational functions.
The first component was a key for constructing determinantal representations in [20, 21,
19, 12, 10, 11]. We recall (see [3, Proposition 11]) that every matrix-valued rational function
that is regular and contractive on the open unit disk D can be realized as
F = D + zC(I − zA)−1B,
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with a contractive colligation matrix [ A BC D ]. In several variables, the celebrated result of
Agler [1] gives the existence of a realization of the form
F (z) = D + CZX (I − AZX )
−1B, ZX =
d⊕
i=1
ziIXi ,
where z = (z1, . . . , zd) ∈ D
d and the colligation [ A BC D ] is a Hilbert-space unitary operator
(with A acting on the orthogonal direct sum of Hilbert spaces X1, . . . ,Xd), for F an operator-
valued function holomorphic on the unit polydisk Dd whose Agler norm
‖F‖A = sup
T∈T
‖F (T )‖
is at most 1. Here T is the set of d-tuples T = (T1, . . . , Td) of commuting strict contractions
on a Hilbert space. Such functions constitute the Schur–Agler class.
Agler’s result was generalized to polynomially defined domains in [2, 4]. Given P ∈
C
ℓ×m[z1, . . . , zd], let DP be as in (1.2) (here we can assume that k = 1 and P = P1) and let
TP be the set of d-tuples T of commuting bounded operators on a Hilbert space satisfying
‖P(T )‖ < 1. (The case of unit polydisk Dd corresponds to P = diag[z1, . . . , zd] and TP = T .)
For T ∈ TP, the Taylor joint spectrum σ(T ) [24] lies in DP (see [2, Lemma 1]), and therefore
for an operator-valued function F holomorphic on DP one defines F (T ) by means of Taylor’s
functional calculus [25] and
(1.5) ‖F‖A,P = sup
T∈TP
‖F (T )‖.
We say that F belongs to the operator-valued Schur–Agler class associated with P, denoted
by SAP(U ,Y), if F is holomorphic on DP, takes values in the space L(U ,Y) of bounded
linear operators from a Hilbert space U to a Hilbert space Y , and ‖F‖A,P ≤ 1.
The generalization of Agler’s theorem mentioned above that has appeared first in [2] for
the scalar-valued case and extended in [4] to the operator-valued case, says that a function
F belongs to the Schur–Agler class SAP(U ,Y) if and only if there exist a Hilbert space X
and a unitary colligation[
A B
C D
]
: (Cm ⊗ X )⊕ U → (Cℓ ⊗ X )⊕Y
such that
(1.6) F (z) = D + C(P(z)⊗ IX )
(
I − A(P(z)⊗ IX )
)−1
B.
If the Hilbert spaces U and Y are finite-dimensional, F can be treated as a matrix-valued
function (relative to a pair of orthonormal bases for U and Y). It is natural to ask whether
every rational α × β matrix-valued function in the Schur–Agler class SAP(C
β,Cα) has a
realization (1.6) with a contractive colligation matrix [ A BC D ]. This question is open for d > 1,
except for the following two cases. The first case is when F is an inner (i.e., regular on Dd and
taking unitary boundary values a.e. on the unit torus Td = {z = (z1, . . . , zd) ∈ C
d : |zi| =
1, i = 1, . . . , d}) matrix-valued Schur–Agler function on Dd. In this case, the colligation
matrix for the realization (1.6) can be chosen unitary; see [18] for the scalar-valued case,
and [6, Theorem 2.1] for the matrix-valued generalization. We notice here that not every
rational inner function is Schur–Agler; see [12, Example 5.1] for a counterexample. In the
second case, one assumes that P =
⊕k
r=1P
(r) satisfies a certain matrix-valued Archimedean
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condition and F is regular on the closed domain DP and satisfies ‖F‖A,P < 1. Then there
exists a contractive finite-dimensional realization of F in the form
(1.7) F = D + CPn(I − APn)
−1B, Pn =
k⊕
r=1
(P(r) ⊗ Inr),
with some n = (n1, . . . , nk) ∈ Z
k
+ [11].
The second component in the proof of our main result, a theory of noncommutative ra-
tional functions, is briefly summarized in Section 2. Then a version of a theorem from [17]
on the singularities of a noncommutative rational matrix-valued function in terms of its
minimal realization, where the realization is in the form of a structured noncommutative
multidimensional system, i.e., the one that is associated with a unit polyball (1.4), is proved
(see [5] for details on structured noncommutative multidimensional systems). As a corollary,
an analogous theorem on the singularities of a commutative matrix-valued rational function
is obtained via a noncommutative lifting.
In Section 3, our main theorem is proved, which establishes the existence of a strictly
contractive determinantal representation for every irreducible strongly stable polynomial on
a matrix polyball. As a corollary, in the case of the unit polydisk Dd, we obtain that every
strongly stable polynomial p is an eventual Agler denominator, i.e., is the denominator of a
rational inner function of the Schur–Agler class.
2. Singularities of noncommutative rational functions and minimal
structured noncommutative multidimensional systems
We first give some necessary background on matrix-valued noncommutative rational func-
tions; see [17, 16] for more details, and we also refer to [15] for a general theory of free
noncommutative functions.
A matrix-valued noncommutative rational expression R over a field K is any expression
obtained from noncommuting indeterminates z1, . . . , zd, and a constant 1 ∈ K by successive
elementary operations: addition, multiplication, and inversion, forming (block) matrices,
and also matrix addition, multiplication, and inversion. E.g., an α × β matrix-valued non-
commutative polynomial
R =
∑
w∈Gd : |w|≤L
Rwz
w
is a matrix-valued noncommutative rational expression defined without using inversions.
Here Gd is the free monoid on d generators (letters) g1, . . . , gd, the coefficients Rw are α× β
matrices over K, and for an element w = gi1 · · · giN ∈ Gd (a word in the alphabet g1, . . . , gd)
we set zw = zi1 · · · ziN and z
∅ = 1, where ∅ is the unit element of Gd (the empty word), and
|w| = N is the length of the word w, in particular |∅| = 0.
For a d-tuple Z = (Z1, . . . , Zd) of s× s matrices over K, one can evaluate
R(Z) = Rs(Z) =
∑
w∈Gd
Rw ⊗ Z
w,
where Zw = Zi1 · · ·Zik and Z
∅ = Is. Similarly, one can evaluate R on a d-tuple X =
(X1, . . . , Xd) of generic s × s matrices, i.e., on a d-tuple of matrices over commuting inde-
terminates (Xr)ij , r = 1, . . . , d, i, j = 1, . . . , s. We then define evaluations R(Z) = Rs(Z)
and R(X) = Rs(X) whenever all the formal matrix inversions in the expression R can be
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replaced by matrix inversions for matrices over K (resp., for generic matrices); this defines
the domain of regularity of R, domsR, and the extended domain of regularity of R, edomsR,
inside the set of d-tuples of s × s matrices over K (d-tuples of generic matrices). Then one
defines domR =
∐∞
s=1 domsR and edomR =
∐∞
s=1 edomsR. One has
edomsR ⊇ domsR, edomR ⊇ domR.
Two α×β matrix-valued noncommutative rational expressions R1 and R2 are called equiv-
alent if dom R1 ∩ dom R2 6= ∅ and R1(Z) = R2(Z) for every Z ∈ dom R1 ∩ dom R2. An
equivalence class of α × β matrix-valued noncommutative rational expressions is called an
α× β matrix-valued noncommutative rational function. We write R ∈ R if a matrix-valued
noncommutative rational function R as an equivalence class of matrix-valued noncommuta-
tive rational expressions contains R. We define
domsR =
⋂
R∈R
domsR, domR =
∞∐
s=1
domsR.
Next, we observe that if R1 and R2 are equivalent, then their evaluations on generic matrices
give rise to the same α × β matrix-valued commutative rational function, so edomsR1 =
edomsR2 for every s. Therefore, we can define
edomsR = edomsR, edomR = edomR
for any R ∈ R. Clearly, we have
edomsR ⊇ domsR, edomR ⊇ domR.
In [17], the left and right backward shift operators Lj and Rj , j = 1, . . . , d, were defined
for matrix-valued noncommutative rational expressions. It was shown that if R1 and R2
are equivalent, then so are Lj(R1) and Lj(R2) (resp., Rj(R1) and Rj(R2)). Therefore,
these definitions can be extended to matrix-valued noncommutative rational functions. One
defines
domLj(R) = domRj(R) = domR,
however we have
edomLj(R) ⊇ edomR, edomRj(R) ⊇ edomR,
and therefore
edomLj(R) ⊇ edomR, edomRj(R) ⊇ edomR.
We will not need the general definitions of the left and right backward shifts here. It suffices
for us to use the fact that every matrix-valued noncommutative rational function R which
is regular at 0, i.e., such that 0 ∈ dom1R, has a formal power series expansion
R ∼
∑
w∈Gd
Rwz
w,
whose evaluation on s × s matrices is convergent in some neighborhood of zero for each s,
and that
LjR ∼
∑
w∈Gd
Rgjwz
w, RjR ∼
∑
w∈Gd
Rwgjz
w.
The following theorem is a structured-system analogue of [17, Theorem 3.1]; for details on
structured noncommutative multidimensional systems, see [5]. We note that we are not using
here a bipartite-graph formalism adopted in [5] for system evolutions and, as a consequence,
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for the definitions of controllability and observability. Instead, we use more direct block-
matrix notations. The diligent reader can easily find the one-to-one correspondence between
the two formalisms.
Theorem 2.1. Let R be an α × β matrix-valued noncommutative rational function over a
field K represented by the expression
(2.1) R = D + Czn(I − Azn)
−1B,
where n = (n1, . . . , nk) ∈ Z
k
+, zn =
⊕k
r=1(z
(r) ⊗ Inr), z
(r) = [z
(r)
ij ] is a ℓr × mr matrix
whose entries z
(r)
ij are noncommuting indeterminates, [
A B
C D ] ∈ K
(
∑k
r=1mrnr+α)×(
∑k
r=1 ℓrnr+β) is
a block matrix whose blocks A,B,C have further block decompositions2: A = [A(rr
′)]r,r′=1,...,k
with blocks A(rr
′) ∈ Kmr×ℓr′ ⊗ Knr×nr′ ∼= (Knr×nr′ )mr×ℓr′ , so that for j = 1, . . . , mr, i =
1, . . . , ℓr′ one has A
(rr′)
ji ∈ K
nr×nr′ ; B = colr=1,...,k[B
(r)] with blocks B(r) ∈ Kmr×1 ⊗ Knr×β ∼=
(Knr×β)mr×1, so that for j = 1, . . . , mr one has B
(r)
j ∈ K
nr×β; C = rowi=1,...,k[C
(r)] with
blocks C(r) ∈ K1×ℓr ⊗ Kα×nr ∼= (Kα×nr)1×ℓr , so that for i = 1, . . . , ℓr one has C
(r)
i ∈ K
α×nr ;
and D ∈ Kα×β. Assume that the realization R of R as in (2.1) is minimal, or equivalently,
controllable, i.e., for each r0 ∈ {1, . . . , k} and j0 ∈ {1, . . . , mr0} one has
(2.2)
∑
N∈N, γ∈{1,...,N}, iγ∈{1,...,ℓrγ}, jγ∈{1,...,mrγ }
range(A
(r0r1)
j0i1
· · ·A
(rN−1rN )
jN−1iN
B
(rN )
jN
) = Knr0 ,
and observable, i.e., for each r0 ∈ {1, . . . , k} and i0 ∈ {1, . . . , ℓr0} one has
(2.3)
⋂
N∈N, γ∈{1,...,N}, iγ∈{1,...,ℓrγ}, jγ∈{1,...,mrγ }
ker(C
(rN )
iN
A
(rN rN−1)
jN iN−1
· · ·A
(r1r0)
j1i0
) = {0}.
Then
(2.4) edomR = domR =
∞∐
s=1
{
Z = (Z(1), . . . , Z(k)) ∈ (Ks×s)ℓ1×m1 × · · · × (Ks×s)ℓk×mk
∼= (Kℓ1×m1 × · · · ×Kℓk×mk)⊗Ks×s : det(I − A⊙ Z) 6= 0
}
,
where A⊙ Z ∈ K
∑k
r=1mrnrs ×
∑k
r=1mrnrs is a block
∑k
r=1mr ×
∑k
r=1mr matrix with blocks
(A⊙ Z)
(rr′)
ij =
ℓr′∑
κ=1
A
(rr′)
iκ ⊗ Z
(r′)
κj ∈ K
nr×nr′ ⊗Ks×s ∼= Knrs×nr′s,
i = 1, . . . , mr, j = 1, . . . , mr′.
Proof. It is clear that the inclusion “⊇” holds in both the equalities in (2.4).
Conversely, let Z ∈ edomsR for some s ∈ N. We will show that det(I − A⊙ Z) 6= 0. Let
L = (L
(r)
ij )r=1,...,k, i=1,...,ℓr, j=1,...,mr , R = (R
(r)
ij )i=1,...,ℓr, j=1,...,mr
2Here, similarly to the convention we made in a footnote on the front page of the paper, we assume that
a matrix block is void if the number of its rows/columns is 0.
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be the d-tuples of left and right backward shifts, where d =
∑k
r=1 ℓrmr. For a word w =
g
(r0)
i0j0
· · · g
(rN )
iN jN
∈ Gd, we set L
w = L
(r0)
i0j0
· · · L
(rN )
iN jN
, Rw = R
(r0)
i0j0
· · ·R
(rN )
iN jN
. Then for any w =
g
(r0)
i0j0
· · · g
(rN )
iN jN
∈ Gd with N ≥ 1 we obtain
Rw(R) = Rw
(
Czn(I −Azn)
−1B
)
= Rw
(
C(I − znA)
−1znB
)
= C(I − znA)
−1
(
e
(r0)
i0
⊗ A
(r0r1)
j0i1
· · ·A
(rN−1rN )
jN−1iN
B
(rN )
jN
)
,
where e
(r0)
i0
is the
(∑r0−1
r=1 ℓr + i0
)
-th standard basis vector of K
∑k
r=1 ℓr . Since Z ∈ edomsR,
we have Z ∈ edomsR
w
R = edomsR
w(R). Therefore, the αs × βs matrix-valued rational
function
(C ⊗ Is)(I −X ⊙op A)
−1
(
e
(r0)
i0
⊗A
(r0r1)
j0i1
· · ·A
(rN−1rN )
jN−1iN
B
(rN )
jN
⊗ Is
)
in the commuting variables (X
(r)
ij )µν , r = 1, . . . , k, i = 1, . . . , ℓr, j = 1, . . . , mr, µ, ν =
1, . . . , s, is regular at X = Z, where X ⊙op A ∈ K
∑k
r=1 ℓrnrs×
∑k
r=1 ℓrnrs is a block
∑k
r=1 ℓr ×∑k
r=1 ℓr matrix with blocks
(X ⊙op A)
(rr′)
ij =
mr∑
κ=1
A
(rr′)
κj ⊗X
(r)
iκ ∈ K
nr×nr′ ⊗Ks×s ∼= Knrs×nr′s.
The controllability assumption implies that the αs×
∑k
r=1 ℓrnrs matrix-valued rational func-
tion (C ⊗ Is)(I −X ⊙op A)
−1 is regular at X = Z. Therefore, the αs×
∑k
r=1mrnrs matrix-
valued rational function
(C ⊗ Is)(I −X ⊙op A)
−1(X ⊙op I∑k
r=1mrnr
) = (C ⊙X)(I − A⊙X)−1
is regular at X = Z. In other words, Z ∈ edomsR
′ where
R′ = Czn(I − Azn)
−1
is an α×
∑k
r=1mrnr matrix-valued noncommutative rational expression.
Next, for any w = g
(r0)
i0j0
· · · g
(rn)
iN jN
∈ Gd with N ≥ 1 we set w
⊤ = g
(rN )
iN jN
· · · g
(r0)
i0j0
. Then we
have
Lw
⊤
(R′) =
(
(f
(r0)
j0
)
⊤
⊗ C(rN )iN A
(rN rN−1)
jN iN−1
· · ·A(r1r0)j1i0
)
(I − Azn)
−1,
where f
(r0)
j0
is the
(∑r0−1
r=1 mr+j0
)
-th standard basis vector of K
∑k
r=1mr . Since Z ∈ edomsR
′,
we have Z ∈ edomsL
w⊤(R′). Therefore, the αs×
∑k
r=1mrnrsmatrix-valued rational function(
(f
(r0)
j0
)
⊤
⊗ C
(rN )
iN
A
(rN rN−1)
jN iN−1
· · ·A
(r1r0)
j1i0
⊗ Is
)
(I − A⊙X)−1
in the commuting variables (X
(r)
ij )µν , r = 1, . . . , k, i = 1, . . . , ℓr, j = 1, . . . , mr, µ, ν =
1, . . . , s, is regular at X = Z. The observability assumption implies that the
∑k
r=1mrnrs×∑k
r=1mrnrs matrix-valued rational function
(I −A⊙X)−1
is regular at X = Z. Then so is the rational function
det(I − A⊙X)−1 = (det(I − A⊙X))−1,
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i.e., det(I −A⊙ Z) 6= 0, as required. 
Corollary 2.2. The variety of singularities of an α × β matrix-valued rational function
f which can be represented as a restriction R1 of an α × β matrix-valued noncommutative
rational expression R of the form (2.1) satisfying the assumptions of Theorem 2.1 (i.e., which
is obtained from R by replacing the noncommuting indeterminates z
(r)
ij by the commuting
ones), is given by{
Z = (Z(1), . . . , Z(k)) ∈ Kℓ1×m1 × · · · ×Kℓk×mk : det(I − AZn) = 0
}
,
where Zn =
⊕k
r=1(Z
(r) ⊗ Inr).
Proof. Clearly, the variety of singularities of f coincides with(
K
ℓ1×m1 × · · · ×Kℓk×mk
)
\ edom1R.
The result then follows from Theorem 2.1. 
We will also need to make use of the inverse of a noncommutative rational function, and of
the fact that the minimality of a realization carries over to the corresponding realization of
the inverse. We recall from [5, Section 4] that if R is an α×α matrix-valued noncommutative
rational function over a field K represented by the noncommutative rational expression (2.1)
with D invertible, then its inverse exists and has a realization
(2.5) R−1 = D× + C×zn(I −A
×zn)
−1B×,
where
(2.6)
[
A× B×
C× D×
]
=
[
A− BD−1C BD−1
−D−1C D−1
]
.
Proposition 2.3. Assume that the realization of R in (2.1) is minimal and that D is in-
vertible. Then the realization of R−1 given via (2.5) and (2.6) is also minimal.
Proof. It suffices to verify the controllability and observability for the realization of R−1.
Notice that the blocks of A× and B× are A
×(rr′)
ji = A
(rr′)
ji −B
(r)
j D
−1C
(r′)
i and B
×(r)
j = B
(r)
j D
−1,
respectively. Thus, for the controllability, we need to check that for each r0 ∈ {1, . . . , N}
and j0 ∈ {1, . . . , mr0} one has
(2.7)
∑
N∈N, γ∈{1,...,N}, iγ∈{1,...,ℓrγ}, jγ∈{1,...,mrγ }
range(A
×(r0r1)
j0i1
· · ·A
×(rN−1rN )
jN−1iN
B
×(rN )
jN
) = Knr0 .
Clearly, rangeB
×(r)
j = rangeB
(r)
j D
−1 = rangeB
(r)
j for all r = 1, . . . , k and j = 1, . . . , mr.
Next,
range(A
×(r0r1)
j0i1
B
×(r1)
j1
) + rangeB
×(r0)
j0
= range
(
(A
(r0r1)
j0i1
− B
(r0)
j0
D−1C
(r1)
i1
)B
(r1)
j1
D−1
)
+ rangeB
(r0)
j0
D−1
= range(A
(r0r1)
j0i1
B
(r1)
j1
) + rangeB
(r0)
j0
.
Continuing this way one sees that the left hand sides of (2.2) and (2.7) are the same, and
thus (2.7) follows from (2.2). In a similar way, one shows the observability. 
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3. Contractive determinantal depresentations of stable polynomials on a
matrix polyball
The main result of the paper is the following.
Theorem 3.1. Let p be an irreducible polynomial in the commuting indeterminates z
(r)
ij ,
r = 1, . . . , k, i = 1, . . . , ℓr, j = 1, . . . , mr, with p(0) = 1, which is strongly stable with respect
to the matrix polyball Bℓ1×m1 × · · · × Bℓk×mk . Then there exist n = (n1, . . . , nk) ∈ Z
k
+ and a
strict contraction K ∈ C
∑k
r=1mrnr×
∑k
r=1 ℓrnr so that
(3.1) p = det(I −KZn),
where Zn =
⊕k
r=1(Z
(r) ⊗ Inr) and Z
(r) = [z
(r)
ij ] ∈ C
ℓr×mr .
Proof. Since p has no zeros in the closed unit polyball B
ℓ1×m1
× · · · × B
ℓk×mk
, we have that
p has no zeros in ρB
ℓ1×m1
× · · · × ρB
ℓk×mk
for some ρ > 1 sufficiently close to 1. Thus the
rational function g = 1/p is regular on ρB
ℓ1×m1
× · · · × ρB
ℓk×mk
, and the rational function
gρ defined by gρ(z) = g(ρz) is regular on B
ℓ1×m1
× · · · × B
ℓk×mk
. By [11, Lemma 3.3],
‖gρ‖A,Z < ∞, where the corresponding Agler norm ‖ · ‖A,Z = ‖ · ‖A,P is defined as in (1.5)
with P = Z =
⊕k
r=1 Z
(r). Thus we can find a constant c > 0 so that ‖cgρ‖A,Z < 1. By
[11, Theorem 3.4] applied to F = cgρ, we obtain a n = (n1, . . . , nk) ∈ Z
k
+ and a contractive
colligation matrix [ A BC D ] of size (
∑k
r=1mrnr + 1)× (
∑k
r=1 ℓrnr + 1) such that
cgρ = D + CZn(I − AZn)
−1B, Zn =
k⊕
r=1
(Z(r) ⊗ Inr).
Therefore
cg = D + C(ρ−1Zn)(I − A(ρ
−1Zn))
−1B = D + ρ−1CZn(I − ρ
−1AZn)
−1B.
Then we lift the rational function cg to a noncommutative rational expression using the same
realization formula,
D + C ′zn(I − A
′zn))
−1B,
now with zn =
⊕k
r=1(z
(r) ⊗ Inr) and the entries z
(r)
ij of matrices z
(r) being noncommuting
indeterminates, r = 1, . . . , k, i = 1, . . . , ℓr, j = 1, . . . , mr, and A
′ = ρ−1A, C ′ = ρ−1C (cf.
(2.1)). Notice that the colligation matrix
[
A′ B
C′ D
]
is contractive, with ‖A′‖ < 1 and ‖C ′‖ < 1.
Compressing the underlying noncommutative structured system to a minimal one (see [5,
Theorem 7.1]), we obtain a noncommutative rational expression
R = Dmin + Cminznmin
(
I − Aminznmin
)−1
Bmin,
whose colligation matrix
[
Amin Bmin
Cmin Dmin
]
is still contractive and such that ‖Amin‖ < 1 and
‖Cmin‖ < 1. By Proposition 2.3, we also obtain a minimal noncommutative structured
system realization of R−1,
R−1 = D×min + C
×
minznmin
(
I − A×minznmin
)−1
B×min,
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with the colligation matrix[
A×min B
×
min
C×min D
×
min
]
=
[
Amin − BminD
−1
minCmin BminD
−1
min
−D−1minCmin D
−1
min
]
(cf., (2.5)–(2.6)). Applying Theorem 2.1 to R−1 and Corollary 2.2 to R−11 = p/c, we obtain
that the singularity set of the polynomial p/c (which is the empty set), agrees with{
Z = (Z(1), . . . , Z(k)) ∈ Cℓr1×mr1 × · · · × Cℓrk×mrk : det(I − A×minZnmin) = 0
}
,
which is possible only if det(I − A×minZnmin) ≡ 1.
Next, from the following two factorizations,[
I − AminZnmin Bmin
−CminZnmin Dmin
]
=
[
I 0
−CminZnmin(I − AminZnmin)
−1 I
] [
I − AminZnmin 0
0 c/p
] [
I (I − AminZnmin)
−1B
0 I
]
=
[
I B×min
0 I
] [
I − A×minZnmin 0
0 Dmin
] [
I 0
C×minZnmin I
]
,
we obtain that
det
[
I − AminZnmin Bmin
−CminZnmin Dmin
]
=
c
p
det(I − AminZnmin) = Dmin det(I −A
×
minZnmin)
= Dmin =
c
p(0)
= c.
Therefore, p = det(I −AminZnmin). Since Amin is a strict contraction, we obtain that (3.1) is
true with K = Amin and nmin in the place of n. 
Corollary 3.2. Every strongly Dd-stable polynomial p is an eventual Agler denominator,
i.e., there exists n = (n1, . . . , nd) ∈ Z
d
+ such that the rational inner function
(3.2)
znp¯(1/z)
p(z)
is in the Schur–Agler class. Here for z = (z1, . . . , zd) we set 1/z = (1/z1, . . . , 1/zd), p¯(z) =
p(z¯1, . . . , z¯d), and z
n = zn11 · · · z
nd
d .
Proof. By Theorem 3.1 applied to the polydisk case, p has a strictly contractive determinantal
representation (3.1). By [12, Theorem 5.2], p is an eventual Agler denominator. Moreover,
n in (3.2) can be chosen the same as in a (not necessarily strictly) contractive determinantal
representation (3.1) for p. 
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