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Motivated by recent experimental observations of coherent many-body revivals in a constrained
Rydberg atom chain, we construct a weak quasi-local deformation of the Rydberg blockade Hamil-
tonian, which makes the revivals virtually perfect. Our analysis suggests the existence of an under-
lying non-integrable Hamiltonian which supports an emergent SU(2)-spin dynamics within a small
subspace of the many-body Hilbert space. We show that such perfect dynamics necessitates the
existence of atypical, nonergodic energy eigenstates — quantum many-body scars. Furthermore,
using these insights, we construct a toy model that hosts exact quantum many-body scars, provid-
ing an intuitive explanation of their origin. Our results offer specific routes to enhancing coherent
many-body revivals, and provide a step towards establishing the stability of quantum many-body
scars in the thermodynamic limit.
Remarkable experimental advances have recently en-
abled studies of nonequilibrium dynamics of isolated,
strongly interacting quantum systems [1–3]. In such sys-
tems, it is commonly believed that a generic state initial-
ized far from equilibrium eventually thermalizes, where-
upon any initial local information becomes unrecover-
able [4–6]. While this process of thermalization provides
the basis of statistical mechanics, it also poses challenges
for building large-scale quantum devices. Hence, it is of
fundamental interest to understand mechanisms to evade
thermalization. Two well-studied possibilities include
many-body localization in strongly disordered systems,
and fine-tuned integrable systems [7–9].
Recently, quench experiments with Rydberg atom ar-
rays [10–12] have discovered non-thermalizing dynamics
of a new kind [12]. Initialized in a high-energy Ne´el state,
the system exhibited unexpectedly long-lived, periodic
revivals, failing to thermalize on experimentally acces-
sible timescales; in contrast, other high-energy product
states exhibited thermalizing dynamics consistent with
conventional expectations.
These surprising observations have stimulated strong
theoretical interest [13–17]. Ref. [13] showed that the
oscillatory dynamics stems from a small number of ex-
ceptional, nonthermal many-body eigenstates which are
embedded in a sea of thermal eigenstates, that generically
obey the eigenstate thermalization hypothesis (ETH) [4–
6]. These atypical, ergodicity-breaking eigenstates were
named ‘quantum many-body scars’ in analogy to quan-
tum scars in single-particle quantum systems, which
are similarly nonergodic wavefunctions that concentrate
along the unstable, periodic trajectories of the counter-
part classical system [18]. Ref. [14] firmed up this anal-
ogy by showing that the long-lived many-body revivals
were also closely related to an unstable periodic orbit in
a variational, “semiclassical” description of the quantum
many-body dynamics.
Despite much theoretical effort, several key questions
regarding the nature of quantum many-body scars re-
main open. In particular, owing to the slow decay, the
ultimate fate of the revivals at very long times in the ther-
modynamic limit is not fully understood. Another out-
standing challenge is to understand the physical mecha-
nism protecting scars in the Rygberg chain and beyond.
Ref. [16] conjectured that the observed revivals can arise
due to proximity to a putative integrable point, where
the whole spectrum (not just scarred eigenstates) be-
come nonthermal. In particular, Ref. [16] demonstrated
the existence of a nontrivial deformation of the Rydberg
blockade Hamiltonian that results in a substantial mod-
ification of the many-body level statistics, that could be
interpreted as proximity to integrability. Moreover, ear-
lier works [19, 20] have demonstrated the coexistence of
ETH-violating states in a generically ergodic spectrum,
by explicitly constructing exact many-body eigenstates
of non-integrable AKLT model that feature low entan-
glement at arbitrary energy densities
In the present work, we demonstrate that the periodic
many-body revivals become extremely stable with a suit-
able weak, quasi-local deformation of the effective model
describing the experiment [12], with the return proba-
bility of the Ne´el many-body state approaching unity
within 10−6 in systems with more than 30 particles. Re-
markably, despite such manifestly nonergodic dynamics
and the strongly nonthermal character of the associated
scarred eigenstates, the bulk of the spectrum remains
well-thermal, in contrast to the special point in Ref. [16].
Rather than being integrable, the revival dynamics can
be understood as the coherent rotation of an emergent,
large SU(2)-spin that lives within a special subspace of
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Figure 1. Non-thermalizing dynamics in constrained spin Hamiltonians. (a) Many-body fidelity g(t) as a function of time
for the Hamiltonian H0 without any perturbations and with optimal perturbations Eq. (3)-(4). The inset shows the infidelity,
1 − g(t), on a logarithmic scale. (b) Half-chain bipartite entanglement entropy (EE) dynamics. At the optimal perturbation
point, the EE as a function of time shows bounded, oscillatory dynamics. The inset shows the eigenvalues pµ(t) of the half-
chain reduced density matrix. Numerical simulations are performed with system size N = 32 starting from the Ne´el state. (c)
Optimized perturbation strengths hd decay exponentially. Solid line indicates the analytical ansatz function (4).
the many-body Hilbert space.
Our results strongly suggest the existence of a “parent”
Hamiltonian with perfect oscillatory dynamics. We prove
that, in generic settings, such perfect revivals impose
strong constraints on the structure of energy eigenstates,
necessitating the presence of some eigenstates violating
ETH. This result directly relates observable nonequi-
librium dynamics to properties of energy eigenstates,
and parallels the mechanism behind quantum scarring
in single-particle chaos theory [18]. Finally, guided by
the emergent SU(2)-spin structure, we construct a solv-
able toy model that explicitly hosts the phenomenology
of quantum many-body scars, which provides an intuitive
explanation of their origin in the constrained model.
Model and revivals. – The 1D chains of Rydberg atoms
in the experiments [12] are well-described by a kinetically
constrained [21, 22] spin-1/2 chain with the Hamiltonian
H0 =
N∑
i=1
Cσxi C, (1)
where σµi (µ ∈ {x, y, z}) are standard Pauli operators at
site i, and C = ∏i[1 − (1 + σzi )(1 + σzi+1)/4] is a global
projector constraining the Hilbert space to spin configu-
rations without two adjacent up-spins, | ↑↑〉, correspond-
ing to the regime of a strong nearest neighbor Rydberg
blockade [23] in the experiments [12]. The dynamics is
such that a spin may flip only when both of its neigh-
bors are in the | ↓〉 state, and the model is thus strongly
interacting [24–26]. For simplicity we assume periodic
boundary conditions.
The model in Eq. (1) exhibits unexpected, long-lived
periodic revivals when initialized in the Ne´el state |Z2〉 =
| ↑↓↑↓ · · ·〉. Despite its large energy density (formally
corresponding to an infinite temperature), the quench
dynamics from this initial state exhibits large recur-
rences of the Loschmidt echo g0(t) ≡ |〈Z2|e−iH0t|Z2〉|2
at multiples of a period τ with a slow overall decay
(Fig. 1a) [12–16]. This is accompanied by a gener-
ally linear growth of the bipartite entanglement entropy
(Fig. 1b), which is slower compared to other thermaliz-
ing initial states. Such dynamics arise due to the exis-
tence of a band of special, nonthermal ‘quantum many-
body scarred’ eigenstates that are approximately equally
spaced in energy, and have large overlaps with |Z2〉. Fur-
thermore, these special eigenstates can be approximately
constructed using an analytical framework dubbed the
forward scattering approximation (FSA) [13, 15]. In
essence, FSA relies on decomposing the Hamiltonian into
a “raising” and “lowering” part, H0 = H
+
0 + H
−
0 , with
H±0 =
∑
i∈even Cσ±i C +
∑
i∈odd Cσ∓i C. Then, one can
recursively define N + 1 vectors |k〉0 = βkH+0 |k − 1〉0
starting from |0〉0 = |Z2〉, where k ∈ {0, 1, 2, . . . , N} and
βk is the normalization coefficient. It has been shown
that eigenstates belonging to the special band are pre-
dominantly supported by these FSA vectors spanning the
subspace K [13, 15].
Stabilizing revivals.—In order to stabilize the revivals
of |Z2〉, we considered various perturbations that preserve
the particle-hole and time-reversal symmetry of the sys-
tem (thus, pinning the energy of |Z2〉). Generically, most
peturbations weaken the revivals. However, we find that
the following range-4 deformation
δH2 = −
∑
i
h2Cσxi C(σzi+2 + σzi−2) (2)
with h2 ≈ 0.05 (derived below), significantly improves
the fidelities of the revivals. We note that this form of
perturbation has been previously considered in Ref. [16],
which numerically found that at h2 ≈ 0.024, the entire
spectrum becomes least thermal [28]. In contrast, our
value of h2 is approximately twice larger, and the spec-
trum remains thermal, aside from the scarred eigenstates
(see below).
Our key observation is that δH2 partially cancels the
errors arising in the FSA analysis. More specifically, the
3precision of FSA, and therefore the stability and magni-
tude of revivals, relies on the dynamics of |Z2〉 generated
by H±0 being (nearly) closed in the subspace K. This con-
dition would be exactly achieved if the vectors |k〉 were
eigenstates of the operator Hz0 ≡ [H+0 , H−0 ], but is not
satisfied for 2 ≤ k ≤ N−2. We find that this error can be
reduced by adding δH2 to the Hamiltonian and properly
redefining the raising (lowing) operators, H±2 , and the
subspaceK by replacing σ±i 7→ σ±i
(
1 + h2(σ
z
i+2 + σ
z
i−2)
)
.
For example, one can analytically show that the compo-
nent of Hz2 |2〉 perpendicular to |2〉 is minimized when
h2 = 1/2 − 1/
√
5 ≈ 0.053 [27]. Surprisingly, this per-
turbation strongly improves many-body revivals, leading
to fidelity g(τ) ≈ 0.998 at its first maximum for a sys-
tem size N = 32. Furthermore, this deformation signifi-
cantly slows down the growth of bipartite entanglement
entropy [27].
The dramatic increase in revival fidelities owing to δH2
suggests that it might be possible to further enhance the
oscillations, making them perfect. Extending our analyt-
ical considerations, it is natural to consider longer-range
perturbations of the form
δHR = −
∑
i
R∑
d=2
hdCσxi C
(
σzi−d + σ
z
i+d
)
, (3)
which describe additional interactions between pairs of
spins separated by a distance d, with strengths {hd}. We
numerically optimize {hd} by maximizing the fidelity g(t)
under H = H0 + δHR at its first revival, whose results
are summarized in Fig. 1c for a system size N = 20 with
R = 10. In [27], we show that qualitatively similar results
are obtained from other optimization methods, e.g. min-
imizing errors in FSA, etc. We find that the optimized hd
decay exponentially at large d, and can be intriguingly
very well approximated by the analytical expression
hansatzd = h0
(
φ(d−1) − φ−(d−1)
)−2
, (4)
where φ =
(
1 +
√
5
)
/2 is the golden ratio, and h0 is a sin-
gle parameter determining the overall strength. Hence-
forth, we will use hd from Eq. (4) truncated at the max-
imum distance N/2, which allows us to perform a mean-
ingful finite-size scaling analysis. Numerical optimization
of the ansatz yields h0 ≈ 0.051. Below, we will derive this
value from certain algebraic relations of H±, Hz within
the subspace K.
Dynamics under the Hamiltonian H = H0 + δHR
makes the |Z2〉 revivals even more stable, with 1−g(τ) ≈
10−6 for N = 32 at the first revival (Fig. 1a). Simulta-
neously, we observe that the linear growth of the biparti-
tle entanglement entropy is significantly reduced, and is
barely discernible (Fig. 1b). The scaling analysis in [27]
suggests that the average rate of local thermalization, de-
fined by the decay of g(t)1/N , at late times vanishes in
the thermodynamic limit.
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Figure 2. (a) Overlap of |Z2〉 with energy eigenbasis of
H. The overlap is seen to be dominated by N + 1 special
eigenstates well separated from the bulk (highlighted by the
red circles). Data is shown for system size N = 32 in the zero
momentum and inversion symmetric sector. (b) Eigenvalue
level statistics closely follows that of Wigner-Dyson class of
the Gaussian Orthogonal Ensemble. Inset: Level statistics
indicator 〈ri〉 as a function of system size N flows to its value
in the Wigner-Dyson ensemble, indicating that the bulk of
the system remains ergodic. Data shown is for system size
N = 32 in either the zero momentum and inversion even or
the pi momentum and inversion odd sectors.
Dynamics constrains eigenstate properties.—The pos-
sible existence of a parent Hamiltonian leading to per-
fect oscillatory dynamics, strongly and quantifiably con-
strains the nonergodic nature of the quantum many-body
scars. Specifically, we can appeal to the following general
relation, whose proof is simple and given in [27]:
Lemma: Consider a generic many-body Hamiltonian
H with extensive energy, ||H|| = O(N). If an initial state
|Ψ0〉 under time evolution perfectly comes back to itself
after some time τ > 0, independent of the system size N ,
i.e. |〈Ψ0|e−iHτ |Ψ0〉| = 1, then |Ψ0〉 can be decomposed
into O(N) energy eigenstates, and at least one of them,
|〉, has a large overlap |〈|Ψ0〉|2 ≥ O(1/N).
If the periodic revival occurs for a physical state |Ψ0〉
with a finite energy density (that obey the cluster decom-
position, so that the energy variance goes as N), such as
|Z2〉 in our case, this Lemma dictates the presence of a
4high energy eigenstate with a large overlap ∼ 1/N with
a low-entangled state. This constitutes a violation of
the ergodic scenario, where a high energy eigenstate can
be viewed as a random vector in the exponentially large
Hilbert space.
In accordance with this result, the decomposition of
the Ne´el state |Z2〉 in the energy eigenbasis of the per-
turbed Hamiltonian H can seen to be dominated by N+1
special eigenstates (Fig. 2a), which are much better sep-
arated from the bulk than in the case of unperturbed
Hamiltonian H0. We also confirm that these eigenstates
exhibit nonergodic properties, such as the logarithmic
scaling of entanglement entropy, and can be constructed
by a straightforward extension of FSA with significantly
improved accuracy [15, 27].
Importantly, while the deformed model shows very sta-
ble revivals, the bulk of the spectrum remains thermal.
To illustrate this, we compute the r-statistics associated
to the level repulsion of the energy levels Ei, 〈ri〉 =
〈min(δi, δi+1)/max(δi, δi+1)〉 , where δi = Ei+1−Ei is the
level spacing and 〈·〉 indicates averaging over a symmetry-
resolved Hilbert space sector [29]. Figure 2b shows a
clear flow in system size towards 〈ri〉 ≈ 0.53, the Wigner-
Dyson value associated with quantum chaotic Hamilto-
nians. In contrast, the Poisson level statistics associated
with the presence of integrable dynamics would corre-
spond to 〈ri〉 ≈ 0.386. We note that the flow of 〈ri〉 to-
wards its Wigner-Dyson value is faster than that of the
unperturbed model H0 [13], suggesting that the defor-
mation enhances thermalization in the bulk. In addition,
the probability distribution P (s) of the unfolded level
spacing s is consistent with the Wigner-Dyson class of
the Gaussian Orthogonal Ensemble.
Algebraic structure in the subspace K.—The almost
perfect fidelity revivals of the deformed Hamiltonian im-
ply that operators H± and Hz form a closed algebra
within the subspace K. Indeed we find numerically that
PK[Hz, H±]PK ≈ ±∆PKH±PK, (5)
where PK =
∑
k |k〉〈k| is the projector onto the sub-
space, and ∆ is a constant. As |0〉 = |Z2〉 is an eigen-
state of Hz, |k〉 are also approximate eigenvectors of Hz
with harmonically spaced eigenvalues Hzk = 〈k|Hz|k〉 so
that ∆ = Hzk+1 − Hzk . Thus, upon a suitable rescaling,
the operator Hz plays the role of Sz in the SU(2) alge-
bra, and H± play the role of spin-raising and lowering
operators within K. As the dimensionality of the sub-
space K is N + 1, this implies that the operators form a
spin s = N/2 representation of the SU(2) algebra, with
|Z2〉 and |Z′2〉 = | ↓↑↓↑ . . .〉 being the lowest and highest
weight states respectively. To check this, we explicitly
evaluated the matrix elements 〈k + 1|H+|k〉. Figure 3a
confirms that up to an overall multiplicative factor, these
matrix elements of H+ reproduce the corresponding ma-
trix elements of the spin raising operator S+ in this rep-
resentation.
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Figure 3. Emergent SU(2) structure in the subspace K.
(a) Matrix elements of the operator H+ between consecutive
vectors |k〉 are in excellent agreement with that of an appro-
priately rescaled raising operator S+ in the s = N/2 repre-
sentation of SU(2) shown as the solid curve. (b) The FSA
basis vectors |k〉 are approximate eigenstates of the operator
Hz with harmonically spaced eigenvalues. The inset shows
the residual of the eigenvalue spacing ∆k ≡ 〈Hz〉k+1− 〈Hz〉k
away from its mean value. The error bars are extracted from
variances in the expectation values of Hz for states |k〉.
Thus, the virtually perfect oscillatory dynamics of |Z2〉
can be understood as a large spin (s = N/2) point-
ing initially in an emergent “z-direction”, undergoing a
coherent Rabi oscillation under the Hamiltonian H =
H+ +H−, which is akin to the Sx operator, with period
τ = 2pi/
√
2∆. We stress that the emergence of this SU(2)
structure within K is nontrivial, since the Hamiltonian H
by itself does not have any rotational symmetry.
The identification of this emergent algebra allows us
to fix h0 of our ansatz for hd analytically. In particu-
lar, Hzk can be explicitly calculated for k = 0, 1 in the
thermodynamic limit. Imposing a harmonic spacing, i.e.
Hzk = ∆(k −N/2), leads to a nontrivial constraint [27]
(1− h)(1− h− 16
∞∑
n=1
h2n) = 16
∞∑
n=1
h22n, (6)
where h ≡ 2∑n≥2 hn(−1)n. This fixes h0 ≈ 0.0506656
in our ansatz Eq. (4), which agrees very well with the
numerically optimized value. Furthermore, Eq. (6) de-
termines the harmonic gap ∆ = (1 − h)2 ≈ 0.835845,
and, correspondingly, the oscillation period τ ≈ 4.85962,
which are also in excellent agreement with those from
exact numerical simulations [27].
Toy model.—The above investigations reveal that an
emergent SU(2) structure within a special subspace un-
derpins the many-body revivals. Motivated by this,
we construct a (solvable) toy model that exhibits sim-
ilar phenomenology: in this model, there is a band of
nonthermal eigenstates supporting perfect oscillatory dy-
namics and exhibiting logarithmic entanglement, embed-
ded in an otherwise thermal spectrum.
5Consider a system of N spin-1/2 particles on a ring.
The special subspace V of our model is defined as the
common null space of N projection operators Pi,i+1 =
(1− ~σi · ~σi+1)/4 onto neighboring pairs of singlets. Such
subspace is spanned by the N + 1 states of the largest
spin representation s = N/2 of the SU(2) algebra. We
enumerate the basis states of V by eigenstates of the
Sx =
∑
i σ
x
i /2 operator, |s = N/2, Sx = mx〉 with mx ∈
{−s, . . . s}.
Now, we take any Hamiltonian of the form
Htoy =
Ω
2
∑
i
σxi +
∑
i
Vi−1,i+2Pi,i+1, (7)
where Vij is a generic two-spin operator acting on spins
i and j, e. g. Vi,j =
∑
µν J
µν
ij σ
µ
i σ
ν
j with arbitrary co-
efficients Jµνij . Note that Htoy does not commute with
Pi,i+1 nor S
x; thus, it does not have any obvious lo-
cal symmetries. However, it can be easily verified that
the states |s = N/2, Sx = mx〉 ∈ V are eigenstates with
harmonically spaced energies E = Ωmx. On the other
hand, the states in the Hilbert space that do not be-
long to V are affected by the second term in Eq. (7),
and hybridize to form ergodic eigenstates [27]. Now, ini-
tializing our system, for example, in the lowest weight
state |N/2, Sz = −N/2〉 leads to rotations of a large spin
around the x-axis with frequency Ω, whose motion re-
mains in the subspace V. We note that our construction
is reminiscent of Shiraishi and Mori’s [30] where a set of
local projectors were used to embed certain nonergodic
energy eigenstates into the bulk of a many-body spec-
trum.
Clearly, Htoy exhibits all the features of perfect quan-
tum many-body scarring, and is appealing as an intu-
itive understanding of the origin of scars in the con-
strained spin models. However, there remain many open
questions: first, the explicit relationship between the
constrained spin model Eqs. (1)-(3) and the toy model
Eq. (7) is not obvious. The nonisomorphic Hilbert spaces,
as well as the nontrivial entanglement dynamics in the
constrained model (Fig. 1b), suggests that the mapping
between these two models, if exists, cannot be strictly
local. Second, it is highly desirable to find an analytic
derivation of the deformation, Eq. (3), that leads to the
emergent SU(2) algebra in the constrained spin model,
and understand when such deformations exist for other
local models. We note that this emergent algebra is rem-
iniscent of the η-pairing symmetry that holds exactly in
the Hubbard model [31], which allows to construct exact
eigenstates at finite energy density with logarithmic [32]
and subthermal entanglement [33]. The exact expression
for the analogue of η-pairing operator in our case, as well
as the general relations between such operators, their al-
gebra and scars, also remain an open question.
Summary and outlook.— To summarize, we have con-
structed a constrained spin model which exhibits nearly
perfect quantum many-body scars. The remarkably long-
lived oscillatory dynamics suggests that quantum scars
remain stable in the thermodynamic limit. We showed
that the dynamics can be understood in terms of a large,
precessing SU(2) spin, and used this intuition to intro-
duce a family of toy models with perfect scarring. In fu-
ture work, it would be highly desirable to find an analyti-
cal mapping between the toy models and the constrained
spin model. Moreover, the approach developed here may
be applied to stabilize other types of quantum scars, in
particular the ones originating from the |Z3〉 state in the
model (1) [15], as well as the ones found in higher-spin
constrained models [14]. Another exciting challenge is to
find models in which the MPS-based description of quan-
tum scars trajectory becomes exact [14]. In a broader
context, special non-thermalizing trajectories may have
intriguing connections to revivals/slow thermalization
in strongly rotating gravitational systems [34, 35]. To
understand the origin of this non-thermalizing dynam-
ics, it would be valuable to establish whether quantum
many-body scars can emerge from a dynamics that goes
through states with high entanglement.
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In this Supplementary Material, we provide detailed analytical and numerical analyses regarding the oscillatory
dynamics and quantum many-body scars studied in the main text. In particular, we provide an analytical derivation
of the optimal perturbation strength in the range-4 deformed model using the the framework of the forward scattering
approximation (FSA). We then discuss and compare various numerical optimization schemes for determining the
optimal couplings of the perturbed model. We also discuss finite-size scaling and fidelity dynamics for the quench
from the Ne´el state, and furthermore provide detailed analysis of the eigenstate properties of the bulk spectrum, the
special band of states, as well as the low-lying states (ground state and first excited state) of the deformed model.
Finally, we prove the lemma in the main text, as well as show results of the numerical simulation of the toy model
with exact quantum many-body scars.
S1. OPTIMAL STRENGTH OF THE RANGE-4 DEFORMATION
In this Section we present the analytical derivation of the perturbation and its optimal magnitude. First we review
the operator algebra and initial steps of the FSA in the constrained spin model Eq. (1) from the main text (referred
to as PXP model below). Afterwards, we derive the functional form of the deformation that minimizes the FSA error
at the second step, and analytically estimate its magnitude.
A. Operator algebra and the FSA in the PXP model
We start with defining projected Pauli operators, distinguished by the tilde symbol,
σ˜xi = Pi−1σ
x
i Pi+1, σ˜
z
i = Pi−1σ
z
i Pi+1, σ˜
±
i = Pi−1σ
±
i Pi+1. (S1)
This definition allows for a more compact representation of the PXP Hamiltonian, H0, and its forward (backward)
scattering parts. Namely,
H0 =
N∑
i=1
σ˜xi = H
+
0 +H
−
0 , H
±
0 =
L∑
i=1
(
σ˜∓2i−1 + σ˜
±
2i
)
, (S2)
where we assume a spin chain of even size N = 2L with periodic boundary conditions. The commutator between H±
operators acts as an analog of the Sz operator in the emergent SU(2) algebra (shown in the main text) and reads:
Hz0 = [H
+
0 , H
−
0 ] =
L∑
i=1
(
σ˜z2i − σ˜z2i+1
)
. (S3)
This operator is important, since below we show that the FSA condition that H−0 ‘inverts’ the action of H
+
0 is
equivalent to the condition that the FSA states are eigenstates of the operator Hz0 with a certain eigenvalue.
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In order to demonstrate the role of the operator Hz0 , we start with considering the first three states of the FSA
basis. The forward scattering basis is obtained via application of H+ to the Ne´el state, |k〉 = γk(H+)k|Z2〉, where γk
ensures the normalization, 〈k|k〉 = 1. The first three states read:
|0〉 = |Z2〉 = | ↑↓↑ . . . ↓↑↓〉, (S4)
|1〉 = 1√
L
L∑
i=1
σ˜−2i+1|Z2〉, (S5)
|2〉 =
√
1
2L(L− 1)
L∑
i,j=1;i 6=j
σ˜−2i+1σ˜
−
2j+1|Z2〉. (S6)
The first FSA state, i.e., the Ne´el state itself, is an eigenstate of Hz0 . Using the explicit definition of this operator in
Eq. (S3), we find that Hz0 |0〉 = −L|0〉, since operators σ˜zi on even sites annihilate the |Z2〉 state.
The condition Hz0 |0〉 = −L|0〉 is equivalent to the FSA recurrence condition for k = 1,
H−0 |k〉 =
γk−1
γk
|k − 1〉. (S7)
Indeed, the action of H−0 on the state |1〉 can be expressed as
H−0 |1〉 = γ1H−0 H+0 |0〉 = γ1(H+0 H−0 −Hz0 )|0〉 = −γ1〈Hz0 〉0|0〉, (S8)
since H−0 |0〉 annihilates |0〉 state and this state is an eigenvector of operator Hz0 with the eigenvalue 〈Hz0 〉0 = −L.
Using the values of γ0 = 1, γ1 = 1/
√
L one can confirm that Eq. (S8) implies that the condition (S7) holds for k = 1.
Similarly, we can check that the state |1〉, which is a uniform superposition of spin flips at all possible positions
respecting the constraint, is an eigenstate of Hz0 . The presence of one spin flip changes the expectation value of H
z
0
by 2 compared to the Ne´el state, Hz0 |1〉 = (−L + 2)|1〉. This suffices to show that the FSA relation (S7) holds for
k = 2:
H−0 |2〉 = γ2H−0 [H+0 ]2|0〉 = −
γ2
γ1
(〈Hz0 〉0 + 〈Hz0 〉1)|1〉 =
γ1
γ2
|1〉, (S9)
since the first two eigenvalues of Hz0 give us 〈Hz0 〉0 + 〈Hz0 〉1 = −2(L− 1) = γ21/γ22 .
However, the FSA state |2〉 is not an eigenstate of Hz0 , as this operator discriminates configurations with two next
nearest neighbor spin flips,
Hz0 |2〉 =
√
2
L(L− 1)
(−L+ 3) L∑
i=1
σ˜−2i+1σ˜
−
2i+3 + (−L+ 4)
L∑
j>i=1
σ˜−2i+1σ˜
−
2j+1
 |Z2〉. (S10)
The different weight for configurations with two adjacent spin flips originates from the fact that the down spin at the
site 2i + 2 also contributes to the expectation value of Hz0 operator, whereas before it did not contribute due to the
presence of projectors dressing the operator Z˜2i+2. Since the FSA state |2〉 is not an eigenstate of Hz0 , the FSA stops
being exact at the third step and the condition (S7) no longer holds for k = 3.
While from the above we observe that the FSA state |2〉 is not an exact eigenstate of Hz0 , Eq. (S10) suggests that
the “error” is small. Indeed, it would suffice to add terms O(1/L) to make state |2〉 an eigenstate of Hz0 . Hence, this
observation motivates us to seek a deformation of the Hamiltonian that improves the forward scattering beyond the
first two steps.
B. Deforming the Hamiltonian to correct for the first FSA error
In order to find the deformation of the Hamiltonian, we use the intuition provided by Eq. (S10). The action of Hz0
on the FSA state |2〉 suggests that there exists an effective “interaction” between spin flips that are 2 sites away from
each other. Hence, in order to correct for such effective “interaction” it is natural to consider the deformation of the
Hamiltonian of the form δH ∝∑i σ˜xi (Pi−2 + Pi+2) which corresponds to the increased rate of spin flips when there
is a ↓-spin two sites away. Recalling that 1− 2Pi = σzi , this deformation is equivalent to
δH2 = −h2
∑
i
σ˜xi (σ
z
i−2 + σ
z
i+2), (S11)
S3
which was considered in the main text and also in Ref. [1]. Below we demonstrate that such a deformation allows to
reduce the FSA error at the third step and estimate the optimal value of h2 analytically.
While we can use the intuition from FSA to write down the form of the deformation, calculating its effects requires
reconsidering the operator algebra discussed above. In the presence of the deformation the splitting of the Hamiltonian
into H± is modified as
H± =
L∑
i=1
(
σ˜∓2i−1W2i−1 + σ˜
±
2iW2i
)
, (S12)
where we introduced the notation Wi for the operator:
Wi = 1− h2(σzi−2 + σzi+2). (S13)
Using this notation we write the operator Hz as:
Hz = [H+, H−] =
( ∑
i∈even
−
∑
i∈odd
)(
σ˜zi [Wi]
2 + 2h2[2− h2(σzi−2 + σzi+4)][σ˜−i σ˜+i+2 + σ˜+i σ˜−i+2]
)
(S14)
where we schematically indicate that sums over even and odd sites have opposite signs.
Finally, the FSA states |0〉 and |1〉 are not changed. However the eigenvalues of Hz and normalization constants
are now different:
γ0 = 1, 〈Hz〉0 = −L(1− 2h2)2; γ1 = 1
(1− 2h2)
√
L
, 〈Hz〉1 = −L+ 2− 4h2(1− h2)(6− L). (S15)
In contrast, the state |2〉 that is generated by the action of H+ operator from Eq. (S12) now takes a different form:
|2〉 = γ2
L∑
i,j=1;i6=j
σ˜−2i+1W2i+1σ˜
−
2j+1W2j+1|Z2〉 = 2(1− 2h2)γ2
L∑
i=1
σ˜−2i+1σ˜−2i+3 + (1− 2h2) ∑
j>i+1
σ˜−2i+1σ˜
−
2j+1
 |Z2〉,
(S16)
where the normalization 1/γ2 = 2(1 − 2h2)
√
L
√
1 + (1− 2h2)2(L− 3)/2. Note that, as before, the conditions for
〈Hz〉0 = −γ20/γ21 and 〈Hz〉0 + 〈Hz〉1 = −γ21/γ22 hold. This implies that the deformation Eq. (S11) leaves exact the
first two steps of the FSA for any value of h2.
From Eq. (S16) we see that the presence of h2 6= 0 gives different weight to product with nearest neighbor spin
flips compared to configurations with more distant spin flips. This was the source of error in the original PXP
model. Hence, now we impose the condition that |2〉 is an eigenstate of Hz and aim to find the optimal value of the
perturbation strength, h2. The action of H
z on |2〉 state reads:
Hz|2〉 = 2(1− 2h2)γ2
L∑
i=1
f2(h2, L)σ˜−2i+1σ˜−2i+3 + f4(h2, L)σ˜−2i+1σ˜−2i+5 + f6(h2, L)(1− 2h2) ∑
j>i+2
σ˜−2i+1σ˜
−
2j+1
 |Z2〉.
(S17)
The evaluation of polynomials fi is cumbersome but straightforward, and results in
f2(h, L) = −L+ 3− 4h(1− h)(7− L), (S18)
f4(h, L) = −L+ 4− 2h[4(7− 14h+ 8h2)− (3− 6h+ 4h2)L], (S19)
f6(h, L) = −L+ 4− 4h(1− h)(12− L). (S20)
By comparing Eqs. (S16) and (S17), we observe that for |2〉 to be an eigenstate of Hz it is necessary to have
f2(h
∗
2, L) = f6(h
∗
2, L) → 1− 20h∗2(1− h∗2) = 0. (S21)
We note that all L-dependent terms cancel from this equation. Now, solving the resulting quadratic equation and
choosing the smaller of the two solutions, we get the following expression for the optimal perturbation strength:
h∗2 =
1
2
− 1√
5
≈ 0.0527864, (S22)
S4
that agrees within the 5% with the numerically determined perturbation strength listed in the main text. Moreover,
we observe that the condition of the equidistant energy levels of operator Hz implies:
〈Hz〉1 − 〈Hz〉0 = 〈Hz〉2 − 〈Hz〉1. (S23)
Using Eqs. (S15) and the fact that 〈Hz〉2 = f2(h, L) we obtain the same condition as in Eq. (S22). This means that
the optimal perturbation strength, h∗2 results in both, the state |2〉 being an approximate eigenstate of Hz operator,
and in the first three eigenvalues of Hz being equidistant from each other.
We note, that the optimal value of h∗2 determined above does not result in the state |2〉 being an exact eigenstate
of Hz. The source of the remaining error are terms with the spin flips separated by four sites. However, we observe
that the error in the coefficient of the terms with spin flips 4 sites away is L-independent and is proportional to h22.
The direct calculation shows that it is small,
 =
[
f4(h2, L)− (1− 2h2)f6(h2, L)
]
h2=h∗2
= −32[h∗2]2(1− h∗2) ≈ −0.0845. (S24)
Including longer-range terms is expected to fix this error and also fix the magnitude of longer-range terms. We leave
the detailed analytical investigation of the full hierarchy of perturbations to future work.
S2. PARAMETER OPTIMIZATION
In the main text we presented results for a set of couplings hd optimized to maximize the return probability of
the Ne´el state at the first revival. We saw that this probability could be brought remarkably close to 1, without
affecting thermalization dynamics of the rest of the system. In this section we discuss some details of the optimization
performed in the main text, and compare that with alternative optimization schemes. Since optimizing the fidelity
revivals simultaneously tunes several properties of the system (e.g., the microscopic structure of eigenstates and their
energy separation), we would like to understand the effect of perturbations on each one of these properties. For this
we shall consider some alternative cost functions (or figures of merit) which capture different properties of the system
that we expect to be important for producing the high return probability. As we explain below, these cost functions
are defined to vanish for the optimal model when there is an exact SU(2) invariant subspace.
We start by introducing these different cost functions. The first cost function is our main object of interest – the
return probability at the first revival. In a short time interval around each revival, the fidelity is reliably unimodal,
and as such, we can use a golden-section search to efficiently determine the location of the revival peak (i.e., period of
the revival). On top of this, there is a variational optimization for the couplings {hd}. We do not have much intuition
about the cost function expressed in terms of {hd}, hence we resort to a Nelder-Mead simplex search, as implemented
in Python Scipy package. We use the same type of search when optimizing any of the other cost functions mentioned
below.
The second measure we consider is referred to as the subspace variance. This is defined as the sum of Ritz vector
variances
trvarK(H) =
N∑
j=0
varψ˜j (H), (S25)
where ψ˜j are the Ritz vectors, i.e., eigenstates of the projected Hamiltonian in the forward-scattering (FSA) sub-
space [2]. This measures how well ψ˜j approximate the system’s eigenstates. The subspace variance can be rewritten
as
trvarK(H) =
∑
j
〈
ψ˜j
∣∣∣H2 ∣∣∣ψ˜j〉− 〈ψ˜j∣∣∣H ∣∣∣ψ˜j〉〈ψ˜j∣∣∣H ∣∣∣ψ˜j〉 = ∑
j
〈
ψ˜j
∣∣∣K(H2)− (KH)2 ∣∣∣ψ˜j〉 (S26)
= tr{K(H2)−K(H)2},
where K is the projector superoperator into the forward-scattering subspace. In this way we can view it as a measure
of how far K is from being a H-invariant subspace. Note that if K were a one-dimensional subspace then the subspace
variance reduces to the ordinary variance in that state.
We will use this idea to measure H-invariance when K is the forward-scattering subspace. If the subspace variance
were zero then the forward-scattering subspace would be closed, and the existence of such a low dimensional closed
subspace is necessary for perfect revivals. In the Lanczos basis, K(H) is a tridiagonal matrix with off-diagonal elements
S5
β1, β2, . . . , βN , hence tr{(KH)2} = 2
∑N
j=1 β
2
j . The other term, trK(H2) = tr{KH+H− +KH−H+}, since H+H+ is
traceless. Now,
tr{KH−H+} =
N∑
j=0
〈vj |H−H+ |vj〉 =
N∑
j=1
β2j , (S27)
and so we have that
trvarK(H) = tr{K[H+, H−]} = tr{KHz}. (S28)
The subspace variance is then the trace of the operator Hz from the main text over the FSA subspace.
The third measure is a FSA error cost function which follows Section S1 A in considering the first non-trivial
forward-scattering error,
‖δv3‖2 = ‖H− |2〉 − β2 |1〉 ‖2 = 〈2|H+H− |2〉 − β22 . (S29)
This FSA error must be zero if the forward-scattering subspace is to be H-invariant, but is itself not a sufficient
condition for the FSA subspace to be closed.
The final cost function we use seeks to measure how “anharmonic” are the energy spacings. We do this by taking
the Ritz values (i.e. the FSA approximation to the associated special eigenstates) and finding the least-squares fit to
having equally spaced energy levels, i.e., minimizing the root-mean-square of the residuals. This is consistent with the
idea that in the effective decoupled subspace, the Hamiltonian acts as a Sx generator of a large-spin representation of
SU(2). Unlike the previous cost functions which look at how well decoupled the forward-scattering subspace is from
the rest of the system, the present Ritz-value cost function is sensitive to the dynamics within the subspace.
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FIG. S1. (a) Coupling constants for the perturbation found by minimizing various cost functions. The labels: “fid” refers
to the fidelity deficit at the first revival (also used in the main text); “fsa” to the first non-trivial forward-scattering error,
Eq. (S29); “trvar” to the subspace variance, Eq. (S27); and “rvals” to the anharmonicity of Ritz values. See text for details.
(b) Evaluating the results of each of these optimization choices against these same figures of merit. (Different optimization
choices are labelled in the same way as in the left panel.)
In Figure S1 (a), we show the coupling constants hd found numerically when optimizing each of these cost functions.
Different optimization schemes are found to result in approximately the same coupling constants hd, and in particular
they follow the same dependence on d as the optimal ansatz presented in the main text. (Optimizing for harmonic
spacing of the Ritz values leads to some non-monotonicity in the optimal coupling constants, which however still
follow the main trend given by the ansatz.)
In Figure S1 (b), we study the correlation between different optimization schemes, i.e., in each of the four panels
we find the optimized coupling constants according to a particular cost function (denoted on the x-axis), and then
evaluate the cost functions of other optimization schemes in order to assess their performance. One feature that
particularly stands out is that optimizing for the first non-trivial error in the FSA is no longer sufficient to find the
fidelity maximum once longer range terms are added beyond range 4. In contrast, optimizing for the subspace variance
fares much better – its optimal model also produces fidelity revivals with very similar accuracy. This highlights how
the condition of having a low-dimensional approximately H-invariant subspace which contains an initial state is a
stringent condition and strongly correlates with high-quality revivals. Finally, while the harmonic spacing of the Ritz
S6
values is needed to produce revivals, it appears to trade off with increased line width. As a consequence, optimizing for
harmonic energy spacing fares comparatively poorly in terms of return probability and the other figures of merit. In
conclusion, being able to generate a low-dimensional, almost H-invariant subspace appears to be the most important
factor responsible for the oscillatory dynamics in the fidelity.
S3. CONSTRAINT ON PERTURBATION STRENGTHS FROM SU(2) ALGEBRAIC RELATIONS
In this section, we provide a detailed explanation of how the effective SU(2) algebra discussed in the main text
imposes a constraint on the perturbation strengths {hd}, Eq. (6), in the main text. We first modify the definitions of
H± and Hz in a natural way:
H± =
∑
i∈even
σ˜±i
1−∑
d≥2
hd(σ
z
i+d + σ
z
i−d)
+ ∑
i∈odd
σ˜∓i
1−∑
d≥2
hd(σ
z
i+d + σ
z
i−d)
 , (S30)
and Hz = H+H−−H−H+ as before. Then, we will show that two states, |0〉 ≡ |Z2〉 and |1〉 = γ1
∑
i∈odd(1−h)σ−i |Z2〉
are exact eigenstates of Hz, where we introduced h ≡ 2∑n≥2(−1)nhn for notational brevity. By explicit computation,
it is easy show that
Hz |0〉 = −H−H+ |0〉 = −L(1− h)2 |0〉 (S31)
Hz |1〉 = H+H− |1〉 −H−H+ |1〉 = γ1H+(H−H+) |0〉 −H−H+ |1〉 (S32)
= γ1H
+
(
L(1− h)2) |0〉 −H−H+ |1〉 = (L(1− h)2) |1〉 −H−H+ |1〉 ,
where we again used the fact that we consider even system size written as N = 2L. Thus, we see that |0〉 is an
eigenstate of Hz, and |1〉 is also an eigenstate of Hz as long as H−H+ |1〉 ∝ |1〉. In fact, the latter is always the case:
H−H+ |1〉 = 4
∑
2≤d≤L,d∈even
(1− h+ 2hd)2 |1〉 = 4
∑
2≤d≤L,d∈even
[
(1− h)2 + 4hd(1− h) + 4h2d
] |1〉 (S33)
=
(2L− 2)(1− h)2 + 16 ∑
2≤d∈even
hd(1 + h) + 16
∑
2≤d∈even
h2d
 |1〉 .
This is because |1〉 is the unique state that is (i) invariant under the two-site translation and (ii) an eigenstate
of the operator
∑
i∈odd σ˜
z
i −
∑
i∈even σ˜
z
i with the eigenvalue −2L + 2 = −N + 2. Note that we have extended
the range of summation based on the assumption that hd decays sufficiently fast, e.g. exponential as in our ansatz
form. Hence, we confirm that |0〉 and |1〉 are eigenvectors of Hz with corresponding eigenvalues −L(1 − h)2 and
−
(
(L− 2)(1− h)2 + 16∑1≤d h2d(1− h) + 16∑1≤d h22d) for an arbitrary choice of {hd}.
Now, the effective SU(2) algebra among H± and Hz (within the special subspace) requires that the eigenvalues of
Hz operator are harmonically spaced, as numerically verified in the main text. Hence, these two values must satisfy
the relation
−L∆ = −L(1− h)2 (S34)
−(L− 1)∆ = −L(1− h)2 + 2(1− h)2 − 16
∑
1≤d
h2d(1− h)− 16
∑
1≤d
h22d (S35)
for some ∆ > 0. This implies that
(1− h)2 − 16
∑
1≤d
h2d(1− h)− 16
∑
1≤d
h22d = 0, (S36)
which provides a non-trivial constraint for {hd} discussed in the main text. For our ansatz perburtation form, this
constraint determines the overal strength h0 ≈ 0.0506656, and ∆ ≈ 0.835845.
S4. LOW LYING SPECIAL STATES IN THE DEFORMED HAMILTONIAN
In this Section, we consider the properties of low-lying special states. On one hand, the low-lying special states play
much smaller role in the revivals of the fidelity. On the other hand, the SU(2) symmetry realized on the manifold of
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FIG. S2. Left panel shows that the ground state (the first excited state) with increasing perturbation range are dominated
by two (four) singular values. R = 1 corresponds to the original PXP Hamiltonian. Right panel illustrates the difference in
energy between the first two special eigenstates, which rapidly approaches the theoretically predicted value with increasing R.
the special states suggests that low lying eigenstates in this manifold also must have special properties. Below, we
use DMRG for large system sizes to confirm that low lying states in the deformed Hamiltonian are also modified in a
way consistent with the existence of SU(2) algebra.
As was discussed previously, the ground state |ψ0〉 and the first excited state |ψ1〉 of the PXP model are ‘special’
eigenstates [3]. Hence, we consider how their properties change in the presence of the deformation for spin chains of
size N = 60. We use open boundary conditions and regularize the terms in the Hamiltonian near the boundary by
removing the σz operators that do not exist. For example, the first few terms in the Hamiltonian H =
∑N
i=1 hi near
the boundary read:
h1 = σ
x
1P2(1 +
R∑
d=2
hdσ
z
1+d), h2 = P1σ
x
2P3(1 +
R∑
d=2
hdσ
z
2+d), h3 = P2σ
x
3P4(1 + h2σ
z
1 +
R∑
d=2
hdσ
z
3+d), . . . . (S37)
We target eigenstates using DMRG with projectors to the previous eigenstates with a large weight, e.g. we use
Heff = H + w|ψ0〉〈ψ0|, where |ψ0〉 is the ground state to find the first excited state. In order to represent the
Hamiltonian, we use the matrix product operators with bond dimension 2(4 + R − 1), where R is the range of the
interactions in the Hamiltonian. We have a fixed cutoff for singular values at 10−16, with bond dimension being
adapted accordingly.
Figure S2(a) shows how the deformation of the Hamiltonian up to the given range R enhances the leading singular
values for the ground state and the first excited state. These singular values are calculated for the cut of the system in
the middle to minimize boundary effects. In particular, a perturbation of range R = 5 leads to an order of magnitude
decrease in the total weight contained by singular values λi with i ≥ 3 for the ground state. In other words, adding
the deformation makes the ground state of the model to be more similar to the χ = 2 MPS state. Although the
trend saturates for range R > 5, we conjecture that this may be related to the finite size effects in optimization or to
corrections on top of our perturbation ansatz. Likewise, the second special eigenstate |ψ1〉 seems to have dominant
weight in the space spanned by the vectors associated to the first four singular values. These results suggest that the
deformed model with perfect scars may have an exact bond-dimension 2 ground state.
Next, Figure S2(b) compares the energy difference between two states |ψ1〉 and |ψ0〉 to the prediction from SU(2)
algebra, ∆E = 2pi/τ ≈ 1.29294. We observe that the gap between numerically determined eigenstates approaches
this value with finite size corrections decaying exponentially in R. Moreover, in contrast to Fig. S2(a) we see no sign
of saturation up to the largest perturbation range R = 8 considered here.
S5. SCALING ANALYSIS OF THE OSCILLATORY DYNAMICS
In this section, we provide numerical evidence that the local thermalization rate of the initial Ne´el state vanishes
even in the thermodynamic limit via a finite-size scaling analysis. We numerically evaluate the Loschmidt echo g(t)
under time evolution of the deformed Hamiltonian with the ansatz perturbation strengths in the main text for various
system sizes 22 ≤ N ≤ 32. We focus on the infidelity, 1 − g, at the m-th revivals at late time 1  m ≤ 1000. In
order to extract a meaningful finite-size scaling behavior, we first convert the infidelity to an intensive quantity that
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FIG. S3. (a) Revival fidelities at late time. Lines with different color correspond to numerical simulations results for different
system sizes. (b) The average local thermalization rate Γ decreases over time (in units of the revival period). The rates for
different system sizes collapse on top of each other until they start growing after a critical time mc. The value of mc can be
extracted from the intersection between two independently fitted curves (solid lines) for 5 ≤ m ≤ 60 and for 200 ≤ m ≤ 1000.
(c) The critical mc generally increases with system size N , suggesting that in the thermodynamic limit mc flows to infinity.
does not have explicit system size dependence. More specifically, we note that the overlap between two translationally
invariant many-body wavefunctions generically decays exponentially with system size. Hence, we normalize g˜ ≡ g1/N .
Heuristically, g˜ quantities the return probability per spin. As shown in Fig. S3a, the normalized infidelity grows
slowly (sub-linearly) for a certain number of periods, and then grows roughly quadratically. More importantly, we
find that g˜ does not depend on the system size and collapses on top of each other for relatively short times m . 100,
suggesting this behavior remains stable even in the thermodynamic limit. At late times m  100, the normalized
infidelity decreases with system sizes, implying that finite size effects are not negligible in this regime. We envision
that, in the thermodynamic limit, the short time regime extends to infinite times. Note that in principle we cannot
exclude the possibility that our ansatz for the perturbations is not sufficient, and one has to add more complicated
multi-spin operators to the Hamiltonian to make the infidelity completely vanish.
Next we quantify the scaling behavior of g˜. In particular, we are interested in how fast g˜ decays over long times.
Therefore, we introduce the average rate of decay (over one period) per spin :
Γ(m) ≡ 1
m
(1− g˜m) = 1
m
(
1− (1− (1− gm))1/N
)
≈ 1− gm
Nm
, (S38)
where gm is the Loschmidt echo at m-th revival and we used the fact that 1−gm  1 in our regimes. In our numerical
calculations, we take the local maximum of g(t) nearby t = mτ as a value of gm. As clearly seen in Fig. S3b, the
average rates Γ for different system sizes all collapse on top of each other and decrease up to a certain turning point
mc, after which they start increasing. The critical point mc increases with the system size N . In order to extract mc
for each system size, we fit Γ(m) = Cmµ separately in two different regimes, short time (5 ≤ m ≤ 60) and long time
(200 ≤ m ≤ 1000), and compute the intersection between the fitted curves. As shown in Fig. S3c, the turning point
mc increases with system sizes (slightly faster than linear). These results suggest that, in the thermodynamic limit,
mc diverges and Γ approaches to zero indefinitely.
S6. EIGENSTATE ERGODICITY IN THE DEFORMED MODEL
In this section we provide further data on the eigenstate properties of the deformed PXP model. It was previously
established [2, 3] that the scatterplot of the eigenstate overlap with the Ne´el state exhibits a characteristic fan structure,
with a top band containing N + 1 eigenstates, approximately equally spaced in energy, which maximize the overlap
with the Ne´el state. This can also be seen in Fig. S4(top row, left) where we reproduce the same fan diagram for the
unperturbed PXP chain with N = 30 sites and periodic boundary conditions (zero momentum, inversion symmetric
sector). These eigenstates underpin quantum revivals when the system is prepared in the Ne´el state. As noted in
Ref. [3], the special eigenstates responsible for the Ne´el revivals also form the band of lowest entanglement entropy
states, see Fig. S4(bottom row, left). These special eigenstates, whose entropy is S . 2, are much more weakly
entangled than the majority of eigenstates whose entropy is roughly S ∼ 6 for this system size.
When the perturbation is turned on, the overlap diagram reorganizes in qualitatively different ways depending on
the strength of the applied perturbation. In the middle panels of Fig. S4, we consider the range-4 perturbation with
strength h2 ≈ 0.02, i.e., the perturbation strength which was identified in Ref. [1] to correspond to a minimum in
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the level statistics parameter r. As we see in Fig. S4(top row, middle), the overlap towers are slightly broadened
in this case, and the overlap of typical eigenstates with the Ne´el state is significantly reduced (∼ 10−12 compared
to ∼ 10−8 in the unperturbed PXP model). The main effect of the perturbation, however, is the broadening of
entanglement entropy distribution in typical eigenstates and the reduction in average entanglement entropy in the
system, see Fig. S4(bottom row, middle). This data is consistent with the slight enhancement of revivals and the
deviation of the level statistics from Wigner-Dyson ensemble, as noted in Ref. [1].
Finally, in right panels of Fig. S4 we show the same results for the long-range perturbation introduced in the main
text, with strengths fixed by the ansatz hd = h0/(φ
d−1 − φ−(d−1))2. As we mentioned in the main text, the striking
effect of this perturbation is that it (almost) fully separates the band of N + 1 special eigenstates from the rest of
the states in the spectrum, in terms of the overlap with the Ne´el state, see Fig. S4(top panel, right). Moreover, while
the overlap of typical eigenstates in the bulk of the spectrum is roughly similar to the case with h2 ≈ 0.02 (middle
panels), from the modulations in the density of states indicated by the color scale in Fig. S4, we see that clustering
around the energies of special eigenstates is present throughout the spectrum (i.e., even amongst the eigenstates that
have negligible overlaps ∼ 10−13 with the Ne´el state).
Remarkably, the enhanced scarring of eigenstates does not “interfere” with the overall thermal properties of the
rest of the bulk spectrum, diagnosed by the standard measures such as the average entanglement entropy. In fact,
as we see in Fig. S4(bottom row, right), the average entanglement in eigenstates remains similar to the unperturbed
PXP model, with the distribution of entropy concentrating even more sharply around the parabola which is typical
of systems that obey the ETH. These results provide qualitative support of the claim in the main text that perfect
scarring can coexist with the overall ergodic bulk spectrum, which was quantitatively established in the main text by
evaluating the level statistics distribution.
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FIG. S4. Top row: Overlap of all eigenstates with the Z2 product state plotted as a function of their energy. The three data
sets correspond to the unperturbed PXP model (left), range-4 perturbation with strength h2 ≈ 0.02 (middle), and long-range
ansatz from the main text (right). Bottom row: Entanglement entropy of all eigenstates for a symmetric bipartition of the
system, plotted as a function of their energy. The three data sets correspond to the same parameters as in the top row. All
data is for N = 30 sites in the zero momentum and inversion symmetric sector.
Finally, in Fig. S5 we study the scaling of the entanglement entropy with system size for the two special eigenstates
closest to the middle of the spectrum. In Ref. [3] it was shown, within the FSA approximation, that special eigenstates
have logarithmic scaling of entanglement entropy, S ∝ lnN . However, the entropy of exact eigenstates behaved non-
monotonically as a function of N , which was attributed to “accidental hybridizations” with nearby eigenstates whose
entropy scales with the volume of the subsystem [3]. In Fig. S5 we demonstrate that the optimal perturbation to
the PXP model also suppresses the mixing with volume law states, at least up to the largest sizes accessible in exact
diagonalization. Thus, the special eigenstates at the optimal point appear to have logarithmic scaling of entanglement,
S ∝ lnN , without volume law corrections.
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FIG. S5. Scaling of entanglement entropy as a function of system size in the model with optimal (ansatz) perturbations. Two
sets of data points correspond to the first and second special eigenstate closest to the middle of the spectrum (energy E = 0).
For each set, we only show the data for system sizes where the corresponding state has zero momentum. Two dashed lines are
linear and logarithmic fits to the data, respectively.
S7. PROOF OF THE LEMMA
In this section, we prove the Lemma in the main text. We consider a generic Hamiltonian H =
∑N
i=1 hi, where
N is the system size (volume) and each term hi has bounded norm ||hi|| ≤ h. The bandwidth of H scales at most
linearly in N , i.e. ||H|| ≤ Nh. Here, we assume that there exists a certain initial state |Ψ0〉 that has a perfect revival
after unitary time evolution at some finite-time τ . In terms of energy eigenstates {|µ〉},
e−iHτ |Ψ0〉 = e−iHτ
∑
µ
cµ |µ〉 =
∑
µ
cµe
−iµτ |µ〉 = e−iα
∑
µ
cµ |µ〉 , (S39)
where cµ ≡ 〈µ|Ψ0〉 and µ is the energy eigenvalue for |µ〉. The last equality holds owing to the perfect revival:
〈Ψ0| e−iHτ |Ψ0〉 = e−iα for some α ∈ [0, 2pi). By comparing the last two expressions, we find that cµ = 0 unless
µ = (α + 2pim)/τ for some integer m. Without loss of generality, one may assume that |Ψ0〉 has nonzero overlap
with at most one energy eigenstate at each discrete energy (α+2pim)/τ because any linear combination of degenerate
eigenstates is also an eigenstate. Then, the bounded bandwidth of H implies that there are at most O(Nhτ) energy
eigenstates with non-vanishing overlap cµ. In turn, we reach the conclusion that there must be at least one energy
eigenstate with at least O(1/
√
N) overlap with the initial state |Ψ0〉.
S8. NUMERICAL RESULTS FOR THE TOY MODEL
In this section, we provide numerical simulation results regarding the toy model in the main text. More specifically,
we numerically diagonalize the Hamiltonian Eq. (7) in the main text for a system of N = 14 spin-1/2 particles under
periodic boundary conditions. We choose Ω = 1 and Jµνi−1,i+2 be independently drawn from a Gaussian distribution
with zero mean and standard deviation 1/4. Note that, combined with the projectors Pi,i+1, this toy Hamiltonian
describes a local spin chain with interactions up to range 4. Generalizing this model to different spatial dimensions
or geometry is straightforward by modifying Jµνij appropriately. In order to confirm that the model has exactly the
same phenomenology of quantum many-body scarring, we compute three quantities: (i) the overlaps between a fully
spin-polarized state |ψ0〉 = |↑↑ . . . ↑〉 and energy eigenstates, (ii) Loschmidt echo g(t) = |〈ψ0|e−2piiHtoyt|ψ0〉|2 for the
quenched dynamics of |ψ0〉, and the bipartite entanglement entropy of energy eigenstates.
As seen in Fig. S6, all of these quantities clearly exhibit expected behavior, similar to the deformed PXP model of
the constrained system. However, we stress once again that there are important differences between the toy model
and the constrained model: in the former, perfect oscillatory dynamics of the fully spin-polarized state is accompanied
with no entanglement dynamics whatsoever, while in the latter, the (almost) perfect oscillatory dynamics of the Ne´el
state is accompanied with a small but nonzero oscillatory behavior of the entanglement entropy. Thus, a direct
mapping between the two systems is possibly a nontrivial task.
[1] V. Khemani, C. R. Laumann, and A. Chandran, ArXiv e-prints (2018), arXiv:1807.02108 [cond-mat.str-el].
S11
-10 -5 0 5 10
0
0.05
0.1
0.15
0.2
0.25
(a)
0 1 2 3 4 5
0
0.2
0.4
0.6
0.8
1
(b)
-10 -5 0 5 10
0
1
2
3
4
5
(c)
FIG. S6. (a) Overlaps between the spin-polarized state |ψ0〉 = |↑↑ . . . ↑〉 and energy eigenstates for a system of N = 14 spin-1/2
particles. (b) Loschdmit echo g(t) exhibits clear oscillatory behavior over period τ = 1 without any decay, by construction.
(c) Entanglement entropy of eigenstates as a function of energy E. Except for the special set of eigenstates, the rest of the
eigenstates follows sharply the ETH predictions and have large entanglement entropies, indicating their ergodic nature.
[2] C. J. Turner, A. A. Michailidis, D. A. Abanin, M. Serbyn, and Z. Papic´, Nature Physics (2018), 10.1038/s41567-018-0137-5.
[3] C. J. Turner, A. A. Michailidis, D. A. Abanin, M. Serbyn, and Z. Papic´, Phys. Rev. B 98, 155134 (2018).
