Social media is playing an increasingly important role in reporting major events happening in the world. However, detecting events from social media is challenging due to the huge magnitude of the data and the complex semantics of the language being processed. This paper proposes MASEED (MapReduce and Semantics Enabled Event Detection), a novel event detection framework that effectively addresses the following problems: 1) traditional data mining paradigms cannot work for big data; 2) data preprocessing requires significant human efforts; 3) domain knowledge must be gained before the detection; 4) semantic interpretation of events is overlooked; 5) detection scenarios are limited to specific domains. In this work, we overcome these challenges by embedding semantic analysis into temporal analysis for capturing the salient aspects of social media data, and parallelizing the detection of potential events using the MapReduce methodology. We evaluate the performance of our method using real Twitter data. The results will demonstrate the proposed system outperforms most of the state-of-the-art methods in terms of accuracy and efficiency.
Introduction
Twitter, a social networking and microblogging service, has become an important channel of communication for worldwide users in the current age of Web. It allows users to post short messages, socalled tweets, with up to 140 characters to describe "what is happening" in the real world. In addition, a user can follow other users to read their tweets, and can also be followed by others so that his/her tweets can be read. As of the first quarter of 2014, Twitter averaged at 255 million monthly active users, making it one of the most fast-growing and influential sites in the world. By publishing tweets on Twitter, users express and exchange information on various topics, ranging from their life bagatelle to national and global events. This fact makes Twitter an everupdating information source which could be used for event detection. In comparison to traditional media, Twitter is much swifter in discovering and broadcasting news, since each user is a real-time event sensor and broadcaster. For example, Osama bin Laden's death was first leaked from Twitter before President Barack Obama officially announced it on TV [Sheldon Levine 2011] . Therefore, the broad coverage and quick responsiveness of social media make it promising in detecting major events.
Events can be generally regarded as something that does not happen often. Event detection aims at discovering such unusual things when they are taking place. The underlying assumption of event detection research is that the event-related words normally show an increase in the usage when the event is happening [Weng et al. 2011 ]. The words -213 10.1515/jaiscr-2017-0014 exhibiting a high frequency for a period of time are referred to as burst words. Therefore, a major part of the work for detecting events is monitoring the appearances of words over time, finding those related burst words and statistical patterns if any, and grouping the burst words together to see if they stand for or reveal any actual events in reality. However, detecting events from Twitter is much more challenging than doing it from other information resources such as academic papers, news articles and social streams [Zhao et al. 2007 ; Parikh et al. 2013; Fung et al. 2005; Kleinberg 2003 ], because 1) unlike traditional well-written and wellformatted document collections, tweets are particularly terse and difficult for Natural Language Processing (NLP) tools to understand [Ritter et al. 2011] , since most of them contain a lot of abbreviations and misspellings of words (or phrases), and are usually grammatically and syntactically incorrect; 2) tweets are too noisy and according to a report by Pear Analytics [Pear Analytics 2009] , no more than 10% tweets have any real "pass-along value" and nearly 40% tweets are just "pointless babble," 3) tweets are associated with time and modeling the temporal aspect of tweets is nontrivial; 4) tweets accumulates rapidly over time, making scalable and efficient algorithms in demand.
In this work, we present MASEED (MapReduce and Semantics Enabled Event Detection), a system that can handle all of the aforementioned issues. In general, our method employs effective algorithms for noise removal, considers both the temporal and semantic natures of Twitter for keyword similarity estimation, and leverages state-ofthe-art techniques for big data computing. The system is built upon the software as a service (SAAS) architecture and MapReduce framework. Specifically, the detection process is as follows. We first remove noise data from the given tweets. In our system, we consider three types of data as noise: 1) non-English characters (since we are only considering English words in this work); 2) the tweets with invalid or missing creation time (since the temporal patterns of these tweets cannot be captured); 3) those less than 3 words (since it is hard to accurately model the semantics of very short sentences).Then, we build an inverted index against the cleaned data so that any statistical computation in later steps can be speeded up. After that, the detection engine starts to perform temporal and semantic analysis, and persists the discovered events into the backend database. Finally, the visualization module pulls the results from the database and shows them to users. Our contribution of this effort can be summarized as follows -Total automation of event detection. To the best of our knowledge, our approach represents a first attempt to build a fully automated event detection system. For example, the approach proposed in [Sakaki et al. 2010 ] needs to prepare a set of training data specifically for earthquake in advance, and [Chen et al. 2014 ] needs to manually build a vocabulary for the type of events to be detected. Such requirements would significantly increase the difficulty of deploying into real-world applications. Another obvious disadvantage is that such methods are limited to detecting only a certain type of events. While our system does not require any human efforts for data preparation and data preprocessing, and is able to detect any kind of events without requiring any domain knowledge.
-A proposal of a new machine learning framework. The proposed approach naturally combines the linguistic and temporal features of Twitter for event detection. An effective temporal-semantic estimation model is presented for measuring the intrinsic relatedness between words. With this model, the detection accuracy is steadily above 70%. Note that this accuracy is achieved without pre-selecting relevant tweets for a target type of events as compared to [Chen et al. 2014 ].
-A proposal of a practically effective distributed computing platform. To the best of our knowledge, it is the first distributed event detection platform which can perform high performance computing against mass texts. We parallelize the indexing of raw tweets as well as the detection process using the MapReduce methodology. The system is able to detect major events from 3 million tweets within 30 minutes as demonstrated in the experiments.
-A proposal of two-level event detection visualization. We visualize the detected events in two dimensions: one is in event level and the other is in keyword level. The event-level visualization shows what events are detected and the keyword-level serves as a further interpretation of each event.
-Comprehensive evaluation to demonstrate the effectiveness of the proposed system. The effectiveness of the proposed system is evaluated on real Twitter datasets. The experimental results demonstrate our system outperforms existing representative solutions for event detection.
The remainder of this paper is organized as follows: Section 2 describes related works. In Section 3, we discuss the proposed system in details. Experimental results are presented and analyzed in Section 4. Section 5 concludes this work and describes future directions.
Related Works
Event detection has been an interesting research topic for years. Before social media becomes popular, research in event detection mainly focused on well-formatted text documents, and was often associated with text classification and named entity recognition [Kumaran et al. 2004; Ritter et al. 2011 ]. Event detection from social media is an important topic in text mining and natural language processing. Existing methods for event detection can be classified into three categories: word frequency based approaches, topic modeling based approaches and clustering based approaches. The word frequency based approaches define weighting schemes mainly based on the number of word occurrences to measure word importance to an event. Wang et al in [Wang et al. 2013 ] developed a time dependent Hierarchical Dirichlet Process (HDP) model [Teh et al. 2006 ] for real time event detection. Basically, they use a mixture Gaussian model to extract the burst words from Twitter and then apply their time dependent HDP model to identify new events. Shamma et al. in [Shamma et al. 2011] proposed a normalized frequency model to detect words within a given time window. Due to the difficulty of capturing the complex semantics of texts and performing effective disambiguation using single word, Benhardus et al in [Benhardus et al. 2013 ] developed a method called "Trending Score" to extract n-grams for identifying trending topics from streaming Twitter data. Different from the topic definition in [Gruhl et al. 2004 ], they define a trending topic as a word or phrase showing an increase in usage both in its long-term usage and the relative usage to others. The trending score of an n-gram is computed using the normalized frequency derived from the TF*IDF weighting scheme. Our proposed temporal model is motivated by [Benhardus et al. 2013; Shamma et al. 2011 ], but we define a variation of the TF*IDF weighting scheme that is able to capture the usage change of words/n-grams over time. The distribution based approaches focus on using topic model techniques to discover the core theme of a text document. [Lau et al. 2012 ] proposed a variation of Latent Dirichlet allocation (LDA) which periodically updates the topic model based on the previously learned model. However, when applied to noisy and short texts like Twitter data, the performance of topic modeling based methods is reduced [Guille et [Kaplan et al. 2011] . By treating each word in text corpus as a signal, EDCoW is able to characterize the appearances of words over time and identify those event related words. Specifically, it builds the signal for each individual word in two stages. The first stage constructs a word vector composed of a number of signals using TF*IDF weighting scheme. The vector is sliced into several segments based on a time window specified by the user. The second stage defines a sliding window, and calculates the change of signals by moving the sliding window along the vector built in the first stage. This mechanism is able to identify the change of a word's appearance pattern. Then EDCoW measures the similarity between two words by computing their cross correlation and generates a correlation matrix to represent the similarity between any two words. Then it groups similar words into one cluster using modularity-based graph partitioning. However, EDCoW only models the temporal patterns of words and our observation has shown that it tends to introduce a fair amount of noise words into the event representation. Parikh and Karlapalem in [Parikh et al. 2013] proposed to use bigram and incorporate content analysis into event detection. Their idea is to extract the frequent co-occurring bigrams with regard to a keyword, and then compute similarity between two keywords based on the cooccurring bigrams they share. Several researches do not strictly fall into the aforementioned three categories. For example, [Guille et al. 2014 ] takes advantage of the creation frequency of dynamic links to detect events, and [Chen et al. 2014 ] models the Twitter components (such as user, tweet, location, etc) as a heterogeneous graph and identifies events by finding anomalous clusters in the graph. In this work, we also use bigram as a single unit, since our experiments indicated that bigram achieved better performance than unigram. This is consistent with the finding from Li et al. in ], where they demonstrated that over half of the tweet segments are bigrams and there are rarely any segments of more than 3 grams. In the rest of the paper, when we use "word(s)/keyword(s)", we actually refer to "bigram(s)". 
Proposed System
We propose in this paper a fully automated event detection system which employs the software as a service (SAAS) architecture where users can easily run a detection through a web interface.The system accepts raw Twitter data uploaded by users, performs temporal and semantic analysis against it using MapReduce technology, and finally visualizes the detection results. The whole process does not need any human intervention and no domain knowledge needs to be gained prior to detection. Figure 1 gives the architectural overview of our event detection system and each system component is detailed subsequently.
Task Manager
There are mainly three responsibilities for task manager. 1) It provides a graphical user interface for users to define a detection task. Users are required to upload the Twitter dataset, specify the task parameters such as the name of the task, the length of the time interval used to split the dataset, whether lemmatization is performed against the dataset, etc. The task manager has a data distributor. Once a dataset is uploaded, the distributor will distribute the dataset across all the nodes in the cluster.
2) It interacts with the detection engine, querying for status of the detection process.
3) It tells the visualization module the task status, so that the visualization module knows whether the detected results are ready for displaying.
Detection Engine
The detection engine is the core component of the system. It is composed of three major components: the framework initializer, the indexing engine and the detection processor. We introduce each component in detail in the following Sections.
This Section introduces the first two components in the detection engine: the framework initializer and the indexing engine. The main function of the framework initializer is to preprocess the uploaded dataset associated with user specified parameters. This involves extracting the textual content of each tweet and the time at which a tweet was posted. Based on the parameters specified by the user, the textual content of each tweet is can be either kept intact or lemmatized and cut into n-grams. Once the extraction is finished, we can get the upper and lower bounds of the post times for all tweets. Then we use the two bounds and the time window defined by the user to split the tweets into different buckets. Suppose the upper time bound is T 1 , the lower is T 2 , and the time window is W, then the tweets can and [Chen et al. 2014 ] models the Twitter components (such as user, tweet, location, etc) as a heterogeneous graph and identifies events by finding anomalous clusters in the graph. In this work, we also use bigram as a single unit, since our experiments indicated that bigram achieved better performance than unigram. This is consistent with the finding from Li et al. in ], where they demonstrated that over half of the tweet segments are bigrams and there are rarely any segments of more than 3 grams. In the rest of the paper, when we use "word(s)/keyword(s)", we actually refer to "bigram(s)".
Proposed System
We propose in this paper a fully automated event detection system which employs the software as a service (SAAS) architecture where users can easily run a detection through a web interface.The system accepts raw Twitter data uploaded by users, performs temporal and semantic analysis against it using MapReduce technology, and finally visualizes the detection results. The whole process does not need any human intervention and no domain knowledge needs to be gained prior to detection. Figure 1 gives the architectural overview of our event detection system and each system component is detailed subsequently. There are mainly three responsibilities for task manager. 1) It provides a graphical user interface for users to define a detection task. Users are required to upload the Twitter dataset, specify the task parameters such as the name of the task, the length of the time interval used to split the dataset, whether lemmatization is performed against the dataset, etc. The task manager has a data distributor. Once a dataset is uploaded, the distributor will distribute the dataset across all the nodes in the cluster.
Detection Engine
The detection engine is the core component of the system. It is composed of three major components: the framework initializer, the indexing engine and the detection processor. We introduce each component in detail in the following sections. This section introduces the first two components in the detection engine: the framework initializer and the indexing engine.
The main function of the framework initializer is to preprocess the uploaded dataset associated with user specified parameters. This involves extracting the textual content of each tweet and the time at which a tweet was posted. Based on the parameters specified by the user, the textual content of each tweet is can be either kept intact or lemmatized and cut into n-grams. Once the extraction is finished, we can get the upper and lower bounds of the post times for all tweets. Then we use the two bounds and the time window defined by the user to split the tweets into different buckets. Suppose the upper time bound is T1, the lower is T2, and the time window is W, then the tweets can be divided into
The detailed workflow of the initializer is illustrated in Figure 2 . The whole workflow of the initializer has been parallelized with MapReduce. Basically, the mapper takes the uploaded raw Twitter data file as input,
The detailed workflow of the initializer is illustrated in Figure 2 . The whole workflow of the initializer has been parallelized with MapReduce. Basically, the mapper takes the uploaded raw Twitter data file as input, extracts temporal and textual information. The reducer collects the tweets belonging to the same bucket and outputs basic statistics (i.e. the upper and lower bounds of the post times, the number of buckets) and preprocessed texts (i.e. n-grams of the tweets) which will be used for indexing.
As was discussed earlier, the initializer takes raw tweets as input and divides them into different buckets. These buckets of tweets are then passed to the indexing engine. Figure 3 gives the detailed indexing algorithm. The algorithm uses the statistics calculated by the initializer to group tweets into different buckets. Each bucket is viewed as a single document and an inverted index is built against the textual content of all tweets in that bucket. The purpose of indexing is to speed up the statistical computation in the detection processor. We propose two models here: a temporal model for capturing the temporal patterns from tweets and a semantic modelfor computing semantic relatedness between words. We observe that the words representing an event usually show a similar appearance pattern when the event is taking place. For example, the number of occurrences of the words "Japan" and "earthquake" were showing a similar pattern after the 2011 Thoku earthquake and tsunami occurred. Based on this observation, we propose to represent each word as a vector of real numbers to capture its temporal nature. Basically, given a start time T start and an end timeT end , suppose the time duration T end − T start are split into n number of buckets, we represent each word as a temporal vectoras follows
where t weight i,k (1 ≤ k ≤ n) represents the temporal weight of w i from time T start + (k − 1) · (T end − T start )/n to timeT start + k · (T end − T start )/n. To computet weight i,k , we employ a variation of the TF*IDF weighting scheme as follows
where m k = 1, 2, ...q k and there are totally q k number of words among the tweets posted between To analyze the semantic aspect of a word, we propose to use its context words as linguistic features to model the intrinsic meaning. We represent each word as a semantic vector as follows
Here we use the words co-occurring with w i to compute s weight i,k . First, we set s weight i,k = 0 at the beginning, and collect all tweets betweenT start + (k − 1) · (T end − T start )/n and T start + k · (T end − T start )/n. Then we go through each word w j from time T start to T end , and check if w j co-occurs with w i in the same tweet in the current time bucket. If so, s weight i,k is increased by 1. In the same way, the semantic similarity between two words is calculated using the cosine similarity as follows semantic sim(w i , w j ) = cos(sv(w i ), sv(w j )). (5)
The final weighting scheme for measuring the closeness between words w i and w j is defined as follows
where λ is a tuning parameter that can be adjusted based on the preference on the two similarity schemes in the experiments.
Motivated by [Parikh et al. 2013 ], we detect events using Hierarchical Agglomerative Clustering (HAC). Each cluster represents an event. The reason of choosing this clustering technique is that it does not require the number of clusters to be given in advance. This is reasonable since there is no way for us to know how many events are there in the dataset. HAC is a bottom-up clustering technique and is more frequently used in information retrieval than top-down clustering. Basically, it starts with a collection of single clusters where each cluster contains only one data point. Then it merges two closest clusters into a new cluster and removes the extracts temporal and textual information. The reducer collects the tweets belonging to the same bucket and outputs basic statistics (i.e. the upper and lower bounds of the post times, the number of buckets) and preprocessed texts (i.e. n-grams of the tweets) which will be used for indexing. Preprosess the generated file using map-reduce As discussed earlier, the initializer takes raw tweets as input and divides them into different buckets. These buckets of tweets are then passed to the indexing engine. Figure 3 gives the detailed indexing algorithm. The algorithm uses the statistics calculated by the initializer to group tweets into different buckets. Each bucket is viewed as a single document and an inverted index is built against the textual content of all tweets in that bucket. Figure 3 : The algorithm of building inverted index using MapReduce.
ALGORITHM. Build Inverted Index against Tweets
The purpose of indexing is to speed up the statistical computation in the detection processor. We propose two models here: a temporal model for capturing the temporal patterns from tweets and a semantic modelfor computing semantic relatedness between words. We observe that the words representing an event usually show a similar appearance pattern when the event is taking place. For example, the number of occurrences of the words "Japan" and "earthquake" were showing a similar pattern after the 2011 Tōhoku two clusters from the collection. This process repeats until there is only one cluster in the collection. Here in our scenario, at the beginning, each word is a single cluster, and we use Equation (5) to compute the distance between two words. Then the two words with the shortest distance are grouped into a new cluster. Once a new cluster is generated, the complete linkage algorithm is used to calculate the distance between the newly generated cluster and any other clusters. We will demonstrate the reason of choosing the complete linkage algorithm in the experiments later. Since both the temporal information and the semantic meaning of tweets are considered for measuring the distance between two clusters, our method can effectively avoid two types of poor clustering results: 1) words with similar temporal patterns but representing different events are grouped into one cluster; 2) semantically related words with dissimilar temporal patterns are grouped into one cluster.
Event Visualization
We have developed a two-level graphical user interface to visualize the event detection results.
We attempt to interpret the detected events in two dimensions: the event-dimension and the keyword dimension. In the event dimension, we summarize all of the detected events using the keywords representing them. In addition, we present all of the burst intervals and the estimated start time for each event. The events can be re-ordered based on the number of keywords it contains, the start burst period and the estimated start time. While in the keyword dimension, we visualize the temporal pattern of each keyword associated with the statistics on it to present a complete keyword profile. It is intuitive for the user to understand why a keyword has been discovered by the system and selected as an event representative keyword. Figure 4 gives a screenshot of the system interface.
Experiments
This Section evaluates the performance of the proposed approach in terms of effectiveness and efficiency in detecting real-world events. We considered two case study scenarios: one is the Thoku earthquake and tsunami on March 11, 2011 [Japan It also works for other applications such as detecting financial crisis, civil unrest, disease outbreaks, etc.
Experiment Design
Datasets: we used the Twitter dataset contributed by ]. This dataset contains 147, 909 files where each file has at most 500 tweets published by a Twitter user. Every tweet in the 147, 909 files contains enough information including Content, Tweet ID, Creation Time, Retweet Count, Favorite, Hashtags, etc. The whole dataset contains 61,214,013 tweets posted between November, 2006 and August, 2011. Since the information needed by our approach is Content and Creation Time, and there are a lot of broken tweets (i.e. tweets that do not have Content or Creation Time, or the Creation Time is not a valid date expression) in the raw data, we preprocessed the data with two steps: 1) we went through all the 147, 909 files and extracted the Content and Creation Time from the raw data and generated a single large CSV file with two columns (one for Content and the other for Creation Time); 2) we removed those broken tweets and finally obtained 61,194,937 tweets. As mentioned earlier, we considered two major events happened in 2011 (the Japan earthquake and the death of Bin Ladin) as our case study scenarios. As the Japan earthquake occurred on March 11, 2011, we constructed three datasets for this event by extracting the tweets posted around March 11: dataset #1 (which is labeled as "Earthquake-A" in Table 1 ) contains two days of tweets; dataset #2 (labeled as "Earthquake-B") and dataset #3 (labeled as "Earthquake-C") contain one week of and one month of tweets respectively. The reason of using datasets with different time spans (ranging from two days to one month) is to completely validate the performance of the proposed model under different circumstances. For example, one full month of tweets would contain much more noise than that of two days, and thus increase the difficulty of identifying true events. Note that we did not perform any prior-knowledge-based preprocessing against Figure 3 . System interface the raw data (e.g. content filtering by extracting tweets that contain specific terms), since our model does not require any prior knowledge about the data before the detection. In the same way, we also prepared three datasets for the death of Bin Ladin as shown in Table 1 .
Evaluation Metrics: the goal of our evaluation is in three dimensions: 1) event accuracy: how accurate the proposed approach is in identifying realworld events; 2) keyword accuracy: how accurate the proposed approach is in representing a single event; 3) how fast our approach is in reporting alerts after a major event has happened. The first dimension of the goal has been extensively addressed in research [Weng et al. 2011; Parikh et al. 2013 ], as it is the most important criterion in evaluating the performance of an event detection system. However, to our knowledge, we have not seen any of the previous works address the second dimension. It is of importance to measure the accuracy of the event representation (i.e. the accuracy of the keywords constituting an event) because it directly determines whether the detected events can be understood by human beings, as well as to what extent they can be interpreted. In the sense of business value and social impact, the third dimension also needs to be addressed. To the end of the three goal dimensions, we use precision, one of the most widely used performance metrics in information retrieval as our evaluation measure. Recall cannot be used here because it is not possible to enumerate all events in the datasets as described in [Weng et al. 2011] . Since the datasets differ in size substantially, and the numbers of keywords for different events vary a lot, we report both micro-averaged and macroaveraged precisions. Specifically, 1) for the first goal dimension (i.e. evaluating the event accuracy), micro-averaged precision operates at event level and is mainly affected by the detection accuracy of large datasets. Whereas macro-averaged precision results over datasets, and thus small datasets have more impact on the overall detection accuracy. 2) for the second goal dimension (i.e. evaluating the keyword accuracy), micro-averaged precision measures at keyword level and is primarily affected by the accuracy of events with more keywords, while macro-averaged precision averages results over all of the detected events, and thus events with a small quantity of keywords impact the performance more.
Linkage Algorithm Selection and Parameter Tuning: as described earlier, we employ two methods to calculate the similarity between keywords, and use the linear combination of them associated with one tuning parameter λ to generate a merged similarity score. Here we introduce how we adjust the value of λ so that a reasonable similarity estimation between keywords can be obtained. The value of λ was tuned from 0.1. 0.2, up to 1.0 to generate a results: 1) words with similar temporal patterns but representing different events are grouped into one cluster; 2) semantically related words with dissimilar temporal patterns are grouped into one cluster. dimension, we visualize the temporal pattern of each keyword associated with the statistics on it to present a complete keyword profile. It is intuitive for the user to understand why a keyword has been discovered by the system and selected as an event representative keyword. Figure 4 gives a screenshot of the system interface. 
Experiments
This section evaluates the performance of the proposed approach in terms of effectiveness and efficiency in detecting real-world events. We considered two case study scenarios: one is the Tōhoku earthquake and tsunami on March We experimented seven different linkage algorithms in combination with different λ values as shown in Table 2 , and calculated the event precision on dataset #1. From Table 2 we can see that the best event precision was achieved when complete linkage was used as the distance measure for the clustering.
After the linkage algorithm was determined, our next step was to find a proper λ value which led to the best event precision. Figure 5 shows the event precisions on dataset #2 through #6 using complete linkage for the clustering. The x axis represents different λ values, and y axis indicates event precisions. The results show that event precision dropped significantly when solely relying on the temporal or semantic analysis, and the best performance can be obtained when λ is between 0.6 and 0.8. Therefore, we set λ to 0.7 in the following experiments.
Execution Environment: we built a spark cluster of 3 nodes on Ubuntu v13.10 64-bit: 1 master and 3 slaves (the master is also used as a slave). The master has 12 Intel Xeon cores (each @ 2.5GHz), and each slave has 4 Intel i5-4250U cores (each @ 1.3GHz). The cluster has a total memory of 80G and 20 cores.
Experiment Results
The proposed approach was compared with five existing representative methods for event detection: . We tried to run the comparison methods without using MapReduce and found that it was even impossible to finish the data preprocessing within reasonable time. So we decided to use the MapReduce algorithm we proposed in Section 3.2.2 to preprocess the data for all comparison methods. Table 3 and 4 compare our method with the other five methods using the micro and macro event precision. Table 3 uses the earthquake dataset can see that the best event precision was achieved when complete linkage was used as the distance measure for the clustering. After the linkage algorithm was determined, our next step was to find a proper λ value which led to the best event precision. Figure 5 The results show that event precision dropped significantly when solely relying on the temporal or semantic analysis, and the best performance can be obtained when λ is between 0.6 and 0.8. Therefore, we set λ to 0.7 in the following experiments. Table 4 uses the Ladin dataset as shown in Table 1 . We define micro/macro event precision as follows
where M = # of datasets, It is obvious that our method outperforms all of the five methods to a large degree. The event precision for our method steadily stays above 0.7 for both of the two datasets. Table 5 gives a comparison of the keyword precision. As introduced in the evaluation metrics Section, keyword precision is used to measure how well the system performs in interpreting the detected events. We define micro/macro keyword precision for each dataset as follows
where N = # of detected events,
# of correctly detected keywords for e i total # of detected keywords for e i , and N = # of detected events.
(10) Therefore, a system that has higher keyword precision can do better in explaining the detection results. To demonstrate the ability of our system in detecting events from large and noisy datasets, Table  6 and 7 give the detected results on the earthquake and Ladin datasets. For example, event #4 in Table 6 is talking about donation to the earthquake, and event #1 is about the death of Bin Ladin. Table 8 gives the rum time of MASEED starting from reading the raw twitter data to generating detected events for all of the 6 datasets. We do not give the 
Conclusions
In this work, we proposed a new distributed computing framework for detecting major events from social media. The proposed system focuses on providing a scalable and effective solution to be able to perform large-scaled event detection. We present efficient algorithms using MapReduce for data preparation and indexing. A novel hybrid model for temporal and semantic analysis on Twitter data is proposed, and a graphical user interface for flexible event visualization is developed. Our system completely automates the whole event detection process, without requiring any human intervention and domain knowledge to be gained in advance. The effectiveness of the proposed system has been evaluated on real Twitter datasets, and empirical evaluation demonstrates our approach outperforms most of the state-of-the-art methods.
The proposed system is not coupled with any specific information resource or social media at all, which means it has a promising application in other types of resources. Social media also provides other valuable information resources which were not used in this study. These valuable resources may be integrated into the current system to further improve the detection accuracy. In addition, since we already have a temporal model for event related word representation, combined with time series analysis, our system can be extended to an event forecasting system.
