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Summary
Ground-based remote measurements of the vertical profile of the horizontal wind vec-
tor in the atmosphere by radar wind profiler (RWP) is a technique that has been signif-
icantly developed since the first demonstration with the Jicamarca radar by Woodman
and Guillen in the early 1970s. Currently, there exist several operational networks
of those instruments in the USA, Europe and Japan which provide continuous wind
measurements in real-time and most of the data are successfully assimilated in numer-
ical weather prediction models. Although this is an obvious indication of maturity,
practical experience has shown that further improvements are both possible and nec-
essary. While the high sensitivity of these clear-air radars is required for receiving
the weak atmospheric echoes, it makes them also particularly vulnerable to unwanted
radar returns and in-band radio frequency interference. Signal processing must there-
fore especially deal with the problem of filtering of these unwanted contributions, to
avoid associated measurement errors.
A specific difficulty are clutter echoes from various airborne objects, such as aircraft
or birds, which generate strong, intermittent contributions to the received signal. The
standard RWP signal processing is not able to deal with these signals in an efficient
way, because the model assumption on which the processing is based is violated. With
the development of sophisticated mathematical tools for the analysis of non-stationary
signals in the last two decades and a better understanding of the practically relevant
RWP clutter issues, a number of efforts have been made to tackle especially the chal-
lenging problem of intermittent clutter returns from migrating birds.
In this dissertation it is shown that the signal structure of RWP raw data contami-
nated by intermittent clutter is much clearer revealed by a joint time-frequency analysis
based on the windowed Fourier transform than by other possible signal descriptions,
in particular pure time or frequency representations. An effective intermittent clutter
reduction algorithm, called the Gabor filter, is obtained by a combination of a numer-
ically feasible discrete Gabor frame expansion with the statistical test for a stationary
Gaussian random signal. This approach is optimized by using near-tight frames and
selecting a time-frequency resolution that provides a jointly sparse representation of
both atmospheric and clutter signal components. A first evaluation of this approach
has shown a superior performance in comparison with hitherto existing methods, but
it was also found that additional quality-control of the derived Doppler spectra is still
required during extreme bird migration events. The latter is in all likelihood indica-
tive of a principal limit of radar wind profiling during such conditions. However, an
effective quality control of the measurement is possible through a combination of a
stationarity estimate provided by the Gabor algorithm with a-priori information about
typical atmospheric echoes.
I
Zusammenfassung
Die bodengebundene Fernmessung des Vertikalprofiles des horizontalen Windvektors
in der Atmosphäre mittels Radar-Windprofiler (RWP) ist eine Technik, die sich seit der
ersten Demonstration mit dem Jicamarca Radar durch Woodman und Guillen im Jahre
1974 erheblich weiterentwickelt hat. Derzeit existieren mehrere operationelle Netze
dieser Instrumente in den USA, Europa und Japan, die kontinuierliche Windmes-
sungen in Echtzeit bereitstellen, wobei ein Großteil dieser Daten erfolgreich in nu-
merischen Wettervorhersagemodellen assimiliert wird. Obwohl diese Tatsache einen
Hinweis auf den Reifegrad des Verfahrens gibt, zeigt die praktische Erfahrung je-
doch, dass weitere Verbesserungen sowohl nötig als auch möglich sind. Die hohe
Empfindlichkeit dieser "Klarluftradargeräte" ist dabei einerseits eine notwendige Vo-
raussetzung, um die schwachen Echos aus der Atmosphäre überhaupt empfangen zu
können, macht die Systeme aber andererseits auch sehr störanfällig in Bezug auf uner-
wünschte Rückstreusignale und externe Hochfrequenzeinstreuung. Die Signalverar-
beitung muss daher vor allem das Problem der Filterung dieser Störungen behandeln,
um entsprechende Messfehler zu vermeiden.
Ein spezielle Schwierigkeit sind dabei Fehlechos von fliegenden Objekten, z.B.
Flugzeugen und Vögeln, die starke intermittierende Beiträge zum Empfangssignal
generieren. Die RWP-Standardsignalverarbeitung ist aufgrund unzutreffender Annah-
men nicht in der Lage, derartige Signale adäquat zu behandeln. Mit der Entwicklung
komplexer mathematischer Werkzeuge zur Analyse instationärer Signale in den let-
zen zwei Jahrzehnten und einem besseren Verständnis der in der Praxis relevanten
Störechos sind eine Reihe von Anstrengungen unternommen worden, um speziell das
anspruchsvolle Problem der von Zugvögeln verursachten Fehlechos zu bewältigen.
In dieser Dissertation wird gezeigt, dass im Falle vorhandener instationärer Fehle-
chos eine simultane Zeit-Frequenzdarstellung von RWP-Rohdaten auf Basis der
gefensterten Fourier-Transformation im Vergleich zu anderen Signalrepräsentationen,
insbesondere reinen Zeit- oder Frequenzdarstellungen, ein wesentlich deutlicheres
Bild der Signalstruktur vermittelt. Durch Kombination einer numerisch realisier-
baren diskreten Gabor-Framezerlegung mit einem statistischen Test für ein stationäres
Gaußsches Zufallsignal konnte ein vielversprechender Clutterreduktionsalgorithmus
entwickelt werden. Dieser wird durch die Wahl von quasi-festen Frames und eine
die dünne Darstellung von Atmosphären- und Cluttersignal begünstigenden Zeit-
Frequenzauflösung optimiert. In ersten Vergleichen haben die Ergebnisse dieser
Methode die Leistung der bisher verwendeten Verfahren übertroffen, obwohl bei Ex-
tremzugereignissen weiterhin eine zusätzliche Qualitätskontrolle notwendig ist. Mit
hoher Wahrscheinlichkeit stößt man hier an prinzipielle Grenzen der radarbasierten
Windmessung. Allerdings lässt sich eine solche Qualitätskontrolle der Messungen mit-
tels Kombination eines durch den Gabor-Algorithmus geliefertes Stationaritätsmaßes
mit weiteren a-priori Informationen über typische Atmosphärenechos realisieren.
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1 Introduction
Environmental information is becoming increasingly more important in our complex
society. This includes in particular data about the state of the atmosphere which
are needed for both weather prediction and climate monitoring (Hollingsworth et al.,
2005). The current global observational system for the atmosphere consists of a mix
of ground and space based systems, with a large part of them being remote sensing
instruments (Dow, 2004).
For ground based remote sensing systems, radar wind profilers (RWP) are among the
most thoroughly developed and widely used sensors. As the name implies, they are
special Doppler radars designed for measuring the vertical profile of the wind vector
in the lowest 5 - 20 km of the atmosphere (depending on the operating frequency)
on timescales ranging from seconds to years. RWP’s are also able to provide addi-
tional information about the atmospheric state through the profiles of backscattered
signal intensity and frequency spread (spectral width) of the echo signal. In contrast
to the automated wind measurement, however, such data need to be carefully analyzed
by instrument experts due to the complexity of the measurement process. Reviews
of the technical and scientific aspects of RWP have been provided by Gage (1990);
Röttger and Larsen (1990); Doviak and Zrnic´ (1993); Ackley et al. (1998); Muschinski
(2004) and recently Fukao (2007). If the RWP system is equipped with an additional
Radio-Acoustic Sounding System (RASS) component, then measurements of the ver-
tical profile of the virtual temperature are also possible. More information on RASS
can be found in Peters et al. (1993); Lataitis (1993); Görsdorf and Lehmann (2000). A
photograph of a 482 MHz RWP/RASS system is shown in Fig. 1.
After the first successful demonstration of clear-air wind measurements by Woodman
and Guillen (1974), the potential capabilities of this technique for meteorological ap-
plications became suddenly apparent (Larsen and Röttger, 1982) and dedicated meteo-
rological profiler systems were suggested (Hogg et al., 1983). It took not long until the
installation of a small experimental wind profiler network in Colorado (Strauch et al.,
1984). The first truly operational network, called the Wind Profiler Demonstration
Network (WPDN), was completed in May 1992, later it became known as the NOAA
National Profiler Network (Weber et al., 1990; Barth et al., 1994; Schlatter and (Edi-
tors), 1994). While the first systems used mostly operating frequencies in the VHF or
lower UHF range, higher frequency (so-called boundary layer) profilers were also de-
veloped and later commercialized by a technology transfer from NOAA to the private
sector (Ecklund et al., 1988; Carter et al., 1995). In Europe, a first demonstration of
wind profiler networking was organized during the COST-76 action in early 1997 as
the CWINDE1-97 project (Nash and Oakley, 2001).
At present, RWP’s are used in operational meteorology and atmospheric research,
1COST WIND initiative for a network demonstration in Europe
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Figure 1: Photograph of the 482 MHz RWP installation at Bayreuth (Oschenberg),
showing the antenna array platform surrounded by four acoustic sources for RASS
and the shelter containing the radar electronics.
like atmospheric boundary layer studies (Gossard et al., 1982; Angevine et al., 1994;
Wilczak et al., 1996; Angevine et al., 1998b; Pollard et al., 2000; Bianco and Wilczak,
2002; Grimsdell and Angevine, 2002; Heo et al., 2003; Bianco et al., 2008; Scipion
et al., 2009a), turbulence research (Ecklund et al., 1979; Balsley and Peterson, 1981;
Gossard et al., 1998; VanZandt et al., 2000), investigation of atmospheric waves and
tides (Ralph et al., 1992; Whiteman and Bian, 1996; Chilson et al., 1997; Browning
et al., 2000; Röttger, 2000; Böhme et al., 2004, 2007; Vaughan and Worthington, 2007;
Koch et al., 2008), cloud and precipitation physics (Fukao et al., 1985; Ralph et al.,
1995; Orr and Martner, 1996; Rajopadhyaya et al., 1999; Gage et al., 2002; Atlas and
Williams, 2003; Williams et al., 2007; Newman et al., 2009) as well as air quality in-
vestigations (Wolfe et al., 1995; Dabberdt et al., 2004). The listing of papers is far from
being complete. For recent reviews see Fukao (2007) and Gage and Gossard (2003).
Major meteorological field experiments make regular use of RWP as observation sys-
tem, e.g. METCRAX (Whiteman et al., 2008), T-REX (Grubisic et al., 2008), NAME
(Higgins et al., 2006), IHOP (Weckwerth et al., 2004), BAMEX (Davis et al., 2004),
CASES (Poulos et al., 2002) and MCETEX (Keenan et al., 2000).
In a more operational setting, RWP measurements are used either directly in subjective
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weather forecasting and case studies (Dunn, 1986; Kitzmiller and McGovern, 1990;
Beckman, 1990; Edwards et al., 2002; Crook and Sun, 2004; Bond et al., 2006; Wag-
ner et al., 2008), or automated in data assimilation for numerical weather prediction
(Monna and Chadwick, 1998; Guo et al., 2000; De Pondeca and Zou, 2001; Bouttier,
2001; Andersson and Garcia-Mendez, 2002; Benjamin et al., 2004b; St-James and
Laroche, 2005; Ishihara et al., 2006). Their particular advantages are a high tempo-
ral resolution and the capability to provide unambiguous profiles independently of the
used assimilation system, the latter being in contrast to most passive remote sensing
systems. Furthermore, measurements can be made under almost all weather condi-
tions.
Due to the potential of RWP’s to provide high-resolution observations, they are es-
pecially well suited to describe the atmospheric state at the mesoscale (Foken, 1989;
Browning, 1989; Park and Zupanski, 2003; Browning, 2005). For a discussion of at-
mospheric scale-classification schemes see e.g. Thunis and Bornstein (1996). The dra-
matic rise in computational capabilities during the last decades has lead to significant
improvements in the discretization resolution of numerical weather prediction models
(NWPM), see e.g. Lynch (2008). Global models are meanwhile using grid spacings of
O(10 km) (Satoh et al., 2008), while high-resolution limited area models already use
grid sizes of O(1 km) in an attempt to resolve small-scale meteorological processes
(Bryan et al., 2003; Saito et al., 2007). Those are important because quite a number of
high-impact weather systems, like severe thunderstorms, are small-scale phenomena.
Of course, this brings along the need to initialize the models with adequate observa-
tions of small scale atmospheric features (Foken, 1989; Lilly, 1990; Daley, 1991; Gall
and Shapiro, 2000; Roebber et al., 2004; Sun, 2005; de Lima Nascimento and Droege-
meier, 2006; Weisman et al., 2008). However, the current observation coverage at
those scales is quite incomplete in space, time and also state variables of the models.
The current experience with high-resolution models has shown that even a 12-24 hour
deterministic prediction of some intense convective precipitation systems can drasti-
cally fail. For example, Gallus et al. (2005) reported about an intense derecho event
accompanied by a well-organized band of heavy rainfall that they were not able to
simulate although a range of different models, different parameterizations and initial
conditions was used. The authors conclude:
Evidence suggests inadequacies in the initial and boundary conditions
probably harmed the simulations.(..) It thus appears that useful forecasts
of systems such as this one may require a much better observation network
than what now exists.
Mesoscale data assimilation in particular suffers from a penury of high-quality pro-
file data, including wind (Roberts, 2007; Carbone et al., 2009; Fabry and Sun, 2009).
Model spectra are known to be severely deficient in kinetic energy in the mesoscale in
forecast initializations due to this lack of mesoscale observations (Skamarock, 2004).
Furthermore, wind profile information, especially vertical shear, is critically needed
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for the prediction of severe convective storms (Weisman and Klemp, 1982; Klemp,
1987; Markowski et al., 2003). Comparing model resolution and the density of avail-
able observations, the following statement made by Acheson et al. (1992) is obviously
still valid:
The need for better environmental information has overtaken the capabil-
ities of our observing systems. Our ability to model has outrun our ability
to observe. (...) Radiosonde operations are the lifeblood of numerical
weather prediction (but) these observations are not capable of fully sup-
porting the need to understand and predict atmospheric phenomena with
lifetimes measured in a few hours and spatial extent less than a few hun-
dred kilometers. (...) More frequent, higher density upper-air observations
are essential.
This need can, at least to some extent, be satisfied with data from RWP’s. A necessary
prerequisite is that the instruments are able to provide high-quality measurements in
an operational, fully automated fashion. This seemingly trivial requirement is indeed
difficult to achieve, for the required high sensitivity of the radars make them vulnerable
to unwanted and potentially quality-degrading effects, like echoes from various clutter
sources and radio-frequency interference. In particular, the automated data processing
must be capable of sufficiently suppressing these clutter effects.
This dissertation deals with one specific clutter problem, namely intermittent echoes
from airplanes and birds. The problems is relevant for all types of clear-air radars op-
erating at UHF and L-band, but has not been adequately resolved yet, see e.g. Tanaka
et al. (2007); Nielsen-Gammon et al. (2007) or Schmidli et al. (2009). The new ap-
proach presented in this theses uses signal analysis methods for non-stationary data
to achieve a clear separation of the atmospheric return from clutter echoes. This is
a prerequisite for an efficient filtering method which is based on a statistical test for
stationary Gaussian random signals. The first attempts tried to use wavelet transforms
to achieve such a separation in the domain of the wavelet coefficients (Jordan et al.,
1997; Boisse et al., 1999) and Lehmann and Teschke (2001, Paper A). During con-
tinued investigations, the advantages of a time-frequency analysis approach became
obvious (Muschinski et al., 2005, Paper B). A practically applicable algorithm based
on a Gabor frame expansion was developed and published in Lehmann and Teschke
(2008a, Paper C) and questions of optimal settings were discussed in Lehmann (2009,
Paper D). The method is meanwhile implemented in commercially available RWP sys-
tems (Shellhorn and Keskinen, 2009; Lehtinen et al., 2009), which is a prerequisite for
comprehensive testing under operational conditions.
In the next section, the essential theoretical foundations of RWP instrument theory and
signal processing will be summarized before the specific topic of intermittent clutter
filtering is discussed.
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2 RWP instrument theory and signal processing
Instrument theory, sometimes also called measurement physics, is the science of the
interaction of a sensor with its environment (Wyngaard, 1984). It is particularly im-
portant for remote sensing instruments, where the physical parameter to be observed
can only be inferred indirectly through its effects on the propagation of electromag-
netic or acoustic waves. The main purpose is to get a sufficiently comprehensive but
yet tractable functional relationship between the properties of the medium (the atmo-
sphere) and the received signal (Woodman, 1991). For RWP, such a discussion must
deal with the following four topics:
1. Generation and transmission of a well-defined electromagnetic wave or wave
group into the atmosphere
2. Interaction of the electromagnetic wave with the atmosphere and generation of
scattered waves containing atmospheric information
3. Reception of the scattered waves and transformation to a measurable function
(Receiver voltage or current)
4. Extraction of the desired atmospheric information using adequate mathematical
signal processing methods
This dissertation focuses on a particular problem of the last point. To put this into
perspective, a high-level overview is given before delving into the specific problem of
intermittent clutter filtering.
2.1 Measurement physics
RWP instrument theory is a specific problem within the theory of Wave Propagation
in Random Media, which attempts to describe the interaction between electromagnetic
waves and natural media. The fundamental physical process is the interaction of the
electromagnetic wave with the discrete electric charges in matter, that is protons and
electrons. Those charges are set in oscillatory (accelerated) motion by the wave which
leads to secondary radiation that superposes with the incident field (Feynman et al.,
1991). The macroscopic manifestation of this fundamental microscopic process are ef-
fects like diffraction, refraction, reflection, scattering, change of propagation speed and
absorption (Gossard and Strauch, 1983), depending on the properties of the medium.
It is impossible to describe those macroscopic effects for any practical problem at an
elementary (microscopic) level, even with the aid of modern computers (Laughlin and
Pines, 2000; Mishchenko et al., 2002). For this reason, macroscopic electrodynam-
ics is used (Landau and Lifschitz, 1985; Fliessbach, 1994) and the electromagnetic
properties of matter are described through bulk quantities like permittivity (Bohren
and Huffman, 1983; Stephens, 1994). For RWP, the most interesting phenomenon is
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backscattering, which needs to be theoretically described as completely and accurately
as possible to obtain a link between the atmospheric properties of interest and the mea-
surement.
The atmosphere below the thermosphere (below an altitude of about 85 km) can be as-
sumed to be an electrically neutral continuum, i.e. a dielectric pure gas mixture (Salby,
1996), although short-lived ionization can occur in meteor trails or lightning channels.
Furthermore, a suspension of a broad spectrum of liquid and solid particulates (ag-
gregations of atoms or molecules) is embedded. This includes cloud and precipitation
droplets, ice particles and aerosols. Last but not least, airborne objects like insects,
birds and airplanes need to be considered in practical scattering problems as well.
To make the theoretical description tractable, various idealized scattering models can
be formulated:
• Scattering at refractive index inhomogeneities in particle-free air
• Scattering at particle ensembles in an otherwise homogeneous medium
• Scattering at plasma in lightning channels
• Echoes from airborne objects
• Echoes from the ground surrounding the RWP (through antenna sidelobes)
Instrument theory for RWP is typically restricted to scattering at inhomogeneities of
the refractive index of air. For the atmosphere is almost permanently in a turbulent
state, the connection of electrodynamics and turbulence theory is the mainstay for an
understanding of this problem. The synthesis of Maxwell’s electromagnetic theory
and statistical fluid mechanics (turbulence theory) was pioneered by Tatarskii (1961).
For UHF RWP, the relevant model is that of Bragg scattering, see e.g. Ottersten
(1969a,b); Gossard et al. (1982); Gossard and Strauch (1983); Chadwick and Gos-
sard (1984). Bragg scattering is treated using a number of reasonable simplifications,
like linear polarization of the transmitted wave and the neglect of multiple-scattering
through the small fluctuation approximation (or Born approximation). Furthermore,
an idealized radar system is assumed where the instrument function is characterized
by a Gaussian beam with no sidelobes and where the emitted pulse also has a Gaus-
sian shape. There exists a considerable amount of literature on that topic, including
comprehensive review papers (Wheelon, 1972; Doviak and Zrnic´, 1984; Gage, 1990;
Woodman, 1991; Muschinski, 2004) as well as textbooks (Tatarskii, 1971; Ishimaru,
1978; Gossard and Strauch, 1983; Doviak and Zrnic´, 1993; Monin and Yaglom, 2007).
Nevertheless, it is still an area of active research, see Tatarskii and Muschinski (2001);
Tatarskii (2003); Muschinski (2004); Muschinski et al. (2005).
The second major scattering process for UHF RWP is scattering at small particles, like
droplets or ice crystals. The Rayleigh approximation can be used for simplification, be-
cause the particle diameter is always much smaller than the wavelength. Furthermore
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it is usually assumed that small and randomly positioned particles give rise to incoher-
ent scatter, and the whole process is often termed Rayleigh scattering (Gossard and
Strauch, 1983; Oguchi, 1983; Kropfli, 1984; Doviak and Zrnic´, 1993). However, there
are open questions with regard to the possibility of coherent scattering effects from
particles due to non-random position patterns (Gossard, 1979; Gossard and Strauch,
1983; Jameson and Kostinski, 1999; Kostinski and Jameson, 2000; Erkelens et al.,
2001; Baker and Brenguier, 2007).
Bragg and Rayleigh scattering are the main atmospheric scattering processes for UHF
RWP for most applications. Nevertheless, the practically relevant problem of separat-
ing simultaneous contributions of particulate scatter and clear-air scatter - the so-called
Bragg/Rayleigh ambiguity, a term coined by Knight and Miller (1998) - has not been
resolved in a satisfying manner so far (Fukao et al., 1985; Wuertz et al., 1988; Steiner
and Richner, 1994; Ralph et al., 1995; Cohn et al., 1995; Ralph et al., 1996; Orr and
Martner, 1996; Gage et al., 1999; Williams et al., 2000; McDonald et al., 2004).
The remaining scattering or echoing mechanisms are considered as clutter, that is un-
wanted echoes, for most applications. Scattering at the plasma in lightning channels
is sometimes observed with UHF RWP (Petitdidier and Laroche, 2005). It is usually
no issue for practical wind profiling due to the extremely short lifetime of the echoes
which mostly contributes to a higher noise level, but it is surely a physically interesting
phenomenon observable by radar and has therefore been treated to some extent (Rust
and Doviak, 1982; Williams et al., 1989; Lee et al., 1998). Ground clutter echoes for
RWP are also often observed due to ubiquitous sidelobes of finite aperture antennas
and the high receiver sensitivity (Woodman and Guillen, 1974; Balsley et al., 1977;
Farley et al., 1979; Ogura and Yoshida, 1981; Sato and Woodman, 1982; Woodman,
1985; Martner et al., 1993; May and Strauch, 1998). An example of a typical ground
clutter signature in time series data of a 482 Mhz RWP and the corresponding Doppler
spectrum is shown in Fig. 1-4 of Muschinski et al. (2005). Also, scattering at larger
flying objects like airplanes (Hogg et al., 1983; Strauch et al., 1984; Farley, 1985;
Hocking, 1997) or birds (Barth et al., 1994; Wilczak et al., 1995; Engelbart et al.,
1998) is for obvious reasons not a part of RWP instrument theory, although it can
hardly be denied that such effects can become very relevant in real-world applications.
An example of an aircraft clutter signal is presented in Fig. 5 and 7 of Muschinski
et al. (2005) and a number of different bird echoes are shown in Fig. 3 in Lehmann
and Teschke (2008a) and Fig. 1 in Lehmann (2009). Most striking is the data set plot-
ted in Fig. 10 of Lehmann (2009), which was obtained during a peak event of bird
migration in spring of 2009. To avoid measurement errors due to misinterpretation of
clutter echoes as atmospheric returns, all these effects need to be considered properly.
The hope is that clutter signals have a quite distinct signal characteristic compared
to atmospheric echoes, which would then allow for an identification and subsequent
filtering during an early stage of signal processing.
To illustrate RWP measurement physics, the problem of clear-air scattering (e.g. a
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Figure 2: Geometry of the general scattering problem
scattering in a particle-free atmosphere) is briefly summarized in the following. A
more detailed discussion of scattering processes for RWP can be found in Hirsch et al.
(2003). The relative permittivity ε is the material parameter describing the macro-
scopic polarization properties of air. For a non-polar gas, where the molecules lack
a permanent dipole moment, this polarization depends only on one thermodynamic
quantity, namely the molecule number density which can in turn be expressed by tem-
perature T and pressure p. For polar gases in the atmosphere (water vapor, carbon
dioxide) there is an additional quadratic temperature term, as can be made clear by
Debye’s relaxation model (Stephens, 1994). The classical equation relating the permit-
tivity to thermodynamic quantities and atomic polarizability is the Clausius-Mossotti
equation (Fliessbach, 1994). Using different expressions for the atomic polarizability
of dry air (non-polar gases) and water vapor (polar gas), neglecting carbon dioxide and
noting that by definition the relative dielectric number is related to the refractive index
as n2 = ε, it can be shown (Owens, 1967) that
(n−1)Air = k1za
p
T
+
k2
zw
e
T
+
k3
zw
e
T 2
(1)
where e is the partial pressure of water vapor and the molecular polarization is con-
tained in the parameters ki. za and zw give corrections to the ideal state equation for
gases. In radar meteorology it is common to use the refractivity N (Doviak and Zrnic´,
1993), which is defined as
N = (n−1) ·106 (2)
Using the constants given by Doviak and Zrnic´ (1993) one finally gets
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N = c1
p
T
+ c2
e
T
+ c3
e
T 2
(3)
with
c1 = 0.776
K
Pa
, c2 = 0.716
K
Pa
and c3 = 3.7 ·103 K
2
Pa
.
Obviously, the ubiquitous variations of temperature, humidity and pressure in the tur-
bulent atmosphere cause subsequent variations of the refractive index (Tatarskii, 1971;
Doviak and Zrnic´, 1993), which are the very reason of macroscopic scattering effects
of electromagnetic waves propagating through the atmosphere.
The analysis of the scattering problem starts with the macroscopic Maxwell’s equa-
tions. It is convenient to consider only a harmonic time dependence of the fields by
separating a factor eiωt from the electric E(r, t) and magnetic field vector H(r, t) (Hoff-
man, 1964). This approach results in the following equation
∆E(r)+ ε0µ0ω2ε(r)E(r) =−∇[E(r) ·∇ lnε(r)] , (4)
which implicitly assumes that the phenomenon under consideration is essentially
monochromatic. This is a good approximation whenever the time variation of the
medium is much slower than the propagation time of the wave. The inhomogeneous
vector Helmholtz equation (4) is the basic scattering equation. For the atmosphere,
permittivity fluctuates around a value of one, so
ε(r, t) = 〈ε(r, t)〉+ ε′(r, t) = 1+ ε′(r, t) . (5)
The ansatz for the total electric field is written as E=E0+Es, where E0 is the solution
of the homogeneous version of equation (4), i.e. the field in the absence of permittivity
fluctuations. For single scattering, all products of the two small quantities Es and ε′ are
neglected (Born approximation) and one obtains an equation for the scattered electric
field Es:
∆Es(r)+ ε0µ0ω2Es(r) = ε0µ0ω2ε′(r)E0(r)−∇[E0(r) ·∇ lnε′(r)] (6)
The solution of this equation in the case of no additional boundary conditions (except
the radiation condition) for Es in the far field is known to be (Tatarskii, 1971, 2003):
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Es(r) =
k2
4pi
ZZZ
V
eik|r−r′|
|r− r′| ε
′(r′)[o× [E0(r′)×o] ]d3r′ (7)
The unit vector o = r−r
′
|r−r′| is directed from the variable scattering point to the observa-
tion point. Equation (7) is fairly general, because it only assumes that the observation
point lies in the far-field of the scatterer.
For any concrete problem, the exact scattering geometry (e.g. location of transmit-
ting and receiving antenna) as well as the incident field E0(r) needs to be specified.
To obtain closed-form expressions it is customary to assume that the transmitted elec-
tromagnetic pulse has a Gaussian shape and that the antenna radiation pattern (beam
geometry) is also Gaussian (Tatarskii, 2003; Muschinski, 2004). This model together
with the term eik|r−r′|/|r− r′| essentially defines the instrument sampling functions.
Muschinski (2004) has presented a comprehensive theoretical analysis of the measure-
ment process for clear-air Doppler radars based on explicit formulations for the instru-
ment sampling function. There are two levels of approximation to simplify this instru-
mental sampling function analytically which are obtained by expanding |r− r′| in a
Taylor series and retaining terms up to linear (Fraunhofer approximation) or quadratic
(Fresnel approximation) order.
The Fraunhofer diffraction or small volume scattering approximation assumes that the
phase fronts of the incident wave can be considered as planar over the scattering vol-
ume, which implies that the maximum dimension of the scattering volume L satisfies
L <<
√
pi−1λr. This condition is hardly ever met. If the longest correlation length
of ε′ would be much smaller than L, then the full scattering volume could be divided
into smaller subvolumes where the scattered signal from the subvolumes would add
incoherently (Tatarskii, 1971; Doviak and Zrnic´, 1993). Although this assumption is
often not fulfilled (Doviak and Zrnic´, 1984; Tatarskii, 2003), the traditional Fraunhofer
approximation for the backscattering of a linear polarized plane wave provides already
an important insight. In this case, equation (7) simplifies to
Es(r, t) = E0
k2
4pi
eikr
r
ZZZ
V
ε′(r′, t)e−i2ki·r
′
d3r′ , (8)
where a slow temporal variation of the refractive index at a time scale much longer than
the propagation time of the wave has been introduced again. It can be easily seen from
(8) that the field of permittivity fluctuations is sampled at twice the wavenumber k of
the incident electromagnetic wave. This makes it clear why the refractive-index fluc-
tuations at half-wavelength scale play a prominent role in clear-air backscattering. It is
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essentially a condition for constructive interference, which allows to obtain detectable
backscattered signal levels. Current radar theory builds upon the Fresnel approxi-
mation, which is applicable under much weaker assumptions and includes additional
relevant effects (Doviak and Zrnic´, 1984; Tatarskii, 2003; Muschinski, 2004). A dis-
cussion of this comprehensive theory is beyond the scope of this overview. However,
it was pointed out by Muschinski (2004, paragraph 54) that the Fresnel approximation
leads to the same final radar equation as the traditional Fraunhofer approximation, if
the refractive-index perturbations are statistically isotropic at the Bragg wavenumber.
The RWP antenna receives the backscattered electromagnetic wave and converts it into
a measurable voltage or current signal at the antenna output port, which contains all the
information regarding the measurement. This signal S is proportional to the integral of
Es over the antenna aperture F .
S(r, t) =
ZZ
F
Es(r+ρ, t)df (9)
df= fA(ρ)d2ρ includes the antenna radiation pattern (Herden, 1996; Kon and Tatarskii,
1980; Mailloux, 1994). Leaving the details aside, the received signal can be written as
S(r, t) =
ZZZ
V
G(r′,r)n′(r′, t)d3r′ . (10)
G(r′) is the instrument sampling function, which determines the mapping of the field
of dielectric permittivity fluctuations, or with ε′ = 2n′ due to n2 = ε the fluctuations of
the refractive index, to the received signal.
The backscattered power can be obtained by squaring the voltage (or current) mea-
sured at the antenna output port. Equation (10) can be used to derive theoretical ex-
pressions for the Doppler velocity and higher order moments of the Doppler spectrum,
as discussed in Muschinski et al. (2005), sections 2.4 and 2.5. It thus provides the
basic mapping between the atmospheric properties of interest contained in the field of
refractive-index fluctuations and the signal that is measured by the RWP. The instru-
ment sampling function acts as an integral kernel and yields this an inverse problem
with all associated challenges. The advantage of active remote sensing is the ability
to tailor this kernel within the technical capabilities (e.g. the use of short pulses and a
narrow antenna beam provide a small effective scattering volume and thus good res-
olution). Signal processing is used to convert S(t) into the typical radar measurables
like reflected power, Doppler shift and spectral spread (e.g. the first three moments of
the Doppler spectrum). Those values are then related to atmospheric properties like the
structure constant of the refractive index C2n (Ottersten, 1969a; Tatarskii, 1971), radial
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wind speed and radial velocity variance in the radar resolution volume. However, the
exact meaning of the measurables in case of a non-homogeneous and nonstationary
atmosphere is very difficult to ascertain (Muschinski, 2004). Beside such compre-
hensive attempts to establish analytical relations in RWP instrument theory, the very
nature of turbulence makes this an extremely challenging effort, for the current un-
derstanding of turbulence and refractive-index structure at meter and submeter-scale
in the free atmosphere is rather limited (Muschinski and Lenschow, 2001). However,
such knowledge would be essential for the interpretation of RWP data. Numerical
simulation techniques for realistic turbulent flows in the atmosphere like Large Eddy
Simulation or even Direct Numerical Simulation (Davidson, 2004) have therefore re-
cently been used in lieu of high-resolution in-situ measurements (Muschinski et al.,
1999; Scipion et al., 2008, 2009a; Franke et al., 2009). Such tools allow a systematic
investigation of nearly all aspects of RWP technology with unprecedented detail, for
the simulation can generate a virtual ’in-situ truth’ against which the results of the
measurement process, including signal processing, can be tested.
2.2 Radar hardware
Depending on their particular hardware architecture, RWP can be classified into three
main groups (Muschinski et al., 2005):
Single signal systems are the most frequently used wind profiler type (Law et al.,
2002; Steinhagen et al., 1998; Engelbart et al., 1996; Carter et al., 1995; Ecklund et al.,
1988; Strauch et al., 1984). They are monostatic2 pulse radars using one single carrier
frequency with the hardware architecture resembling that of a typical Doppler radar
system, as described in Skolnik (2001). The term single signal refers to the character-
istics of the instruments sampling function, which can be regarded as an integral kernel
function that maps a field describing the physical properties of the atmosphere relevant
for the actual scattering process to the received radar (voltage or current) signal. For
clear-air scattering, this is the scalar field of the refractive index (or permittivity) irreg-
ularities.
Two signal systems are extensions of the single signal architecture, where basically
two different sampling functions are realized to improve the retrieval of atmospheric
properties of interest. The two techniques that have been used are the frequency-
domain interferometry (FDI) using a monostatic radar with two different carrier fre-
quencies (Kudeki and Stitt, 1987; Chilson et al., 1997) and the spaced-antenna tech-
nique using one carrier frequency and multiple receiving antennas (Lataitis et al., 1995;
Doviak et al., 1996).
Recently, multi-signal systems have been developed and tested. They either use a
bistatic combination of a single transmit and a multitude of receiving antennas to per-
2The same antenna is used for transmitting and receiving.
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form digital beamforming (Mead et al., 1998; Pollard et al., 2000; Helal et al., 2001)
or they transmit several carrier frequencies to achieve so-called range imaging (RIM)
with a single (monostatic) antenna (Palmer et al., 1999; Luce et al., 2001; Smaïni et al.,
2002; Chilson et al., 2003; Chilson, 2004). Much work remains to be done to further
develop, understand and use this obviously most complex and demanding radar archi-
tecture.
In the following, the discussion will be restricted to single signal RWP systems, in
particular to the 482 MHz instruments used in the operational network of the DWD
(Lehmann et al., 2003) as shown in Fig. 1. A block diagram of the general hardware
architecture is given in Fig. 5. The central unit is the radar controller, which uses a
highly stable coherent oscillator as the single reference for all signals. It generates all
control signals needed to operate the radar through Direct Digital Synthesis (DDS).
The electromagnetic pulse to be transmitted is created by a waveform generator which
acts essentially as an amplitude and phase modulator. After a frequency up-conversion
and amplification (through a linear power amplifier), the transmit signal is delivered to
the antenna and the resulting electromagnetic wave is radiated into free space. As the
same antenna is also used for signal reception, a duplexer is necessary to protect the
sensitive receiver electronics from the strong transmit signal. It is typically comprised
of a ferrite circulator and additional receiver protecting limiters.
The antenna is a phased array comprised of coaxial-collinear (CoCo) elements (Law
et al., 2003; Balsley and Ecklund, 1972). A relay-switched true-time delay phase shift-
ing unit generates the necessary phasing of the individual elements required to steer
the beam in three fixed directions for each CoCo sub-array, as shown on the right hand
side of Fig. 3. For the five-beam pointing configuration indicated in Fig. 6, two such
CoCo sub-arrays are combined. Due to the finite extent of the antenna array, the beam
can not be made infinitely narrow. This results in unwanted radiation through so-called
sidelobes in other than the boresight direction and can be visualized through the an-
tenna radiation pattern, which shows the distribution of the total radiated power P as
a function of spherical antenna coordinates θ and φ. Fig. 4 shows the ideal radiation
pattern for the DWD 482 MHz network wind profiler calculated with the method of
Law et al. (1997). Note that the sidelobe level will be somewhat more irregular and
higher in reality because of stochastic excitation differences of array elements due to
hardware imperfections (Mailloux, 1994).
The receiver is of the classical superheterodyne type (Tsui, 1989). A rather broad-
band low-noise amplifier with an excellent noise-figure is necessary to raise the signal
level of the weak atmospheric return for further processing. After frequency down-
conversion to an intermediate frequency (IF), the signal is bandpass-filtered, demod-
ulated and A/D converted for further digital processing in the radar processor. To
maximize the per-pulse signal-to-noise ratio (SNR) for optimal signal detection, the
bandwidth of the bandpass filter is matched to the transmitted pulse (Zrnic´ and Doviak,
1978). Actual technical implementations differ, for example the received signal can be
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Figure 3: Single coaxial-collinear antennas with ideal current amplitude distribution
(left) and array arrangement (right). A planar CoCo array generates a linear polarized
electromagnetic wave, with the electric and magnetic field vector oscillating in the so-
called E-plane or H-plane, respectively. The antenna beam is steerable in the H-plane
through a different phasing of the CoCo lines. (Graphics courtesy of D.C. Law.)
Figure 4: Surface plot of the ideal normalized antenna radiation pattern |P(θ,φ))|2/P0
in logarithmic scaling (dB) for an oblique beam of the 482 MHz RWP at Bayreuth.
digitized either at IF (so called digital IF receivers) or at base-band, after further analog
down-conversion by a quadrature detector (analog receiver).
Single signal RWP use the simple method of Doppler beam swinging (DBS) to de-
termine the wind vector. At least three linear independent beam directions and some
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Figure 5: Simplified block diagram of the DWD 482 MHz radar wind profiler. (Graph-
ics courtesy of J.W. Neuschaefer.)
assumptions concerning the wind field are required to transform the measured ’line-
of-sight’ radial velocities into the wind vector. This principle will be briefly shown for
a five beam system as depicted in Fig. 6.
In the vicinity of the radar, the wind field v with components (u,v,w) in a cartesian
coordinate system can be approximated through a Taylor series expansion in the hori-
zontal coordinates up to the linear term:
v(x,y,z)≈ v(x0,y0,z)+∇hv(x,y,z)|x0,y0 ·∆r . (11)
For simplicity it is further assumed (without loss of generality) that the antenna beam
directions are aligned in parallel to the cartesian coordinate axes (i.e. x East, y North).
If the radial velocity measured in the ’line-of-sight’ of a radar beam described by unit
directional vector n is written as
vr = v ·n (12)
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Figure 6: Beam pointing configuration of a five-beam DBS radar wind profiler
and with δx = δy = z tan(α0)cos(α0), the differences of the radial winds of the four
oblique beams at height z are obtained as
[vrE − vrW ] (z) = 2u0(z)sin(α0)+2∂w∂x (z)δx(z) (13)
[vrN− vrS] (z) = 2v0(z)sin(α0)+2∂w∂y (z)δy(z) . (14)
Here, α0 is the zenith distance of the oblique beams, z is the height above ground
and the subscripts denote East, West, North and South, respectively. It is immediately
obvious that one assumption is required to determine the (horizontal) wind components
(u0,v0) above the radar, namely
∂w
∂x
=
∂w
∂y
= 0 . (15)
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That is, the horizontal shear of the vertical wind must vanish to retrieve the horizontal
wind without errors. A discussion of the problems associated with the DBS method
can be found in Koscielny et al. (1984); Weber et al. (1992); Goodrich et al. (2002).
The condition (15) is of course not always fulfilled, in particular not in a convec-
tive boundary layer. The problem and the resulting measurement errors have recently
been investigated by Scipion et al. (2008, 2009b), they are even noticeable in NWP
data assimilation (Cardinali, 2009). However, the assumption is usually correct for
mean winds averaged over a longer time interval. Cheong et al. (2008) have used data
obtained with a volume-imaging multi-signal wind profiler in a convective boundary
layer to show that for this particular case the assumptions inherent in the DBS method
were valid for a wind field averaged over 10 minutes. More work is certainly required
to obtain reliable estimates of this error under a variety of conditions.
2.3 Standard RWP signal processing
The mathematical definition of an analog signal is that of a function S :R 7→R, which
assigns to every time t a signal value S(t) (Allen and Mills, 2004). For RWP, this
signal is the voltage or current at the output port of the antenna: S(r0, t) = S(t), which
is the physical carrier of all information that is available about the atmosphere through
the scattering process, see equation (10). The purpose of RWP signal processing is
now to convert the measured electrical signal to meteorological parameters - this most
concise definition is due to Zrnic´ (1990). The key aspects are (Keeler and Passarelli,
1990; Fabry and Keeler, 2003):
• To extract as much information as possible, with the specific purpose of obtain-
ing accurate, unbiased estimates of the characteristics of the desired atmospheric
echoes.
• To estimate the confidence/accuracy of the measurement.
• To mitigate effects of clutter or interfering signals.
In general, signal analysis aims at a full understanding of a signal. To achieve this it
is necessary to first appreciate the nature of the signal itself, for its general properties
obviously dictate the optimal mathematical analysis methods. In particular it is useful
to find a problem adapted mathematical representation of the signal that facilitates an
easier physical interpretation. The goal is to arrive at a simpler, structural description of
the signal so that its information content can be interpreted by higher-level algorithms
(Allen and Mills, 2004). For this purpose, the signal is usually transformed from its
original form to another representation (e.g. from time domain to frequency domain)
without the loss of information (through a one-to-one, or injective mapping) in order
to obtain a clearer picture of its specific characteristics. In some sense, the intention is
to look at the same piece of information from a different perspective (Flandrin, 1999).
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The choice of this new representation is of course crucial for the following signal
processing tasks, like detection, classification, and estimation. As long as there is little
a-priori knowledge about the signal, the signal representation should require only few
assumptions.
The quality of signal processing largely determines the accuracy and precision of the
final data. RWP signal processing has evolved at a rather slow pace over the last three
decades. Two factors might have contributed to this fact: The original algorithms were
mainly developed for an idealized profiler setting where the receiver signal is assumed
to consist of only two components: The atmospheric signal and the ubiquitous thermal
noise of the receiver electronics. Other contributions, especially clutter components or
interference are neglected. Furthermore, hardware constraints were a limiting factor
with regard to technically feasible implementations, thus preventing the use of more
sophisticated methods. The majority of RWP’s today uses the same standard signal
processing which consists of the following steps (Strauch et al., 1984; Tsuda, 1989;
Barth et al., 1994; Carter et al., 1995):
• Coherent integration of the digitized baseband signal, e.g. Schmidt et al. (1979)
• Estimation of the Doppler spectrum, e.g. Wilfong et al. (1999)
• Estimation of the noise level (Hildebrand and Sekhon, 1974)
• Determination of the first three moments of the maximum energy peak in the
Doppler spectrum, e.g. Woodman (1985); May and Strauch (1989)
• Signal detection by consensus averaging (Fischler and Bolles, 1981)
• Computation of the horizontal wind, e.g. Adachi et al. (2005)
In the idealized setting, the general properties of the receiver signal at the antenna
output port of a pulsed single-frequency RWP can be summarized as follows, see also
Lehmann and Teschke (2008a):
S(t) is a continuous real-valued random voltage signal. Every measurable physical
quantity is real. The presence of electronic noise and the random nature of the scatter-
ing medium requires the application of the mathematical concept of random functions.
S(t) is narrowband. The transmitted radar signal is narrowband and concentrated
around a carrier frequency. The bandwidth is restricted through frequency regulations
constraints and the higher carrier frequency is needed to first obtain the necessary wave
propagation and scattering properties (Bragg condition) and second, to ease the tech-
nical realization of such a radar, like the necessary antenna directivity with a feasible
physical size of the antenna. Therefore, the receiver signal is band-limited (B << ωc)
as well, with a maximum bandwidth B that is largely determined by the bandwidth
of the transmitted pulse. The signal information is contained in the slowly varying
envelope of the signal, whereas the carrier frequency is irrelevant in that respect (Mc-
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Donough and Whalen, 1995). Information extraction thus requires a demodulation of
the measured signal.
S(t) exhibits a potentially large dynamic range. This is due to the high sensitivity
of RWP, the high efficiency of some clutter echoing and atmospheric scattering pro-
cesses (e.g. precipitation) as well as geometric effects, and leads to signals whose
intensity varies easily over many orders of magnitude. Whereas the sensitivity of a
RWP receiver for a nearly monochromatic signal is about -150 dBm3 or less, the range
of backscatter signals from the atmosphere can easily exceed 10 orders of magnitude
(White et al., 2000) and particularly strong clutter returns might extend this range even
further. The large dynamic range must be considered for spectral estimation, especially
in view of multi-component detection. Due to antenna geometry and the properties of
volume scattering, the range dependence of the transmitted field strength is ∝ 1/r, cor-
responding to a power reduction ∝ 1/r2. This naturally leads to very weak signals at
upper range gates, which are often close to the detectability of the receiver. Detection
of such weak signals in noise or, equivalently, an optimization of the SNR, requires
a matched filter approach (Zrnic´ and Doviak, 1978; Tsuda, 1989; Doviak and Zrnic´,
1993). In general, the variation of signal strength over many orders of magnitude is
typical for radar systems.
Demodulation, range gating and A/D conversion
The narrow-band RWP signal at the output port of the low noise amplifier can be
written as
Srx(t) = A(t)cos [ωct+Φ(t)] . (16)
All available information about the scattering process is contained in the amplitude and
phase modulation of the received signal Srx(t). It is technically difficult to sample such
a signal, therefore a demodulation step is performed first, which essentially removes
the irrelevant carrier frequency ωc while the modulation information contained in the
instantaneous amplitude A(t) and the instantaneous phase Φ(t) remains unchanged.
The Fourier spectrum of such a narrowband signal is centered at both − fc and + fc,
e.g. Randall (1987). Due to the modulation property of the Fourier transform (Mallat,
1999), a simple frequency down-shift operation by multiplication with e−iωct is not
helpful, because it would shift the negative part of the spectrum as well. Instead, a new
signal S+(t) with the following Fourier spectrum Sˆ+ is created:
Sˆ+(ω) = Sˆ(ω)+ sgn [ω] Sˆ(ω). (17)
31 dBm = 10 lg(P / 1 mW)
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This operation clearly removes the negative part of the original signal spectrum. The
signal S+(t) is called the analytic signal or pre-envelope of S(t) (McDonough and
Whalen, 1995). In the time domain, it is formed as
S+(t) = S(t)+ iH [S(t)] , (18)
where the operator H denotes the Hilbert transformation4
H [S(t)] =
1
pi
+∞Z
−∞
S(t ′)
t− t ′ dt
′. (19)
Obviously, S(t) =ℜ [S+(t)] . If a narrowband signal is going to be represented in terms
of amplitude and phase as V (t) = A(t)cos(Φ(t)), then both amplitude and phase are
not uniquely defined (Mallat, 1999). However, the signal extension defined by the
Hilbert transform is unique and optimal in the sense that it minimizes the average rate
of temporal variation of the envelope (Papoulis, 1991). The analytic narrowband signal
can be written as
S+(t) =
[
S˜(t)eiωct
]
, (20)
where S˜(t) is the complex envelope of the original signal. Multiplication of S+(t)
with e−iωct now clearly removes the carrier without loss of information and gives the
complex envelope
S˜(t) = S+(t)e−iωct = (S(t)+ iH [S(t)])e−iωct = I(t)+ iQ(t) , (21)
where the real part of the complex envelope is the so-called in-phase I(t) and the imagi-
nary part Q(t) the quadrature phase of the signal, see McDonough and Whalen (1995).
For a stochastic narrowband signal, this representation is called Rice representation
(Papoulis, 1991). The Hilbert transform is not easily implemented in real systems.
Instead, I(t) and Q(t) are determined using a quadrature demodulator. Details depend
on the receiver architecture of the RWP. Older analog systems use a hardware (mixer)-
based quadrature detector to down-convert the signal to baseband and to obtain the
complex envelope by determining the in-phase and quadrature-phase components, the
4The integral is understood in the sense of the Cauchy principal value.
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so-called complex video signal. Matched filtering is also performed in hardware before
the complex signal is sampled and digitized by two A/D converters. Modern digital
systems start by first digitizing the signal at IF. Usually, the Nyquist criterion would
require a high sampling rate to unambiguously represent the signal. However, if cer-
tain conditions (mainly signal bandwidth limitations) are fulfilled, a judiciously chosen
subsampling can be used to both down-convert the signal and to determine the quadra-
ture components digitally in one step, this is called quadrature sampling (McDonough
and Whalen, 1995). Matched filtering is performed digitally in this case.
For a fixed beam direction, RWP transmit a series of short electromagnetic pulses, each
one separated by a time interval ∆T , in which the backscattered signal is sampled. For
a single pulse, the sampling in time allows the determination of the radial distance
of the measurement using the well-known propagation speed of the wave group. The
maximum distance for unambiguously determining the measurement distance is lim-
ited by the pulse separation or inter-pulse-period ∆T and hmax = c∆T/2 is called the
maximum unambiguous range. ∆T has to be set sufficiently high to prevent range
aliasing problems, that is arrival of backscattering signals from the preceding pulse
after the next pulse is transmitted. For a typical wind profiler it is if the order of 10−4s.
Range gating is usually done in the A/D process using sample and hold circuitry. The
sample strobe required for range gating and pulse repetition is provided by the radar
controller. If the range sampling frequency is given by 1/∆t and Nh is an integer
denoting the number of range gates with ∆T < Nh∆t, then signal S˜(t) is obtained at the
discrete grid
S˜[ j,n] = S˜(t0+ j∆t+n∆T ) , j = 0, . . . ,Nh−1, n = 0, . . . ,NT −1 . (22)
For each range gate j, that is for the height c/2 · j ·∆t, a discrete time series of the
complex envelope of the signal with a sampling interval of ∆T is obtained5. In the
following, only one range gate j will be considered, so the range gate index will be
suppressed for convenience. Slightly abusing the notation, the tilde denoting the com-
plex envelope will also no longer be used and the complex time series is written as
S[n] = SI[n]+ iSQ[n], n = 0, ...,NT −1 . (23)
The digitized raw signal
The standard model assumption of a RWP signal is that of a stationary Gaussian ran-
dom process. Consider a zero-mean proper complex random sequence z = x+ iy with
Ez = 0 and a nonsingular covariance matrix C = E
[
(z)(zT)
]
, where |C| denotes the
5Hardware effects like the group delay of the pulse in the radar electronics are ignored for simplicity.
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determinant. If the probability density function of the random sequence zn = z(tn) fol-
lows a multidimensional normal distribution (Miller, 1969; Neeser and Massey, 1993)
p(z1,z2, ...,zn) = p(z) = pi−n |C|−1 e−zHC
−1z (24)
it is said to be Gaussian and written as N (0,C). Obviously, the stochastic process
is completely specified by its second order properties, namely the covariance matrix,
and all higher order moments are zero by definition. If such a process is stationary,
then E(z[p]z[q]) = Cov(z[p],z[q]) = r[p− q], where r[k] denotes the autocorrelation
sequence.
The classical way to analyze such signals is based on spectral estimation. The concept
of a power spectrum is motivated by Cramer’s spectral representation theorem, which
states that every stationary random process can be decomposed into a sum of sinu-
soidal components with uncorrelated random coefficients (Percival and Walden, 1993;
Priestley, 1981). This is the analogue to the Fourier representation of deterministic
functions. The model assumption for RWP signals is that the demodulated discrete
voltage sequence at the receiver output can be written as
S[n] = I[n]eiωn∆T +N[n], (25)
where I[n] ∼ N (0,RI) and N[n] ∼ N (0,RN) are independent complex zero-mean
Gaussian random vectors describing the atmospheric signal and the receiver noise,
respectively (Zrnic´, 1979), ∆T is the sampling interval of the sequence and ω the mean
Doppler frequency. Furthermore, I[n] is narrowband compared to the receiver band-
width and |ω| ≤ pi/∆t (Nyquist criterion). Because S[n] is the result of the demodula-
tion of a real valued zero-mean and stationary Gaussian random process, the resulting
complex random process is also stationary, zero-mean and proper, that is the sequence
has a vanishing pseudo-covariance E(S[p]S[q]) = 0 (Neeser and Massey, 1993). The
underlying random process of the realization S[n] is completely characterized through
its covariance matrix R with entries (Lehmann and Teschke, 2008a)
(R)p,q = Cov(S[p],S[q])
= σ2Iρ[p−q]eiω(p−q)∆T +σ2Nδp−q,0,
The autocorrelation sequence ρ is typically assumed to be Gaussian as well, which
corresponds to a Gaussian signal peak in the power spectrum. If the spectral width of
the signal is σv, then (Zrnic´, 1979; Frehlich and Yadlowsky, 1994)
ρ[n] = e−2pi
2σ2vn2∆T 2 . (26)
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Note that this Gaussian correlation model must not be confused with the characteri-
zation of the random process as Gaussian, which covers a much wider class of sig-
nals. To completely describe the random process it suffices to consider either the
auto-covariance function, or, by the Wiener-Khintchine theorem, the power spectrum.
In radar meteorology, the latter is usually referred to as the Doppler spectrum.
This signal model is the justification for the commonly employed restriction of further
processing to estimate only the first three moments of the Doppler spectrum, which
then contain the complete information. The assertions are often used in simulations of
the radar signal (Zrnic´, 1975; Frehlich and Yadlowsky, 1994; Muschinski et al., 1999).
Furthermore, stationarity must be assumed over typical dwell-times of O(1 minute).
While this is a classical assumption in radar signal processing (Zrnic´, 1975, 1979;
Woodman, 1985; Frehlich and Yadlowsky, 1994; Lottman and Frehlich, 1997), the
maximum time interval for which this assumption can be made safely is unknown.
Somewhat surprisingly, this problem of selecting the dwell time Td =NT ·∆T is hardly
ever mentioned explicitly in treatments of RWP signal processing, see the discussion
in Lehmann (2009). For later convenience, NT is defined as NT = Nci ·Np ·Ns.
Digital pre-filtering
Digital pre-filtering includes all operations on the signal S before a Doppler spectrum
is estimated. Most existing wind profiler systems still employ a simple digital filter-
ing method called coherent integration. This method was previously implemented by
hardware adder circuits which had to be used in the past because the sampling rate ∆T
was beyond the digital processing capabilities of the first wind profilers. This allows a
reduction of the data rate at the expense of the analyzable Nyquist interval. Coherent
integration through averaging of Nci complex samples can be written as
Sci[m] =
1
Nci
Nci−1
∑
n=0
S[m ·Nci+n] , m = 0, . . . ,(Np ·Ns)−1 (27)
This can be regarded as a digital boxcar filter operation, followed by decimation (Far-
ley, 1985). Its frequency response characteristics is often referred to as comb-filtering,
with an amplitude transfer function depending on frequency as
|H( f )|= sin(Ncipi f∆T )
Nci sin(pi f∆T )
=DNci( f∆T ) , (28)
where DNci is the Dirichlet kernel (Schmidt et al., 1979; Percival and Walden, 1993).
A plot of this function around baseband is shown in Fig. 7. Note that the function is
periodic and only plotted over a finite interval. The time increment of the coherently
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IPP = 183000 ns
NCI = 23
(PRF= 5464.48 Hz)
Figure 7: Example of the coherent filter response characteristics |H( f )H(0) |for IPP=183µs
and Nci = 23 for the limited frequency range given on the abscissa (Hz). The ordinate
scaling is logarithmic (dB).
integrated series is now Nci ·∆T . This method poses no problems if the number of
coherent samples Nci is chosen not to large.
Spectral estimation
With the classical assumption that the coherently integrated time series Sci[m] for at-
mospheric returns can be regarded as a stationary Gaussian random process, it suffices
to estimate the power spectrum for a description of this process without loss of in-
formation. The latter is usually referred to as the Doppler spectrum. In wind profiler
radars, a modified periodogram is used as a classical nonparametric estimator of the
power spectrum (Kay and Marple, 1981; Percival and Walden, 1993). This method
needs no further a-priori information and produces reasonable results for a large class
of relevant processes, including ground clutter and some types of Radio Frequency
Interference (RFI). Furthermore, it can be easily implemented using a Discrete Fourier
Transform (DFT).
The (leakage) bias of the periodogram estimate is reduced through data tapering, e.g.
the time series is multiplied with a window sequence w[n]. Traditionally, a Hanning
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window is employed for it is conveniently implemented in the frequency domain, but
in general a variety of windows is at disposal (Harris, 1978). For a reduction of the
variance of the estimate, there are basically three options:
1. The whole time series is transformed through a DFT and the estimate is
smoothed across frequencies (Muschinski et al., 2005). This is known as a lag
window spectral estimator (Percival and Walden, 1993).
2. The time series is broken up into Ns segments of equal length, the direct spec-
tral estimate is computed for each segment and the Ns estimates are averaged
together. This method is called Welch’s overlapped segment averaging (WOSA)
estimator (Welch, 1967; Percival and Walden, 1993). It is popular due to its
easy implementation and known as spectral or incoherent averaging in the RWP
community (Strauch et al., 1984; Tsuda, 1989).
3. A series of estimates is calculated using a set of orthogonal data tapers, which
are then averaged together. This multitaper estimator was proposed by Thomson
(1982) and recently used for RWP by Anandan et al. (2004).
The most popular method in RWP signal processing is the WOSA approach. For
Ns segments of length Np without overlapping of the blocks, the individual esti-
mates are obtained for Ns segments, l = 0, . . . ,Ns− 1, and Np discrete frequencies,
k = 0, . . . ,Np−1 as
P[l,k] =
1
Np
∣∣∣∣∣Np−1∑m=0 w[m]Sci[l ·Np+m]e−i
2pikm
Np
∣∣∣∣∣
2
, (29)
and simple averaging then yields the estimate:
P[k] =
1
Ns
Ns−1
∑
l=0
P[l,k] . (30)
The Doppler spectrum is usually given as a function of velocity instead of frequency.
The conversion between frequency shift f and radial velocity vr uses the well-known
relation f = 2vr/λ, where λ denotes the radar wavelength.
Signal detection, classification and moment estimation
An example of a typical Doppler spectrum is shown in Fig. 4 of Muschinski et al.
(2005) where two spectral maxima are present that reside on white noise. To discrimi-
nate between noise and signals, an objective noise level is estimated using the method
put forward by Hildebrand and Sekhon (1974). This method works well if white noise
occupies a sufficient part of the spectrum. In the next step it is necessary to select the
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Figure 8: The consensus principle. The upper part shows the distribution of 120 indi-
vidual estimates for the Doppler velocity at one range gate of a 482 MHz wind pro-
filer measured over one hour. The line shows the consensus estimate. The lower part
shows the histogram (distribution) of the individual estimates. Note that this resem-
bles approximately the PDF of the velocity estimator. A distinct maximum of Doppler
estimates can be seen near 9 m/s - this is in agreement with the value estimated by the
CNS. Median values and arithmetic mean are given for comparison.
signal peak caused by the atmospheric return. A well-established method exists which
is called the first moment algorithm (Strauch et al., 1984; May and Strauch, 1989), it
essentially selects the signal peak with maximum power density as the atmospheric
signal. The method works quite well for single peak spectra.
As already discussed, the power spectrum of the atmospheric signal is assumed to
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have a Gaussian form though this can be violated for certain radar returns (Wood-
man, 1985). This has the advantage that the first three moments, namely power, mean
frequency and frequency spread, are sufficient for a complete description of the signal
(Woodman and Guillen, 1974). They are well-defined even if the Gaussian assump-
tion of the form of the power spectrum is violated, see Appendix B in Lehmann (2009).
For spectra with sufficient frequency resolution it might nevertheless be interesting to
consider higher order moments. This is a topic for future work.
Small SNR values are typical for RWP, at least for the uppermost range gates. Con-
sequently, one is faced with a statistical detection task, which leads to a binary deci-
sion problem with two hypotheses (H0 no atmospheric signal present, H1 atmospheric
signal present). For known stationary signals, a matched filter approach (basically a
correlation with the expected signal) optimizes the SNR in the detection process (Hel-
strom, 1968). Unlike classical radars, profilers operate with low detection thresholds
which leads to the fact, that for weak signals the probability of false alarm may be as
high as the probability of detection (Ferrat and Crochet, 1994). Of course one has to
deal with an inevitably high number of bad estimates (Frehlich and Yadlowsky, 1994).
The same problem occurs with other remote sensing systems, for instance with lidar
(Smalikho, 2003).
To handle this situation, a rather simple but very powerful method is used which is
called consensus averaging (a more appropriate name would perhaps be consensus
filtering). The probability density function (PDF) of a maximum energy based estimate
vˆ for the true mean Doppler velocity v in case of white noise (SNR parameterized by
0≤ b≤ 1) is a Gaussian superposed on white noise (Frehlich and Yadlowsky, 1994):
p(vˆ) =
b
2vN
+
1−b√
2piσ
e−
(vˆ−v)2
2σ2 (31)
Here, b determines the fraction of bad estimates and σ is the standard deviation of good
estimates. This simple model makes the assumption that the Doppler frequency of the
atmospheric echo is quasi-stationary over a time scale of up to 1 hour. The Gaussian
is more pronounced for a higher SNR (a smaller value of b) or less pronounced for
a low SNR (a higher value of b). In other words, a low SNR increases the chance
that the estimated Doppler velocity estimate is drawn from the white noise part of the
PDF. To minimize the influence of noise on the estimates, nonlinear digital filtering
is performed by means of the so called consensus average (Fischler and Bolles, 1981;
Strauch et al., 1984). The consensus has the following two purposes:
1. It acts as a decision statistics to discriminate between (false) Doppler estimates
caused by random noise peaks and (correct) estimates which are due to station-
ary atmospheric returns.
2. It is a homogeneous, nonlinear estimator for the Doppler velocity that includes
outlier suppression.
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Other nonlinear filters are possible as well (for instance the Median), but consensus
has proven its robustness and accuracy (Strauch et al., 1984). The principle is best
illustrated graphically, see Fig. 8.
2.4 Clutter effects: Signal processing revisited
While instrument theory provides a first clue on the general properties of the mea-
surable function at the antenna output port, this is necessarily a simplified one. In
particular, the theory is not complete in the sense that it contains all real-world effects
like clutter or radio interference. The simple model (25) for the demodulated voltage
signal must therefore be extended and written as
S[n] = I[n]eiωn∆t +N[n]+C[n], (32)
where C is a clutter component with possibly very diverse properties, depending on
its origin. Taking the clutter component C into account, the general properties of the
RWP signal are modified as follows:
S(t) is multi-component. This is caused by the possibility of different collectively
acting scattering mechanisms, internal (electronic) noise and possibly also external
(artificial) effects. In the strict sense, only the clear-air scattering mechanism is of in-
terest for RWP. However, from a practical point of view it has become customary to
also include scattering at hydrometeors as a non-clutter component, at least as long as
the particles can be considered as passive tracers for wind measurements. As signal
components from different scattering processes or other effects may be present simul-
taneously, they need to be separated and classified using available a-priori information.
Electronic noise is ubiquitous in every receiver and external Radio Frequency Interfer-
ence (RFI), e.g. digital television signals in UHF channel 22 (DVB-T) in Germany,
may also be present (Wilfong et al., 1999).
S(t) may have nonstationary components. While the receiver signal is intrinsi-
cally nonstationary due to the impulsive character of the transmitted signal (pulse) and
the inhomogeneous vertical structure of the atmosphere, this property is significantly
changed during range gate sampling. The assumption of stationarity is usually valid
for atmospheric scattering, ground clutter and noise, provided the scattering medium
at a fixed height does not change its properties significantly over the length of the time
series (Woodman, 1991). This is one of the basic assumptions of signal processing
for atmospheric radars (Keeler and Passarelli, 1990) and the main motivation for using
spectral analysis. However, for bird, airplane and lightning echoes it is quite obvious
that the clutter component can never be assumed to be stationary. The characteristic
duration of these transient echoes varies: Lightning echoes are not longer than 100
ms (Röttger et al., 1995; Petitdidier and Laroche, 2005), aircraft echoes are typically
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shorter than 10 s (Boisse et al., 1999) and echoes of a single bird can be estimated
to extend 10-100 s (Merritt, 1995; Lehmann, 2009). This makes it necessary to ap-
ply mathematical methods for the analysis of nonstationary signals, which is the main
focus of this thesis.
Ignoring the clutter term leads to errors in parameter estimation, the severity of which
varies with the particular clutter type, strength and duration. Such problems were
noted for horizontal wind profiling applications, (Angevine and MacPherson, 1995;
Angevine et al., 1998b,a) as well as for measurements of other atmospheric param-
eters, like determination of refractive index gradients (Gossard et al., 1998, 1999),
turbulence parameters (Angevine et al., 1994), vertical wind (Angevine, 1997), bound-
ary layer properties (Grimsdell and Angevine, 2002; Bianco and Wilczak, 2002; Heo
et al., 2003), tidal and gravity wave effects (Whiteman and Bian, 1996; Browning et al.,
2000; Ralph, 2000) etc. This list of references is far from being complete. In research
applications, a careful editing of data by trained experts can partly remedy the defi-
ciencies of classical signal processing. In this case it is often stated that the quality of
the measurements required careful data cleaning or even human data editing.
While a subjective data cleaning approach is at the very least unsatisfactory, it is truly
impossible for continuously running operational wind profilers. This became soon ob-
vious after installation of the NOAA-WPDN (Barth et al., 1994; Wilczak et al., 1995).
Quality control postprocessing was therefore developed to address the observed prob-
lems at least partly (Wuertz and Weber, 1989; Weber and Wuertz, 1991; Barth et al.,
1994), but the need for improved signal processing methods was also recognized. Con-
sequently, work began to develop improved automatic signal processing algorithms
(Riddle and Angevine, 1991; Clothiaux et al., 1994; Merritt, 1995; Hocking, 1997; Jor-
dan et al., 1997; Griesser, 1998; Schumann et al., 1999; Boisse et al., 1999; Cornman
et al., 1998; Cohn et al., 2001; Vogt and Sacher, 2001; Morse et al., 2002; Goodrich
et al., 2002; Wilfong et al., 1999; Law et al., 2002; Bianco and Wilczak, 2002; Stankov
et al., 2003; Weber et al., 2004). Unfortunately, most of these algorithms have only
reached an experimental status. Long-term evaluations are often lacking as was in
particular noted by Richner and Kretzschmar (2001) for intermittent clutter filtering
methods. Also, it must be remarked that many of these advanced algorithms were
developed using ad-hoc justifications. Some authors even noted explicitly that the al-
gorithm was developed to mimic the human expert (Cornman et al., 1998), but this
describes rather a goal than providing a clear guideline for algorithm development.
The need for improved and validated RWP signal processing is obvious to everyone
working directly with these instruments. I can probably not do better than quoting
Dr. Richard (Dick) Strauch, who installed the Colorado-Profiling network (Strauch
et al., 1984) and developed much of the processing that is used until today (personal
communication, September 2002):
It is surprising (...) that we are now working with incredible compute
power and memory but the processing is still about what it was with mini-
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computers with 32k memory. However, I have always believed that when
spectra are contaminated (as they almost always are at low altitude and
more often these days at all altitudes with RFI) then it should be possible
to do better.
Not surprising, however, is the fact that methods of modern signal analysis have a
tremendous potential for a deeper understanding of the nature of real-world signals,
which consequently can lead to improved processing algorithms. Two important con-
clusions can be drawn from the discussion above:
1. The non-stationary character of C makes it obvious that a sole spectral represen-
tation of the signal is inadequate to efficiently describe the clutter component.
Methods of non-stationary signal analysis need to be used to find a decent (hope-
fully sparse) representation for such signals, which may then allow efficient fil-
tering strategies with the purpose of removing C (Jordan et al., 1997; Boisse
et al., 1999; Lehmann and Teschke, 2001, 2008a).
2. Several independent stationary signal components will give rise to a Doppler
spectrum with multiple signal peaks. Such a situation is not accounted for in
standard processing, and a variety of so-called multi-peak algorithms have there-
fore been proposed. Among them are simple methods, like the ground clutter
algorithm by Riddle and Angevine (1991) which is in widespread use, as well as
other, more complex techniques (Griesser, 1998; Cornman et al., 1998; Wilfong
et al., 1999; Morse et al., 2002). The number of existing algorithms is symp-
tomatic for the many different approaches to tackle the multiple peak problem.
Unfortunately, there are only few validation attempts (Cohn et al., 2001; Gaffard
et al., 2006; Hooper et al., 2008) and operational experience is still indicative
of problems with these methods. The most important issue is the excessive use
of weakly justified a-priori assumptions, like vertical continuity constraints, for
peak selection. More work is needed to refine multi-peak processing and a pre-
ceding intermittent clutter filtering will surely be beneficial in that respect.
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3 Non-stationary clutter and its filtering
The focus of this thesis is on the problem of intermittent clutter, which includes echoes
from lightning channels, aircraft and birds. The latter are by far the most problematic
clutter source due to a relative long characteristic time scale of the echoes and a high
frequency of occurrence during nocturnal migration in spring and fall. During such
episodes, comparisons with independent reference data have shown errors in RWP
wind speed measurements of up to about 10 m/s, which are furthermore correlated in
vertical range over many hundred meters and in time over several hours. An example
of the operational wind measurement obtained with the 482 MHz RWP at Lindenberg
in spring 2002 illustrates the problem: Fig. 9 shows that the difference in wind speed
between the two measurements in the height range between 1000 m and 2500 m msl is
quite significant, with a maximum of about 10 m/s. Inspection of the Doppler spectra
reveals the typical signature of bird echoes: Wide, irregular peaks, which are often
discontinuous with respect to the overall vertical profile. An example is shown in Fig.
10 and more examples can be easily found.
It is mandatory to avoid the assimilation of bird-contaminated profiler wind data in
numerical weather prediction models, as this can have significant effects on the qual-
ity of the forecasts (Semple, 2005; Cardinali, 2009). Such incorrect measurements, if
not detected and excised, may be the cause of significant errors in data assimilation,
in particular when several systems in a network are affected simultaneously and other
measurements for a buddy-check based quality control (Nehrkorn, 2000; Guo et al.,
2000; Benjamin et al., 2004a; Semple, 2005) are not available. The relative weight-
ing assigned to the observation in the assimilation process is determined by its error
characteristics, often expressed as an observation covariance (Talagrand, 1997; Rabier
et al., 2008). This needs to be much smaller than what may be observed during bird
migration for the observation to have any positive impact. In particular, it is important
to avoid correlated errors, because most current data assimilation methods make the
assumptions that measurement errors are uncorrelated (Stewart et al., 2008).
Birds are known to be effective targets for a wide range of radars, with frequencies
ranging from X-band to UHF (Vaughn, 1985; Bruderer, 1997). The fact that migrating
birds can drastically affect RWP measurements is known for more than a decade (Eck-
lund et al., 1990; Barth et al., 1994; Wilczak et al., 1995; Douglas and Stensrud, 1996;
Engelbart et al., 1998). It was nicely summarized by Wilczak et al. (1996) as follows:
It has only recently become widely appreciated that mean winds from op-
erational wind profilers and scanning Doppler radars often have errors
on the order of 5-10 m/s for heights up to several kilometers that result
from nocturnal migrating birds. For wind profilers, signal processing tech-
niques have been developed for periods of light and moderate contamina-
tion that remove the bird signal while leaving the true atmospheric signal.
For times with severe contamination, the bird signal must be identified us-
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Figure 9: Measurement of the vertical profile of the horizontal wind on April 16, 2002,
obtained with the Lindenberg 482 MHz RWP between 22:30 and 23:00 UTC (blue)
and between 23:00 and 23:30 UTC (red). Additionally shown is the wind measurement
of the co-located routine Radiosonde with launch time 22:45 UTC (black).
ing combinations of the Doppler moments and then be excised from the
data.
This statement is in agreement with the operational experience at DWD. Depending on
the actual weather conditions, significant bird echoes are observable from about mid-
February until June for the spring migration period and between July and November for
fall migration. Richner and Kretzschmar (2001) reported bird migration in more than
160 nights per year in Central Europe and consequently, about 10 percent of hourly
wind data gathered with a 1290 MHz RWP in Payerne were found to be contaminated.
They furthermore suggested to use bird migration data from a wind profiler network
for ornithological purposes, much in line with Merritt (1995).
The susceptibility of RWP systems to bird echoes primarily depends on wavelength
and antenna characteristics. It mostly affects L-band and UHF-radars, that is boundary
layer and tropospheric profilers, as discussed in Wilczak et al. (1995). Intermittent
clutter is an issue for both single-signal Doppler-beam swinging radars and multi-
signal (imaging) radar systems (Cheong et al., 2006; Chen et al., 2007).
The occurrence of these intermittent clutter echoes makes it necessary to either use
extensive quality control procedures to identify and excise contaminated data, or to
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Figure 10: Stacked spectra during bird migration obtained with the Lindenberg RWP
on April 16, 2001. The typical signature of intermittent clutter echoes is visible below
2.7 km.
limit the data use to time periods and heights where bird migration is negligible. While
the need for an extensive manual data quality control and cleaning might be acceptable
for research activities, it is surely not feasible in any operational setting. Current state-
of-the art profilers therefore already run specialized algorithms on site to reduce bird
contamination (Merritt, 1995; Jordan et al., 1997; Ishihara et al., 2006), but practical
experience supports the statement that the problem has not been fully resolved. In
fact, the data shown in Figs. 9 and 10 were obtained using an Intermittent Clutter
Reduction Algorithm (ICRA) based on Merritt (1995). Similar problems exist with
a commercially available implementation of the algorithm proposed by Jordan et al.
(1997). Improvements are therefore imperative.
3.1 A first clutter filtering approach using Wavelets
Currently used operational intermittent clutter detection and filtering algorithms are
based on spectral data (either before or after averaging) or even moments. This had
mainly technical reasons, because technical limitations prevented any sophisticated
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processing and storage of raw data. One notable exception is Jordan et al. (1997),
who were the first to attempt a filtering of the (coherently integrated) time series of the
demodulated receiver voltage using the technique of wavelet transforms. Their attempt
was to filter both ground and intermittent clutter contributions. Notably, the ability of
the wavelet transform to isolate short-lived events was mentioned as an argument in
favor of the method, and the authors stated:
Our technique is based on the observation that the clear-air and clut-
ter components of the radar signal are more easily distinguished using
wavelet transforms rather than Fourier transforms. In particular, we find
that there is often a better match between the clutter signal and certain
wavelet basis functions than can be obtained using the infinite sinusoids
of Fourier analysis.
Following this work, an attempt was started at Lindenberg to investigate and use this
promising new method for an improvement of the data quality of the DWD profilers,
which had also shown a variety of clutter problems during operation. In coopera-
tion with the mathematical departments of the University Potsdam and the University
of Bremen, a discrete wavelet transform (DWT) based clutter filtering algorithm was
developed, implemented and tested on a small data set. This algorithm employed a
combination of wavelet based multi-resolution analysis, see e.g. Burrus et al. (1998)
and wavelet coefficient thresholding (Donoho, 1995). The results were published in
Lehmann and Teschke (2001) and the main idea can be summarized as follows: The
in-phase and quadrature phase of the time series is (independently) decomposed using
an orthonormal wavelet basis (Daubechies family) up to a fixed, heuristically deter-
mined, number of decomposition scales. Filtering is achieved by a thresholding of the
wavelet coefficients using two separate strategies: The first was borrowed from non-
linear estimation theory, where a statistical scale-dependent threshold is estimated for
the purpose of signal de-noising, i.e. a separation of random white noise from deter-
ministic signals. In contrast to the usual strategy of wavelet shrinkage (Donoho, 1995;
Donoho et al., 1995), the de-noising in Lehmann and Teschke (2001) is done in an
opposite way, that is the small amplitude part of the signal is assumed to be due to the
atmospheric echo, whereas the larger amplitude parts of the signal is thought to be due
to (ground) clutter. The second method is based on the empirically determined dis-
tribution of wavelet coefficients, which shows differences between intermittent clutter
and clear-air signal components. Using an ad-hoc decision strategy developed from
reviewing the available data, a threshold was derived for the wavelet coefficients. The
filtering itself is achieved by replacing the expansion coefficients associated with clut-
ter with the thresholds, and a filtered version of the signal is finally obtained after
inverting the transform.
Although the method worked reasonably well in a number of cases, it is now obvious
in retrospect that this approach had a number of shortcomings:
34
• The selection of the wavelet was ad-hoc, due to the unknown general properties
of the RWP signal components. The problem is discussed in sections 3 and 4 of
the paper, but no satisfying answer could be given.
• The optimal number of decomposition scales was selected using a rule from
approximation theory. As discussed in section 4 of the paper, this also depends
on the unknown properties of the signal, like smoothness.
• The thresholding strategy for the wavelet coefficients was only based on empir-
ical findings.
While the approach was by and large inspired by Jordan et al. (1997) and tried to
extend the method on a more solid mathematical ground, a convincing justification of
the algorithm based on signal theoretic considerations could not be given. Perhaps it
has to be mentioned that only a small data basis was readily available before the year
2000. In fact, the time series data used in Lehmann and Teschke (2001) could only
be obtained using undocumented features of the RWP software, whereby only a small
fraction of the principally available data was accessible at all. A comment in Jordan
et al. (1997) is indicative of similar problems:
(The) choice of threshold ... seems reasonable but has not been verified
because of a lack of supporting data. ... (The) paper presents initial re-
sults and examples of clutter removal utilizing wavelet transforms. The
techniques have not been fine-tuned or extensively tested...
For radar signals, the DWT now appears to be inferior to other methods, as expressed
by a statement in Selesnick et al. (2005):
The application of the DWT has proven somewhat disappointing (for ap-
plications) such as those involving complex or modulated signals.
Nevertheless, the main ideas from this work are still relevant: The filtering is based
on a linear expansion of the raw signal, or in other words, an atomic decomposition.
The purpose of using this expansion is to get a better separation of atmospheric signal
and clutter. Although the goal of striving for a sparse representation was not explicitly
mentioned, it was indirectly formulated in Lehmann and Teschke (2001):
The ultimate goal is obviously to find a wavelet basis, which would allow a
separation of the desired and the unwanted parts of the signal, i.e. which
would have the ability to approximate the unwanted signal components
(ground clutter, intermittent clutter) with only a few non-zero wavelet co-
efficients.
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3.2 The potential of time-frequency analysis
From both theoretical considerations and practical experience, the general understand-
ing of the clutter problem remained to be limited. Research therefore continued with
an emphasis on finding a signal decomposition that was better adapted to the large va-
riety of RWP signals encountered and on the development of a filtering approach that
was better justified from a signal theoretic point of view. The main focus was directed
toward the filtering of intermittent clutter signals, as it had turned out that ground clut-
ter signals could quite effectively be suppressed by hardware improvements (better
antennas having lower sidelobes), proper siting of the RWP’s and processing methods
for stationary signals.
In a continued collaboration between the author and the Centre for Technomathemat-
ics of the University of Bremen, some new ideas developed after the publication of
Lehmann and Teschke (2001). In particular, it was found that other signal trans-
forms than wavelets yielded quite clear and concise representations for a number of
real-world RWP signals. Very helpful in that respect had been the development of a
software tool that allowed a visualization of RWP signals as scalograms or spectro-
grams, using the continuous wavelet transform and the windowed Fourier transforma-
tion (Holschneider, 1995; Mallat, 1999).
Given a real symmetric and normalized window function g :R→R, with ‖g‖2 = 1 the
windowed Fourier transform (WFT) of a signal f ∈ L2(R) is given by
S f (u,ξ) :=
Z ∞
−∞
f (t)g(t−u)e−iξt dt . (33)
This maps a one-dimensional signal to the two-dimensional time-frequency plane (or
phase-space). The variances
σ2t =
Z ∞
−∞
t2|g(t)|2 dt and σ2w =
1
2pi
Z ∞
−∞
ω2|gˆ(ω)|2 dω (34)
indicate the time and frequency localization capability of the WFT for a given win-
dow g, which is independent of time u and frequency ξ, but limited by Heisenberg’s
uncertainty principle (Mallat, 1999):
σt ·σw ≥ 12 . (35)
Equality is only achieved for a Gaussian window. The spectrogram
PS f (u,ξ) := |S f (u,ξ)|2 (36)
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is a measure of how much energy the signal has at time u and frequency ξ, it provides
an instructive visualization of the time-dependent energy content of the signal. Sim-
ilarly, a normalized function ψ ∈ L2(R), ‖ψ‖2 = 1, is called a wavelet if its averageR
ψ(t)dt = 0 and the continuous wavelet transform (CWT) of f ∈ L2(R) is defined as
(Mallat, 1999)
W f (u,s) =
Z ∞
−∞
f (t)
1√
s
ψ
(
t−u
s
)
dt . (37)
Similar to the spectrogram, the scalogram is defined as
PW f (u,s) := |W f (u,s)|2 . (38)
The scalogram is also a measure of energy at time u and frequency ηs , where η is some
constant depending on ψ (Mallat, 1999). Time and frequency uncertainty is given by
s2σ2t and
σ2ω
s2 , respectively, with σt and σω defined as in (34) with g replaced by ψ.
Hence, in contrast to the WFT, time localization is best at high frequencies (i.e. small
scale s), whereas for low frequencies time localization is rather poor.
Spectrogram and scalogram visualizations of typical RWP signals were quite instruc-
tive and the work was reported at the ISTP conference in Leipzig 2003 (Justen and
Lehmann, 2003). The response from international experts was very positive, probably
because this method for visualizing RWP raw signals had not been used before, com-
pare e.g. Jordan et al. (1997); Boisse et al. (1999), and the interpretation was quite easy
and intuitive. From the examples shown in Fig. 11 it is immediately obvious that the
spectrogram representation provides a clearer picture of the signal characteristics. This
is due to the uniform time-frequency resolution of the WFT across the time-frequency
plane, which turns out to be very appealing for RWP signals. In contrast, the time-
frequency resolution in the scalogram varies as a function of frequency as indicated by
the rectangles symbolizing the Heisenberg box. Especially near zero-frequency, the
intermittent clutter signals are stretched along the time axis due to the much coarser
time resolution.
WFT based time-frequency analysis was therefore identified as a potentially promis-
ing method for filtering intermittent clutter signals. This was reported in a tutorial
overview on radar wind profiling (Muschinski et al., 2005), which attempted to pro-
vide a coherent conceptual framework of advanced radar wind profiling and to identify
areas for future research and development. The paper reviewed the RWP signal stan-
dard processing method based on spectral estimation theory and tried to clearly define
the terms clutter, noise and atmospheric signal, thus highlighting the multi-component
nature of real-world RWP time series data. An example of a signal containing an air-
craft echo is shown in Fig. 5 of the paper. Although quite simple, it showed how
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Figure 11: Examples of spectrogram (left) and scalogram (right) plots of two RWP
signals containing intermittent clutter taken from Justen and Lehmann (2003). The
upper part shows a clear air atmospheric echo together with a strong airplane echo. The
lower part shows the typical signature of bird echoes, obtained during the migration
season. Abscissa denotes time in seconds, the ordinate shows frequency in Hertz. For
scalogram plots, a Gaussian wavelet (or Morlet wavelet) has been used (Holschneider,
1995). The Heisenberg box is indicated by white rectangles.
time-frequency methods could in principle be used to remove the intermittent clut-
ter component, while leaving the desired atmospheric signal intact. The method per-
formed well regardless of the very small signal-to-clutter ratio of the example. It was
further concluded that it does not make sense to apply time-frequency methods to the
problem of ground clutter removal, because this component is stationary over the ob-
servation interval (or dwell time) and the Doppler spectrum thus provides an adequate
(sparse) signal representation.
3.3 Gabor frame expansion and its statistics
Building upon the ideas outlined in Muschinski et al. (2005), research continued re-
garding the question of how these time-frequency based signal analysis methods could
be used to construct an efficient intermittent clutter filtering algorithm. Given the supe-
rior properties of the spectrogram in terms of its ability to visually separate stationary
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and non-stationary signal components for a greart variety of typical RWP data, it was
quite natural to look for an equivalent discrete version, for the continuous represen-
tation is highly redundant and therefore computationally inefficient. A Gabor frame
decomposition and synthesis algorithm, also called a discrete Gabor transform (DGT),
was therefore implemented using the method described by Wexler and Raz (1990). It
was found that sufficient speed could be achieved in both MATLAB and IDL, so the
computational requirements should not be prohibitive for a later real-time use of this
algorithm.
Signal filtering can be discussed using the idea of atomic decomposition, whereby
a signal is decomposed into elementary functions as suggested by Gabor (1946). A
related well-known concept is that of an orthonormal Hilbert space basis. Frames pro-
vide a generalization of this concept (Daubechies et al., 1986) and were found to be
more flexible for time-frequency analysis than bases (Mallat, 1999). After the compu-
tation of a frame expansion (analysis step), a time and frequency dependent filtering
of signals can simply be realized by a change of the series coefficients for a sub-
set of atoms, thus modifying the corresponding signal components. A reconstruction
through a frame synthesis then yields the modified or filtered signal. However, the
question of how to separate the non-stationary clutter components from the stationary
atmospheric signal part in Gabor phase space was quite difficult to answer. The break-
through was obtained in November 2005 by employing the statistical test suggested
by Merritt (1995), which uses a known relation between mean and variance for Gaus-
sian random processes. The mapping of the Gaussian signal properties to the Gabor
coefficients was investigated to adapt the statistical test accordingly and unbiased es-
timators to estimate expectation and variance of the process from Gabor coefficients
were derived. The method was presented to the scientific community at the ISTP 2006
in Boulder, Colorado.
3.4 Optimal Gabor frame expansions
After the paper Lehmann and Teschke (2008a) was published, efforts concentrated on
the implementation of this new method in the online software of the RWP systems used
by DWD. Two questions that were previously not addressed needed to be answered in
that respect:
1. How should the parameters for the DGT be optimally selected ?
2. Is there an optimal data acquisition strategy for intermittent clutter filtering ?
The first question came up quite naturally: As there is more than one option for the
selection of the lattice parameters, what would be an optimal discretization ? Also,
what should be the length (or analyzing bandwidth) for the Gaussian window in the
DGT ?
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It turned out that the discrete Gabor frame expansion can be set-up in a way to resemble
quite closely the properties of an orthogonal expansion, with primal and dual window
being almost identical in shape but different in amplitude due to the redundancy of the
frame. This can be achieved by a judicious choice of the lattice parameters and has the
obvious advantage of providing a good simultaneous localization of the DGT in time
and space during both analysis and synthesis. As a side effect, it also leads to stable
numerical estimates of the dual window. Such a decent behavior is already observed
for moderate oversampling rates. The optimal lattice constants can be obtained using
a simple brute force approach by finding the minimum norm of the difference between
primal and dual window (the latter corrected for the oversampling factor). The number
of possible lattices is limited, so the method is technically feasible and sufficiently fast.
Of course, redundancy should be limited to reasonable values.
With regard to the parameterized width of the Gaussian (primal) window, the selection
needs to be made in such a way that signal component separation (atmospheric part
vs. clutter part) is optimized. Borrowing ideas from Allen and Mills (2004) and Mallat
(2009), it was found that such a separation is greatly facilitated by a sparse represen-
tation of the radar signal in Gabor phase space. In this case, only a minimum of Gabor
coefficients have significant (non-noise) values. Such a situation is undoubtedly best
suited for separation attempts.
The question of an optimal data acquisition strategy for intermittent clutter filtering
was not so easy to answer. Data collection was tedious because the network prototype
wind profiler at Lindenberg (Steinhagen et al., 1998) suffered from long hardware-
related down times between 2006 and 2008, which prevented the collection of a con-
tiguous time series data set during the bird migration period. In contrast, the more
modern network wind profilers (Lehmann et al., 2003) were running flawlessly, but
their network connection had insufficient bandwidth to transfer the time series data.
Note that for the 482 MHz wind profiler of DWD, the daily file size of only the low
mode data is about 3 Gigabyte. Testing of the algorithm thus concentrated on subjec-
tively selected cases which showed intense clutter contamination.
One problem was already identified in Lehmann and Teschke (2008a), namely when
the duration of the intermittent clutter signal component is on the order of the dwell
time. As already mentioned in the paper, this observation raises the question of finding
an optimal dwell time for the estimation of a Doppler spectrum and efficient intermit-
tent clutter filtering. This problem is therefore discussed in Lehmann (2009) to some
extent.
A first data set using a considerably longer dwell time of 166 s was obtained with
the Lindenberg 482 Mhz RWP during the end of the bird migration season in fall on
October 26, 2007. Results were reported in Lehmann and Teschke (2008b). It turned
out that there is a great variability in the characteristics of intermittent clutter echoes,
especially in the duration and number of transients. It was shown that the duration of
bird transients can be up to 30 s, a value which is equal to typically used RWP dwell
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times. However, it was only in spring 2009 that a contiguous data set with dwell time
of 147 s could be collected, with a start time on February 26 and end time on June
26. This unique data set allowed to identify extreme situations of bird migration. An
example case which occurred on April 03 is shown in Fig. 10 of the paper. This is
probably the first measurement of this kind that clearly indicates the limits of radar
wind profiling during extreme bird migration events.
As a consequence, it became necessary to add a quality control step to the Gabor fil-
tering algorithm. The operational bird-algorithm currently used in the NOAA profiler
network makes use of a-priori information about the characteristics of atmospheric sig-
nal peaks in the Doppler spectrum to identify bird contamination, with the signal peak
being classified as clutter if its spectral width is larger than 2.37 m/s (van de Kamp,
1996). As precipitation also leads to signal peaks with large spectral widths, the test
is only applied conditionally (depending on time of the year, time of day, height, wind
direction, downward vertical velocity). After a comparison with radiosonde measure-
ments, it was reported in van de Kamp (1996) that the algorithm had a high probability
of detection (> 60%) while the false alarm rate was rather high (44 %). The Gabor
filtering method now allows the definition of an indicator for signal nonstationarity.
This provides a more appropriate condition for applying the spectral width test and the
example shown in Lehmann (2009) yielded promising preliminary results.
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4 Conclusions
The discrete Gabor frame expansion provides a method for analyzing wind profiler
raw data simultaneously in time and frequency. This allows for a separation of sta-
tionary atmospheric signals (clear-air or continuous precipitation) and non-stationary
(intermittent) clutter signals. A statistical method can then be employed to achieve an
objective filtering of the intermittent signal components from the data.
The filtering results can be optimized using discrete near-tight frames, for which the
dual window has an almost identical shape compared to the primal (Gaussian) window.
This leads to superior localization properties in the time-frequency plane. The analysis
bandwidth of the Gaussian window is adapted to the data by the requirement of a
simultaneous sparse representation for both the atmospheric signal and clutter. Both
optimizations improve the separation of signal components and make the filtering step
more efficient. Comparisons with other intermittent clutter filtering methods show a
consistent superiority of the Gabor filtering approach.
Unfortunately, there appears to be a critical bird density beyond which the clutter filter-
ing fails and any retrieval of the clear-air atmospheric echo signals seems not possible
at all. Such cases are observed during dense migration events. This can be remedied
by an additional quality-control step, at the expense of data availability. Any im-
provements appear only feasible through radar hardware measures, like more narrow
antenna beams, shorter pulses and larger dynamic range in the receiver.
Future research should be focussed on a comparison of the Gabor filtered winds with
independent measurements for a large data set. Richner and Kretzschmar (2001) and
Kretzschmar et al. (2003) have noted that there is little information on the performance
of the intermittent clutter filtering algorithms, which is indicative of a lack of valida-
tion. A comprehensive and objective validation is therefore the most urgent topic for
further investigation, regardless of the first successful demonstrations. It is hoped that
new observing systems like Doppler lidar that apparently do not suffer from intermit-
tent clutter problems can soon provide a suitable reference data base, at least for lower
heights. The importance of such a validation is nicely summarized in the following
quote from Fabry and Keeler (2003):
Utilization of adaptive filters in processing of active meteorological sen-
sors has only been marginally explored yet appears to have much to offer,
especially in artifact identification and removal. These approaches consist
of signal-processing algorithms that directly modify the I/Q samples from
which the base data spectral moment estimates are made. Any attempt
to improve data quality by this root level signal processing must be fully
validated so as not to destroy the existing data so familiar to the research
and operational communities.
Further work should also test potential refinements of the quality control by consider-
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ing moments of higher order in the Gaussianity test. Last, but not least, investigations
on the potential use of this data for ornithological purposes as suggested by Merritt
(1995) are certainly of interest.
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Individual contribution to joint publications
Appendix A - Lehmann and Teschke (2001)
I have been the responsible scientist for all wind profiler radars at DWD since 1996, in
particular for the 482 MHz RWP system at the Meteorologisches Observatorium Lin-
denberg used in this study. The configuration of the radar operating parameters as well
as the preliminary analysis required for the identification of representative clutter cases
was my first contribution to this paper. Furthermore, I had gained the idea of attempt-
ing a signal component separation through a wavelet analysis from several personal
discussions with the main author of the paper Jordan et al. (1997). This lead to the ini-
tiation of a meanwhile long-standing and fruitful co-operation with my co-author Prof.
Gerd Teschke (now Director of the Institute for Computational Mathematics in Science
and Technology at the University of Applied Sciences Neubrandenburg). The inten-
tion was to put the ideas of Jordan et al. (1997) on a more solid mathematical ground
and to test this method with our own data. During this co-operation, I developed the
software for converting the proprietary binary data format to an easy to import ASCII
format. During the drafting of the paper, I tried to help adapting the mathematical
theory of wavelet based multiresolution and wavelet shrinkage to the clutter problem
at hand, based on my experience with the data. In particular, I suggested the idea for
applying the wavelet thresholding based in the rather unconventional opposite way and
suggested the testing of the method using the signal simulation by Zrnic´ (1975). My
contributions as the lead author of this paper can be quantified as 100 % for Sections
1, 2 and 5 and about 25 % for Sections 3 and 4.
Appendix B - Muschinski et al. (2005)
The paper was initiated by the lead author Prof. Andreas Muschinski (now at the
University of Massachusetts at Amherst) with the intention of providing a tutorial
overview of radar wind profiling, with an emphasis on physical and mathematical con-
cepts. Most of the data used were obtained again with the Lindenberg 482 MHz RWP
system. During paper drafting, my main contribution was to act as the main author
for the signal processing section. In particular, I decided to put the main emphasis on
intermittent clutter filtering, for this problem is both pertinent and relevant for single-
signal and multi-signal radar wind profiling. The main new idea was to report about
the emerging possibilities of joint time-frequency analysis methods, based on rather
promising results published in Justen and Lehmann (2003). Based on my hardware
knowledge of the RWP, I tried to establish the essential signal characteristics of the
clutter components and we presented first ideas how to separate atmospheric returns
from clutter. My contributions might be roughly quantified as 70 % for Sections 1, 2
and 5 and about 30 % for Sections 3 and 4.
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Appendix C - Lehmann and Teschke (2008a)
This paper was based on a continued co-operation with my co-author Prof. Dr. Gerd
Teschke. In the meantime, DWD had installed three additional 482 MHz RWP sys-
tems at Ziegendorf (2003), Nordholz (2004) and Bayreuth (2005). Among the most
useful capabilities of the new systems (Lehmann et al., 2003) was their ability to store
complete time series of the demodulated receiver signals. This greatly helped expand-
ing the available data base. While the main computational algorithm for the Gabor
transform was derived by Gerd based on Wexler and Raz (1990), I implemented the
method in an integrated software package (IDL). This allowed reading, processing and
writing back of the data to the original format. The latter feature was essential for an
easy integration of the new method into the usual (off-line) processing chain of the
RWP, which allowed its evaluation for a multitude of long data sets. Furthermore,
I can take credit in the suggestion of using the statistical method of Merritt (1995)
for signal separation. The performance of this method was first surprising, but quite
suddenly exciting to observe. Most satisfying, however, is the fact that the leading
manufacturer of wind profiler radars has meanwhile implemented this method in its
operational RWP software (Lehtinen et al., 2009). My contributions to the paper are
estimated to be 100 % for Sections 1, 2, 5 and 6, about 70 % for Sections 3 and 4 and
roughly 10 % for the Appendices A, B and C.
Appendix D - Lehmann (2009)
This paper deals with the question of how to optimally set-up the DGT for getting the
best results of the filtering approach. This is achieved by first selecting the discretiza-
tion lattice constants in such a way, that the frame is nearly tight. This condition is also
known as an orthogonal-like DGT. As a second condition, the analyzing bandwidth of
the Gaussian window should be selected to provide a sparse representation of both the
atmospheric and the clutter signal in Gabor phase space. If this requirement is satis-
fied, the best separation of signal and clutter in the Gabor representation is achieved.
The paper also discusses limitations of the filtering method: Such situations occur dur-
ing extreme bird migration events. An additional quality control method is suggested
to prevent erroneous measurements in these cases.
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Abstract. In this paper, we apply wavelet thresholding for
removing automatically ground and intermittent clutter (air-
plane echoes) from wind profiler radar data. Using the con-
cept of discrete multi-resolution analysis and non-parametric
estimation theory, we develop wavelet domain thresholding
rules, which allow us to identify the coefficients relevant for
clutter and to suppress them in order to obtain filtered recon-
structions.
Key words. Meteorology and atmospheric dynamics (in-
struments and techniques) – Radio science (remote sensing;
signal processing)
1 Introduction
Radar Wind Profilers (RWP) are versatile tools used to rou-
tinely probe the Earth’s atmosphere. This technology origi-
nally developed for studying the dynamics of the middle at-
mosphere in the seventies (Hardy and Gage, 1990) is, mean-
while, very prominent in the meteorological research com-
munity. Meteorological services started using these systems
operationally within the Global Observing System (GOS)
(see Monna and Chadwick (1998)).
Most of these RWP employ the Doppler-beam swinging
(DBS) method for the determination of the vertical profile of
the horizontal wind and, under certain conditions, the vertical
wind component. These radars transmit short electromag-
netic pulses in a fixed beam direction and sample the small
fraction of the electromagnetic field backscattered to the an-
tenna. At least three linear independent beam directions are
required to transform the measured ’line-of-sight’ radial ve-
locities into the wind vector. Due to the nature of the act-
ing atmospheric scattering processes, the received signal is
several orders of magnitude weaker than the transmitted sig-
nal. The received signal is Doppler shifted, which is used
to determine the velocity component of “the atmosphere”
projected onto the beam direction. As the bandwidth B of
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a transmitted electromagnetic pulse of duration τ is much
larger (B ∝ 1/τ ≈ 100...1000 kHz) than the Doppler shift
(fd ≈ 10...500 Hz), the frequency shift cannot be deter-
mined from the processing of a single pulse. Instead, the re-
turn of many pulses is evaluated to compute the Doppler fre-
quency from the slowly changing phase of the received sig-
nals (Burgess and Ray, 1986). Sampling is done after the re-
ceivers quadrature detector (for the in-phase and quadrature-
phase components of the signal) using sample and hold cir-
cuits prior to the A/D conversion. The sampling rate is deter-
mined by the pulse repetition period T . The samples at each
range gate form a discrete complex time series, which is the
raw data of the measurement at this gate. The following digi-
tal signal processing has the purpose of extracting the desired
atmospheric information from the radar echoes. More de-
tails about coherent radar technology and in particular, wind
profilers, can be found in standard textbooks (Gossard and
Strauch, 1983; Doviak and Zrnic´, 1993) and in several re-
view papers, e.g. Ro¨ttger and Larsen (1990).
In this paper, we propose a modified signal processing
technique for RWPs. It must be noted that signal processing
includes all operations that are performed on the radar signal,
i.e. analog1 as well as digital processing2. However, in the
following, we will only concentrate on digital signal process-
ing. The incredible development of fast digital processors
opens up new opportunities to optimize this latter part of the
signal processing chain. The goals of signal processing, as
summarized by Keeler and Passarelli (1990), are:
– to provide accurate, unbiased estimates of the character-
istics of the desired atmospheric echoes;
– to estimate the confidence/accuracy of the measurement;
– to mitigate effects of interfering signals;
– to reduce the data rate.
1amplification, mixing and matched filtering
2after A/D conversion
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Range-gated and digitized received Signal
↓
Coherent Integration (Time-Domain Averaging)
↓
Fourier Analysis (Spectral Averaging)
↓
Spectral Parameter Estimation (Moments)
↓
Wind Estimation
Fig. 1. The figure shows the flow diagram of ’classical’ digital sig-
nal processing.
The fundamental base parameters of the atmospheric sig-
nal are the reflected power, the radial velocity and the veloc-
ity variance (e.g. the first three moments of the Doppler spec-
trum). Signal processing ends with the estimation of the mo-
ments of the Doppler spectrum and further data processing is
then performed to finally determine the wind and other me-
teorological parameters using measurements from all radar
beams. This distinction, which goes back originally to Keeler
and Passarelli (1990), has become more and more blurred,
since some modern algorithms make use of the moments of
the Doppler spectrum with the help of continuity and other
information (Wilfong et al., 1999b). However, we will refer
here to the usually applied and well established “classical”
signal processing, as described by Tsuda (1989), Ro¨ttger and
Larsen (1990), among others.
2 Statement of the problem
Before we discuss the problems that are associated with the
“classical” processing, let us briefly repeat the steps as visu-
alized in Fig. 1. In particular, we refer to the signal process-
ing as it is implemented in the RWP, whose data are used in
this study.
Digital signal processing in a system using an analog re-
ceiver3 starts with the sampling of the in- and quadrature-
phase components of the received signal at a rate that is de-
termined by the pulse repetition period T . To reduce the data
rate for further processing, hardware adder circuits perform
a so-called coherent integration (Barth et al., 1994; Carter
et al., 1995; Wilfong et al., 1999a), adding some N (typi-
cally ten to hundred) complex samples together. Mathemati-
cally, this operation can be seen as a combination of a digital
boxcar filtering, followed by an undersampling at a rate of
NT (Schmidt et al., 1979; Farley, 1985). If the radar system
uses pulse compression techniques (e.g. phase coding using
3For future systems, digital receivers will slightly change the
signal processing but this has no consequence here.
complementary sequences), then the next step is decoding
(Schmidt et al., 1979; Sulzer and Woodman, 1984; Farley,
1985; Ghebrebrhan and Crochet, 1992; Spano and Ghebre-
brhan, 1996). The coherently averaged and decoded samples
are then used to compute the Doppler spectrum using the
Windowed Fourier Transform (FFT) and the Periodogram
method (see Keeler and Passarelli, 1990). In our system, a
Fourier transformed Hanning-window is convolved with the
result of the FFT. A number (typically some ten) of individ-
ual Doppler spectra is then incoherently averaged to improve
the detectability of the signal (Tsuda, 1989, see). Finally, the
noise level is estimated with the method proposed by Hilde-
brand and Sekhon (1974), and the moments of the maximum
signal in the spectrum are computed over the range where the
signal is above the noise level (May and Strauch, 1989).
The problem with this type of signal processing is the un-
derlying assumption that the signal consists of only two parts:
the signal, that is produced by one atmospheric scattering
process, and noise (different sources, mainly thermal elec-
tronic noise and cosmic noise). This is certainly not true,
especially at UHF, where the desired atmospheric signal it-
self is often the result of two distinct scattering processes,
namely scattering at inhomogenities of the refractive index
(Bragg scattering) and scattering at particles, such as droplets
or ice crystals (Rayleigh scattering) (see, for instance, Gos-
sard, 1979; Gossard and Strauch, 1981, 1983; Ralph et al.,
1995, 1996; Gage et al., 1999). Therefore, even the desired
atmospheric signal may have different characteristics. But,
as experience shows us, the most serious problems are caused
by the following contributions to the signal:
Ground Clutter. Echo returns from the ground surrounding the site,
which emerge from antenna’s sidelobes;
Intermittent Clutter. Returns from unwanted targets, such as air-
planes or birds, from both the antenna’ss main lobe and the side-
lobes;
Radio Frequency Interference (RFI). RFI can emerge from exter-
nal radio-frequency transmissions within the passband of the re-
ceiver (matched filter), or it can be generated internally due to im-
perfections of the radar hardware.
Recently, much work has and continues to be done to de-
velop frequency domain processing algorithms, i.e. to im-
prove the process of moment estimation. The purpose of
these methods is to select the “true” atmospheric signal in
the Doppler spectrum even in the presence of severe contam-
ination. Only this signal will then be used for the determina-
tion of the wind vector. Several criteria are used to make an
“intelligent” selection of the signal (Clothiaux et al., 1994;
Gossard, 1997; Griesser, 1998; Cornman et al., 1998; Schu-
mann et al., 1999; Wilfong et al., 1999b; Morse et al., 2000).
The emphasis on frequency domain processing was probably
caused by the fact that it is much easier to handle spectral
data, as the data volume is significantly reduced due to the
data compression effect of the periodogram computation and
the spectral integration. Some of these “multiple moment es-
timation” algorithms additionally assign a quality indicator
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to the computed wind values, which does not only depends
on the quality of the moment estimation, but also uses con-
tinuity criteria (Wilfong et al., 1999b) and the testing of as-
sumptions that are inherent to the DBS method (Goodrich
et al., 2000). First evaluations have indeed shown a very
promising improvement of those new algorithms (Cohn et al.,
2000), but no long-term evaluation against independent mea-
surement systems, such as the Rawinsonde, has been per-
formed so far.
Modified time domain processing has been proposed to
reduce the problems caused by contaminating signals. One
problem emerges from the fact that the receiver filter of the
radar is matched to the transmitted pulse in order to optimize
the single pulse signal-to-noise ratio for improved signal de-
tection in the presence of noise (Tsuda, 1989; Papoulis, 1991;
Doviak and Zrnic´, 1993). This implies a receiver bandwidth
of B ∝ 1/τ . Yet, the sampling is done at a rate of T (with-
out coherent averaging) or even NT (with coherent averag-
ing). Thus, the Nyquist frequency, after coherent averaging,
is severely smaller than the frequency that a received signal
might have. Of course, it is true that the desired atmospheric
signal is band-limited by a sufficiently long coherence time
of the scattering process, so that this undersampling has no
consequences (aside from some modification due to the fil-
tering characteristics of the coherent integration). If there is,
however, some artificial signal, such as RFI present, whose
spectrum falls into the receiver passband, the complex I/Q-
timeseries then represents a process that is only band-limited
by the receiver hardware. The consequence of undersam-
pling is frequency aliasing of higher frequency components
into the atmospheric band of interest. This problem is espe-
cially critical in the U.S., where profilers at 449 MHz operate
simultaneously with amateur radios. Although the problem
of principal undersampling cannot be solved due to the fact
that 1/τ  1/T , Wilfong et al. (1999a) achieved an im-
proved time domain filtering using a four-term Blackman-
Harris filter (Harris, 1978), instead of the usually applied
boxcar filter of coherent averaging. While this kind of digital
filtering helps to reject RFI, it is not helpful in the presence
of ground and intermittent clutter. Those clutter signals fall
well into the region of the desired atmospheric signal. May
and Strauch (1998) proposed the use of linear convolution
filters (digital FIR4 filters) with a band rejection characteris-
tic around zero Doppler shift (DC). This requires, however,
a long filter sequence and also does not protect against in-
termittent clutter signals, which can occur at any frequency.
Additionally, the transfer characteristic is fixed for a set of
given filter coefficients. For that reason, wavelet domain fil-
tering of ground and intermittent clutter (Jordan et al., 1997;
Boisse et al., 1999) has been proposed. The main purpose
of all these time domain operations is the filtering aspect,
i.e. the intention is to “clean” the raw data from contami-
nating signals while leaving the desired atmospheric contri-
bution ideally intact. In the following, we will concentrate
on the clutter problem and investigate the properties of these
4Finite Impulse Response
Table 1. Technical specification of RWP and radar operating pa-
rameters
Site name Lindenberg
482 MHz Profiler
Latitude 52.21 N
Longitude 14.13 E
Altitude 101 m msl
Frequency 482.0078 MHz
One-way beamwidth 3 degrees
Number of beams 5
Zenith distance (oblique beams) 15 degrees
Effective antenna area 140 m2
Pulse peak power 16 kW
Altitude Range 0.5–8.0 km
(Low Mode)
Beamdirection during raw data sampling East
(Azimuth: 79 Elev. 75)
InterPulsePeriod (T) 61 µs
Pulsewidth (τ ) 1700 ns (Low Mode)
Delay to first gate 4800 ns
Gate Spacing 1700 ns
Number of gates 30
# of coherent integrations (N) 144
# of spectral integrations 1 (none)
# of points in online FFT 2048
System Delay (w/ 1700 ns pulse) 1550 ns
signals and the possibility of applying nonlinear wavelet fil-
ters. There are not many investigations about the properties
of RWP raw data. Normally, using statistical arguments, one
assumes simply a Gaussian signal characteristic for atmo-
spheric and clutter signals, as well as for noise (Doviak and
Zrnic´, 1993; Petitdidier et al., 1997). Recently, Muschin-
ski et al. (1999) used data from a large-eddy simulation to
derive I/Q signals for clear air scattering, and Capsoni and
D’Amico (1998) presented a software-based radar simulator
for generating time series from a synthetic distribution of hy-
drometeors. For our purpose, we assume that the Gaussian
model describes sufficiently well both the atmospheric scat-
tering component and the ground clutter signal. Intermittent
clutter returns can be described by the simple model given
by Boisse et al. (1999), with their main property being the
transient character.
The 482 MHz wind profiler, whose data are used in this
study, was installed at the Meteorological Observatory Lin-
denberg during the summer of 1996. The system is the pro-
totype for three additional profilers to be installed in Ger-
many in the future to supplement the operational aerological
network of the Deutscher Wetterdienst (DWD). A summary
of the main characteristics of the system is given in Table
1. For a more detailed description, the reader is referred
to Steinhagen et al. (1998). The system is operated quasi
continuously using a five beam configuration. All the main
system parameters can be freely programmed which eases
special investigations, such as the investigation of the detri-
mental ground clutter signal that was present in the system’s
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Northerly Wind
Calm
< 1.25 m/s
2.50 m/s
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17.50 m/s
22.50 m/s
25.00 m/s
35.00 m/s
37.50 m/s
50.00 m/s
DWD-TWP Profiler Data
Lindenberg, Germany (TWP) Date: 11/30/99 - 12/1/99
Elev. (m): 103
WS (m/s)
Time (UTC)
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Validation Level: 0.5
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Fig. 2. The figure shows the final result of the measurement with the 482 MHz RWP at Lindenberg (Germany) on the 30 November and 1
December 1999. The wind barbs are color-coded according to the wind speed. Note the effects of the persistent ground clutter around the
1500 m and 3000 m heights. The gap in the data was caused by this detailed investigation, as the radar was programmed to store time series
data for about 30 minutes, only in the East beam, thus, no wind computations were possible for that period of time.
East beam from the 30 November to the 1 December 1999.
During this event, the profiler was operated for a short pe-
riod using only this beam (and low mode), while the huge
amount of time series data was stored for further investi-
gation (namely, the wavelet filtering). We now substanti-
ate the radar parameter settings that were used in collecting
the radar raw data: from the table of the radar’s parameter
settings, we find that the spacing of the time series data is
1t = NT = 8.784 ms. This corresponds to a Nyquist fre-
quency of fN = 1/21t = 56.92 Hz, which gives, in turn,
the maximum resolvable radial velocity vR = λfd/2 = 17.6
m/s. Clearly visible in Fig. 2 is the detrimental impact of
ground clutter at the heights around 1400 m and 3000 m. The
computed winds are obviously wrong and we will, therefore,
look in detail into the problem. A more detailed, exemplary
look into the raw data (coherently integrated I/Q-Time se-
ries) of gates 11 and 17, and the resulting power spectra (Fig.
3), immediately reveals that advanced signal processing for
RWP is necessary to increase the accuracy of wind vector
reconstruction. The time series at gate 11 shows the typical
signature of a slowly fading, large amplitude ground clut-
ter signal component, which corresponds to the narrow spike
centered around point 1024 (zero Doppler shift) in the result-
ing power spectrum (compare also May and Strauch, 1998).
Additionally, the time series at gate 17 shows a strong tran-
sient component in the last quarter. Such a signature is quite
typical for a flier echo, as was shown by Boisse et al. (1999).
This transient almost completely covers up any atmospheric
signal in the power spectrum.
3 Applying multiresolution analysis and statistical esti-
mations
For the problem at hand, the goal of the signal process-
ing should be signal component separation, i.e. an auto-
matic, reliable and stable extraction of the different contri-
butions to the signal (noise, clutter, interference). Motivated
by Daubechies (1992); Vetterli and Kovac˘evic´ (1995); Louis
et al. (1998); Meyer (1993) and Holschneider (1995), our
purpose was to embed the filtering procedure into the known
mathematical theory of wavelets. In general, mathematical
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Raw data (I/Q-time series) of gate 17 and the resulting power spectrum
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Raw data (I/Q-timeseries) of gate 11 and the resulting power spectrum
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Fig. 3. The left part shows the “stacked spectrum” plot, i.e. the Doppler spectra for each range gate, for the radar dwell at 08:53:38 UTC on
1 December 1999. The right figures give a detailed look into the raw data (I/Q-timeseries) and the Doppler spectrum for the gates 11 and 17
(whose data will be wavelet processed). The black arrows indicate the estimated first moment (i.e. the radial velocity).
experience concerning problems related to contamination re-
moval or denoising shows that usually more than time do-
main filtering and Fourier domain filtering techniques are re-
quired to obtain optimum results. Often, most of the existing
and implemented methods are insufficient. The main rea-
sons for the particular effectiveness of wavelet analysis can
be summarized as follows:
– The fact that contamination appears often instationary
or transient, and with a priori unknown scale structure,
favors the superior localization properties of the wavelets.
A wavelet expansion may allow the separation of sig-
nal components that overlap both in time and frequency
(Burrus et al., 1998).
– In order to effectively localize clutter components, one
can use a great variety of wavelet filters (Daubechies,
1992; Dahlke et al., 2000; Teschke, 1998; Stark, 1992;
Dahlke and Maaß, 1995). To choose a certain wavelet
that especially suits the desired signal component, one
can determine the properties of the clutter signal; other-
wise, one can select a wavelet empirically.
– The wavelet expansion coefficients, βjk , drop off rapidly
for a large class of signals, which makes the expansion
very efficient (Burrus et al., 1998).
– The fast wavelet transform has a computationally com-
plexity that is lesser than or equal to the fast Fourier
transform; the algorithm is recursive (Kaiser, 1994;
Louis et al., 1998; Burrus et al., 1998). This allows for
an efficient implementation on digital computers.
Thus, the application of wavelet techniques to our partic-
ular problem seems to be promising. Before we start, let us
briefly repeat the basics of multi-resolution analysis.
Let L2(R) be the space of functions of finite energy. Let φ
be some function in L2(R), such that the family of translates
of φ form an orthonormal system. We define
φjk(x) := 2j/2φ(2jx − k) , j ∈ Z , k ∈ Z.
Further, we define linear spaces by
V0 := {f (x) =
∑
k
ckφ(x − k) :
∑
k
|ck|2 <∞}
...
Vj := {h(x) = f (2jx) : f ∈ V0} , j ∈ Z
Assuming that φ is chosen in such a way that the spaces are
nested:
Vj ⊂ Vj+1 , j ∈ Z and that
⋃
j≥0
Vj is dense in L2(R)
then the sequence {Vj , j ∈ Z} is called a multi-resolution
analysis. This concept was introduced by Mallat (1989);
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Meyer (1993). φ is called the father wavelet. Furthermore,
one may define subspaces Wj by
Vj+1 := Vj ⊕Wj
and iterating this we have⋃
Vj = V0 ⊕
⊕
j
Wj and L2(R) = V0 ⊕
⊕
j
Wj .
Assuming that our data may be described by some f ∈ L2(R),
we can represent the signal as a series
f (x) =
∑
k
αkφ0k(x)+
∑
j
∑
k
βjkψjk(x),
where {ψjk}, k ∈ Z is an orthonormal basis in Wj . The
function ψ is called mother wavelet.
This expansion is a special kind of orthogonal series.
Hence, it would be useful to search in the framework of
nonparametric statistical estimation theory for an applicable
method to solve our problem (Donoho and Johnstone, 1992).
In case of orthogonal series estimation, the idea of recon-
structing the desired atmospheric signal is simple. Basically,
we replace the unknown wavelet coefficients in the wavelet
expansion by estimates which are based on observed data.
For that, we need a selection procedure to choose relevant
coefficients since the main emphasis of performing wavelet
domain filtering is to create a suitable, i.e. problem matched,
coefficient selecting procedure. To separate the atmospheric
signal component, we apply statistical estimation theory. A
side effect of using statistics is to obtain a measure of recon-
struction quality. A typical quality measure is a loss func-
tion/estimation error. Minimizing the error function reveals
an objective evaluation and a self-acting filter algorithm.
The following sub-section describes the construction of
our atmospheric-signal-estimator. In advance, we briefly re-
mark that in the following section, we assume that our sig-
nal belongs to some Besov space, i.e. a generalized math-
ematical function space. One special example is the pre-
viously introduced function space L2(R). But sometimes
it makes more sense to suppose that the derivatives of our
signal are of finite energy as well. In this and other situa-
tions, the framework of Besov spaces is an adequate mathe-
matical tool for our application. A Besov space, denoted by
Bspq , depends on three parameters: s smoothness, the num-
ber of bounded derivatives and p, q which describe the un-
derlying function space Lq(lp). In the following, we make
use of some well-known facts of estimation theory, which
are valid for almost all Besov spaces (Donoho and John-
stone, 1992; Donoho et al., 1993; Johnstone and Silverman,
1995; v. Sachs and MacGibbon, 1998; Dahlhaus et al., 1998;
Ha¨rdle et al., 1998). If our signal is an element of one of
these spaces (which is true for all practical signals), we can
adapt wavelet threshold estimators. The main advantage of
this framework is that we can use existing rules for evaluating
bounds and rates of convergence for our loss function, which
describes the quality of our reconstructed atmospheric signal
component. By optimizing bounds and rates of convergence,
we obtain self acting algorithms.
For our purpose, we only need the following characteriza-
tion of Besov spaces: A function f belongs to Bspq if
J spq(f ) = ‖α.‖lp +
(∑
j≥0
(2j (s+1/2−1/p)‖βj.‖lp )q
)1/q
<∞.
We are looking for optimal reconstructions of functions be-
longing to some subset F spq(M) = {f ∈ Bspq : J spq < M}.
For our calculations, we assume that the function is in L2(R)
and s is small.
From given measurements (Y1, . . . , Yn), we want to esti-
mate the function f in the simple model
Yi = f (Xi)+ εi .
We assume that we have the Xi on a regular grid and ε is
a random variable (a stochastic process which describes all
non-atmospheric components). The basic idea is to replace
the wavelet coefficients in the series expansion by empirical
estimates
αˆk = 1
n
n∑
i=1
Yi · ϕ0k(Xi) and βˆjk = 1
n
n∑
i=1
Yi · ψjk(Xi),
where the Xi are time stamps and the Yi are observations. A
straightforward linear estimation is given by the projection
onto a subspace Vj1
fˆj1(x) =
∑
k
αˆkϕ0k(x)+
j1∑
j=0
∑
k
βˆjkψjk(x).
To appraise this estimator, it is known that one may mea-
sure the expected loss or the risk (in L2 sense) E‖fˆj1 − f ‖22.
This measure is the so-called MISE (mean integrated squared
error). To determine the MISE, one may decompose it into
E‖fˆj1 −Efˆj1‖22 (stochastic contribution) and E‖Efˆj1 −f ‖22
(deterministic contribution). Under certain conditions, one
may find bounds for MISE:
sup
F s22(M)
‖Efˆj1 − f ‖2 ≤ C12−j1s
and
E‖fˆj1 − Efˆj1‖22 ≤ C2
2j1+1
n
and hence,
sup
f∈F s22(M)
E‖fˆj1 − f ‖22 ≤ C3
2j1
n
+ C42−j1s .
A minimum of the sum is given by
sup
f∈F s22(M)
E‖fˆj1 − f ‖22 ≤ C5n−2s/(2s+1),
furthermore, one can generalize this result for p > 2
sup
f∈F spq (M)
E‖fˆj1 − f ‖pp ≤ C5n−ps/(2s+1).
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This gives us an upper bound for the maximum risk. This
bound becomes small if the number of observation increases
and if j1(n) is determined in such a way that the bias and
stochastic bound are balanced (for detailed computations of
bounds, see v. Sachs and MacGibbon, 1998; Donoho et al.,
1993; Donoho and Johnstone, 1992; Dahlhaus et al., 1998).
Obviously, this kind of linear estimation includes oscillat-
ing components, in particular, the clutter components. This
phenomenon occurs because we have taken the whole set of
wavelet coefficients up to scale j1, i.e. we have not per-
formed any filtering step thus far. In the following, we need
a suitable selection procedure for the coefficients in order to
perform the necessary filtering step. We apply a so-called
hard thresholding and soft thresholding, respectively. This
methodology was introduced and adapted to several prob-
lems by Donoho and Johnstone (1992); Donoho et al. (1993).
It is based on taking the discrete wavelet transform (using
a multiresolution analysis), passing the transform through
a threshold (actually, the expansion coefficients are thresh-
olded) and then taking the inverse DWT to obtain a filtered
reconstruction. Note that this type of thresholding is usually
applied in a different way, by removing coefficients below
a certain threshold in order to “de-noise” the data (Burrus
et al., 1998, see Fig. 4). The functions for hard and soft
thresholding are defined by
θh(u) :=
{
u, |u| ≥ λ
0, |u| < λ , θ
s(u) :=
{
(u− λu|u| ), |u| ≥ λ
0, |u| < λ
and the modified functions used here for hard and soft thresh-
olding are given by the rule η∗(u) = u− θ∗(u):
ηh(u) =
{
u, |u| < λ
0, |u| ≥ λ , η
s(u) =
{
u, |u| < λ
λ u|u| , |u| ≥ λ .
Here, λ is an adequate threshold. Applying this rule to our
linear wavelet estimator, we obtain a nonlinear estimator
fˆ ∗(x) =
∑
k
η∗(αˆk)ϕ0k(x)+
j1∑
j=j0
∑
k
η∗(βˆjk)ψjk(x),
where η∗ is ηs or ηh, respectively.
If the threshold λ is specified according to the asymptotic
distribution of the empirical coefficients, then only those co-
efficients remain which are supposed to carry significant sig-
nal information. These are finally used for the reconstruc-
tion by the inverse wavelet transform. For the correct level
of significance, an appropriate choice of the threshold λ is
needed. In general, this does not only depend on the sam-
ple size n, but also on the resolution scale j , and location
k of the coefficients. In the case of regression with non-
stationary errors, we have to use both a level and location
dependent threshold rule (v. Sachs and MacGibbon, 1998).
The resulting non-linear estimator does not only provide lo-
cal smoothers, but, in many situations, achieves the near-
minimax L2-rate for the risk of estimation, i.e. v. Sachs and
MacGibbon (1998) for (random) thresholds λjk satisfying
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Fig. 4. This figure shows hard and soft thresholding.
σjk
√
2 logMj ≤ λjk ≤ C
√
log n
n
for any positive constant
C:
sup
f∈F s22(M)
E‖fˆ ∗ − f ‖22 = O
(
(log(n)/n)2s/(2s+1)
)
,
where σjk is the variance and Mj denotes the number of
the coefficients used in the nonlinear estimator. The opti-
mal threshold rate (1/n)2s/(2s+1) is attained only for the ideal
threshold. However, in practice, this is unknown. Therefore,
we have to replace σjk by some estimation σˆjk , which results
in random thresholds λˆjk = σˆjk
√
2 logMj . Hence, the log-
term has to be understood as the price for some data-driven
threshold rule, and it originates due to the estimation of the
unknown variance σ 2jk = Var(βˆjk).
We conclude that we may adapt an estimation rule for our
desired atmospheric signal component where the quality is
measurable in the sense ofL2-risk. This means the procedure
used displays bounds for our reconstruction, and we may eas-
ily determine the rate of convergence. The calculation of the
wavelet coefficients can be done by using the fast wavelet
algorithm which is easily implemented.
4 Removing clutter
In this section, we will demonstrate the performance of non-
linear wavelet filtering. This is done both with simulated and
with real data. For a better understanding, we particularize
Fig. 1 to see where we have inserted the wavelet tool. To
apply our procedure, a more substantiated algorithm flow di-
agram is shown in Fig. 5.
Following the first box in the algorithm flow diagram, one
has first to determine the analyzing wavelet (high and low
pass filter coefficients). Usually, the decomposition of a sig-
nal in a basis (i.e. a wavelet series) has the goal of highlight-
ing particular properties of the signal (Mallat, 1999). In the
problem of wind profiler signal filtering, the desired atmo-
spheric signal component can be contaminated with spurious
signal components. The ultimate goal is obviously to find a
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↓
Coherent Integration
(Time-Domain
Averaging)
↓
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↓
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(Spectral Averaging)
↓
Spectral Parameter
Estimation (Moments)
↓
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Fix the wavelet and max.
wavelet decomposition
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↓
Decomposition of
Quadrature- and
In-phase
↓
Threshold determination
and local thresholding
↓
Reconstruction of the
desired atmospheric
signal component
Fig. 5. Left: The flow diagram extended by the wavelet tool. Right:
The wavelet algorithm flow diagram.
wavelet basis, which would allow a separation of the desired
and the unwanted parts of the signal, i.e. which would have
the ability to approximate the unwanted signal components
(ground clutter, intermittent clutter) with only a few non-zero
wavelet coefficients. In other words, the wavelet ψ has to be
chosen in such a way that a maximum number of wavelet
coefficients, βjk , are close to zero. This depends primarily
on the regularity of the (contaminating) signal f , the number
of vanishing moments of the wavelet ψ , and the size of the
wavelets support. If f is regular and ψ has enough vanish-
ing moments, then the coefficients βjk are guaranteed to be
small for small scales. If, however, the signal f contains iso-
lated singularities, the strategy to have a maximum number
of small wavelet coefficients would be to reduce the support
size of the wavelet. Unfortunately, there is a tradeoff between
both properties for orthogonal wavelets: ifψ has p vanishing
moments, then its support size is at least 2p − 1. The best
compromise between those two requirements are Daubechies
wavelets, which are optimal in the sense that they have min-
imum support for a given number of vanishing moments.
There have been no detailed investigations thus far about
the regularity properties of contaminating wind profiler sig-
nals, but there is evidence that these can be both “quite regu-
lar” (ground clutter) or “not so regular” (intermittent clutter).
Thus, the Daubechies family was selected. The order of the
Daubechies wavelet was chosen according to the regularity
condition, which we have conservatively chosen to be rather
small (s ≤ 1). To approximate correctly a function of Bspq ,
we need to select an analyzing wavelet of regularity [s] + 1.
A wavelet with regularity of the order of s = 2 and mini-
mal compact support is the Daubechies-2-wavelet; hence, we
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Fig. 6. This figure shows typical histograms of the wavelet coeffi-
cients (see text). The upper histogram represents an in-phase series
without an airplane echo and the lower histogram represents an in-
phase series with an airplane reflection.
have chosen this one for our calculations. Mathematically, it
is no problem to increase the wavelet order (regularity), but
the wavelet support size and the number of filter coefficients
also increases, and this will decelerate the algorithm. Finally,
we note, in passing, that we have concentrated on the fast
wavelet transform (multiresolution analysis), which is a spe-
cial case of the discrete wavelet transform. Obviously, for
an online algorithm, the number of operations per data point
is limited. The fast wavelet transform is, therefore, the best
choice, since it has the highest numerical efficiency (i.e. it
is faster than the fast Fourier transform). This, of course,
restricts the possible choices of the underlying basis wavelet.
The number of decomposition scales is determined by bal-
ancing the stochastic and the deterministic part of the MISE.
Thus, the optimal scale may be evaluated automatically by
the rule 2j1(n) w n1/(2s+1). After fixing the main parame-
ters, one may start the wavelet decomposition of the in-phase
and the quadrature-phase time series. To separate the atmo-
spheric component, the algorithm calculates for each decom-
position level the local thresholds λˆjk .
Additionally, one may use histogram information, which
displays the empirical distribution of the coefficients αˆk and
βˆjk . In particular, if the signal was contaminated by an air-
plane echo, the main part of the observations is concentrated
in a small neighborhood around zero. If there is no airplane
echo, the coefficients are exponentially distributed (see Fig.
6).
The histogram methods acts as follows: we denote by
hj (k), the histogram function of the coefficient sequence of
scale j , and by Hj (z), the connected empirical distribution
function. We know thatHj is monotonic increasing, continu-
ous from the right and a step function. If Hj (z) is given then
all values zi may be recognized completely; this means that
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x 104 Spectrum after DWT Fig. 7. Decomposition (αk und β1k),
reconstruction and Fourier power spec-
trum of gate 17 (top) and gate 11 (be-
low). The black curves in the power
spectra representations display the de-
contaminated spectra. One clearly rec-
ognizes are the differences of moment
estimations; see the computed first mo-
ment before (gray arrow) and after
(black arrow) the filtering step.
one can detect the smallest value q0 with Hj (q0) ≤ cj,α (so-
called empirical α-quantile). If we now determine a lower
bound for the number of coefficients we want to have avail-
able for reconstructing, we may easily evaluate qj,α by solv-
ing∫ qj,α
−qj,α
hj (k)dk = cj,α.
We define the histogram-based threshold by λhistjk := qj,α .
Since there is only empirically information and no model
about the characteristics of intermittent clutter echoes, we as-
sume that the histogram method should remove a maximum
of 15 percent of the observations and hence, we have cho-
sen cj,α = 0.85. This is, of course, just a heuristic value.
For our dataset, this value has given the best results for the
loss function. We are quite confident that the rule is robust
if a larger percentage of the dwell time is contaminated with
flier echos. However, more research about the properties of
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Fig. 8. Top left: Simulated Fourier-
power-spectrum with strong ground
clutter influence and with an atmo-
spheric signal overlapping the ground
clutter peak. Lower left: I/Q time se-
ries derived from the simulated Fourier-
power-spectrum using the Zrnic´ (1975)
method. Lower right: I/Q time series
after applying the nonlinear wavelet fil-
ter. Top right: Resulting Fourier-power-
spectrum based on the reconstructed
(filtered) signal.
the contaminating signals and the distribution of the wavelet
coefficients is certainly needed.
In the case of having only ground clutter, λˆjk and λhistjk are
almost equal. In the case of intermittent clutter, we choose
our data driven threshold, λˆjk , by taking the minimum of λˆjk
and λhistjk . Hence, in case of having bird or airplane echoes,
it may occur that the resulting threshold underestimates the
threshold evaluated by minimizing the MISE. Yet from ex-
tensive test calculations, we know that no problems accrue.
In addition, by using this simple histogram rule, the accuracy
of the thresholding step increases. But the price of applying
the rule is an enlargement of the number of calculations per
data point.
To observe how this algorithm works, we start by simu-
lating one easy test sample. Using the statistical-stochastic
approach of Zrnic´ (1975) to generate I/Q-timeseries, we first
generate an atmospheric signal with Gaussian characteristics
in the frequency domain. We choose the Doppler frequency
of the atmospheric signal close to zero to force the separa-
tion problem. Now we add a noise variable and a ground
clutter peak, which is generated by a narrow Gaussian. The
order of the ground clutter amplitude is much higher than the
atmospheric signal amplitude. Since the algorithm removes
the ground clutter completely, the reconstructed signal con-
sists only of the atmospheric part (and some noise). This
demonstrates impressively the difference between the non-
linear wavelet filtering method and the Fourier methods and
digital filtering: the spectra of clutter and atmospheric sig-
nal can overlap as much as they want; nonetheless, we can
still separate the two components. The different amplitude
of both signals allows for the discrimination.
For intermittent clutter, one of the advantages of wavelet-
based techniques is certainly the ability to describe a tran-
sient signal with only a few wavelet coefficients. This is
caused by the finite support of the wavelet basis, in con-
trast to the basis functions (the so-called windowed Fourier
atoms) eiωtg(t − u) of the windowed Fourier transform. It is
the localizing properties of wavelets (Burrus et al., 1998) that
makes the wavelet transform especially suited for filtering of
transient signals (e.g. intermittent clutter).
To expose how the routine is acting on measured RWP
time series, we eventually go back to the presented “real
life” problem (example Fig. 3) in order to demonstrate the
robustness of the method. The problem was that the signal
at gate 17 was contaminated by intermittent clutter (aircraft
echo) and the signal at gate 11 was contaminated by persis-
tent ground clutter. The spectra obtained with the standard
signal processing were severely affected by clutter contribu-
tions to the received signal and thus, the moment estimation
and finally the wind vector determination were significantly
biased. Figure 7 shows exemplarily how wavelet threshold-
ing was realized in decomposition sequences αk and β1k of
gates 11 and 17. The dotted lines may be identified with the
threshold. It can be observed that in both cases, the clutter
components could be completely removed.
5 Conclusions
This paper discusses an algorithm that employs discrete multi-
resolution analysis and nonlinear estimation theory to sepa-
rate the atmospheric Doppler signal in RWP measurements in
the presence of contaminating signals. Using simulated and
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real wind profiler data, we have demonstrated that wavelet
thresholding is effective in removing ground and intermittent
clutter (airplane echoes) from the RWP raw data (I/Q time-
series). The presented wavelet based filtering technique is
self-acting and, therewith, a step toward an automatic algo-
rithm for clutter removal in Doppler spectra. Real time im-
plementation in profiler systems is required to test the new
method with a substantially longer dataset, preferably in par-
allel with the standard processing (comparison), and to de-
monstrate its use for operational applications.
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Abstract
During the last three decades, radar wind profiling (RWP) has evolved into a key technology for atmospheric
science and operational meteorology. In this tutorial status report, RWP is divided into three distinct areas:
single-signal RWP, two-signal RWP, and multi-signal RWP. While single-signal RWP, or standard RWP, is
a mature technology in many respects, there is still much room for improvement, particularly in the inter-
pretation of signals that are severely contaminated by radio interference or by clutter from aircraft, birds,
hydrometeors, etc. Two-signal RWP, the best known examples of which are the spaced-antenna (SA) and
frequency-domain interferometry (FDI) techniques, have been used to overcome some of the limitations in-
herent to standard RWP. Multi-signal RWP is, to a large extent, still unexplored territory. This paper attempts
to provide a coherent conceptual framework of advanced RWP and to identify areas of future research and
development.
Zusammenfassung
Im Laufe der letzten drei Jahrzehnte hat sich Radar-Windprofiling (RWP) zu einer Schlüsseltechnologie in
der Atmosphärenforschung und der operationellen Meteorologie entwickelt. Im Rahmen einer einführen-
den Bestandsaufnahme wird RWP in drei Kategorien eingeteilt: Einzel-Signal-RWP, Zwei-Signal-RWP und
Multi-Signal-RWP. Obwohl Einzel-Signal-RWP, d.h. Standard-RWP, in vielerlei Hinsicht eine ausgereifte
Technologie ist, gibt es dennoch Verbesserungsmöglichkeiten, insbesondere hinsichtlich der Auswertung von
Messungen, die durch Radio-Einstreuung oder Störechos von Flugzeugen, Vögeln, Hydrometeoren usw. stark
beeinträchtigt sind. Zwei-Signal-RWP, als deren Hauptvertreter die Technik der versetzten Antennen und
die Frequenzbereich-Interferometrie gelten können, haben sich als hilfreich zur Überwindung einiger Lim-
itierungen der Standard-RWP erwiesen. Multi-Signal-RWP hingegen ist im wesentlichen noch unbekann-
tes Territorium. Dieser Beitrag versucht, einen einheitlichen begrifflichen Rahmen der fortgeschrittenen
RWP-Technologie zu liefern. Zudem werden mögliche Bereiche zukünftiger Forschung und Entwicklung
aufgezeigt.
1 Introduction
The era of radar wind profiling (RWP) began with the
pioneering paper by WOODMAN and GUILLÉN (1974),
who were the first to demonstrate that the extremely
weak VHF radio-wave echoes from clear-air refractive-
index perturbations in the troposphere and stratosphere
are indeed measurable and that the temporal changes of
these echoes can be used to retrieve wind velocities.
Within one decade, the first RWP network, called
the Colorado wind-profiling network (STRAUCH et al.,
1984), was implemented and provided quasi-operational
wind data. The network consisted of four VHF profilers
operating at 50 MHz (wavelength 6 m) and one UHF
profiler operating at 915 MHz (wavelength 33 cm). Ac-
cording to STRAUCH et al. (1984, p. 37), one objec-
tive of that program was “to develop tropospheric wind-
∗Corresponding author: Andreas Muschinski, Dept. of Electrical and
Computer Engineering, University of Massachusetts at Amherst,
151 Holdsworth Way, Amherst, MA 01003-9284, USA, e-mail:
muschinski@ecs.umass.edu
profiling radars that will provide vertical profiles of the
horizontal wind throughout the troposphere, operate in
nearly all weather conditions, provide wind data auto-
matically and continuously with unattended operation,
be suitable for widespread use in networks, provide data
for mesoscale and synoptic scale applications.” The de-
sign goal was “to provide vertical profiles of the hori-
zontal wind with accuracy of orthogonal components to
better than 1 m s−1; height resolution of 100 m below
600 mb, 300 m to 300 mb, and 1 km to 100 mb; tem-
poral resolution of 15 min for profiles to 600 mb, 30
min for profiles to 300 mb, and 60 min for profiles to
100 mb.” The design goals for operational RWPs have
barely changed during the last twenty years, which in
hindsight may be seen as an indication that the problems
encountered in RWP are more serious and complicated
than originally anticipated.
The Colorado network was the precursor of the
National Oceanic and Atmospheric Administration’s
(NOAA) National Profiler Network (BARTH et al.,
1994), which has been operating continuously since
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1992, and by the end of 2004 consisted of 35 RWP sites
across the United States. Similar RWP networks are now
operating in Europe and Japan.
Today, there are hundreds of research and operational
RWPs worldwide, measuring wind velocities in the at-
mospheric boundary layer, the free troposphere, and in
the lower stratosphere. Overviews of the technical and
scientific aspects of RWP have been provided, among
others, by Gage (1990), RÖTTGER and LARSEN (1990),
DOVIAK and ZRNI ´C (1993), and MUSCHINSKI (2004).
Based on the overall success of RWPs, many consider
RWP a mature technology. A closer look at the underly-
ing physical and mathematical principles, however, re-
veals that there is still room for substantial improvement
and further development. Major progress can be antici-
pated in two directions. First, traditional RWP, or single-
signal RWP, can be made more efficient by taking ad-
vantage of new methods in mathematical signal analysis.
Second, two-signal and multi-signal RWP techniques,
which have been studied by researchers for many years
but have not yet entered the operational arena, offer a
wide range of options to overcome limitations that are
inherent to single-signal RWP.
The purpose of this paper is to give a tutorial
overview of single-signal, two-signal, and multi-signal
radar wind profiling. Emphasis is placed on the physi-
cal and mathematical concepts. Examples of RWP mea-
surements are presented in order to give an impression
of the wide variety of problems that arise from non-
atmospheric signal contributions, i.e., clutter and noise.
The paper is organized as follows. Section 2 gives
an overview of the physical nature of a single RWP sig-
nal. The RWP signal is divided into a clear-air compo-
nent, a clutter component, and a noise component. Ba-
sic single-signal statistics are introduced and explained,
among them the so-called Doppler spectrum and its
first three moments. A number of the difficulties to re-
trieve clear-air statistics from contaminated RWP sig-
nals are explained. Limitations inherent to single-signal
RWP are discussed. Section 3 reviews two-signal RWP
techniques, mainly the spaced-antenna technique and
the frequency-domain interferometry technique. Section
4 gives an introduction to multi-signal RWP, which
is mathematically much more demanding than single-
signal and two-signal RWP. A wide variety of forward
problems can be formulated, and the associated inverse
problems will remain a fertile research area in the fore-
seeable future. A summary and a brief outlook are given
in Section 5.
2 Single-signal radar wind profiling
This section describes physical, technological, and
mathematical aspects of single-signal RWP. Section 2.1
illustrates the nature of RWP signals on the basis of a
measurement example. Section 2.2 describes and dis-
cusses the various sources of clutter and noise, which
often dominate the clear-air echo and make it diffi-
cult, sometimes impossible, to retrieve wind informa-
tion from a measured RWP signal. Based on the mea-
surement example of Section 2.1, Section 2.3 introduces
the Doppler spectrum and explains why RWPs can mea-
sure wind velocities at signal-to-noise ratios as low as
−35 dB or even lower. Section 2.4 summarizes the the-
ory that relates the intensity of the clear-air echo to the
spatial spectrum of the refractive-index perturbations in
the RWP’s sampling volume. The relationship between
Doppler shift and wind velocity has been analyzed only
recently on the basis of first-principle theory, as sum-
marized in Section 2.5. Of considerable practical impor-
tance for single-signal RWP are new mathematical time-
frequency decomposition techniques. Section 2.6 illus-
trates the efficacy of these techniques by means of an
RWP signal that is severely contaminated by an aircraft
echo.
2.1 A measurement example
Figure 1 shows the time series of the real and imaginary
parts of a single signal measured with the east beam of
the 482-MHz profiler operated by the Deutscher Wetter-
dienst (DWD, German Weather Service) at its Meteorol-
ogisches Observatorium Lindenberg (MOL). The data
were taken on Dec. 1, 1999, with the east beam (15o off
zenith) at a height of 3035 m MSL. The elevation of the
MOL site is 103 m MSL.
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Figure 1: Time series of the in-phase (a) and quadrature (b) compo-
nent of a signal measured on 1 December 1999 with the 482-MHz
RWP at the Meteorologisches Observatorium Lindenberg, Germany.
Each of the two time series contains 2048 samples. Each sample is
the coherent sum of 144 echoes from subsequent pulses.
The real (in-phase) part and the imaginary (quadra-
ture) part of the complex time series each contain 2048
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samples. Each sample is the coherent average of the
echoes from 144 subsequent pulses. That is, the data
are the result of 294,912 subsequent pulses and their re-
spective echoes. The pulse-repition period was 61 µs,
such that the coherent-integration time was 8.8 ms, and
the length of the entire time series (the “dwell time”)
was 18.0 s. (Note that some authors use the term “dwell
time” as the time during which the radar “dwells” in
the same beam-pointing direction; that definition may
or may not coincide with our definition.)
The coherent-integration time must be short com-
pared to the time scales at which the signal’s phase and
amplitude change significantly due to the mean and tur-
bulent motion of the atmospheric refractive-index per-
turbations in the RWP’s resolution volume. For RWP
operating in the lower UHF regime, where the radar
wavelength is of order 1 m, a coherent-integration time
of order 10 ms is usually a good choice.
Figure 2 shows the first second of the 18-s-long sig-
nal time series presented in Figure 1. The signal fluctu-
ations at time scales of order 50 ms are due to echoes
from atmospheric refractive-index perturbations while
the fluctuations at one-second time scales, which domi-
nate Figure 1, are caused by clutter from slowly moving
objects on the ground.
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Figure 2: The first second of the signal time series shown in Fig-
ure 1.
2.2 Definitions: Clutter, noise, and clear-air
signal
In Figure 2, the clear-air component can be clearly rec-
ognized as the nearly sinusoidal oscillations superposed
on the slowly changing clutter component. Uncorrelated
noise has been substantially suppressed because of the
coherent averaging. If the single echoes were shown
instead of the coherently added echoes, then Figure 2
would have been noise-dominated, as we will show in
the next subsection. (For the data shown in Figure 2 the
coherent adding, or averaging, had been done with hard-
ware, and because of hardware limitations the single-
echo samples could not be saved; therefore, the single-
echo samples cannot be shown here.) The clutter, how-
ever, which dominates Figure 1 and in this case is much
stronger than the atmospheric echo, cannot be reduced
by coherent averaging.
At this point, it is helpful to define the terms clut-
ter, noise, and signal more clearly. Unfortunately, the
term “signal” is used in the literature with two different
meanings. In the context of “signal processing,” “sig-
nal” stands for “measured receiver output,” which is the
sum of clutter, noise, and atmospheric echo. Often, how-
ever, “signal” is used synonymously with “atmospheric
echo.” In the following, we avoid this ambiguity by us-
ing the terms “total signal” S(t), “clear-air signal” I(t),
clutter C(t), and noise N(t):
S(t) = I(t)+C(t)+N(t), (2.1)
where all terms are complex-valued “base-band” cur-
rents measured at the receiver output. Our definition
of I(t) is identical to the one in DOVIAK and ZRNI ´C
(1984), DOVIAK and ZRNI ´C (1993, eq. 11.115 on p.
456), and MUSCHINSKI (2004).
Clutter is the totality of undesired echoes. In the
case of RWP, clutter includes echoes from airborne ob-
jects such as aircraft, birds, bats, insects, atmospheric
plankton, airborne debris, hydrometeors, and moving or
nonmoving objects on the ground like buildings, power
lines, trees, cars, or wind turbines. Whether or not clutter
is easily distinguishable from clear-air signals depends
on the distribution of the echoing objects in space and
time, and on their radial velocities. Insect echoes, for ex-
ample, are difficult to distinguish from clear-air echoes
because insects constitute a “distributed target” (there
are often many insects in the same sampling volume),
and often they are passively advected with the local
wind velocity. The same is true for small rain droplets
or small snowflakes. From a purely practical point of
view, particularly if one is interested only in wind mea-
surements, there is no need to distinguish between the
clear-air component and the clutter component if one
can safely assume that the sources of airborne clutter are
passively advected with the wind.
We define noise as the sum of all contributions to
S(t) that are not the result of an echoing mechanism.
From this definition it follows that noise is independent
of the strength, the shape, or the transmit time of the
transmitted pulses. Noise includes thermal noise in the
RWP system, electromagnetic radiation from the sun or
other astronomical objects (cosmic noise), and radio sig-
nals transmitted from satellites, mobile phones, electri-
cal machinery, etc. (radio interference). It is usually as-
sumed that system noise and cosmic noise are well ap-
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proximated by a flat “noise floor” (white noise) in the
spectrum.
Because clear-air signal, clutter, and noise are uncor-
related from each other, such that 〈I∗C〉 = 0, 〈I∗N〉 =
0, and 〈C∗N〉 = 0 (the angle brackets mean “expecta-
tion value of”), the “total Doppler spectrum,” i.e., the
frequency spectrum of S(t), is simply the sum of the
frequency spectra of I (t), C (t), and N (t), respectively:
φS (ω) = φ (ω)+φC (ω)+φN (ω) , (2.2)
where φ(ω) is the spectrum of the clear-air signal,
φC(ω) is the clutter spectrum, and φN(ω) is the noise
spectrum. We have suppressed the subscript “I” in φ(ω)
in order to keep the notation in the analytical Sections
2.5 and 3.1 simple.
2.3 Measurement example: Periodogram,
Doppler spectrum, and signal-to-noise
ratio
Figure 3 shows the periodogram of the signal time series
presented in Figure 1. The periodogram was computed
by means of a Fast Fourier Transform (FFT) algorithm.
As is customary in the RWP community, we present the
periodogram as a function of frequency f = ω/2pi and
not of cycle frequency ω . Three features can be clearly
distinguished from each other: a peak centered at f =
−18 Hz, a second peak at f = 0, and noise spread over
the entire resolvable frequency interval. The resolvable
frequencies range from − fNy to + fNy, where
fNy = 12Tc (2.3)
is the Nyquist frequency and Tc the coherent-integration
time. In our case, Tc = 8.8 ms, which leads to fNy = 56.9
Hz, in agreement with the frequency range depicted in
Figure 3. The frequency increment in a periodogram is
∆ f = 1
Td
, (2.4)
where Td is the dwell time, in our example Td = 18 s,
such that ∆ f = 0.056 Hz. That is, in Figure 3 a frequency
interval of width 10 Hz (like the width of the peak cen-
tered at −18 Hz) is represented by 180 points in the pe-
riodogram.
A clear distinction has to be made between the pe-
riodogram, which can be calculated from a finite time
series, and the power spectrum, which can only be esti-
mated from a finite time series. Definitions of the power
spectrum and the cross-spectrum of complex-valued,
random variables can be found, e.g., in MUSCHINSKI
(2004). Sometimes, the power spectrum is referred to as
the auto-spectrum (as opposed to the cross-spectrum),
the variance spectrum (because integration over all fre-
quencies gives the variance), or simply as the spectrum.
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Figure 3: Periodogram of the RWP signal shown in Fig. 1.
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Figure 4: Doppler spectrum, estimated from the periodogram in Fig-
ure 3 after averaging in the frequency domain over 20 adjacent spec-
tral points.
The most obvious difference between a periodogram
and a spectrum is that in a periodogram the individ-
ual spectral points show a random behaviour, some-
times referred to as “speckle,” while a spectrum is usu-
ally smooth. Figure 4 shows the periodogram in Fig-
ure 3 after averaging over 20 adjacent spectral points,
that is, over frequency intervals of 1.1 Hz. Obviously,
smoothing reduces the speckle, such that a smoothed
periodogram is a better approximation of the spectrum
than the “raw” periodogram. It is important to note that
the periodogram calculated from a finite data set is a bi-
ased estimator of the power spectrum (e.g., DOVIAK and
ZRNI ´C, 1993, p. 99).
The noise spectral density, φN , has been estimated
with the HILDEBRAND and SEKHON (1974) algorithm
and is depicted by the horizontal lines in Figures 3 and 4.
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The algorithm does not require any a priori knowledge
about which parts of the periodogram are pure white
noise and which are not, as long as there are a sufficient
number of periodogram points that represent pure white
noise.
The peak at −18 Hz (correponding to an oscillation
period of 56 ms, as visible in the time series in Figure 1)
is the atmospheric signal while the peak at zero Doppler
shift is ground clutter. The spectral densities in Figures
3 and 4 are given relative to the mean noise spectral den-
sity φN , such that the actual noise spectral density (as a
function of frequency) fluctuates around 0 dB. The peak
spectral densities of the clear-air signal and the clutter
are 23 dB and 30 dB, respectively, above the noise floor
in this measurement example.
Let us estimate the single-pulse signal-to-noise ratio
(SNR) of the clear-air signal:
SNR = 〈|I|
2〉
〈|N|2〉 , (2.5)
where I is the non-averaged clear-air component and N
is the non-averaged noise. The width of the clear-air
peak is about 10 Hz, while the Nyquist interval of the
non-averaged echoes is 1/(61 µs) = 16.4 kHz, or 2×144
times the Nyquist frequency of the coherently averaged
samples, which we showed is 56.9 Hz. That is, the noise
is spread over a frequency interval that is about 1600
times as wide as the bandwidth of the atmospheric sig-
nal. We found that the variance contained in the “wind
peak” (the peak centered at −18 Hz) is higher by 8.7 dB
than the variance contained in the noise of the 144-pulse
averages. Because the noise energy of single pulses is
144 times larger than the noise energy in the 144-pulse
averages, the SNR is by a factor of 144, or by 21.6 dB,
lower than 8.7 dB. That is, the SNR in our measurement
example is −12.9 dB.
As stated above, in our measurement example the
peak spectral density of the clear-air signal is 23 dB
above the noise floor, such that the clear-air peak were
still 3 dB above the noise floor if the SNR were by 20 dB
lower. In other words, the RWP could provide meaning-
ful wind estimates for SNRs as low as −32.9 dB. More-
over, if the bandwidth of the clear-air signal were only
1 Hz (instead of order 10 Hz, as in our example), which
is not uncommon under low-turbulence conditions and
for shorter dwell times, then the Lindenberg 482-MHz
RWP could provide meaningful wind data even if the
SNR were as small as −42.9 dB.
The main reason why RWPs can provide meaningful
data at extremely low SNRs is that the bandwidth of the
clear-air signal is typically by three or more orders of
magnitude smaller than the very wide Nyquist interval
associated with the very short pulse-repetition period.
Ground clutter has a peak spectral density that often
exceeds the clear-air peak spectral density. In that case,
ground clutter can be separated from the atmospheric
signal only if, as in Figures 3 and 4, their spectra do not
overlap.
2.4 Radio-wave propagation theory:
Backscattered power from turbulent
refractive-index perturbations in the
optically clear air
RWP signals can be fully understood only on the basis of
the theory of radio-wave propagation through the turbu-
lent atmosphere. This theory, pioneered by TATARSKII
(1961), is a synthesis of Maxwell’s electromagnetic the-
ory and classical turbulence theory (KOLMOGOROV,
1941; BATCHELOR, 1953).
For single scatter, that is, under the assumption that
the first-order Born approximation is valid, the instan-
taneous clear-air signal I (t) is unambiguously deter-
mined by the field of the instantaneous refractive-index
perturbations, n(x′, t), in the RWP’s resolution volume
through an equation of the form
I (t) =
∫∫∫
G
(
x′
)
n
(
x′, t
)
d3x′ (2.6)
(e.g., TATARSKII, 1961; DOVIAK and ZRNI ´C, 1984),
where G(x′) is a complex-valued instrument function,
or “sampling function” that does not vary with time.
DOVIAK and ZRNI ´C (1984) put forward a closed-form
model for G(x′) which is a good approximation for a
wide range of RWP applications.
While DOVIAK and ZRNI ´C (1984), and recently
MUSCHINSKI (2004), discuss the power
Pr =
R
2
〈|I|2〉 (2.7)
of the backscattered pulse measured at the receiver out-
put (here R is the receiver resistance) by means of Eq.
(2.6), the traditional approach by TATARSKII (1961) is
slightly different. TATARSKII (1961, chapter 4) consid-
ered the electric field vector associated with a plane
wave travelling through a small test volume V and
used Maxwell’s equations to find the field vector of the
wave scattered into a particular direction m (TATARSKII,
1961, p. 63, eq. 4.8). Then he derived the mean intensity
of the scattered wave and derived an equation for the
scattering cross-section increment dσ for the wave scat-
tered from the scattering volume V into a solid-angle
increment dΩ in the direction m:
dσ = 2pik40V sin2 χΦnn (k0−k0m)dΩ (2.8)
(TATARSKII, 1961, p. 68, eq. 4.19), where k0 = 2pi/λ is
the wave number of both the incident wave and the scat-
tered wave, χ is the angle between the elctromagnetic
field vector of the incident wave and the propagation di-
rection m of the scattered wave, k0 is the wave vector
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of the incident wave, m is the wave vector of the scat-
tered wave, and Φnn (k) is the three-dimensional, spec-
tral density of refractive-index variance at the wave vec-
tor k. For backscatter, we have χ = 90o (the field vector
is perpendicular to the propagation path) and k0−k0m =
2k0. The magnitude of the “Bragg wave vector” 2k0 is
usually referred to as the Bragg wave number,
kB = 2k0 =
4pi
λ . (2.9)
If the refractive-index perturbations are statistically
isotropic at a particular wave number k, and if k lies
within the inertial subrange of the refractive-index tur-
bulence, both of which are common, although not
unchallenged assumptions for atmospheric refractive-
index perturbations at wavelengths of 1 m or shorter
(e.g., MUSCHINSKI and WODE, 1998; LUCE et al.,
2001a; MUSCHINSKI and LENSCHOW, 2001; BALSLEY
et al., 2003), then Φnn (k) depends only on the mag-
nitude k of the wave vector and is proportional to the
refractive-index structure parameter C2n :
Φnn (k)=
Γ(8/3) sin(pi/3)
4pi2
C2nk−11/3 = 0.0330 C2nk−11/3
(2.10)
(TATARSKII, 1961, p. 48, eq. 3.24).
It has become common practice to quantify the ratio
between incident and backscattered intensity in terms of
the volume reflectivity
η = 1
V
dσb
dΩ/4pi , (2.11)
where dσb is the cross-section increment for backscatter,
i.e., χ = 90o and k0−k0m = 2k0. Inserting (2.8) leads to
η = 8pi2k40Φnn (2k0) . (2.12)
If the volume V is filled with refractive-index turbulence
that is isotropic at the Bragg wave number and homoge-
neous across the volume V , and if 2k0 lies in the inertial
subrange, then (2.10) is valid and one obtains
η = 0.379 C2nλ−1/3. (2.13)
This relationship follows immediately from Tatarskii’s
analysis, as just shown, but is usually credited to OT-
TERSTEN (1969) who, to the best of our knowledge, was
the first to present the relationship between η and C2n in
the form of Eq. (2.13).
The advantage of the DOVIAK and ZRNI ´C (1984)
approach is that it avoids the concept of a local scat-
tering cross section, which may cause problems if the
refractive-index correlation lengths are not small com-
pared to the Fresnel length. This was recently pointed
out by TATARSKII (2003), who now strongly questions
his earlier approach. MUSCHINSKI (2004), however,
found that both approaches, that is, the Fraunhofer ap-
proximation (TATARSKII, 1961) and the Fresnel approx-
imation (DOVIAK and ZRNI ´C, 1984), lead to the same
result, namely to Eq. (2.13), if the refractive-index per-
turbations are Bragg-isotropic, which in many cases is a
valid assumption, in particular for UHF RWPs operating
in the atmospheric boundary layer.
2.5 Combining radio-wave propagation
theory with basic fluid dynamics: The
relationship between Doppler shift and
radial wind velocity
The main purpose of a radar wind profiler is to mea-
sure vertical profiles of the three components, u, v, and
w, of the wind vector. The standard procedure is the so-
called Doppler beam swinging (DBS) technique, where
the radial wind velocity, vr, is measured in at least three
non-coplanar beam directions, and u, v, and w are re-
trieved from the vr measurements by means of elemen-
tary trigonometric relationships. For a given beam direc-
tion, vr is obtained through
ωD =−kBvr, (2.14)
where
ωD =
∫ φ (ω)ω dω∫ φ (ω) dω (2.15)
is the Doppler shift. In the measurement example dis-
cussed in Section 2, the radar wavelength was 62 cm
and the Doppler shift was −18 Hz, such that vr = +5.6
ms−1. A negative Doppler shift and a positive vr means
that the air moves away from the radar.
For more than two decades, the vr-ωD relationship,
(2.14), has been the key equation for operational RWP.
Eq. (2.14) can be derived easily based on the assumption
that the scattering volume is populated by point scatter-
ers that are advected with the wind velocity. In the case
of scatter from turbulence, however, which is the usual
case for RWP applications, there are no point scatter-
ers. Instead, the scattering volume is filled with a con-
tinuous refractive-index field that is random in time and
space and is usually characterized by horizontal corre-
lation lengths that are large compared to the size of the
scattering volume and by correlation times that are long
compared to the dwell time.
Although it is obvious that the point-scatterers as-
sumption is invalid for most RWP applications, for
more than two decades, the RWP community has taken
the validity of (2.14) for granted. Doubts that (2.14)
might be incomplete or erroneous have come from dif-
ferent sources. HOCKING et al. (1986) showed that
Bragg-anisotropy, which is common for echoes ob-
served with VHF radars at near-zenith directions and
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is known as “VHF aspect sensitivity,” leads to erro-
neous radial wind velocities, and they suggested a cor-
rection formula. NASTROM and VAN ZANDT (1994)
found that long-term averages of vertical velocities
observed with vertically pointing VHF radars usu-
ally show a downward bias of a few centimeters per
second, and they explained this bias with a negative
covariance between vertical-velocity fluctuations and
radar-reflectivity fluctuations resulting from upward-
propagating gravity waves. MUSCHINSKI (1996) of-
fered an alternative explanation: Bragg-anisotropic fea-
tures associated with Kelvin-Helmholtz billows in the
shear regions of upper-level jet streams lead to a down-
ward bias in the lower shear region and an upward bias
in the upper shear region. Recently, the upward bias hy-
pothesized by MUSCHINSKI (1996) was observed by
YAMAMOTO et al. (2003).
To the best of our knowledge, MUSCHINSKI (1998)
was the first to use the basic equation for single scat-
ter, (2.6), to investigate the validity of the traditional vr-
ωD relationship (2.14) for the case of scatter from turbu-
lent refractive-index perturbations advected by a turbu-
lent wind field. He found that in general, ωD is the sum
of three parts: first, the mean-wind contribution, −kBvr,
which is the only term that appears in the traditional
vr-ωD relationship (2.14); second, a term that is propor-
tional to the Bragg-component of the spatial quadrature
spectrum of radial-wind and refractive-index perturba-
tions, a term that TATARSKII and MUSCHINSKI (2001)
later called the “correlation velocity;” and a third term
that is proportional to the covariance of vr perturbations
and η perturbations, or, in other words, proportional to
the radial flux of clear-air radar reflectivity.
Recently, MUSCHINSKI (2004) expanded and gen-
eralized the earlier analysis (MUSCHINSKI, 1998) and
found for the mth moment of the Doppler spectrum,
M(m)11 , the equation
M(m)11 =
1
im
∫∫∫ ∫∫∫
G11
(
x′,x′′
)
R(m)nn
(
x′,x′′
)
d3x′d3x′′,
(2.16)
where
R(m)nn
(
x′,x′′
)
=
〈
n
(
x′
) ∂ m
∂ tm n
(
x′′
)〉 (2.17)
is the two-point, cross-covariance function of the refrac-
tive index and of the mth local time derivative of the
refractive index, and where
G11
(
x′,x′′
)
= G∗1(x′)G1(x′′) (2.18)
is a new instrument function.
MUSCHINSKI (2004) studied R(1)nn (x′,x′′) and
R(2)nn (x′,x′′) based on simplifying assumptions like
the random Taylor hypothesis. Much further work,
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Figure 5: Time series of the in-phase (a) and quadrature (b) com-
ponent of an RWP signal with severe aircraft echo contamination.
however, needs to be done to systematically investigate
the functions R(m)nn (x′,x′′), which would be the basis of
a full understanding of the higher moments of RWP
Doppler spectra.
2.6 Non-stationary clutter and
time-frequency decomposition
Aircraft, birds, and moving objects on the ground may
severely contaminate RWP signals. Often their echo in-
tensity exceeds the clear-air echo intensity by several or-
ders of magnitude, and their radial velocities may vary
from centimeters per second to tens (birds, cars) or even
hundreds of meters per second. An important feature of
this type of clutter is that its Doppler frequency may
change significantly during the dwell time. As we will
see, these so-called transient or non-stationary signals
can be resolved sufficiently well neither in time domain
nor in frequency domain.
An example of a signal that is severely contaminated
by an aircraft echo is given in Figure 5. The transient
airplane clutter between t = 9 s and t = 16 s is much
stronger than the clear-air echoes, which are not resolved
in the figure. This contamination shows a typical varia-
tion in amplitude with distinct maxima and minima. This
amplitude variation is a direct result of the antenna radi-
ation pattern of the RWP. A calculated pattern for the
Lindenberg 482-MHz RWP is shown in Figure 6. As-
sume that a hard target with constant radar reflectivity
is moving through the RWP antenna beam. It will nec-
essarily experience a varying illumination which in turn
will lead to a varying echo amplitude. The observed am-
plitude modulation will therefore depend on the real ra-
diation pattern of the antenna, the flight trajectory, and
the speed of this target. A simple theoretical model for
an airplane return was given by BOISSE et al. (1999).
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Figure 7: Frequency spectrum of the signal shown in Figure 5.
The frequency spectrum of the contaminated signal
is depicted in Figure 5. Because of the transient na-
ture of the aircraft echo, the clutter signal occupies a
fairly wide frequency range, and it is nearly impossi-
ble to identify the clear-air component in the spectrum.
The noise level at 0 dB computed with the algorithm
by HILDEBRAND and SEKHON (1974) does not make
much sense here, since noise is completely dominated
by the airplane echo. It is obvious that neither the time
series nor the spectrum is an adequate representation to
characterize the properties of this signal.
Generally, time representation (sampled data) and
frequency representation (Fourier transformed signal)
are two alternative ways of looking at the same piece
of information. The time representation offers the high-
est resolution in time, but there is no frequency resolu-
tion. That means two signal components can still be dis-
tinguished even if their energy is concentrated within a
very short, but non-overlapping period of time, no matter
what frequency information the two components carry.
On the other hand, if two components overlap in time,
they cannot be distinguished, even if their energy is con-
centrated at different frequencies. Also, it is difficult to
read the desired frequency information from a pure time-
domain representation.
Frequency representation possesses the highest pos-
sible frequency resolution, but there is no time resolu-
tion. For transient signals such as airplane echoes, nei-
ther representation is optimal, as we will see in the fol-
lowing example.
We construct a simple test signal consisting of two
components: A (stationary) harmonic wave s1(t) and a
(non-stationary) damped linear chirp s2(t) are added to
yield the two-component signal s(t):
s(t) = s1(t)+ s2(t)
= exp(2pii f0t)
+100exp
(
− t
2
2σ 2
)
exp
(
2pii · 1
2
at2
)
,
(2.19)
where we choose the constant frequency f0 = 3 Hz,
the angular acceleration a = 0.6 Hzs−1 and the damp-
ing factor σ = 5 s. The signal s and its Fourier
spectrum are shown in Figures 8 and 9, respectively.
Since s2 exceeds s1 by two orders of magnitude, s1
is no longer visible in the time series plot. In the fre-
quency spectrum, s1 is observed as a small kink at
f0 = 3 Hz. The instantaneous frequency of an analytic
signal s(t) = A(t)exp [iΦ(t)] is defined as finst(t) =
1
2pi
d
dt [Φ] (HLAWATSCH and BOUDREAUX-BARTELS,
1992; BOASHASH, 1992; FLANDRIN, 1999). For the
non-stationary component s2, we obtain finst(t) =
d
dt (
1
2at
2) = at. Because the instantaneous frequency
changes in time, the signal energy is spread over the
whole axis in both time and frequency domain. In nei-
ther time, nor frequency representation, s1 and s2 can be
separated easily.
A better way to facilitate the understanding of
such signals is provided by so-called time-frequency
(TF) representations. The most prominent TF repre-
sentations are linear, like the short-time or windowed
Fourier transform (WFT) or wavelet transforms.1 Other
TF representations are quadratic, such as the spec-
trogram, the scalogram or the Wigner-Ville distribu-
tion (COHEN, 1989; HLAWATSCH and BOUDREAUX-
BARTELS, 1992; FLANDRIN, 1999).
Time-frequency representations are yet another way
of looking at a signal; they are a compromise between
1Wavelet transforms are usually referred to as a time-scale represen-
tation, where scale is the reciprocal of frequency.
87
Meteorol. Z., 14, 2005 A. Muschinski et al.: Advanced radar wind profiling 617
−20 −15 −10 −5 0 5 10 15 20
−150
−100
−50
0
50
100
150
R
e[s
(t)
]
a
Time [s]
−20 −15 −10 −5 0 5 10 15 20
−150
−100
−50
0
50
100
150
Im
[s(
t)]
b
Time [s]
Figure 8: In-phase (a) and quadrature (b) component of test signal
s.
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Figure 9: Frequency spectrum of the test signal s.
time and frequency representation. If properly cho-
sen, linear TF representations contain exactly the same
amount of information, and the original signal can be
stably reconstructed. Here we will concentrate on the
WFT having these properties. Other successful attempts
using wavelet methods for filtering RWP signals have
already been made (JORDAN et al., 1997; BOISSE et al.,
1999; LEHMANN and TESCHKE, 2001; JUSTEN et al.,
2004).
The WFT maps an univariate signal s(t) to a bi-
variate function Fs(t, f ). Time resolution can be traded
for frequency resolution but both resolutions cannot be
made arbitrarily high at the same time. The WFT us-
ing a Gaussian window function offers optimal time-
frequency resolutions (GABOR, 1946; MALLAT, 1999).
Thus, we will use this type of window.
Figure 10 shows a spectrogram of the signal s in
(2.19). A spectrogram is defined as the squared abso-
lute value of the WFT Fs(t, f ). This gives — similarly to
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Figure 10: Spectrogram of the test signal s.
the Fourier spectrum — a measure of signal energy. The
stationary part s1 appears as a horizontal line at f0 = 3
Hz. The non-stationary part s2 is visible as an inclined
line with slope a = 0.6 Hzs−1. Note that the overlap of
s1 and s2 is rather small. Thus, both parts can now be
easily separated.
The airplane echo shown in the beginning of this Sec-
tion has a structure similar to the transient signal s2.
Thus, we exemplarily show how it is possible to remove
s2, while at the same time keeping the stationary part s1.
Figure 11 schematically explains our method. For fixed
¯f , one ”row” Fs(·, ¯f ) shows a large peak at a time where
the instantaneous frequency finst(t) = at of the transient
component s2 meets ¯f . However, the stationary part s1
does not produce such a peak since it does not change
frequency in time. When ¯f happens to match the fre-
quency f0 of s1, the overall level of Fs(·, ¯f ) will be larger,
but there will be no peak. Hence, by removing the peaks
in every row of the WFT and setting the corresponding
coefficients to zero, we completely remove the transient
part. The stationary part is left almost unaffected. Only
small parts of s1 are removed, namely, where s1 and s2
overlap. Note that for clarity, Figure 11 only shows the
real part of the spectrogram. The actual filtering is car-
ried out on the complex WFT.
A filtered signal can now be reconstructed from the
filtered WFT. Figures 12 and 13 show the filtered signal
and its Fourier spectrum. The filtered signal clearly re-
sembles the sinusoidal wave s1 up to a certain neighbor-
hood of t = f0/a= 5 s, where some parts have been acci-
dentally removed. In the Fourier spectrum, we see a peak
at f0 = 3 Hz. Nothing is left from the non-stationary
component s2.
We will now apply these ideas to the contaminated
signal given in Figure 5. Figure 14 shows a spectrogram
of this signal. Due to their stationary nature, ground clut-
ter and clear-air signal appear as horizontal lines at 0 Hz
and−4 Hz, respectively. A strong airplane echo emerges
as diagonal lines from t = 6 s to t = 18 s. The more pro-
nounced falling diagonal is the actual airplane echo. Its
slope is directly related to the change of radial velocity
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of the airplane (BOISSE et al., 1999), which is signif-
icant in the measurement period. The crossing of dif-
ferent radar antenna side lobes results in an oscillatory
amplitude behaviour. The falling diagonal is aliased at
t = 9 s and t = 16 s.
The raising diagonal, which is an attenuated and mir-
rored version of the falling one, is an echo phantom
(the so-called “mirror image”) resulting from imperfect
quadrature of I and Q in the receiver (DOVIAK and
ZRNI ´C, 1993).
In Figures 15 to 17, the filtered spectrogram, the fil-
tered signal and the filtered Fourier spectrum are pre-
sented. The strong airplane echo from t = 9 s to t = 16
s (compare Figure 5) has vanished. The clear-air sig-
nal, which could only be observed as a small oscilla-
tion at −4 Hz in the unfiltered spectrum, now dominates
the Fourier spectrum. A smaller ground-clutter peak has
also been revealed.
It is especially remarkable that the method performs
so well even though the signal-to-clutter ratio (com-
puted from the original and filtered spectrum) is −32
dB, which is a result of the TF representation’s ability
to separate transient and stationary components. This is
closely related to its time-frequency resolution, which is
optimal for the WFT using a Gaussian window. Thus,
this method is particularly suitable for intermittent clut-
ter filtering.
Note that in contrast to intermittent clutter, both
ground clutter and the clear-air signal are stationary.
Therefore, it does not seem to make sense to address the
problem of ground clutter filtering with time-frequency
methods. Fourier methods seem to be more appropriate
here.
3 Two-signal radar wind profiling
In the previous section, we described several aspects
of a single signal measured with an RWP. Modern
RWP, however, offers the possibility to sample the same
scattering volume with different sampling functions at
the same time. In this section, we consider the addi-
tional information that can be extracted from the cross-
covariance function and the cross-spectrum of two sig-
nals,
I1 (t) =
∫∫∫
G1
(
x′
)
n
(
x′, t
)
dx′ (3.1)
and
I2 (t) =
∫∫∫
G2
(
x′′
)
n
(
x′′, t
)
dx′′, (3.2)
where G1 (x′) and G2 (x′′) are two different sampling
functions that overlap in space in some well-defined and
well-designed fashion. Before we discuss properties of
and design criteria for the sampling functions in more
detail, we consider the cross-covariance function
C12 (t,τ) = 〈I∗1 (t) I2 (t + τ)〉 . (3.3)
Here, the angular brackets stand for the ensemble aver-
age.
3.1 Cross-covariance function and
cross-spectrum of two RWP signals
In general, C12 (t,τ) is a function of both time t and time
lag τ . For many RWP applications, however, it is a valid
assumption that I1 (t) and I2 (t) are statistically station-
ary during the dwell time, such that C12 is a function
only of τ . Then we have
C12 (τ) =
∫∫∫ ∫∫∫
G12
(
x′,x′′
)
R(0)nn
(
x′,x′′,τ
)
d3x′d3x′′,
(3.4)
where
G12
(
x′,x′′
)
= G∗1
(
x′
)
G2
(
x′′
) (3.5)
is the combined sampling function and
R(0)nn
(
x′,x′′,τ
)
=
〈
n
(
x′, t
)
n
(
x′′, t + τ
)〉 (3.6)
is the spatial autocovariance function of the refractive
index.
In full analogy to the definition of the Doppler
spectrum in the single-signal case, we now define the
Doppler cross-spectrum for the two-signal case:
φ12 (ω) = 12pi
∫
C12 (τ)exp(−iωτ)dτ . (3.7)
As in the single-signal case, the lowest spectral moments
are of particular interest. The mth cross-spectral moment
is
M(m)12 =
∫
φ12 (ω)ωmdω . (3.8)
According to the moments theorem – a derivation for
complex-valued signals can be found in Appendix A of
MUSCHINSKI (2004) –, the mth moment is (apart from
the phase factor im) equal to the mth τ-derivatives of
C12 (τ) at zero time lag:
M(m)12 =
1
im
∂ m
∂τmC12 (τ)
∣∣∣∣
τ=0
. (3.9)
It is straightforward (MUSCHINSKI, 2004) to express
the spectral moments in terms of G12 (x′,x′′) and
R(m)nn (x′,x′′):
M(m)12 =
1
im
∫∫∫ ∫∫∫
G12
(
x′,x′′
)
R(m)nn
(
x′,x′′
)
dx′dx′′,
(3.10)
where R(m)nn (x′,x′′) is the spatial cross-covariance func-
tion of the refractive index and the mth local time deriva-
tive of the refractive index, as introduced in Section 2.5.
Note that all spectral moments are unambiguously de-
scribed by a purely spatial refractive-index statistic.
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Figure 11: Filtering process. Transient signal components induce peaks in rows of the spectrogram (second from left). They are removed
by a thresholding process (second from right), where the threshold is automatically selected from each row. The filtered spectrogram (right)
or rather the filtered WFT is reconstructed to a filtered time series.
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Figure 12: Filtered signal, reconstructed from the filtered WFT (see
Figure 11).
−10 −5 0 5 10
−10
−5
0
5
10
15
20
Frequency [Hz]
Sp
ec
tra
l d
en
sit
y 
[dB
]
Figure 13: Fourier spectrum of the original signal s (black) and spec-
trum of the corresponding filtered signal (red).
3.2 Two-signal RWP techniques
The general equation (3.10) can now be applied to var-
ious families of instrument functions G12 (x′,x′′). These
families are associated with different “two-signal RWP
techniques”. The different G12 (x′,x′′) families are dis-
tinguished by how the two sampling functions G1 (x′)
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Figure 14: Spectrogram of the signal shown in Figure 5.
and G2 (x′′) differ from each other. The two techniques
that so far have been used most often are the frequency-
domain interferometry (FDI) and the spaced-antenna
(SA) technique, which we describe first. Later, we dis-
cuss the outlook for using other possibilities to take ad-
vantage of two-signal RWP.
FDI was first implemented by KUDEKI and STITT
(1987) at the Jicamarca VHF radar. The idea is to sample
the same scattering volume simultaneously and phase-
coherently with two (slighty) different Bragg wave-
lengths. This requires operating the radar with two dif-
ferent carrier frequencies, f1 and f2. FDI enables one
to retrieve two parameters that cannot be measured with
single-signal RWP: the radial location of a (single) lo-
calized scatterer (or scattering layer) within the pulse
volume and the radial extent, or thickness, of the scat-
terer or scattering layer. While the phase of the (com-
plex) signal covariance C12 (τ = 0) provides the loca-
tion, the magnitude of C12 (τ = 0) gives the thickness.
FDI has been successfully used to observe the struc-
ture and evolution of features whose height extent is
small compared to the radar’s pulse length. CHILSON
et al. (1997) were the first to use FDI to track upper-
tropospheric Kelvin-Helmholtz billows with a height
resolution of about twenty meters, although the pulse
length, which defines the range resolution for single-
signal RWP, was as large as 300 m. MUSCHINSKI et al.
(1999) were the first to apply FDI for the observation of
the slow downward motion of long-lived layers in the
free troposphere. In general, the local temporal rate of
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change of layer height is dominated by the horizontal
advection of a tilted layer. But in a time-height win-
dow where the horizontal wind speed was very small,
MUSCHINSKI et al. (1999) retrieved the same downward
velocity of 2 cm s−1 from three independent sources:
the temporal change of FDI-retrieved layer height, the
single-signal Doppler shifts, and the vertical motion di-
agnosed with a regional weather forecasting model. The
magnitude and sign of that small vertical velocity was
consistent with the subsidence associated with the high-
pressure area that characterized the lower troposphere
above the radar site at the observation time. Both the
CHILSON et al. (1997) study and the MUSCHINSKI et al.
(1999) study were carried out in the Harz Mountains
in Northern Germany, using the SOUSY VHF radar
operated by the Max-Planck Institut für Aeronomie in
Katlenburg-Lindau. (SOUSY stands for “Sounding Sys-
tem”.)
The SA technique takes advantage of the possibility
to observe the backscattered echo simultaneously with
different receiving antennas (e.g., DOVIAK et al., 1996).
For typical SA applications, the beam axes of the trans-
mitting antenna and of the various receiving antennas
are all vertical. Two signals I1 and I2 measured with
receiving antennas R1 and R2 are highly correlated if
the (horizontal) spacing between R1 and R2 is small. In
the limit of zero spacing, R1 and R2 are identical, such
that I1 = I2, and the problem reduces to the single-signal
case. The correlation decreases rapidly with increasing
spacing. There is an optimum spacing, for which the en-
ergy in the imaginary part of φ12 (ω), i.e., in the quadra-
ture spectrum, reaches a maximum. While the normal-
ized first moment of the co-spectrum (i.e., the real part
of φ12 (ω)), provides the vertical velocity, the first nor-
malized moment of the quadrature spectrum gives the
“baseline wind,” i.e., the component of the wind veloc-
ity vector along the direction of the horizontal spacing
vector between R1 and R2. According to the moments
theorem, the first moment of the quadrature spectrum
is (apart from the factor i) identical to the slope of the
imaginary part of C12 (τ) at τ = 0. It is not clear why
practically all researchers using the SA technique re-
trieve the baseline winds from C12 (τ) (e.g., LATAITIS
et al., 1995) and not from φ12 (ω).
The SA technique has various advantages and dis-
advantages as compared to the widely used DBS tech-
nique. The two main advantages of the SA technique
are the possibility to retrieve all three wind components
from the same scattering volume, which makes SA less
sensitive to errors induced by small-scale, horizontal in-
homogeneity of the vertical wind (such inhomogeneity
is known to severely affect DBS wind measurements;
see, e.g., WEBER et al., 1992), and the lack of the need
to use off-zenith beam directions. Disadvantages include
the need to receive multiple signals simultaneously, the
smaller signal-to-noise ratio, and the higher vulnerabil-
ity to fading ground clutter. No consensus has yet been
reached in the RWP community as to whether the DBS
or the SA technique is to be preferred for operational
purposes.
Other, more exotic two-signal RWP techniques are
conceivable: sampling the same scattering volume with
two different pulse lengths and/or receiver bandwidths;
sampling the same volume simultaneously with two
slightly different beam directions; or sampling the same
volume simultaneously with two different beamwidths.
It seems that none of these possibilities has been thor-
oughly explored so far.
4 Multi-signal radar wind profiling
As a generalization of single-signal or two-signal wind
profiling, meteorological information can be extracted
from the covariance matrix or the cross-spectral mo-
ment matrix of multiple signals S j, j = 1, . . . ,J, which
characterize the same scattering volume during the same
time. It is important that the J signals are sampled phase-
coherently and with a sampling period that is short com-
pared to the correlation time of the clear-air component.
There are various radar parameters with respect to which
these signals may be different from each other but still
represent structure and dynamics in the same volume of
air. These parameters include the carrier frequency, the
location of the receiving antenna, the center of the range
gate, and the pulse length.
4.1 Optimization of the sampling function
For a monostatic radar, the sampling function G(x) in
the far field is given by
G(x) = A(x)exp [−iβ |−r0 +x|] (4.1)
(DOVIAK and ZRNI ´C, 1984; MUSCHINSKI, 2004),
where A(x) is a three-dimensional amplitude weight-
ing function that defines the sampling volume, β is the
Bragg wavenumber, r0 is the vector pointing from the
center of the sampling volume to the antenna center, and
x is the location relative to the center of the sampling
volume.
Now, assume that a set of J phase-coherent signals
I j(t) =
∫∫∫
G j
(
x′
)
n
(
x′, t
)
d3x′, (4.2)
is available, where we assume that in general the G j (x′)
differ from each other only with respect to the Bragg
wavenumber β j, the three-dimensional envelope of the
pulse, and the range:
G j
(
x′
)
= A j
(
x′
)
exp
[−iβ j ∣∣−r j +x′∣∣] . (4.3)
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Figure 15: Spectrogram after removal of the aircraft clutter.
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Figure 16: Signal, reconstructed from the filtered WFT (spectro-
gram shown in Figure 15).
For complex-valued weight coefficients w j ( j = 1, . . . ,J)
we may consider the “synthesized” signal
I (t) =
J
∑
j=1
w jI j (t) , (4.4)
which can be written in the same form as the integral for
I j (t) ,
I (t) =
∫∫∫
G
(
x′
)
n
(
x′, t
)
d3x′, (4.5)
where
G
(
x′
)
=
J
∑
j=1
w jG j
(
x′
)
.
Here we assume that the refractive-index perturbations
at a fixed location x are statistically stationary with re-
spect to time. Note that I (t) is of the same form as in the
standard case, except that now the instrument function
G(x′) can be some arbitrary function in the linear span
of G1, . . . ,GJ because there are a priori no constraints
with respect to the weighting vector w j. Moreover, there
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Figure 17: Fourier spectrum of the original RWP signal (black)
shown in Figure 5 and spectrum of the corresponding filtered sig-
nal (red) from Figure 16.
is nothing that would keep one from choosing w j differ-
ently for different locations x. Then we have
I (x,t) =
J
∑
j=1
w j (x)
∫∫∫
G j
(
x′
)
n
(
x′, t
)
d3x′. (4.6)
That is, based on the finite set of J signals I j that
characterize a given scattering volume, we are now in
the position to synthesize an infinite set of new signals
I (x, t) by means of (4.6). Because w j (x) can be freely
chosen, there is no constraint for the spatial variability
of I (x, t) within the same scattering volume. The gen-
eral problem is how to find the w j (x) that allows us to
retrieve meteorological information with maximum ac-
curacy.
In order to attack this problem, we assume that
the weight vector w(x) = (w1 (x) , . . . ,wJ (x)) is com-
plex valued; i.e. w j(x) = Wj(x)exp(iϕ j(x)), such that
Wj(x) ∈ R with ∑Jj=1Wj(x) = 1 point-wise for all x.
The main constraint for the weighting vector follows
from the assumption that at x′ = x, the components
w j(x)G j (x) shall constructively interfere. Here, x is the
location “to be imaged.” This leads (modulo a factor 2pi)
to
exp(iϕ j(x))exp [−iβ j|− r j +x|] = 1,
or equivalently ϕ j (x) = β j|− r j +x| (4.7)
for j = 1, . . . ,J. This results in the condition
eH(x)w(x) = 1, (4.8)
where eH(x) := (e∗(x))T = (exp[iβ1| − r1 +
x|], . . . ,exp[iβJ| − rJ + x|]) is sometimes referred
to as the steering vector. The remaining task is to
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determine, for any given x, the optimum vector w(x).
This is achieved by a “side-lobe minimization.” This
requires that for a given x, the signal variance
M0 (x)≡
〈
|I (x)|2
〉
(4.9)
is to be minimized through variation of the w(x). M0(x)
can be expressed as follows
M0 (x) = wH(x)Ψw(x). (4.10)
The entries of the signal covariance matrix Ψ are given
by
(Ψ) jk = 〈I∗j Ik〉. (4.11)
Combining the minimization of (4.9) and condition
(4.8), we obtain the following optimization problem
wH(x)Ψw(x)→ min
w(x)
, eH(x)w(x) = 1. (4.12)
Since the problem is convex, there exists a minimizer
which is given by
w(x) =
λ
2
Ψ−1e(x) (4.13)
for some Lagrangian parameter λ . For computational
details we refer the reader to the abundant literature, e.g.,
JUNGNICKEL (1999). In order to fulfill the constraint
eH(x)w(x) = 1, the parameter λ must satisfy
λ = 2
eH(x)Ψ−1e(x) (4.14)
and thus, combining (4.13) and (4.14), the optimal
weight vector (and therewith the optimal G) is of the
form
w(x) =
Ψ−1e(x)
eH(x)Ψ−1e(x) . (4.15)
This is often referred to as the Capon-method.
4.2 Range imaging and coherent radar
imaging as examples of multi-signal
RWP
Motivated by the success of frequency-domain interfer-
ometry (FDI) in resolving thin scattering layers, and
based on reasoning similar to what we have described
in Section 4.1, PALMER et al. (1999) introduced range
imaging (RIM), the multi-signal counterpart of FDI,
which is a two-signal RWP technique. The underlying
assumption of FDI is that there is only one scattering
layer in a given resolution volume. RIM does not require
that assumption to be fulfilled.
The first RIM observations were obtained with the
SOUSY VHF radar during a five-day-long demonstra-
tion experiment in May 1999 (CHILSON et al., 2001;
PALMER et al., 2001; MUSCHINSKI et al., 2001). In-
dependently, on the Japanese MU radar LUCE et al.
(2001b) implemented a technique that they called “fre-
quency domain radar interferometric imaging” (FII). As
explained in detail by MUSCHINSKI et al. (2001, p. 425),
LUCE et al. (2001b) did not cycle fast enough through all
frequencies and therefore could not fully exploit range-
imaging capabilities. In other words, FII as implemented
by LUCE et al. (2001b) is a hybrid of FDI and RIM.
The first RIM implementation on a UHF profiler
was accomplished by CHILSON et al. (2003). Figure
18 shows the “RIM brightness,” from which one can
retrieve local clear-air reflectivity, observed at a single
range gate on the morning of April 10, 2001.
While the so-called spatial-interferometry technique
(PFISTER, 1971; WOODMAN, 1971) is the angular coun-
terpart of FDI, the so-called coherent radar imaging
(CRI) technique is the angular counterpart of RIM. CRI
was first used in the upper atmosphere for the obser-
vation of plasma irregularities (KUDEKI and SÜRÜCÜ,
1991). PALMER et al. (1998) were the first to use CRI in
the lower atmosphere.
4.3 Alternative perspectives by
oversampling strategies
In Section 4.1, we have addressed the problem of how
to find the optimum complex weights w j(x) for a given
location x to be imaged. In this subsection, we outline
a method to reconstruct the cross-covariance function
〈n∗(x′)n(x′′)〉 and not only its Bragg component.
In order to illustrate the basic idea, let us consider in-
stead of (4.1) the following family of sampling functions
Glmn (x) =
1√
σl
A
(
rn +x
σl
)
exp [−iβm (r0 + rn +x)] ,
(4.16)
where A stands for an admissible window or so-called
analyzing function (e.g. Gaussian), rn denotes the loca-
tion, βm the Bragg wavenumber, and σl (a dilation pa-
rameter) the pulse length. If one intends to reconstruct
〈n∗(x′)n(x′′)〉, one has to make use of the sample values
〈I∗lmnIl′m′n′〉 =
∫ ∫
G∗lmn(x′)Gl′m′n′(x′′)×
×〈n∗(x′)n(x′′)〉dx′dx′′. (4.17)
The following observation illuminates the type of equa-
tion (4.17). For fixed σl (e.g. σl = 1 for all l) the inte-
gral transform is nothing more than the two-dimensional
windowed Fourier transform evaluated at discrete points
in the space–frequency domain, whereas for fixed βm
(4.17) results in the two-dimensional wavelet transform;
for details we refer the reader to the very rich literature,
e.g. DAUBECHIES (1992). For both situations there ex-
ists a well-developed theory on how to invert the inte-
gral equation. In the continuous framework (assume for
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Figure 18: (a) Time-height cross section of “RIM brightness” re-
trieved from the first UHF RIM measurements. The data were col-
lected on April 10, 2001, near Platteville, Colorado (CHILSON et al.,
2003). (b) Doppler velocities retrieved from the same raw data.
a moment that the parameters σ , β , r, σ ′, β ′, and r′ are
continuously given) the inversion formula is in principle
given by the adjoint integral operator; i.e.,
〈n∗(x′)n(x′′)〉=
∫
〈I∗σβrIσ ′β ′r′〉×
×G∗σβr(x′)Gσ ′β ′r′(x′′)dµ(σ ,β ,r,σ ′,β ′,r′).(4.18)
Since our approach requires to deal with discrete pa-
rameter families (σl,βm,rn,σl′ ,βm′ ,rn′), we have to dis-
cretize this inversion formula in some adequate way.
This leads directly to the so-called concept of frames
(e.g., DUFFIN and SCHÄFER, 1952), i.e. to the discrete
framework in which we are allowed to consider discrete
families of parameters. The concept is well-understood
for the Fourier as well as for the wavelet case; e.g., in
the Fourier case the following family of functions
Gl0mn (x) =
1√
2piσl0
exp
(
−(nr˜+x)
2
2σ 2l0
)
×exp
[
−im ˜β (r0 +nr˜+x)
]
(m,n)∈I , ˜β r˜<2pi (4.19)
forms a frame, where I denotes an adequate index set.
A Fourier-reconstruction formula is then given by
〈n∗(x′)n(x′′)〉= ∑
(m,n) ∈I
(m′ ,n′) ∈I
〈I∗l0mnIl′0m′n′〉×
×D(G∗l0mnGl′0m′n′)(x′,x′′) , (4.20)
where the system {D(G∗l0mnGl′0m′n′)} denotes the so-
called dual frame which can be computed in some spe-
cial situations exactly. In general, there exist several (lin-
ear as well as adaptive) schemes that approximate the
dual frame very well. A similar formula can be estab-
lished for the wavelet transform. However, for certain
technical/physical reasons, the pure Gabor or the pure
wavelet case might be too restrictive for our approach.
In order to allow more flexibility in constructing an ade-
quate analyzing frame, we have to relax the restrictions
made on σl or βm. To this end, we consider the non-
restricted family{
G∗σlβmrnGσl′βm′ rn′
}
(l,m,n,l′ ,m′,n′)∈J
. (4.21)
It is shown in DAHLKE et al. (2004a,b) that this fam-
ily may form under certain assumptions on the sampling
gridJ a so-called mixed Gabor–wavelet–frame. It was
pointed out that one can identify reasonable parameter
families such that an increase of the sampling density
with respect to {σl,σl′} leads to a decrease of the redun-
dancy with respect to {βm,βm′} and vice versa (what is
of course of practical impact). We obtain the following
reconstruction scheme
〈n∗(x′)n(x′′)〉= ∑
(n,m,l,n′ ,m′,l′)∈J
〈I∗nmlIn′m′l′〉×
×D(G∗σnβmrl Gσn′βm′rl′ )(x′,x′′) , (4.22)
where {D(G∗σnβmrl Gσn′βm′ rl′ )}(n,m,l,n′ ,m′,l′)∈J stands
again for the dual system. DAHLKE et al. (2004a,b)
show how to construct or to approximate the dual
frame function, or the so-called discrete reconstruction
operator.
The whole concept of frame-based reconstruction
schemes carries over to higher dimensions without es-
sential changes. Moreover, the frame approach allows
one to treat the reconstruction in a complete discrete set-
ting, which is essential for fast numerical implementa-
tion. Note that the application of frame theory is strongly
connected with incorporating oversampling (not only
range oversampling). The main deficiency in the pro-
posed method is that there might be a discrepancy be-
tween exact analytical inversion and the technical ca-
pabilities of radar devices. However, this results in the
problem of identifying near-optimal parameter families,
which requires of course a critical error analysis.
5 Summary and outlook
We have given a tutorial overview of concepts, prob-
lems, and solutions in advanced radar wind profiling
(RWP). We have divided RWP into three categories:
single-signal RWP, two-signal RWP, and multi-signal
RWP.
Single-signal RWP, or traditional RWP, was pio-
neered thirty years ago (WOODMAN and GUILLÉN,
1974). Now it is a key technology for measuring winds
and turbulence in the atmospheric boundary layer, the
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free troposphere, and the lower stratosphere. The vast
majority of radar wind profilers (RWPs) used for re-
search and operational purposes are single-signal RWPs.
The standard technique to retrieve vertical profiles
of the three-dimensional wind vector from single-signal
RWPs is the Doppler beam-swinging (DBS) technique.
The standard tool for the statistical analysis of signal
time series is the periodogram, from which the first three
moments of the clear-air spectrum are estimated. We
have discussed the problems of separating the clear-air
signal, clutter, and noise. Based on a measured signal
that was severely contaminated by clutter from an air-
craft, we have discussed the potential of time-frequency
decomposition techniques to efficiently remove airborne
clutter.
Two-signal and multi-signal RWP offer a wealth of
additional options to overcome limitations inherent in
traditional RWP. An overview of recent progress in the
physical and mathematical concepts and techniques of
two-signal and multi-signal RWP has been given.
Given the need to observe meteorological fields re-
liably with higher spatial and temporal resolution, to
design and optimize observational networks and make
them adaptive to ever-changing observational needs,
radar wind profiling will remain a fertile area of inter-
disciplinary research and development in the decades to
come.
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Abstract. A new signal processing method is presented for
the suppression of intermittent clutter echoes in radar wind
profilers. This clutter type is a significant problem during
the seasonal bird migration and often results in large discrep-
ancies between profiler wind measurements and independent
reference data. The technique presented makes use of a dis-
crete Gabor frame expansion of the coherently averaged time
series data in combination with a statistical filtering approach
to exploit the different signal characteristics between signal
and clutter. The rationale of this algorithm is outlined and
the mathematical methods used are presented in due detail.
A first test using data obtained with an operational 482 MHz
wind profiler indicates that the method outperforms the pre-
viously used clutter suppression algorithm.
Keywords. Meteorology and atmospheric dynamics (Instru-
ments and techniques) – Radio science (Remote sensing;
Signal processing)
1 Introduction
Radar wind profilers (RWP) were developed from MST-
Radars (Van Zandt, 2000) and have meanwhile become stan-
dard instruments for measuring wind velocities in the atmo-
sphere. Overviews of the technical and scientific aspects
of RWP including its signal processing have been provided,
among others, by Gage (1990); Ro¨ttger and Larsen (1990);
Doviak and Zrnic (1993) and Muschinski (2004). Especially
the routine application by weather services and the assimila-
tion of the data in Numerical Weather Prediction Models is
an indicator for the degree of maturation that this technology
has achieved, see e.g. Monna and Chadwick (1998); Bout-
tier (2001); Benjamin et al. (2004b); St-James and Laroche
(2005); Ishihara et al. (2006). However, it is a matter of fact
Correspondence to: V. Lehmann
(volker.lehmann@dwd.de)
that sometimes large and unacceptable differences are ob-
served between the profiler data and independent reference
measurements. In many cases these differences are clearly
attributable to either clutter echoes or Radio Frequency in-
terference. Spurious signals are often easily discernible in
the Doppler spectrum by human experts, but not always ade-
quately handled by the automatic processing. For that reason,
research on improvements in wind profiler signal processing
has remained a very active field over the last decade.
In this paper we deal with so-called intermittent clutter and
propose a new filtering algorithm for the detection and sup-
pression of these clutter signals in the profiler raw data. Of
particular importance are echoes caused by migrating birds
in spring and fall. It is well known that birds are effective tar-
gets for a wide range of radars from X-band to UHF (Vaughn,
1985; Bruderer, 1997a). In fact, most of the knowledge about
migrating birds come from radar observations. That concerns
in particular their flight behavior under the influence of en-
vironmental factors (Bruderer, 1997b). Radar ornithology is
meanwhile a mature field and it is no surprise, that birds are
also detected by the sensitive radar systems used for wind
profiling. The susceptibility of wind profiler radar systems
to bird echoes depends primarily on wavelength and antenna
characteristics. It mostly affects L-band and UHF-systems,
that is Boundary Layer profilers and Tropospheric profilers,
as discussed in Wilczak et al. (1995). Intermittent clutter is
an issue for the standard Doppler-beam swinging radars as
well as for spaced antenna and imaging radar systems, where
new mitigation techniques like adaptive beamforming have
recently been proposed (Cheong et al., 2006; Chen et al.,
2007). We mention in passing that other remote sensing in-
struments used in Meteorology are also affected by migrat-
ing birds (Mastrantonio et al., 1999; Gauthreaux and Belser,
1998; Gauthreaux et al., 1998; Zhang et al., 2005; Liu et al.,
2005).
Intermittent clutter echoes caused by aircraft were already
mentioned by Hogg et al. (1983), and a few years later it
Published by Copernicus Publications on behalf of the European Geosciences Union.
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became obvious that especially echoes from migrating birds
can be a serious issue in wind profiling (Ecklund et al., 1990;
Barth et al., 1994). If present, such spurious signals can cause
a significant deterioration of the quality of the derived winds.
To give an example, the investigation of low-level jets us-
ing RWP data is hampered by bird migration clutter (Sten-
srud, 1996). This makes it necessary to either use extensive
quality control procedures to identify and skip contaminated
data (Daniel et al., 1999; Song et al., 2005) or to limit the
studies to periods where bird migration is negligible (An-
derson and Arritt, 2001). Many other investigations using
RWP data have mentioned the bird contamination problem,
e.g. Ralph et al. (1998); Locatelli et al. (1998); Parker and
Johnson (2000); Lundquist (2003); Nielsen-Gammon et al.
(2007). While the need for an extensive manual data qual-
ity control and cleaning might be acceptable for research ac-
tivities, it is surely not feasible in any operational setting.
Nevertheless it is mandatory to avoid the assimilation of bird
contaminated profiler wind data, as this can have significant
effects on the quality of the forecasts (Semple, 2005). Due to
the nature of the problem, a bird migration check at the oper-
ational center itself is not the best approach (Benjamin et al.,
2004a). While current state-of-the art profilers nowadays run
more or less sophisticated algorithms on site to reduce bird
contamination (Merritt, 1995; Jordan et al., 1997; Ishihara
et al., 2006), practical experience supports the statement that
the problem has not been fully resolved.
The problem of bird contamination has been well-known
for more than a decade (Wilczak et al., 1995; Engelbart et al.,
1998) and it still is a research topic in RWP signal processing.
The first successful attempt to reduce bird contamination was
made by Merritt (1995), who suggested a selective averaging
method of the individual Doppler spectra based on a statisti-
cal criterion. The same method can also be applied off-line
to averaged spectra, when data with higher resolution are not
available (Pekour and Coulter, 1999). Weber (2005) used
neural networks for a classification of contaminated single
spectra, followed by a selective averaging. Other proposals
have concentrated on modified peak detection in the Doppler
spectrum to address spurious flier returns, among other clut-
ter types (Griesser and Richner, 1998; Cornman et al., 1998;
Morse et al., 2002; Weber et al., 2004). The disadvantage
of all these methods is that the mitigation processing builds
upon the Doppler spectra (either before or after spectral in-
tegration). Given the highly non-stationary characteristics of
the intermittent clutter signal, it is necessary to deal with the
problem before the Doppler spectrum is estimated, because
Fourier methods are generally inadequate for nonstationary
signals. In other words, the necessary nonlinear filtering has
to be performed in the time domain. This approach was first
suggested by Jordan et al. (1997) and further by Lehmann
and Teschke (2001), who suggested wavelet decomposition
and wavelet coefficient thresholding, to remove the clutter
part of the signal. However, the a-priori unclear choice of the
mother wavelet and – at least for the dyadic wavelet trans-
form – a suboptimal signal separation in the wavelet domain,
especially near zero Doppler shift, makes an efficient separa-
tion of clutter and signal difficult.
Ideally one would like to have an intermittent clutter sup-
pression algorithm that reduces the clutter part of the sig-
nal as best as possible, given the sampled data and that fur-
ther quantifies its degree of contamination by providing some
measure of clutter energy for quality control purposes. Fur-
thermore, the algorithm must not degrade both data quality
and availability in the no-clutter case, but it should perform
as well as the proven standard processing methods. This re-
quirement is more stringent than it may appear at first glance.
In this paper, we propose a new signal-clutter separation
method that attempts to meet these objectives. It is based
on a redundant frame decomposition of the time series fol-
lowed by the statistical filtering approach suggested by Mer-
ritt (1995).
The paper is organized as follows: Sect. 2 gives an
overview of RWP signal characteristics and signal process-
ing and identifies shortcomings of the currently used meth-
ods when intermittent clutter signals are present. Section 3
reviews basic results of the mathematical theory of frames,
which deals with linear discrete signal representations. The
goal is here to find a signal representation, that achieves op-
timal separation between the atmospheric and the clutter part
of the signal. This is achieved by the discrete Gabor rep-
resentation, which is discussed next. Section 4 focuses on
a statistical approach to objectively identify the atmospheric
signal component, based on well-justified statistical assump-
tions. A comparison of the new algorithm with the previ-
ously used signal processing techniques is shown in Sect. 5.
The data used were obtained during routine operation of a
482 MHz wind profiler radar of the Deutscher Wetterdienst
at Bayreuth, Germany in the fall of 2005. Finally, a sum-
mary and conclusions are given in Sect. 6.
2 RWP signal characteristics
2.1 General properties of the received signal
The relationship between the signal received by the radar and
the scattering medium is the topic of radar instrument the-
ory, which basically describes how atmospheric properties
are mapped to the measurable function at the radar receiver
output (Woodman, 1991; Muschinski, 2004). It is known that
models for the scattering processes and the technical prop-
erties of the radar system must be considered here, which
makes the task quite formidable. However, for the problem
at hand it is not required to consider such theories in detail,
because we are only interested in some rather general prop-
erties of the received signal, like statistical stationarity. For
a pulsed RWP, the received signal at the antenna output has
the following properties:
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1. Continuous real-valued random voltage signal: Every
measurable physical quantity is real. The randomness is
the result of the random nature of the scattering process.
2. Intrinsically nonstationary: This is due to the impulsive
character of the transmitted signal and the inhomoge-
neous vertical structure of the atmosphere.
3. Multi-component: Beside the ubiquitous noise, there
may be signal contributions from several independent
scattering processes, like Bragg scattering at fluctua-
tions of the refractive index, Rayleigh scattering at pre-
cipitation and scattering at various clutter targets.
4. Narrowband: The signal is band-limited, with a maxi-
mum width that is largely determined by the bandwidth
of the transmitted pulse.
5. Large dynamic range: The signal varies easily over
many orders of magnitude, which is typical for all radar
systems.
After a linear low-noise amplification, the first processing
step is a (digital) quadrature demodulation of the analog
band-limited signal. This leads to a complex baseband rep-
resentation, where the signal is described through the time
series of its in-phase (I) and quadrature-phase (Q) compo-
nents. Property 1 is thus modified, because the signal has
now become complex. Furthermore, uniform sampling for
N fixed delay times (after pulse transmission, corresponding
to N fixed ranges) at multiples of the radar inter-pulse pe-
riod is then applied to generate N quasi-stationary sequences
from the nonstationary signal. This stationarity assumption
is usually valid for atmospheric scattering, ground clutter and
noise, provided the scattering medium at a fixed height does
not change its properties significantly over the length of the
time series (Woodman, 1991). It is one of the basic assump-
tions of signal processing for atmospheric radars (Keeler and
Passarelli, 1990). The process of generating the N sequences
is called range-gate sampling and thereby, property 2 is mod-
ified. The remaining signal properties 3–5 are preserved for
the N discrete data sequences, provided processing is linear.
Finally, matched filtering of the band-limited signal is per-
formed to achieve an optimal signal-to-noise ratio.
2.2 Classical signal model and its limitations
The classical RWP signal model assumption is that the de-
modulated discrete voltage sequence at the receiver output
can be written as
S[k] = I[k]eiωk1t + N[k], (1)
where I[k]∼N(0, σ 2I ) and N[k]∼N(0, σ 2N) are independent
complex zero-mean Gaussian random vectors describing
the atmospheric signal and the receiver noise, respectively
(Zrnic´, 1979), 1t is the sampling interval of the sequence
and ω the mean Doppler frequency. Furthermore I[k] is nar-
rowband compared to the receiver bandwidth and |ω|≤pi/1t
(Nyquist criterion). Because S[k] is the result of the de-
modulation of a real valued zero-mean and stationary Gaus-
sian random process, the resulting Gaussian complex random
process is also wide-sense stationary and zero-mean. Fur-
thermore, the sequence has a vanishing pseudo-covariance,
that is we have E(S[k]S[l])=0. Such a process is usu-
ally called proper, circular or phase-invariant (Neeser and
Massey, 1993). We will use this property later in connection
with a moments theorem for these processes (Reed, 1962).
Because S[k] is Gaussian, it is completely characterized
through its covariance matrix R with entries
(R)k,l = Cov(S[k],S[l]) = E(S[k]S¯[l])
= E(I[k]I¯[l])eiω(k−l)1t + E(N[k]N¯[l])
= σ 2I %[k − l]eiω(k−l)1t + σ 2Nδk−l,0,
where % is specified below. Furthermore, stationarity is as-
sumed over typical dwell-times of O(1 min). While this is a
classical assumption in radar signal processing (Zrnic´, 1975,
1979; Woodman, 1985; Frehlich and Yadlowsky, 1994;
Lottman and Frehlich, 1997), it is unknown for which max-
imal time series length this assumption can be made safely.
We found that bird clutter signals are significantly nonsta-
tionary over typically used dwell times of about 30 s to 60 s.
This is in sharp contrast to observed atmospheric signals,
which exhibit a high degree of stationarity on that time scale,
well in line with the classical assumptions.
Therefore we get the following expression for the autoco-
variance function
ACov(k) = σ 2I %[k]eiωk1t + σ 2Nδk,0 = σ 2ρ[k] , (2)
where we set
σ 2 := σ 2I + σ 2N and ρ[k] :=
σ 2I %[k]eiωk1t + σ 2Nδk,0
σ 2I + σ 2N
.
(The sequence ρ will be of importance when constructing ad-
equate mean and variance estimators.) Finally, the autocor-
relation function %[k] is often assumed to follow a Gaussian
correlation model, which corresponds to a Gaussian signal
peak in the power spectrum. If the spectral width of the sig-
nal is w, then we have (Zrnic´, 1979; Frehlich and Yadlowsky,
1994)
%[k] = e−2pi2w2k21t2 . (3)
Note that this Gaussian correlation model must not be con-
fused with the characterization of the random process as
Gaussian, which covers a much wider class of signals. The
assertions are normally very well justified and therefore often
used in simulations of the radar signal (Zrnic´, 1975; Frehlich
and Yadlowsky, 1994; Muschinski et al., 1999).
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In reality, however, there is sometimes a third component
contributing to the signal, namely clutter (Muschinski et al.,
2005), so that the signal model must be written as:
S[k] = I[k]eiωk1t + N[k] + C[k] . (4)
Clutter is the totality of undesired echoes and interfering sig-
nals, therefore it is impossible to generalize the properties
of C[k]. In the case of RWP, clutter includes in particular
echoes from airborne objects such as aircraft and birds as
well as returns from the ground. Interfering signals may be
caused by other radio transmitters operating in the RWP re-
ceiver band. In the remainder of the paper, we restrict our-
selves to intermittent clutter signals.
While the properties of the intermittent clutter component
have not been systematically investigated, it is instructive to
take a look at a few examples. Such have been presented by
various authors: Wilczak et al. (1995) described the distinct
characteristic of bird contaminated I and Q data when seen
in an A-scope display, but the shown time series taken with
a 924 MHz RWP is only 0.5 s long, which is too short to see
its essential characteristics. Jordan et al. (1997) show an ex-
ample of a 30 s long time series taken with a 915 MHz RWP
during bird migration, which exhibits a variation in the enve-
lope of the signal due to modulation of signal amplitude by
the antenna beam pattern. Another example of intermittent
clutter caused by airplanes and a simple theoretical model is
given by Boisse et al. (1999). The most distinct feature here
is also the time-dependent amplitude of the signal. A 19 s
time series of a 482 MHz RWP containing an airplane echo
is discussed in Muschinski et al. (2005).
In the fall of 2005, time series data of the coherently in-
tegrated I/Q signal of the RWP at Bayreuth, Germany were
saved in the wind low mode to get a unique dataset for the
investigation of bird migration. For 13 October, it was sub-
jectively judged that the data showed a maximum of bird
echoes. We have therefore selected this day for demon-
stration of the proposed algorithm. One particular dwell is
shown in Fig. 3. The time series has a length of about 35 s
and its nonstationarity is striking.
When data containing intermittent clutter components are
compared to both clear air and ground clutter signals (see
Muschinski et al., 2005, for an example), it is very obvious,
that the main difference is the transient character of the inter-
mittent clutter signal component. Following Friedlander and
Porat (1989), we define a transient signal as a signal whose
duration is short to the observation interval, in our case the
dwell time. Such a behavior clearly reflects a nonstationarity
of the underlying scattering process. It is not the sinusoidal
signature that makes the difference, as a sufficiently strong
clear air signal also exhibits a sinusoidal nature (see Figs. 1
and 2 in Muschinski et al., 2005) – the most distinct property
of intermittent clutter is its nonstationarity.
2.3 Consequences for signal processing
Signal processing can be regarded as the art of extracting the
maximum amount of information from a given measurement.
This obviously means that the general properties of the sig-
nal determine the optimal mathematical processing methods.
A stationary Gaussian stochastic process is without loss of
information described by its time-independent second-order
properties, that is the autocovariance function or, equiva-
lently, the power spectrum. This assumption holds when
Eq. (1) is valid, and the classical way to process RWP data is
then based on a non-parametric estimation of the power spec-
trum using a discrete Fourier transform of the (usually coher-
ently integrated) raw signal over the dwell-time. The power
spectrum is commonly called the Doppler spectrum. Its first
three moments are estimated after the noise contribution to
the spectrum has been subtracted, to describe the basic prop-
erties of the atmospheric signal (Woodman, 1985). However,
we have seen that the clutter contribution can be highly non-
stationary. If the signal S[k] contains nonstationary compo-
nents, then the Doppler spectrum is no longer an adequate
representation of the stochastic process because information
regarding time dependency is already lost. So it cannot be
expected that a successful intermittent clutter filtering strat-
egy can be developed based on the Doppler spectrum. There-
fore it is tempting to try methods that were developed in the
framework of nonstationary signal processing. A necessary
condition is obviously a separation of C[k] from the station-
ary components I[k]eiωk1t+N[k]. To achieve this, we look
for a representation of the signal in which we are able to dis-
criminate between stationary and nonstationary signal com-
ponents. This is the goal put forward in Wilczak et al. (1995):
Clearly, a superior technique would be one in which the bird
signal and atmospheric signal could be differentiated from
each other and processed independently.
So far we have considered either a pure time representation
of the signal, namely its discrete time series, or its complex
Fourier transform as a pure frequency representation. Both
are not optimal for transient phenomena, although they are
complete representations of the same information. Therefore
we look for an intermediate representation that aims at the
joint time-frequency structure of the signal, so it needs to de-
pend on both time and frequency. This is the topic of the
next section. If we are able to separate stationary and nonsta-
tionary signal components in such a representation, then we
might be able to suppress the nonstationary clutter part while
leaving the stationary signal component essentially intact.
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3 Signal representation via Gabor frame expansions
3.1 The windowed Fourier transform and the time-
frequency plane
Let us consider continuous signals first, although in practice
we are always given a discretized signal. A quite natural
way to analyze a continuous signal simultaneously in time
and frequency is provided by the windowed Fourier trans-
form (WFT), see Gabor (1946); Daubechies (1992); Kaiser
(1994); Mallat (1999). It is essentially an extension of the
well-known Fourier transform, where time localization is
achieved by a pre-windowing of the signal with a normal-
ized window function h∈L2(R). For any given function
S∈L2(R), the WFT is defined as
VhS(τ, ω) =
∫ +∞
−∞
S(t)h(t − τ)e−iωtdt . (5)
The operator Vh maps isometrically between L2(R) and
L2(R2), that is a one-dimensional function/signal is with
no loss of energy transformed via the WFT into a two-
dimensional function depending on both time τ and fre-
quency ω. The (τ, ω)-plane is called the time-frequency (TF)
plane or briefly the phase space. This representation was sug-
gested by Gabor (1946) to illustrate that both time and fre-
quency are legitimate references for describing a signal. The
squared modulus of VhS is called the spectrogram, denoted
by
PhS(τ, ω) = |VhS(τ, ω)|2 , (6)
and provides a measure for the energy of the signal in the
time-frequency neighborhood of the point (τ, ω) and thus in-
sight about the time-frequency structure of S. However, due
to Heisenberg’s uncertainty relation, there is no arbitrary res-
olution in time and frequency simultaneously, i.e. a point-
wise frequency description in time domain and a point-wise
time description in frequency domain is impossible. For-
mally, one considers in the uncertainty context for some cen-
tralized signal h with ‖h‖=1, time and frequency variances
σ 2t =
∫ +∞
−∞
t2|h(t)|2dt σ 2ω =
1
2pi
∫ +∞
−∞
ω2|hˆ(ω)|2dω (7)
for which the Heisenberg uncertainty relation yields
σt · σω ≥ 12 . (8)
It can be shown, that equality in Eq. (8) is achieved when
h is a translated, modulated or scaled version of the Gaus-
sian function (equality means achieving optimal resolution
in the time-frequency plane). Their time-frequency spread is
visualized through a rectangle with widths σt and σω in the
TF-plane, this is called a Heisenberg box – see Fig. 1. This
optimality result shall be used later on, when elaborating a
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Fig. 31. Schematic representation of the time-frequency plane and
the Heisenberg-box (resolution) of the window function hτ,ω(t),
centered at time τ = t0 and frequency ω = ω0.
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Fig. 32. Gabor phase space representation of a simulated RWP
signal containing only noise and an atmospheric component. The
x-axis shows time (in seconds) and the y-axis frequency (in Hz).
Color contours (logarithmic scaling in dB) denote the power of the
Gabor coefficients.
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Bayreuth 13.10.2005,  Beam South, Height 1625 m  @ 00:09:45
Fig. 33. Time series of the in-phase (upper plot) and quadrature
(lower plot) component of the baseband signal measured with the
482-MHz RWP at Bayreuth, Germany, at 00:09:45 UTC on October
13, 2005 (south beam, range gate 9). The complex time series con-
tains 4608 samples. Each sample is the coherent sum of 94 echoes
from subsequent pulses.
Fig. 1. Schematic representation of the time-frequency plane a
the H isenberg-box (resolution) of the window function hτ,ω(t),
centered at time τ=t =ω0.
discrete version of Eq. (5). Since the WFT is an isometry,
the inversion of Vh can be performed by its adjoint,
〈S, S〉L2(R) = ‖S‖2L2(R) = ‖VhS‖2L2(R2)
= 〈VhS, VhS〉L2(R2) = 〈V ∗h VhS, S〉L2(R)
and therefore
S(t) = V ∗h VhS(t) =
1
2pi
∫∫
R2
VhS(τ, ω)h(t − τ)eiωtdωdτ .
(9)
Hence, in the continuous setting we still have signal analysis,
transform Eq. (5), and signal synthesis, transform Eq. (9),
in some straightforward way available and therefore time-
frequency signal filtering can be performed in three simple
steps (see e.g. Hlawatsch and Boudreaux-Bartels, 1992):
1. Analysis: Computation of the WFT using Eq. (5).
2. Modification of the WFT (e.g. time-dependent filter-
ing).
3. Synthesis: Reconstruction of the m dified signal usi g
Eq. (9).
3.2 From windowed Fourier transform to Gabor frame ex-
pansions
For discrete s gnals, continuous transforms (5) and (9) are not
suitable and would create very redundant representations of
the signal. A first adjustment can be achieved when Eqs. (5)
and (9) are approximated by discrete sums. Discretizing
Eq. (9) means taking only values of the WFT at some dis-
crete lattice in phase space. As it was pointed out, e.g.
in Daubechies (1992), the sampling density in phase space
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plays a significant role for the existence and stability of a
reconstruction formula, i.e. of a discrete version of Eq. (9).
Assume we are given some discrete subset 3 (to be spec-
ified below) of the TF-plane, then a naive discrete version of
the inversion formula (9) would be
S(t)
?≈
∑
(m,k)∈3
VhS(mT, k)hm,k(t) (10)
with
hm,k(t) = h(t −mT )eikt ,
where the parameter T controls the discrete linear shift mT
along the time axis and  the sampling shift k in the
frequency domain. In order to verify whether Eq. (10)
indeed exhibits a reconstruction formula, we first observe
that for a family of elementary signals or so-called atoms
{hm,k}(m,k)∈3 that is complete in L2(R) any S∈L2(R) can
be represented by a linear expansion of the form
S(t) =
∑
(m,k)∈3
am,khm,k(t) . (11)
But only in very specific cases, e.g. when {hm,k}(m,k)∈3
forms an orthonormal basis,
am,k = 〈S, hm,k〉 = VhS(mT, k)
and then Eq. (10) would indeed be an equality,
S(t) =
∑
(m,k)∈3
〈S, hm,k〉hm,k(t) .
In general, this is not the case, i.e. we only have
S(t) 6=
∑
(m,k)∈3
〈S, hm,k〉hm,k(t) = F ∗FS(t) ,
where the operator F ∗F and its properties are briefly dis-
cussed in Appendix A. For a detailed analysis and discus-
sion on this subject we refer the interested reader to, e.g.,
Daubechies (1992). To reconstruct S (i.e. to invert F ∗F ),
special properties on 3 and on the analyzing atoms (the
dual functions to h) are required. In what follows, we
shall focus on the practically relevant biorthogonal case, in
which the construction of the analyzing atoms becomes sim-
ple and, moreover, numerically stable. To this end, sup-
pose there is some auxiliary family gm,k(t)=g(t−mT )eikt
(yet unknown) available that serves as a reservoir of analyz-
ing atoms used to compute the Gabor coefficients am,k via
Eq. (5),
am,k = 〈S, gm,k〉 = VgS(mT, k) =
∫
S(t ′)g¯m,k(t ′)dt ′ .
(12)
This approach was originally proposed by Bastiaans (1980).
Inserting now Eq. (12) into Eq. (11) yields
S(t) =
∑
(m,k)∈3
∫
S(t ′)g¯m,k(t ′)dt ′hm,k(t)
=
∫
S(t ′)
( ∑
(m,k)∈3
g¯m,k(t
′)hm,k(t)
)
dt ′ .
Equality in the latter equation is assured as long as∑
m,k
g¯m,k(t
′)hm,k(t) = δ(t − t ′) . (13)
Condition (13) is called the biorthogonality relation and re-
stricts the choice of g in dependence on the preassigned func-
tion h. The particular choice of the window function h (e.g.
its variance σh), the time shift T and the frequency shift
 directly controls the existence, uniqueness, convergence
properties and the numerical stability of the Gabor expansion
(11), which exists for arbitrary signals S(t) only if T≤2pi ;
this is a frame theoretical result, see Daubechies (1990); Mal-
lat (1999). The physical meaning of this inequality is nothing
but the Nyquist sampling criterion and represents the sam-
pling density. T=2pi is called critical sampling. This was
Gabor’s original suggestion, as he was aiming at elementary
signals conveying exactly one datum or one “quantum of in-
formation”. In other words, there was no interest in any re-
dundancy.
Gabor (1946) called the sampling density an information
diagram. In his attempt to derive a theory of communication,
each area represents one elementary quantum of information
which Gabor proposed to call a logon. Although concep-
tually simple and appealing, the Gabor expansion at mini-
mal sampling density in the TF-plane (T=2pi) has no nice
mathematical structure. In particular, it does not form a ba-
sis with the basis functions localized in time and frequency.
A relaxation of the equality T=2pi is therefore required
and generates a crucial degree of freedom in the Gabor ex-
pansion, this at the expense of oversampling and a possible
non-uniqueness. For T>2pi the stability of the expansion
is lost.
3.3 Gabor frame expansions for discretely sampled signals
So far we have discretized Eq. (9) resulting in the Ga-
bor frame expansion (11) for S∈L2(R). But when it
comes to real applications, only finitely many discretely
sampled values of S are available; namely S[n]=S(n1t),
n=0, . . . , N−1. Therefore it becomes necessary to develop
a fully discrete concept for evaluating the Gabor coeffi-
cients (12). Moreover, the discrete subset 3 in Eq. (11) is
in general infinite and hence also not suitable for a numeri-
cal implementation. The sum needs to be appropriately trun-
cated and, in addition, a discrete version of the dual function
g needs to be derived.
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We now illustrate how to proceed for discrete data S. More
details can be found in the original paper by Wexler and Raz
(1990) and Appendix B. Assume we are given some dis-
crete and finite time (periodic) signal S˜ with sampling points
n=0, . . . , N−1, that is S˜[n]=S˜[n+N ]. We therefore have to
periodize the analysis and synthesis windows as well,
h˜[n] =
∑
l
h[n+ lN ] , g˜[n] =
∑
l
g[n+ lN ].
Slightly abusing the notation, we omit the tilde denoting pe-
riodic (finite) functions in the following. The signal S can be
discretely represented by
S[n] =
M−1∑
m=0
K−1∑
k=0
am,khm,k[n] , (14)
whereas the Gabor coefficients can be derived from
am,k =
N−1∑
n=0
S[n]g¯m,k[n] . (15)
Introducing integers 1M and 1K and the toral component
WN= exp [2pii/N ], the discrete analysis and synthesis win-
dows can be rewritten as
hm,k[n] = h[n−m1M]W nk1KN ,
gm,k[n] = g[n−m1M]W nk1KN .
As can be seen, 1M denotes the time and 1K the frequency
step size. They correspond to T and . In our setting they
are constrained by 1M·M=1K·K=N . The reconstruction
formula becomes
S[j ] =
M−1∑
m=0
K−1∑
k=0
am,khm,k[j ]
=
N−1∑
l=0
S[l]
M−1∑
m=0
K−1∑
k=0
g¯m,k[l]hm,k[j ] ,
where we have assumed that the following discrete version
of biorthogonality relation (13) for the sequences h and g is
fulfilled,
M−1∑
m=0
K−1∑
k=0
g¯m,k[l]hm,k[j ] = δl,j .
It can be shown (for a proof see Appendix B) that the
biorthogonality relation is satisfied if
N−1∑
j=0
h[j + qK]W−jpMN g¯[j ] =
N
MK
δp,0δq,0 (16)
for 0≤p≤1M−1 and 0≤q≤1K−1. System (16) can
be rewritten in matrix form: Let v=(N/(MK), 0, . . . , 0)T
be a vector of length 1M1K and g=(g[0], . . . , g[N−1])
the vector representing the discretely sampled dual frame,
and let A be the matrix of size 1M1K×N with entries
A(p,q),j=h¯(j+qK)W jpMN , then the dual frame atom g is the
solution of the linear system
Ag = v . (17)
For oversampling 1M1K<N , system (17) is under-
determined, and the solution is no longer unique and there-
fore there is a variety of possible dual frame atoms g.
3.4 On the choice of the analysis and synthesis atom and
the TF-plane lattice
As we have seen, there is a high degree of freedom when
constructing a frame representation of some signal S. In par-
ticular,
i) the choice of the synthesis window h
ii) the choice of the time-frequency sampling grid 3,
i.e. the choice of 1M and 1K , which specifies the
redundancy/non-redundancy and therewith the non-
uniqueness/uniqueness of the Gabor frame expan-
sion (14)
iii) the choice of g in case of 1M1K<N , i.e. in the over-
sampling situation, one may add further desirable con-
straints on the solution g of system (17), e.g. minimum
energy-norm.
These three aspects shall now be discussed:
At i): Any absolute and square integrable function h is ap-
propriate. However, as mentioned above, Heisenberg’s un-
certainty relation (8) requires for optimal time-frequency res-
olution a Gaussian function. Therefore, we choose
h(t) = pi−1/4σ−1/2h e−t
2/(2σ 2h ), such that ‖h‖ = 1 , (18)
where the scaling parameter σh (determined below) shall
allow either a better resolution in time or in frequency. As
we shall see in iii), the time-frequency localization properties
of synthesis function h carry over to analysis function g.
At ii): The most important parameters that control the sam-
pling density in the TF-plane are 1K and 1M . Together
with the specification σh they fully determine (up to non-
canonical choices of g) the discrete Gabor representation
of some given function. In principle, the only require-
ment is 1K1M≤N . But because of Heisenberg’s prin-
ciple, too dense sampling (high redundancy) of the TF-
plane is not worth the trouble. More precisely, let 1t de-
note the sampling size of S, i.e. S[n]=S(n1t), with to-
tal period of S of N1t=Td (often referred to as the dwell
time). Then, in the classical FFT context, the frequencies
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Fig. 31. Schematic representation of the time-frequency plane and
the Heisenberg-box (resolution) of the window function hτ,ω(t),
centered at time τ = t0 and frequency ω = ω0.
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Fig. 32. Gabor phase space representation of a simulated RWP
signal containing only noise and an atmospheric component. The
x-axis shows time (in seconds) and the y-axis frequency (in Hz).
Color contours (logarithmic scaling in dB) denote the power of the
Gabor coefficients.
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Bayreuth 13.10.2005,  Beam South, Height 1625 m  @ 00:09:45
Fig. 33. Time series of the in-phase (upper plot) and quadrature
(lower plot) component of the baseband signal measured with the
482-MHz RWP at Bayreuth, Germany, at 00:09:45 UTC on October
13, 2005 (south beam, range gate 9). The complex time series con-
tains 4608 samples. Each sample is the coherent sum of 94 echoes
from subsequent pulses.
Fig. 2. Gabor phase space representation of a simulated RWP signal
containing only noise and an atmospheric component. The x-axis
shows time (in seconds) and the y-axis frequency (in Hz). Color
contours (logarithmic scaling in dB) denote the power of the Gabor
coefficients.
are due to Nyquist’s law automatically spaced with reso-
lution 1/Td within [−1/21t, 1/21t]. Through the flexi-
bility of the Gabor representation we may individually set
up the time and frequency spacing. Let us consider to this
end the Heisenberg box size, i.e. the time and frequency
variances (Eq. 7), which take for our particular h the form
σ 2t =σ 2h/2 and σ 2ω=(2σ 2h )−1. If we restrict the spacing of the
TF-plane to this box size (essentially smaller would produce
an overlapping of the boxes), i.e. setting 1τ=1M1t=σ 2t
and 1ω=1K/Td=σ 2ω, Heisenberg’s uncertainty principle
(Eq. 8) and the solvability of Eq. (17) yields
N ≥ 1M1K ≥ 1
4
N . (19)
The right inequality in Eq. (19) represents an upper sampling
ound, which prevents an unnecessary Heisenberg box over-
lapping. If now an application requires a time resolution
1τ in the Gabor representation, we immediately obtain in
the context of Heisenberg’s uncertainty principle the optimal
scaling factor for the synthesis (and therewith for the analy-
sis) atom,
σ 2h = 21τ ,
and a suggestion for the sampling density in time and fre-
quency,
1M = b1τ/1tc , N
1M
≥ 1K ≥ N
41M
.
At iii): In the oversampling situation (1M1K<N), the non-
uniqueness can be used to add desirable constraints to the
solution, for example minimum energy. This was discussed
in greater detail in Qian and Chen (1993) and Qian et al.
(1992): Since A is underdetermined, we may rewrite Eq. (17)
by applying the QR decomposition to its transposed form as
(
RT 0
)QT g = (RT 0 ) (xy
)
= v
and thus x=(RT )−1v. Because QQT=Id, it follows
g = Q
(
x
y
)
= (Qx Qy ) (xy
)
= Qxx + Qyy .
Since h is in the range (Qx) and because range (Qx)⊥
range(Qy), one has QTy h=0 (which is of interest below).
Moreover, we observe that the analysis window g is the sum
of two orthogonal vectors with ‖g‖2=‖x‖2+‖y‖2. Due to
Eq. (17), Qxx=Qx(RT )−1v, but Qyy may depend on other
constraints. When searching for the minimum norm solution,
we simply set ‖Qyy‖2=‖y‖2=0 and obtain
g = Qxx = Qx(RT )−1v = gmin
which is nothing than gmin = AT (AAT )−1v. However, for a
meaningful interpretation of the Gabor expansion, we would
prefer an analysis window g that is locally concentrated in the
TF-plane. The design of such a function g when the synthesis
function h as well as 1K and 1M are given is a nontrivial
problem, which was addressed in Qian and Chen (1993) and
Qian et al. (1992). The problem can be formulated as fol-
lows: Given an optimally concentrated function h (e.g. the
preassigned synthesis function), find its biorthogonal func-
tion g whose shape best approximates time and frequency
shifted versions of h, i.e. minimize
E(g, a, b) =
∥∥∥∥ g‖g‖ − ha,b
∥∥∥∥2
= 2
(
1 − 1‖g‖<〈g,ha,b〉
)
,
while Ag=v. For fixed a and b, the optimal vector y in the
representation for g (x is still fixed through the biorthogonal-
ity relation) is given by
y = ‖x‖
2
<〈Qxx,ha,b〉Q
T
y ha,b .
Choosing ha,b=h yields QTy ha,b=0 (see above) and thus
y=0 and consequently, g=gmin, i.e. the shape of gmin best
approximates the shape of h. Therefore, the TF-plane local-
ization properties of h carry over to g in this case. But note
that in principle any function ha,b is allowed and thus there
is a large variety of possible analysis atoms g.
3.5 Gabor representation of two examples
To illustrate the signal separation property of the discrete Ga-
bor expansion for a single dwell, we consider two examples.
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Fig. 31. Schematic representation of the time-frequency plane and
the Heisenberg-box (resolution) of the window function hτ,ω(t),
centered at time τ = t0 and frequency ω = ω0.
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Fig. 32. Gabor phase space representation of a simulated RWP
signal containing only noise and an atmospheric component. The
x-axis shows time (in seconds) and the y-axis frequency (in Hz).
Color contours (logarithmic scaling in dB) denote the power of the
Gabor coefficients.
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Bayreuth 13.10.2005,  Beam South, Height 1625 m  @ 00:09:45
Fig. 33. Time series of the in-phase (upper plot) and quadrature
(lower plot) component of the baseband signal measured with the
482-MHz RWP at Bayreuth, Germany, at 00:09:45 UTC on October
13, 2005 (south beam, range gate 9). The complex time series con-
tains 4608 samples. Each sample is the coherent sum of 94 echoes
from subsequent pulses.
Fig. 3. Time series of the in-phase (upper plot) and quadrature (lower plot) component of the baseband signal measured with the 482-MHz
RWP at Bayreuth, Germany, at 00:09:45 UTC on 13 October 2005 (south beam, range gate 9). The complex time series contains 4608
samples. Each sample is the coherent sum of 94 echoes from subsequent pulses.
The method of Zrnic´ (1975) was first used to simulate a sig-
nal in line with the classical signal model, which contains
only noise and a stationary atmospheric component. In the
frequency domain, the atmospheric signal peak is assumed
to be a Gaussian centered at fd=ω/2pi=−10.9 s−1 and with
a spectral width of w=0.9 s−1. The discrete spectrogram of
this signal is shown in Fig. 2. The atmospheric signal compo-
nent is represented as a horizontal line (stationarity) centered
at the prescribed Doppler frequency. Noise is spread over the
complete TF plane.
Now lets take a look at measured time series data contain-
ing an additional intermittent clutter component. This dataset
is further discussed in Sect. 5. The original I/Q data is shown
in Fig. 3. Clearly, this time series is not stationary but con-
tains transient components due to migrating birds. Assuming
that a time resolution of O(1s) is sufficient to resolve these
transients, we select a time resolution of about 0.5 s for the
Gabor expansion. This corresponds to a frequency resolu-
tion of about 2 Hz. An appropriate sampling density in the
TF-plane is achieved with 1M=64 and 1K=64. Setting
M=128 and K=128, we get an oversampling factor of 3.5;
the optimal scaling is given by σ 2h≈1. In contrast to the sim-
ulated case, the spectrogram of the measured signal shown
in Fig. 4 shows additional nonstationary signal components,
which are a typical signature of contamination by intermit-
tent clutter. Taking a look at the pure time representation
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Fig. 34. Same representation as in Figure 32, but for the data shown
in Figure33. The three transient signal components are clearly sep-
arated from the stationary atmospheric signal component.
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Fig. 35. Same as in Figure 34,but after filtering. For the transient
signal components, the Gabor coefficients were replaced by esti-
mated thresholds for the stationary signal contribution at the given
frequency.
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Bayreuth 13.10.2005,  Beam South, Height 1625 m  @ 00:09:45
Fig. 36. Same as in Figure 33, but for the cleaned signal obtained
from the filtered Gabor representation shown in Figure 35.
Table 31. Technical parameters of the 482 MHz RWP/RASS at
Bayreuth/Germany
Center frequency 482.0078 MHz
Peak (Average) power 16 (2.4) kW
Pulse modulation Amplitude (B/W)
Phase (pulse compression)
Pulse widths (vert. resolution) 1.7 µs ( 250 m)
2.2 µs ( 330 m)
3.3 µs ( 500 m)
4.4 µs ( 660 m)
Antenna type Phased array of 180 CoCo antennas
Antenna aperture (area) 142 m2 (12.4 × 11.5 m)
On-axis gain above isotropic > 34 dBi
One-way half power (3 dB) beamwidth 6 3
Oblique beam zenith distance 15.2
RX type Heterodyne (IF 60 MHz), Digital IF
LNA noise figure 6 0.6 dB
A/D conversion 14 bit (@ max 66 MHz)
Pulse compression Bi-phase, complementary, max 32 bit
System sensitivity 6 -154 dBm
Vertical measuring range 16 km (wind), 4 km (virt. temp.)
Table 32. TX and RX sampling parameters in routine operation
Wind Low-Mode
Inter Pulse Period 82 µs
Pulse Width 1.7 µs
Tx Duty 2.07 %
# of code bits 1 (phase flip)
Pulse Peak Power (PEP) 16 kW
Spacing (on RX) 1.0 µs
# of Gates 50
First Gate 8.6 µs
Fig. 4. Same representation as in Fig. 2, but for the data shown in
Fig. 3. The three transient signal components are clearly separated
from the stationary atmospheric signal co ponent.
of the signal it is difficult to identify the separate transients,
which show up as maxima of the envelope of the I/Q signal.
However, Fig. 4 shows the same signal, but now its Gabor
phase-space representation. This clearly provides a far better
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picture of the signal transients, even if the spectrogram shows
only the modulus of the Gabor coefficients (the Gabor coeffi-
cients itself are complex). Visible are three distinct transitory
bird-events. Two of them overlap in time and can therefore
not easily be distinguished in the time representation. All
bird signals are much stronger in amplitude than the atmo-
spheric signal of interest. The latter can be seen as a line at
quasi-constant frequency, centered at about 3 Hz. By com-
paring Fig. 2 with the real data shown in Fig. 4, the goal of
the filtering process becomes evident.
4 Filtering through the statistics of Gabor frame coeffi-
cients
4.1 Motivation for the statistical approach
With the tool of the Gabor representation at hand, the next
step is to derive an appropriate filtering strategy for removal
of the transient clutter signals. Our intention is to use the
available a-priori knowledge about the signal components
(atmosphere, noise, clutter) to construct an objective deci-
sion process aiming at a proper signal component separation.
It is well-justified that both the atmospheric and the noise
signal component are stationary Gaussian random processes.
The atmospheric signal has a bounded spectral width much
smaller than Nyquist interval, whereas noise is white and
spread over the full TF plane. Not much is known in contrast
about intermittent clutter, only the non-property that this sig-
nal component is nonstationary over typical dwell-times. We
make use of this a-priori information to derive a filter that has
a pass-characteristics for realizations of wide-sense station-
ary random processes and a stop-characteristics for all non-
stationary processes. That is, signals looking like the simu-
lated example shown in Fig. 2 should not be affected by the
filtering process. The goal is thus to derive an objective pro-
cedure, which modifies the Gabor phase space representation
of signals in such a way, that stationary Gaussian signal com-
ponents are preserved.
One can imagine several strategies for implementing such
a filter. For instance, this could be based on image processing
techniques or a fuzzy-logic approach similar to the one used
by Cornman et al. (1998). We follow a simpler statistical ap-
proach, which has first been used by Merritt (1995) for the
same problem, where it is applied to the temporal sequence
of Doppler spectral coefficients at fixed frequency bins. The
goal is to construct a similar test, but this time in Gabor phase
space. We therefore need to analyze the statistical properties
of the Gabor coefficients with respect to the different sig-
nal components, in order to distinguish between clear air and
clutter return. This immediately leads to the question of how
the properties of Gaussian stationary processes are mapped
to the Gabor coefficients am,k or |am,k|2. This problem is
discussed in the next paragraph.
4.2 Mean and variance estimator for Gabor spectrogram
coefficients
Since we aim at constructing a statistical test (see the next
section below) which is based on the expectation and the
variance of the individual Gabor spectrogram coefficients
|am,k|2, we need to define adequate estimators for the ex-
pectation and the variance based on our observations (given
through S).
First, to simplify the notation, we introduce aλ as a short-
hand notation of am,k , i.e. in what follows we set λ=(m, k).
Then, the Gabor spectrogram coefficients take the form
|aλ|2=
N−1∑
n=0
S[n]gλ[n]
N−1∑
l=0
S¯[l]g¯λ[l].
As mentioned in the previous section, we assume that the
data sequence S satisfies for all n=0, . . . , N−1,
ES[n] = 0 and ES[n]S¯[n+ l] = σ 2ρ[l] .
With these two assumptions, the expectation and the covari-
ance of the Gabor spectrogram coefficients are given by
E|aλ|2 = σ 2〈ρ ∗ gλ, gλ〉 ,
Cov(|aλ|2, |aη|2) = σ 4|〈ρ ∗ gλ, gη〉|2 ,
which is shown in Appendix C (Lemma 3 and Lemma 4).
The “∗”-symbol stands here for the discrete convolution. The
latter two formulas show the influence of the dependency of
S and the redundancy of the Gabor frame expansion. In case
S would be i.i.d. (i.e. ρ[l] = δl,0), it follows
E|aλ|2 = σ 2 and Cov(|aλ|2, |aη|2) = σ 4|〈gλ, gη〉|2.
If, moreover, {gλ}λ∈3 forms an orthonormal system, the co-
variance matrix becomes diagonal; i.e. as long as we deal
with a redundant frame, the Gabor spectrum is always corre-
lated with a range of dependency described by the decay of
the Gramian matrix of {gλ}λ∈3 (up to the convolution with
ρ). The essential observation for our purpose is
Var|aλ|2 = σ 4|〈ρ ∗ gλ, gλ〉|2 = (E|aλ|2)2 .
Consequently,
(E|aλ|2)2
Var|aλ|2 = 1 , (20)
which holds true for independent as well as dependent sam-
ples S[n] that follow a distribution which is determined by
its moments. As property (20) constrains only the first two
moments, it may hold true for a much richer class of distri-
butions (in particular, it holds true for normally distributed
random variables).
In order to construct a statistical test that verifies prop-
erty (20), we have to find optimal estimators for E|aλ|2 and
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Var|aλ|2 that are based on a finite number of observations.
To this end, we introduce an index subset λ ⊂ 3 contain-
ing λ and L−1 further different indices η, i.e. |λ|=L. As
an estimator for E|aλ|2=σ 2〈ρ ∗ gλ, gλ〉, which is based on L
neighboring observation variables, we define
Eˆ(λ) := 1
Cλ
∑
η∈λ
|aη|2 , (21)
where the constant is given by
Cλ =
∑
η∈λ
〈ρ ∗ gη, gη〉
〈ρ ∗ gλ, gλ〉 > 1 .
For i.i.d. samples S[n], the correcting multiplier in estima-
tor (21) reduces to Cλ=|λ|=L, and therefore Eq. (21) is
then nothing but the well-known mean estimator,
Eˆ(λ) = 1
L
∑
η∈λ
|aη|2 .
Assuming there exists some small ε>0 with∑
η′,η∈λ
|〈ρ ∗ gη′ , gη〉|2 ≤ C2−ελ ,
Lemmas 5 and 6 (see Appendix C) verify that Eq. (21) is a
consistent estimator for E|aλ|2, i.e.
lim
L→∞E|Eˆ(λ)− E|aλ|
2|2 =
lim
L→∞(Var(Eˆ(λ))+ (E|aλ|
2 − E(Eˆ(λ))2) = 0.
By the same reasoning, we define an estimator for variance,
Vˆ (λ) := C
∑
η∈λ
(|aη|2 − Eˆ(λ))2 , (22)
where the constant is defined by
C−1 := 2
∑
η∈λ
c2η
c2λ
+(L−2Cλ)
(
1+ 1
(
∑
η cη)
2
∑
ξ,α∈λ
c2ξ,α
)
.
(23)
Similar as before, it is shown (see Lemma 7 in Appendix C)
that estimator (22) is unbiased (and certainly consistent, but
the proof is omitted). Switching to the i.i.d. case yields
C−1 = 2L+ (L− 2L)
(
1 + 1
L2
∑
ξ,α∈λ
c2ξ,α
)
= L− 1
L
∑
ξ,α∈λ
|〈gξ , gα〉|2
and therefore Eq. (22) simplifies to
Vˆ (λ) = L
L2 −∑ξ,α∈λ |〈gξ , gα〉|2
∑
η∈λ
(|aη|2 − Eˆ(λ))2,
which can be easily seen with the help of formula (C1). If,
moreover, {gλ} forms an orthonormal basis, we end up with
the classical variance estimator
Vˆ (λ) = 1
L− 1
∑
η∈λ
(|aη|2 − Eˆ(λ))2 .
4.3 A statistical test performing signal identification
After having established estimators Eˆ(λ) and Vˆ (λ), we
aim now for the construction of a test that identifies Ga-
bor coefficients associated with intermittent clutter returns.
Typically, an atmospheric return is stationary and assumed
to follow a Gaussian distribution, i.e. a test on the first two
moments of the signal will give us some indication if this is
true.
The basic idea goes back to Merritt (1995), who statis-
tically tested a sequence of single (non-averaged) Doppler
spectra in to order decide whether a particular Fourier power
spectrum coefficient was due to a Gaussian or non–Gaussian
signal. For this, he used the classical test of Hildebrand and
Sekhon (1974) in a modified way. Following this approach,
we consider the squared modulus of the Gabor phase space
coefficients, |am,k|2. Because we are interested in station-
ary signal components, we consider the sequence |am,k|2 for
fixed frequency bins, i.e. we just pick individual rows and
let only the time index change. For a fixed frequency index
k, we have to test the elements |am,k|2 to be of stationary
Gaussian type. Typically, we assume the observed sequence
|am,k|2 to be possibly affected by non-stationary intermittent
clutter. Then, we will get Eˆ(λ)2/Vˆ (λ)<1. We also make
use of the fact that intermittent clutter signals are almost al-
ways stronger than the (clear air) atmospheric return.
To identify intermittent clutter practically, we pro-
ceed as follows: in a first step, define the index
set representing the k-th row, which we denote by
k={(m, k): m=0, . . . ,M−1}, and sort for each k the se-
quence {|am,k|2}(m,k)∈k in decreasing order. That is, we
derive the order statistic of {|am,k|2}(m,k)∈k which we de-
note by {|[a]m,k|2}(m,k)∈k ([·] stands for the order statis-
tic map). Therefore, we have |[a]m,k|2≥|[a]m+1,k|2 for
all (m, k)∈k . For l=0, . . . ,M−1, we define subsets
k(l)={(m, k) : m=l, . . . ,M−1}. The largest coefficients
are stepwise discarded, which has the goal of eliminating the
clutter signal component. Using the quantities Eˆ(k(l)) and
Vˆ (k(l)) of the subset, the test statistics ϑ is computed for
l=0, . . . ,M−1 as long as
ϑ(|[a]l,k|2) := (Eˆ(k(l)))
2
Vˆ (k(l))
< 1
holds. The largest coefficient of the first subset for which the
test (positive for clutter) is not satisfied (a clutter-free sub-
set) is then taken as a threshold for a frequency-dependent
identification of the clutter component.
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Fig. 34. Same representation as in Figure 32, but for the data shown
in Figure33. The three transient signal components are clearly sep-
arated from the stationary atmospheric signal component.
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Fig. 35. Same as in Figure 34,but after filtering. For the transient
signal components, the Gabor coefficients were replaced by esti-
mated thresholds for the stationary signal contribution at the given
frequency.
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Bayreuth 13.10.2005,  Beam South, Height 1625 m  @ 00:09:45
Fig. 36. Same as in Figure 33, but for the cleaned signal obtained
from the filtered Gabor representation shown in Figure 35.
Table 31. Technical parameters of the 482 MHz RWP/RASS at
Bayreuth/Germany
Center frequency 482.0078 MHz
Peak (Average) power 16 (2.4) kW
Pulse modulation Amplitude (B/W)
Phase (pulse compression)
Pulse widths (vert. resolution) 1.7 µs ( 250 m)
2.2 µs ( 330 m)
3.3 µs ( 500 m)
4.4 µs ( 660 m)
Antenna type Phased array of 180 CoCo antennas
Antenna aperture (area) 142 m2 (12.4 × 11.5 m)
On-axis gain above isotropic > 34 dBi
One-way half power (3 dB) beamwidth 6 3
Oblique beam zenith distance 15.2
RX type Heterodyne (IF 60 MHz), Digital IF
LNA noise figure 6 0.6 dB
A/D conversion 14 bit (@ max 66 MHz)
Pulse compression Bi-phase, complementary, max 32 bit
System sensitivity 6 -154 dBm
Vertical measuring range 16 km (wind), 4 km (virt. temp.)
Table 32. TX and RX sampling parameters in routine operation
Wind Low-Mode
Inter Pulse Period 82 µs
Pulse Width 1.7 µs
Tx Duty 2.07 %
# of code bits 1 (phase flip)
Pulse Peak Power (PEP) 16 kW
Spacing (on RX) 1.0 µs
# of Gates 50
First Gate 8.6 µs
Fig. 5. Same as in Fig. 4, but after filtering. For the transient
signal co ponents, the Gabor coefficients were replaced by esti-
mated thresholds for the stationary signal cont ibution at the given
frequency.
4.4 Signal separation through Gabor coefficient threshold-
ing
All coefficients |am,k|2 greater than the threshold determined
in the last section are regarded as clutter. One problem ex-
ists, if the subset k(l) becomes too small in this iterative
process. Then the statistical estimate will become unstable
and the estimation of a local threshold is no longer meaning-
ful. This should not happen if the dwell time is sufficiently
long, but it is not always known how long the dwell time
must be for various types of intermittent clutter. Further in-
vestigations are needed to clarify this question. However, it
might nevertheless be attempted to clean data sets regardless
of the dwell time used. In such cases it can happen that some
nonstationary components have a duration on the order of the
dwell time. Then it can be useful to replace the local thresh-
old with a non frequency-dependent global threshold, which
could be derived from stable estimates of local thresholds at
other frequencies k. Such a global threshold should be con-
structed in such a way, that it reflects the noise level in the
Gabor representation. For instance, it could be estimated by
averaging over a certain number of the smallest local thresh-
olds. This method, however, has a risk of clipping also the
atmospheric (clear-air) signal component.
Leaving this problem aside, we can formulate the filter-
ing procedure as follows: A coefficient |[a]l,k|2 for which
ϑ(|[a]l,k|2)≥1 holds is associated with clear air return.
Based on the test, we introduce a clutter index set as
ck := {(m, k) : ϑ(|[a]m,k|2) < 1 , m = 0, . . . ,M − 1}
The coefficients am,k∈ck are finally set to tkei arg am,k , where
tk is the average value of the remaining coefficients,
tk = 1|k \ck|
∑
(m,k)∈k\ck
|am,k| .
The main result of this paper – the nonlinear filtering – is
now formulated in the following:
Let S be the given RWP signal. Based on our model assump-
tions, the filtered c mponent is given by
8(S)[n] =
K−1∑
k=0
{ ∑
(m,k)∈k\ck
am,khm,k[n] +
∑
(m,k)∈ck
tke
i arg am,khm,k[n]
}
.
Finally, we discuss a practical aspect of the filtering method:
The evaluation of the clutter index set ck requires the com-
putation of the modified variance estimator. However, the
computational overhead involved in calculating the modified
variance estimator is obviously greater than in the case of the
classical variance estimator. Our experience has shown that
the variance estimates obtained with the two methods usually
do not differ much. It may therefore be appropriate to use the
classical variance estimator, if a saving of processing power
is necessary for a real time implementation of the algorithm.
This is left for a future study.
5 A real example: comparison with classical processing
5.1 Data set
Now let us illustrate the performance of the proposed fil-
tering algorithm by applying it to RWP data obtained with
the 482 MHz wind profiler at Bayreuth, Germany on 13 Oc-
tober 2005. This radar is one of three operational systems
that the Deutscher Wetterdienst currently uses in its aerolog-
ical network. The technical characteristics are summarized
in Table 1. More details and an overview of the standard
signal processing steps are given in Lehmann et al. (2003).
For wind measurements, the system is running in a four-
beam Doppler beam swinging configuration using two dif-
ferent pulse widths of 1667 ns (low mode) and 3333 ns (high
mode). The averaging time for wind measurement is 26 min,
another 4 min are used for RASS measurements of the vir-
tual temperature. For the investigation of bird migration we
consider only low mode data. The relevant sampling pa-
rameters are given in Table 2. Of interest are further the
resolution of the time series 1t=0.007708 s, the number of
data samples N=4608 and the total length or dwell time
Td=N1t=35.518464 s.
During the bird migration season in October of 2005, full
time series data of the coherently integrated demodulated
receiver voltage signal were saved in the wind low mode.
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Table 1. Technical parameters of the 482 MHz RWP/RASS at Bayreuth/Germany.
Center frequency 482.0078 MHz
Peak (Average) power 16 (2.4) kW
Pulse modulation Amplitude (B/W)
Phase (pulse compression)
Pulse widths (vert. resolution) 1.7µs (250 m)
2.2µs (330 m)
3.3µs (500 m)
4.4µs (660 m)
Antenna type Phased array of 180 CoCo antennas
Antenna aperture (area) 142 m2 (12.4×11.5 m)
On-axis gain above isotropic >34 dBi
One-way half power (3 dB) beamwidth 63
Oblique beam zenith distance 15.2
RX type Heterodyne (IF 60 MHz), Digital IF
LNA noise figure 60.6 dB
A/D conversion 14 bit (@ max 66 MHz)
Pulse compression Bi-phase, complementary, max 32 bit
System sensitivity 6−154 dBm
Vertical measuring range 16 km (wind), 4 km (virt. temp.)
Both wind and spectral data were manually reviewed to iden-
tify days with significant bird migration. It is well known,
that a human expert can easily detect bird migration events
by searching for typical patterns in the wind measurements
(northeasterly directions in fall, discontinuities at sunrise and
sunset), which are additionally accompanied by irregular and
wide, sometimes multiple peaks in the Doppler spectra. In
contrast to most clutter-free situations, those peaks often ex-
hibit a poor time and range gate continuity. Time-height
plots of the estimated moments (power, radial velocity and
spectral width) are helpful to get a quick overview of poten-
tially interesting cases, and a closer look into the time se-
ries data then typically confirms the conjecture of bird mi-
gration. Particulary significant bird migration was noted on
13 October and we therefore selected this day as a test case
for the new bird mitigation algorithm. A significant frac-
tion of this data was contaminated with bird returns; the
effect is best seen in Fig. 10. Here, the winds have been
computed without any intermittent clutter removal algorithm.
The consensus method is normally not able to suppress the
effect of the bird echoes because of their frequent occurrence.
The operationally used intermittent clutter removal algorithm
(ICRA), a particular implementation of the statistical averag-
ing method proposed by Merritt (1995), could only alleviate
the problem, see Fig. 11. Also, the operational quality con-
trol (Weber-Wuertz continuity check, not shown) was only
able to flag a small percentage of the contaminated data, be-
cause the erroneous wind data exhibited the typical intrinsic
consistency.
5.2 Processing details and results
A software was developed for reading and writing of the pro-
filer time series data using the proprietary binary data format.
This made it easy to process the data using the Gabor filter
and to save them again in the original file format. The repro-
cessed data could therefore be seamlessly integrated in the
off-line version of the operational wind profiler software, to
compare the performance of the different algorithms.
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Fig. 34. Same representation as in Figure 32, but for the data shown
in Figure33. The three transient signal components are clearly sep-
arated from the stationary atmospheric signal component.
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Fig. 35. Same as in Figure 34,but after filtering. For the transient
signal components, the Gabor coefficients were replaced by esti-
mated thresholds for the stationary signal contribution at the given
frequency.
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Bayreuth 13.10.2005,  Beam South, Height 1625 m  @ 00:09:45
Fig. 36. Same as in Figure 33, but for the cleaned signal obtained
from the filtered Gabor representation shown in Figure 35.
Table 31. Technical parameters of the 482 MHz RWP/RASS at
Bayreuth/Germany
Center frequency 482.0078 MHz
Peak (Average) power 16 (2.4) kW
Pulse modulation Amplitude (B/W)
Phase (pulse compression)
Pulse widths (vert. resolution) 1.7 µs ( 250 m)
2.2 µs ( 330 m)
3.3 µs ( 500 m)
4.4 µs ( 660 m)
Antenna type Phased array of 180 CoCo antennas
Antenna aperture (area) 142 m2 (12.4 × 11.5 m)
On-axis gain above isotropic > 34 dBi
One-way half power (3 dB) beamwidth 6 3
Oblique beam zenith distance 15.2
RX type Heterodyne (IF 60 MHz), Digital IF
LNA noise figure 6 0.6 dB
A/D conversion 14 bit (@ max 66 MHz)
Pulse compression Bi-phase, complementary, max 32 bit
System sensitivity 6 -154 dBm
Vertical measuring range 16 km (wind), 4 km (virt. temp.)
Table 32. TX and RX sampling parameters in routine operation
Wind Low-Mode
Inter Pulse Period 82 µs
Pulse Width 1.7 µs
Tx Duty 2.07 %
# of code bits 1 (phase flip)
Pulse Peak Power (PEP) 16 kW
Spacing (on RX) 1.0 µs
# of Gates 50
First Gate 8.6 µs
Fig. 6. Same as in Fig. 3, but for the cleaned signal obtained from the filtered Gabor representation shown in Fig. 5.
Table 2. TX and RX sampling paramete s in routine ope ation.
Wind Low-Mode
Inter Pulse Period 82µs
Pulse Width 1.7µs
Tx Duty 2.07%
# of code bits 1 (phase flip)
Pulse Peak Power (PEP) 16 kW
Spacing (on RX) 1.0µs
# of Gates 50
First Gate 8.6µs
As an example, we consider again the measurement taken
in the south beam of the profiler at range gate 9 (1.6 km
height a.g.l.), with a start time of the dwell at 00:09:45 UTC.
This time series was already discussed in Sect. 3. As de-
scribed in Sect. 4, local (constant frequency) thresholds were
estimated to separate the clutter part of the signal from the
stationary components atmosphere and noise. During pro-
cessing of the complete dataset it was revealed that the dwell
time of about 35 s was apparently rather short to guarantee
that every observed intermittent clutter signal exhibits a clear
transient behavior. Sometimes the duration of the clutter sig-
nal component was on the order of the dwell time instead. If
this is the case, then the estimation of the local threshold may
become unstable and signal separation can partly fail with the
result that clutter energy leaks through the filter. One way
to remedy this problem is to replace local thresholds with a
global threshold as described above. For the example data,
this was done if more than 30 percent of the Gabor coeffi-
cients at a particular frequency were classified as clutter. The
global threshold was then computed as the median over 15
percent of the smallest local thresholds, to get an estimate for
the noise level. Another way to handle this situation would
be to either flag this range gate as suspect or to replace the
data with random white noise. Further research is needed to
learn more about typical intermittent clutter characteristics
and to optimize both the data sampling and the performance
of the filter. The method described in this paper should be a
useful tool for such investigations.
Application of the filtering strategy yields a filtered Ga-
bor phase-space representation, which is shown in Fig. 5.
Here, the moduli of the coefficients am,k representing the
transient (bird) contributions have been replaced by an es-
timation of the stationary signal component at that frequency
(either noise or atmospheric signal). The reconstructed I/Q
time series after b ck-transformation from the Gabor phase
space domain is presented in Fig. 6. The nonstationary signal
components have been suppressed and also the amplitude has
been significantly reduced. It is easy to measure the reduc-
tion of total power by computing the difference in variance
between the unfiltered and the filtered data, to get an infor-
mation about how much clutter energy was removed by the
filter.
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Spectral Average: Mean
Clutter Removal: 7500 m
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Fig. 37. Stacked plot of Doppler spectra for all low mode range gates, obtained through standard processing without any bird mitigation
algorithm. Data were measured with the 482-MHz RWP at Bayreuth, Germany, at 00:09:45 UTC on October 13, 2005 (south beam). The
estimated first and second moments are symbolized as a cross, where the vertical line shows the first moment (mean Doppler speed) and the
horizontal line denotes spectral width. Massive bird contamination can bee seen in the range gates below 3.0 km height.
Fig. 7. Stacked plot of Doppler spectra for all low mode range gates, obtained through standard processing ithout any bird itigation
algorithm. ata ere easured ith the 482- z P at ayreuth, er any, at 00:09:45 T on 13 October 2005 (south bea ). The
estimated first and second o ents are sy bolized as a cross, here the vertical line sho s the first o ent ( ean oppler speed) and the
horizontal line denotes spectral idth. assive bird conta ination can bee seen in the range gates belo 3.0 k height.
Gabor filtering was performed for the complete dataset
and the resulting bird-cleaned time series data were used
for reprocessing of the whole day. This was compared
with two additional processing methods: Method 1 used
no intermittent clutter filtering algorithm, whereas method 2
used the routinely employed Intermittent Clutter Algorithm
(ICRA), an implementation of the Statistical Averaging
Method (SAM) originally proposed by Merritt (1995). The
results for all range gates for the dwell taken at 00:09:45 UTC
(stacked Doppler spectra) are shown in Figs. 7 (no filtering),
8 (ICRA filtering) and 9 (Gabor filtering). Without filtering,
the lowest 17 range gates show spurious peaks and also large
spectral widths due to the transient bird echoes. Note espe-
cially the discontinuity in height of the location of the esti-
mated signal peak (derived Doppler velocity). With ICRA
processing, the effect of the birds has been drastically re-
duced, but there are still range gates which show spurious
peaks. This indicates that ICRA was unable to reduce the
clutter energy completely. Figure 9 shows the processing re-
sults of the newly suggested filtering algorithm. The spurious
remnants of the bird clutter are almost completely gone, al-
though range gates 15 and 16 (2.49 and 2.64 km height agl)
show apparently some bird clutter energy leaking through.
This is also reflected in the somewhat larger spectral width at
these heights. However, the spectral peak is now continuous
across all heights and the spectral width estimates are mostly
unaffected by the clutter.
Finally, the horizontal wind vector data derived through
the three different processing methods are shown in Figs. 10
(no clutter filtering), 11 (ICRA processing) and 12 (Gabor
filtering), respectively. The color coding is due to the wind
speed (magnitude of the horizontal wind vector). Obviously,
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Fig. 38. Same as in Figure 37, but Doppler spectra were estimated using the operational bird-mitigation algorithm ICRA. Bird contamination
below 3.0 km height is reduced compared to Figure 37, but still significant.
Fig. 8. Same as in Fig. 7, but Doppler spectra were estimated using the operational bird-mitigation algorith ICRA. Bird conta ination
below 3.0 km height is reduced compared to Fig. 7, but still significant.
the clutter contamination has been drastically reduced by the
new algorithm.
6 Conclusions
We have dealt with wind profiler signals obtained during bird
migration and shown, how the signals can be decomposed
into a time-frequency representation. A Gabor frame repre-
sentation was used for a time-frequency analysis of the data
and turned out to be a good method for signal-clutter separa-
tion. Previous attempts for intermittent clutter filtering have
made use of the wavelet transform (WT) and its discrete ver-
sions (Jordan et al., 1997; Boisse et al., 1999; Lehmann and
Teschke, 2001), so it is interesting to briefly discuss the dif-
ference between the dyadic wavelet and the Gabor approach,
and to point out why we favor the Gabor method in compari-
son. The dyadic WT is another way of analyzing nonstation-
ary signals. The difference lies in the tiling of the TF-plane
by the elementary signals (or time-frequency atoms). In the
Gabor (WFT) approach, the tiling is uniform with fixed res-
olution. This is in contrast to the wavelet approach, where
the tiling is generally variable. For example, an orthonor-
mal wavelet basis decomposes the frequency axis in dyadic
intervals whose sizes grow exponentially. In other words,
the frequency resolution gets worse the more the time reso-
lution is improved. This is wanted if the signals under inves-
tigation have high-frequency components of short duration
embedded within low-frequency components of slow tem-
poral variation. For the RWP signals however, we found
no evidence for such a behavior. The intermittent clutter
components occur at nearly all frequencies within the typ-
ical Nyquist range, with no obvious difference in temporal
characteristics. In particular, they can occur close to zero
frequency where the temporal resolution of the WT is the
worst. Especially in this case, the WT seems not to be ideal
for resolving the transient nature of the intermittent clutter.
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Fig. 39. Same as in Figure 37, but Doppler spectra were estimated after statistical Gabor filtering of the original time series. Only minor
remnants of bird contamination can be seen in range gates 15 and 16 (at 2.5 and 2.6 km height).
Fig. 9. Same as in Fig. 7, but Doppler spectra were estimated after statistical Gabor filtering of the original time series. Only minor remnants
of bird contamination can be seen in range gates 15 and 16 (at 2.5 and 2.6 km height).
Examples of clutter signals in both representations shown by
Justen and Lehmann (2003) illustrate this quite clearly. So
the argument which is often used against the WFT, namely
its constant time-frequency resolution, turns out to be advan-
tageous. Additionally, the Gabor expansion using a Gaussian
window achieves the best possible time-frequency resolution
by reaching the lower limit of the Heisenberg uncertainty
constraint.
To identify the clutter contribution to the signal, we make
use of the a-priori information that the atmospheric signal
component of interest can be adequately modelled as a sta-
tionary, proper complex Gaussian random process. Using
this assumption, a test statistic is constructed to serve as a
criterion for the discrimination between stationary and non-
stationary signal components. This follows the approach first
suggested by Merritt (1995). However, in case of the redun-
dant Gabor transform it turns out, that the variance estimator
has to be modified to guarantee its unbiasedness and consis-
tency. Proofs for the necessary modifications are given in
detail.
Finally, the algorithm has been applied to a dataset ob-
tained with a 482 MHz wind profiler during bird migration.
It could be demonstrated that the performance of the new al-
gorithm was superior to the performance of the operationally
used intermittent clutter reduction algorithm, without obvi-
ous negative side effects. Application of the algorithm has
shown, that sampling settings of the wind profiler play an
important role in the clutter mitigation capabilities of the al-
gorithm. This is not unexpected, since both the sampling
period and the dwell time determine the resolution of the
Doppler spectrum and obviously also the resolution of any
time-frequency representation. Furthermore, longer dwell
times may ease the identification of transient clutter signals
and the stable estimation of the thresholds for noise and the
www.ann-geophys.net/26/759/2008/ Ann. Geophys., 26, 759–783, 2008
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Fig. 310. Wind barb plot of horizontal winds measured in the low mode at Bayreuth on October 13, 2005. The x-axis shows time and the
y-axis denotes height. Data have been color coded by wind speed. The signal processing was using no bird mitigation algorithm. Relatively
strong northeasterly winds below about 3.5 km indicate strong bird migration, this can be seen between 00 and 05 UTC at heights around
1000 m and above 1600 m and especially after 18 UTC from the lowest gate to about 3500 m.
Fig. 10. Wind barb plot of horizontal winds measured in the low mode at Bayreuth on 13 October 2005. The x-axis shows time and the
y-axis denotes height. Data have been color coded by wind speed. The signal processing was using no bird mitigation algorithm. Relatively
strong northeasterly winds below about 3.5 km indicate strong bird migration, this can be seen between 00:00 and 05:00 UTC at heights
around 1000 m and above 1600 m and especially after 18 UTC from the lowest gate to about 3500 m.
stationary atmospheric component. This is especially impor-
tant for cases where atmospheric and clutter signal overlap in
frequency.
Future work is suggested for a better quantitative charac-
terization of intermittent clutter signals during dense bird mi-
gration. This should allow to optimize both sampling and
processing settings for operational wind profiler systems. A
long-term evaluation of the new algorithm would be useful
to determine its limits and to estimate the performance im-
provements of the new methods, in comparison with pre-
viously used algorithms. This would be facilitated by an
online-implementation of the method and a means to com-
pare the profiler wind measurement with independent data,
e.g. radiosonde measurements.
Appendix A
Frame theory
We briefly review some basic facts on frames using the ab-
stract notation of functional analysis, but the reader is ad-
vised to consult the comprehensive literature for details (Heil
and Walnut, 1989; Daubechies, 1990; Carmona et al., 1998;
Mallat, 1999; Christensen, 2001).
The frame theory generalizes the concept of bases in
Hilbert spaces (even in more general spaces). Let H be some
Hilbert space (e.g. the space of function of finite energy de-
noted with L2(R) to which our signal S(t) normally belongs
to), the pair of parenthesis 〈·, ·〉 the associated inner product
and ‖·‖2H=〈·, ·〉 the induced norm. A frame {hλ : λ∈3} in
H is a system of functions for which there exist constants
0<A≤B<∞ such that for all s∈H
A‖S‖2H ≤
∑
λ∈3
|〈S, hλ〉|2 ≤ B‖S‖2H . (A1)
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Fig. 311. Same as in Figure 310. The signal processing was using the standard ICRA algorithm. Bird contamination has been reduced
compared to Figure 310, but is still significant after 19 UTC. A few other northeasterly wind barbs around 02 UTC are affected by intermittent
clutter echoes.
Fig. 11. Same as in Fig. 10. The signal processing was using the standard ICRA algorithm. Bird contamination has been reduced compared
to Fig. 10, but is still significant after 19:00 UTC. A few other northeasterly wind barbs around 02:00 UTC are affected by intermittent clutter
echoes.
The map, F : H→`2, defined via F : f 7→ {〈f, hλ〉} is usu-
ally referred to as the frame operator (analysis operator). So
the signal is characterized by inner products with the frame.
To answer the question of how f can again be synthesized
from the inner products {〈f, hλ〉}, we consider the adjoint
frame operator given by F ∗c=∑λ∈3 cλhλ. This allows us
to write
F ∗Ff =
∑
λ∈3
〈f, hλ〉hλ . (A2)
If F ∗F equals the identity Id, F ∗ performs a perfect recon-
struction. This is the case when {hλ} forms an orthonor-
mal basis. However, in general one has to apply (F ∗F)−1
to Eq. (A2). This is possible since the inverse exists and is
bounded because of Eq. (A1),
A · Id ≤ F ∗F ≤ B · Id
and thus
B−1 · Id ≤ (F ∗F)−1 ≤ A−1 · Id .
Since (F ∗F)−1 is self-adjoint and denoting (F ∗F)−1hλ=gλ,
one consequently has∑
λ∈3
〈S, gλ〉hλ = F ∗F(F ∗F)−1S = S
= (F ∗F)−1F ∗FS =
∑
λ∈3
〈S, hλ〉gλ. (A3)
In frame lore, gλ is referred to as the canonical dual frame
with respect to hλ.
In general, (F ∗F)−1 cannot be explicitly computed but
must be approximated by an iterative approach. However,
the situation can be essentially relaxed when assuming that
the frames {hλ} and {gλ} form not a primal-dual, but a bi-
orthogonal frame pair, i.e. 〈hλ, gη〉=δλ,η. If F˜ denotes the
frame operator with respect to gλ, then F˜=F(F ∗F)−1 and
one may write (〈hλ, gη〉)λ,η∈3=F˜F ∗, which is diagonal.
Therefore, F˜ is an analysis and F ∗ a synthesis operator yield-
ing perfect reconstruction (and vice versa, i.e. exchanging
the roles of F˜ and F ∗). If now the bi-orthogonality relation
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Fig. 312. Same as in Figure 310. The signal processing was using the new Gabor filter algorithm. Bird contamination has again been reduced
compared to Figure 311. There are no indications of bird migration between 00 and 05 UTC, and only a few obvious outliers and missing
data after 19 UTC.
Fig. 12. Same as in Fig. 10. The signal processing was using the new Gabor filter algorithm. Bird contamination has again been reduced
compared to Fig. 11. There are no indications of bird migration between 00:00 and 05:00 UTC, and only a few obvious outliers and missing
data after 19:00 UTC.
yields a way to derive gλ, the inverse of F ∗F needs not to be
computed.
Appendix B
Biorthogonal discrete Gabor frame expansion
The following lemma can be retraced to its original form
in Wexler and Raz (1990), it gives an explicit proof of the
biorthogonality relation.
Lemma 1 Assume the relation
N−1∑
j=0
g¯[j ]h[j + qK]W−jpM = N/(MK) δp,0δq,0 (B1)
is fulfilled for 0≤p≤1M−1 and 0≤q≤1K−1. Then the
biorthogonality relation
M−1∑
m=0
K−1∑
k=0
g¯m,k[l]hm,k[j ]=δl,j
holds true.
Proof. This assertion can be shown directly. Let
f (l, j) :=
M−1∑
m=0
K−1∑
k=0
g¯m,k[l]hm,k[j ],
then
f (l, j) =
M−1∑
m=0
g¯[l −m1M]h[j −m1M]
K−1∑
k=0
W k(j−l)1K .
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We still have,
K−1∑
k=0
W k(j−l)1K =
K−1∑
k=0
ei2pik(j−l)/K
=
{
K , if (j − l)/K ∈ Z
0 , else .
Since (j−l)/K∈Z means there exists some q∈Z such that
q=(j−l)/K or j−l−qK=0, we may consequently write
(by the Poisson Summation Formula and the made assump-
tion)
f (l, j) =
M−1∑
m=0
g¯[l −m1M]h[j −m1M]K
∑
q
δj−l−qK,0
= K
∑
q
δj−l−qK,0
M−1∑
m=0
g¯[l −m1M]h[l + qK −m1M]
= K
∑
q
δj−l−qK,0 ×
1M−1
1M−1∑
p=0
(N−1∑
j ′=0
g¯[j ′]h[j ′ + qK]W−j ′pM
)
W lpM
= K
∑
q
δj−l−qK,0M/N
1M−1∑
p=0
N/(MK)δp,0δq,0W
lpM
= δj,l .

Appendix C
Statistical properties of the Gabor coefficients
Lemma 2 Let S be given and assume ES[n]=0 for all
n=0, . . . , N−1 and that aλ is as defined in Eq. (15). Then
Eaλ=0.
Proof. By definition, aλ=∑N−1n=0 S[n]gλ[n]. Therefore,
Eaλ=∑N−1n=0 ES[n]gλ[n]=0. 
Lemma 3 Let S be given and assume ES[n]=0 for all
n=0, . . . , N−1 and that aλ is as defined in Eq. (15). More-
over, assume a range of dependency of neighboring samples
of S which is characterized by the auto-covariance function
ρ of S, i.e. E(S[n]S¯[n+l])=σ 2ρ[l]. Then
Cov(aλ, aη)=σ 2〈ρ ∗ gλ, gη〉,
where “∗” denotes the discrete convolution.
The latter lemma states that the Gabor coefficients aλ turn
into dependent random variables (even when ρ is a delta
sequence, i.e. for independent samples of S). The range
of dependency is determined by the sampling density in
the time-frequency space and the range of dependency of
S. In case S is a sequence of i.i.d. random variables, the
dependency of aλ is fully characterized by the reproducing
kernel 〈gλ, gη〉.
Proof. By Lemma 2, Cov(aλ, aη)=E(aλa¯η). Therefore,
Cov(aλ, aη) = E
(N−1∑
n=0
S[n]gλ[n],
N−1∑
l=0
S¯[l]g¯[l]
)
=
N−1∑
n=0
N−1∑
l=0
E(S[n]S¯[l])gλ[n]g¯η[l]
= σ 2
N−1∑
n=0
N−1∑
l=0
ρ[l − n]gλ[n]g¯η[l]
= σ 2
N−1∑
l=0
(ρ ∗ gλ)[l]g¯η[l] = σ 2〈ρ ∗ gλ, gη〉.

A special case of Lemma 3 is E|aλ|2=σ 2〈ρ ∗ gλ, gλ〉.
Lemma 4 Make the same assumptions as in Lemma 3. Then
Cov(|aλ|2, |aη|2) = σ 4|〈ρ ∗ gλ, gη〉|2 .
Proof. First, note that for proper Gaussian com-
plex random variables S[k] with ES[k]=0 and
Cov(S[k]S¯[l])=E(S[k]S¯[l])=σ 2ρ(l−k) we have (Reed,
1962)
E(S[k]S¯[l]S[n]S¯[m])
= E(S[k]S¯[l])E(S[n]S¯[m])+ E(S[k]S¯[m])E(S¯[l]S[n])
= σ 4(ρ[l − k]ρ[m− n] + ρ[m− k]ρ¯[n− l]).
With the help of Lemma 3 (special case),
Cov(|aλ|2, |aη|2) = E(|aλ|2|aη|2)−σ 4〈ρ∗gλ, gλ〉〈ρ∗gη, gη〉
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and thus it remains to derive E(|aλ|2|aη|2). Using the mo-
ment theorem of Reed (1962), we have,
E(|aλ|2|aη|2) =
(N−1∑
k=0
S[k]gλ[k]
N−1∑
l=0
S¯[l]g¯λ[l] ×
N−1∑
n=0
S[n]gη[n]
N−1∑
m=0
S¯[m]g¯η[m]
)
=
N−1∑
k,l,n,m=0
E(S[k]S¯[l]S[n]S¯[m])gλ[k]g¯λ[l]gη[n]g¯η[m]
= σ 4
N−1∑
k,l,n,m=0
(ρ[l − k]ρ[m− n] + ρ[m− k]ρ¯[n− l]) ×
gλ[k]g¯λ[l]gη[n]g¯η[m]
= σ 4
( N−1∑
l,m=0
g¯λ[l]g¯η[m]
{N−1∑
k=0
ρ[l − k]gλ[k]
}
×
{N−1∑
n=0
ρ[m− n]gη[n]
}
+
N−1∑
m,n=0
gη[n]g¯η[m]
{N−1∑
k=0
ρ[m− k]gλ[k]
}
×
{N−1∑
l=0
ρ¯[n− l]g¯λ[l]
})
= σ 4
( N−1∑
l,m=0
g¯λ[l]g¯η[m](ρ ∗ gλ)[l](ρ ∗ gη)[m] +
N−1∑
m,n=0
gη[n]g¯η[m](ρ ∗ gλ)[m](ρ ∗ gλ)[n]
)
= σ 4
(
〈ρ ∗ gλ, gλ〉〈ρ ∗ gη, gη〉 + |〈ρ ∗ gλ, gη〉|2
)
,
and consequently,
Cov(|aλ|2, |aη|2) = σ 4|〈ρ ∗ gλ, gη〉|2 .

After having verified the basic properties of the Gabor power
coefficients, we prove that estimator (21) is consistent and
that estimator (22) is unbiased (The proof of consistency is
omitted, because this requires the computation of the 8th-
mixed moment).
Lemma 5 The estimator Eˆ(λ) unbiased, i.e. it holds
EEˆ(λ)=σ 2〈ρ ∗ gλ, gλ〉.
Proof. This follows by the definition of Cλ and Lemma 3,
EEˆ(λ) = 1
Cλ
∑
η∈λ
E|aη|2
= 1
Cλ
∑
η∈λ
σ 2〈ρ ∗ gη, gη〉 = σ 2〈ρ ∗ gλ, gλ〉 .

Lemma 6 Assume, for the dual frame {gλ : λ∈3} there ex-
ists some ε>0 such that the condition∑
η′,η∈λ
|〈ρ ∗ gη′ , gη〉|2 ≤ C2−ελ
is fulfilled. Then the estimator Eˆ(λ) satisfies
Var(Eˆ(3)) ≤ σ 4C−ελ
and is therefore consistent.
Proof. Similar as in the proof of Lemma 4 we directly obtain
Var(Eˆ(λ)) = E(Eˆ(λ))2 − σ 4|〈ρ ∗ gλ, gλ〉|2
= 1
C2λ
∑
η′,η∈λ
E(|aη′ |2|aη|2)− σ 4|〈ρ ∗ gλ, gλ〉|2
= σ
4
C2λ
( ∑
η′,η∈λ
{
〈ρ ∗ gη′ , gη′〉〈ρ ∗ gη, gη〉 +
|〈ρ ∗ gη′ , gη〉|2
}
− C2λ |〈ρ ∗ gλ, gλ〉|2
)
= σ
4
C2λ
∑
η′,η∈λ
|〈ρ ∗ gη′ , gη〉|2 ≤ σ 4C−ελ .

Lemma 7 The estimator Vˆ (3) is unbiased, i.e. it holds
EVˆ (λ)=σ 4|〈ρ ∗ gλ, gλ〉|2.
Proof. With similar arguments as in the proof of Lemma 4
and with the shorthand notations
cλ := 〈ρ ∗ gλ, gλ〉 and cλ,η := 〈ρ ∗ gλ, gη〉
we have the following expressions
E|aη|4 = σ 4(c2η + c2η) = 2σ 4c2η ,
E(|aη|2Eˆ(λ)) = σ
4
Cλ
∑
ξ∈λ
(cηcξ + c2η,ξ ) ,
E(Eˆ(λ))2 = σ
4
C2λ
∑
ξ,α∈λ
(cαcξ + c2ξ,α) .
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Therefore with L=|λ| and the definition of C in Eq. (23),
EVˆ (λ) = C
∑
η∈λ
E(|aη|2 − Eˆ(λ))2
= C
∑
η∈λ
{
E|aη|4 − 2 E(|aη|2Eˆ(λ))+ E(Eˆ(λ))2
}
= σ 4C
∑
η∈λ
{
2c2η −
2
Cλ
∑
ξ∈λ
(cηcξ + c2η,ξ ) +
1
C2λ
∑
ξ,α∈λ
(cαcξ + c2ξ,α)
}
= σ 4C
∑
η∈λ
{
2cη(cη − cλ)− 2
Cλ
∑
ξ∈λ
c2η,ξ +
c2λ +
1
C2λ
∑
ξ,α∈λ
c2ξ,α
}
= σ 4C
{
2
∑
η∈λ
cη(cη − cλ)+ Lc2λ +
L− 2Cλ
C2λ
∑
ξ,α∈λ
c2ξ,α
}
= σ 4c2λC
{
2
∑
η∈λ
c2η
c2λ
+
(L− 2Cλ)
(
1 + 1
(
∑
η cη)
2
∑
ξ,α∈λ
c2ξ,α
)}
= σ 4c2λ .

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Optimal Gabor frame expansion based intermittent clutter filtering method for radar
wind profiler
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ABSTRACT
Intermittent clutter signals are frequently observed by radar wind profilers during the seasonal bird
migration. A novel statistical filtering algorithm based on a simultaneous time-frequency analysis
of the profilers raw data was recently proposed to address shortcomings of existing methods. The
foundation of this method is a Gabor frame expansion of the I/Q-time series of the demodulated
receiver voltage. In this paper, two objective criteria are suggested to obtain an optimal set-up
for the discrete Gabor frame expansion from the multitude of possibilities: First, the choice of
near-tight frames for a predefined maximum redundancy and second, the requirement that the
analyzing bandwidth of the used Gaussian window function should provide a simultaneously sparse
representation of both atmospheric signal components and intermittent clutter. The question of
optimal sampling settings, especially dwell time, for a maximum reduction of bird interference
is also discussed. Using data obtained during intense bird migration events it is shown that a
combination of filtering and quality control of the result is required to prevent the occurrence of
significant systematic and correlated errors in the final wind measurement.
1. Introduction
Radar wind profilers (RWP) have become standard in-
struments for measuring wind velocities in the atmosphere.
Its data are used in a variety of applications, ranging from
numerical weather forecasting (Monna and Chadwick 1998;
Bouttier 2001; Benjamin et al. 2004a; St-James and Laroche
2005; Ishihara et al. 2006), air-quality monitoring (Cros
et al. 2004; Dabberdt et al. 2004; White et al. 2006) to
numerous research activities and field campaigns (Fukao
2007). Reviews of the theoretical foundations of RWP
have been given by Ro¨ttger and Larsen (1990); Wood-
man (1991); Gage and Gossard (2003); Muschinski (2004).
While further work is still necessary for a full theoretical
understanding of the measurements, there are also a num-
ber of difficulties outside of the scope of existing instru-
ment theory, which need to be dealt with in practice. The
most prominent issue here is certainly the clutter problem
(Muschinski et al. 2005).
For UHF and L-band profiler systems, intermittent clut-
ter echoes from birds during their seasonal migration in
spring and fall are particularly troublesome. At the peak
of the seasonal migration, large and unacceptable differ-
ences are observed between the profiler measurements and
independent reference data. The errors incurred tend to be
correlated in height and time, which is a serious problem
in the data assimilation of numerical weather prediction
models where observation errors are typically assumed to
be uncorrelated (Stewart et al. 2008). The assimilation of
such erroneous data, if not detected and excised, has a neg-
ative impact on the quality of the forecasts (Semple 2005;
Cardinali 2009).
The problem is known for many years (Ecklund et al.
1990; Barth et al. 1994; Wilczak et al. 1995, 1996; Engel-
bart et al. 1998; Richner and Kretzschmar 2001; Benjamin
et al. 2004b), even though the clear effects of bird clut-
ter on the measurements are apparently not always well
understood by data users (Tanaka et al. 2007). Research
on improvements in intermittent clutter filtering for wind
profiler has therefore continued over the last decade. For a
summary of previous work on this issue, see e.g. Wilczak
et al. (1995); Lehmann and Teschke (2008).
The increase of available processing power at the sites
over the last decade meanwhile allows the application of
rather sophisticated detection and filtering algorithms to
the raw data of the measurement, that is the time series
of the demodulated (and to some extent coherently aver-
aged) receiver voltage. Recently, Lehmann and Teschke
(2008) have suggested a time-frequency analysis based ap-
proach using a Gabor frame decomposition of the raw data,
followed by a simple statistical classification and filtering.
The latter is based on the standard RWP signal model
assumption that both the atmospheric echo and the re-
ceiver noise can be described as independent complex zero-
mean Gaussian random vectors (Zrnic´ 1975, 1979; Wood-
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man 1985; Lottman and Frehlich 1997). In the following,
this will be called the Gabor filtering algorithm for brevity.
Time-frequency analysis generally provides considerable in-
sight into the properties of the raw data at a level that goes
beyond the widely-used Doppler spectrum; this is of inter-
est for all signals whose power spectra vary in time. In this
paper, however, we will largely focus on the problem of the
filtering of intermittent clutter signals.
Single comparisons using data from different profiler
systems have shown that Gabor filtering performs better
than other available methods (Merritt 1995; Jordan et al.
1997), assuming of course that the used software implemen-
tations were correct. However, especially during periods of
strong bird migration one can still find cases where even the
Gabor algorithm fails to remove all clutter energy. The rea-
son for this is caused by clutter signal components, which
have a time duration on the order of the dwell time. This
problem was mentioned in Lehmann and Teschke (2008)
and two areas for improvements were identified: 1) opti-
mization of the data sampling and 2) optimization of the
filter performance. These two points will be discussed in
the following.
The paper is organized as follows: Section 2 reviews
briefly the Gabor filtering algorithm. In section 3, strate-
gies for an optimal adaption of the discrete Gabor frame
expansion parameters are discussed. This includes the se-
lection of the discretization lattice and the bandwidth of
the analyzing Gaussian window function. The first point
is more technical and aims at obtaining a nearly tight dis-
crete frame for a given data length (dwell time) and window
bandwidth, which is advantageous for a well-localized time-
frequency representation. The second builds upon the idea
of finding an optimally sparse representation for both at-
mospheric and clutter signal component in the transformed
(time-frequency) signal space. This is more difficult, be-
cause the properties of the clutter signals are not very well
known. In this context, the problem of selecting an opti-
mal dwell time is also discussed. In the fourth section, a
proposal is made for an addition quality control step after
the filtering process. This is based on available a-priori
information of the desired atmospheric signal component.
The goal is here to identify cases where the filtering fails
due to a breakdown of assumptions. Case studies illustrate
the approaches discussed before. Finally, conclusions are
given in Section 5.
2. The Gabor filtering algorithm
a. Gabor frame expansion
The discrete Gabor frame expansion is briefly reviewed
in the following, further details can be found in Wexler and
Raz (1990); Qian and Chen (1993); Lehmann and Teschke
(2008). The general concept of frames is introduced in Ap-
pendix A. Let S be a discrete and finite time signal with
sampling points n = 0, . . . , N − 1, that is S[n] = S(n∆T ).
The signal is assumed to be N-periodic, that is S[n] =
S[n + qN ], ∀q ∈ Z. In the context of finite dimensional
signal spaces, the general concept of Gabor frame expan-
sion leads to the discrete Gabor transform (DGT), which
can be described using linear algebra and implemented on a
computer (Feichtinger et al. 2007; Christensen 2008). The
signal S will therefore be regarded as an element of the
linear vector space CN .
The Gabor frame expansion can be interpreted as a dis-
cretized version of the continuous windowed Fourier trans-
form, where the time-frequency plane (Gabor phase space)
is sampled at finitely many points of a discrete lattice Λ
(Daubechies 1990; Gro¨chenig 2001). Here, we consider only
regular rectangular grids, although other variants are pos-
sible (Prinz 1996). The lattice is described by the integer
parameters ∆M,∆K, which must be divisors of N .
If the set of vectors of translated and modulated win-
dows h
hm,k[n] = h[n−m∆M ]e 2piink∆KN (1)
with m = 0, . . . ,M − 1,M = N/∆M and k = 0, . . . ,K −
1,K = N/∆K fully spans the vector space CN , then we
say that the discrete Gabor family (sometimes also called
a Gabor triple)
G(h,∆M,∆K) := {hm,k,∀m, k}
is a frame for CN . ∆M denotes the time and ∆K the
frequency step size. The number of elements of the discrete
Gabor family is
M ·K = N
∆M
N
∆K
=
N
∆M∆K
N := rN
where r is called the redundancy factor of the frame, M
and K are also called dual lattice constants. It is clear
from dimensional reasoning that G(h,∆M,∆K) cannot be
a frame for CN if r < 1, so r ≥ 1 is always required. This
puts another constraint on the lattice parameters ∆M,∆K
for a given signal length N . In the following, only the
oversampling case r > 1 is considered, for the critically
sampled case is of no practical importance because of the
bad localization properties of the dual window due to the
Balian-Low obstruction theorem (Mallat 1999).
The discrete Gabor expansion of the signal S (synthesis
equation) can be written as
S[n] =
M−1∑
m=0
K−1∑
k=0
am,khm,k[n] , (2)
where the Gabor coefficients are obtained through an
inner product of the signal vector with theMK dual frame
vectors gm,k (analysis equation):
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am,k =
N−1∑
n=0
S[n]g¯m,k[n] . (3)
The overbar denotes complex conjugation. Both rela-
tions are mappings between the transformed signal space,
that is the vector space of Gabor coefficients CM×K and
the signal space CN . The pair of equations (2) and (3) is
also called DGT. Inserting the analysis equation (3) in the
synthesis equation (2), one gets
S[j] =
M−1∑
m=0
K−1∑
k=0
am,khm,k[j]
=
N−1∑
l=0
S[l]
M−1∑
m=0
K−1∑
k=0
g¯m,k[l]hm,k[j] ,
One sees immediately that the signal S is recovered if
M−1∑
m=0
K−1∑
k=0
g¯m,k[l]hm,k[j] = δl,j . (4)
This is a discrete biorthogonality relation for the se-
quences h and g. It can be shown (Wexler and Raz 1990;
Lehmann and Teschke 2008) that this condition is satisfied
if the dual frame sequence g fulfills the Wexler-Raz relation
N−1∑
j=0
h[j + qK]e−2πi
jpM
N g¯[j] =
N
MK
δp,0δq,0 (5)
for 0 ≤ p ≤ ∆M − 1 and 0 ≤ q ≤ ∆K − 1. System (5) can
be rewritten in matrix form: Let v = (N/(MK), 0, . . . , 0)T
be a vector of length ∆M∆K and g = (g[0], . . . , g[N − 1])
the vector representing the discretely sampled dual frame,
and let A ∈ C∆M∆K×N a matrix with entries
A(p,q),j = h¯(j + qK)e2πi
jpM
N ,
then the dual frame atom g is the solution of the linear
system
Ag = v . (6)
The Wexler-Raz relation provides a necessary and suf-
ficient condition for the dual window (Prinz 1996). Due to
the restriction to the oversampling case r > 1, ∆M∆K <
N . As a consequence, the linear system (6) is under-
determined and the solution is no longer unique. Equa-
tions (5) and (6) thus determine only a set of all possible
dual windows
Γg := {γj , Aγj = v ,∀j }.
It can be shown (Prinz 1996) that Γg is an affine vector
space and it remains to select one dual for concrete com-
putations. A particular solution is the canonical dual with
minimum norm ‖g‖ for which ‖g‖ < ‖γj‖, which is pro-
vided by the pseudoinverse of A (Qian and Chen 1993,
Appendix A):
g = AT (AAT )−1v
It has the property of being as close as possible to the
primal window h (Qian et al. 1992; Lehmann and Teschke
2008) which is desirable for a good localization in time-
frequency analysis. Therefore, it will always be used in the
following.
The window h is selected as a discrete Gaussian, for
it provides the best possible localization in time and fre-
quency that is possible due to the Heisenberg uncertainty
relation (Lehmann and Teschke 2008). In the discrete Ga-
bor frame expansion it is necessary to periodize this win-
dow (Wexler and Raz 1990, Appendix D) so
h[n] =
∑
l
e−
2pis
N (n+lN)
2
, l ∈ Z (7)
This window is normalized to assure ‖h‖ = 1. The width of
this window controls the actual time-frequency resolution
of the DGT, it is determined through the parameter s.
b. Statistical signal classification
The classical RWP signal model assumption is that
RWP raw signal at the receiver output can be written as
S[k] = I[k]eiωk∆T +N [k]. (8)
S is the result of the demodulation of two indepen-
dent real valued zero-mean and stationary Gaussian ran-
dom processes, which leads I[k] andN [k] to be independent
complex (circularly) stationary Gaussian random vectors
with zero mean, describing the atmospheric signal and the
receiver noise respectively (Zrnic´ 1979; Neeser and Massey
1993). The sequence has a vanishing pseudo-covariance
and is therefore called proper, that is E(S[k]S[l]) = 0, the
sampling interval is ∆T and ω denotes the mean Doppler
frequency. Because S[k] is Gaussian, it is completely char-
acterized through its covariance matrix R with entries
(R)k,l = Cov(S[k], S[l]) = E(S[k]S¯[l])
= E(I[k]I¯[l])eiω(k−l)∆T + E(N [k]N¯ [l])
= σ2I̺[k − l]eiω(k−l)∆T + σ2Nδk−l,0,
where stationarity has been assumed in the last step.
The autocorrelation function ̺[k] is often assumed to fol-
low a Gaussian correlation model, which is equivalent to a
Gaussian signal peak in the power spectrum. If the spec-
tral width of the signal is w, then (Zrnic´ 1979; Frehlich and
Yadlowsky 1994)
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̺[k] = e−2π
2w2k2∆T 2 . (9)
For identification of non-stationary (intermittent) clut-
ter components, a statistical test based on the expecta-
tion and the variance of the individual Gabor spectrogram
coefficients |am,k|2 is constructed. With the shorthand
notation λ = (m, k), the Gabor spectrogram coefficients
aλ := am,k take the form
|aλ|2 =
N−1∑
n=0
S[n]gλ[n]
N−1∑
l=0
S¯[l]g¯λ[l].
Assuming that the data sequence S satisfies for all n =
0, . . . , N − 1,
E(S[n]) = 0 and E(S[n]S¯[n+ l]) = σ2ρ[l] ,
the expectation and the covariance of the Gabor spec-
trogram coefficients are given by
E(|aλ|2) = σ2〈ρ ∗ gλ,gλ〉 ,
Cov(|aλ|2, |aη|2) = σ4|〈ρ ∗ gλ,gη〉|2 .
The ‘∗’-symbol stands here for the discrete convolution.
Note that the formulas show both the influence of the de-
pendency of S and the redundancy of the Gabor frame
expansion. The essential observation is that
Var(|aλ|2) = σ4|〈ρ ∗ gλ,gλ〉|2 = (E|aλ|2)2 ,
so obviously
(E|aλ|2)2
Var|aλ|2 = 1 , (10)
for independent as well as dependent samples S[n], pro-
vided the assumption of a stationary Gaussian random
process is correct. This may hold true for a much richer
class of distributions, but it surely is true for normally dis-
tributed random variables.
For a statistical test that verifies property (10), unbi-
ased and consistent estimators for E(|aλ|2) and Var(|aλ|2)
based on a finite number of observations have to be con-
structed. The technical details are given in Lehmann and
Teschke (2008).
Typically, an atmospheric return is considered to be
stationary and Gaussian. A test on the first two moments
of the signal will give an indication if this is true. This
idea goes back to Merritt (1995). Quite similar, the clutter
identification is based on a test of the squared modulus
of the Gabor phase space coefficients, |am,k|2. Because
the filter should have pass characteristic for all stationary
signal components, the sequence |am,k|2 is considered for
fixed frequency bins. Typically, the sequence |am,k|2 can
be affected by non-stationary (intermittent) clutter. In this
case, Eˆ(Ωλ)2/Vˆ (Ωλ) < 1.
Intermittent clutter signals are almost always stronger
than the (clear air) atmospheric return so a removal of the
clutter part of the signal can be achieved by discarding the
largest coefficients in a stepwise fashion until
ϑ(|[a]l,k|2) := (Eˆ(Ωk(l)))
2
Vˆ (Ωk(l))
< 1
holds for the test statistics. The largest coefficient of
the subset for which the test (positive for clutter) is not
satisfied (a clutter-free subset) is then taken as a thresh-
old for a frequency-dependent identification of the clutter
component. The filtered signal can thus be written as
Φ(S)[n] =
K−1∑
k=0
{ ∑
(m,k)∈Ωk\Ωck
am,khm,k[n] +
∑
(m,k)∈Ωck
tke
i arg am,khm,k[n]
}
,
where the Gabor coefficients which have been classi-
fied as clutter affected are now replaced by the frequency-
dependent threshold tk.
3. Optimality considerations
The set-up of the DGT for a concrete case is not uniquely
determined because a selection has to be made for both the
lattice parameters ∆M,∆K and the width parameter s of
the primal window. Furthermore, the length N of the sig-
nal depends on the dwell time Td. It is not a-priori clear
how these parameters should be chosen in an optimal way,
to obtain the best possible results with the Gabor filter.
This will be discussed in the following.
a. Discretization lattice parameters
For a given discrete signal S of length N and a discrete
Gaussian primal window with fixed parameter s and the
selection of the canonical dual window (pseudo-inverse so-
lution of the Wexler-Raz system), the only freedom is in the
definition the time and frequency step size or discretization
lattice Λ. In principle, the only constraint are r > 1 and
∆M,∆K must be divisors of N . In Lehmann and Teschke
(2008) it was argued that an upper bound for the redun-
dancy might be useful as well, to prevent an unnecessary
Heisenberg box overlapping for the sake of saving compu-
tational costs. Indeed, it is possible to define a useful and
problem oriented constraint that allows an optimization of
the DGT. This is shown in the following.
The number of possible Gabor systems G(h,∆M,∆K)
is obviously finite for fixed N and s. It is therefore possible
to use the constraint
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E(g,h) =
∥∥∥∥ g‖g‖ − h
∥∥∥∥2 −→ min. (11)
for selecting the canonical Gabor system G(h,∆M,∆K;g)
that provides this minimum globally, that is over all possi-
ble lattices. This assures that the analysis (or dual) window
g is as close to h as possible. Note that for a given dis-
cretization lattice Λ and a pre-defined window width s, this
is locally already the case due to the choice of the canonical
dual. The primal window h was selected as Gaussian, due
to its superior time-frequency localization properties (i.e.
it minimizes the Heisenberg uncertainty). It is very useful
to preserve these properties for the dual as well, because
then
g[n] ≈ αh[n] , (12)
with α = ‖g|. This can be achieved with near-tight frames.
Daubechies (1991) has given the following relation between
primal and dual window
g =
2
A+B
h+O(B
A
− 1) , (13)
where A and B are the frame bounds, see also equa-
tion (A8). By definition, A ≈ B for a near tight frame,
so equation (12) is indeed approximately valid and the re-
dundancy of the frame is (A+ B)/2 for normalized frame
vectors (Daubechies 1992; Mallat 1999). Then, the analysis
equation (3) can be approximately written as
am,k ≈ α
N−1∑
n=0
S[n]h¯m,k[n] , (14)
which leads to an orthogonal-like DGT (Qian and Chen
1993):
S[n] ≈ α
M−1∑
m=0
K−1∑
k=0
N−1∑
j=0
S[j]h¯m,k[j]
hm,k[n] . (15)
Here, am,k would indeed be a measure for the similarity
between the signal S and ”the basis” hm,k. This optimiza-
tion can be considered as an attempt to generate a near-
tight frame (Qian and Chen 1999). To reduce the computa-
tional load of this approach it is useful to require r ≤ rmax.
This limits the number of possible canonical Gabor systems
to be tested for finding the lattice parameters ∆M,∆K
that minimize equation (11). For N = 8192, s = 1, rmax =
8 and the useful restriction 2 ≤ ∆M,∆K ≤ N/2 there
are 30 different pairs (∆M,∆K) which generate admissi-
ble discrete Gabor systems G(h,∆M,∆K;g). The optimal
pair is then easily found to be ∆M = ∆K = 256. Note
that this is a case of integer oversampling, that is ∆M∆K
is also a divisor of N . For N = 4608, the number of pos-
sible lattice parameter pairs is 199; it is greater because of
non-integer oversampling. In this case, ∆M = ∆K = 192
is optimal. In general, the optimal pair tends to have max-
imum redundancy, that is r = rmax, although not always.
For illustration of both an optimal and a non-optimal
selection of the lattice parameters M and K, consider ex-
ample data obtained with the operational RWP at Bayreuth
on March 29, 2008 during spring migration. Figure 1 shows
the time-series of the demodulated receiver voltage for the
East Beam low mode at the range gate centered at 1191 m
agl. A strong intermittent signal can be seen in the mid-
dle of the series. The corresponding Gabor spectrogram
(squared modulus of the DGT) is shown in Figure 2. The
DGT was computed using optimal lattice parametersM =
128,K = 256 obtained through the selection process de-
scribed above, with a prescribed maximum redundancy of
4. The window bandwidth parameter s was selected as 0.5.
Primal and dual window function are plotted in Figure 3.
The similarity in shape of both windows is obvious. The
difference in absolute values reflects the redundancy of the
frame: The higher the redundancy, the greater is the differ-
ence in absolute values between primal and dual window,
see equation (13).
For a non-optimal choice ofM = 512,K = 64 (all other
parameters being equal), the dual window is no longer sim-
ilar to the primal (Gaussian) window, as shown in Figure
5. It has become oscillatory and, compared to the primal
window, it is not very well localized in time. As a conse-
quence, the spectrogram becomes blurred and the strong
transient is smeared in time. While the essential features
of the signal are still visible, it is obvious that the selection
of the optimal lattice parameters is much better adapted
to the problem of separating signal and clutter.
b. Analyzing window bandwidth - sparse representations
From a physical point of view, the most important pa-
rameter of the DGT is the joint time-frequency resolution
controlled by the parameterized width s of the primal win-
dow. Wexler and Raz (1990) have suggested to character-
ize the time resolution more directly through an effective
width parameter defined as
T1 = ‖h‖/hmax ,
where hmax is the maximum value of h. One could
also choose the essential support of the primal window as
a measure of time resolution (Gro¨chenig 2001), but any
exact number is only a matter of definition.
Intuitively it is clear that the time resolution must be
”high enough” (the window ”short enough”) to resolve the
transient clutter echoes. On the other hand, the (ideal) at-
mospheric signal is very well described by the Gaussian cor-
relation model (9), so the signal has a finite spectral width
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w. A good representation of such a signal therefore imposes
also a lower limit on the spectral resolution in the time-
frequency plane. For a coarser frequency resolution, the
atmospheric signal would be stretched along the frequency
axis. More Gabor coefficients would be needed to describe
it and the chance of having an overlap of atmospheric signal
and clutter in phase space would be greater.
As an example, consider again the data shown in Figure
1. The effects of a short primal window (high time resolu-
tion) with s = 10.0 corresponding to T1 = 0.15s is clearly
visible in Figure 7. Remarkable is the appearance of a mod-
ulation signature in the clutter transient. It is known that
such signatures can be caused by the wing-beat of birds
(Bruderer 1997; Zaugg et al. 2008), so this observation de-
tail raises the confidence that the clutter signal is indeed
caused by a bird. Another spectrogram was computed us-
ing a longer primal window (low time resolution) with the
parameters s = 0.01 corresponding to T1 = 4.6s, see Figure
6. While the wing-beat signature of the bird echo can no
longer be seen due to the coarse time resolution, the better
frequency resolution makes it easier to detect the clear air
atmospheric signal near a frequency of fd = −2s−1.
Apparently, the resolution in time and frequency has to
be balanced carefully for an optimal simultaneous represen-
tation of both atmospheric signal and clutter. The filtering
quality will obviously depend on how well a separation be-
tween the two signal components can be achieved. If Ω ⊆ Λ
denotes the subset of the lattice points that is influenced
by the signal, the ideal case would be a clear separation by
a non-overlapping partition of Ω into the subsets Ωs,Ωc,
describing atmospheric signal and clutter components re-
spectively, so that
Ωc ∪ Ωs = Ω
Ωc ∩ Ωs = ∅ .
This ideal case of a perfect signal-clutter separation can
of course only approximately be realized. However this
approach leads to the idea of striving for a Gabor repre-
sentation where both atmospheric signal and clutter are
described with only a few coefficients am,k. This is called a
sparse representation (Allen and Mills 2004; Mallat 2009).
Typically, sparse representations are constructed with
a dictionary of elementary signals or atoms, see Chen et al.
(2001). For the given problem, however, only the Gabor
frame representation is considered because it appears to
be quite well adapted to the observed signals and also al-
lows the construction of a reasonably fast computational
algorithm. In particular, it is obviously an efficient way
to describe both a stationary Gaussian signal and also
non-stationary components whose variations in time are
bounded. Assuming that the signal can be written as the
sum of the independent signal components atmospheric
echo and intermittent clutter, i.e. S = I + C, the goal
is to find a Gabor frame representation where
S[n] =
∑
(m,k)∈Λ\Ωc
am,khm,k[n] +
∑
(m,k)∈Ωc
am,khm,k[n] .
An optimal representation requires that both the at-
mospheric signal set as well as the clutter component sig-
nal set are as small as possible, that is the number of non-
zero Gabor coefficients am,k should be as small as possible
(sparse), to minimize the chance for overlap. In contrast,
a dense representation of decomposition coefficients would
make signal classification and thus separation harder (Allen
and Mills 2004).
The sparsity of a signal representation can be measured
in a variety of ways (Hurley and Rickard 2008). The tra-
ditional way is simply to count the number of non-zero
coefficients in the series expansion. However, this is in-
appropriate in the presence of noise: Infinitesimal small
values would be treated in the same way as large and sig-
nificant values are. Therefore, a slightly modified measure
is used
ℓ0ǫ := #am,k, |am,k| > ǫ ,
where the number of all Gabor coefficients greater than
a threshold ǫ is counted. The threshold is selected suffi-
ciently large to avoid the counting of noise coefficients, be-
cause the interest is solely in the representation of both the
atmospheric and the clutter component of the signal. Note
that no sparse representation can be found for noise. The
difference between the amplitude of the observed 482 Mhz
wind profiler signals at heights below 4 km and noise is
typically larger than one order of magnitude, so the pre-
cise selection of this threshold is not critical. The value is
chosen to be one order of magnitude (10 dB) larger than
the median value of the smallest 25 percent of the M ·K
Gabor coefficients am,k, which is taken as an estimate for
the noise level.
For the example shown in Figures 2, 6 and 7, the ℓ0ǫ
sparsity is estimated as 0.227 (s=10), 0.212 (s=0.5) and
0.271 (s=0.01). Smaller values indicate a better adapted
signal representation. This figure of merit needs to be de-
termined in a statistical sense over a longer data set, to be
of practical use (provided it is not attempted to find the op-
timal value for every single case, which is computationally
prohibitive at present). To get an estimate about the aver-
age sparsity over a ten to fifteen minute long measurement
period, the parameter was calculated for two data sets ob-
tained with the 482 MHz wind profiler radar at Bayreuth
(Lehmann et al. 2003):
i. Dec 31, 2008, 01:00 - 01:17: Clear-air signal and
noise, but no clutter
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ii. Mar 29, 2008, 23:46 - 23:54: Bird echoes during noc-
turnal migration in spring, clear-air and noise
The two data sets were manually reviewed: The first
set contains indeed no intermittent clutter returns (e.g.
airplanes) in a cloud-free winter night, while the second
set exhibits plenty of bird echoes confined to the lowest
25 range gates (heights below 4 km AGL) during a noc-
turnal spring migration peak. The average value of the ℓ0ǫ
sparsity has been calculated for a primal window parame-
ter range from s = 2−8 to s = 25 in dyadic steps. The
result is shown in Figures 8 for the clear-air data set and
9 for the clutter data set. For the clear-air data, ℓ0ǫ is con-
stant for small width parameters s (long windows with high
frequency resolutions) until about s = 2−5 and increases
then monotonically for larger values. This is an indication
that the Doppler spectrum provides a sparse representa-
tion for a stationary signals as long as the spectral peak
is sufficiently resolved. Due to the finite spectral width of
the clear-air signal, sparsity is not improved by a higher
spectral resolution. On the other hand, a reduction of
frequency resolution due to an improved time resolution
reduces sparsity, because the clear-air signal is stretched
over more Gabor coefficients along the frequency axis. In
contrast to this simple relation, the sparsity for the clutter
case has a pronounced maximum for s = 2−1. This indi-
cates the optimal time-frequency resolution for the clutter
signal: If the primal window width is accordingly selected,
the DGT will achieve the optimally sparse representation.
c. Sampling settings: Dwell time
The most important sampling parameters for estimat-
ing a Doppler spectrum are the time discretization step ∆T
and the length of the time series Td. Assuming a sufficiently
large setting of the Nyquist frequency, the selection of dwell
time Td has to be carefully considered in radar data acqui-
sition. Td is defined differently in the literature, see e.g.
Strauch et al. (1984); Lottman and Frehlich (1997). Here,
we follow Muschinski (2004) and define the dwell time as
the total observation time (or the length N of the time
series) that is used for the non-parametric estimation of
a Doppler spectrum. This definition includes any spectral
(or incoherent) integration and is similar to Lottman and
Frehlich (1997), with the exception that signal processing
time is ignored for simplicity.
Obviously, the dwell time should be as short as possi-
ble to get a high time resolution of the measurement. It
is known that meaningful and valid measurement of the
Doppler shift can be obtained with dwell times of 1 s, as
discussed in Muschinski (2004). For example, the Turbu-
lent Eddy Profiler (Mead et al. 1998), uses typical dwell
times (selected after the measurement) from about 2 to
8 s. On the other hand, a better spectral resolution is only
achieved with longer dwell times, this is due to the Heisen-
berg uncertainty relation (Mallat 1999). In the presence
of noise, longer observation times are required to reduce
the statistical uncertainty of the estimation (Woodman and
Guillen 1974; Zrnic´ 1979; Woodman 1985) and to improve
the detectability of weak signals (Gage and Balsley 1978).
In most wind profiling applications, dwell times typically
range from about 15 s (Bo¨hme et al. 2004) to more than
100 s (Merceret 2000), with values of around 30 s being
typical.
Choosing the dwell time thus essentially balances time
and frequency resolution as well as signal detectability and
moment estimation accuracy; it is obviously largely de-
pending on the signal-to-noise ratio of the signal and the
desired frequency resolution. Often, the problem is only
mentioned in passing: An upper-limit for the dwell time is
typically formulated by the requirement that the contribu-
tion of dwell time to the estimated spectral width (due to
intra-dwell frequency changes) should be negligible (Gage
and Balsley 1978; Strauch et al. 1984; Gossard et al. 1998;
White et al. 1999). For a lower limit, it is stated that
the spectral resolution must be high enough to adequately
sample the spectral shape of the atmospheric signal peak
(Woodman 1985; Wilfong et al. 1999). More generally, it
could be stated that the resolution should be high enough
to resolve all relevant stationary signal peaks (including
clutter and RFI) in the Doppler spectrum. It thus appears
that an a-priori estimation of the optimal dwell time is
not possible, for both the true spectral shape of the at-
mospheric signal and the possible deviations from its sta-
tionarity are unknown. Furthermore, signal characteristics
will differ with respect to the underlying scattering process.
A simultaneous time-frequency analysis of the radar sig-
nal has apparently the potential to further investigate this
problem.
For intermittent clutter due to migrating birds, Mer-
ritt (1995) has suggested a third condition for the selection
of Td: The radar must dwell on each antenna beam long
enough to allow moving objects sufficient time for their
signals to change Doppler bins, angular position, and/or
range gates. Therefore, a conservative approach would be
to use the largest possible radar dwell time. In other words,
Td must be sufficiently long so that the clutter signal com-
ponent can be regarded as non-stationary. The motivation
for this statement stems from considerations of the sig-
nal properties resulting from a single flier, moving with a
constant horizontal speed over an idealized wind profiler.
Assuming that the horizontal speed of a bird is O(10ms−1)
(Bruderer and Boldt 2001), then a typical (one-way, half-
power) beamwidth of 3◦corresponds to a lateral width of
the beam from about 50 m at a height of 1 km to a about
250 m at a height of 5 km. This means that the crossing
time of a single bird through the main scattering volume
is O(10 s). Of course, scattering also occurs when the bird
flies through the sidelobes of the radar which could then
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extend this time by about an order of magnitude.
A long enough dwell time would therefore allow to ob-
serve a change of the spectral characteristics of the single
clutter target in time. The actual time-frequency picture
of such a signal can look quite complicated though, as it
is depending on the antenna radiation pattern, the flight
trajectory and additional echo modulation by the target.
Furthermore, a strong signal might lead to receiver satu-
ration and associated nonlinear effects. However, the ob-
served contamination features in the spectrogram confirm
this general assumption. The duration of such features
ranges between a few seconds and a minute.
A dwell time of about two minutes should therefore suf-
fice to resolve transient clutter features in time-frequency
space. In fact, Merritt (1995) states that Observations to
date ... demonstrate that radar contamination from migrat-
ing birds is effectively reduced using somewhat longer dwells
(1-2 min) than have been traditionally used (20-30 s). For
the spring migration season 2009, the Lindenberg 482 Mhz
wind profiler (Steinhagen et al. 1998) was therefore config-
ured to use a rather long dwell time of 147 s, the complete
sampling parameters are given in Table 1.
It turned out, however, that using a longer dwell time is
no panacea for improving the efficiency of the Gabor filter-
ing algorithm. During dense migration, it is unfortunately
the rule rather than the exception that a larger number
of birds is crossing the radar scattering volume during the
dwell. An example is shown in Figure 10. The correspond-
ing Gabor spectrogram (Fig. 11) clearly shows the indi-
vidual transients. Obviously, the dwell contains no con-
tiguous time interval of more than a second without strong
bird echoes. In this particular case it can be conjectured
from the range gates above and below (not shown) that the
true atmospheric signal should be located at a frequency
of about 3 Hz for reasons of vertical wind profile continu-
ity. However, there is no evidence of such signal in Figure
11 at all, it is obviously completely covered by the clutter
component. Consequently, it can not be expected that any
filtering algorithm is able to retrieve it. Indeed, the fil-
tered Gabor spectrogram (Figure 12) shows that although
the strong transients have been eradicated, the estimated
signal intensity in the frequency range from about -30 to
+ 45 Hz is still way to high to allow for an identification
of the weaker atmospheric signal. From a signal analysis
point of view it remains questionable if such situations can
be remedied at all. An improvement over this situation can
probably only be achieved by hardware measures leading
to a reduction of the size of the radar scattering volume
(narrower beam, lower sidelobes and shorter pulses). Such
an approach could reduce the number of observed tran-
sients per dwell, thus raising the chance for a separability
of the atmospheric return.
4. Quality control of the filtering
a. An indicator of nonstationarity
It was shown in the previous section, that the Gabor
filtering is not always able to completely remove the bird
contamination during dense bird migration. This makes
it necessary to think about an additional quality control
step. Filtering fails in cases where either the number of
intermittent clutter transients is very high or where the
dwell time is short compared to the duration of the tran-
sients. Fortunately, the algorithm can provide an indica-
tion about the non-stationarity of the signal which is not
easily available otherwise. As detailed in Lehmann and
Teschke (2008), the Hildebrand-Sekhon test is performed
for the sorted Gabor coefficients |[a](m,k)|2 for all frequency
indices k = 0, . . . ,K − 1. For each frequency index k, the
test identifies an index subset that is assumed to be free of
intermittent clutter:
Ωck := {(m, k) : ϑ(|[a]m,k|2) > 1 , ∀m}
For fixed k, this condition will be fulfilled for m =
mc, . . . ,M − 1. mc is the time index of the largest clutter-
free Gabor spectrogram coefficient. For each range gate,
one thus obtains a vector mc = [mc(0),mc(1), . . . ,mc(K−
1)]T of such indices. Information about the degree of non-
stationary contamination is then simply obtained through
the normalized quantity
β =
max(mc)
M
.
The parameter β tends to be very small for stationary
signals. On the other hand, β −→ 1 is an indication that
the statistical test b was not fulfilled for the majority of
Gabor spectrogram coefficients at one or more frequency
index k. Thus the non-stationary signal components have a
duration that approaches the length of the dwell time. This
is a well known failure condition for the Hildebrand-Sekhon
test: In the usual application of noise level estimation in
a Doppler spectrum, a similar situation occurs when the
signal has a spectral width comparable to the full Nyquist
range, see e.g. Figure 7 in Muschinski et al. (2005). The
parameter β can therefore be used together with additional
a-priori information about reasonable atmospheric signals
to obtain an estimate about the quality of the filtering.
b. A-priori information about atmospheric signals
Equation (9) is usually a good model for the autocorre-
lation function of atmospheric signals, it also implies that
the Doppler spectrum is Gaussian. This assumption is in-
deed valid for many observed signals (Woodman 1985), and
therefore moments of higher order than two are usually not
estimated in profiler signal processing. In contrast, bird
contamination leads to signal peaks which deviate signif-
icantly from the Gaussianity assumption (Wilczak et al.
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1995; Kretzschmar et al. 2003). A test of the deviation from
Gaussianity thus can give additional information about the
origin of the particular signal peak.
Out of the three moments that are typically estimated
from the Doppler spectrum by single peak-picking algo-
rithms (see Appendix B), the spectral width M2 contains
the most promising information for the identification of in-
termittent clutter. In general, the spectral width of RWP
signals is depending on
• spatio-temporal structure of wind and refractive in-
dex field for clear-air (Bragg) scattering
• size and velocity distribution of scattering particles
for Rayleigh scattering
• geometry (size) of the radar sampling volume (deter-
mined by antenna radiation pattern, pulse and re-
ceiver filter characteristics)
• characteristics of the spectral estimator (e.g. par-
ticular window function for reducing the bias of the
power spectrum)
• dwell time for non-stationary signals
There is still a considerable debate in the literature
about the correct way of separating the individual effects,
especially with regard to estimation of the eddy dissipa-
tion rate (Fang and Doviak 2008; Jacoby-Koaly et al. 2002;
White et al. 1999; Gossard et al. 1998; Hocking 1996; Cohn
1995; Hocking 1983, 1985). Muschinski (2004) has derived
a general formulation for clear-air scattering and provided
an expression for the spectral width based on the statis-
tics of both the velocity and refractive index field as well
as on the radar sampling characteristics. However, simpli-
fying assumptions have to be made for the interpretation
of this equation and much remains to be learned for a full
understanding (Muschinski et al. 2005). Somewhat sur-
prisingly, statistical information of the Doppler spectrum
moments seems to be restricted to either smaller data sets
or case studies (Williams et al. 1995; Ralph et al. 1995;
White et al. 1996). However, it has to be kept in mind
that those quantities depend on the characteristics of the
radar sampling function, which makes direct comparisons
between different instruments somewhat difficult.
c. Combining spectral width with the nonstationarity indicator
The bird detection algorithm which is operationally
used in the NOAA wind profiler network uses a spectral
width based thresholding (1 m/s) with considerable success
(van de Kamp 1996). However, a large spectral width is not
per se an indication for intermittent clutter: Rayleigh scat-
tering due to precipitation is also known to generate wide
signal peaks in Doppler spectra, depending on the actual
drop-size distribution (Wakasugi et al. 1986; Ralph et al.
1995; Williams et al. 1995; McDonald et al. 2004; Testik
and Barros 2007). This suggests a combination of spec-
tral width thresholding with the nonstationarity indicator
β: A large value of the spectral width is considered to be
indicative of bird clutter if and only if the Gabor filtering
step has indicated a high degree of non-stationarity, that
is if β is above a certain threshold. Through this combina-
tion, signal peaks with large spectral widths in the Doppler
spectrum are not discarded in general.
As an example of this approach, results from a single
case are presented. Of course, the picture will become more
complete after more cases have been investigated. To get
the idea of the degree of clutter contamination, the winds
are first processed using a standard method without any
attempt of clutter filtering, see Figure 13. From the wind
arrow plot, it is obvious that bird clutter has affected the
height ranges below 5 km, with an artificial local wind
maximum in a height band extending from about 1000 m
to 3000 m.
Ideally, the wind measurements of the profiler would
be compared with an independent reference having nearly
the same vertical and temporal resolution, for example a
Doppler wind lidar (Cohn and Goodrich 2002)). Such data
is unfortunately not available for Bayreuth. Even though
the nearest Radiosonde station is only about 50 km away,
it would only provide one or two measurements during
the time of bird migration (e.g. at 18 and 00 UTC) and
therefore very likely miss the maximum. The penury of
upper-air measurements at these scales has therefore lead
to the increased use of comparisons with model data, to
estimate the quality of a wind profiler (Steinhagen et al.
1994; Panagi et al. 2001; Hooper et al. 2008). A very short
range model forecast of DWD’s COSMO-EU model (Step-
peler et al. 2003; Scha¨ttler et al. 2002-2008) is therefore
taken as a reference. COSMO-EU is a non-hydrostatic
numerical weather prediction model with a grid size of
∆x = 7 km and 40 vertical layers. Although the model
uses the Bayreuth wind profiler through a nudging ap-
proach, it can be assumed that a + 08...11 h free fore-
cast is independent from the profiler data measured after
model initialization. The model is only used to get some
qualitative information about the ”true” wind field and
its extremes. Figure 17 shows the COSMO-EU wind fore-
cast for Bayreuth plotted on exactly the same height and
time scale as the profiler measurements. Model wind pro-
files were only available at a hourly interval. The vertical
resolution of the model wind profiles is coarser than the
corresponding resolution of the wind profiler. Although
there are differences between model and measurement, as
expected, it is nevertheless obvious that the model shows
no local wind maximum below 5 km height in the time
range of interest.
A comparison of the winds obtained without intermit-
tent clutter filtering (Figure 13) with the results from the
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operational intermittent clutter clutter reduction algorithm
ICRA (Figure 14) shows that the effects of the birds have
been greatly reduced. However, the wind speed maxima
below about 3000 m are still due to residual clutter. The
Gabor filtering (Figure 15) processing has further reduced
the clutter effects, which is an indication that the algo-
rithm performs better than operational processing. But
also here, artificial wind speed maxima are still visible in
the last three profiles. The issue becomes very obvious
when the Doppler spectra (not shown) are inspected.
Finally, the results from Gabor filtering with the spec-
tral width based quality control step is shown in Figure 16.
The width threshold was set to 2 ms−1 and β was selected
as 0.5. The additional QC has resulted in a rejection of
data where the Gabor filtering was not successful due to a
breakdown of its assumptions. Comparing this plot with
Figure 13 indicates that the data from the height band
with the strongest cutter echoes were removed. Artificial
wind speed values due bird clutter are no longer obvious,
but this comes of course at the expense of a decrease in
data availability.
5. Conclusions and further work
The discrete Gabor frame expansion was presented as a
method to analyze wind profiler raw data simultaneously in
time and frequency. This allows a separation of stationary
atmospheric signals (clear-air or continuous precipitation)
and non-stationary (intermittent) clutter signals. A statis-
tical method can then be employed to achieve an objective
filtering of the intermittent signal components from the
data.
The filtering results can be optimized by a judicious
selection of the discrete Gabor frame expansion parame-
ters in order to achieve the best possible separation in Ga-
bor phase space between the atmospheric signal component
and the intermittent clutter component. This can be re-
alized by first selecting a discretization lattice (constants
∆M,∆K and maximum oversampling ratio r) in such a
way, that the resulting discrete frame is near-tight, with
the dual window function having an almost identical shape
compared to the primal Gaussian window. In this case,
both the analysis and the synthesis window have superior
localization properties in the time-frequency plane. Sec-
ond, the analysis bandwidth of the Gaussian window must
be adapted to the data for obtaining a simultaneous sparse
representation of both the atmospheric signal and clutter.
For the test data set it turned out that a maximally-sparse
representation could be achieved for a time resolution T1
of the primal window of about 0.5 s, which appears to be
quite reasonable for typical intermittent echoes. Both op-
timizations improve the separation of signal components
and thus make the filtering step more efficient. Compar-
isons with other intermittent clutter filtering methods show
a consistent superiority of the Gabor filtering approach.
However, there appears to be a critical bird density be-
yond which the clutter filtering fails and a retrieval of the
clear-air atmospheric echo signals seems not to be possible.
Such cases were observed during dense migration events.
An additional quality-control step has therefore been added
to flag the Doppler moments in case of a breakdown of the
assumptions inherent in the Gabor filter. This makes it
possible to avoid the calculation of clutter-contaminated
winds. A possible way out of this dilemma is obviously a
reduction of the size of the radar scattering volume, to re-
duce the number of bird transients per time interval in the
time series data. However, this would require to have larger
antennas (more narrow antenna beam and lower sidelobes)
and greater system bandwidths (shorter pulse durations).
Both measures are difficult to realize due to existing radio
frequency allocation constraints and radar hardware costs.
A comprehensive objective evaluation of the algorithm
performance should be the next step before the Gabor fil-
tering method can be introduced into operational radar
wind profiler systems. This requires high resolution ref-
erence data, ideally from other measurement systems like
Doppler-Lidar (Grund et al. 2001; Shen et al. 2008; Pear-
son et al. 2009) or as a second alternative, independent
wind analysis and forecast data from current state-of-the-
art NWP-models.
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APPENDIX A
Linear signal decompositions: Bases and Frames
To put the Gabor frame expansion into wider context,
a brief overview of linear signal decompositions is given in
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the following. For details, the reader is advised to consult
the textbooks Daubechies (1992); Mallat (1999); Allen and
Mills (2004); Christensen (2008).
Assuming that a signal f is element of a separable Hilbert
spaceH (e.g. the space of functions of finite energy denoted
with L2(R) to which our signal f normally belongs to), with
norm ‖ · ‖ and inner product 〈·, ·〉, a series
f =
∑
i
aibi i ∈ Z, {ai} ∈ C, {bi} ∈ H (A1)
is called a decomposition of f into atoms or elementary
building blocks. Of course span{bi} = H is required. De-
pending on the particular system of atoms {bi}, the set of
expansion coefficients {ai} does sometimes provide a sim-
pler and more concise description of intrinsic signal prop-
erties. A change of {bi} will obviously lead to a different
perspective on the same data. If only a few of the coef-
ficients {ai} have significant absolute values (e.g. greater
than zero), then the system {bi} is well-adapted to f . This
is called a sparse representation, it provides the most com-
pact signal description and makes it easier to extract useful
information from f , for the properties of the system {bi}
are known (Chen et al. 2001).
A well-known concept is to use an orthonormal basis
{ei}, then
f =
∑
i
〈f , ei〉ei (A2)
and the (unique) coefficients {ai} can easily be calcu-
lated as inner products. In this case, energy conservation
is expressed with the completeness (Plancherel) relation
‖f‖2 =
∑
i
|〈f , ei〉|2 . (A3)
However, the quest for finding a well-adapted basis is
not always successful, because of the very stringent require-
ments for the basis elements (e.g. linear independence). A
more flexible, but also exact and robust generalization is
provided by frames. This comes at the expense that the
expansion coefficients will no longer be unique in general.
A frame is a countable family of elements {hk} ∈ H
if there exist constants 0 < A ≤ B < +∞ (called frame
bounds) such that ∀f ∈ H
A‖f‖2H ≤
∑
k
|〈f ,hk〉|2 ≤ B‖f‖2H . (A4)
This is sometimes called a pseudo-Plancherel theorem
(Heil and Walnut 1989). If A = B then the frame is called
tight and if A ≈ B then the frame is called near-tight
or snug (Daubechies 1991). The lower bound guarantees
the completeness of the frame: Only the null element is
orthogonal to all elements in H because ∑k |〈f ,hk〉|2 = 0
implies ‖f‖ = 0, so span{hk} = H. The upper bound
makes sure that the linear analysis or coefficient operator
T
T : H → R(T ) ⊆ ℓ2, T : f 7→ {〈f ,hk〉} (A5)
is bounded with ‖T‖2 ≤ B. This operator maps func-
tions (vectors) to sequences and thus describes the sig-
nal through inner products with the frame elements. The
frame condition (A4) is necessary and sufficient to guaran-
tee that T is invertible on its image R(T ) and to assure
that the reconstruction series defined by the synthesis op-
erator T ∗ is well defined (Mallat 1999). T ∗ is the adjoint of
T and reconstructs the signal by mapping from sequences
(numbers) to functions (vectors):
T ∗ : ℓ2 → H T ∗{ck} =
∑
k
ckhk . (A6)
The composition of T and T ∗ yields the frame operator
S (note that sometimes T is called frame operator), which
maps functions (vectors) to functions (vectors):
S : H → H S{f} = T ∗T{f} =
∑
k
〈f ,hk〉 hk . (A7)
S is a linear, self-adjoint, bounded and strictly positive
operator due to the frame condition (A4), which can be
rewritten in operator form as A · 1 ≤ S ≤ B · 1. It is
therefore invertible and its inverse is bounded (Daubechies
1992).
The system {gk} = {S−1hk} is called the canonical
dual, it is obtained by applying the inverse frame operator
S−1 to the frame elements {hk}. {gk} is also a frame with
lower bound B−1 and upper bound A−1.
Applying the inverse frame operator to (A7), any f ∈ H
can be written as unconditionally norm-convergent series
(convergence does not depend on the order of the elements
in the series):
f = S−1Sf =
∑
k
〈f ,hk〉 S−1hk
=
∑
k
〈f ,hk〉 gk .
f = SS−1f =
∑
k
〈S−1f ,hk〉 hk
=
∑
k
〈f , S−1hk〉 hk
=
∑
k
〈f ,gk〉 hk .
The frame thus allows a decomposition as well as a
reconstruction of the signal and the coefficients can be
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computed through inner products with the dual frame ele-
ments. Note that the coefficients are in general not unique,
for the frame may contain dependent elements so that
d =
∑
k ckhk = 0 is possible. Then
f =
∑
k
〈f ,gk〉 hk + d
=
∑
k
(〈f ,gk〉 + ck)hk
For tight frames A ·1 = S, so that S−1 = A−11, there-
fore f = S−1Sf = A−1
∑
k〈f ,hk〉 hk. If the frame is only
near-tight, then S ≈ 0.5(A+B)1 and
f =
2
A+B
∑
k
〈f ,hk〉 hk +Rf ≈ 2
A+B
∑
k
〈f ,hk〉 hk
(A8)
The inverse frame operator (S)−1 is often approximated
using an iterative approach. There are, however, specific
frames where the problem of determining (S)−1 is con-
siderably simpler. Among them are Gabor frames, which
are generated by translating and modulating of a single
window function, see equation (1). Several explicit con-
structions of Gabor frames are known, one is provided by
the Wexler-Raz biorthogonality condition (Wexler and Raz
1990; Janssen 1995; Daubechies et al. 1995), which reduces
the problem of finding the dual frame to the solution of
a linear system e.g. equation (5). A recent review of Ga-
bor frames is given in Heil (2007), finite-dimensional Gabor
systems are treated e.g. in Strohmer (1998).
APPENDIX B
Standard wind profiler signal processing
The standard wind profiler signal processing is briefly
summarized here, details can be found in Woodman (1985);
Tsuda (1989); Ro¨ttger and Larsen (1990). After demodu-
lation and range gating, the receiver signal S at one par-
ticular range gate forms a discrete complex time series for
k = 0, . . . , Nci ·Np ·Ns − 1 (The length of the time series
is written as a product of three integers for later conve-
nience):
S[k] = SI [k] + iSQ[k] . (B1)
The sampling time ∆T depends on the inter-pulse pe-
riod. Considering only one range gate, the next step is a
simple preprocessing method called coherent integration:
Sci[m] =
1
Nci
Nci−1∑
n=0
S[m ·Nci + n] . (B2)
This is essentially a digital filter operation followed by
decimation to a length ofNp·Ns (Farley 1985), whereby the
sampling interval is increased to Nci∆T . Its frequency re-
sponse is referred to as comb-filtering (Schmidt et al. 1979).
To estimate the Doppler spectrum, the nonparametric Pe-
riodogram method using a simple window sequence w (e.g.
Hanning) is used. Additionally, spectral or incoherent av-
eraging is applied (Strauch et al. 1984; Tsuda 1989) to
reduce the variance of the estimate. This is Welch’s over-
lapped segment averaging (WOSA) estimator (Welch 1967;
Percival and Walden 1993). For Ns segments of length
Np without overlapping of the blocks, Ns single spectrum
estimates are obtained as
P [l, k] =
1
Np
∣∣∣∣∣∣
Np−1∑
m=0
w[m]Sci[l ·Np +m]e−i
2pikm
Np
∣∣∣∣∣∣
2
(B3)
P [k] =
1
Ns
Ns−1∑
l=0
P [l, k] (B4)
The dwell time for the estimation of a Doppler spec-
trum is Td = Ns · Np · Nci∆T . To discriminate between
electronic noise and echo signals, a mean noise level PN is
objectively estimated using the method of Hildebrand and
Sekhon (1974). Next, the signal peak caused by the at-
mospheric return is selected. A simple but well-established
method is used which always selects the maximum energy
peak (Strauch et al. 1984; May and Strauch 1989), this
is called a single peak algorithm. For multiple peak spec-
tra more complicated methods have been proposed (Riddle
and Angevine 1991; Griesser 1998; Cornman et al. 1998;
Morse et al. 2002; Weber et al. 2004).
The first three moments of the Doppler spectrum are:
Echo powerM0, Doppler velocityM1 and spectral variance
M2, they are calculated for frequency bins where P [i] >
PN , that is between lower and upper signal bounds k1 and
k2:
M0 =
k2∑
k=k1
(P [k]− PN ) (B5)
M1 =
1
M0
k2∑
k=k1
k(P [k]− PN ) (B6)
M2 =
1
M0
k2∑
k=k1
(k −M1)2(P [k]− PN ) . (B7)
Note that there are differences in the definitions of the
spectral width. Here, the convention used in Carter et al.
(1995) is used, where spectral width is defined as σv =
2
√
M2.
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Bayreuth 29.03.2008,  Beam East, Height 1191 m  @ 23:47:34
Fig. 1. Demodulated receiver signal of the 482 MHz wind
profiler at Bayreuth, obtained during bird migration on
March 29, 2008. The total length of the time series is
41.65 s.
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Fig. 2. Time-Frequency analysis (Gabor spectrogram) of
the signal shown in Fig 1. The x-axis shows time (in sec-
onds) and the y-axis frequency (in Hz). Color contours
(logarithmic scaling in dB) denote signal power. The DGT
has been computed using optimal lattice parameters M and
K. The sparsity of the spectrogram is 0.212
s: 5.000E-001 T1: 0.6508 M/K: 128/ 256
Redundancy: 4.00 NormDiff: 3.735E-003
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Fig. 3. Primal window function h (dotted) and dual win-
dow function g (solid) used for calculation of the DGT in
Fig. 2. Note that beside the different norm due to the re-
dundancy of the DGT, the shape of the functions is nearly
identical.
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Fig. 4. Same as in Fig. 2, but for non-optimal lattice
parameters M and K.
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s: 5.000E-001 T1: 0.6508 M/K: 512/ 64
Redundancy: 4.00 NormDiff: 1.207E+000
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Fig. 5. Same as in Fig. 3, but for non-optimal lattice pa-
rameters M and K used in Fig. 4. Due to the choice of the
sub-optimal lattice parameters, the dual window function
is no longer well localized.
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Fig. 6. Same as in Fig. 11, but for a primal window
with width parameter 0.01, corresponding to a resolution
of T1 = 4.6 s. The ℓ0ǫ sparsity measure of the spectrogram
is 0.271.
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Fig. 7. Same as in Fig. 11, but for a primal window
with width parameter 10.0, corresponding to a resolution
of T1 = 0.15 s. The ℓ0ǫ sparsity measure of the spectrogram
is 0.227.
-8 -6 -4 -2 0 2 4
log2(s)
0.01
0.02
0.03
0.04
0.05
0.06
M
e
a
n
 
s
p
a
r
s
it
y
Fig. 8. Mean ℓ0ǫ sparsity measure of the Gabor representa-
tion of the lowest 25 range gates for a data set obtained on
Dec 31, 2008 between 01:00 - 01:17 UTC, as a function of
the primal window width s (note the logarithmic scaling).
This data set has been manually reviewed to assure that it
contains only clear air echoes.
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Fig. 9. Same as in Fig. 8, but for a data set obtained on
Mar 29, 2008 between 23:46 - 23:54 UTC during intense
bird migration in spring.
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Lindenberg 03.04.2009,  Beam West, Height 1356 m  @ 23:22:24
Fig. 10. Demodulated receiver signal of the 482 MHz wind
profiler at Lindenberg, obtained during dense bird migra-
tion on April 03, 2009. The total length of the time series
is 146.87 s.
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Fig. 11. Same as in Fig. 2, but for the signal shown in Fig
10. The primal window width parameter is 2.0 which cor-
responds to a resolution of T1 = 0.57 s and the ℓ0ǫ sparsity
measure of the spectrogram is 0.402.
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Fig. 12. As in Fig 11, but for the filtered Gabor spectro-
gram.
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Fig. 13. Arrow plot of horizontal winds measured in the
low mode at Bayreuth on March 29, 2008. For clarity, only
the time from 20:00 - 23:00 UTC is shown. The x-axis
shows time and the y-axis denotes height (agl). Data have
been color coded by wind speed. The signal processing
was using no intermittent clutter filtering algorithm at all,
the results are only shown for a better identification of the
clutter affected height range. Note that bird clutter only
affects the height ranges below 5 km, with a maximum in
a band from about 1000 m to 3000 m.
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Fig. 14. Same as in Fig. 13, but for standard processing
using the operational intermittent clutter reduction algo-
rithm ICRA. The effects of the birds have been reduced,
but the wind speed maxima in the heights below about
3000 m are still due to the birds.
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Fig. 15. Same as in Figure 13, but for Gabor filtering
processing. The effects of the birds are further reduced
in comparison with Fig. 14, which is an indication that
the algorithm performs better than standard operational
processing. However, there are still artificial wind speed
maxima due bird clutter - this can especially be seen in
the last three profiles.
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Fig. 16. Same as in Fig. 13, but for Gabor filtering and
additional quality control of the filtering result. The QC
results in a rejection of data where the Gabor filtering was
not successful due to a breakdown of its assumptions. Com-
paring this plot with Fig. 13 indicates that the data from
the height band with the strongest clutter echoes were re-
moved. Artificial wind speed values due bird clutter are no
longer obvious.
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Fig. 17. Arrow plot of horizontal winds forecasted by the
12 UTC run of DWD’s COSMO-EU (LME) model for the
grid point Bayreuth on March 29, 2008, for the time and
height range shown in the previous plots. Data are color
coded by wind speed. Model wind profiles were only avail-
able at a hourly interval. Note also, that the vertical res-
olution of the model wind profiles is coarser than the cor-
responding resolution of the wind profiler. Although there
are differences between model and measurement, as ex-
pected, it is nevertheless obvious that the model shows no
local wind maximum below 5 km height.
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Table 1. Radar parameters in routine operation
Bayreuth (29.03.2008) Lindenberg (03.04.2009)
Inter Pulse Period 82 µs 83 µs
Pulse Width 1.7 µs 1.7 µs
Nci 62 54
N (# of FFT bins) 512 1024
Nsp 16 32
Gate spacing (on RX) 1.00 µs 1.17 µs
# of Gates 50 57
First Gate 3.2 µs 3.5 µs
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