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Abstract
We work out all of the details required for implementation of the conformal boot-
strap program applied to the four-point function of two scalars and two vectors in
an abstract conformal field theory in arbitrary dimension. This includes a review
of which tensor structures make appearances, a construction of the projectors onto
the required mixed symmetry representations, and a computation of the conformal
blocks for all possible operators which can be exchanged. These blocks are presented
as differential operators acting upon the previously known scalar conformal blocks.
Finally, we set up the bootstrap equations which implement crossing symmetry. Spe-
cial attention is given to the case of conserved vectors, where several simplifications
occur.
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1 Introduction
The data of an abstract unitary conformal field theory (CFT) in D dimensions is encoded
by the spectrum of primary operators and their OPEs, which are in turn specified by a finite
number of real constants for each triplet of primary operators. From this information, we
can in principle compute any correlation function by iteratively performing OPEs to reduce
the correlator to a two-point function. This procedure should not depend on which order
we perform OPEs, and the equivalence of different procedures puts constraints on which
sets of data can correspond to consistent CFTs. In particular, for a four-point function we
can divide the four operators into pairs in three different ways, or channels. Equivalence
between these channels is called crossing symmetry, and the general endeavor of exploring
the constraints on CFT data which are imposed by crossing symmetry is known as the
conformal bootstrap program.
Since the revival of the conformal bootstrap program in recent years [1], several research
groups have obtained both numerical (bounds on operator dimensions, OPE coefficients and
central charges) [2–13] and analytical results (determination of anomalous dimensions and
OPE coefficients) [14–19], as well as studies in theories with global symmetries [20, 23–27]
or supersymmetries [6, 28–39]. So far these results have arisen from bootstrapping 4-point
functions of scalar (in relation to the Lorentz subgroup of the conformal group) operators3,
3There is a notable recent exception of [40], which considers bootstrapping fermionic operators in 3D.
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whose conformal blocks were computed in [41–43] for D = 2, 4, 6 (in any even dimension
they can be computed recursively) with numerical approximations given in [21–23] for any
dimension D.
However, the consistency conditions from scalar correlators are only a small part of
the (infinitely) many conditions that the bootstrap program imposes. One expects more
interesting and universal bounds to arise from bootstrapping 4-point functions of operators
with spin, such as the stress-tensor or conserved currents. The main obstacle in tackling
these problems is that the full set of conformal blocks for spinning correlators is not readily
available yet. Partial progress has been made in this direction. In [44] it was observed that
there is a class of conformal blocks of tensor 4-point functions that can be related (via differ-
ential operators) to the well known scalar blocks of [41–43]. However, the class of conformal
blocks derived in this way is associated to the exchange of traceless symmetric operators O,
whereas tensor correlator bootstrap requires, in addition, the exchange of mixed-symmetric
operators A. Later, in [45, 46] it was shown that conformal blocks associated to A can be
calculated as a (finite) sum of scalar blocks evaluated at zero spin which, in principle, can
be done by a computer. However, the numerical evaluation of these blocks is quite resource
intensive due to the fact that the number of terms in the sum increases rapidly with the
spin of A. In numerical computations one might get away with if the maximum spin of A
is not too large, but this approach is hopeless in the analytic bootstrap, where one needs to
have control over the conformal blocks at very high spin [14,15]. Therefore the objective of
this paper is to start building explicit closed form expressions of spinning conformal blocks
that can be used in the analytic bootstrap and for efficient numerical evaluation4.
To start with, in section 2 we classify all of the tensor structures which can appear
in the three- and four-point functions which concern us in this paper (namely three-point
functions with either two scalars or a scalar and a vector, along with a third operator, and
four-point functions with four, three, or two scalars with zero, one, or two vectors). We
pay special attention to the information obtained from exchanging two operators, especially
when the operators are identical. In section 2.5 we work out the extra information available
when the vector operator is conserved.
Section 3 reviews the shadow formalism, and computes the three-point coefficients for
4During the preparation of this draft, [47] appeared which generalizes [44] and proposes a relation
between spinning (not necessarily bosonic) blocks associated to mixed-symmetric exchange, to more basic
“seed” conformal blocks in 4D. However, the “seed” blocks were not presented yet. In the language of that
paper, our work provides the “seed” blocks for the [k + 1, 1] representation.
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shadow operators in terms of the three-point functions of the original operators, the results
of which are needed for the computation of the conformal blocks.
Section 4 is the heart of the paper, in which we compute the conformal blocks which
are needed to implement the bootstrap program with two scalars and two vectors. Using
the shadow formalism and the results from appendix A (various identities obeyed by the
building blocks of our correlators), appendix B (where we compute the projection operators
corresponding to the Lorentz representations of exchanged operators; in particular the
results of appendix B.2 for the mixed symmetry exchange are some of the novel ingredients
which really allows us to compute the required blocks), and appendix D (where we evaluate
all of the required basic integrals), we compute the required integrals and perform the
monodromy projection to finally obtain the conformal blocks. The new result in this section
is the computation of the mixed-symmetric blocks, which relies on the contraction formula
(4.148). Further details on how this formula is derived, are given in appendix C where we
also present one of the two new contractions that appear in conformal blocks of four vectors,
as evidence that our methods can be applied in more general situations. Our results are all
written in terms of differential operators acting on scalar conformal blocks.
Then in section 5 we set up the bootstrap program for four-point functions of two scalars
and two vectors. In particular, we examine the case of conserved vectors, in which case
several simplifications occur. Finally, we summarize our results and look forward to future
directions in section 6.
The next step in this program is to use the results of this paper to obtain bounds
(numerical or analytical) on the data of a general class of CFTs, and in particular for a CFT
with a conserved primary vector operator and an associated continuous global symmetry.
More formally, one would like to use the techniques developed in the present work to set
up the bootstrap for even more complicated four-point functions. In particular, the cases
of four vectors (in particular conserved currents), or correlators involving conserved stress
tensors, would be of great interest. The real prize would be to implement the bootstrap with
four conserved stress-energy tensors, thus gleaning extremely general information about the
space of consistent unitary CFTs.
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2 Tensor structures
Conformal invariance places strong constraints on the form of correlation functions. We
will focus on correlations of primary operators. Correlation functions of descendants can of
course be obtained from those of primaries. For two-point functions of primary operators,
conformal invariance fixes the result up to an overall constant, and it is conventional to
normalize the primary operators themselves to remove that remaining ambiguity. Each
three-point function is determined up to a finite number of constants, each one multiplying
a different tensor structure. These same constants appear in the operator product expansion
(OPE). For four-point functions (and higher, though we won’t go beyond four-point in this
paper), there are a finite number of tensor structures. These tensor structures are multiplied
not by constants in general, but by functions of the conformally invariant cross-ratios. Since
the four-point function can in principle be evaluated by splitting into two pairs of operators
and then using operator product expansions to reduce the problem to a sum of two-point
functions, it follow that the functions multiplying the tensor structures are determined by
the spectrum of primary operators and the constants which appear in their three-point
functions.
In this section we will determine the tensor structures which can appear in the four-
point function of scalars and up to two vectors, and in the three-point functions which
act as intermediate stages in the evaluation. The techniques are well established [41–
43], and especially in [48], but we give a self-contained presentation in order to establish
our conventions and to put emphasis on the properties that will be most relevant for our
purposes. In subsequent sections we will compute the functions which multiply these tensor
structures in terms of the underlying data of the CFT.
2.1 Embedding space
When considering the consequences of conformal invariance, it is often useful to make use
of embedding space. This is a (D + 2)-dimensional space, with coordinates PA and metric
ds2 = ηABdP
AdPB = −dP+dP− + δabdP adP b, (2.1)
on which the conformal group SO(D+1, 1) acts linearly (we will be working with Euclidean
signature in physical space throughout this paper). The D-dimensional physical space is
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identified with a null projective surface. The map to physical coordinates is given by
xa = P a/P+, (2.2)
while we can do the inverse map by sending a point in physical space to a particular point
on the projective null line,
PA(x) = (P+, P−, P a) = (1, x2, xa), ηABP
A(x)PB(x) = 0. (2.3)
Now consider a tensor function of three coordinates (to serve as an example) on embed-
ding space,
FA1···Ak,B1···Bℓ,C1···Cm(P1, P2, P3), (2.4)
which is homogeneous in each variable (so that it is well defined on projective hypersurfaces),
FA1···Ak,B1···Bℓ,C1···Cm(λ1P1, λ2P2, λ3P3) = λ
−∆1
1 λ
−∆2
2 λ
−∆3
3 FA1···Ak,B1···Bℓ,C1···Cm(P1, P2, P3),
(2.5)
and is transverse in the sense that
PA11 FA1···Ak,B1···Bℓ,C1···Cm(P1, P2, P3) = · · · = PAk1 FA1···Ak,B1···Bℓ,C1···Cm(P1, P2, P3)
= PB12 FA1···Ak,B1···Bℓ,C1···Cm(P1, P2, P3) = · · · = PBℓ2 FA1···Ak,B1···Bℓ,C1···Cm(P1, P2, P3)
= PC13 FA1···Ak,B1···Bℓ,C1···Cm(P1, P2, P3) = · · · = PCm3 FA1···Ak,B1···Bℓ,C1···Cm(P1, P2, P3)
= 0. (2.6)
We can map this function to a tensor function on physical space by
fa1···ak ,b1···bℓ,c1···cm(x1, x2, x3)
=
∂PA11
∂xa11
· · · ∂P
Ak
1
∂xak1
∂PB12
∂xb12
· · · ∂P
Bℓ
2
∂xbℓ2
∂PC13
∂xc13
· · · ∂P
Cm
3
∂xcm3
FA1···Ak,B1···Bℓ,C1···Cm(P1, P2, P3), (2.7)
where we use the map (2.3). Because we are mapping from a null hypersurface, different
embedding space tensors can map to the same physical tensor if they are related by
F ′A1···Ak,B1···Bℓ,C1···Cm = FA1···Ak,B1···Bℓ,C1···Cm + P1A1ΛA2···Ak,B1···Bℓ,C1···Cm , (2.8)
for any choice ΛA2···Ak,B1···Bℓ,C1···Cm , and similarly for each of the other indices. We will
sometimes refer to this redundancy (somewhat sloppily) as gauge freedom.
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The resulting function fa1···ak ,b1···bℓ,c1···cm(x1, x2, x3) transforms as a conformal tensor of
weights ∆1, ∆2, and ∆3 under conformal transformations of x1, x2, or x3 respectively. It
turns out that a converse is also true; any function which transforms as a tensor of weights
∆i can be obtained from a homogenous (of weights ∆i) transverse tensor in embedding
space, unique up to equivalences of the form (2.8).
Thus, in order to determine the possible form of correlation functions of given operators,
we need only determine the homogenous transverse tensors in embedding space up to the
equivalences. In embedding space there are not many different objects we can build. Any
scalar must be built out of scalar products of distinct Pi’s, and it will be useful to define
Pij = −2ηABPAi PBj . (2.9)
In physical space, this simply projects down to x2ij , where x
a
ij = x
a
i − xaj . To ensure that
free indices are transverse, it will also be useful to define (for distinct i, j, and k)
K
(ijk)
A =
PikPj A − PijPkA
(PijPikPjk)
1/2
, (2.10)
which is transverse with respect to PAi , and antisymmetric in j and k, and projects down
to
k(ijk)a =
x2ij (xik)a − x2ik (xij)a(
x2ijx
2
ikx
2
jk
)1/2 , (2.11)
and for distinct i and j, both
N
(ij)
A1A2
= ηA1A2 +
2
Pij
(PiA1Pj A2 + Pj A1Pi A2) , (2.12)
which is transverse in both indices with respect to Pi (or Pj) and projects to δab, and
M
(ij)
AB = ηAB +
2
Pij
Pj APiB, (2.13)
which is transverse to PAi in the first index and P
B
j in the second index, and projects down
to
m
(ij)
ab = δab −
2
x2ij
(xij)a (xij)b . (2.14)
Note that these building blocks, particularly (2.10) are defined to be scale invariant.
Finally, note that if FA1···Ak (we suppress other indices for now) transforms in a given
way under permutations, then its projection fa1···ak will inherit the same transformation
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and will thus transform as the corresponding representation of the rotation group SO(D).
For example, if FA1···Ak is invariant under permutations of its indices, then fa1···ak will be a
symmetric tensor. If FA1···Ak is also traceless, then so will be fa1···ak .
Appendix A contains several useful formulae and identities for these structures in phys-
ical space.
2.2 Two-point functions
As we will see in the next subsection, the primary operators we will need in this paper fall
into two classes of irreducible representations of the rotation group SO(D). We either have
totally symmetric traceless tensors of spin ℓ, Oa1···aℓ(x), which includes scalars and vectors
as special cases, or we have mixed symmetry tensors Aa1a2b1···bk(x) which are completely
traceless, are antisymmetric in a1 and a2, are totally symmetric in the bi, and which vanish
when antisymmetrized over any three indices. In terms of Young tableaux, the Oa1···aℓ are
represented by a horizontal row of ℓ boxes, while Aa1a2b1···bk are represented by one row of
k + 1 boxes and a second row with only one box (equivalently one column with two boxes
and k columns of one box each). For each of these cases we construct projectors onto the
given representation in Appendix B. For Oa1···aℓ and Aa1a2b1···bk we use projectors
Π(ℓ) b1···bℓa1···aℓ , and Π˜
(k) c1c2d1···dk
a1a2b1···bk , (2.15)
given in (B.210) and (B.227) respectively. We can also write the projectors in embedding
space by simply taking the expressions in Appendix B and replacing each δab with N
(ij)
AB ,
with i labeling the operator being projected, and j being an arbitrarily chosen other variable
(the choice is not physically relevant and can be changed by a gauge transformation (2.8).
It is well known that we can diagonalize the space of primary operators with respect to
the two-point correlation functions, so we will only need to compute the two-point function
of either a pair or O operators or a pair of A operators. Indeed, if we have
ha1···aℓ;b1···bℓ(x1, x2) = 〈Oa1···aℓ(x1)Ob1···bℓ(x2)〉 , (2.16)
then this must descend from a tensor HA1···Aℓ,B1···Bℓ in embedding space. In order to get the
symmetric traceless representation, we must be able to put the indices on projectors Π(ℓ).
By transversality, each A index must be carried by either P1A, N
(12)
AA′ , or M
(12)
AB . The first
possibility is pure gauge and can be discarded. The second possibility, which projects down
to δaa′ will be eliminated when multiplied by the projector Π
(ℓ), and so can also be discarded
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(though it will appear in the projectors themselves). This leaves only the third possibilty.
In order to get the correct homogeneity property we must include the appropriate power of
P12. Finally, then, we are left with the form
HA1···Aℓ,B1···Bℓ(P1, P2) = P
−∆O
12 Π
(ℓ)C1···Cℓ
A1···Aℓ Π
(ℓ)D1···Dℓ
B1···Bℓ M
(12)
C1D1
· · ·M (12)CℓDℓ , (2.17)
which projects down to
ha1···aℓ,b1···bℓ(x1, x2) =
(
x212
)−∆O Π(ℓ) c1···cℓa1···aℓ Π(ℓ) d1···dℓb1···bℓ m(12)c1d1 · · ·m(12)cℓdℓ . (2.18)
The same reasoning gives5
〈Aa1a2b1···bk(x1)Ac1c2d1···dk(x2)〉
=
(
x212
)−∆A Π˜(k) e1e2f1···fka1a2b1···bk Π˜(k) g1g2h1···hkc1c2d1···dk m(12)e1g1m(12)e2g2m(12)f1h1 · · ·m(12)fkhk . (2.19)
2.3 Three-point functions
Similarly, three-point correlation functions can be lifted to embedding space. If all operators
are in irreducible representations, then N
(ij)
A1A2
should again only appear in projectors, so all
indices will be carried by either K
(ijk)
A or by M
(ij)
AB .
2.3.1 〈SSO〉
If the first two operators are scalars, then all the indices of the remaining operator (after
projection) must be carried by K
(312)
A . This will be vanishing for any irreducible represen-
tation except for the symmetric traceless representation. Then the three-point correlator
〈φ1(x1)φ2(x2)Oa1···aℓ(x3)〉 lifts to an embedding space tensor
FA1···Aℓ(P1, P2, P3)
= λ12OP
1
2
(−∆1−∆2+∆O)
12 P
1
2
(−∆1+∆2−∆O)
13 P
1
2
(∆1−∆2−∆O)
23 Π
(ℓ)B1···Bℓ
A1···Aℓ K
(312)
B1
· · ·K(312)Bℓ , (2.20)
which projects down to
〈φ1(x1)φ2(x2)Oa1···aℓ(x3)〉 = λ12O
(
x212
) 1
2
(−∆1−∆2+∆O) (x213) 12 (−∆1+∆2−∆O)
× (x223) 12 (∆1−∆2−∆O)Π(ℓ) b1···bℓa1···aℓ k(312)b1 · · ·k(312)bℓ . (2.21)
5Making use of the symmetries of Π˜(k), one can show that any other arrangement of indices on the
m(12)’s, e.g. replacing m
(12)
e2g2m
(12)
f1h1
by m
(12)
e2h1
m
(12)
f1g2
, is equivalent to the one given.
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Here λ12O is a constant real number (in a unitary CFT), which is otherwise arbitrary.
If the two scalars are identical, then the the result has the form
〈φ(x1)φ(x2)Oa1···aℓ(x3)〉 = λφφO
(
x212
) 1
2(−2∆φ+∆O) (x213x223)− 12∆O Π(ℓ) b1···bℓa1···aℓ k(312)b1 · · · k(312)bℓ ,
(2.22)
and this result should be invariant under the exchange of x1 and x2, which in turn forces ℓ
to be even (otherwise the result changes sign under this exchange, since we get one factor
of −1 from each k(312)).
2.3.2 〈SVO〉
Next we consider the three-point function with one scalar φ, one vector va, and one other
operator. This correlator will lift to an embedding tensor FAB1···Bm(P1, P2, P3) where A is
transverse to P2 and the B indices are transverse to P3. The A index can only be carried
by either K
(213)
A or M
(23)
AB , and then the remaining B indices (after being projected by the
appropriate rotation group projector) must be carried by K
(312)
B . In the latter case, no
two of the indices carried by K
(312)
B can be antisymmetric. So the third operator can only
be either totally symmetric O, or it can be an A in the mixed symmetry representation
described above, where one of the first two B indices is carried by M
(23)
AB , and the rest by
K
(312)
B ’s.
In the case where the third operator is totally symmetric, then there are two structures
which can arise, with embedding space form
FAB1···Bℓ(P1, P2, P3) = P
1
2(−∆φ−∆v+∆O)
12 P
1
2(−∆φ+∆v−∆O)
13 P
1
2(∆φ−∆v−∆O)
23
×Π(ℓ)C1···CℓB1···Bℓ
[
αφvOK
(213)
A K
(312)
B1
· · ·K(312)Bℓ + βφvOM
(23)
AB1
K
(312)
B2
· · ·K(312)Bℓ
]
, (2.23)
which projects down to
〈φ(x1)va(x2)Ob1···bℓ(x3)〉 =
(
x212
) 1
2(−∆φ−∆v+∆O) (x213) 12(−∆φ+∆v−∆O) (x223) 12(∆φ−∆v−∆O)
× Π(ℓ) c1···cℓb1···bℓ
[
αOk(213)a k
(312)
c1
· · · k(312)cℓ + βOm(23)ac1 k(312)c2 · · ·k(312)cℓ
]
. (2.24)
If ℓ = 0, then we only have the first term labeled by a constant αφvO. If ℓ > 0, then
we have two distinct possible tensor structures labeled by two real constant numbers αφvO
and βφvO.
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2.3.3 〈SVA〉
Similar considerations for the case where the third operator has mixed symmetry show that
the three-point correlation function will have the form
〈φ(x1)va(x2)Ab1b2c1···ck(x3)〉 = γφvA
(
x212
) 1
2(−∆φ−∆v+∆A) (x213) 12(−∆φ+∆v−∆A)
× (x223) 12(∆φ−∆v−∆A) Π˜(k) d1d2e1···ekb1b2c1···ck m(23)ad1 k(312)d2 k(312)e1 · · ·k(312)ek , (2.25)
with γφvA as a real constant.
2.4 Four-point functions
The case of four-point functions proceeds similarly, with the main difference being that
there are cross-ratios
U =
P12P34
P13P24
, V =
P14P23
P13P24
, (2.26)
in embedding space, or
u =
x212x
2
34
x213x
2
24
, v =
x214x
2
23
x213x
2
24
, (2.27)
in physical space. Then each tensor structure is accompanied by a function of the cross-
ratios rather than by just a constant.
2.4.1 〈SSSS〉
For the case of four scalars, we have
〈φ1(x1)φ2(x2)φ3(x3)φ4(x4)〉
=
(
x214
x213
) 1
2
(∆3−∆4)(x224
x214
) 1
2
(∆1−∆2) (
x212
)− 1
2
(∆1+∆2) (
x234
)− 1
2
(∆3+∆4)
q(u, v), (2.28)
where q(u, v) is an (a priori) arbitrary function of the cross-ratios u and v. The factor
multiplying q(u, v), which does the work in ensuring that the correlator scales correctly,
will appear often, and so it is convenient to abbreviate it. Thus, we define
X∆1,∆2,∆3,∆4 =
(
x214
x213
) 1
2
(∆3−∆4)(x224
x214
) 1
2
(∆1−∆2) (
x212
)− 1
2
(∆1+∆2) (x234)− 12 (∆3+∆4) , (2.29)
and sometimes we will simply write X∆i for short.
In the case that all four scalars are identical, we have
〈φ(x1)φ(x2)φ(x3)φ(x4)〉 =
(
x212x
2
34
)−∆φ q(u, v), (2.30)
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and invariance under exchange of x1 with x2 implies that
q(u, v) = q(u/v, 1/v), (2.31)
while under exchange of x1 and x3 we have
q(u, v) =
(u
v
)∆φ
q(v, u). (2.32)
Other permutations of the xi give no new information about the function q(u, v).
2.4.2 〈SV SS〉 or 〈SSSV 〉
Let us now consider the four-point function of three scalars and one vector (in the second
position to start). In principle the free index could be carried, in embedding space, by any
of the three possibilities K
(213)
A , K
(214)
A , or K
(234)
A , but it turns out that there is a linear
relation (A.196)
K
(213)
A = V
1/2K
(214)
A − U1/2K(234)A , (2.33)
so only two of the combinations are independent, and we can write (after projecting to
physical space)
〈φ1(x1)va(x2)φ3(x3)φ4(x4)〉 = X∆1,∆v,∆3,∆4
[
q1(u, v)k
(214)
a + q2(u, v)k
(234)
a
]
. (2.34)
If φ3 and φ4 are identical, then symmetry under exchange of x3 and x4 implies that
q1(u/v, 1/v) = v
1
2
(∆v−∆1−1)q1(u, v), q2(u/v, 1/v) = −v 12 (∆v−∆1)
(
q2(u, v) +
(u
v
) 1
2
q1(u, v)
)
,
(2.35)
while if φ1 and φ3 are identical, then we have
q2(u, v) =
(u
v
) 1
2(∆φ+∆v)
q1(v, u). (2.36)
If all three scalars are identical, then both sets of constraints hold.
The situation when the vector is in fourth position is completely analogous (we put
primes on the q′i to distinguish them from the SVSS functions),
〈φ1(x1)φ2(x2)φ3(x3)va(x4)〉 = X∆1,∆2,∆3,∆v
[
q′1(u, v)k
(412)
a + q
′
2(u, v)k
(432)
a
]
. (2.37)
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2.4.3 〈SV SV 〉
Finally, consider a four-point function of two scalars and two vectors,
fab(x1, x2, x3, x4) = 〈φ1(x1)v2 a(x2)φ3(x3)v4 b(x4)〉 . (2.38)
In embedding space, the indices of the corresponding tensor can be either carried by M
(24)
AB
or else both indices are carried by K’s. There are two independent choices of K possible
for each index, and so there are five possible tensor structures altogether,
fab = X∆i
[
q0(u, v)m
(24)
ab + q11(u, v)k
(214)
a k
(412)
b + q12(u, v)k
(214)
a k
(432)
b
+q21(u, v)k
(234)
a k
(412)
b + q22(u, v)k
(234)
a k
(432)
b
]
. (2.39)
If the two scalars are identical, then x1-x3 exchange gives constraints
q0(v, u) =
(v
u
) 1
2(∆φ+∆2)
q0(u, v), (2.40)
q21(u, v) =
(u
v
) 1
2(∆φ+∆2)
q12(v, u), (2.41)
q22(u, v) =
(u
v
) 1
2(∆φ+∆2)
q11(v, u). (2.42)
If the two vectors are identical, then exchanging x2 and x4 while also exchanging the indices
a and b, gives
q0(v, u) =
(v
u
) 1
2
(∆3+∆v)
q0(u, v), (2.43)
q11(v, u) =
(v
u
) 1
2
(∆3+∆v)
q11(u, v), (2.44)
q21(u, v) =
(u
v
) 1
2
(∆3+∆v)
q12(v, u), (2.45)
q22(v, u) =
(v
u
) 1
2
(∆3+∆v)
q22(u, v). (2.46)
Finally if we have two identical scalars and two identical vectors, then we can combine the
constraints and determine
q0(v, u) =
(v
u
) 1
2(∆φ+∆v)
q0(u, v), (2.47)
q11(v, u) =
(v
u
) 1
2(∆φ+∆v)
q11(u, v), (2.48)
q21(u, v) =
(u
v
) 1
2(∆φ+∆v)
q12(v, u), (2.49)
q22(u, v) = q11(u, v). (2.50)
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Thus in this case we have one unconstrained function q12(u, v), and two constrained func-
tions q0(u, v) and q11(u, v), with q21(u, v) and q22(u, v) determined in terms of the others.
2.5 Conserved vectors
Many of the structures discussed above simplify somewhat if we are dealing with conserved
vectors, which obey ∂ava(x) = 0 inside correlation functions. From the vector-vector two-
point function, we have
0 = ∂b1 〈vb(x1)va(x2)〉 = ∂b1
[(
x212
)−∆v
m
(12)
ba
]
=
(
x212
)−∆v [−2∆vxb12
x212
m
(12)
ba −
2 (D − 1)x12 a
x212
]
= 2
(
x212
)−∆v−1
(∆v −D + 1)x12 a. (2.51)
Thus we conclude that ∆v = D−1 for a conserved vector in D-dimensions, i.e. it saturates
the unitarity bound.
Turning next to three-point functions, we have (for ℓ > 0)
0 = ∂b2 〈φ(x1)vb(x2)Oa1···aℓ(x3)〉
= ∂b2
{(
x212
) 1
2(−∆φ+∆O−D+1) (x213) 12(−∆φ−∆O+D−1) (x223) 12(∆φ−∆O−D+1)
×Π(ℓ) c1···cℓb1···bℓ
[
αφvOk(213)a k
(312)
c1
· · ·k(312)cℓ + βφvOm(23)ac1 k(312)c2 · · · k(312)cℓ
]}
=
(
x212
) 1
2(−∆φ+∆O−D) (x213) 12(−∆φ−∆O+D) (x223) 12(∆φ−∆O−D) (2.52)
× [αφvO (∆φ −∆O) + βφvO (∆φ −∆O +D + ℓ− 2)] Π(ℓ) b1···bℓa1···aℓ k
(312)
b1
· · · k(312)bℓ .
where we have made use of the fact that ∆v = D − 1. For this expression to vanish, we
require
(∆φ −∆O)αφvO + (∆φ −∆O +D + ℓ− 2) βφvO = 0. (2.53)
For ℓ = 0, we simply set βφvO = 0 in the above equation, and require either αφvO = 0
or ∆φ = ∆O. Actually, we can assign some more physical significance to this case by first
recalling that we expect each conserved primary vector operator to be associated to a one
parameter continuous global symmetry of our CFT. Now pick a particular conformal weight
∆ and consider all scalar operators φi that have that weight. Form a matrix αij by taking
three point functions with the conserved vector va,
〈φi(x1)va(x2)φj(x3)〉 =
(
x212x
2
23
)− 1
2
(D−1) (
x213
) 1
2
(D−1)−∆
αijk
(213)
a . (2.54)
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Then αij is antisymmetric in its indices. Since we are free to make orthonormal (with
respect to the normalized two-point functions) rotations on the space of φi, we can always
take a basis in which αij is block diagonal,
αij =

0 −Q1
Q1 0 · · ·
...
. . .
0 −Qn
Qn 0 · · ·
0
...
. . .
0

. (2.55)
Here n is just the number of charged scalars with weight ∆. In this basis, we say that for
i > 2n, φi is neutral under the global symmetry. We can combine the others into complex
combinations ϕi = φ2i−1 + iφ2i, and we can say that ϕi has charge6 Qi.
For the other three-point functions, 〈φvA〉, a similar calculation shows that conservation
is automatic once we impose that ∆v = D − 1. Conservation gives no other constraints in
this case.
For four-point functions with conserved vectors, the coefficient functions must obey lin-
ear differential equations. For example, in the 〈SV SS〉 amplitude, if the vector is conserved
then the functions q1 and q2 must obey
0 =
[
∆1 − 2u∂u +
(−uv−1 − 1 + v−1) v∂v] q1 + (u
v
) 1
2
[
∆1
2
(
1 + u−1v − u−1)
+
D − 1
2
(−1 + u−1v − u−1)+ (−1− u−1v + u−1)u∂u − 2v∂v] q2. (2.56)
And in the case of 〈SV SV 〉, if the vector at x4 is conserved (so in particular ∆4 = D−1),
6We have chosen a normalization for the charge that is convenient from the point of view of an abstract
CFT, since it is given simply by the three-point function of primary fields (which have themselves been
normalized by their two-point functions). However, it may well differ from other well-motivated normal-
izations. For example, in the case of a free complex scalar in D > 2 dimensions, and the usual global U(1)
symmetry, our definition gives the scalar a charge of
√
D−2
2 .
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then we have
0 = (∆1 −∆2 −∆3 +D − 1) q0
+
[
(∆1 −∆2) + 1
2
(∆3 − 1)
(−1 − u−1 + u−1v)+ D
2
(
1− u−1 + u−1v)] q11
+
[
1
2
(∆1 −∆2 +D)
(
u1/2v−1/2 + u−1/2v1/2 − u−1/2v−1/2)
+
1
2
∆3
(−u1/2v−1/2 + u−1/2v1/2 + u−1/2v−1/2)] q12 − u−1/2v1/2q21 − 2v∂vq0
+ (1− u− v) ∂uq11 − 2v∂vq11 − 2u1/2v1/2∂uq12
+
(−u1/2v1/2 − u−1/2v3/2 + u−1/2v1/2) ∂vq12, (2.57)
and
0 = (∆3 +D − 1) q0 − u1/2v−1/2q12
+
[
(∆1 −∆2) u1/2v−1/2 + 1
2
∆3
(−u1/2v−1/2 + u−1/2v1/2 − u−1/2v−1/2)
+
D
2
(
u1/2v−1/2 + u−1/2v1/2 − u−1/2v−1/2)] q21
+
[
1
2
(∆1 −∆2 +D − 1)
(
1 + uv−1 − v−1)+ 1
2
∆3
(
1− uv−1 + v−1)] q22
−2u∂uq0 +
(−u3/2v−1/2 − u1/2v1/2 + u1/2v−1/2) ∂uq21 − 2u1/2v1/2∂vq21
−2u∂uq22 + (1− u− v) ∂vq22. (2.58)
3 Shadow formalism
As an intermediate step in the calculation of conformal blocks, we will need to define
shadow operators. Given any local primary operator Oa1···an(x) of conformal weight ∆, we
can define its shadow operator
O˜a1···aℓ(x1) = Π(ℓ) b1···bℓa1···aℓ
∫
dDx0
(x201)
D−∆m
(01) c1
b1
· · ·m(01) cℓbℓ Oc1···cℓ(x0), (3.59)
which is a non-local operator that transforms as a primary operator of weight D−∆ under
conformal transformations, and under SO(D) rotations transforms in the same way as O.
When we insert O˜(x1) in a correlation function, the prescription is to insert O(x0), evaluate
the correlation function, and then perform the integral above.
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3.1 Mixing matrices
We would like to compute the constants which appear in three-point functions involving
shadow operators. Since O˜ is linearly related to O, the constant or constants appearing
in a three-point function of O˜ with two other operators will be linear combinations of the
constants in the three-point function of O with those same two operators. We would like
to determine the matrices which encode these linear combinations.
3.1.1 〈SSO˜〉
Consider first the case where Oa1···aℓ is symmetric traceless, and the other two operators
are scalars φ1 and φ2. The three-point function with O is fixed up to a single constant
λ12O = λO,
〈φ1(x1)φ2(x2)Oa1···aℓ(x3)〉
= λO
(
x212
) 1
2
(−∆1−∆2+∆O) (x213) 12 (−∆1+∆2−∆O) (x223) 12 (∆1−∆2−∆O)Π(ℓ) b1···bℓa1···aℓ k(312)b1 · · · k(312)bℓ ,
(3.60)
and we expect that the shadow operator will similarly have〈
φ1(x1)φ2(x2)O˜a1···aℓ(x3)
〉
= λO˜
(
x212
) 1
2(−∆1−∆2+∆O˜) (x213) 12(−∆1+∆2−∆O˜)
× (x223) 12(∆1−∆2−∆O˜) Π(ℓ) b1···bℓa1···aℓ k(312)b1 · · ·k(312)bℓ , (3.61)
where ∆O˜ = D−∆O. Inserting the definition of the shadow operator (3.59) and performing
the integral leads to 7
λO˜ = π
D/2Γ(∆O − D2 )Γ(∆O + ℓ− 1)
Γ(∆O − 1)Γ(D −∆O + ℓ)
× Γ(
1
2
(D +∆1 −∆2 −∆O + ℓ))Γ(12 (D −∆1 +∆2 −∆O + ℓ))
Γ(1
2
(∆1 −∆2 +∆O + ℓ))Γ(12 (−∆1 +∆2 +∆O + ℓ))
λO. (3.62)
7Details on the computation of these integrals are given in appendix E
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3.1.2 〈SV O˜〉
Next, we consider symmetric traceless O(x3), but in a three-point function with a scalar
φ(x1) and a vector va(x2). In this case, both OPE contribute:
αO˜ =π
D/2Γ(
1
2
(D +∆φ −∆v −∆O + ℓ+ 1))Γ(12(D −∆φ +∆v −∆O + ℓ− 1))Γ(∆O − D2 )
Γ(1
2
(∆φ −∆v +∆O + ℓ + 1))Γ(12(−∆φ +∆v +∆O + ℓ+ 1))Γ(∆O)
× Γ(∆O + ℓ− 1)
Γ(D −∆O + ℓ)
[
1
2
((∆O + ℓ− 1) (D −∆O − 1)− (∆O − 1) (∆φ −∆v))αO
−
(
∆O − D
2
)
(∆φ −∆v +∆O + ℓ− 1) βO
]
,
(3.63)
βO˜ =π
D/2Γ(
1
2
(D +∆φ −∆v −∆O + ℓ− 1))Γ(12(D −∆φ +∆v −∆O + ℓ− 1))Γ(∆O − D2 )
Γ(1
2
(∆φ −∆v +∆O + ℓ+ 1))Γ(12(−∆φ +∆v +∆O + ℓ+ 1))Γ(∆O)
× Γ(∆O + ℓ− 1)
Γ(D −∆O + ℓ)
[
ℓ
2
(
∆O − D
2
)
(∆φ −∆v)αO + 1
4
(∆φ −∆v +∆O + ℓ− 1)
× ((∆O − 1) (D −∆O + ℓ− 1)− (D −∆O − 1) (∆φ −∆v))βO] .
(3.64)
As a nice check on this result, we can show that in the case that va is conserved, so
αO and βO obey (2.53) for ℓ > 0 (the ℓ = 0 case has a subtlety but can also be shown
to be consistent), then αO˜ and βO˜ obey the corresponding equation with ∆O˜. For future
reference we will write
αφvO˜ = M
α
α αφvO +M
β
α βφvO, βφvO˜ =M
α
β αφvO +M
β
β βφvO, (3.65)
where the constants M sr can be read off from (3.63) and (3.64).
3.1.3 〈SV A˜〉
Finally, we turn to the mixed symmetry operator Ab1b2c1···ck(x3) and its shadow
A˜b1b2c1···ck(x3)
= Π˜
(k) d1d2e1···ek
b1b2c1···ck
∫
dDx0
(x203)
D−∆Am
(03) f1
d1
m
(03) f2
d2
m(03) g1e1 · · ·m(03) gkek Af1f2g1···gk(x0), (3.66)
which can appear in a three-point function with a scalar φ(x1) and a vector va(x2).
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Similar techniques to those employed above give the relation between the three-point
coefficients,
γA˜ = π
D/2Γ(∆A + k)Γ(∆A − D2 )Γ(12 (D +∆φ −∆v −∆A + k + 1))
Γ(∆A)Γ(D −∆A + k + 1)Γ(12 (∆φ −∆v +∆A + k + 1))
× Γ(
1
2
(D −∆φ +∆v −∆A + k + 1))
Γ(1
2
(−∆φ +∆v +∆A + k + 1)) (∆A − 2) γA. (3.67)
3.2 Shadow projectors
Given a primary operator O, define a shadow projector
PO = NO
∫
dDx0 |Oa1···aℓ(x0)〉
〈
O˜a1···aℓ(x0)
∣∣∣ . (3.68)
This should be interpreted as an operator that gets inserted into a correlation function,
separating it into two correlation functions with an integral. When inserted into a given
channel in a correlation function, it is designed to pick out the contribution of O and its
descendants. NO is a normalization constant that we fix by demanding
〈ϕ1(x1)ϕ2(x2)Oa1···aℓ(x3)〉 = 〈Oa1···aℓ(x3)POϕ1(x1)ϕ2(x2)〉 (3.69)
and so we need to take (see appendix E)
NO = π−D (∆O + ℓ− 1) (D −∆O + ℓ− 1) Γ(∆O − 1)Γ(D −∆O − 1)
Γ(∆O − D2 )Γ(D2 −∆O)
. (3.70)
Note that NO is independent of ∆1 and ∆2, as it should be.
Similarly, for the mixed symmetry case we can define a projector,
PA = NA
∫
dDx0 |Aa1a2b1···bk(x0)〉
〈
A˜a1a2b1···bk
∣∣∣ , (3.71)
and NA can be computed to be
NA = π−D (∆A + k) (D −∆A + k) Γ(∆A)Γ(D −∆A)
(∆A − 2) (D −∆A − 2) Γ(∆A − D2 )Γ(D2 −∆A)
. (3.72)
4 Conformal blocks
We next turn to four-point functions. These can be evaluated by first performing operator
product expansions (OPEs) of the first two operators and the last two operators, and then
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evaluating the remaining two-point functions. Consider first a general OPE. Let’s use
notation where a¯ represents a multi-index, transforming as some representation of SO(D).
Then the OPE of two arbitrary operators has the form
φ1 a¯(x1)φ2 b¯(x2) =
∑
U
f c¯12U a¯b¯(x12)Uc¯(x2), (4.73)
where the sum is in principle over all local operators Uc¯(x) in the theory, and the coefficients
f c¯
12U a¯b¯ are functions of x12. Actually, for fixed representations only a finite number of tensor
structures are compatible with the symmetries, so we can write this as a sum over tensor
structures labeled by r,
f c¯12U a¯b¯(x12) =
∑
r
λ12U rsr c¯a¯b¯ (x12), (4.74)
where the three-point tensor structures sr c¯
a¯b¯
(x12) are universal quantities which depend on
the conformal representations (meaning both the SO(D) representations and the conformal
weights) involved, but are otherwise independent of the theory or the particular operators.
That dependence is entirely contained in the constants λ12U r. Finally, there is one further
simplification, which is that when U is a descendent of a primary operator O (and thus
corresponds to some differential operator acting on O), then its coefficients in the φ1 × φ2
OPE is determined linearly in terms of the coefficients of O in the OPE. Thus the OPE
can in fact be written as a sum over primary operators O,
φ1 a¯(x1)φ2 b¯(x2) =
∑
O
∑
r
λ12O rCr c¯a¯b¯ (x12, ∂2)Oc¯(x2). (4.75)
Again the differential operators Cr c¯
a¯b¯
(x12, ∂2) are universal in the same sense as above.
Now inserting this form of the OPE into the four-point function, we can write
〈φ1 a¯(x1)φ2 b¯(x2)φ3 c¯(x3)φ4 d¯(x4)〉 =
∑
O
∑
r,s
λ12O rλ34O sW rsa¯b¯c¯d¯(x1, x2, x3, x4). (4.76)
The functions W rs
a¯b¯c¯d¯
depend only on the SO(D) representations and conformal weights
of the φi and of O. These functions are often called conformal partial waves (though
this nomenclature is not universal). Conformal invariance can actually be used to further
restrict the form of the W ’s, so that we can write
W rsa¯b¯c¯d¯(x1, x2, x3, x4) = X∆i
∑
p
grsp (u, v)t
p
a¯b¯c¯d¯
(xi). (4.77)
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Here the sum p runs over allowed tensor structures, and the four-point tensor structures
tp
a¯b¯c¯d¯
(xi) depend only on the SO(D) representations of the external operators, not the confor-
mal dimensions, while the functions grsp (u, v) depend on the full conformal representations
(i.e. both SO(D) representations and conformal weights), but are themselves scalar func-
tions of the cross-ratios u and v. These grsp (u, v) are called conformal blocks, and our task
in the rest of this section is to compute them for the scalar and vector four-point functions
of interest.
4.1 General discussion
Our primary purpose in this paper involves specific examples of four-point functions, but
let us first have a very brief general discussion. Roughly, the idea is that by inserting the
projector PO into the correlator (4.76), we should pick out only the contribution from the
primary O and its descendants. This is not quite correct, as explained in [45] and elsewhere;
rather we must insert the projector and then pick out only the terms of the result which
transform with a phase e2πi(∆O−∆1−∆2) as we send x212 → e4πix212. The remaining terms
will transform with a phase e−2πi(∆O+∆1+∆2) under this rotation and these terms should be
thrown away. This procedure is called monodromy projection. In practice, we can write
the result before the monodromy projection as a certain double integral over Feynman-
Schwinger parameters, and then the monodromy projection can be implemented simply as
a modification of the integration region, along with some insertions of signs in the integrand.
Once we have successfully picked out the contributions from O and its descendants, we can
read off grsp (u, v) from the terms proportional to λ12O rλ34O st
p
a¯b¯c¯d¯
.
If we write the general four-point function as
〈φ1 a¯(x1)φ2 b¯(x2)φ3 c¯(x3)φ4 d¯(x4)〉 = X∆i
∑
p
qp(u, v)t
p
a¯b¯c¯d¯
(xi), (4.78)
then we have
qp(u, v) =
∑
O
∑
r,s
λ12O rλ34O sgrsp (u, v). (4.79)
4.2 Scalars and vectors
Let’s understand what we should then be computing for our examples of interest. First we
will review the case of four scalars. In this case the exchanged primary must be traceless
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symmetric, with its representation labeled by a spin ℓ and dimension ∆O. There is a unique
three-point tensor structure for each ℓ,
sa1···aℓ = Π
(ℓ) b1···bℓ
a1···aℓ k
(012)
b1
· · · k(012)bℓ , (4.80)
and a unique four-point tensor structure t = 1. In other words, the correlator should take
the form
〈φ1(x1)φ2(x2)φ3(x3)φ4(x4)〉 =
∑
O
λ12Oλ34OW (xi; ∆i; ℓ,∆O)
= X∆i
∑
O
λ12Oλ34O g(u, v; ∆i; ℓ,∆O). (4.81)
Here we have shown on which parameters the conformal partial waves W or conformal
blocks g can depend; often we will not indicate this explicitly. In terms of the function
q(u, v) introduced in (2.28) we have
q(u, v) =
∑
O
λ12Oλ34O g(u, v). (4.82)
Next suppose we have three scalars and a vector v in the second position. The only
possibility for exchanged operators are again traceless symmetric O of spin ℓ. There is only
one tensor structure which can appear in the 〈φ3φ4O〉 three-point function, with coefficient
λ34O, but there are two possible tensor structures in the 〈φ1(x1)v(x2)O(x0)〉 three-point
function,
sαab1···bℓ = Π
(ℓ) c1···cℓ
b1···bℓ k
(210)
a k
(012)
c1
· · · k(012)cℓ , sβab1···bℓ = Π
(ℓ) c1···cℓ
b1···bℓ m
(20)
ac1
k(012)c1 · · · k(012)cℓ , (4.83)
whose coefficients we will label α12O and β12O. There are also two four-point tensor struc-
tures8 t1a = k
(214)
a and t2a = k
(234)
a , with coefficient functions q1(u, v) and q2(u, v) respectively,
and these are related to the conformal blocks gαλ1 , g
αλ
2 , g
βλ
1 , and g
βλ
2 by
qi(u, v) =
∑
O
λ34O
(
α12Ogαλi (u, v) + β12Og
βλ
i (u, v)
)
, (4.84)
for i = 1, 2. Each of the four conformal block functions will depend on the conformal
weights ∆1, ∆2 = ∆v, ∆3, ∆4, and ∆O, as well as the spin ℓ of O.
8From the point of view of this correlator these might not be the first choice of tensor structures;
we might prefer k(213) and k(214) to be more symmetric between x3 and x4. However we will also being
using these correlators and tensor structures as intermediate expressions in computing the SVSV conformal
blocks, where the symmetry we will want to maintain is between x2 and x4.
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Having the vector in the fourth position is essentially the same upon interchanging
(12)↔ (34), with t1a = k(412)a , t2a = k(432)a , and
q′i(u, v) =
∑
O
λ12O
(
α34Ogλαi (u, v) + β34Og
λβ
i (u, v)
)
. (4.85)
Finally, for the case of two scalars and two vectors we found in (2.39) five four-point
tensor structures,
t0ab = m
(24)
ab , t
11
ab = k
(214)
a k
(412)
b , t
12
ab = k
(214)
a k
(432)
b , t
21
ab = k
(234)
a k
(412)
b , t
22
ab = k
(234)
a k
(432)
b ,
(4.86)
with associated coefficient functions q0 and qij . In this case the exchanged operator can
either be traceless symmetric O of spin ℓ, or it can be a mixed-symmetry operator A whose
representation is labeled by k. In the former case, each of the three point function has two
tensor structures sα and sβ, while in the latter case there is a unique three-point tensor
structure
sγab1b2c1···ck = Π˜
(k) d1d2e1···ek
b1b2c1···ck m
(20)
ad1
k
(012)
d2
k(012)e1 · · · k(012)ek . (4.87)
Hence, for generic (not necessarily identical) scalars and vectors, we have
q0 =
∑
O
(
α12Oα34Og
αα
0 + α12Oβ34Og
αβ
0 + β12Oα34Og
βα
0 + β12Oβ34Og
ββ
0
)
+
∑
A
γ12Aγ34Ag
γγ
0 ,
(4.88)
qij =
∑
O
(
α12Oα34Ogααij + α12Oβ34Og
αβ
ij + β12Oα34Og
βα
ij + β12Oβ34Og
ββ
ij
)
+
∑
A
γ12Aγ34Ag
γγ
ij .
(4.89)
Altogether there are twenty-five conformal block functions. 2 × 2 × 5 = 20 of them are
associated with symmetric traceless exchange and will depend on the spin ℓ as well as the
conformal weights ∆i and ∆O, while the other five are associated to mixed symmetry ex-
change, and will depend on ∆i, ∆A and k, which labels the mixed symmetry representation.
4.3 Exchange symmetries
As in the classification of tensor structures, the structure of conformal blocks can simplify
significantly when some of the operators are identical, so that we have extra symmetry
from exchanging those operators. Note however, that since the conformal block decompo-
sition picks out a particular exchange channel, not all exchanges will give us constraints
on individual conformal block functions. An exchange that results in a different exchange
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channel is called a crossing symmetry, and will constrain only the full sum of conformal
blocks, not the individual conformal blocks themselves. Crossing symmetry is the subject
of the next section, when we will set up the bootstrap. In the current subsection, however,
we will consider the exchanges which don’t mix channels, and so can constrain the blocks
themselves. These can involve exchange of operator 1 with operator 2, of operator 3 with
operator 4, or exchanging the pair (12) with the pair (34).
For example, consider the case of four scalars, with its unique conformal block function
g(u, v; ∆1,∆2,∆3,∆4; ℓ,∆O), where for this section we will show explicit dependence on
parameters. The four-point function will be invariant if we simultaneously exchange x1
with x2 and ∆1 with ∆2. This leads to a constraint on the conformal blocks,
g(u, v; ∆1,∆2,∆3,∆4; ℓ,∆O) = v−
1
2
(∆3−∆4)g(u/v, 1/v; ∆2,∆1,∆3,∆4; ℓ,∆O). (4.90)
Similarly, for 3↔ 4 exchange,
g(u, v; ∆1,∆2,∆3,∆4; ℓ,∆O) = v
1
2
(∆1−∆2)g(u/v, 1/v; ∆1,∆2,∆4,∆3; ℓ,∆O), (4.91)
and for (12)↔ (34) exchange,
g(u, v; ∆1,∆2,∆3,∆4; ℓ,∆O) = v
1
2
(∆1−∆2−∆3+∆4)g(u, v; ∆3,∆4,∆1,∆2; ℓ,∆O). (4.92)
These relations are most useful when some of the scalars are really identical. For example,
if all four scalars are identical with weight ∆, then we have
g(u, v; ∆; ℓ,∆O) = g(u/v, 1/v; ∆; ℓ,∆O). (4.93)
In the case of three scalars and a vector, we have a couple of options. If the vector is in
the second position, then we have the 3↔ 4 exchange of scalars, which tells us that
grλ1 (u, v; ∆1,∆v,∆3,∆4; ℓ,∆O) = v
1
2
(∆1−∆v+1)grλ1 (u/v, 1/v; ∆1,∆v,∆4,∆3; ℓ,∆O), (4.94)
and
grλ2 (u, v; ∆1,∆v,∆3,∆4; ℓ,∆O)
= −v 12 (∆1−∆v)
(
u
1
2 grλ1 (u/v, 1/v; ∆1,∆v,∆4,∆3; ℓ,∆O) + g
rλ
2 (u/v, 1/v; ∆1,∆v,∆4,∆3)
)
,
(4.95)
where r is either α or β. Note that in deriving these relations, we needed to transform the
tpa under this exchange and then ree¨xpress the result in terms of our basis t
p
a again. Since
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our chosen basis t1a = k
(214)
a , t2a = k
(234) does not behave particularly nicely (rather we chose
it to make later computations with two scalars and two vectors slightly nicer), the resulting
expressions are slightly messier than they would be in a basis like t′ 1a = k
(213)
a , t′ 2a = k
(214)
a
which simply gets exchanged under 3↔ 4. Performing a (12)↔ (34) exchange relates the
SVSS conformal blocks to the SSSV conformal blocks,
grλ1 (u, v; ∆1,∆v,∆3,∆4; ℓ,∆O) = v
1
2
(∆1−∆v−∆3+∆4)gλr2 (u, v; ∆3,∆4,∆1,∆v; ℓ,∆O), (4.96)
and
grλ2 (u, v; ∆1,∆v,∆3,∆4; ℓ,∆O) = v
1
2
(∆1−∆v−∆3+∆4)gλr1 (u, v; ∆3,∆4,∆1,∆v; ℓ,∆O). (4.97)
Finally, for the SVSV case, the only useful exchange is (12)↔ (34), which tells us
grs22(u, v; ∆1,∆2,∆3,∆4; ℓ,∆O) = v
1
2
(∆1−∆2−∆3+∆4)gsr11(u, v; ∆3,∆4,∆1,∆2; ℓ,∆O), (4.98)
and
grsp (u, v; ∆1,∆2,∆3,∆4; ℓ,∆O) = v
1
2
(∆1−∆2−∆3+∆4)gsrp (u, v; ∆3,∆4,∆1,∆2; ℓ,∆O), (4.99)
for r and s being α or β, and for p being 0, 12, or 21. Similarly
gγγ22 (u, v; ∆1,∆2,∆3,∆4; k,∆A) = v
1
2
(∆1−∆2−∆3+∆4)gγγ11 (u, v; ∆3,∆4,∆1,∆2; k,∆A),
(4.100)
gγγp (u, v; ∆1,∆2,∆3,∆4; k,∆A) = v
1
2
(∆1−∆2−∆3+∆4)gγγp (u, v; ∆3,∆4,∆1,∆2; k,∆A).
(4.101)
In particular, if we have identical scalars and identical vectors, then the g0, g12, and g21
are only constrained to be symmetric in their upper indices (i.e. gαβp = g
βα
p ), while the g22
functions are determined by the g11’s,
grs22(u, v) = g
sr
11(u, v). (4.102)
4.4 Computing the blocks
At the risk of cluttering notation, we will add a hat to the conformal block functions to
denote the result obtained from insertion of the shadow projector,
〈φ1 a¯(x1)φ2 b¯(x2)POφ3 c¯(x3)φ4 d¯(x4)〉 = X∆iλ12O rλ34O s ĝrsp (u, v)tpa¯b¯c¯d¯. (4.103)
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The actual conformal blocks grsp (u, v) themselves are then obtained from the ĝ
rs
p (u, v) by a
monodromy projection, which now picks out the terms in ĝrsp (u, v) which transform with a
phase e2πi∆O as u→ e4πiu, and throws away the terms which transform as e−2πi∆O .
We will call the process of implementing the monodromy projection, going from ĝrsp to
grsp (i.e. removing the hat), doffing.
4.4.1 〈SSSS〉
We’ll start by reviewing the computation of the conformal blocks for four scalar operators.
Here, on insertion of the shadow projector we have
〈φ1(x1)φ2(x2)POφ3(x3)φ4(x4)〉
= NO
∫
dDx0 〈φ1(x1)φ2(x2)Oa1···aℓ(x0)〉
〈
O˜a1···aℓ(x0)φ3(x3)φ4(x4)
〉
= NOΠ(ℓ) a1···aℓb1···bℓ
∫
dDx0
[
λ12O
(
x201
) 1
2
(−∆1+∆2−∆O) (x202) 12 (∆1−∆2−∆O) (x212) 12 (−∆1−∆2+∆O)
×k(012)a1 · · · k(012)aℓ
] [
λ34O˜
(
x203
) 1
2
(−∆3+∆4+∆O−D) (x204) 12 (∆3−∆4+∆O−D)
× (x234) 12 (D−∆3−∆4−∆O) k(034) b1 · · · k(034) bℓ]
= X∆i
[
NOλ12Oλ34O˜
(
x212
) 1
2
∆O (x213) 12 (∆3−∆4) (x214) 12 (∆1−∆2−∆3+∆4) (x224) 12 (−∆1+∆2)
× (x234) 12 (D−∆O) ∫ dDx0 (x201) 12 (−∆1+∆2−∆O) (x202) 12 (∆1−∆2−∆O) (x203) 12 (−∆3+∆4+∆O−D)
× (x204) 12 (∆3−∆4+∆O−D) (k(012)a1 · · · k(012)aℓ Π(ℓ) a1···aℓb1···bℓ k(034) b1 · · · k(034) bℓ)] .
(4.104)
from which we can identify λ12Oλ34Oĝ(u, v) with the quantity in square brackets.
As shown in Appendix B.1, we can write
k(012)a1 · · · k(012)aℓ Π
(ℓ) a1···aℓ
b1···bℓ k
(034) b1 · · · k(034) bℓ = pD,ℓ(t), (4.105)
where pD,ℓ(t) is a polynomial of degree ℓ whose properties are explained in the appendix,
and
t = k(012) · k(034)
=
1
2
(
x201x
2
02x
2
03x
2
04x
2
12x
2
34
)−1/2 (−x201x203x224 + x201x204x223 + x202x203x214 − x202x204x213) . (4.106)
Let us now define integrals
I
(ℓ)
α,β,γ,δ =
∫
dDx0 pD,ℓ(t)
(x201)
α
(x202)
β
(x203)
γ
(x204)
δ
. (4.107)
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For ℓ = 0 this integral is evaluated in (D.269).
With this definition and the expressions (3.70) and (3.62), we have
ĝ(u, v; ∆i; ℓ,∆O)
= π−D/2
Γ(1
2
(D +∆3 −∆4 −∆O + ℓ))Γ(12 (D −∆3 +∆4 −∆O + ℓ))Γ(∆O + ℓ)
Γ(1
2
(∆3 −∆4 +∆O + ℓ))Γ(12 (−∆3 +∆4 +∆O + ℓ))Γ(D −∆O + ℓ− 1)
× Γ(D −∆O − 1)
Γ(D
2
−∆O)
(
x212
) 1
2
∆O (x213) 12 (∆3−∆4) (x214) 12 (∆1−∆2−∆3+∆4) (x224) 12 (−∆1+∆2)
× (x234) 12 (D−∆O) I(ℓ)1
2
(∆1−∆2+∆O), 12 (−∆1+∆2+∆O), 12 (D+∆3−∆4−∆O), 12 (D−∆3+∆4−∆O)
.
(4.108)
Note that the prefactor (x212)
∆O/2 already has the desired behavior under the monodromy
projection, so we will want to pick out the terms from the integral which are invariant under
the monodromy.
Note that if we expand the polynomial pD,ℓ(t) using the explicit formulae in Appendix
B.1 then the integral is simply a sum of terms of a form computed in Appendix D.2. For
example, in the case ℓ = 0, then pD,0(t) = 1, and we have (restoring the explicit parameter
dependence)
ĝ(u, v; ∆i; 0,∆O)
=
Γ(∆O)Γ(12 (D −∆3 +∆4 −∆O))
Γ(D
2
−∆O)Γ(12 (∆1 −∆2 +∆O))Γ(12 (−∆1 +∆2 +∆O))Γ(12 (−∆3 +∆4 +∆O))
u
1
2
∆O
× v 12 (−∆3+∆4−∆O)f̂ 1
2
(∆1−∆2+∆O), 12 (−∆1+∆2+∆O), 12 (D+∆3−∆4−∆O), 12 (D−∆3+∆4−∆O)(uv
−1, v−1),
(4.109)
where f̂ is defined in (D.272). Since the u∆O/2 factor already behaves correctly under the
monodromy projection, then to obtain the conformal block g(u, v) we must restrict to the
monodromy invariant piece of f̂ , and this is given simply by a function f defined in (D.273).
Then g(u, v; ∆i; 0,∆O) is given by doffing the expression (4.109), replacing f̂ by f . Note
also that this formula shows explicity that g(u, v; ∆i; ℓ,∆O) doesn’t depend on all four of
the ∆i individually, but only on the differences ∆1 −∆2 and ∆3 −∆4. Because of this we
can adopt some condensed notation that will be useful below, defining functions that are
related to the standard blocks by shifting these two differences by integer amounts P and
Q,
gℓ;P,Q(u, v) = g(u, v; ∆1 + P,∆2,∆3 +Q,∆4; ℓ,∆O). (4.110)
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In this notation (which can also be used for ĝ) the dependence on the ∆i and ∆O is left
implicit.
In even dimensions9 we can evaluate the integrals in f explicitly, with the result
g0;0,0(u, v) =
Γ(∆O)Γ(12 (−∆1 +∆2 +∆O −D + 2))Γ(12 (∆3 −∆4 +∆O −D + 2))
Γ(∆O − D2 + 1)Γ(12 (−∆1 +∆2 +∆O))Γ(12 (∆3 −∆4 +∆O))
× (xx¯) 12∆O
(
1
x− x¯ (x∂x − x¯∂x¯)
)D
2
−1
·
[
2F1(
−∆1 +∆2 +∆O −D + 2
2
,
∆3 −∆4 +∆O −D + 2
2
,∆O − D
2
+ 1; x)
×2F1(−∆1 +∆2 +∆O −D + 2
2
,
∆3 −∆4 +∆O −D + 2
2
,∆O − D
2
+ 1; x¯)
]
,
(4.111)
where the variables x and x¯ are related to u and v via
u = xx¯, v = (1− x) (1− x¯) . (4.112)
What about ℓ > 0? As indicated, for any fixed small ℓ we can of course expand pD,ℓ(t)
into monomials and proceed as above. But in fact we can be a bit more clever than
that and exploit the recursion relations (B.217) to expand the numerator of the integrand
in (4.107). In the recursion relation we also need to expand t according to (4.106), and
reabsorb the powers of (x20i) as shifts of the external operator dimensions. Finally, passing
to the monodromy-projected answer, the result is [41]
gℓ;0,0(u, v)
=
∆O + ℓ− 1
D −∆O + ℓ− 2
[
1
2
D +∆3 −∆4 −∆O + ℓ− 2
∆3 −∆4 +∆O + ℓ− 2 u
−1/2 (gℓ−1;1,−1(u, v)− gℓ−1;−1,−1(u, v))
+
1
2
D −∆3 +∆4 −∆O + ℓ− 2
−∆3 +∆4 +∆O + ℓ− 2 u
−1/2 (vgℓ−1;−1,1(u, v)− gℓ−1;1,1(u, v))
−(∆O + ℓ− 2) (D +∆3 −∆4 −∆O + ℓ− 2) (D −∆3 +∆4 −∆O + ℓ− 2)
(D −∆O + ℓ− 3) (∆3 −∆4 +∆O + ℓ− 2) (−∆3 +∆4 +∆O + ℓ− 2)
× (ℓ− 1) (D + ℓ− 4)
(D + 2ℓ− 4) (D + 2ℓ− 6)gℓ−2;0,0(u, v)
]
(4.113)
9In arbitrary dimensions there exists a closed form for the ℓ = 0 conformal block in terms of Appel
functions [41], but for even dimensions the result can be expressed using the much more familiar 2F1
hypergeometric functions.
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This recursion holds in any dimension. In D = 2 the recursion can actually be solved
explicitly to get a closed form expression for g(u, v; ∆i; ℓ,∆O) in terms of elementary hy-
pergeometric functions, and in higher even dimensions solutions can also be constructed
(by using a relation between the blocks in D + 2 dimensions and those in D dimensions).
For example, in D = 4,
g(u, v; ∆i; ℓ,∆O) =
(
−1
2
)ℓ
xx¯
x− x¯ [k∆O+ℓ(x)k∆O−ℓ−2(x¯)− k∆O−ℓ−2(x)k∆O+ℓ(x¯)] , (4.114)
where
kβ(x) = x
β/2
2F1(
β −∆1 +∆2
2
,
β +∆3 −∆4
2
, β; x). (4.115)
This is a good moment to make a point about normalizations. The Casimir differential
equation implies that in the limit x¯, x → 0 the conformal block should behave approxi-
mately as cℓx
1
2
(∆O+ℓ)x¯
1
2
(∆O−ℓ) for some constants cℓ. Our blocks are defined according to
(4.76) and (4.77), and this turns out to imply cℓ = (−1/2)ℓ. Some authors prefer different
normalizations, say with cℓ = 1. It is always easy to go back and forth between conventions,
as long as one is aware of them.
An alternative approach is to expand the polynomials pD,ℓ(t) in the integrals I
(ℓ) to
obtain an expression for conformal blocks with ℓ > 0 as a sum of ℓ = 0 blocks. This result
(with or without hats) is
ĝℓ;0,0(u, v) = 2
−ℓΓ(
1
2
(D +∆3 −∆4 −∆O + ℓ))Γ(12 (D −∆3 +∆4 −∆O + ℓ))
Γ(1
2
(∆3 −∆4 +∆O + ℓ))Γ(12 (−∆3 +∆4 +∆O + ℓ))
Γ(∆O + ℓ)
Γ(∆O)
× Γ(D −∆O − 1)
Γ(D −∆O + ℓ− 1)
⌊ℓ/2⌋∑
i=0
ℓ−2i∑
A=0
ℓ−2i−A∑
B=0
ℓ−2i−A−B∑
C=0
(−1)ℓ+i+B+C ℓ!
i!A!B!C! (ℓ− 2i−A− B − C)!
× Γ(
1
2
(∆3 −∆4 +∆O + ℓ)− i−A− C)Γ(12 (−∆3 +∆4 +∆O − ℓ) + i+ A+ C)
Γ(1
2
(D +∆3 −∆4 −∆O + ℓ)− i−A− C)Γ(12 (D −∆3 +∆4 −∆O − ℓ) + i+ A+ C)
× Γ(
D
2
+ ℓ− i− 1)
Γ(D
2
+ ℓ− 1) u
i− ℓ
2 vBĝ0;ℓ−2(i+A+B),ℓ−2(i+A+C)(u, v) (4.116)
At any rate, in subsequent sections we will assume that these SSSS conformal blocks
are some known functions, and we will endeavor to compute the new conformal blocks in
terms of these.
4.4.2 〈SV SS〉
Let’s now move to the case with one vector. The most efficient way to proceed is to first note
that we can relate the three-point function of a scalar, a vector, and a symmetric traceless
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tensor to the three-point function of two scalars and a symmetric traceless tensor [44].
Explicitly, we can define
Sλa1···aℓ(xi; ∆i)
=
(
x212
) 1
2
(−∆1−∆2+∆O) (x213) 12 (−∆1+∆2−∆O) (x223) 12 (∆1−∆2−∆O)Π(ℓ) b1···bℓa1···aℓ k(312)b1 · · · k(312)bℓ ,
(4.117)
so that
〈φ1(x1)φ2(x2)Oa1···aℓ(x3)〉 = λ12OSλa1···aℓ(xi; ∆i). (4.118)
Then we can write
〈φ1(x1)va(x2)Ob1···bℓ(x3)〉 = α12OSαa b1···bℓ(xi; ∆i) + β12OSβa b1···bℓ(xi; ∆i), (4.119)
where
Sαa b1···bℓ(xi; ∆φ,∆v,∆O)
=
(
x212
) 1
2(−∆φ−∆v+∆O) (x213) 12(−∆φ+∆v−∆O) (x223) 12(∆φ−∆v−∆O) Π(ℓ) c1···cℓb1···bℓ k(213)a k(312)c1 · · · k(312)cℓ
=
1
2 (1−∆O)
[
m(12) ca
(
∂
∂xc1
+ 2 (∆φ − 1) (x12)c
x212
)
Sλb1···bℓ(xi; ∆φ − 1,∆v,∆O)
+
(
∂
∂xa2
− 2 (∆v − 1) (x12)a
x212
)
Sλb1···bℓ(xi; ∆φ,∆v − 1,∆O)
]
,
(4.120)
and
Sβa b1···bℓ(xi; ∆φ,∆v,∆O)
=
(
x212
) 1
2(−∆φ−∆v+∆O) (x213) 12(−∆φ+∆v−∆O) (x223) 12(∆φ−∆v−∆O) Π(ℓ) c1···cℓb1···bℓ m(23)ac1 k(312)c2 · · · k(312)cℓ
=
∆φ −∆v −∆O + ℓ+ 1
ℓ
Sαa b1···bℓ(xi; ∆φ,∆v,∆O)
− 1
ℓ
(
∂
∂xa2
− 2 (∆v − 1) (x12)a
x212
)
Sλb1···bℓ(xi; ∆φ,∆v − 1,∆O),
(4.121)
as can be verified by explicit computation.
The conformal blocks will be computed by the expression
X∆1,∆v,∆3,∆4λ34O
[(
α12O ĝ
αλ
1 + β12Oĝ
βλ
1
)
k(214)a +
(
α12Oĝ
αλ
2 + β12O ĝ
βλ
2
)
k(234)a
]
= NO
∫
dDx0 〈φ1(x1)va(x2)Ob1···bℓ(x0)〉
〈
φ3(x3)φ4(x4)O˜b1···bℓ(x0)
〉
= NO
∫
dDx0
(
α12OSαa b1···bℓ(x1, x2, x0; ∆1,∆v,∆O) + β12OS
β
a b1···bℓ(x1, x2, x0; ∆1,∆v,∆O)
)
× λ34O˜Sλ b1···bℓ(x3, x4, x0; ∆3,∆4, D −∆O).
(4.122)
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On the other hand, we have
X∆1,∆2,∆3,∆4λ12Oλ34O ĝ(u, v; ∆i; ℓ,∆O)
= NOλ12Oλ34O˜
∫
dDx0S
λ
a1···aℓ(x1, x2, x0; ∆1,∆2,∆O)S
λ a1···aℓ(x3, x4, x0; ∆3,∆4, D −∆O).
(4.123)
By expressing Sα and Sβ in terms of Sλ, and pulling the differential operators outside of
the integral, we can express ĝrλi in terms of differential operators acting on ĝ.
For example, to compute ĝαλi we get
ĝαλ1 k
(214)
a + ĝ
αλ
2 k
(234)
a =
1
2 (1−∆O)X
−1
∆1,∆v,∆3,∆4
×
[
m(12) ca
(
∂
∂xc1
+ 2 (∆1 − 1) (x12)c
x212
)
(X∆1−1,∆v,∆3,∆4 ĝ(xi; ∆φ − 1,∆v,∆3,∆4; ℓ,∆O))
+
(
∂
∂xa2
− 2 (∆v − 1) (x12)a
x212
)
(X∆1,∆v−1,∆3,∆4 ĝ(xi; ∆1,∆v − 1,∆3,∆4; ℓ,∆O))
]
. (4.124)
This leads to
ĝαλ1 =
1
2 (1−∆O) [(1−∆1 +∆v + (1− v) (∆3 −∆4) + 2v (1− v) ∂v − 2uv∂u)
×ĝ(u, v; ∆1 − 1,∆v,∆3,∆4; ℓ,∆O)
+ (1 + ∆1 −∆v − 2u∂u) ĝ(u, v; ∆1 + 1,∆v,∆3,∆4; ℓ,∆O)] , (4.125)
ĝαλ2 =
√
uv
2 (1−∆O) [(∆3 −∆4 + 2u∂u + 2v∂v) ĝ(u, v; ∆1 − 1,∆v,∆3,∆4; ℓ,∆O)
−2∂v ĝ(u, v; ∆1 + 1,∆v,∆3,∆4; ℓ,∆O)] , (4.126)
Similarly,
ĝβλ1 =
∆1 −∆v −∆O + ℓ+ 1
ℓ
ĝαλ1 (u, v; ∆1,∆v,∆3,∆4; ℓ,∆O)
− 1
ℓ
(1 + ∆1 −∆v − 2u∂u) ĝ(u, v; ∆1 + 1,∆v,∆3,∆4; ℓ,∆O), (4.127)
ĝβλ2 =
∆1 −∆v −∆O + ℓ+ 1
ℓ
ĝαλ2 (u, v; ∆1,∆v,∆3,∆4; ℓ,∆O)
+
2
√
uv
ℓ
∂v ĝ(u, v; ∆1 + 1,∆v,∆3,∆4; ℓ,∆O). (4.128)
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Note that as with the scalar blocks, the expressions only depend on the difference ∆1−∆v
and ∆3−∆4, not on the weights individually. The other crucial property of these expressions
is that the operators which act on the ĝ on the right hand side involve only integer powers
of
√
u, so in particular they are all invariant under the monodromy projection. This means
that when we implement the monodromy projection, all we have to do is remove the hats
from the scalar blocks on the right hand side and from the new blocks on the left hand
side. After these expressions have been thus doffed, we have relations between the full grλi
blocks and the scalar blocks g.
4.4.3 〈SSSV 〉
The case when the vector is in the fourth position is very similar. We have
X∆1,∆2,∆3,∆vλ12O
[(
α34O ĝλα1 + β34Oĝ
λβ
1
)
k(412)a +
(
α34Oĝλα2 + β34O ĝ
λβ
2
)
k(432)a
]
= NO
∫
dDx0 〈φ1(x1)φ2(x2)Ob1···bℓ(x0)〉
〈
φ3(x3)va(x4)O˜b1···bℓ(x0)
〉
= NO
∫
dDx0λ12OSλb1···bℓ(x1, x2, x0; ∆1,∆2,∆O)
× (α34O˜Sα b1···bℓa (x3, x4, x0; ∆3,∆v, D −∆O) + β34O˜Sβ b1···bℓa (x3, x4, x0; ∆3,∆v, D −∆O)) .
(4.129)
Note that because α34O˜ is not simply proportional to α34O (we should expand it using
(3.63)), and similarly for the β’s, it will now be the case (unlike for SVSS) that each
conformal block will get contributions from both terms on the right-hand side.
The results (after also doffing the expressions) are
gλα1 =
√
u
2 (∆O − 1) [(1−∆3 +∆v − 2u∂u − 2v∂v) g(u, v; ∆1,∆2,∆3 − 1,∆v; ℓ,∆O)
+ (1−∆1 +∆2 +∆3 −∆v + 2v∂v) g(u, v; ∆1,∆2,∆3 + 1,∆v; ℓ,∆O)] , (4.130)
gλα2 =
√
v
2 (1−∆O) [(1−∆3 +∆v − 2u∂u + 2 (1− v) ∂v) g(u, v; ∆1,∆2,∆3 − 1,∆v; ℓ,∆O)
+ (1 + ∆3 −∆v − 2u∂u) g(u, v; ∆1,∆2,∆3 + 1,∆v; ℓ,∆O)] , (4.131)
gλβ1 =
∆3 −∆v −∆O + ℓ+ 1
ℓ
gλα1 (u, v; ∆1,∆2,∆3,∆v; ℓ,∆O)
+
√
u
ℓ
(1−∆1 +∆2 +∆3 −∆v + 2v∂v) g(u, v; ∆1,∆2,∆3 + 1,∆v; ℓ,∆O), (4.132)
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gλβ2 =
∆3 −∆v −∆O + ℓ+ 1
ℓ
gλα2 (u, v; ∆1,∆2,∆3,∆v; ℓ,∆O)
−
√
v
ℓ
(1 + ∆3 −∆v − 2u∂u) g(u, v; ∆1,∆2,∆3 + 1,∆v; ℓ,∆O), (4.133)
again only depending on the differences ∆1 −∆2 and ∆3 −∆v.
4.4.4 〈SV SV 〉
At last we turn to the case of primary interest; two scalars and two vectors. We will label
the scalars 1 and 3, and the vectors 2 and 4. As we have seen, the exchange operator can
be either traceless symmetric O or a mixed symmetry operator A.
We’ll start with the symmetric exchange. There are twenty different conformal blocks
which can arise, grsp , where r and s run over α and β (for ℓ > 0, or only α for ℓ = 0) and p
runs over the five tensor structures of the four-point function, which we have labeled 0, 11,
12, 21, and 22. By inserting the shadow projector, we can get all the symmetric exchange
blocks as contractions of Sα’s and Sβ’s, which we can in turn write as differential operators
acting on Sλ’s. Finally, we impose the monodromy projection by doffing all expressions. In
fact, the resulting expressions are more compact if we write them in terms of either gαλi or
gλαi . For the αα blocks we’ll use the former representation, and we will further introduce
shorthand
gαλi;ℓ;P,Q = g
αλ
i (u, v; ∆1 + P,∆2,∆3 +Q,∆4; ℓ,∆O). (4.134)
The final expressions are
gαα0 =
1
2 (1−∆O)
[
1√
v
gαλ2;ℓ;0,−1 −
√
ugαλ1;ℓ;0,1 −
√
vgαλ2;ℓ;0,1
]
, (4.135)
gαα11 =
√
u
2 (1−∆O)
[− (1−∆3 +∆4 − 2u∂u − 2v∂v) gαλ1;ℓ;0,−1
+ (∆1 −∆2 −∆3 +∆4 − 2v∂v) gαλ1;ℓ;0,1
]
, (4.136)
gαα12 =
√
v
2 (1−∆O)
[
(1−∆3 +∆4 − 2u∂u + 2 (1− v) ∂v) gαλ1;ℓ;0,−1
+ (1 + ∆3 −∆4 − 2u∂u) gαλ1;ℓ;0,1
]
, (4.137)
gαα21 =
√
u
2 (1−∆O)
[− (1−∆3 +∆4 − 2u∂u − 2v∂v) gαλ2;ℓ;0,−1
− (1−∆1 +∆2 +∆3 −∆4 + 2v∂v) gαλ2;ℓ;0,1
]
, (4.138)
gαα22 =
√
v
2 (1−∆O)
[(
1− 1
v
−∆3 +∆4 − 2u∂u + 2 (1− v) ∂v
)
gαλ2;ℓ;0,−1
+ (2 + ∆3 −∆4 − 2u∂u) gαλ2;ℓ;0,1
]
. (4.139)
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For ℓ = 0, this is the entire answer. For ℓ > 0, we can proceed similarly with the
other blocks, obtaining the αβ, βα, and ββ components given in appendix F. To save
space, we have omitted the arguments of the conformal blocks appearing above. For the
SVSV blocks (i.e. the expressions on the left-hand-sides above) the arguments are unshifted,
grsp (u, v; ∆1,∆2,∆3,∆4; ℓ,∆O), while for the others we use the previously adopted condensed
notation, along with
gλαi;ℓ;P,Q = g
λα
i (u, v; ∆1 + P,∆2,∆3 +Q,∆4; ℓ,∆O). (4.140)
The combination which occurs in the four-point function is
α12Oα34Ogααp + α12Oβ34Og
αβ
p + β12Oα34Og
βα
p + β12Oβ34Og
ββ
p . (4.141)
It turns that if we write this combination in terms of scalar conformal blocks it has the
remarkably simple form
A1A2D−−p gℓ;−1,−1 + A1B2D−+p gℓ;−1,1 +B1A2D+−p gℓ;1,−1 +B1B2D++p gℓ;1,1, (4.142)
where
A1 =
1
2 (∆O − 1)
(
α12O + (∆1 −∆2 −∆O + ℓ+ 1) β12O
ℓ
)
, (4.143)
A2 =
1
2 (∆O − 1)
(
α34O + (∆3 −∆4 −∆O + ℓ+ 1) β34O
ℓ
)
, (4.144)
B1 =
1
2 (∆O − 1)
(
α12O + (∆1 −∆2 +∆O + ℓ− 1) β12O
ℓ
)
, (4.145)
B2 =
1
2 (∆O − 1)
(
α34O + (∆3 −∆4 +∆O + ℓ− 1) β34O
ℓ
)
, (4.146)
and D±±p are fairly simple differential operators whose explicit forms are given in a table in
appendix H.
We turn next to the evaluation of blocks for exchanged of a mixed symmetry tensor
Aa1a2b1···bk whose representation is labeled by a non-negative integer k (k = 0 corresponds
to an antisymmetric two-index tensor). The contraction which we need is(
γ12Am(20)ac1 k
(012)
c2 k
(012)
d1
· · · k(012)dk
)
Π˜
(k) c1c2d1···dk
e1e2f1···fk
(
γ34A˜m
(40) e1
b k
(034) e2k(034) f1 · · · k(034) fk
)
.
(4.147)
For fixed k, given knowledge of the projector Π˜(k) as detailed in appendix B.2, we could just
expand this contraction by brute force into a sum of monomials in the x2ij and x
2
0i, with the
34
free indices being carried by (xij)a, in which case we can pull it ouside of the integral, or
(x0i)a, in which case we can rewrite the corresponding integral as an xi derivative acting on
a scalar integral. Then each term in this collection can be evaluated using the integrals in
appendix D.2, and the result could be written in terms of the ℓ = 0 scalar blocks. However,
this approach is impractical for several reasons, most notably that the number of monomials
in such an expansion grows exponentially in k. We need a cleaner expression.
Indeed, we can use (B.241), (B.244), and (B.245), as well as other identities from ap-
pendices A and B, to rewrite the contraction as(
γ12Am(20)ac1 k
(012)
c2
k
(012)
d1
· · · k(012)dk
)
Π˜
(k) c1c2d1···dk
e1e2f1···fk
(
γ34A˜m
(40) e1
b k
(034) e2k(034) f1 · · · k(034) fk
)
=
1
2
γ12Aγ34A˜
√
x202x
2
04x
2
12x
2
34
x201x
2
03
{
k + 2
k + 1
pD,k+1(t)
∂2t
∂xa2∂x
b
4
− ∂
2
∂xa2∂x
b
4
[
1
(k + 1) (k + 2)
pD,k+2(t)
+
k + 2
(D + 2k) (D + 2k − 2) (D + k − 2)pD,k(t)
]}
,
(4.148)
In appendix C we give more details and motivation for how we arrive at this expression.
This is the main formula that will allow us to relate mixed-symmetric conformal blocks
to the ones for symmetric-traceless exchange. Notice that derivatives of the polynomials
p(t) will always produce terms that appear in the conformal blocks of traceless-symmetric
operators since, from (B.219), they are related to symmetric contractions where not all of
the indices are contracted. Furthermore derivatives of t, i.e.
∂t
∂xa2
=
(
∂
∂xa2
k(012) b
)
k
(034)
b = −
√
x201
x202x
2
12
[(
m20 · k(034))
a
+ tk(201)a
]
(4.149)
and similar expressions for other xi
10 produce the tensor structures from three-point func-
tions of operators with spin (see (4.120), (4.121) for example). Therefore if one could write
the contractions of more general mixed symmetries in the form (4.148)—i.e. total deriva-
tives of the symmetric contraction pD,k and undifferentiated polynomials times derivatives
of t—then the relation of these expressions to those from symmetric exchanges would follow
in analogy to our case. We believe that it will be possible to do this in more general situ-
ations, but this has not been definitively established. However, to support this conjecture,
we present the contraction for [k + 1, 1, 1] in appendix C, which has an analogous form.
10When there is more than one derivative with respect to the same variable, one has to include extra
factors, say proportional to (x12)a in the derivative above, in order to obtain covariant structures (k’s and
m’s).
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From these arguments, we obtain
∂2t
∂xa2∂x
b
4
=
√
x201x
2
03
x202x
2
04x
2
12x
2
34
(
m
(24)
ab − 2
√
v
u
k(214)a k
(432)
b
)
− 1
2
x201x
2
03x
2
24 + x
2
01x
2
04x
2
23 + x
2
02x
2
03x
2
14 + x
2
02x
2
04x
2
13
x202x
2
04x
2
12x
2
34
k(201)a k
(403)
b
+
√
x203x
2
14
x204x
2
12x
2
24x
2
34
k(201)a k
(412)
b −
√
x203x
2
23
x204x
2
24
x201x
2
24 + x
2
02x
2
14
x202x
2
12x
2
34
k(201)a k
(432)
b
−
√
x201x
2
14
x202x
2
24
x203x
2
24 + x
2
04x
2
23
x204x
2
12x
2
34
k(214)a k
(403)
b +
√
x201x
2
23
x202x
2
12x
2
24x
2
34
k(234)a k
(403)
b ,
(4.150)
and also
∂2
∂xa2∂x
b
4
pD,ℓ(t) = ℓ
2
√
x201x
2
03
x202x
2
04x
2
12x
2
34
(
m(20)ac1 + k
(201)
a k
(012)
c1
) (
m
(40) d1
b + k
(403)
b k
(034) d1
)
× k(012)c2 · · ·k(012)cℓ Π
(ℓ) c1···cℓ
d1···dℓ k
(034) d2 · · · k(034) dℓ . (4.151)
Thus if we define
(
SαaPQ ◦ℓ SαbRS
)
=
∫
dDx0S
α
a c1···cℓ(x1, x2, x0; ∆1+P,∆2+Q,∆A)S
α c1···cℓ
b (x3, x4, x0; ∆3+R,∆4+S,D−∆A),
(4.152)
and similarly for (SαaPQ ◦ℓ SλRS), etc., we can compute (recall that (4.148) appears inside a
36
conformal integral like (4.122))
X∆iγ12Aγ34Aĝ
γγ
p (u, v)t
p
ab
= NAγ12Aγ34A˜
{
1
2
k + 2
k + 1
[(
m
(24)
ab − 2
√
v
u
k(214)a k
(432)
b
)(
Sλ00 ◦k+1 Sλ00
)
−1
2
1√
x212x
2
34
(
x224
(
Sα
a− 1
2
1
2
◦k+1 Sαb− 1
2
1
2
)
+ x223
(
Sα
a− 1
2
1
2
◦k+1 Sαb 1
2
− 1
2
)
+x214
(
Sα
a 1
2
− 1
2
◦k+1 Sαb− 1
2
1
2
)
+ x213
(
Sα
a 1
2
− 1
2
◦k+1 Sαb 1
2
− 1
2
))
−
√
x214
x224
k
(412)
b
(
Sα
a 1
2
− 1
2
◦k+1 Sλ00
)
+
√
x223x
2
24
x212x
2
34
k
(432)
b
(
Sα
a− 1
2
1
2
◦k+1 Sλ00
)
+ x214
√
x223
x212x
2
24x
2
34
k
(432)
b
(
Sα
a 1
2
− 1
2
◦k+1 Sλ00
)
+
√
x214x
2
24
x212x
2
34
k(214)a
(
Sλ00 ◦k+1 Sαb− 1
2
1
2
)
+ x223
√
x214
x212x
2
24x
2
34
k(214)a
(
Sλ00 ◦k+1 Sαb 1
2
− 1
2
)
−
√
x223
x224
k(234)a
(
Sλ00 ◦k+1 Sαb 1
2
− 1
2
)]
− 1
2
k + 2
k + 1
[
(Sαa 00 ◦k+2 Sαb 00)−
(
Sαa 00 ◦k+2 Sβb 00
)
−
(
Sβa 00 ◦k+2 Sαb 00
)
+
(
Sβa 00 ◦k+2 Sβb 00
)]
− 1
2
k2 (k + 2)
(D + 2k) (D + 2k − 2) (D + k − 2)
×
[
(Sαa 00 ◦k Sαb 00)−
(
Sαa 00 ◦k Sβb 00
)
−
(
Sβa 00 ◦k Sαb 00
)
+
(
Sβa 00 ◦k Sβb 00
)]}
.
(4.153)
To evaluate these we make use of relations like(
Sλ00 ◦ℓ Sλ00
)
=
X∆1,∆2,∆3,∆4
NO
(
λ34O˜/λ34O
) ĝℓ;0,0(u, v) (4.154)
where NO, λ34O˜, and ĝℓ;0,0(u, v) are given by (3.70), (3.62), and (4.110) respectively, where
we make the substitution ∆O → ∆A in all three definitions (also we of course substitute
∆1 → ∆3 and ∆2 → ∆4 in the definition of λ). Similarly,(
SαaPQ ◦ℓ Sλ00
)
=
X∆1+P,∆2+Q,∆3,∆4
NO
(
λ34O˜/λ34O
) [ĝαλ1;ℓ;P−Q,0(u, v)k(214)a + ĝαλ2;ℓ;P−Q,0(u, v)k(234)a ] . (4.155)
For the other expressions we need to invert the matrixM sr introduced in (3.65) (substituting
∆O → ∆A, as well as ∆φ → ∆3 +R and ∆v → ∆4 + S). Then we have(
Sλ00 ◦ℓ SαaRS
)
=
X∆1,∆2,∆3+R,∆4+S
NO
(
M−1
) α
r
ĝλrp;ℓ;0,R−S(u, v)t
p
a, (4.156)
where we sum r over α and β, sum p over 1 and 2, and where t1a = k
(412)
a , t2a = k
(432)
a .
Similarly,(
Sra PQ ◦ℓ SsbRS
)
=
X∆1+P,∆2+Q,∆3+R,∆4+S
NO
(
M−1
) s
t
ĝrtp;ℓ;P−Q,R−S(u, v)t
p
ab. (4.157)
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The necessary combination of coefficients involves
N−1O M−1 = πD/2
Γ(D
2
−∆O)Γ(D −∆O + ℓ− 1)
Γ(D −∆O)Γ(∆O + ℓ)
× Γ(
1
2
(∆3 −∆4 +∆O + ℓ+ 1 +R − S))Γ(12 (−∆3 +∆4 +∆O + ℓ− 1−R + S))
Γ(1
2
(D +∆3 −∆4 −∆O + ℓ− 1 +R− S))Γ(12 (D −∆3 +∆4 −∆O + ℓ+ 1− R + S))
×
(
(∆O−1)(D−∆O+ℓ−1)−(D−∆O−1)(∆3−∆4+R−S)
D+∆3−∆4−∆O+ℓ−1+R−S 2∆O −D
− ℓ(2∆O−D)(∆3−∆4+R−S)
(∆3−∆4+∆O+ℓ−1+R−S)(D+∆3−∆4−∆O+ℓ−1+R−S)
(∆O+ℓ−1)(D−∆O−1)−(∆O−1)(∆3−∆4+R−S)
∆3−∆4+∆O+ℓ−1+R−S
)
(4.158)
Finally we can plug in these expressions to (4.153) and collect the different tensor
structures to obtain
gγγ0 (u, v; ∆1,∆2,∆3,∆4; k,∆A)
=
1
2
k + 2
k + 1
[
C1gk+1;0,0 − 1
2
√
u
(
C2
(
gαα0;k+1;−1,−1 + g
αα
0;k+1;1,−1
)
+ C3
(
gαβ0;k+1;−1,−1 + g
αβ
0;k+1;1,−1
)
+C4
(
vgαα0;k+1;−1,1 + g
αα
0;k+1;1,1
)
+ C5
(
vgαβ0;k+1;−1,1 + g
αβ
0;k+1;1,1
))]
− 1
2
k + 2
k + 1
[
C6
(
gαα0;k+2;0,0 − gβα0;k+2;0,0
)
+ C7
(
gββ0;k+2;0,0 − gαβ0;k+2;0,0
)]
− 1
2
k2 (k + 2)
(D + 2k) (D + 2k − 2) (D + k − 2)
[
C8
(
gαα0;k;0,0 − gβα0;k;0,0
)
+ C9
(
gββ0;k;0,0 − gαβ0;k;0,0
)]
,
(4.159)
gγγ11 (u, v; ∆1,∆2,∆3,∆4; k,∆A)
=
1
2
k + 2
k + 1
[
− 1
2
√
u
(
C2
(
gαα11;k+1;−1,−1 + g
αα
11;k+1;1,−1
)
+ C3
(
gαβ11;k+1;−1,−1 + g
αβ
11;k+1;1,−1
)
+C4
(
vgαα11;k+1;−1,1 + g
αα
11;k+1;1,1
)
+ C5
(
vgαβ11;k+1;−1,1 + g
αβ
11;k+1;1,1
))
− C1gαλ1;k+1;1,0
+
C2√
u
gλα1;k+1;0,−1 +
C3√
u
gλβ1;k+1;0,−1 +
C4v√
u
gλα1;k+1;0,1 +
C5v√
u
gλβ1;k+1;0,1
]
− 1
2
k + 2
k + 1
[
C6
(
gαα11;k+2;0,0 − gβα11;k+2;0,0
)
+ C7
(
gββ11;k+2;0,0 − gαβ11;k+2;0,0
)]
− 1
2
k2 (k + 2)
(D + 2k) (D + 2k − 2) (D + k − 2)
[
C8
(
gαα11;k;0,0 − gβα11;k;0,0
)
+ C9
(
gββ11;k;0,0 − gαβ11;k;0,0
)]
,
(4.160)
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gγγ12 (u, v; ∆1,∆2,∆3,∆4; k,∆A)
=
1
2
k + 2
k + 1
[
−2
√
v
u
C1gk+1;0,0 − 1
2
√
u
(
C2
(
gαα12;k+1;−1,−1 + g
αα
12;k+1;1,−1
)
+C3
(
gαβ12;k+1;−1,−1 + g
αβ
12;k+1;1,−1
)
+ C4
(
vgαα12;k+1;−1,1 + g
αα
12;k+1;1,1
)
+C5
(
vgαβ12;k+1;−1,1 + g
αβ
12;k+1;1,1
))
+ C1
√
v
u
(
gαλ1;k+1;−1,0 + g
αλ
1;k+1;1,0
)
+
C2√
u
gλα2;k+1;0,−1
+
C3√
u
gλβ2;k+1;0,−1 +
C4v√
u
gλα2;k+1;0,1 +
C5v√
u
gλβ2;k+1;0,1
]
− 1
2
k + 2
k + 1
[
C6
(
gαα12;k+2;0,0 − gβα12;k+2;0,0
)
+ C7
(
gββ12;k+2;0,0 − gαβ12;k+2;0,0
)]
− 1
2
k2 (k + 2)
(D + 2k) (D + 2k − 2) (D + k − 2)
[
C8
(
gαα12;k;0,0 − gβα12;k;0,0
)
+ C9
(
gββ12;k;0,0 − gαβ12;k;0,0
)]
,
(4.161)
gγγ21 (u, v; ∆1,∆2,∆3,∆4; k,∆A)
=
1
2
k + 2
k + 1
[
− 1
2
√
u
(
C2
(
gαα21;k+1;−1,−1 + g
αα
21;k+1;1,−1
)
+ C3
(
gαβ21;k+1;−1,−1 + g
αβ
21;k+1;1,−1
)
+C4
(
vgαα21;k+1;−1,1 + g
αα
21;k+1;1,1
)
+ C5
(
vgαβ21;k+1;−1,1 + g
αβ
21;k+1;1,1
))
−C1gαλ2;k+1;1,0 − C4
√
vgλα1;k+1;0,1 − C5
√
vgλβ1;k+1;0,1
]
− 1
2
k + 2
k + 1
[
C6
(
gαα21;k+2;0,0 − gβα21;k+2;0,0
)
+ C7
(
gββ21;k+2;0,0 − gαβ21;k+2;0,0
)]
− 1
2
k2 (k + 2)
(D + 2k) (D + 2k − 2) (D + k − 2)
[
C8
(
gαα21;k;0,0 − gβα21;k;0,0
)
+ C9
(
gββ21;k;0,0 − gαβ21;k;0,0
)]
,
(4.162)
gγγ22 (u, v; ∆1,∆2,∆3,∆4; k,∆A)
=
1
2
k + 2
k + 1
[
− 1
2
√
u
(
C2
(
gαα22;k+1;−1,−1 + g
αα
22;k+1;1,−1
)
+ C3
(
gαβ22;k+1;−1,−1 + g
αβ
22;k+1;1,−1
)
+C4
(
vgαα22;k+1;−1,1 + g
αα
22;k+1;1,1
)
+ C5
(
vgαβ22;k+1;−1,1 + g
αβ
22;k+1;1,1
))
+C1
√
v
u
(
gαλ2;k+1;−1,0 + g
αλ
2;k+1;1,0
)− C4√vgλα2;k+1;0,1 − C5√vgλβ2;k+1;0,1]
− 1
2
k + 2
k + 1
[
C6
(
gαα22;k+2;0,0 − gβα22;k+2;0,0
)
+ C7
(
gββ22;k+2;0,0 − gαβ22;k+2;0,0
)]
− 1
2
k2 (k + 2)
(D + 2k) (D + 2k − 2) (D + k − 2)
[
C8
(
gαα22;k;0,0 − gβα22;k;0,0
)
+ C9
(
gββ22;k;0,0 − gαβ22;k;0,0
)]
.
(4.163)
The constants appearing above are written in appendix G. For k = 0 the k2 numerator in
the last line of each conformal block kills those terms, and so we don’t need to worry about
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the fact that for k = 0 only gαα is defined. One detail that we do need to worry about is
the ℓ-dependent normalization of the scalar conformal blocks, mentioned below equation
(4.115). Since the expressions used to compute the mixed symmetry blocks involve adding
contributions from scalar conformal blocks of different spins, it is important to use our
normalization for the scalar blocks. Otherwise, some of the relative coefficients will be off
(e.g. by powers of two relative to another common normalization)11.
5 Setting up the bootstrap
5.1 General discussion
The picture now is that we are given explicit expressions for the conformal blocks, which de-
pend only on the weights ∆i and
12 ∆O, and the SO(D) representations of the five operators
in question. The blocks are otherwise theory-independent. Indeed, a CFT is specified by
the spectrum of primary operators, i.e. a list of the φi a¯, characterized by their weights ∆i
and representations, and their OPE coefficients λijk r (a finite list of constants enumerated
by r for each fixed triple of operators φi a¯, φj b¯, φk c¯). Then from this data we can compute
any four-point function by
〈φ1 a¯(x1)φ2 b¯(x2)φ3 c¯(x3)φ4 d¯(x4)〉 = X∆i
∑
p
(∑
O
∑
r,s
λ12O rλ34O sg
rs
p (u, v)
)
tp
a¯b¯c¯d¯
(xi),
(5.164)
However, in deriving this expression we made a choice to first perform the OPEs of φ1 a¯
with φ2 b¯ and φ3 c¯ with φ4 d¯, then evaluating the resulting two-point function. Starting with
the same correlation function and the same CFT data, we could have evaluated instead the
OPE of φ1 a¯ with φ4 d¯ and φ2 b¯ with φ3 c¯, or equivalently, we could have performed a 2↔ 4
crossing symmetry exchange before performing our OPEs. This should be an equivalent
path to the same four-point correlator, and by comparing the two results we obtain a
non-trivial constraint on the defining data of our CFT.
11We have checked that our expressions for k = 0, 1 are consistent with the latest version of [46].
12In sections discussing very general four-point functions, such as this one, O will stand for all possible
primary exchange operators, of arbitrary SO(D) representations, while in sections discussing particular as-
signments of representations, such as the following two subsections, O will refer only to traceless symmetric
exchanges. In that case we will also have exchange operators A of mixed symmetry.
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Let’s recall how this works for four scalars operators φi. We have
〈φ1(x1)φ2(x2)φ3(x3)φ4(x4)〉 =
(
x214
x213
) 1
2
(∆3−∆4)(x224
x214
) 1
2
(∆1−∆2)
× (x212)− 12 (∆1+∆2) (x234)− 12 (∆3+∆4)∑
O
λ12Oλ34Og(u, v; ∆1,∆2,∆3,∆4; ℓ,∆O), (5.165)
while in the other channel we have
〈φ1(x1)φ2(x2)φ3(x3)φ4(x4)〉 =
(
x212
x213
) 1
2
(∆3−∆2)(x224
x212
) 1
2
(∆1−∆4)
× (x214)− 12 (∆1+∆4) (x223)− 12 (∆3+∆2)∑
O
λ14Oλ32Og(v, u; ∆1,∆4,∆3,∆2; ℓ,∆O). (5.166)
Comparing the two we learn that
0 =
∑
O
{
λ12Oλ34Og(u, v; ∆1,∆2,∆3,∆4; ℓ,∆O)
−λ14Oλ32Ou 12 (∆3+∆4)v− 12 (∆2+∆3)g(v, u; ∆1,∆4,∆3,∆2; ℓ,∆O)
}
(5.167)
This constraint is of limited usefulness when the scalars are all distinct. A somewhat
better case is when φ2 and φ4 are identical scalars, in which case we get
0 =
∑
O
λ12Oλ32O
[
gℓ;0,0(u, v)−
(u
v
) 1
2
(∆2+∆3)
gℓ;0,0(v, u)
]
. (5.168)
In practice, it is not easy to extract information from this form either. Rather, the com-
parison becomes most powerful (at least in the absence of other information) when the first
and third scalars are also identical and the theory is unitary. In this case we get
0 =
∑
O
λ212O
[
gℓ;0,0(u, v)−
(u
v
) 1
2
(∆1+∆2)
gℓ;0,0(v, u)
]
. (5.169)
Now the coefficients are all positive (since the λs are real in a unitary theory). For fixed
∆1 and ∆2, we can view the quantity in square brackets as a family of functions of u and
v, parameterized by ℓ and ∆O. If we choose a functional F (taking functions of u and v
and returning a real number; for instance we can act by an arbitrary differential operator
and then evaluate at some choice of fixed u and v), and apply it to the functions in square
brackets, then we get a set of real numbers Fℓ,∆O , and our constraint simply looks like
0 =
∑
O
λ212OFℓ,∆O . (5.170)
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A necessary condition for this to have a solution is that the spectrum must include operators
O1 and O2, both with nonzero OPE coefficients λ12O, such that Fℓ1,∆O1 and Fℓ2,∆O2 have
opposite sign. The art now is to choose a functional (or better a set of functionals) (given
fixed ∆1 and ∆2) that splits the space of operators in a useful way. For example, in the case
of all four scalars being identical, it is possible to choose functionals such that Fℓ,∆O ≥ 0
for ℓ > 0 and ∆O above the unitarity bound (∆O > D+ ℓ− 2), F0,0 = 1 (this correseponds
to the identity operator and excludes a trivial spectrum) and F0,∆O ≥ 0 for ∆O ≥ ∆c, with
∆c some critical value (that depends on D and ∆φ). In this case, we can conclude that the
spectrum must include a scalar operator O which appears in the φ1φ2 OPE and satisfies
(D− 2)/2 ≤ ∆O ≤ ∆c (the first inequality is the unitarity bound for scalar operators other
than the identity).
For three scalars and one vector, there is no configuration which is quite as powerful.
For SVSS, we can consider 1↔ 3 exchange, which leads to
0 =
∑
O
{
λ34O
((
α12Ogαλ1 (u, v; ∆1,∆v,∆3,∆4; ℓ,∆O)
+β12Og
βλ
1 (u, v; ∆1,∆v,∆3,∆4; ℓ,∆O)
)
k(214)a +
(
α12Ogαλ2 (u, v; ∆1,∆v,∆3,∆4; ℓ,∆O)
+β12Og
βλ
2 (u, v; ∆1,∆v,∆3,∆4; ℓ,∆O)
)
k(234)a
)
−λ14Ou 12 (∆3+∆4)v− 12 (∆v+∆3)
((
α32Ogαλ1 (v, u; ∆3,∆v,∆1,∆4; ℓ,∆O)
+β32Og
βλ
1 (v, u; ∆3,∆v,∆1,∆4; ℓ,∆O)
)
k(234)a +
(
α32Ogαλ2 (v, u; ∆3,∆v,∆1,∆4; ℓ,∆O)
+β32Og
βλ
2 (v, u; ∆3,∆v,∆1,∆4; ℓ,∆O)
)
k(214)a
)}
.
(5.171)
By grouping the two tensor structures, we get two scalar equations. Let’s write them out
just for the case that φ1 and φ3 are identical. We get
0 =
∑
O
λ14O
{
α12O
(
gαλ1 (u, v)− u
1
2
(∆1+∆4)v−
1
2
(∆1+∆v)gαλ2 (v, u)
)
+β12O
(
gβλ1 (u, v)− u
1
2
(∆1+∆4)v−
1
2
(∆1+∆v)gβλ2 (v, u)
)}
, (5.172)
and a similar equation where we act on the subscript p of
grλp (u, v) = g
rλ
p (u, v; ∆1,∆v,∆1,∆4; ℓ,∆O), (5.173)
by exchanging 1↔ 2.
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By considering 2 ↔ 4 exchange, we would obtain equations relating a sum over grλp
blocks of the SVSS correllator with the gλrp blocks of SSSV, or we could obtain an equation
by considering 1↔ 3 exchange in the SSSV case.
Next we turn to our primary interest in this paper - the case of two scalars and two
vectors.
5.2 SVSV case with generic vectors
Finally we consider the case of two scalars, in the 1 and 3 positions, and two vectors, in
the 2 and 4 positions. By comparing the four-point function obtained by taking the OPEs
of φ1 with v2 and φ3 with v4 to the result obtained by taking φ1 with v4 and φ3 with v2
(obtained from the former by a 2↔ 4 exchange), we get{∑
O
[
α12Oα34Ogααp + α12Oβ34Og
αβ
p + β12Oα34Og
βα
p + β12Oβ34Og
ββ
p
]
+
∑
A
γ12Aγ34Agγγp
}
tpab
= u
1
2
(∆3+∆4)v−
1
2
(∆2+∆3)
{∑
O
[
α14Oα32Ogααp + α14Oβ32Og
αβ
p + β14Oα32Og
βα
p + β14Oβ32Og
ββ
p
]
+
∑
A
γ14Aγ32Agγγp
}
t′ pab. (5.174)
Here we have abbreviated all the blocks on the left-hand side as
grsp = g
rs
p (u, v; ∆1,∆2,∆3,∆4; ℓ,∆O), g
γγ
p = g
γγ
p (u, v; ∆1,∆2,∆3,∆4; k,∆A), (5.175)
while on the right-hand side we expand as
grsp = g
rs
p (v, u; ∆1,∆4,∆3,∆2; ℓ,∆O), g
γγ
p = g
γγ
p (v, u; ∆1,∆4,∆3,∆2; k,∆A). (5.176)
we also recall that we use tensor structures
t0ab = m
(24)
ab , t
11
ab = k
(214)
a k
(412)
b , t
12
ab = k
(214)
a k
(432)
b , t
21
ab = k
(234)
a k
(412)
b , t
22
ab = k
(234)
a k
(432)
b ,
(5.177)
and the primed tensor structures are obtained by exchanging 2↔ 4 and a↔ b,
t′ 0ab = m
(24)
ab , t
′ 11
ab = k
(214)
a k
(412)
b , t
′ 12
ab = k
(234)
a k
(412)
b , t
′ 21
ab = k
(214)
a k
(432)
b , t
′ 22
ab = k
(234)
a k
(432)
b .
(5.178)
In other words, t′ 0ab = t
0
ab and t
′ ij
ab = t
ji
ab.
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Grouping like tensor structures together now gives us five equations on the underlying
data of the CFT. Note that by using (4.142), we can rewrite the symmetric exchange
summands in terms of scalar blocks.
As with the case of four-scalars, the equations are much more constraining for the case
where we have two identical scalars and two identical vectors. In this case, we saw in
section 4.3 that grs22(u, v) = g
sr
11(u, v) and g
rs
p = g
sr
p for the other p. This results in only three
independent bootstrap constraints,
0 =
∑
O
[
G0(u, v)−
(u
v
) 1
2(∆φ+∆v)
G0(v, u)
]
+
∑
A
γ2φvA
[
gγγ0 (u, v)−
(u
v
) 1
2(∆φ+∆v)
gγγ0 (v, u)
]
,
(5.179)
0 =
∑
O
[
G11(u, v)−
(u
v
) 1
2(∆φ+∆v)
G11(v, u)
]
+
∑
A
γ2φvA
[
gγγ11 (u, v)−
(u
v
) 1
2(∆φ+∆v)
gγγ11 (v, u)
]
,
(5.180)
and
0 =
∑
O
[
G12(u, v)−
(u
v
) 1
2(∆φ+∆v)
G21(v, u)
]
+
∑
A
γ2φvA
[
gγγ12 (u, v)−
(u
v
) 1
2(∆φ+∆v)
gγγ21 (v, u)
]
,
(5.181)
where we have defined
Gp(u, v) = A
2
OD−−p gℓ;−1,−1 + AOBO
(D−+p gℓ;−1,1 +D+−p gℓ;1,−1)+B2OD++p gℓ;1,1, (5.182)
with
AO =
1
2 (∆O − 1)
(
αφvO + (∆φ −∆v −∆O + ℓ+ 1) βφvO
ℓ
)
, (5.183)
BO =
1
2 (∆O − 1)
(
αφvO + (∆φ −∆v +∆O + ℓ− 1) βφvO
ℓ
)
, (5.184)
(or AO = BO = αφvO/2(∆O − 1) for ℓ = 0) and using the notation of (4.142).
5.3 SVSV with conserved vectors
The situation is even more tractable in the case that the identical vectors are in fact
conserved currents. In this case we have ∆1 = ∆3 = ∆φ and ∆2 = ∆4 = D − 1. There are
also restrictions on the data of symmetric operator exchange, i.e. on which operators O can
appear in the 〈φvO〉 three-point function, which were discussed in section 2.5. Let’s split
into the cases ℓ = 0 and ℓ > 0.
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For ℓ = 0, as reviewed in section 2.5, we can assume that either φ is neutral under the
symmetry, or that is the real part of a complex scalar operator of charge Q. We’ll focus on
the latter case, and the former case can be recovered by setting Q = 0. Thus, there will be
a unique scalar operator O that can be exchanged, with ∆O = ∆φ and αφvO = −Q. In this
case we can split this piece out of the bootstrap constraints, much in the same way that
the contribution from exchange of the identity operator is typically split off for the case of
identical scalars in the SSSS bootstrap, and move it to the right-hand-side of the constraint
equations.
For ℓ > 0 we also have another important result - the relation between αφvO and βφvO
given in (2.53). Since we could in principle have either αφvO or βφvO vanishing, it is more
useful to define a non-vanishing constant cO related to them by
αφvO = (∆φ −∆O +D + ℓ− 2) cO, βφvO = (∆O −∆φ) cO, (5.185)
which ensures that (2.53) holds. In terms of this, (5.183) and (5.184) become
AO = −(∆O −∆φ − ℓ) (∆O −∆φ +D + ℓ− 2)
2ℓ (∆O − 1) cO =: aOcO, (5.186)
BO =
[
∆O −∆φ
ℓ
− (∆O −∆φ − ℓ) (∆O −∆φ +D + ℓ− 2)
2ℓ (∆O − 1)
]
cO =: bOcO, (5.187)
which defines constants aO and bO that depend only on the dimensions ∆φ and ∆O, and
then we have Gp(u, v) = c
2
OĜp(u, v), with
Ĝp(u, v) = a
2
OD−−p gℓ;−1,−1 + aObO
(D−+p gℓ;−1,1 +D+−p gℓ;1,−1)+ b2OD++p gℓ;1,1. (5.188)
Now we can rewrite the bootstrap constraints as follows,
∑
O,ℓ>0
c2O
[
Ĝ0(u, v)−
(u
v
) 1
2(∆φ+D−1)
Ĝ0(v, u)
]
+
∑
A
γ2φvA
[
gγγ0 (u, v)−
(u
v
) 1
2(∆φ+D−1)
gγγ0 (v, u)
]
= − Q
2
4 (∆φ − 1)2
[
H0(u, v)−
(u
v
) 1
2(∆φ+D−1)
H0(v, u)
]
, (5.189)
45
∑
O,ℓ>0
c2O
[
Ĝ11(u, v)−
(u
v
) 1
2(∆φ+D−1)
Ĝ11(v, u)
]
+
∑
A
γ2φvA
[
gγγ11 (u, v)−
(u
v
) 1
2(∆φ+D−1)
gγγ11 (v, u)
]
= − Q
2
4 (∆φ − 1)2
[
H11(u, v)−
(u
v
) 1
2(∆φ+D−1)
H11(v, u)
]
, (5.190)
∑
O,ℓ>0
c2O
[
Ĝ12(u, v)−
(u
v
) 1
2(∆φ+D−1)
Ĝ21(v, u)
]
+
∑
A
γ2φvA
[
gγγ12 (u, v)−
(u
v
) 1
2(∆φ+D−1)
gγγ21 (v, u)
]
= − Q
2
4 (∆φ − 1)2
[
H12(u, v)−
(u
v
) 1
2(∆φ+D−1)
H21(v, u)
]
, (5.191)
where we have defined
Hp(u, v) = D−−p g0;−1,−1 +D−+p g0;−1,1 +D+−p g0;1,−1 +D++p g0;1,1, (5.192)
for the ℓ = 0 exchange, and the scalar blocks in this last expression are evaluated with
∆1 = ∆3 = ∆O = ∆φ and ∆2 = ∆4 = D − 1. In these equations the left-hand sides
are written as sums of functions which depend only on the conformal representations (i.e.
only on D, ∆φ, and either ∆O and ℓ or ∆A and k) but not on the three-point function
coefficients, multiplied by manifestly positive real numbers (for unitary theories). This is a
situation in which we can profitably use the techniques developed in the scalar bootstrap
literature to obtain bounds on the spectrum of our theory. The (numerical) analysis of the
consistent space of theories with conserved currents will be carried out in future work.
6 Conclusions
Our primary goal in this paper was to set up, in explicit detail, the bootstrap equations
for a four-point function of two scalars and two vectors (abbreviated 〈SV SV 〉) in a general
CFT in arbitrary dimension. To compute this four-point function, one performs OPEs
between a scalar and a vector, producing either traceless symmetric tensors O or mixed
symmetry tensors A (indeed this is the simplest four-point function that includes exchange
of a mixed symmetry operator), and evaluates the resulting two-point functions. The
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bootstrap compares the two different channels for these OPEs. The contribution of a
primary operator, either O or A, and all its descendants to the four-point function is
captured by a conformal block grsp , where the indices r and s refer to possible tensor
structures in either the three-point function 〈SVO〉 or 〈SVA〉, while p refers to 〈SV SV 〉.
For general scalars and vectors, 〈SVO〉 has two structures and 〈SVA〉 has one, while
〈SV SV 〉 has five structures, so there are really (22+12)× 5 = 25 different conformal block
functions, and we have computed them all in section 4.4.4. We presented the explicit form of
conformal blocks associated to the exchange of symmetric traceless operatorsO, by applying
suitable differential operators to scalar blocks using ideas from [44]. Furthermore we showed
that the conformal blocks of the mixed operator A can also be written as differential
operators acting on scalar blocks, if we allow them to have shifted spins k,k + 1,k + 2. We
also found that writing the SVSV blocks in terms of lower spin ones (SVSS,SSSV) makes
the expressions simpler. This could potentially be important for making the computation
of higher spin blocks (four vectors,four stress tensors) more tractable. For identical scalars
and/or identical vectors there are many relations between the blocks which we have spelled
out.
Next we set up the bootstrap equations, starting with the most general 〈SV SV 〉 (or
〈SSSV 〉 or 〈SV SS〉) four-point function, and then specializing to identical scalars and
identical vectors. Finally we restrict to the particularly simple case of conserved vectors, for
which a unique scalar O can contribute to 〈SVO〉, while for O with ℓ > 0 the two possible
structures in 〈SVO〉 collapse to one. This latter property ensured that the bootstrap
equations resemble those of identical scalars with global symmetry [6], i.e. a sum of vector
functions with positive coefficients. Thus one can exploit the already developed techniques
for bootstrapping identical scalars13.
As a check of our results, we have verified numerically that our blocks (as well as the
SSSV and SVSS blocks which we construct as intermediate steps) exhibit the correct be-
havior under exchanges, though we have omitted the details in the present work, preferring
to defer all numerical details to a follow up paper. It would be worthwhile to develop
further checks on our results, by comparing with cases (such as generalized free CFTs)
where the full four-point function can be computed directly. It would also be interesting to
understand our results in the context of holography, and particularly to match our results
with the bulk geometric quantities studied in [49].
13Bootstrapping non-conserved vectors could in principle be done using semi-definite techniques [8,13,23].
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Going forward, there are two natural extensions to this work. The first is to actually
apply our formalism to seek, both numerically and analytically, bounds on the data of some
general class of CFTs. It would be particularly interesting to derive results for conserved
vectors, which could constrain theories with continuous global symmetries and their spectra
of scalars charged under the symmetry.
The second direction heading forward is to use the techniques developed in this work
to set up the bootstrap for even more complicated four-point functions. The next one to
attempt is probably four vectors, either conserved or not, and this case should be tractable
by hand. Another possibility would be two scalars and two spin-two tensors, especially
for the case where the tensors are conserved (e.g. stress-energy tensors). Finally, the most
ambitious goal would be to bootstrap the four-point function of conserved stress-tensors
(see for example the discussion in [50]). This is probably not feasible using our current
techniques “by hand”, but might be possible if we can computerize the necessary steps.
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A Building blocks and identities
In this paper, the physical space is flat RD with Euclidean signature. Indices a, b, etc., are
raised and lowered with the Kronecker delta δab. For two vectors x
a
i and x
a
j , we define
xaij = x
a
i − xaj . (A.193)
Two particular structures play a significant role in constructing correlators in a confor-
mal field theory,
k(ijk)a =
x2ij (xik)a − x2ik (xij)a(
x2ijx
2
ikx
2
jk
)1/2 , (A.194)
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where xi, xj, and xk are assumed to be distinct points, and
m
(ij)
ab = δab −
2
x2ij
(xij)a (xij)b , (A.195)
where again xi and xj are distinct.
From the fact that xij + xjk = xik, we can show that
k(ikℓ)a = −
√
x2iℓx
2
jk
x2ijx
2
kℓ
k(ijk)a +
√
x2ikx
2
jℓ
x2ijx
2
kℓ
k(ijℓ)a (A.196)
Using the basic identity that
xij · xkℓ = 1
2
(−x2ik + x2iℓ + x2jk − x2jℓ) , (A.197)
we can prove identities
k(ijk)·k(iℓm) = 1
2
(
x2ijx
2
ikx
2
iℓx
2
imx
2
jkx
2
ℓm
)−1/2 (−x2ijx2iℓx2km + x2ijx2imx2kℓ + x2ikx2iℓx2jm − x2ikx2imx2jℓ) ,
(A.198)
m
(ij)
ab k
(jkℓ) b = −
√
x2ikx
2
jℓ
x2ijx
2
kℓ
k(ijk)a +
√
x2iℓx
2
jk
x2ijx
2
kℓ
k(ijℓ)a , (A.199)
and
δcdm(ik)ac m
(kj)
db = m
(ij)
ab − 2k(ijk)a k(jik)b . (A.200)
As special cases of these fomulae, we have(
k(ijk)
)2
= 1, m
(ij)
ab k
(jik) b = k(ijk)a , δ
cdm(ij)ac m
(ji)
db = δab. (A.201)
One more useful identity is
∂
∂xak
k
(ijk)
b = −
√
x2ij
x2ikx
2
jk
(
m
(ki)
ab + k
(kij)
a k
(ijk)
b
)
. (A.202)
B Lorentz representation projectors
We will be grouping tensor operators by their representations under SO(D). There is a large
body of work on irreducible representations of SO(D) (for instance see the nice discussion
in [46] and references therein), but we really don’t need the full power of this theory for the
current work.
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Consider a tensor with n indices. It must transform as a sub-representation of the tensor
product D⊗n of n copies of the D-dimensional vector representation. To distinguish the
different irreducible representations I which appear in the decomposition of D⊗n, we can
use projectors, ΠI a1···anb1···bn . Being projectors, these must satisfy
ΠI a1···anc1···cn Π
J c1···cn
b1···bn = δ
IJΠI a1···anb1···bn . (B.203)
The projectors are built exclusively with Kronecker deltas δaibj , δ
aiaj , or δbibj .
Below, we will need the projectors for the totally symmetric traceless representation of
spin ℓ (i.e. with ℓ indices), and also for a mixed symmetry representation with k+2 indices
which we will describe below.
B.1 Totally symmetric
Consider first the projector onto totally symmetric traceless representations, Π
(ℓ) a1···aℓ
b1···bℓ . By
the symmetries of the problem, it must have the form
Π
(ℓ) a1···aℓ
b1···bℓ = A0δ
(a1
(b1
· · · δaℓ)bℓ) +
⌊ℓ/2⌋∑
i=1
Aiδ
(a1a2 · · · δa2i−1a2iδ(b1b2 · · · δb2i−1b2iδa2i+1b2i+1 · · · δ
aℓ)
bℓ)
, (B.204)
where the Ai are constants. For ℓ ≥ 2, taking the trace with δbℓ−1bℓ we get
A0δ
(a1
(b1
· · · δaℓ−2bℓ−2)δaℓ−1aℓ)
+
⌊ℓ/2⌋∑
i=1
Ai
{
(ℓ− 2i) (ℓ− 1− 2i)
ℓ (ℓ− 1) δ
(a1a2 · · · δa2i+1a2i+2δ(b1b2 · · · δb2i−1b2iδa2i+3b2i+1 · · · δ
aℓ)
bℓ−2)
+
2i (D + 2ℓ− 2i− 2)
ℓ (ℓ− 1) δ
(a1a2 · · · δa2i−1a2iδ(b1b2 · · · δb2i−3b2i−2δa2i+1b2i−1 · · · δ
aℓ)
bℓ−2)
}
. (B.205)
Thus tracelessness requires
Ai = −(ℓ+ 2− 2i) (ℓ+ 1− 2i)
2i (D + 2ℓ− 2− 2i) Ai−1, for 1 ≤ i ≤ ⌊ℓ/2⌋, (B.206)
or
Ai = (−1)i
ℓ!Γ(D
2
+ ℓ− i− 1)
22i (ℓ− 2i)!i!Γ(D
2
+ ℓ− 1)A0. (B.207)
Finally, we can fix A0 by the condition that Π
2 = Π, i.e.
Π(ℓ) a1···aℓc1···cℓ Π
(ℓ) c1···cℓ
b1···bℓ = Π
(ℓ) a1···aℓ
b1···bℓ . (B.208)
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In fact we only need to check the leading terms, not the subleading traceless terms, because
the latter can’t contribute to the former when we square. Then since
δ
(a1
(c1
· · · δaℓ)cℓ) δ
(c1
(b1
· · · δcℓ)bℓ) = δ
(a1
(b1
· · · δaℓ)bℓ) , (B.209)
we require A20 = A0, and hence we should take A0 = 1, and we can write
Π
(ℓ) a1···aℓ
b1···bℓ =
⌊ℓ/2⌋∑
i=0
(
−1
4
)i ℓ! Γ(D
2
+ ℓ− i− 1)
i! (ℓ− 2i)! Γ(D
2
+ ℓ− 1)
× δ(a1a2 · · · δa2i−1a2iδ(b1b2 · · · δb2i−1b2iδa2i+1b2i+1 · · · δ
aℓ)
bℓ)
. (B.210)
These projectors obey certain recursion relations. With the explicit expressions for
coefficients above, one can show that
Π
(ℓ) a1···aℓ
b1···bℓ = δ
(a1
(b1
Π
(ℓ−1) a2···aℓ)
b2···bℓ) −
(D + ℓ− 4) (ℓ− 1)
(D + 2ℓ− 6) (D + 2ℓ− 4)δ
(a1a2δ(b1b2Π
(ℓ−2) a3···aℓ)
b3···bℓ) . (B.211)
Now we can define polynomials pD,ℓ(t) by
Xa1 · · ·XaℓΠ(ℓ) a1···aℓb1···bℓ Y b1 · · ·Y bℓ =
(
X2Y 2
)ℓ/2
pD,ℓ(t), t =
X · Y√
X2Y 2
. (B.212)
Explicitly, using (B.210), we have
pD,ℓ(t) =
⌊ℓ/2⌋∑
i=0
(
−1
4
)i ℓ!Γ(D
2
+ ℓ− i− 1)
i!(ℓ− 2i)!Γ(D
2
+ ℓ− 1)t
ℓ−2i. (B.213)
These are related to the more familiar Gegenbauer polynomials by
pD,ℓ(t) =
ℓ!Γ(D
2
− 1)
2ℓΓ(D
2
+ ℓ− 1)C
(D
2
−1)
ℓ (t). (B.214)
They obey a simple differential identity,
p′D,ℓ(t) = ℓpD+2,ℓ−1(t), (B.215)
and also
pD+2,ℓ(t) = pD,ℓ(t) +
ℓ (ℓ− 1)
(D + 2ℓ− 2) (D + 2ℓ− 4)pD+2,ℓ−2(t). (B.216)
We can also prove a recursion relation for fixed D from (B.211),
pD,ℓ(t) = tpD,ℓ−1(t)− (D + ℓ− 4) (ℓ− 1)
(D + 2ℓ− 4) (D + 2ℓ− 6)pD,ℓ−2(t). (B.217)
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The first few of these polynomials are
p0 = 1, p1 = t, p2 = t
2 − 1
D
, p3 = t
3 − 3
D + 2
t,
p4 = t
4 − 6
D + 4
t2 +
3
(D + 2)(D + 4)
, p5 = t
5 − 10
D + 6
t3 +
15
(D + 4)(D + 6)
t. (B.218)
We will also need the result of the following partial contractions of Π(ℓ),
Xc1 · · ·Xcℓ−1Π(ℓ) ac1···cℓ−1bd1···dℓ−1 Y d1 · · ·Y dℓ−1 =
1
ℓ2
∂
∂Xa
∂
∂Y b
[(
X2Y 2
)ℓ/2
pℓ(t)
]
=
1
ℓ2
(
X2Y 2
) ℓ−1
2
[
δab∂t +
(
XaXb
X2
+
Y aYb
Y 2
)(
(ℓ− 1) ∂t − t∂2t
)
+
XaYb√
X2Y 2
(
ℓ2 − (2ℓ− 1) t∂t + t2∂2t
)
+
Y aXb√
X2Y 2
∂2t
]
pℓ(t)
=
1
ℓ
(
X2Y 2
) ℓ−1
2
[
δab pD+2,ℓ−1(t) + (ℓ− 1)
(
XaXb
X2
+
Y aYb
Y 2
)
(pD+2,ℓ−1(t)− tpD+4,ℓ−2(t))
+
XaYb√
X2Y 2
(
ℓpD,ℓ(t)− (2ℓ− 1) tpD+2,ℓ−1(t) + (ℓ− 1) t2pD+4,ℓ−2(t)
)
+ (ℓ− 1) Y
aXb√
X2Y 2
pD+4,ℓ−2(t)
]
.
(B.219)
B.2 Mixed symmetry
Now we would like to find projectors onto the mixed symmetry representations that we need
for the scalar-vector bootstrap. Recall that these tensors are antisymmetric in their first two
indices, totally symmetric in their remaining k indices, they vanish when antisymmetrized
over any three indices (this condition is trivial unless the three are the first two indices
plus one more), and are completely traceless. We will write the corresponding projectors
Π˜
(k) a1a2b1···bk
c1c2d1···dk with tildes to distinguish from the totally symmetric case considered above.
For k = 0, the only index structure compatible with antisymmetry is
Π˜(0) a1a2c1c2 = A0
(
δa1c1 δ
a2
c2
− δa1c2 δa2c1
)
. (B.220)
Imposing Π˜2 = Π˜ then implies A0 = 1/2.
For k = 1, there are three terms compatible with the antisymmetry in the ai and the ci,
Π˜
(1) a1a2b
c1c2d
= A0
(
δa1c1 δ
a2
c2
− δa1c2 δa2c1
)
δbd +B0
(
δa1c1 δ
a2
d δ
b
c2
− δa1c2 δa2d δbc1 − δa1d δa2c1 δbc2 + δa1d δa2c2 δbc1
)
+ C1
(
δa1bδc1dδ
a2
c2 − δa1bδc2dδa2c1 − δa2bδc1dδa1c2 + δa2bδc2dδa1c1
)
. (B.221)
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Demanding that this vanish on antisymetrizing [a1a2b] leads to the constraint
2A0 − 4B0 = 0, (B.222)
while demanding that it vanishes when we trace with δc2d gives
A0 +B0 + (D − 1)C1 = 0. (B.223)
Finally, demanding that Π˜2 = Π˜ requires
2A20 + 4B
2
0 = A0, 4A0B0 − 2B20 = B0, and 4A0C1 + 4B0C1 + 2 (D − 1)C21 = C1.
(B.224)
The unique non-vanishing solution to these constraints is that
A0 =
1
3
, B0 =
1
6
, C1 = − 1
2 (D − 1) , (B.225)
so
Π˜
(1) a1a2b
c1c2d
=
1
3
(
δa1c1 δ
a2
c2
− δa1c2 δa2c1
)
δbd +
1
6
(
δa1c1 δ
a2
d δ
b
c2
− δa1c2 δa2d δbc1 − δa1d δa2c1 δbc2 + δa1d δa2c2 δbc1
)
− 1
2 (D − 1)
(
δa1bδc1dδ
a2
c2
− δa1bδc2dδa2c1 − δa2bδc1dδa1c2 + δa2bδc2dδa1c1
)
. (B.226)
For k > 1, the following structure is the most general consistent with antisymmetry of
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the ai and ci, symmetry of the bi and di, and symmetry between upper and lower indices,
Π˜
(k) a1a2b1···bk
c1c2d1···dk
=
⌊k/2⌋∑
i=0
Ai
(
δa1c1 δ
a2
c2
− δa1c2 δa2c1
)
δ(b1b2 · · · δb2i−1b2iδ(d1d2 · · · δd2i−1d2iδb2i+1d2i+1 · · · δ
bk)
dk)
+
⌊(k−1)/2⌋∑
i=0
Bi
(
δa1c1 δ
a2
(d1
δ
(b1
|c2| − δa1c2 δa2(d1δ
(b1
|c1| − δa1(d1δa2|c1δ
(b1
c2| + δ
a1
(d1
δa2|c2δ
(b1
c1|
)
× δb2b3 · · · δb2ib2i+1δd2d3 · · · δd2id2i+1δb2i+2d2i+2 · · · δ
bk)
dk)
+
⌊(k+1)/2⌋∑
i=1
Ci
(
δa1(b1δc1(d1δ
|a2|
|c2| − δa1(b1δc2(d1δ
|a2|
|c1| − δa2(b1δc1(d1δ
|a1|
|c2| + δ
a2(b1δc2(d1δ
|a1|
|c1|
)
× δb2b3 · · · δb2i−2b2i−1δd2d3 · · · δd2i−2d2i−1δb2id2i · · · δ
bk)
dk)
+
⌊k/2⌋∑
i=1
Di
(
δa1(b1δc1(d1δ
|a2|
d2
δb2|c2| − δa1(b1δc2(d1δ
|a2|
d2
δb2|c1| − δa2(b1δc1(d1δ
|a1|
d2
δb2|c2|
+δa2(b1δc2(d1δ
|a1|
d2
δb2|c1|
)
δb3b4 · · · δb2i−1b2iδd3d4 · · · δd2i−1d2iδb2i+1d2i+1 · · · δ
bk)
dk)
+
⌊k/2⌋∑
i=1
Ei
(
δa1(b1δ(d1d2δ
|a2|
|c1 δ
b2
c2| − δa1(b1δ(d1d2δ
|a2|
|c2 δ
b2
c1| − δa2(b1δ(d1d2δ
|a1|
|c1 δ
b2
c2|
+δa2(b1δ(d1d2δ
|a1|
|c2 δ
b2
c1| + δ
(b1b2δc1(d1δ
|a1
|c2|δ
a2|
d2
− δ(b1b2δc2(d1δ|a1|c1|δ
a2|
d2
− δ(b1b2δc1(d1δ|a1d2 δ
a2|
|c2|
+δ(b1b2δc2(d1δ
|a1
d2
δ
a2|
|c1|
)
δb3b4 · · · δb2i−1b2iδd3d4 · · · δd2i−1d2iδb2i+1d2i+1 · · · δ
bk)
dk)
.
(B.227)
Demanding this vanish when we antisymmetrize over [a1a2b1], when we trace with δ
dk−1dk ,
and when we trace with δc2dk fixes everything up to one constant A0 which can then be
fixed by the condition that Π˜2 = Π˜. The result is that
Bi =
k − 2i
2
Ai, (B.228)
Ci = −k − 2i+ 2
D + k − 2
[
i (D + k − 1)
D + 2k − 2i +
1
2
]
Ai−1, (B.229)
Di =
i (D + 2k)
D + k − 2Ai, (B.230)
Ei = −iAi, (B.231)
while the Ai are given by
A0 =
1
k + 2
, (B.232)
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and the recursion
Ai = −(k − 2i+ 1) (k − 2i+ 2)
2i (D + 2k − 2i) Ai−1, (B.233)
solved by
Ai =
(
−1
4
)i k! Γ(D
2
+ k − i)
(k + 2) i! (k − 2i)! Γ(D
2
+ k)
. (B.234)
For D ≤ 4, the story so far is not quite complete.
In D = 2, these mixed symmetry tensors labeled by k are equivalent to spin-k symmetric
traceless tensors, with the map
Aa1a2b1···bk = ǫa1a2Ob1···bk , Oa1···ak =
1
2
ǫb1b2Ab1b2a1···ak . (B.235)
In D = 3 similarly, there is an isomorphism between mixed symmetry labeled by k and
traceless symmetric of spin k + 1, via
Aa1a2b1···bk = ǫ ca1a2 Ob1···bkc +
k
2
(
ǫ ca1(b1 O|a2|b2···bk)c − ǫ ca2(b1 O|a1|b2···bk)c
)
, (B.236)
and
Oa1···ak+1 =
1
k + 2
ǫ c1c2(a1 A|c1c2|a2···ak+1). (B.237)
Finally, in D = 4 we don’t have to worry about any isomorphisms of this sort, but we
instead need to recognize that our mixed symmetry representations are in fact reducible.
To split the two pieces apart, we can define
Π
(±) a1a2
b1b2
=
1
4
(
δa1b1 δ
a2
b2
− δa1b2 δa2b1 ± ǫa1a2b1b2
)
, (B.238)
and then define
Π˜
(k±) a1a2b1···bk
c1c2d1···dk = Π
(±) a1a2
e1e2
Π(±) f1f2c1c2 Π˜
(k) e1e2b1···bk
f1f2d1···dk . (B.239)
As in the symmetric case, we will need to consider the result of contracting these pro-
jectors with vectors X and Y , so we consider the expression
Xc1 · · ·Xck+1Π˜(k) ac1···ck+1bd1···dk+1 Y d1 · · ·Y dk+1. (B.240)
The free indices a and b can only be carried by a Kronecker delta δab or by the vectors X
a
and Y a. Moreover, the expression must be symmetric under simultaneous interchange of
X with Y and a with b, and it must be identically zero when we contract with Xa or with
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Y b. These conditions imply that it must have the form
Xc1 · · ·Xck+1Π˜(k) ac1···ck+1bd1···dk+1 Y d1 · · ·Y dk+1
=
(
X2Y 2
) k+1
2
[(
−δab +
XaXb
X2
+
Y aYb
Y 2
− X
aYb√
X2Y 2
t
)
fk−1(t) +
(
−δab t+
Y aXb√
X2Y 2
)
gk(t)
]
,
(B.241)
for some polynomials fk−1(t) and gk(t) of degree k − 1 and k respectively, with t = X ·
Y/
√
X2Y 2 as before. These polynomials can be determined by explicit contraction of
(B.227) and use of the solutions for coefficients determined above. The result is
fk−1(t) =
1
2
⌊k−1
2
⌋∑
i=0
(
−1
4
)i k!Γ(D
2
+ k − i)
i! (k − 2i− 1)! (D + k − 2) Γ(D
2
+ k)
tk−2i−1, (B.242)
and
gk(t) = −1
2
⌊k
2
⌋∑
i=0
(
−1
4
)i k! (D + k − 2i− 2) Γ(D
2
+ k − i)
i! (k − 2i)! (D + k − 2) Γ(D
2
+ k)
tk−2i. (B.243)
Actually, these can be recast in terms of the polynomials pD,ℓ(t) which we defined in the
symmetric case (and which are related to the usual Gegenbauer polynomials),
fk−1(t) =
1
2 (k + 1) (D + k − 2)p
′′
D,k+1(t) =
k
2 (D + k − 2)pD+4,k−1(t), (B.244)
gk(t) = − 1
2 (k + 1) (D + k − 2)
(
(D − 2) p′D,k+1(t) + tp′′D,k+1(t)
)
= − 1
2 (D + k − 2) ((D − 2) pD+2,k(t) + ktpD+4,k−1(t)) , (B.245)
where a prime denotes the derivative with respect to the argument t.
C Mixed symmetric contractions
In general one expects that the contraction of the projector Π[λ] associated to some Young
symmetry λ is given by
Xf1 · · ·XfkΠ[λ]e1···enf1···fkg1···gnh1···hk Y h1 · · ·Y hk =
∑
i
Ti(X, Y )
e1···en
g1···gnPi(t), (C.246)
where Ti are tensor structures made out of combinations of X , Y , and the Kronecker delta,
and P polynomials on t ≡ X·Y√
X2Y 2
. In the previous section we showed this, explicitly, for
[k+1, 1]. More generally, from the work of [51–53], one can understand this expression as the
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result of a particular differential operator (say in X) acting on the symmetric contraction
of λ1 indices
Xf1 · · ·XfkΠ[λ]e1···enf1···fkg1···gnh1···hk Y h1 · · ·Y hk = D[λ]e1···eng1···gn (X)Hλ1(X · Y )λ1 , (C.247)
where
Hλ1(X · Y )λ1 = Xf1 · · ·Xfλ1Π
[λ1]f1···fλ1
h1···hλ1 Y
h1 · · ·Y hλ1 = (X2Y 2)λ1/2pD,λ1(t), (C.248)
and λ1 is the length of the top row of the Young pattern [λ] (in our case this is k + 1). In
the context of conformal blocks, the extra indices ej are contracted with m
(10), m(20), and
the indices gj with m
(30), m(40). Furthermore, X ≡ k(012), Y ≡ k(034) with X2 = Y 2 = 1.
Thus a generic contraction with Ti
m10 · · ·m10m20 · · ·m20 · Ti(k(012), k(034)) ·m(30) · · ·m(30)m(40) · · ·m(40), (C.249)
can include combinations of 1- and 2-index elements
m
(i0)
ab k
(012) b, m
(i0)
ab k
(034) b, m
(i0)
ab m
(0j) b
c, (C.250)
with i, j = 1, 2, 3, 4. The result presented in this paper suggests that one can write the
contractions (C.249) as derivatives of t only. For example, for (B.241) we have
m(20)ae T
e
1 cm
(04) c
b = m
(20)
ae (tδ
e
c − k(012)c k(034) e)m(04) cb
=
√
x202x
2
04x
2
12x
2
34
x201x
2
03
(
t
∂2t
∂xa2∂x
b
4
− ∂t
∂xa2
∂t
∂xb4
)
. (C.251)
m(20)ae T
e
2 cm
(04) c
b
= m(20)ae
(
(t2 − 1)δec + k(012)c k(012) e + k(034)c k(034) e − t(k(012)c k(034) e + k(034)c k(012) e)
)
m
(04) c
b
=
√
x202x
2
04x
2
12x
2
34
x201x
2
03
(
(t2 − 1) ∂
2t
∂xa2∂x
b
4
− t ∂t
∂xa2
∂t
∂xb4
)
, (C.252)
where we have extracted T1 and T2 by rewriting (B.241) as
− T a1 b (tfk−1 + gk) + T a2 bfk−1(t), (C.253)
and we picked the particular combinations because fk−1 and tfk−1 + gk are just constant
multiples of pD+4,k−1 and pD+2,k respectively. These results rely on the fact that
∂k
(0ij)
c
∂xaj
= −
√
x20i
x20jx
2
ij
(
m(0j)ac + k
(j0i)
a k
(0ij)
c
)
, (C.254)
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and the key observation is that the particular combinations of δ, k(012), k(034), that appear
in Ti, are such that the terms k
(j0i)
a cancel out, leaving only the terms m(0j) that we want.
This leads to
m(20)ac k
(012)
d1
· · · k(012)dk+1 Π˜
(k) cd1···dk+1
ef1···fk+1 m
(04) e
bk
(034) f1 · · · k(034) fk+1
=
√
x202x
2
04x
2
12x
2
34
x201x
2
03
1
2(D + k − 2)
(
k
(
(t2 − 1) ∂
2t
∂xa2∂x
b
4
− t ∂t
∂xa2
∂t
∂xb4
)
pD+4,k−1
+(D − 2)
(
t
∂2t
∂xa2∂x
b
4
− ∂t
∂xa2
∂t
∂xb4
)
pD+2,k
)
. (C.255)
Equation (4.148) then follows from the chain rule and simple Gegenbauer identities listed
in appendix B.
As an extra result, we present the contraction under the projector Π[k+1,1,1] associated
to the Young pattern [k + 1, 1, 1]. Using techniques from [51–53] one obtains
P [k+1,1,1]e1e2c1c2 ≡ Xf1 · · ·Xfk+1Π
[k+1,1,1]e1e2f1···fk+1
c1c2d1···dk+1 Y
d1 · · ·Y dk+1
∝ (k + 1)(X
2Y 2)
k+1
2
(k + 3)(D + k − 3)δ
[d
c1
δf ]c2δ
e1
[g δ
e2
h]
(
(D − 3)δgd
[
tδhf − 2
XfY
h
√
X2Y 2
]
pD+2,k(t)
+2k
[
δgd
(
(t2 − 1)δhf
2
+
XfX
h
X2
− t
(
XfY
h + YfX
h
)
√
X2Y 2
+
YfY
h
Y 2
)
− XdYfX
gY h
X2Y 2
]
pD+4,k−1
)
.
(C.256)
Thus from the previous discussion one finds that
m(10)ae1 m
(20)
be2
P [k+1,1,1]e1e2c1c2 m(30) c1c m(40) c2d
=
x202x
2
04x
2
12x
2
34
x201x
2
03
m
(12)
ab′ m
(34)
cd′
{
∂2t
∂xb2∂x
[d|
4
∂2t
∂xb
′
2 ∂x
|d′]
4
pD,k+1 − 2 ∂
2t
∂x
[b|
2 ∂x
[d|
4
∂2
∂x
|b′]
2 ∂x
|d′]
4
×
[
1
(k + 2)(k + 3)
pD,k+2 +
(k + 1)
(D + 2k)(D + 2k − 2)(D + k − 3)pD,k
]}
, (C.257)
where in the second term, the square bracket notation is indicating that b (d) is antisym-
metrized with b′ (d′).
This is one of the two new contractions that appear in the conformal blocks for the
[k + 1, 1, 1] exchange in 〈V V V V 〉. Those conformal blocks are left for future work.
D Integrals
Much of the material in this appendix follows [45].
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The basic building block for our integrals is
∫
dDx0
(∑
i
aix
2
0i
)−D
=
21−Dπ
D+1
2
Γ(D+1
2
)
(∑
i<j
aiajx
2
ij
)−D/2
, (D.258)
along with the Feynman-Schwinger trick which uses the identity
1∏n
i=1X
ci
i
=
Γ(
∑n
i=1 ci)∏n
j=1 Γ(cj)
(
n∏
k=2
∫ ∞
0
dµk µ
ck−1
)
1
(X1 +
∑n
ℓ=2 µℓXℓ)
∑n
m=1 cm
. (D.259)
D.1 Three-point integrals
Suppose α + β + γ = D. Then the integral
Iα,β,γ(x1, x2, x3) =
∫
dDx0
(x201)
α
(x202)
β
(x203)
γ
, (D.260)
will be a conformal scalar of weight α, β, and γ under conformal transformations of x1,
x2, and x3 respectively. To evaluate the integral, we first use (D.259) and then (D.258) to
write
Iα,β,γ(x1, x2, x3) =
Γ(D)
Γ(α)Γ(β)Γ(γ)
∫
dDx0
∫ ∞
0
ds sβ−1
∫ ∞
0
dt tγ−1
1
(x201 + sx
2
02 + tx
2
03)
D
=
21−Dπ
D+1
2 Γ(D)
Γ(α)Γ(β)Γ(γ)Γ(D+1
2
)
∫ ∞
0
ds sβ−1
∫ ∞
0
dt tγ−1
(
sx212 + tx
2
13 + stx
2
23
)−D/2
. (D.261)
To perform the remaining integrals, we recall one of the representations of the beta function∫ ∞
0
du
ux−1
(1 + u)x+y
=
Γ(x)Γ(y)
Γ(x+ y)
. (D.262)
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Then
Iα,β,γ(x1, x2, x3)
=
21−Dπ
D+1
2 Γ(D)
Γ(α)Γ(β)Γ(γ)Γ(D+1
2
)
∫ ∞
0
ds sβ−1
(
sx212
)−D/2 ∫ ∞
0
dt tγ−1
(
1 + t
(
x213 + sx
2
23
sx212
))−D/2
=
21−Dπ
D+1
2 Γ(D)
Γ(α)Γ(β)Γ(γ)Γ(D+1
2
)
(
x212
)γ−D
2
∫ ∞
0
ds sβ+γ−
D
2
−1 (x213 + sx223)−γ ∫ ∞
0
du uγ−1 (1 + u)−D/2
=
21−Dπ
D+1
2 Γ(D)Γ(D
2
− γ)
Γ(α)Γ(β)Γ(D+1
2
)Γ(D
2
)
(
x212
)γ−D
2
(
x213
)−γ ∫ ∞
0
ds sβ+γ−
D
2
−1
(
1 + s
x223
x213
)−γ
=
πD/2Γ(D
2
− γ)
Γ(α)Γ(β)
(
x212
)γ−D
2
(
x213
)β−D
2
(
x223
)D
2
−β−γ
∫ ∞
0
dv vβ+γ−
D
2
−1 (1 + v)−γ
=
πD/2Γ(D
2
− γ)Γ(β + γ − D
2
)Γ(D
2
− β)
Γ(α)Γ(β)Γ(γ)
(
x212
)γ−D
2
(
x213
)β−D
2
(
x223
)D
2
−β−γ
= πD/2
Γ(D
2
− α)Γ(D
2
− β)Γ(D
2
− γ)
Γ(α)Γ(β)Γ(γ)
(
x212
)γ−D
2
(
x213
)β−D
2
(
x223
)α−D
2 ,
(D.263)
where we have also made use of the duplication formula for the gamma function, which in
this case tells us
Γ(
D
2
)Γ(
D + 1
2
) = 21−D
√
πΓ(D). (D.264)
Similarly, we will need to evaluate
Iαβγ;a1···an(x1, x2, x3) = Π
(n) b1···bn
a1···an
∫
dDx0
(x201)
α
(x202)
β
(x203)
γ
k
(302)
b1
· · · k(302)bn , (D.265)
which for α + β + γ = D will be a conformal scalar of weight α (β) under conformal
transformations of x1 (x2), and a traceless symmetric tensor of conformal weight γ under
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transformations of x3. We compute by doing a binomial expansion of the k
(302)’s,
Iαβγ;a1···an(x1, x2, x3) = Π
(n) b1···bn
a1···an
n∑
k=0
n!
k! (n− k)! (−1)
k (x223)n−2k2 (x23)b1 · · · (x23)bk
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n
2
)
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2
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∂
∂x
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3
· · · ∂
∂xbn3
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2
,γ−n
2
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= πD/2Π(n) b1···bna1···an
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2
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2
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2
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2
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)
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= πD/2Π(n) b1···bna1···an
Γ(D
2
− α)Γ(D
2
+ n
2
− β)Γ(D
2
+ n
2
− γ)
Γ(α)Γ(β + n
2
)Γ(γ + n
2
)
× (x212)γ−D2 (x213)β−D2 (x223)α−D2 k(312)b1 · · ·k(312)bn ,
(D.266)
where we used the identity
N∑
k=0
N !
k! (N − k)! (−1)
k Γ(x− k)
Γ(y − k) = (−1)
N Γ(x−N)Γ(y − x+N)
Γ(y)Γ(y − x) , (D.267)
with N = n−m, x = D
2
+ n−m− α, and y = γ + n
2
.
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We will also need one more result along these lines,
Iα,β,γ;a;b1···bn = Π
(n) c1···cn
b1···bn
∫
dDx0
(x201)
α
(x202)
β
(x203)
γ
k(203)a k
(302)
c1
· · · k(302)cn
= Π
(n) c1···cn
b1···bn
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∂
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+
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}
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2
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2
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)γ−D
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x213
)β−D
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(
x223
)α−D
2
×
[(
D
2
+
n− 1
2
− β
)(
D
2
+
n− 1
2
− γ
)
k(213)a k
(213)
c1 +
n
2
(
D
2
− α
)
m(23)ac1
]
k(312)c2 · · · k(312)cn .
(D.268)
In this case we made use of (A.202).
D.2 Four-point integrals
As with the previous section, we start with integrals of the form
Iα,β,γ,δ(x1, x2, x3, x4) =
∫
dDx0
(x201)
α
(x202)
β
(x203)
γ
(x204)
δ
, (D.269)
where α + β + γ + δ = D. Using (D.258) and (D.259) we can show
Iα,β,γ,δ =
21−Dπ
D+1
2 Γ(D)
Γ(α)Γ(β)Γ(γ)Γ(δ)Γ(D+1
2
)
∫ ∞
0
ds sβ−1
∫ ∞
0
dt tγ−1
∫ ∞
0
dq qδ−1
× (sx212 + tx213 + qx214 + stx223 + sqx224 + tqx234)−D/2 . (D.270)
After a change of variables we can do one of the three integrals, giving us a result
Iα,β,γ,δ = π
D/2 Γ(
D
2
− δ)
Γ(α)Γ(β)Γ(γ)
(
x214
)−α (
x223
)δ−D
2
(
x224
)D
2
−β−δ (
x234
)D
2
−γ−δ
× f̂α,β,γ,δ(uv−1, v−1), (D.271)
where we have defined
f̂α,β,γ,δ(z1, z2) =
∫ ∞
0
ds sβ−1
∫ ∞
0
dt tγ−1 (sz1 + tz2 + st)
δ−α−β−γ
2 (1 + s+ t)−δ , (D.272)
and u and v are the usual invariant cross-ratios defined in (2.27).
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As explained in Section 4.4.1, the monodromy projection requires us to keep only the
terms in f̂α,β,γ,δ(z1, z2) which are invariant under z1 → e4πiz1. In [45] it is shown how to do
this very elegantly using contour deformation arguments, with the result that the invariant
pieces are given precisely by
fα,β,γ,δ(z1, z2) = f̂α,β,γ,δ(z1, z2)
∣∣∣
monodromy−invariant
=
sin(πδ)
sin(π
2
(γ + δ − α− β))
∫ ∞
0
ds sβ−1
∫ ∞
s+1
dt tγ−1 (st+ tz2 − sz1)
δ−α−β−γ
2 (t− s− 1)−δ .
(D.273)
The function fα,β,γ,δ(z1, z2) obeys several easily verified identities (also f̂ obeys the same
identities),
∂
∂z1
fα,β,γ,δ(z1, z2) =
δ − α− β − γ
2
fα+1,β+1,γ,δ(z1, z2), (D.274)
∂
∂z2
fα,β,γ,δ(z1, z2) =
δ − α− β − γ
2
fα+1,β,γ+1,δ(z1, z2), (D.275)
as well as
fα,β,γ,δ(z1, z2) = fα+1,β,γ,δ+1(z1, z2) + fα,β+1,γ,δ+1(z1, z2) + fα,β,γ+1,δ+1(z1, z2), (D.276)
and
fα,β,γ,δ(z1, z2) = fα,β+1,γ+1,δ(z1, z2) + z1fα+1,β+1,γ,δ(z1, z2) + z2fα+1,β,γ+1,δ(z1, z2). (D.277)
When α+β+γ+δ is an even integer, which we will call 2h (so h = D/2 in the four-point
integral above, and this would be valid in even dimensions), then fα,β,γ,δ can actually be
evaluated explicitly in terms of hypergeometric functions. First we change from z1 and z2
to a complex variable x related by
z1 =
xx¯
(1− x) (1− x¯) , z2 =
1
(1− x) (1− x¯) , (D.278)
and then it can be shown [41, 45] that
fα,β,γ,δ(z1, z2) =
Γ(α)Γ(1− h+ β)Γ(1− δ)Γ(h− γ)Γ(γ + δ − h)
Γ(δ)Γ(h− δ)Γ(1 + h− γ − δ) ((1− x) (1− x¯))
h−δ
×
(
1
x− x¯ (x∂x − x¯∂x¯)
)h−1
[2F1(1− h+ β, 1− δ, 1 + h− γ − δ; x)
×2F1(1− h + β, 1− δ, 1 + h− γ − δ; x¯)] . (D.279)
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E Mixing matrices and normalization factors
For the case of two scalars and a symmetric traceless tensor, inserting (3.59) into (3.60)
leads to〈
φ1(x1)φ2(x2)O˜a1···aℓ(x3)
〉
= Π(ℓ) b1···bℓa1···aℓ
∫
dDx0
(x203)
D−∆Om
(03) c1
b1
· · ·m(03) cℓbℓ
×
(
λO
(
x201
) 1
2
(−∆1+∆2−∆O) (x202) 12 (∆1−∆2−∆O) (x212) 12 (−∆1−∆2+∆O)Π(ℓ) d1···dℓc1···cℓ k(012)d1 · · · k(012)dℓ ) .
(E.280)
Since (as reviewed in Appendix A) m
(03) c
a m
(03)
bc = δab, and since Π
(ℓ) removes traces, it
follows that
Π(ℓ) b1···bℓa1···aℓ m
(03) c1
b1
· · ·m(03) cℓbℓ Π(ℓ) d1···dℓc1···cℓ k
(012)
d1
· · · k(012)dℓ = Π(ℓ) b1···bℓa1···aℓ yb1 · · · ybℓ , (E.281)
where
ya = m
(03)
ab k
(012) b =
(√
x201x
2
23
x203x
2
12
− x
2
02x
2
13√
x201x
2
03x
2
12x
2
23
)
k(302)a +
√
x202x
2
13
x201x
2
23
k(312)a . (E.282)
Expanding in a trinomial expansion, we then obtain〈
φ1(x1)φ2(x2)O˜a1···aℓ(x3)
〉
= λOΠ(ℓ) b1···bℓa1···aℓ
ℓ∑
k=0
ℓ−k∑
m=0
ℓ!
k!m! (ℓ− k −m)! (−1)
m
× (x212) 12 (−∆1−∆2+∆O−k−m) (x213) 12 (ℓ−k+m) (x223)k− ℓ2 k(312)b1 · · · k(312)bℓ−k−m
× I 1
2
(∆1−∆2+∆O+ℓ−2k), 12 (−∆1+∆2+∆O−ℓ+k−m),D−∆O+ k+m2 ;bℓ−k−m+1···bℓ(x1, x2, x3)
= πD/2λOΠ
(ℓ) b1···bℓ
a1···aℓ k
(312)
b1
· · · k(312)bℓ
ℓ∑
k=0
ℓ−k∑
m=0
ℓ!
k!m! (ℓ− k −m)! (−1)
m
× Γ(
1
2
(D −∆1 +∆2 −∆O − ℓ) + k)Γ(12 (D +∆1 −∆2 −∆O + ℓ) +m)Γ(∆O − D2 )
Γ(1
2
(∆1 −∆2 +∆O + ℓ)− k)Γ(12 (−∆1 +∆2 +∆O − ℓ) + k)Γ(D −∆O + k +m)
× (x212) 12 (D−∆1−∆2−∆O) (x213) 12 (−∆1+∆2+∆O−D) (x223) 12 (∆1−∆2+∆O−D)
= πD/2Π(ℓ) b1···bℓa1···aℓ k
(312)
b1
· · · k(312)bℓ
(
x212
) 1
2(−∆1−∆2+∆O˜) (x213) 12(−∆1+∆2−∆O˜) (x223) 12(∆1−∆2−∆O˜)
× Γ(∆O −
D
2
)Γ(∆O + ℓ− 1)
Γ(∆O − 1)Γ(D −∆O + ℓ)
× Γ(
1
2
(D +∆1 −∆2 −∆O + ℓ))Γ(12 (D −∆1 +∆2 −∆O + ℓ))
Γ(1
2
(∆1 −∆2 +∆O + ℓ))Γ(12 (−∆1 +∆2 +∆O + ℓ))
λO,
(E.283)
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where we use the notation and results for integrals defined in Appendix D.1, and we eval-
uated the sums, first over m and then over k, using the identities
N∑
k=0
N !
k! (N − k)! (−1)
k Γ(x+ k)
Γ(y + k)
=
Γ(x)Γ(y − x+N)
Γ(y +N)Γ(y − x) , (E.284)
which is equivalent to (D.267), and
N∑
k=0
N !
k! (N − k)!
1
Γ(x+ k)Γ(y − k) =
Γ(x+ y +N − 1)
Γ(x+N)Γ(y)Γ(x+ y − 1) . (E.285)
Thus comparing with (3.61) one can read off (3.62).
Now for a scalar, a vector, and a traceless symmetric tensor we have〈
φ(x1)va(x2)O˜b1···bℓ(x3)
〉
= Π
(ℓ) c1···cℓ
b1···bℓ
∫
dDx0
(x203)
D−∆Om
(03) d1
c1
· · ·m(03) dℓcℓ
(
x201
) 1
2(−∆φ+∆v−∆O) (x202) 12(∆φ−∆v−∆O)
× (x212) 12(−∆φ−∆v+∆O) Π(ℓ) e1···eℓd1···dℓ [−αOk(201)a k(012)e1 + βOm(20)ae1 ] k(012)e2 · · · k(012)eℓ
= Π
(ℓ) c1···cℓ
b1···bℓ
(
x212
) 1
2(−∆φ−∆v+∆O)
∫
dDx0
(
x201
) 1
2(−∆φ+∆v−∆O) (x202) 12(∆φ−∆v−∆O) (x203)∆O−D
×
[
−αO
(√
x203x
2
12
x201x
2
23
k(203)a −
√
x202x
2
13
x201x
2
23
k(213)a
)
yc1 + βO
(
m(23)ac1 − 2k(203)a k(302)c1
)]
yc2 · · · ycℓ,
(E.286)
using identities from Appendix A.
We then proceed as before, performing trinomial expansions on the ya’s, perform the
integrals using the results of Appendix D.1, and the identities (E.284) and (E.285). This
results in (3.63) and (3.64).
Related to these integration techniques is the determination of the normalization factor
NO that appears in the shadow projector PO. As discussed in the main text, this is fixed
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by requiring
〈ϕ1(x1)ϕ2(x2)Oa1···aℓ(x3)〉 = 〈Oa1···aℓ(x3)POϕ1(x1)ϕ2(x2)〉
= NO
∫
dDx0 〈Oa1···aℓ(x3)Ob1···bℓ(x0)〉
〈
O˜b1···bℓ(x0)ϕ1(x1)ϕ2(x2)
〉
= NOλ12O˜Π(ℓ) c1···cℓb1···bℓ Π(ℓ) d1···dℓa1···aℓ
∫
dDx0
(
x212
) 1
2
(D−∆1−∆2−∆O) (x201) 12 (−∆1+∆2+∆O−D)
× (x202) 12 (∆1−∆2+∆O−D) k(012)c1 · · ·k(012)cℓ (x203)−∆O m(03) b1d1 · · ·m(03) bℓdℓ
= NOλ12O˜Π(ℓ) b1···bℓa1···aℓ
(
x212
) 1
2
(D−∆1−∆2−∆O)
∫
dDx0
(
x201
) 1
2
(−∆1+∆2+∆O−D)
× (x202) 12 (∆1−∆2+∆O−D) (x203)−∆O yb1 · · · ybℓ
= NOλ12O˜Π(ℓ) b1···bℓa1···aℓ
(
x212
) 1
2
(−∆1−∆2+∆O) (x213) 12 (−∆1+∆2−∆O) (x223) 12 (∆1−∆2−∆O)
× k(312)b1 · · · k
(312)
bℓ
Γ(D
2
−∆O)
Γ(D −∆O − 1)
Γ(D −∆O + ℓ− 1)
Γ(∆O + ℓ)
× Γ(
1
2
(∆1 −∆2 +∆O + ℓ))
Γ(1
2
(D +∆1 −∆2 −∆O + ℓ))
Γ(1
2
(−∆1 +∆2 +∆O + ℓ))
Γ(1
2
(D −∆1 +∆2 −∆O + ℓ))
= 〈ϕ1(x1)ϕ2(x2)Oa1···aℓ(x3)〉NOπD
× Γ(∆O −
D
2
)Γ(D
2
−∆O)
(∆O + ℓ− 1) (D −∆O + ℓ− 1) Γ(∆O − 1)Γ(D −∆O − 1) ,
(E.287)
where we read off (3.70).
F αβ, βα, and ββ components of the 〈SV SV 〉 blocks
Here we write the additional conformal block components that appear for ℓ > 0. These are
expressed in condensed notation where the blocks on the LHS, as well as the αα blocks on
the right-hand-sides have unshifted arguments, grsp (u, v; ∆1,∆2,∆3,∆4; ℓ,∆O). The others
follow the conventions in the main text
gαβ0 =
∆3 −∆4 −∆O + ℓ+ 1
ℓ
gαα0 +
1
ℓ
[√
ugαλ1;ℓ;0,1 +
√
vgαλ2;ℓ;0,1
]
,
gαβ11 =
∆3 −∆4 −∆O + ℓ+ 1
ℓ
gαα11 −
1
ℓ
√
u (∆1 −∆2 −∆3 +∆4 − 2v∂v) gαλ1;ℓ;0,1,
gαβ12 =
∆3 −∆4 −∆O + ℓ+ 1
ℓ
gαα12 −
1
ℓ
√
v (∆3 −∆4 + 1− 2u∂u) gαλ1;ℓ;0,1, (F.288)
gαβ21 =
∆3 −∆4 −∆O + ℓ+ 1
ℓ
gαα21 −
1
ℓ
√
u (∆1 −∆2 −∆3 +∆4 − 1− 2v∂v) gαλ2;ℓ;0,1,
gαβ22 =
∆3 −∆4 −∆O + ℓ+ 1
ℓ
gαα22 −
1
ℓ
√
v (∆3 −∆4 + 2− 2u∂u) gαλ2;ℓ;0,1,
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gβα0 =
∆1 −∆2 −∆O + ℓ+ 1
ℓ
gαα0 +
1
ℓ
[
gλα1;ℓ;1,0 +
√
u
v
gλα2;ℓ;1,0
]
,
gβα11 =
∆1 −∆2 −∆O + ℓ+ 1
ℓ
gαα11 −
1
ℓ
(∆1 −∆2 + 2− 2u∂u) gλα1;ℓ;1,0,
gβα12 =
∆1 −∆2 −∆O + ℓ+ 1
ℓ
gαα12 −
1
ℓ
(∆1 −∆2 + 1− 2u∂u) gλα2;ℓ;1,0, (F.289)
gβα21 =
∆1 −∆2 −∆O + ℓ+ 1
ℓ
gαα21 +
1
ℓ
√
u
v
2v∂vg
λα
1;ℓ;1,0,
gβα22 =
∆1 −∆2 −∆O + ℓ+ 1
ℓ
gαα22 −
1
ℓ
√
u
v
(1− 2v∂v) gλα2;ℓ;1,0,
gββ0 =
(∆1 −∆2 −∆O + ℓ+ 1) (∆3 −∆4 −∆O + ℓ+ 1)
ℓ2
gαα0
+
∆1 −∆2 −∆O + ℓ+ 1
ℓ2
[√
ugαλ1;ℓ;0,1 +
√
vgαλ2;ℓ;0,1
]
+
∆3 −∆4 −∆O + ℓ+ 1
ℓ2
[
gλα1;ℓ;1,0 +
√
u
v
gλα2;ℓ;1,0
]
− 1
ℓ2
√
u (∆1 −∆2 + 1− 2u∂u − 2v∂v) gℓ;1,1,
gββ11 =
(∆1 −∆2 −∆O + ℓ+ 1) (∆3 −∆4 −∆O + ℓ+ 1)
ℓ2
gαα11
−∆1 −∆2 −∆O + ℓ+ 1
ℓ2
√
u (∆1 −∆2 −∆3 +∆4 − 2v∂v) gαλ1;ℓ;0,1
−∆3 −∆4 −∆O + ℓ+ 1
ℓ2
(∆1 −∆2 + 2− 2u∂u) gλα1;ℓ;1,0
+
1
ℓ2
√
u (∆1 −∆2 + 1− 2u∂u) (∆1 −∆2 −∆3 +∆4 − 2v∂v) gℓ;1,1,
gββ12 =
(∆1 −∆2 −∆O + ℓ+ 1) (∆3 −∆4 −∆O + ℓ+ 1)
ℓ2
gαα12
−∆1 −∆2 −∆O + ℓ+ 1
ℓ2
√
v (∆3 −∆4 + 1− 2u∂u) gαλ1;ℓ;0,1
−∆3 −∆4 −∆O + ℓ+ 1
ℓ2
(∆1 −∆2 + 1− 2u∂u) gλα2;ℓ;1,0
+
1
ℓ2
√
v (∆1 −∆2 + 1− 2u∂u) (∆3 −∆4 + 1− 2u∂u) gℓ;1,1, (F.290)
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gββ21 =
(∆1 −∆2 −∆O + ℓ+ 1) (∆3 −∆4 −∆O + ℓ+ 1)
ℓ2
gαα21
−∆1 −∆2 −∆O + ℓ+ 1
ℓ2
√
u (∆1 −∆2 −∆3 +∆4 − 1− 2v∂v) gαλ2;ℓ;0,1
+
∆3 −∆4 −∆O + ℓ+ 1
ℓ2
√
u
v
2v∂vg
λα
1;ℓ;1,0
− 1
ℓ2
u√
v
2v∂v (∆1 −∆2 −∆3 +∆4 − 2v∂v) gℓ;1,1,
gββ22 =
(∆1 −∆2 −∆O + ℓ+ 1) (∆3 −∆4 −∆O + ℓ+ 1)
ℓ2
gαα22
−∆1 −∆2 −∆O + ℓ+ 1
ℓ2
√
v (∆3 −∆4 + 2− 2u∂u) gαλ2;ℓ;0,1
−∆3 −∆4 −∆O + ℓ+ 1
ℓ2
√
u
v
(1− 2v∂v) gλα2;ℓ;1,0
− 1
ℓ2
√
u2v∂v (∆3 −∆4 + 1− 2u∂u) gℓ;1,1,
G Mixed symmetric constants
The constants appearing in the mixed-symmetric conformal blocks are defined by
C1 =
NAγ34A˜/γ34A(NOλ34O˜/λ34O)k+100 = D −∆A − 1D −∆A − 2 , (G.291)
C2 = NAγ34A˜/γ34A
(N−1O (M−1) αα )k+1− 1
2
1
2
=
(∆A − 1) (D −∆A + k)− (D −∆A − 1) (∆3 −∆4 − 1)
(D −∆A − 2) (D −∆3 +∆4 −∆A + k + 1) , (G.292)
C3 = NAγ34A˜/γ34A
(
N−1O
(
M−1
) α
β
)
k+1− 1
2
1
2
=
(k + 1) (D − 2∆A) (∆3 −∆4 − 1)
(D −∆A − 2) (D −∆3 +∆4 −∆A + k + 1) (∆3 −∆4 +∆A + k − 1) (G.293)
C4 = NAγ34A˜/γ34A
(N−1O (M−1) αα )k+1 1
2
− 1
2
=
(∆3 −∆4 +∆A + k + 1) ((∆A − 1) (D −∆A + k)− (D −∆A − 1) (∆3 −∆4 + 1))
(D −∆A − 2) (D +∆3 −∆4 −∆A + k + 1) (−∆3 +∆4 +∆A + k − 1) ,
(G.294)
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C5 = NAγ34A˜/γ34A
(
N−1O
(
M−1
) α
β
)
k+1 1
2
− 1
2
=
(k + 1) (D − 2∆A) (∆3 −∆4 + 1)
(D −∆A − 2) (D +∆3 −∆4 −∆A + k + 1) (−∆3 +∆4 +∆A + k − 1) , (G.295)
C6 = NAγ34A˜/γ34A
(
N−1O
((
M−1
) α
α
− (M−1) β
α
))
k+200
=
(D −∆A + k) (∆3 −∆4 +∆A + k + 1)
(D −∆A − 2) (∆A + k + 1)
× (D −∆A − 1) (D −∆A + k + 1)− (∆A − 1) (∆3 −∆4)
(D +∆3 −∆4 −∆A + k + 1) (D −∆3 +∆4 −∆A + k + 1) ,
(G.296)
C7 = NAγ34A˜/γ34A
(
N−1O
((
M−1
) β
β
− (M−1) α
β
))
k+200
=
D −∆A + k
D −∆A − 2
× (D −∆A − 1) (∆A + k + 1) (D −∆A + k + 1)− (∆A − 1) (∆3 −∆4)
2
(∆A + k + 1) (D +∆3 −∆4 −∆A + k + 1) (D −∆3 +∆4 −∆A + k + 1) , (G.297)
C8 = NAγ34A˜/γ34A
(
N−1O
((
M−1
) α
α
− (M−1) β
α
))
k 00
=
(∆A + k) ((D −∆A − 1) (D −∆A + k − 1)− (∆A − 1) (∆3 −∆4))
(D −∆A − 2) (D −∆A + k − 1) (−∆3 +∆4 +∆A + k − 1) , (G.298)
C9 = NAγ34A˜/γ34A
(
N−1O
((
M−1
) β
β
− (M−1) α
β
))
k 00
=
(∆A + k)
(
(D −∆A − 1) (∆A + k − 1) (D −∆A + k − 1)− (∆A − 1) (∆3 −∆4)2
)
(D −∆A − 2) (D −∆A + k − 1) (∆3 −∆4 +∆A + k − 1) (−∆3 +∆4 +∆A + k − 1) .
(G.299)
In computing these constants we have used notation where a subscript on a quantity in
parentheses, (f)k′ P Q means that we should evaluate f (which is given in terms of three-
point function data) for external particles of weights ∆3+P and ∆4+Q, and an exchange
operator of spin ℓ = k′ and dimension ∆O = ∆A.
H Operators appearing in symmetric exchange blocks
Define
δ1 = ∆3 −∆4 + 2u∂u + 2v∂v, δ2 = ∆1 −∆2 −∆3 +∆4 − 2v∂v,
δ3 = 2v∂v, δ4 = ∆1 −∆2 − 2u∂u − 2v∂v. (H.300)
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Then the operators which appear in the expression (4.142) are
D−−0 =
√
u (δ1 − 1) , D−+0 =
√
u (δ2 − 2) , D+−0 = −
√
u
v
δ3, D++0 = −
√
u (δ4 + 1) ,
(H.301)
D−−11 = −
√
u (δ2 + v (δ1 + 1)) (δ1 − 1) , D−+11 = −
√
u (δ2 + v (δ1 + 1)) (δ2 − 2) ,
D+−11 =
√
u (δ1 − 1) (δ3 + δ4 + 1) , D++11 =
√
uδ2 (δ3 + δ4 + 1) , (H.302)
D−−12 = −
1√
v
(δ3 − v (δ1 − 1)) (δ2 + v (δ1 − 1)) ,
D−+12 =
√
v (δ2 − 2 + v (δ1 + 1)) (δ2 − δ4 − 1) ,
D+−12 =
1√
v
(δ3 − v (δ1 − 1)) (δ3 + δ4 + 1) , D++12 = −
√
v (δ2 − δ4 − 1) (δ3 + δ4 + 1) ,
(H.303)
D−−21 = u
√
v (δ1 − 1) (δ1 + 1) , D−+21 = u
√
v (δ1 + 1) (δ2 − 2) ,
D+−21 = −
u√
v
(δ1 − 1) δ3, D++21 = −
u√
v
δ2δ3, (H.304)
D−−22 =
√
u (δ3 − v (δ1 + 1)) (δ1 − 1) , D−+22 = −
√
uv (δ1 + 1) (δ2 − δ4 − 1) ,
D+−22 = −
√
u
v
(δ3 − 2− v (δ1 − 1)) δ3, D++22 =
√
u (δ2 − δ4 − 1) δ3. (H.305)
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