The ability of animals to detect individual events in the external world using more than one sense has a considerable impact on perception and behaviour. Combining information across the senses about a common source can improve the localization and discrimination of objects and speeds up reactions to them [1] . But this relies on the binding together of appropriate multisensory signals -those originating from the object in question as opposed to other, unrelated stimuli. Temporal synchrony is a particularly powerful binding cue, and the results of several recent studies have revealed that humans are able to maintain accurate judgments of when visual and auditory cues occur simultaneously, despite variations in the relative time it takes for the signals to arrive.
visual signals are asynchronous [3, 4] . In keeping, however, with the inter-sensory difference in neural processing time, the stimuli are generally judged to be simultaneous when the sound is delayed relative to the light [5, 6] . The required delay can, of course, occur naturally because of the difference in their velocities. Moreover, by introducing a delay that offsets the difference in response latency, it has been shown that auditory and visual signals arriving together at multisensory neurons, such as those in the superior colliculus, often interact to produce enhanced responses [7, 8] .
However, neither the relative time of arrival nor the neural transmission times within the central nervous system are fixed. 
Multisensory Integration: Strategies for Synchronization
Recent studies have shown that our ability to match the timing of inputs from objects that can be both seen and heard is highly adaptable and takes into account target depth and the relatively slow speed of sound. 
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Relative timing of activity within the central nervous system Current Biology intensity and contrast and, in the case of visual stimuli, with the region of the retina that is stimulated [9] . More importantly, because of its relatively slow velocity, the time taken for sound to arrive at the ears scales with distance, whereas light reaches the photoreceptors effectively instantaneously at all distances. Consequently, the inter-stimulus delay needed to cancel the difference in neural processing time is provided only over a relatively narrow range of target distances, implying a limit on our ability to use temporal synchrony to bind multisensory signals.
Compensating for Target Distance
One way round this would be for the temporal window within which auditory and visual signals are perceived as being simultaneous to vary depending on the distance of the multisensory event from the observer. Several attempts have now been made to investigate this issue [9] [10] [11] [12] [13] [14] . Although the findings of these studies are mixed, there is growing evidence that the brain incorporates information about target depth and sound velocity when judging that different modality signals are temporally aligned.
The inter-stimulus interval at which auditory and visual stimuli are perceived as simultaneous can be estimated by presenting pairs of sounds and lights with variable delays between them and measuring the interval at which the subject can no longer tell which one came first. This is then repeated at different real or simulated target distances. In the absence of any compensation for sound velocity, we would expect to find that as target distance is increased, a progressive delay of the light relative to the sound is required for the signals to be perceived as temporally coincident. In fact, the opposite result has been reported in studies in which the distance of the visual stimulus [12] , auditory stimulus [14] or both [ [14] found that as the simulated source distance was increased, the auditory stimulus had to be delayed by an amount corresponding to the additional sound travel time in order for it to be aligned with the visual stimulus (Figure 2 ). This equates to the stimuli being perceived as simultaneous at the point when they are actually produced by the multisensory source. Interestingly, loudness cues alone were insufficient to induce this shift in the visual-auditory interval corresponding to subjective simultaneity. This -and the greater distances involvedwould explain why the flashes and bangs of a firework rarely appear to be synchronized.
Recalibrating Perceptual Estimates of Simultaneity
Further insights into how multisensory synchronization is maintained have come from studies in which subjects have been exposed for a few minutes to auditory and visual stimuli separated by a fixed time lag [17, 18] . This resulted in a shift in the interval at which the sound and The results of all of these studies indicate that a dynamic neural mechanism exists for matching the auditory and visual signals arising from a multisensory event. It could be argued that this is rarely needed for coordinating the lip movements and speech sounds of a person within normal conversational range. Nevertheless, when they do occur, changes in physical transmission time and neural processing time appear to be accommodated by shifting the window of integration on the basis of experience or when reliable depth cues are present. This in turn implies flexibility in the capacity of neurons to register the relative timing of multisensory signals and therefore highlights a potentially useful way of probing the adaptive capabilities of the brain.
