In the present study, an adaptive Nonlinear Frequency Domain method (pNLFD) has been implemented to the Euler and Navier-Stokes equations. Although the computational time for periodic steady state flows is reduced by using the NLFD approach over classical time marching schemes, implementing the pNLFD concept provides to a faster numerical algorithm. Moreover, the need for a large amount of memory, which is the main disadvantage of the NLFD method, is resolved in the present pNLFD approach. Results are presented for two test cases; inviscid transonic pitching airfoil and laminar vortex shedding behind a 2D cylinder. For the latter, a gradient-based-variable-time period technique is applied to find the exact time period, because the dominant frequency is unknown a priori. Results are compared to experimental data as well as other numerical solutions.
I. Introduction P eriodic phenomena widely appear in physical fluid flow problems where the flow shows repeating behavior in time. For instance, fluid flow around helicopter rotor blades and wind turbines, and inside jet turbines are some of well-known cases associated with periodic flows. Numerical methods based on Computational Fluid Dynamics (CFD) are widely used for modeling and simulation of fluid flow problems. In the case of periodic problems, usually one is more interested in the periodic steady state solution when the initial transient behaviors vanish. However, because of the parabolic nature of the governing equations, simulation of the unsteady part of the solution is inevitable. Therefore, usual time marching schemes start solving the equations from an initial condition and march in time until the periodic steady state condition is achieved. For many cases, the time associated with the initial transient portion is much larger than the time period.
An alternative to the time-accurate methods is to assume that the solution is periodic over time. This is not a time-accurate approach in the sense that it does not admit transient decay as a component of the solution. Instead the method directly calculates the solution when it is periodic steady state. Given the assumption of periodicity, trigonometric interpolants such as Fourier series, can be used to accurately and efficiently represent the solution. The application of these methods to a non-linear system of equations presents some difficulties. Linearized frequency domain and deterministic stress methods 1 are examples of periodic methods that are widely used in industry. Unfortunately, the inability of these methods to accurately model the solution becomes evident for systems that contain strong nonlinearities. The Harmonic Balance technique, a pseudo-spectral approach initially proposed by Hall and later modified by McMullen, 3, 4 has been validated against both the Euler and Navier-Stokes equations for a number of unsteady periodic problems and has been shown to account for strong nonlinearities. The cost associated with spectral methods like McMullen's non-linear frequency domain method is proportional to the cost of the steady state solution multiplied by the number of desired temporal modes. For inviscid flow, McMullen 5 has shown that to accurately model an oscillating airfoil pitching about its quarter chord, a temporal resolution of only 1 mode above the fundamental frequency (or equivalently 3 time samples per period) is needed using the NLFD method versus the 45 time samples needed with a backward difference formulation of the time derivative. 6 These results demonstrate the potential of the method to provide significant reduction in computational cost for the analysis and design of more realistic problems such as helicopter rotors, turbomachinery, and other unsteady devices operating in the transonic regime.
The need for a large number of modes, places a severe restriction on the hardware resources as large amounts of memory are required. An adaptive non-linear frequency domain approach, initially proposed by Maple et al., 7 has been developed for two-dimensional viscous flows and results have shown a large reduction in the number of required modes per control volume to resolve the flow within a user-specified reference spectral energy. The primary concept of the pNLFD approach is to augment the Fourier series in each control volume independent of the others based on the level of the spectral energy of the highest mode.
II. Governing Equations and their Discretization
The Cartesian coordinates and velocity components are denoted by x 1 , x 2 , and u 1 and u 2 . Einstein notation simplifies the presentation of the equations, where summation over i = 1 to 2 is implied by a repeated index i. The two-dimensional Navier-Stokes equations then take the form,
where the state vector w, inviscid flux vector f and viscous flux vector f v are described respectively by
In these definitions, ρ is the density, b i are the Cartesian velocity components of the boundary, E is the total energy and δ ij is the Kronecker delta function. The pressure is determined by the equation of state
and the stagnation enthalpy is given by
where γ is the ratio of the specific heats. The viscous stresses may be written as
where µ and λ = − 2 3 µ are the first and second coefficients of viscosity. These equations can be nondimensionalized and be written in integral form for a control volume as follows:
In this equation f c , f v , and f d are the convective, viscous, and artificial dissipation fluxes respectively. To eliminate odd-even decoupling of the solution and overshoots before and after shock waves, artificial viscosity is added to the convective terms. The artificial dissipation scheme used in the present study is a blended first-and third-order flux, first introduced by Jameson et al.
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A finite volume scheme is derived by applying the above equation directly to control volumes to give a set of ordinary differential equations of the form
where V is the cell volume, and the residual R(w) is evaluated by summing the fluxes through the cell faces. The simulations contained in the present study are restricted to rigid mesh translation and therefore the cell volumes remain constant in time.
A. Spatial Discretization
The fluxes are represented in discrete form for each computational cell using a central second-order discretization. Equation (1) can then be written for each computational cell as;
The residual can be represented as;
where h i+
. The ± 1 2 notation indicates that the quantity is calculated at the flux faces. The values of the flow variables are stored as conservative variables at the cell centers and can be regarded as cell averages. Accordingly, the convective flux at the cell face is computed by taking the average of the flux contributions from each cell across the cell face. The spectral radiuses of the flux Jacobian matrix are rescaled in each direction to better handle the high aspect ratio cells. Further details can be found in. 
B. Temporal Discretization
The derivation of the NLFD method starts with equation (1) and assumes that the vector of flow variables w and local residual R can be represented by separate Fourier series:
where i = √ −1. In the case of real problems, the Fourier coefficients for negative wave numbers are simply the complex conjugates of the coefficients for the positive wave numbers and can be eliminated in computation. The Fourier representations are then substituted into the semi-discrete form of the governing equations as described in equation (1) to yield,
As a result,R
forms the new unsteady residual in the frequency domain for each wavenumber and must be solved iteratively. The solver attempts to find a solution, w, that drives this system of equations to zero for all wavenumbers. The nonlinearity of the unsteady residual and, hence, bulk of our computing effort stems from the spatial operator, R. There are two approaches to calculating the spatial operator expressed in the frequency domain. The first uses a complex series of convolution sums to calculateR k directly fromŵ k . This approach is discarded due to its massive complexity (considering artificial dissipation schemes and turbulence modeling) and cost that scales quadratically with the number of modes N . This paper implements a pseudo-spectral approach that relies on the computational efficiency of the Fast Fourier Transform (FFT). To calculate R in the frequency domain, several transformations between the physical and frequency domains are performed by FFT. The computational cost of this transform scales like N log(N ), a significant savings over a similar method that uses convolution sums and scales like N
2
. A diagram detailing the transformations used by the pseudo spectral approach at each stage of the modified multistage Runge-Kutta scheme is provided in Fig. (1).
The pseudo-spectral approach begins by initializing the state vector, w(t), at all time instances. At the first iteration, w(t) will take on the value of the initial condition and for subsequent iterations, the values are based on the previous iterations. At each of these time instances the steady-state operator R(w(t)) can be computed by summing the convective, viscous, and artificial dissipation fluxes as mentioned in the previous subsection. A FFT is then used to transform the state vector and spatial operator to the frequency R (w(t)) domain whereŵ k andR k are known for all wavenumbers. The unsteady residualR * k can then be calculated by addingR k to the spectral representation of the temporal derivative, i kVŵ k . The iteration is advanced andŵ k is updated. Using an inverse FFT,ŵ k is then transformed back to the physical space resulting in a state vector w(t) sampled at evenly distributed intervals over the time period. The wall and far-field boundary conditions are imposed within the time domain. Consistent with the time accurate approach, we can numerically integrate our residual in fictitious time t * resulting in the following equation:
An unsteady residual exists for each wavenumber used in the solution and the pseudo-time derivative acts as a gradient to drive the absolute value of all of these components to zero simultaneously. A modified five stage Runge-Kutta time integration scheme is applied to march the solution to a steady state solution. Local time stepping is employed to accelerate the convergence. In synopsis, the NLFD approach can be implemented into any existing time-accurate flow solver with the following two primary modifications. First, the state vector must be modified to allow an additional dimension to hold the value at various time steps. This is unlike the time accurate approach, where the second order backward difference approach only required storing of the state vector at three time levels. For the NLFD approach if three or greater time steps are employed, the memory cost increases. Second, 'calls' to FFT routines must be implemented within the time-stepping scheme to perform both the FFT and inverse FFT.
C. pNLFD Implementation
The primary concept of the pNLFD approach is to augment the Fourier series in each control volume independent of the others based on the level of the spectral energy of the highest mode. This allows for a large reduction in the severe memory cost of the NLFD approach as well as allows for very high number of modes to be introduced in regions of the flow where a larger amount of unsteadiness is present. The concept was initially proposed by Maple et al., 7 where the authors demonstrate the approach on a quasi-one-dimensional Euler flow.
The procedure to augment the Fourier series is as follows. First, the initial solution is set to the freestream conditions and each control volume is assigned three time steps per period or the fundamental frequency. This represents the minimum number of modes that can be specified. As the solution progresses, one additional mode is added to each control volume if the ratio of the spectral energy of the highest mode is above a reference spectral energy. The reference spectral energy is a user specified threshold to maintain a minimum desired level of spectral energy in the highest mode. The Fourier coefficients of the new mode are initially set to zero and as the solution develops, the residual of this mode will begin to converge. Since it takes several iterations before the solution converges three or four orders of magnitude, the frequency augmentation procedure is only enforced every several hundred iterations. Thus pNLFD can be easily implemented into an existing frequency domain solver by introducing a new subroutine that computes the ratio of the spectral energy of the highest mode to the total spectral energy contained within all the modes and introduce a mechanism to add the new mode.
In figure 2 the spectral energy of each mode is presented and compared for two nodes; one in a position with high unsteadiness and the other in a far field position having small unsteady characteristics. The reference spectral energy is set to be 1e −5 ; therefore, when the level of spectral energy of the highest mode is smaller than the reference value, then modes that are higher than this highest mode will be neglected and only the first few modes that have the spectral energy more than the reference value are kept. It should be noted that, after element adaptation, the spectral energy of the modes may get smaller than the reference energy. At the moment the adaptation is implemented for increasing the number of modes, but in reality, it should be allowed to decrease the number of modes for the cells which may have a smaller spectral energy than reference value after the convergence. Moreover, the decreasing of the spectral energy as the mode number increases is not always monotonic. Therefore, sometimes a better gage for cutting the number of modes are needed considering the trend of spectral energy changes. for a five time step case. The fluxes are then computed for the left flux of the right cell. This allows for a simple approach to compute the fluxes across cell faces with non-matching temporal resolutions, however, it renders a non-conservative scheme.
III. Results
In this section, the results are presented for two test cases. In the first part, implementation of pNLFD method on Euler equations is verified by solving the problem of inviscid transonic flow around a pitching airfoil, while in the next part, the Navier-Stokes equations are solved in the case of laminar vortex shedding behind a 2D cylinder.
A. Pitching airfoil Figure 3 illustrates the results of pNLFD where the non-dimensionalized pressure distribution contours for a two-dimensional inviscid flow of a pitching NACA 0012 airfoil in a Mach 0.85 flow is shown. The airfoil oscillates 1
• about a mean angle of attack of 1
• at a reduced frequency of 0.202. As it can be observed from this figure, the present approach can successfully capture the discontinuity in the fluid properties occurred by passing through the shock waves. Moreover, In this figure, the pressure coefficients along the upper surface of the airfoil are presented. This figure shows that for three levels of reference spectral energy (1e . The light blue cells denote control volumes with just three time steps per period or one mode, while the dark blues have two modes, green cells have three modes, yellow cells have four modes, and the red cells contain five modes. A pressure discontinuity or shock wave is formed on the upper and lower surfaces. As illustrated the cells surrounding the airfoil contains the highest modes, as expected, while the yellow cells are only present in the vicinity of the shock wave. The width of the two yellow region spans approximately 14 cells. This is due to the movement of both shock waves as the airfoil undergoes the pitching motion. The green region with three modes surrounds the airfoil followed by the dark blue and light blue in the far-field. These observations are expected since in an inviscid transonic flow, the primary unsteadiness is due to the motion . As the reference spectral energy is reduced, the regions with higher modes increase as expected. In the second and third cases, there is relatively no cell with just three time steps per period and along the region of the shock wave, a higher concentration of five modes is observed.
B. Laminar vortex shedding behind a 2D cylinder
In this section the laminar vortex shedding behind a 2D cylinder problem is numerically investigated using the NLFD and pNLFD approaches. The results are compared with experimental results of Williamson (c) Figure 6 . Colormap demonstrating the number of modes in each control volume for a reference spectral energy of 1e −5
T 2 |ŵ k ×R * k |, whereR * k is the unsteady residual andŵ k is the state vector in frequency domain as defined previously. Table 1 . These values of reference energy are corresponding to 13 and 25 modes respectively. For instance, if the reference energy is set to 1e −5 , then the highest number of modes that was required is 13. As it can be observed, the Strouhal number converges up to 5 digits after using the NLFD method with 8 modes. The same level of convergence is obtained for the base suction coefficient after using 6 modes. In the case of the stagnation pressure coefficient, the convergence is achieved after using 3 modes which illustrates that the level of unsteadiness at the stagnation point is much smaller than that at the base point. The results of pNLFD are the same as the results of their corresponding NLFD methods. The obtained Strouhal number is in good agreement with experimental value reported by Williamson 10 (Strouhal Number ≈ 0.191), but it has a 3% difference with McMullen's results (Strouhal Number ≈ 0.185).
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Comparison of the present method for the base suction coefficient with the numerical results of Henderson
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(−Cp b ≈ 0.96) shows good agreement. The experimental value for the base suction coefficient at Re = 180 is 0.83 which is far from the numerical results. The reason for this difference is that the three dimensional instabilities in the flow starts approximately at Re = 180; therefore, to account for these phenomena, a three dimensional model is required. In Figure 7 , the convergence of the Strouhal number versus iteration number is presented for 5 NLFD test cases (cases with 5 modes up to 10 modes) and one pNLFD test case (reference spectral energy of 1e
) which adapts the number of modes up to 13 modes. As it can be observed from this figure, the Strouhal number obtained from the pNLFD solver converges to the result of the NLFD solver with 10 modes as the adaptations take place and the number of maximum mode in domain increases from 1 to 13 modes. Figure 8 presents the entropy distribution contours for the NLFD methods with 1 and 3 modes. The Figure  shows that increasing the number of modes results in a better distribution of flow properties because the nonlinearities in the problem can be modeled more precisely . In figure 9 the entropy distribution contours for the NLFD methods with 8 and 13 modes are presented. It can be observed from this figure that the NLFD results with more than 8 modes are almost identical (5 digits convergence in the Strouhal number (table 1) ). In figure 10 , the contours of entropy distribution obtained from pNLFD method with reference energies of 1e respectively. In the latter case, the pNLFD solver used up to 25 modes for the simulation although it can continue to assign more modes to the nodes. It is obvious that, in the wake region more nodes are needed to capture the flow with the same order of accuracy as the far field nodes where the effect of the cylinder and the vortices are negligible. The small non-symmetry in the mode distribution along the X axis is due to the fact that the adaptation was implemented before the solution reached its periodic symmetric state. In fact, in order to capture the vortices, the solution should be disturbed non symmetrically. In the current version of the code, this disturbance was implemented at the 100 th iteration and the first adaptation was at the 1000 th iteration. Therefore, the solution had not converge completely and symmetrically before the adaptation procedure began.
The average value of the residual corresponding to each mode,R * k , is presented in Figure 13 (a) for the pNLFD method with reference spectral energy of 1e −5 and in Figure 13 solution. Since at this reference energy the pNLFD method refines the number of modes up to 13 modes, the NLFD method with 13 modes is chosen for comparison. The adaptation is done in each 1000 iterations for the pNLFD method. After each adaptation, one mode is added to the figure corresponding to the residual of the new mode. After 12000 iterations, when the 13 th mode is added, the mode refinement does not continue -part (I) of Figure 13 (a) -instead the distribution of the modes is changed for 10 more adaptation steps corresponding to 10000 iterations, part (II) of Figure 13 (a). The convergence criteria is set to be 1e −6 for the highest value between residual of all modes. Therefore, the pNLFD solution approximately converges after 28250 Iterations. From iteration 22000 up to 28250 neither adaptation nor rearrangement of the modes is done as illustrated in part (III) of Figure 13 (a). The NLFD method converges almost at the same number of iteration as the pNLFD case does. It can be observed from this figure that the slope of the curves as well as the error margin, the ratio of the highest to the lowest value of residuals (≈ 100), is almost the same for the pNLFD and NLFD test cases. The jump which is observed after each adaptation in the pNLFD method is due to the fact that for the adapted nodes, the Fourier coefficient of the new mode is initially set to zero. This value is modified after some iterations until convergence. The rate of convergence of these new Fourier coefficients are much faster than the total rate of convergence of the problem; therefore, the effects of residual jumps on the total convergence rate can be neglected. Figure 14 presents the same convergence history for the pNLFD method with reference energy of 1e −8 . The same convergence trend is observed in this figure. Moreover, the number of iterations before the convergence remains almost the same, because usually the largest residual belongs to the first mode not to the highest mode.
As it was mentioned the main advantage of the pNLFD method in comparison with the NLFD method is the reduction in memory usage and computational time. The ratio of the memory which is used in the pNLFD to NLFD approach is of great importance. These needed memories are almost proportional to the Degree Of Freedom (DOF) of the problem which here can be defined as DOF = Number of nodes × Number of time steps per node. In the case of the NLFD method, this definition results in a simple relation for DOF because all of the nodes have the same number of modes or equal time steps. However, in the case of the pNLFD approach, the distribution of the modes changes after each adaptation, which makes it difficult to determine the DOF in regions (I) and (II) of figure 13 (a) . However, when the adaptation of the modes have converged (part (III) of figure 13 (a) ), the distribution of the modes will no longer change and a fixed DOF can be determined. It should be noted that, the DOF which is defined for region (III) is more than the DOF of regions (I) and (II) and therefore is the correct gage for assigning the required memory needed by the pNLFD method. Table 2 presents the total number of nodes that have the same number of modes from 1 up to 13 modes. Therefore, the DOF for the NLFD and pNLFD approaches can be obtained as follows;
The memory saving factor can be defined as α = DOF of pNLFD DOF of NLFD = 0.32. Therefore, it is observed that the pNLFD method with reference energy of 1e −5 only requires 32% of the memory which is needed by the corresponding NLFD method with 13 modes. Since the computational time almost linearly increases with increasing the number of modes, the same improvement in CPU time is expected. However, because of the time which is needed by the FFT and flux adjustment procedures, the real computational time ratio factor which is obtained is 0.37. This factor for region (I) is about 0.33 and for region (II) is 0.36. As it can be concluded from these values, the best CPU time saving is obtained in region (I). It is logical because in this region the number of modes starts from 1 mode and increases after each adaptation. From these numbers, one may conclude that the pNLFD solution with reference energy of 1e −5 has the same memory and computational time cost as the NLFD solution with 4 modes. Table 1 shows that the Strouhal number of the NLFD method with 4 modes is not accurate enough (up to 5 digits) so with the same memory and computational time cost a more accurate result can be obtained using the pNLFD approach. 
IV. Conclusion
In the present study an adaptive nonlinear frequency domain technique is developed and implemented to the Euler and Navier-Stokes equations. For validating the pNLFD solver two test cases were simulated; inviscid transonic flow around a pitching airfoil and laminar vortex shedding behind a 2D cylinder. The results show a good agreement with experimental investigations as well as other numerical results. Moreover, a significant reduction in memory usage as well as computational time was achieved. The numerical results, for one test case, shows that this method can improve both memory usage and CPU time up to 3 times in comparison with the corresponding the NLFD method at similar convergence levels. Finally, it was shown that before the mode convergence is obtained a better speed up factor can be obtained using a better adaptation algorithm. Defining the best algorithm for adaptation needs further investigation and is a good motivation for future studies. 
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