This paper describes a new segmentation technique for very sparse surfaces which is based on minimizing the energy of the surfaces in the scene. While it could be used in almost any system as part of surface reconstruction/model recovery, the algorithm is designed to be usable when the depth information is scattered and very sparse, as is generally the case with depth generated by stereo algorithms. We show results from a sequential algorithm and discuss a working prototype that executes on the massively parallel Connection Machine.
Segmentation: Introduction and Background
Segmentation is one of the most pervasive and most difficult problems in computer vision. It rears it ugly head in such subareas as: edge/region detection, motion detection, determination of textures, shape-from-X (for almost all X), calculation of disparity fields (stereo matching), model recovery, surface reconstruction and medical imaging. Unfortunately, the segmentation problem in each of these areas will not, in general, be solvable by the same techniques. One reason for the failure of the methods to extend to different the segmentation problems in the various subareas is because the assumptions about the data vary dramatically:
In edge/region detection, the data is the intensity values of the image irradiance and assumptions used for segmentation must be related to the process of image formation. In motion detection, the data can be either spatic-temporal intensity images or spatietemporal surface information, and the segmentation assumptions must be related either t o the flow of intensities as objects/self undergo motion (for spatio-temporal intensities images) or to object models and the physics of motion of said objects. In surface reconstruction, the assumptions used for segmentation must be related to models of world surfaces. In the recovery of disparity fields, assumptions must be tied to either a model of disparity fields, or a combination of models of world surfaces and the pair of image formation equations used t o obtain the disparity field. etc. ...
Of these, the segmentation tasks in surface reconstruction, disparity field recovery and certain classes of motion detection problems, have been 1 approached using segmentation coupled with recovery using an energybased smoothness assumption, for example see [ [Chou Brown 881,  [Kanade 881 . In each of these cases, the attempt at segmentation can be roughly described as follows:
Step 1 Do a initial smoothness-based reconstruction (this is generally a minimal energy surface or configuration).
Step 2 Mark those parts of the reconstruction which are "not locally smooth" (generally with a gradient like operator) as discontinuities.
Step 3 Adjust the reconstruction mechanism to deal with the newly marked discontinuities and go to Step 1. Other segmentation approaches for surface reconstruction have incorporated smooth measures implied by volumetric models, for example, see [Pentland 861, [Bajcsy and Solina 871,  [Rao, Nevatia and Medioni 871,  or local smoothness properties such as planarity or curvature consistency, see [Besel and Jain 861. 
Motivation and a Different Formulation
This paper proposes a different model of segmentation which has some fundamental differences in the formulation of the problem. This section discusses this model, and also provides some motivation for it. In defining this model, the section introduces the energy-based segmentation approach wherein the energy of reconstructed surface(s) is directly used to segment the data.
The traditional view of the surface segmentation problem is one of determining the "discontinuity boundaries" in surface depth, surface orientation and/or surface curvature. This approach usually requires some reconstruction of the surface, which is related to an a priori chosen measure of surface energy. Unfortunately, in order to correctly generate a surface reconstruction, knowledge of data segmentation is generally required. This results in a difficult chicken-and-egg problem. To make matters worse, the quality of the reconstruction in the neighborhood of an unmarked (i.e. as yet undetected) discontinuity is generally poor. Thus the localization of the discontinuity of iterative reconstruct/segment approaches, see e.g. [Terzopoulos 841 or [Hoff and Ahuja 871, will be questionable.
A second shortcoming of the traditional approach is that it will require considerable post processing to handle extended multiply connected objects (say an object behind a picket fence) and may never be able to handle transparent surfaces where locally there are only a few points on any one surface.
A final remark about traditional segmentation is related to the definition of "boundaries". It is well known that the perceived "boundaries" of surfaces in depth share many characteristics with subjective contours, see [Julesz 711, [hfarr 811 . This suggests that a definition of "boundaries" in depth might be accomplished by some secondary processing which is shared with "boundary" detection from other visual modalities.
To accommodate the above mentioned problems, this paper prcposes that segmentation of 3D information should not attempt to determine boundaries, instead segmentation should simply classify points as belonging to the same surface. The determination of boundaries will be relegated t o some secondary process which is not discussed here. Of course this view cannot be taken too far, there must be some limit to the cH2876-1/90/oooO/0232$01.00'0 1990 IEEE number of poasible "transparent" surfaces and some limit to the extend of an object over which a background object will be recognized as connected (without first recognizing the object and using higher level knowledge Of course, the use of bending energy can only be a partial basis for a practical measure for segmentation. Other issues that must be also be addressed include:
perzopoulos 841, the allowable class of finction, determination of the effect of surface size, or equivalently, of the area relationship between the energy and the number of data points, how to segment, if using thresholds, how to set the threshold for separation of a group, or alternatively defining the tradeoff between the number of surfaces and sum of the energy of these surface. When a collection of points has "too much" energy, how does one locate the fewest number of "culprit" point(s) in the group, i.e., the credit assignment problem, relationship between "depth" discontinuities and "orientation" and these characteristics effect the energy measure discontinuities.
over which the energy is measured,
An Energy-based Segmentation Algorithm
This section describes one way to realize an energy based segmentation algorithm given that one accepts the assumption of minimizing bending energy. However, the algorithm is easily modified to handle many related measures such as those described in [Boult 86) and [Boult 871. The section describes the mathematical background of the algorithm. The diacussion of advantages and disadvantages of this approach are relegated to a separate section following this one.
Description of the Algorithm
The algorithm constructs an initial approximation of a surface $om the local data cluster 3 space.' The algorithm then heuristically determines which point to add next (more below) and points are added to a surface as long as the addition does not cause the energy (see below) of said surface to exceed a certain threshold. If the surface cannot accept any remaining points, a "new" surface is created and the process repeats itself until all data points have been processed. A variation of the algorithm develops several surfaces in parallel by placing a point on several surfaces that can accept it without exceeding the threshold.
In its basic form, each pass of the algorithm computes the surface and corresponding energy that would result if each remaining point were separately added to the current surface. The system then adds the point which would cause the minimal riae in surface bending energy, assuming it would not exceed the specified threshold. Because of the monotonic *The &e of the cluster is uw definable from 410 data-points. In general, the number must be at least 1 mom than the size of the dimension of the null space of the energy DEMIWC. An initial point is selected along the subset of its neighbors in 3 space that produce the lowat energy d a c e .
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and commutative nature of the energy measure, this approach will generally find the surface of minimal energy given the starting basis and the threshold, though it can be computationally expensive. This expense is being addressed in two ways. First, though the a parallel implementation. Second, we recognize that the true minima is not always necessary, and we develop low-cost heuristics.
The discussion of algorithmic detaib can be divided into seven smaller conceptual components which appear as separate subsections. These components are:
1.
2.

3.
4.
5.
6.
3.2
definition of the model of world surfaces, definition of the reproducing kernel-based spline which is used to reconstruct the surfaces, definition of the energy measure, calculation of bounds on the energy of a reproducing kernel-based spline surface, heuristics used for point selection, and a short discussion of the ongoing parallel implementation. Let us now give an intuitive definition of these classes of functions. First, note that the spaces of "functions" assume the existence of the mth derivative of the function, in the distributional sense. This means, roughly, that the mth derivative of the functions exists except on sets of measure of zero (e.g., at isolated points or lines). Then the classes DmHo, which are also known as D m L Z , simply assume that the power of these functions is bounded. For the classes P H ' J , v > 0 we have that the square of the spectrum of the derivatives goes to zero (as the frequency goes to M) faster than a specified polynomial of the frequency. Thus, these functions have less high frequencies and are "smoother" than functions which simply have m derivatives. For the classes P H 9 , v < 0 we see that the spectrum of the derivatives is bounded away from zero, and that as the frequency goes to CO, the derivatives go to infinity no faster than a given polynomial. Thus, these functions have less low frequencies and are less "smooth" than most functions with m derivatives.
Definition of the Model of World Surfaces
In the work reported here, we consider the class @'Hj which, intuitively is the space of functions which are smooth (almost everywhere) up to derivatives of order approximately 1.5, i.e., they are significantly smoother than membrane surfaces but are not as smooth as thin-plate splines. The motivation for this choice of functions (i.e., this "intermediate" level of smoothing) is supported by the results of [Boult 871.
Definition of Reproducing Kernel-Based Spline
An essential ingredient of the current algorithm, at least from the point of view of efficient serial implementation, is the use of the reproducing kernel-based spline reconstruction as described in [Boult 86). This section introduces some aspects of that algorithm necessary for later discussions.
We do not choose to interpolate the data, instead we follow the "regularization" approach of minimizing a smoothness term (the mrh Sobolev semi-norm) a weighted sum of squares of the distance of the surface fromthe data, i.e. we find the surface from our class of surfaces which minimizes:
where the data z; at point (z;, y;), i = 1 , . . . , n is assumed to be on one surface. The global smoothing parameter, A, should depend on the overall error in the initial data, and the factors 6i allow for individual points to have greater "noise"; the factor X effects the overall tradeoff between surface smoothness (as measured by the norm I I . l l~2 ) and the fidelity to the data points z; while the factor 6, effects the contribution of a single data point so as not to penalize the surface as much (or to penalize it more, depending on the value of 6,) for not closely approxiiiiating the data at that point. Techniques for choosing these parameters have been discussed by other researchers, see [Bates and Wahba 821.
One solution t o the above reconstruction problem is a reproducing kernel-based spline. It can be shown, see [hleinguet 831 , that for the above model of world surfaces, the appropriate reproducing kernel here is
for some constant y 24D sketch) which approximated the data Given the above kernel, the spline (i.e., the reconstructlon of the
. , 1 k1
can be developed as: 14)
The important properties of the above solution to the surface reconstruction problem are:
The algorithni is efficient for very sparse data (anything more than 3 non-collinear points will do, and the fewer the number of points, the faster the surface can be computed). The surface is defined by the solution to a linear system which depends only on the location of the data. If the solution to this system can be updated quickly, the surface can also be updated quickly. The surface is given in a functional form, thus the evaluation of derivatives is trivial, and bounds on the energy of the surface can be computed analytically. The surfaces are independent of the "boundaries" of discontinuitws. arid depend only on the data values. Ilowever, the actual surface will change if the number/valuc of data points on the boundary are changed. \YhiIe it would be most appropriate to integrate the terms symbolically in the last of the above equations. the authors (and MACSYMA) have been unable to obtain a solution. Fortunately, a symbolic solution can he obtained for the upper bound using the fact that we can compute:
+I<yy(x,y;s,i)* dx dy } * Conslruclzon of t h e znilial surfaces. Each surface is initially described by a small niiml)er of points, between 4 and 10. Good starting >urfaces are esseiitial for accurate segnictitation, and therefore the p r n gram must find points that all lie on the same actual surface. The starting surfaces cariuot simply be tniniiiium-rnergy surfaces because it is often possible to find many sparse nearly-planar surfaces that intersect several surfaces. Note the algorithm can recover from incorrect starting surfaces by merging and pruning (see below).
The starting surfaces are identified by selecting an "interesting" point and its neighbors in >space. We perform an exhaustive search of the M nearest neighbors to build N-point surfaces. If M is too small the constructed surface may span several actual surfaces. Likewise, if N is too small the resulting surface will not be sufficiently descriptive to permit adding points to the surface without error. Thud, the points must not be too close because the result would be highly distorted by surface noise.
We pick the points within minimum Z , maximum 2, as well as a sample from the interior of the scene. By picking 10 points in this manner we can recover 3 to 5 distinct surfaces. We expect to improve on this with clustering techniques that identify dense regions and select a starling point from the dense region.
Point selection: whaf point i o add or delete? Points must be selected and then added to the surface which can accept them with minimum increase in energy. Two factors must be considered when adding a point. First, the point must be near to some point already on the surface (we will describe what near is shortly). Secondly, the resulting surfaces must remain within the energy threshold. The nearness criteria prevents the erroneous addition of a non-surface point that just "happens" t o fit onto a partially developed surface, for example with occluding transparent surfaces.
A point is near to a surface if the distance to some point on the surface is less than half the diagonal of the box that bounds the points already on the surface. The point is temporarily ignored if it is too far from the surface, and is considered at a later iteration after the surface has accepted closer points (and the bounding box is larger). Points are added in order of increasing cost subject to a global threshold.
Segmentation: when to create a new surface? We have investigated two methods: first of completely building one surface at a time, and second of building all surfaces simultaneously by gradually increasing the global energy threshold. The second method gives significantly better results than the first, since it completes all low-energy classifications before it increases the energy. The first method can misclassify when a point can be on either SI with large energy or on Sz with lower energy. The approach of building all surfaces may also improve performance of the parallel implementation.
Currently we create 10 initial surfaces in different parts of the scene. A point is placed onto the surface(s) that accept it at least growth in energy, and threshold is increased when no surface can accept a new point. Data points are added in the order of increasing delta surface energy. This sometimes builds several representations for a single surface, which can then be merged into one.
Merging: when and how to combine surfaces into one? -Physically close surfaces should be merged. We efficiently test if two surfaces should be merged by interpolating the surfaces SI and Sz on a sparse and fixed X -Y grid, and then constructing a new surface from these samples. We use precomputation to efficiently compute the energy of such a system, which reduces the computational expense to simple data interpolation (at the grid values) and back-substitution.
A surface is considered for merging only if it has at least the median number of data values on it. The merge cost of all such pairs is computed, and the merges are performed in order of increasing energy. Each points of the less-dense surface is considered for the denser surface, and is added if the point does not exceed k times the median energy of the less-dense surface. In this manner erroneous points will not be merged, but instead are returned to the pool of unprocessed data and will be placed onto a surface in a subsequent iteration.
Pruning: when should a surface be eliminated? Sometimes a surface is incorrectly started from the data on several different scene surfaces. The energy of such surfaces is generally high, and thus the surface does not accept many additional data points. These sparse surfaces are discarded and the points are reused on some other surface. The program thereby recovers from false starts by resegmenting data that does not produce a surface.
Scheduling: what is the schedule for energy increases, merges, and pruning? Currently we use a manually generated schedule of global 7 thresholds. At each iteration the threshold is increased for all surfaces. Although the segmentation results are not highly sensitive to the schedule, a good schedule is still important. We are considering methods for automatic scheduling. Automatic scheduling should a h permit the use of different schedules for each surface.
Parallel Implementation
An prototype of segmentation is operational on the massively parallel Connection Machine. The CM-2 has 65,536 processors with 512 megabytes of memory and a 300 gigabyte/sec memory bandwidth. This gives 9K bytes RAM per processor. Although the processors are small 1-bit PES, the typical aggregate operation speed is 2500 mflops for double precision on a 4Kx4K matrix multiplication, and 5000 mflops for a dot product. For a complete technical summary see phinking Machines].
We have implemented for the CM-2 the updatable QR algorithm for solving linear systems, construction of the linear system (equation 4), evaluation of surface energy in parallel, and adding points to a surface. This software has p r o c e e d data from a number of synthetic surfaces including spheres and planes. The software is written in the *Lisp language.
A major bottleneck is the combinatorial search for the initial basis surfaces. Since the amount of sensor data exceeds the P E capacity, the algorithm distributes a different subset of the data to each processor. In one datbparallel subroutine each processing element simultaneously constructs the minimum energy surface that fits its subset. The lowest energy solutions are retained as the starting-bases that accept additional data points.
We need the parallel implementation to process data much faster than we can do with a uniprocessor implementation. This should allow us to process thousands of points, as occurs in non-sparse data, and also to process many surfaces. The heuristics can also be processed in parallel, in particular the local properties of all points can be explored simultaneously.
The pluses and minuses
This section critically reviews the algorithm described in this paper pointing out some of the major advantages +, major problems -, and some aspects which can be viewed as either a pro or a con f.
+ The segmentation process is based on surfaces having low bending energy, a heuristic which can be directly related to the physical process of surface formation. Since this heuristic is often used in surface reconstruction, it is a natural for segmentation as well. Because we do not attempt to detect discontinuities, the algorithm is well behaved for very sparse data, and even handles transparent and occluded objects with few problems.
+ The functional form of the reproducing kernel-based spline allows for analytic computation of bounds on the surLace energy, thus making the segmentation process reasonably computationally efficient. The functional form of the energy bounds are quite simple.
+ While not presented here, the algorithm can easily be extended to handle the case of derivative information (e.g. surface orientation of curvature) in addition to depth data. The extension is accomplished by allowing a more complex surface reconstruction scheme, see [Kender Lee Boult 851 . ,f The complexity of the algorithm, with the selection heuristic of global minimal energy addition, is O(n4) for n points, and with the other heuristics it is 0(n3). For very sparse data, this is a significant saving over discrete regularization costs, but as the data densities grow, the algorithm becomes too costly. f The algorithm does net recover "boundaries" for the segmented data. This is advantageous because it allows for transparent and/or occluding surfaces, and because data is generally sparse (and often noisier) near the boundary resulting in a poor boundary definition. This is a disadvantage because it requires a secondary Rrocesses (possibly using ideas borrowed from work on subjective contour perception or Gestalt psychology) to determine the actual boundary. f The algorithm can easily be adapted to different measures of surface smoothness. This is advantageous because it allows for greater flexibility, but disadvantageous because determination of the most ap- The nppci-right shons t h e unsegmcnted data coni~\t~nf; of a culie n c>llndcr, and a sphere on a tdblc 7Iie loner riglit 1b the top of t h e splicre, the, lower lcft is the top of tlie cube ( w i t h a piece of tlie taille). and th(' n i v f ' r left is tlic rim of tlie c>lintlcr. Not slioivn liere are otlitr piccrs of the segincntation, such as the side of tlic cylindcr. Kotr the a l g o r i t l~m n~alics no assumption about tlie surface shape or curvature. arid does iiot reco\Cr planar patches! I ' ,~~,~~ 3. ~l~i , s~IoIvs tile s c g m c l l t~~i~~~ of tile three p1a1ie.s ahove. Sote ( j n t a l l~l x f~ l l o f i,cc.I1 ,lo~tl~rc~cc,"i't~ t o culi,rlt poil,t,,
Conclusions and future work
This paper has presented a new algorithm for segmentation of depth data. The algorithm is based on adding points to a surface only when doing so does not increase the surface bending energy above a user determined threshold. The algorithm has been experimentally tested and in most cases correctly labels all data points. The algorithm does not determine boundaries between segmented surfaces which allows it to handle extended objects occluded by other objects and transparent objects.
A problem with the current algorithm is that the energy of a surface may become large not because of the last point added, but because of some point previously considered. Future work will investigate ways of identifying the "culprit" data (probably using a local energy measure) and removing that point rather than the most recently added point. This will also help alleviate problems caused when the "initial basis" for the surface contains data from different surfaces. One of the most obvious failings of the approach is the current dependence on a global thresholding technique to realize the segmentation.
Such a process is doomed to be troublesome unless a systematic determination of the threshold is poseible. Future work will address this issue and will also investigate the use of adaptive thresholding (depending on the actual data) and the use of other properties, say rate of change of energy, as the means of realizing segmentation.
The algorithm as presented has little theoretical basis for the use of energy as an indicator for segmentation. Of course, in a worst case setting, segmentation is an unsolvable problem. However, on the average there is still hope of determining a theoretical basis for segmentation. Future work will explore this idea, and attempt to show that surface energy can be related to the probability of all data-points being on the same surface.
This will likely borrow from the workof [Kimeldorf and Wahba 701, where a fundamental relationship is shown between reproducing kernel-based splines and optimal Bayesian estimators.
While the method, as presented, is limited to depth data, future work will also address the implementation issues which remain before derivative information can a h be incorporated. (The related theoretical issues are already being resolved).
