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Abstract
This paper proposes a robust dual-quaternion based H∞ task-space kinematic controller for robot manip-
ulators. To address the manipulator liability to modeling errors, uncertainties, exogenous disturbances,
kinematic singularities, and their influence upon the kinematics of the end-effector pose, we adapt H∞ tech-
niques—suitable only for additive noises—to unit dual quaternions. The noise to error attenuation within
the H∞ framework has the additional advantage of casting aside requirements concerning noise distributions,
which are significantly hard to characterize within the group of rigid body transformations. Using dual qua-
ternion algebra, we provide a connection between performance effects over the end-effector trajectory and
different sources of uncertainties and disturbances while satisfying attenuation requirements with minimum
instantaneous control effort. The result is an easy-to-implement closed form H∞ control design criterion.
The effectiveness and performance overview of the proposed strategies are evaluated within different realistic
simulated scenarios.
Keywords: H∞ control, kinematic control, unit dual quaternions, robust control, singularity avoidance
1. Introduction
To ensure adequate performance, robot task-space kinematic controllers must ensure robustness with
respect to modeling errors and uncertainties, exogenous disturbances, kinematic singularities, and even pos-
sible representational singularities inherent to the representation used for the description of the end-effector
pose. To cope with the challenges that arise from the pose description and possible representation singulari-
ties, the coupled translation and rotation kinematics can be modeled using non-minimal representations such
as homogeneous transformation matrices (HTM) and unit dual quaternions. The unit dual quaternion is a
non-singular representation for rigid transformations that is more compact, efficient and less computation-
ally demanding than HTM [1, 2]. In addition, dual quaternion algebra can represent rigid motions, twists,
wrenches and several geometrical primitives—e.g., Plu¨cker lines, planes—in a straightforward way [3], which
is useful when describing geometrical tasks directly in the task-space [4]. Moreover, control laws are defined
directly over a vector field, eliminating the need to extract additional parameters or to design matrix-based
controllers.
Thanks to those advantages, there has been an increasing interest in the study of kinematic representation
and control in dual quaternion space. Those works comprise rigid motion stabilization, tracking, and multiple
body coordination [5, 6, 7, 8, 9], and kinematic control of manipulators with single and multiple arms and
human-robot interaction [10, 11, 12].
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Despite the developments on robot control using dual quaternion algebra, there is still a gap in existing
literature concerning the influence of control parameters, uncertainties, and disturbances—including those
caused by kinematic singularities (i.e., when the Jacobian matrix loses rank)—over the robustness and
performance of the trajectory tracking, when the trajectory is represented by unit dual quaternions.
Therefore, we propose a robust dual-quaternion based H∞ task-space kinematic controller for robot
manipulators. The new method provides a direct connection between different sources of uncertainties and
disturbances and the corresponding performance effects over the end-effector trajectory in dual quaternion
space. The controller explicitly addresses the influence of such disturbances over the end-effector pose, in the
H∞ sense, which does not require detailed knowledge about the statistical distribution of disturbances. This
is paramount as those distributions are significantly hard to characterize within the group Spin(3) n R3 of
unit dual quaternions (or even SE(3)). Using dual quaternion algebra, we derive easy-to-implement closed
form H∞ control and tracking strategies at the end-effector level that incorporate robustness requirements,
disturbance attenuation and performance properties over the pose kinematics, while minimizing the required
control effort and avoiding kinematic singularities.
In summary, the paper contributions with respect to the state of the art are:
1. Introduction of novel geometrical description of noises and disturbances within the space of unit dual
quaternions;
2. Development of a novel, easy-to-implement, closed form H∞ controller for end-effector trajectory
tracking;
3. Novel (kinematic) singularity-avoidance technique using H∞ criteria.
2. Preliminaries
The algebra of quaternions [13] is generated by the basis elements 1, ıˆ, ˆ, and kˆ and a distributive multi-
plication operation satisfying ıˆ2 = ˆ2 = kˆ2 = ıˆˆkˆ = −1, which yields the set
H ,
{
η + µ1 ıˆ+ µ2ˆ+ µ3kˆ : η, µ1, µ2, µ3 ∈ R
}
.
An element h = η+µ1 ıˆ+µ2ˆ+µ3kˆ ∈ H may be decomposed into real and imaginary components Re (h) , η
and Im (h) , µ1 ıˆ+ µ2ˆ+ µ3kˆ, such that h = Re (h) + Im (h).
Quaternion elements with real part equal to zero belong to the set of pure quaternions
Hp , {h ∈ H : Re (h) = 0} ,
and are equivalent to vectors in R3 under the addition operation and the bijective operator vec3 : Hp → R3,
such that µ = µ1 ıˆ + µ2ˆ + µ3kˆ yields vec3 µ =
[
µ1 µ2 µ3
]T
and the inverse mapping is given by the
operator vec3.
The set of unit quaternions is defined as S3 , {h ∈ H : ‖h‖ = 1}, where ‖h‖ ,
√
hh∗ =
√
h∗h is the
quaternion norm and h∗ , Re (h)−Im (h) is the conjugate of h. The set S3, together with the multiplication
operation, forms the Lie group of unit quaternions, Spin (3), whose identity element is 1 and the inverse of
any element h ∈ Spin (3) is h∗ [14]. An arbitrary rotation angle φ ∈ R around the rotation axis n ∈ Hp∩S3,
with n = nx ıˆ+ ny ˆ+ nz kˆ, is represented by the unit quaternion r = cos(φ/2) + sin(φ/2)n [15].
The complete rigid body displacement, in which translation and rotation are coupled, is similarly
described using dual quaternion algebra [14]. This algebra is constituted by the set H , {h + εh′ :
h,h′ ∈ H, ε2 = 0, ε 6= 0}, where ε is the dual unit. Given h = h + εh′ ∈ H, its norm is defined as
‖h‖ ,
√
hh∗ =
√
h∗h and the element h∗ , h∗ + εh′∗ is the conjugate of h. Under multiplication, the
subset of unit dual quaternions S , {h ∈ H : ‖h‖ = 1} forms the Lie group Spin(3)nR3, whose identity el-
ement is 1 and the group inverse of x ∈ S is x∗ [14]. An arbitrary rigid displacement defined by a translation
p ∈ Hp followed by a rotation r ∈ S3 is represented in Spin(3)nR3 by the element x = r + (1/2)εpr.
The first order kinematic equation of a rigid body motion is described by
2
x˙ =
1
2
ξx, (1)
where ξ = ω + ε (p˙+ p× ω) is the twist in the inertial frame and ω, p˙ ∈ Hp are the angular and linear
velocities, respectively. The twist ξ belongs to the set of pure dual quaternions, defined asHp , {
(
h+ εh′
) ∈
H : Re (h) = Re (h′)=0}, which is equivalent to vectors in R6 under the addition operation and the bijective
operator vec6 : Hp → R6, such that ξ = (ξ1 ıˆ+ ξ2ˆ+ ξ3kˆ) + ε(ξ4 ıˆ+ ξ5ˆ+ ξ6kˆ) yields vec6 ξ =
[
ξ1 · · · ξ6
]T
.
The inverse mapping is denoted by vec6 : R6 → Hp.
2.1. Forward Kinematics of Serial Manipulators using Dual Quaternion Algebra
The rigid transformation from the robot’s base to its end-effector pose—i.e., its forward kinematics—is
described by xN (q) = x
0
1x
1
2 . . .x
n−1
n , with q =
[
q1 · · · qn
]T
, where xii+1 , xii+1 (qi+1) ∈ Spin (3) n R3
represents the rigid transformation between the extremities of links i and i + 1 and is a function of joint
configuration qi+1 ∈ R.
The differential forward kinematics, which describes the mapping between the joints velocities and the
end-effector (generalized) velocity is given by [16]
x˙N =
1
2
ξ
N
xN =
1
2
n∑
i=1

i
q˙ixN , (2)

i
= 2x0i−1
dxi−1i
dqi
(
xi−1i
)∗
xi−10 . (3)
3. Influence of Uncertainties and Exogenous Disturbances
In practice, the end-effector trajectory is likely to be influenced by different sources of exogenous distur-
bances and inaccuracies in the manipulator’s geometrical parameters, resulting in an uncertain differential
forward kinematics. To improve accuracy and control performance, the influence of those uncertainties and
disturbances over the system must be explicitly regarded, as neglecting their influence would most likely
lead to poor performance. Therefore, we investigate two sources of disturbances, namely twist and pose
uncertainties.
Twist uncertainties may be caused by exogenous disturbances that directly influence the end-effector
velocity, such as unmodeled time-varying uncertainties, forces acting on non-rigid manipulators, and the
effects of discrete implementations of controllers designed in continuous time. The differential forward
kinematics of a manipulator under the influence of a twist disturbance vw is modeled by
1
x˙N =
1
2
n∑
i=1

i
q˙ixN +
1
2
vwxN . (4)
Pose uncertainties, which are related to the end-effector pose, may also arise from unforeseen inaccuracies
within model geometric parameters and time-varying uncertainties, but also comprises inaccuracies in the
location of the reference frame. They can also appear due to the unmodeled parameters of the robot dynamic
model, such as the gravity effect on the robot structure. Because they affect the forward kinematics, pose
uncertainties can be mapped to (2)–(4) as
x = xNc, (5)
1It is important to note that (4) is well-posed (i.e., x˙N belongs to the tangent space of Spin (3)n R3 at xN ) as vw ∈ Hp is
in the Lie algebra of Spin(3) n R3.
3
where c ∈ Spin (3) n R3 and x denotes the real pose of the disturbed end-effector. The time derivative of
(5), taking into consideration (4), yields
x˙ = x˙Nc+ xN c˙ =
1
2
n∑
i=1

i
q˙ix+
1
2
vwx+
1
2
xv¯c,
where v¯c ∈ Hp is the twist related to c˙, but expressed in the local frame; that is, c˙ = (1/2) cv¯c. Since
the disturbance v¯c can be expressed in the inertial frame by means of the norm-preserving transformation
v¯c = x
∗vcx, the actual differential forward kinematics, under twist and pose uncertainties, is described by
x˙ =
1
2
n∑
i=1

i
q˙ix+
1
2
vwx+
1
2
vcx. (6)
3.1. Tracking Error Definition
Given a desired differentiable pose trajectory xd (t) ∈ Spin (3)nR3, we seek to guarantee internal stability
and tracking performance in terms of the noise-to-output influence over the end-effector trajectory. From
(1), xd (t) satisfies the first order kinematic equation
x˙d =
1
2
ξ
d
xd. (7)
We define the spatial difference in Spin(3)nR3 as
x˜ , xx∗d = r˜ + ε
1
2
p˜r˜, (8)
where r˜ = rr∗d denotes the orientation error in Spin (3) given the desired orientation rd, and p˜ = p− r˜pdr˜∗
denotes the translational error in Hp given the desired position pd.
Considering the rigid body kinematics subject to uncertainties and exogenous disturbances (6) with
desired kinematics (7), the error kinematics is given by
˙˜x = x˙x∗d + xx˙
∗
d =
1
2
(
n∑
i=1

i
q˙i + vw + vc
)
x˜− 1
2
x˜ξ
d
(9)
=
1
2
(vec6 (Jq˙) + vw + vc) x˜−
1
2
x˜ξ
d
, (10)
where q =
[
q1 · · · qn
]T
is the measured vector of joint variables and J =
[
vec6 1 · · · vec6 n
]
is the
analytical Jacobian that maps the joints velocities q˙ to the (undisturbed) twist vec6 ξN of the end-effector.
From the spatial difference (8), we define a right invariant dual quaternion error function2
z˜ , 1− x˜ = z˜ + εz˜′ (11)
with dynamics described by ˙˜z = − ˙˜x. Therefore, z˜ → 0 implies x˜→ 1, which implies x→ xd.
To address the detrimental influence of the uncertainties and disturbances in system (9), we address as
variable of interest the orientation and position errors from (8) and (11), defined respectively as
O(z˜) , Im (z˜) , T (z˜) , −2z˜′(1−z˜∗) = p˜. (12)
2In order to prevent the unwinding phenomenon, see Remark 1.
4
3.2. Performance Under Model Uncertainties and Disturbances
The tracking error defined in the previous subsection explicitly accounts for uncertainties and noises in
the closed-loop control of the robotic arm, which in turn allows a performance assessment for any control
strategy. If the statistics of the uncertainties and noises are available, a stochastic performance analysis
can be considered [17]. However, for non-Euclidean spaces the probability density functions (PDFs) are,
in general, hard to characterize and, when available, difficult to manipulate. In this paper, we propose a
deterministic performance analysis based on the H∞ approach [18, 19], in which the effect of the input
onto the output is intuitively measured as a maximal level of amplification from the size of the input to
the size of the output. The main advantage is the needlessness for assumptions regarding the statistics of
the uncertainties and noises. As a result, the analysis is simpler than the stochastic one, and we present a
controller with a simple structure where the relation between the controller gains and the upper levels are
accessible for the designer.
The following definition describes the robust performance (in the H∞ sense) in terms of the dual qua-
ternion error (11) and the disturbances vw = vw + εv
′
w and vc = vc + εv
′
c, assuming vw,v
′
w,vc,v
′
c ∈
L2([0,∞),Hp).3
Definition 1. For prescribed positive scalars γO1, γO2, γT 1, γT 2, the robust control performance is achieved,
in the H∞ sense, if the following hold [18, 19]
(1) The error (11) is exponentially stable for vw = vc = 0;
(2) Under the assumption of zero initial conditions, the disturbances’ influence upon the attitude and
translation errors is attenuated below a desired level; that is, ∀ (vw,vc,v′w,v′c) ∈ L2((0,∞),Hp)∫ ∞
0
‖O(z˜ (t))‖2dt ≤ γO21
∫ ∞
0
‖vw (t)‖2dt+ γO22
∫ ∞
0
‖vc (t)‖2dt,∫ ∞
0
‖T (z˜ (t))‖2dt ≤ γT21
∫ ∞
0
‖v′w (t)‖2dt+ γT22
∫ ∞
0
‖v′c (t)‖2dt.
(13)
The H∞ criterion determines the maximum ratio of the error to the disturbance, in terms of their L2-
norms, such that the parameters γO
2
1, γO
2
2, γT
2
1, γT
2
2 refer to the upper bounds of the H∞ norm of each
separate disturbance effect.
4. H∞ CONTROL STRATEGIES
This section presents a new control strategy that ensures H∞ performance for the task-space tracking
problem without decoupling the rotational and translational dynamics. Since traditional H∞ theory is unable
to deal with multiplicative noises, the proposed analysis exploits the dual quaternion algebra properties to
solve the H∞ problem while taking into account both additive and multiplicative disturbances.
Theorem 1 (H∞ Tracking Control4). Let J+ be the Moore-Penrose pseudo-inverse of J , and O(z˜) and
T (z˜) be given by (12). For prescribed positive scalars γO1, γO2, γT 1, γT 2, the task-space kinematic controller
yielding joints’ velocity inputs
q˙ = J+
([
κO vec3O(z˜)
−κT vec3T (z˜)
]
+ vec6
(
x˜ξ
d
x˜∗
))
, (14)
where κO =
(
γO
−2
1 + γO
−2
2
)1/2
and κT =
(
γT
−2
1 + γT
−2
2
)1/2
, ensures exponential H∞ tracking performance with
disturbance attenuation in the sense of Definition 1. Furthermore, if γ , γT 1 = γT 2 = γO1 = γO2 such that
κO = κT =
√
2γ−1, then the aforementioned gains κO and κT ensure the minimum instantaneous control
effort (i.e., minimum norm of the control inputs) for the closed-loop system (10),(14).
3L2 is the Hilbert space of all square-integrable functions.
4Set-point control (i.e., regulation) is a particular case that can be achieved by letting ξ
d
= 0 in (14).
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Proof. First we replace (14) in (10) to obtain the closed-loop dynamics5
˙˜x =
1
2
(vec6 (J ˙¯q) + vw + vc) x˜, (15)
where ˙¯q = J+
[
κO (vec3O(z˜))
T −κT (vec3T (z˜))T
]T
.
(Exponential stability) To study the stability of the closed loop system, let us regard the following
Lyapunov candidate function
V (z˜ (t)) = V1(z˜ (t)) + V2(z˜
′ (t)), (16)
where V1(z˜ (t)) , α1 ‖z˜(t)‖2 and V2(z˜′ (t)) , α2
∥∥z˜′(t)∥∥2 with given positive scalars α1 and α2. The time-
derivative of (16), considering (15) (see Appendix A) in the absence of disturbances (i.e., vw = vc = 0)
yields
V˙1(z˜ (t)) ≤ −κO
2
α1 ‖z˜(t)‖2 ,
V˙2(z˜
′ (t)) = −2κTα2
∥∥z˜′(t)∥∥2 .
Hence, the closed-loop system, in the absence of disturbances, satisfy the following inequalities
V˙ (z˜ (t)) ≤ −κO
2
α1 ‖z˜(t)‖2 − 2κTα2
∥∥z˜′(t)∥∥2 (17)
≤ −min
{κO
2
, 2κT
}
V (z˜ (t)) ≤ 0,
which implies, by the Comparison Lemma [20, p. 85], that the closed-loop system is exponentially stable;
that is,
V˙ (z˜ (t)) ≤ V (z˜ (t0)) exp
(
−min
{κO
2
, 2κT
}
(t− t0)
)
.
This way, Condition 1 in Definition 1 is satisfied for positive real scalars κO and κT . In addition, by using
the Comparison Lemma together with (A.3) and (A.4), it is possible to show that both individual attitude
and translation dynamics achieve exponential stability in the absence of disturbances, that is,
‖z˜(t)‖2 ≤ ‖z˜(t0)‖2 exp
(
−1
2
κO (t− t0)
)
,∥∥z˜′(t)∥∥2 = ∥∥z˜′(t0)∥∥2 exp (−2κT (t− t0)) .
(Disturbance attenuation) To verify Condition 2 in Definition 1, now we explicitly consider the influence
of uncertainties and disturbances over the closed-loop system. As a consequence, the Lyapunov derivative
yields (see (A.5) in Appendix A)
V˙ (z˜ (t)) =
V˙1(z˜(t))︷ ︸︸ ︷
−α1〈O(z˜) , κO O(z˜) + vw + vc〉 − α2
2
〈T (z˜) , κT T (z˜)− v′w − v′c〉︸ ︷︷ ︸
V˙2(z˜(t))
. (18)
Defining VγO , ‖O(z˜)‖2−γO21 ‖vw‖2−γO22 ‖vc‖2 and VγT , ‖T (z˜)‖2−γT21 ‖v′w‖2−γT22 ‖v′c‖2, Condition 2
is fulfilled if, for all t ∈ [0,∞), the following inequalities hold
V˙1 (z˜ (t)) + VγO ≤ 0, (19)
V˙2 (z˜ (t)) + VγT ≤ 0. (20)
5Eq. (15) holds even if the desired trajectory ξ
d
is not feasible, that is, JJ+ vec6
(
x˜ξ
d
x˜∗
)
6= vec6
(
x˜ξ
d
x˜∗
)
. In that case,
let s , vec6
(
x˜ξ
d
x˜∗
)
then vec6
(
JJ+s
)
= vec6 (s) + vs, where vs is just another source of disturbance to be added into vw.
6
This is due to the fact that, under zero initial conditions (i.e., V (z˜ (0)) = 0), integrating (19) results in∫ ∞
0
VγOdt ≤ −
∫ ∞
0
V˙1 (z˜ (t)) dt = V1 (z˜ (0))− lim
t→∞V1 (z˜ (t)) ≤ 0,
where the last inequality holds because V1 (z˜ (0)) = 0 and V1 (z˜ (t)) ≥ 0, ∀t, which implies the first inequality
of Condition 2 in Definition 1. The same reasoning applies to (20).
In order to satisfy (19), we first use the definition of inner product as in Footnote 14 to rewrite (19) as6O(z˜)vw
vc
∗ − (α1κO−1) −α1/2 −α1/2−α1/2 −γO21 0
−α1/2 0 −γO22

︸ ︷︷ ︸
M
O(z˜)vw
vc
 ≤ 0. (21)
Since M ≤ 0 implies (21),7 by using Schur complements it is possible to show that M ≤ 0 if and only if
κO ≥ 1
α1
+
α1
4
(
γO
−2
1 + γO
−2
2
)
. (22)
We repeat the same procedure for (20) to obtain
κT ≥ 2
α2
+
α2
8
(
γT
−2
1 + γT
−2
2
)
. (23)
(Minimum instantaneous control effort) Since there exist an infinite number of solutions for α1 and
α2 that satisfy (22) and (23), we first seek α1opt and α2opt that minimize the positive control gains κO
and κT . By letting f (α1) , α−11 + (1/4)α1γO and g (α2) , 2α−12 + (1/8)α2γT , where γO , γO−21 + γO−22
and γT , γT−21 + γT−22 , we minimize f(α1) and g(α2) with respect to α1 and α2, respectively, to obtain
α1opt = 2γO
−1/2 and α2opt = 4γT
−1/2. Therefore, the minimum values for the control gains κO and κT that
satisfy (22) and (23) are
κO = f (α1opt) =
(
γO
−2
1 + γO
−2
2
)1/2
,
κT = g (α2opt) =
(
γT
−2
1 + γT
−2
2
)1/2
.
If γ , γT 1 = γT 2 = γO1 = γO2 then κ = κO = κT =
√
2γ−1. Since the closed-loop system (10),(14) has
equivalent dynamics (15), where ˙¯q = κJ+
[
vec3O(z˜)
T − vec3T (z˜)T
]T
, then ‖ ˙¯q‖ = κ ‖Γκ‖, with Γκ =
J+
[
vec3O(z˜)
T − vec3T (z˜)T
]T
. Therefore, since κ is the minimum gain that satisfies the disturbance
attenuation specification γ, then ‖ ˙¯q‖ is the minimum instantaneous control effort.
The controller (14) relies on the assumption that the pseudo-inverse of the Jacobian matrix J is well-
conditioned at any given configuration; that is, the robot is never close to singular configurations. As any
solution based on the Jacobian pseudoinverse, the control law (14) may generate arbitrarily large input
signals if the robot is sufficiently close to a singular configuration, which in turn may result in unstable
behavior or poor performance [21].
Classic solutions introduce a damping factor to the Jacobian least-square inverse [22] and some of them
provide insights on the influence of the damping factor over the task trajectory [23, 24]. However, none of
them defines an explicit trade-off metric between singularity avoidance and trajectory tracking while formally
6Notice that Γ∗ is the (quaternion) conjugate transpose of a matrix Γ ∈ Hm×n, which is defined analogously to the conjugate
transpose of complex numbers.
7Given a symmetric matrix M ∈ Rn×n, if uTMu ≤ 0, ∀u ∈ Rn, then Γ∗MΓ ≤ 0, ∀Γ ∈ Hn.
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ensuring closed-loop stability in task-space. In this sense, we exploit the H∞ norm and performance criterion,
given by Definition 1, to address the problem of singularities while providing formal stability and performance
guarantees such as the worst-case influence of the singularity upon trajectory tracking.
To this end, at the vicinity of singular configurations, we introduce an auxiliary control input to attenuate
unachievable components of the task velocity. In contrast to other approaches [25], we show in Theorem 2
that the influence of the induced signal upon the trajectory error is guaranteed to be bounded, and both the
robust closed-loop stability and performance of the end-effector trajectory tracking are ensured.
It is reasonable to design the auxiliary control input as a function of a given manipulability function,
such as M (J) = σ1 · · ·σm, where σ1, . . . , σm are the singular values of J ∈ R6×n [26]. When n = 6, that
manipulability function is equivalent toM (J) = |detJ |, but it lacks monotonicity and, consequently, poorly
quantifies the proximity to singularities. For instance, given A = diag (100, 0.02) and B = I, it is clear that
A is closer to the singularity, but M (A) >M (B).
We propose a more appropriate bounded function that increases monotonically as the singular values of
the Jacobian matrix tend to zero. Consider the singular value decomposition of J ∈ R6×n with n being the
number of joints,
J=M
[
S 0s×(n−s)
0(6−s)×s 0(6−s)×(n−s)
]
NT =
s∑
i=1
σimin
T
i , (24)
where
[
m1 · · · m6
]
= M ∈O (6) and [n1 · · · nn] = N ∈O (n) are orthogonal matrices; S = diag (σ1, . . . , σs),
with σ1 ≥ σ2 · · · ≥ σs ≥ 0, is a diagonal matrix with entries corresponding to the singular values of J ; and
s ≤ 6 is the rank of J . Given a particular singular value σi,σi (J), i∈{1, . . . , s}, we define a function
fσ : [0,∞)→ [0, σfar] such that
fσ (σi) ,
{
σfar
(
1− σiσregion
)
, if σi ≤ σregion,
0, otherwise,
(25)
where σfar > 1 is an upper bound for fσ and σregion defines the boundary of the singular region. We also
define the set
sing (J) , {σ ∈ {σ1, . . . , σs} : σ ≤ σregion} ,
whose elements correspond to the singular values that are in the vicinity of a singularity.
Singular values inside sing (J) may result in arbitrarily large joints velocities if (14) is used to generate
the control inputs. Indeed, since the pseudo-inverse of J ∈ R6×n is given by
J+ =N
[
S−1 0s×(6−s)
0(n−s)×s 0(n−s)×(6−s)
]
MT =
s∑
i=1
1
σi
nim
T
i , (26)
and σi ∈ sing (J) can be arbitrarily small, then σ−1i can be arbitrarily large, which may result in arbitrarily
large velocities in the direction of the corresponding vector ni.
Since negative effects in the neighborhood of singularities have a direct relation with the control inputs,
we define an auxiliary control input that counteracts such effects and yields a limited disturbance to the
end-effector trajectory. As a result, under reasonable initial conditions we can use Theorem 1 to bound
the influence of the singularity over the end-effector trajectory while ensuring stability properties. This is
formally stated in the next theorem.
Theorem 2 (H∞ Singularity-Robust Tracking Control). Consider the nominal control input q˙N given by
the right hand side of (14) and the singularity robust control input
q˙ = P σq˙N (27)
with P σ ,
(
I − κsN s¯NTs¯
)
, where κs , min (fσ (σmin) , 1), in which fσ is given by (25), σmin is the
minimum singular value in sing (J), the submatrix N s¯ =
[
ns−s¯+1 · · · ns
] ∈ Rn×s¯ of N contains the left
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(output) singular vectors of J+ corresponding to the singular values inside the singular region, and s¯ is the
number of elements in sing (J). The following statements are true:
1. The auxiliary control input
q˙S , −κsN s¯NTs¯ q˙N (28)
acts only in the direction associated to the singular values that are inside the singular region;
2. If q(0) is outside the singular region, the disturbance vs , vec6 (Jq˙S) induced by the proximity to
singularities is bounded and there exists a lower bound for the minimum singular value of J , namely
σmin ≥ σregion
(
1− σ−1far
)
, ∀t ≥ 0;
3. For prescribed positive scalars γO , γT , σfar, and σregion, and assuming that both q (0) and the stable
point are not inside a singular region, the task-space kinematic controller (27) with κO=
√
2γO
−1
and κT=
√
2γT
−1, ensures exponential H∞ singularity-robust tracking performance with disturbance
attenuation in the sense of Definition 1 with minimum instantaneous control effort for the closed-loop
system (10),(27).
Proof. (Statement 1) Since q˙S ∈ span(ns−s¯+1, . . . ,ns), then the auxiliary control input acts only along the
left singular vectors of J+ corresponding to the s¯ singular values of J that are inside the singular region. In
order to show that those inputs counteracts the components related to the singular region, let us define
Γ ,
([
κO vec3O(z˜)
−κT vec3T (z˜)
]
+ vec6
(
x˜ξ
d
x˜∗
))
and use (26) to obtain
q˙N = J
+Γ =
s∑
i=1
1
σi
nim
T
i Γ.
As nTi nj = 0 ∀i 6= j, and nTi nj = 1 when i = j, we obtain
q˙S = −κsN s¯NTs¯ q˙N
= −κs
(
s∑
i=s−s¯+1
nin
T
i
)(
s−s¯∑
i=1
1
σi
nim
T
i +
s∑
i=s−s¯+1
1
σi
nim
T
i
)
Γ
= −κs
s∑
i=s−s¯+1
1
σi
nim
T
i Γ. (29)
Therefore, the resultant control input q˙ = q˙N + q˙S is given by
q˙ =
s−s¯∑
i=1
1
σi
nim
T
i Γ +
s∑
i=s−s¯+1
1− κs
σi
nim
T
i Γ, (30)
showing that only the components of q˙N related to the s¯ singular values inside the singular region are
attenuated by a factor of 1− κs.
(Statement 2) If q (0) is outside a singular region then fσ (σmin) = 0 when t = 0. Whenever the robot
enters a singular region, fσ (σmin) increases and κs = 1 when fσ (σmin) = 1. Therefore, the robot is unable
to go further in the direction of the singularity because the components of the control inputs belonging to
span (ns−s¯+1, . . . ,ns)—which are the ones driving the robot toward the singularity—are multiplied by 0 and
hence do not contribute to the final control input, as shown in (30). That means that σmin cannot decrease
anymore, therefore fσ (σmin) ≤ 1 for all t ≥ 0. In that case, from (25) we obtain σmin ≥ σregion
(
1− σ−1far
)
.
In addition, from (24) and (29) we obtain
vec6 vs = Jq˙S =
s∑
i=s−s¯+1
−κsmimTi Γ.
9
As ‖mi‖ = 1 for all i, thus
‖vec6 vs‖ = κs
(
s∑
i=s−s¯+1
(
mTi Γ
)2) 12 ≤ κs√s¯ ‖Γ‖ . (31)
Since s¯ ≤ s ≤ 6, κs ≤ 1 and Γ is bounded,8 the disturbance vs is bounded.
(Statement 3) The control input (27) can be rewritten as q˙ = q˙N + q˙S , where q˙N is the nominal input
given by the right hand side of (14) and q˙S is the auxiliary control input (28). By replacing q˙ in (10), we
obtain
˙˜x =
1
2
(vec6 (J ˙¯qN ) + v¯w + vc) x˜, (32)
where v¯w = vs + vw and
9
˙¯qN = J
+
[
κO (vec3O(z˜))
T −κT (vec3T (z˜))T
]T
.
Since (32) is the same closed-loop dynamics (15), the rest of the proof follows exactly the same steps from
Theorem 1, as long as v¯w, v¯
′
w ∈ L2([0,∞),Hp) owing to the requirements of Condition 2 in Definition 1.
Since the sum of square integrable functions is also square-integrable and v¯w = (vs + vw) + ε (v
′
s + v
′
w),
it suffices to show that vec6 vs is square-integrable to ensure that v¯w, v¯
′
w ∈ L2([0,∞),Hp). Therefore, as
Γ is bounded, if the stable point is not inside the singular region then ∃tf such that κs (t) = 0, ∀t > tf .
Consequently, from (31) and using the fact that s¯ ≤ 6 and 0 ≤ κs ≤ 1, we obtain∫ ∞
0
‖vec6 vs‖2 dt=
∫ tf
0
‖vec6 vs‖2 dt≤6
∫ tf
0
κ2s ‖Γ‖2 dt <∞,
which concludes the proof.
It is important to note that when q(0) is inside the singular region, the minimum singular value of J can
be arbitrarily small. In that case, fσ(σi) ≈ σfar > 1, therefore κs = min(fσ(σi), 1) = 1. Fortunately, from
(30), we see that all velocity components related to singular values inside the singular region are completely
attenuated. Hence, Statement 1 of Theorem 2 still holds, but Statement 2 breaks down as the disturbance can
be arbitrarily large and the minimum singular value of J will be smaller than σregion(1−σ−1far ). Furthermore,
if the desired task does not allow the system to leave the singular region (i.e., the stable point is a subset
of the singular region) and the closed-loop system achieves only stability, not asymptotic stability, vs will
never be zero, therefore it will not be square-integrable, which also breaks down Statement 3.
In conclusion, if the robot starts inside the singular region, closed-loop stability is still guaranteed, but
H∞ performance is lost.
5. Simulation results
To validate and quantitatively assess the performance of the proposed techniques under different scenarios
and conditions, this section presents simulated results based on V-REP10 simulations with Bullet11 using
a KUKA LBR-IV arm connected to a Barrett Hand. The DQ Robotics toolbox12 was used for both robot
modeling and control using dual quaternion algebra.
8Reasonably assuming that ξ
d
is bounded and that the initial error is finite.
9The right pseudoinverse is defined in this case owing to the assumption that q (0) is outside the singular region and because
there exists a lower bound for σmin according to Statement 2.
10Virtual Robot Experimentation Platform, from Coppelia Robotics GmbH, running in default asynchronous mode with 5 ms
sampling period.
11Bullet Physical SDK (http://bulletphysics.org) is a physics engine dynamics library designed to realistically emulate physical
interactions.
12http://dqrobotics.github.io
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Fig. 2: Set-point control: norm of the control input.
5.1. Set-point control
For the first scenario, the initial manipulator end-effector pose was x0 = r0+(1/2) εp0r0, with r0= cos (φ0/2)+
n0 sin (φ0/2) such that φ0 = 2.187 rad and n0= − 0.689ıˆ + 0.395ˆ + 0.606kˆ, from where it was supposed to
travel to xd=rd + (1/2) εpdrd with rd= cos (pi/4) + ˆ sin (pi/4) and pd=1.56ıˆ− 0.43ˆ+ 0.65kˆ.
To evaluate Theorem 1 in a regulation problem, we compared the control law (14), with ξ
d
=0, to two
controllers based on dual quaternion representation [10, 11], a decoupled controller that concerns independent
attitude and translation task Jacobians, and a classic HTM-based controller [27]. All those controllers are
summarized in Appendix B. To allow a fair comparison, all controllers were set with the same constant
control gain κO = κT = κ = 2.
The error norm in Fig. 1 shows similar convergence for all controllers, as expected for undisturbed
scenarios, because all of them result in a closed-loop system described by similar first-order differential
equations (in their own error variables) and they have the same gain. In contrast, the norm of the control
inputs (i.e., the instantaneous control effort), shown in Fig. 2, indicates that the controller from Theorem 1
requires the least amount of control effort. This is due to the fact that, although all controllers have the
same gain (which ensures the same convergence rate), they employ different error metrics, hence resulting in
different end-effector trajectories as not all error metrics respect the topology of the space of rigid motions,
which in turn require different control efforts.
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5.2. Tracking
To evaluate Theorem 1 in a tracking problem, the end-effector was prescribed to follow a desired task
trajectory towards the end-pose xd(tf ) = rd(tf ) + (1/2)εpd(tf )rd(tf ), where rd(tf ) = 0.67ıˆ+ 0.01ˆ− 0.74kˆ
and pd(tf ) = 0.05ıˆ − 1.15ˆ + 0.75kˆ. We compared Theorem 1 with the same controllers from the previous
case, summarized in Appendix B. All controllers were set with control gain κ = 5.
The trajectory tracking error is shown in Fig. 3. The curve depicted in dark blue concerns the result
based on the tracking control law of Theorem 1. The result demonstrates the improved performance when
compared to results from [10, 11], decoupled and HTM-based controllers [27] with similar control effort,
as shown in Fig. 4, which highlights the importance of using a proper feedforward correction term during
tracking control.
5.3. H∞ robustness
To illustrate the performance of the proposed robust H∞ controller under different uncertainties and
disturbances, the task was devised based on the motion of a mobile platform, a Pioneer P3-DX from Adept
Mobile Robots LCC, which moved in triangle-wave fashion, alternating smoothly back and forth at fixed
speed (respectively with period of 2.5 s and 3.45 s). The end-effector had to track the non-fixed target with
a constant relative pose. Since in this scenario the robot manipulator does not have knowledge of the mobile
base velocity, the trajectory has an additional unknown twist, which is a disturbance that directly affects
the relative pose.
Theorem 1 was used with different values of γT , while keeping γO = 2 constant. Table 1 summarizes the
numerically computed noise to error attenuation,
γT sim =
∫ T
0
‖T(z˜(t))‖2dt∫ T
0
‖v′w(t)‖2+‖v′c(t)‖2dt
, γO sim =
∫ T
0
‖O(z˜(t))‖2dt∫ T
0
‖vw(t)‖2+‖vc(t)‖2dt .
As expected from the H∞ norm given by Definition 1, the noise to error attenuation remains below the
prescribed threshold values, i.e., γO sim ≤ γO and γT sim ≤ γT , for all γO and γT .
Figure 5 shows the error along time for γT = {0.5, 2, 3.5} with the same disturbances acting on the
system. As the theory predicts, smaller values of γT and γO result in more disturbance attenuation and,
consequently, less error.
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Table 1: Comparison between theoretical upper bound (γT , γO ) with the numerically calculated noise-to-error attenuation
(γT sim, γO sim).
γT 3.5 2.0 0.9 0.6 0.5 0.4 0.2
γT sim 1.914 1.235 0.736 0.528 0.404 0.326 0.167
γO 2 2 2 2 2 2 2
γO sim 0.95 1.01 0.99 1.03 1.04 1.01 0.99
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Fig. 5: Control error for γO = 2 and different values of the prescribed noise-to-error upper bound γT .
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Table 2: Comparison between numerically calculated noise-to-error attenuation (γT sim, γO sim) from different simulations.
Theorem 1 Controller [11] Controller [10] HTM-based Controller [27]
γT = 0.4 γT sim = 0.32 γT sim = 0.63 γT sim = 0.61 γT sim = 0.67
γO = 1.0 γO sim = 0.65 γO sim = 0.86 γO sim = 0.87 γO sim = 0.78
The proposed controller, with γT =0.4, γO=1, was again compared to the dual-quaternion based con-
trollers from [10] and [11], and the HTM-based controller [27] as described in Appendix B. To maintain
fairness, all controllers were manually set to ensure similar control effort in terms of
∫ T
0
‖u (t)‖ dt. The
numerically calculated noise-to-error attenuation from the simulations, presented in Table 2, shows that for
the same control effort our controller outperforms the other ones in terms of disturbance attenuation.
5.4. H∞-based Singularity Avoidance
In the last scenario, the desired pose is set to outside the robot workspace to induce inescapable singu-
larities. The robot starts and ends in non-singular configurations, but the desired pose beyond the arm’s full
extension results in singular configurations (t ≥ 2 s). From t=6 s to t=7.5 s, the desired trajectory remains
constant, then the end-effector is driven to the opposite direction, back to the initial pose, reaching the
non-singular configuration at t = 9.5 s.
Since the lack of singularity avoidance causes large accelerations and chattering in the vicinity of such
configurations (or even unstable behavior), we used Theorem 2 and compared to the damped least-squares
inverse [22] with adaptive damping-rate [24], which is widely used in robotics. This adaptive damped least-
squares inverse (ALSI) was implemented in the pseudoinverse of Theorem 1. Both avoidance algorithms
are naturally sensitive to parameters selection, but we chose the same limit for the singular region; that is,
σregion =  = 10
−2 and σfar = λmax = 2, where , λmax are the parameters required for ALSI [24].
The error norm and instantaneous control effort along the trajectory are shown in Fig. 6, showing that
the proposed method outperforms ALSI both in terms of tracking error and control effort, independently of
the end-effector pose representation. Furthermore, the figure in the bottom of Fig. 6 shows that the least
singular value is always greater or equal than σregion
(
1− σ−1far
)
= 0.005, as predicted by the second statement
in Theorem 2. In addition, in this example Theorem 1 with ALSI was more conservative than our method
most of the time (i.e., it did not get sufficiently close to the singular region), which is undesirable as it may
result in worse tracking error, as shown in Fig. 6, although it briefly violated the prescribed value for the
smaller singular value at around t = 8 s. On the other hand, the HTM controller [27] with ALSI did not
respect the prescribed least singular value most of the time, although it ensures the value will never be zero.
This indicates that our method is easier to tune thanks to its strong theoretical properties, as stated in
Theorem 2.
6. Conclusion
This paper proposes a novel robust motion control strategy for robot manipulators based on dual qua-
ternion algebra and the H∞ theory. With a detailed investigation on sources and effects of uncertainties
and disturbances in the robot differential kinematics, which is described using dual quaternion algebra, we
derived an explicit connection between their detrimental influence and performance over the end-effector tra-
jectory in the H∞ sense. Exploiting the geometrical significance of the dual quaternion algebra, we adapted
classic H∞ solutions—which concern solely additive noises—to derive an easy-to-implement closed-form H∞
controller. This controller incorporates explicit robustness and performance specifications while minimizing
the instantaneous control effort for the required performance design.
Moreover, to ensure proper behavior and closed-loop stability throughout the whole task space, including
the workspace boundary, the proposed H∞ strategy was extended to avoid any kind of singularity while
providing formal guarantees that singularities have limited effect on the trajectory.
Realistic simulations were performed in different conditions and with different control strategies, which
led to the following conclusions: a) compared to similar controllers with same convergence rate for regulation,
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the proposed controller requires less instantaneous control effort (which implies less kinetic energy) when no
disturbances affect the system, and it has improved response performance for tracking; b) when there are
disturbances, if all controllers are tuned to have similar control effort, our controller ensures less set-point
and tracking errors; c) in the presence of singularities, our controller outperforms the ones based on the
adaptive damped least-square inverse, which are widely used in the literature, both in terms of control effort
and tracking errors, while bounding the minimal singular value to the prescribed value.
Appendix A. Derivative of the Lyapunov function (16)
Let us recall that, from (11), z˜ , 1− x˜ = z˜+ εz˜′. By letting x˜ , η+µ+ε (η′ + µ′), the positive definite
functions V1 and V2 in the Lyapunov function (16) can be rewritten as
V1(z˜ (t)) = α1 ‖z˜(t)‖2 = α1
(
(1− η)2 + ‖µ‖2
)
= 2α1 (1− η) ,
V2(z˜
′ (t)) = α2
∥∥z˜′(t)∥∥2 = α2 (η′2 + ‖µ′‖2) .
Taking the derivative of (16) yields V˙1(z˜ (t)) + V˙2(z˜
′ (t)) with
V˙1(z˜ (t)) = −2α1η˙,
V˙2(z˜
′ (t)) = 2α2η′η˙′ + 2α2〈µ′, µ˙′〉.
Using the closed-loop dynamics (15),13 we obtain14
η˙ = −1
2
〈h1,µ〉, η˙′ = −1
2
(〈h1,µ′〉+ 〈h2,µ〉) ,
µ˙′ =
1
2
(η′h1 + ηh2 + h1 × µ′ + h2 × µ) ,
where h1 = κO O(z˜) + vw + vc and h2 = −κT T (z˜) + v′w + v′c. Hence,
V˙1(z˜(t)) = α1〈µ,h1〉, (A.1)
V˙2(z˜
′(t)) = α2〈ηµ′ − η′µ+ µ× µ′,h2〉. (A.2)
To investigate the first condition from Definition 1, which regards exponential stability of (15) in the absence
of disturbances vw and vc, let us rewrite (A.1)-(A.2) as V˙ (z˜ (t)) = V˙1(z˜ (t)) + V˙2(z˜
′ (t)) with
V˙1(z˜ (t)) = α1〈µ, κO O(z˜)〉,
V˙2(z˜
′ (t)) = −α2〈ηµ′ − η′µ+ µ× µ′, κT T (z˜)〉.
From (12) and considering the unit dual quaternion constraint ηη′ + 〈µ,µ′〉 = 0 [28], we have T (z˜) =
2(ηµ′ − η′µ+ µ× µ′) and O(z˜) = −µ; therefore,
V˙1(z˜ (t)) = −α1κO〈µ,µ〉 = −α1κO ‖µ‖2 ,
V˙2(z˜
′ (t)) = −2α2κT
(
η2〈µ′,µ′〉+ η′2〈µ,µ〉 − 2ηη′〈µ,µ′〉
+ 〈µ,µ〉〈µ′,µ′〉 − 〈µ,µ′〉2
)
,
13Those equations hold even if J is not full row rank (hence JJ+ 6=I), which usually happens when there is a kinematic
singularity. In that case, let s ,
[
κO (vec3 O(z˜))
T −κT (vec3 T (z˜))T
]T
then vec6
(
JJ+s
)
= vec6 (s)+vs, where vs=vs+εv
′
s
is a disturbance to be added into vw. In such case, one must ensure that vs,v
′
s ∈ L2([0,∞),Hp) as shown in Theorem 2.
14In those calculations, we use the fact that given u,v ∈ Hp, uv = −〈u,v〉 + u × v, where both cross product, u × v ,
(uv − vu)/2, and inner product, 〈u,v〉 , − (uv + vu) /2, are equivalent to their counterparts in R3.
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where we use the identity 〈µ×µ′,µ×µ′〉=〈µ,µ〉〈µ′,µ′〉−〈µ,µ′〉2 in the last equality. Since 〈µ,µ′〉 = −ηη′
and η2 + ‖µ‖2 = 1,
V˙1(z˜ (t)) = −α1κO 1
2
(
‖µ‖2 + ‖µ‖2
)
= −α1κO
2
(
1− η2 + ‖µ‖2
)
,
V˙2(z˜
′ (t)) = −2α2κT
(
η2‖µ′‖2 +η′2 ‖µ‖2 +η2η′2+ (1−η2)‖µ′‖2)
= −2α2κT
(
‖µ′‖2 + η′2 (1− η2)+ η2η′2)
= −2α2κT
(
η′2 + ‖µ′‖2
)
= −2α2κT
∥∥z˜′(t)∥∥2 . (A.3)
For η ∈ [0, 1], it is easy to see that (1− η)2 ≤ (1− η2) . Hence,
V˙1(z˜ (t)) ≤ −α1κO
2
(
(1− η)2 + ‖µ‖2
)
= −α1κO
2
‖z˜(t)‖2 , (A.4)
thus
V˙ (z˜ (t)) ≤ −α1κO
2
‖z˜(t)‖2 − 2α2κT
∥∥z˜′(t)∥∥2 ,
which in turn yields (17).
Remark 1. To address the interval η ∈ [−1, 0] and prevent the problem of unwinding [28], one must assume
z˜ = 1+ x˜ instead of (11). Hence, without loss of generality, the exact same controller from Theorem 1 yields
(17) with ‖z˜(t)‖2 = (1+η)2 + ‖µ‖2 where η = −1 is the equilibrium.15
Now, if we explicitly regard the influence of vw and vc, the Lyapunov derivative (A.1)-(A.2) yields
16
V˙ (z˜ (t)) = −α1〈O(z˜) , κO O(z˜) +vw+vc〉
+
α2
2
〈T (z˜) ,−κT T (z˜) + v′w+v′c〉, (A.5)
which is equivalent to (18).
Appendix B. Controllers used in the simulations
This section briefly summarizes the controllers used in the comparisons of Section 5. For all controllers,
x,xd ∈ Spin(3)nR3 are the current and desired end-effector poses.
The dual quaternion controller from [10]. Given the Jacobian matrix that satisfies vec8x˙ = JR8 q˙, where
vec8 : H → R8 is analogous to vec6, the control input is
q˙ = J+R8κvec8 (xd − x) .
The robust dual quaternion controller from [11]. Given the matrix
−
H (·) that satisfies vec8 (ab) =
−
H (b) vec8a
for a, b ∈ H and C8 = diag (1,−1,−1,−1, 1,−1,−1,−1), together with NR8 =
−
H (xd)C8JR8 , the control
input is
q˙ = N+R8κvec8 (1− x∗xd) .
The HTM controller from [27]
15One must only observe that O(z˜) = µ when z˜ = 1 + x˜, and the inequality (1 + η)2 ≤ 1− η2 holds when η ∈ [−1, 0] .
16Recall that T (z˜) = 2 (ηµ′ − η′µ+ µ× µ′) and O(z˜) = −µ.
17
Consider the current and desired end-effector poses H,Hd ∈ SE (3), respectively, where
H =
[
R p
0 1
]
and Hd =
[
Rd pd
0 1
]
,
with p,pd ∈ R3 and R,Rd ∈ SO (3), and the geometrical Jacobian that satisfies ξ = JGq˙,where ξ =[
vT ωT
]T
, with v,ω ∈ R3 being the vectors of linear and angular velocities, respectively. The control
input is
q˙ = J+Gκ
[
p˜
θ˜n˜
]
,
where p˜ = pd − p and R˜ 7→ φ˜n˜, with R˜ = RdRT .
Decoupled controller that concerns independent attitude and translation task Jacobians. Given x = r +
(1/2) εpr and xd = rd + (1/2) εpdrd, the control input is
q˙=J+decκ
[
vec3 (pd − p)
vec4 (1− r∗rd)
]
, with Jdec=
[
Jp
NR4
]
,
where vec4 : H→ R4 is analogous to vec3, the velocity satisfies vec3 p˙ = Jpq˙, and NR4 corresponds to the
four upper rows of NR8 .
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