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Abstract
In the theory of compressed sensing (CS),
the sparsity ‖x‖0 of the unknown sig-
nal x ∈ Rn is of prime importance
and the focus of reconstruction algo-
rithms has mainly been either ‖x‖0 or
its convex relaxation (via ‖x‖1). How-
ever, it is typically unknown in prac-
tice and has remained a challenge when
nothing about the size of the support is
known. As pointed recently, ‖x‖0 might
not be the best metric to minimize di-
rectly, both due to its inherent complex-
ity as well as its noise performance. Re-
cently a novel stable measure of sparsity
s(x) := ‖x‖21/‖x‖22 has been investigated
by Lopes (Lopes, 2012), which is a sharp
lower bound on ‖x‖0. The estimation pro-
cedure for this measure uses only a small
number of linear measurements, does not
rely on any sparsity assumptions, and re-
quires very little computation. The usage
of the quantity s(x) in sparse signal es-
timation problems has not received much
importance yet. We develop the idea of in-
corporating s(x) into the signal estimation
framework. We also provide a three step
algorithm to solve problems of the form
Ax = b with no additional assumptions
on the original signal x.
1 Introduction
Recently many measures of sparsity have been
proposed to estimate the support of a vector x ∈
Rn where the support is assumed to be smaller
than the data dimension n. The ratio of the two
norms
s(x) := ‖x‖21/‖x‖22 (1)
Figure 1: Left: Original sorted signal, and right:
noisy version of left. The ‖x‖0 norm increases
from 300 to 500. The norm ratio s(x) changes
from 190 to 210.
has been proven to be useful measure of sparsity
by multiple researchers (Hoyer, 2004; Hurley and
Rickard, 2009; Tang and Nehorai, 2011; Lopes,
2012). Lopes (Lopes, 2012) proposed an esti-
mate s˜(x) for s(x) based on sketching with p-
stable distributions. The efficacy of such a mea-
sure can be established by looking at the signals
presented in Fig. 1. The ‖x‖0 norm of the signal
jumps from 300 to n = 500 (full signal length)
with the addition of noise. Intrestingly, sparsity
measure s(x) for the noisy signal in Fig. 1 grows
from marginally from 190 to 210. The inherent
noise robustness for the two metrics can be judged
by the fact that the noise level is several dbs lesser
than the original signal. We argue that such a spar-
sity measure needs to be incorporated in sparse
signal estimation due to the increased robustness
to noise.
2 New Direction
In this paper we would like to estimate
the unknown bounded sparse signal {x|x ∈
RN , ‖x‖∞ ≤ M}, given linear measurements of
the form Ax = b withNO additional assumptions
about the sparsity of the signal x. We assume that
the infinity norm bound M has been absorbed into
the sensing matrix and henceforth we talk of sig-
nals ‖x‖∞ ≤ 1. We assume A ∈ RM×N is a
Gaussian random measurement matrix. It has been
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shown in (Lopes, 2012) that s(x) is strictly upper-
bounded by the actual l0-norm of a vector, namely
s(x) ≤ ‖x‖0 (2)
Since both the quantities in Eq. 2 are positive
quantities with ‖x‖0 ≥ 1, taking log on both sides
and invoking the Jensen’s inequality leads to
log(s(x)) ≤ log(‖x‖0) (3)
⇒ log ‖x‖21 − log ‖x‖22 ≤ log(‖x‖0) (4)
⇒
N∑
i
log |xi|2 − log ‖x‖22 ≤ log(‖x‖0)(5)
Consequently, we would like to maximize the
quantity on the LHS in Eq. 5 while maintaining
the data term ‖Ax− b‖2 as low as possible. The
maximization can be turned into an alternate min-
imization problem with a switch of signs. Before
proceeding to the optimization technique, we deal
a little longer on the properties of the new term
which we propose to minimize.
Theorem 1. Let
f(x) = −
n∑
i
log |xi|2 + log ‖x‖22 (6)
then the Hessian H of f(x) is positive definite for
any bounded signal {x ∈ Rn| ‖x‖ < ∞, xi >
0∀i}.
Proof. Without loss of generality let us assume
‖y‖2 = 1. We need to prove that
yTHy =
n∑
i
y2i hii +
n∑
i
n∑
j
yiyjhij > 0 (7)
for any y, where hii is the ith diagonal element
and hij is the element at position (i, j) of the ma-
trix H. The elements of H may in turn be written
as
hii = 2
(S2 − x2i )(2x2i + S2)
x2iS
2
2
(8)
hij = −4xixj
S22
(9)
S2 =
∑
x2i (10)
For the 1st row of H we can write the summation
as
y21h11 +
∑
j y1yjh1j = (11)
2
x21S
2
2

y21(x
2
2 + . . .+ x
2
n)(3x
2
1 + x
2
2 + . . .+ x
2
n)
−2y1y2x31x2
−2y1y3x31x3
...
−2y1ynx31xn

which can be re-written as
y21h11 +
∑
j y1yjh1j = (12)
2
x21S
2
2
 y21(x22 + . . .+ x2n)2+3y21x21(x22 + . . .+ x2n)
−2y2x21y1x1x2 − . . .− 2ynx21y1x1xn

= 2
x21S
2
2

y21(x
2
2 + . . .+ x
2
n)
2
+2y21x
2
1(x
2
2 + . . .+ x
2
n)
−(y22 + y23 + . . .+ y2n)x41
+(y2x
2
1 − y1x1x2)2
...
+(ynx
2
1 − ynx1xn)2

taking the second and third terms from the bracket
separately, we can write
y21h11 +
∑
j y1yjh1j = (13)
[+ve terms] + 2
S22
(
2y21(x
2
2 + . . .+ x
2
n)
−(y22 + y23 + . . .+ y2n)x21
)
= [+ve terms] + 2
S22
2y21(x21 + x22 + . . .+ x2n)−(y21 + y22 + . . .+ y2n)x21
−y21x21

which can be succintly written as
y21h11+
∑
j
y1yjh1j =
4y21
S2
− 2(1 + y
2
1)x
2
1
S22
+[+]
(14)
where [+] denotes positive terms and the sim-
plification arrived at by using S2 =
∑
x2i and
‖y‖2 = 1. Adding the contributions of all the
rows of H we get
yTHy =
2
S22
∑
(1− y2i )x2i + [+] > 0 (15)
3 Optimization
We have established that for positive elements of
the unknown vector, the cost function allows a
strictly positive definite Hessian. For elements of
the unknown vector, which are zero or negative,
the cost function is not defined. We now propose a
variable separation technique, which takes care of
both the zero as well as the negative components
of the unknown vector in a principled way. The
optimization problem till this point can be written
as
min
x
−
∑
i
log |xi|2 + log ‖x‖22 (16)
s.t. Ax = b (17)
We decompose the previous problem into a sep-
arable optimization function by introducing the
auxiliary vector c as
min
c
−
∑
i
log |ci|2 + log ‖c‖22 (18)
s.t. c = x (19)
Ax = b (20)
The optimization problem can now be written as
two separate equations minimizing w.r.t to x and
c as
min
x
(21)
1
2‖Ax− b‖2 + η‖c− x‖2
min
c
(22)
η‖c− x‖2 −∑ log |ci|2 + log ‖c‖22
This set of equation leads to a sparse solution of
Ax = b, as the Lagrange multiplier η → ∞. For
a given vector c, Eq. 21, has a unique minimizer
given by
AT (Ax− b)− 2η(c− x) = 0 (23)
which leads to the update of x (given fixed c) as
x = (ATA + 2ηI)−1(ATb + 2ηc) (24)
A slightly faster way to solve for x is to com-
pute the eigen decomposition of ATA = LΛLT
and then just adding η to the eigenvalues in each
iteration. This update can be written as x =
L(Λ + 2ηI)−1LT (ATb + 2ηc).
Now let us take a closer look at Eq. 22. Let
us assume that c? is a solution for Eq. 22 for a
given fixed x. Then the following lemmas adopted
from Duchi et al. (Duchi et al., 2008) hold for the
solution of Eq. 22.
Lemma 1. Let p and q be two indices such that
xp > xq . If c?p = 0 then c
?
q must be zero as well.
Proof. Assume that c?q is non zero. Lower cost
can then be obtained by swapping c?q and c
?
p which
is a contradiction since c? obtains the minimum
cost.
Lemma 2. For all indices i ∈ [1, . . . , n], xic?i ≥
0.
Proof. Assume that for a particular index j the as-
sumption does not hold and hence xjc?j < 0. Con-
struct a new vector cˆ with all elements equal to c?
except the element at location j. For this let the
value for the new vector be cˆj = −c?j . Since the
norm terms remain unchanged in Eq. 22, the net
difference in cost for the two choices can be writ-
ten as
‖x− c?‖22 − ‖x− cˆ‖22
= (xj − c?j )2 − (xj − (−c?j ))2
= −2xjc?j − (2xjc?j )
= −4xjc?j > 0 (since xjc?j < 0).
Hence we have constructed a solution which has
lower cost than the optimal solution which is a
contradiction.
These two lemmas jointly enable the analysis
of Eq. 22 for a sorted vector in the positive orthant
(Duchi et al. (Duchi et al., 2008)). Let us assume
that xˆ is the vector obtained after sorting x in de-
scending order.
xˆ = sort(abs(x),descend) (25)
Also note that the sign of ci will be the same as xˆi
(from Lemma. 2), hence we can discard the sign
from the subsequent analysis and plug it back to
the final result. In fact the cost function for min-
imization w.r.t c in Eq. 22 has a striking similar-
ity to the projection onto simplex cost function in
Duchi et al. (Duchi et al., 2008). The sum over
log |ci| is similar to sum of individual elements
(l1-norm) in their equation. The norm value z is
somewhat similar to the log ‖c‖22 term in our de-
velopment. The beauty of our development is that
it does not have any user supplied constants (the
signal norm z in (Duchi et al., 2008)) to deal with.
Both the norm quantities are signal entities which
can be estimated from the current signal.
The Lagrangian for Eq. 22 with respect to xˆ,
with additional positivity constraints can now be
written as
L = min
c
η‖c− xˆ‖2−
∑
log |ci|2+log ‖c‖22−ζ.c
(26)
The first order optimality condition, for all positive
ci can be written as
δL
δci
= 2η(ci − xˆi)− 2
ci
+
2ci
‖c‖22
− ζi = 0 (27)
The complementary slackness KKT condition im-
plies that whenever ci > 0 we must have that
ζi = 0. Thus, if ci > 0 we get
η(ci − xˆi)ci − 1 + c
2
i
‖c‖22
= 0 (28)
Summing the KKT condition in Eq. 28 for all
the nonzero components of c, we get
ρ∑(
η(ci − xˆi)ci − 1 + c
2
i
‖c‖22
)
= 0(29)
⇒ ρ = 1 +
∑
ρ
η(ci − xˆi)ci (30)
⇒ ρ = 1 + ηcT (c− xˆ) (31)
where ρ is the number of non-zero entries in c.
The development till now flows seamlessly if
we know the value of ρ, or corresponding non-
zero entries in c. We can arrive at this value by
substituting Eq. 31 in Eq. 23.
ρ = min[1 + cTAT (Ax− b)/2, N ] (32)
We claim that this is the first such ‘soft’ equa-
tion to identify the support of the unknown vec-
tor. The ease of obtaining this quantity from the
optimization process itself, without any apriori as-
sumptions is one of the key novelties of our for-
mulation.
For known value of ρ, c can be arrived at by
finding the roots of the equation
ηcT (c− xˆ) = ρ− 1 (33)
This is a family of equations which can be
solved in multiple ways. The simplest method
which treats all components equivalently is to
complete the square.
cT c− 2cT xˆ
2
+
xˆT xˆ
4
=
ρ− 1
η
+
xˆT xˆ
4
⇒ ‖c− xˆ
2
‖22 =
ρ− 1
η
+
‖xˆ‖22
4
(34)
which is a hypersphere with its center at xˆ2 and
radius r equal to
√
ρ−1
η +
xˆT xˆ
4 .
Another possible solution for the system of
equations in Eq. 33 can be obtained by noting that
it can be written as
c1(c1 − xˆ1) +
ρ∑
i=2
(ci(ci − xˆi)− 1/η) = 0 (35)
where the largest component c1 of c is exactly
matched with its counterpart xˆ1, while the other
smaller components are scaled. Empirically this
solution seems to work better than the uniform
scaling technique and accounts for the special case
of ρ = 1. Finally, solving the quadratic equation
and choosing the positive root, the update for c can
be written as
ci = xˆi
1 +
√
1 + 4
ηx2i
[i 6= 1]
2
(36)
where [.] is the indicator function.
Finally, reshuffling the entries to match the orig-
inal vector x and putting the sign of x, we get
c⇐ c[pi(xˆ→ x)] ∗ sign(x) (37)
where pi(xˆ → x) is the inverse mapping from
the sorted vector xˆ to the original vector x and
∗ denotes elementwise multiplication. Note that
the scaling step and the rearrangement step can
be handled together by knowing the permutation
pi only, witout obtaining the sorted vector xˆ.
Algorithm 1 Solve-Select-Scale Algorithm
Require: A,b, ηstart, ηend, 
η ← ηstart
c← 1(size(x))
while η < ηend do
SOLVE x Eq. 24
SELECT ρ Eq. 32
SCALE c[ρ] Eq. 36, set all other entries to 0
η ← (1 + )η
end while
4 Convergence
We borrow heavily from the convergence analysis
for additive half quadratic method as developed
my Nikolova and Ng. (Nikolova and Ng, 2005).
Let us write the unconstrained cost function as
J(x) := f(x) + β(Ax− b)2 (38)
Figure 2: Simulation results. Left: Original sig-
nal (red circles) and its reconstruction in blue
{N,K,M} = {1000, 20, 600}. Right: error norm
‖Ax− b‖2 for 1500 iterations.
where f(.) is the sparsity producing metric given
in Eq. 6. Now we can introduce the auxillary vari-
able c as
J (x, c) := f(x) + β [η(c− x)2 + (Ac− b)2]
(39)
Note that for η →∞
J(x) ≈ min
c
J (x, c) (40)
For a fixed η, at iteration k + 1 we evaluate
c(k+1) ← J (x(k), c(k+1)) ≤ J (x(k), c)
x(k+1) ← J (x(k+1), c(k+1)) ≤ J (x, c(k+1))
It can be easily verified by substituting
{x(k), c(k)} for the index free {x, c} above
that the iterates form a decreasing sequence
{. . .J (x(k), c(k)) ≥ J (x(k+1), c(k+1)) ≥ . . .}
which according to Eq. 40 leads to
{. . . J(x(k)) ≥ J(x(k+1)) ≥ . . .}
Also note that the constant β = 1 can be absorbed
into the formulation resulting in the development
mentioned in Sec. 3.
5 Comparison with other optimization
schemes
We would like to bring out the differences be-
tween our method and traditional optimization
schemes. We would like to compare against
Frank-Wolfe (Frank and Wolfe, 1956) method
which proceeds by solving linear problems around
the current iterate. At this point we point that the
gradient as well as the Hessian of the cost func-
tion (Eq. 6) become unbounded whenever some
elements of the unknown vector x go to zero. Con-
sequently, these entries have to be tracked inde-
pendently to make sure that the optimization re-
mains tractable. However, once some entry has
been removed from the optimization, it remains
uncertain whether (or when) it should be reintro-
duced (or not). Hence, any random initialization,
with some known entries very close to zero, will
never be able to put non-zero values to these en-
tries of the unknown vector x. For our method this
part is already taken care of and we do not need to
remove any elements (or subsequently add them
later) based on their values in the current iterate.
The main benefit of our scheme is the fact that the
method identifies the support as well as minimizes
the cost function. The number of non-zero entries
is determined by the term ρ and the unique sorting
of the indices takes care of the selection criteria.
A closer look at the cost function in Eq. 6 re-
veals that it is a combination of one convex func-
tion −∑ log |xi|2 and a concave term logxTx.
As detailed in the concave-convex procedure by
Yuille and Rangarajan (Yuille and Rangarajan,
2003), the cost function indeed steps through a
saw-tooth type profile while being consistently de-
creased in the experiments. This can be observed
in the zoomed up profile of the cost function as
shown in Fig. 3.
Figure 3: Simulation results for noiseless case.
N = 1000, K = 15, M = {500}. The region
inside the box in the centre panel is zoomed in the
right panel.
6 Experiments
First set of experiments work with noiseless sim-
ulations to evaluate the system introduced in this
paper. We set the data dimension n = 1000,
the sparsity k = {5, 10, 15, 20, 25} and number
of measurements m = {600, 700, 800, 900}. We
perform 50 rounds of simulation for each combi-
nation of {n, k,m} and run each simulation set for
1500 iterations. Fig. 2 shows two runs for the sim-
ulations for {N,K,M} = {1000, 20, 600}. All
the ‘on’ entries of the original vector are identi-
fied for the noiseless case. Next, we study the ra-
tio sˆ/s0 for different number of measurements m
where sˆ is the sparsity metric evaluated for the re-
constucted signal and s0 is the robust sparsity for
the original signal.
Figure 4: Simulation results for noiseless case.
N = 1000, K = 20, M = {500, 600, . . . , 900}.
Note the median value for the ratio sˆ/s ranges be-
tween 1.5 to 3.
For the next set of experiments, we evaluate the
performance of our algorithm under noisy condi-
tions. We add noise to the measurements and try
to solve a slightly modified problem
min
x
−
∑
i
log |xi|2 + log ‖x‖22 (41)
s.t. (Ax− b)2 < σ2 (42)
where σ2 is a function of the noise variance. From
an algorithm perspective, we modify the stopping
criteria as Eq. 42. The results for varying m are
shown in Fig. 5.
6.1 Comparison to COSAMP
Our method is very close to the compressive sam-
pling matching pursuit (COSAMP) proposed by
Tropp and Needell (Tropp and Needell, 2008).
Concentrating on random Gaussian matrices as
Figure 5: Simulation results for noisy case. N =
1000, K = 20, M = {300, 400, . . . , 700}, σ2 =
.01.
our measurement system, we can make sure that
all the requirements of the restricted isomet-
ric property (Candes and Tao (Candes and Tao,
2006)) are taken care of. The sorting step is the
same as the identification phase, least square es-
timation is the same as the solve for x stage. The
key difference is the fact that for COSAMP to con-
verge a good enough estimation of the unknown
support is needed. Once this requirement is not
satisfied, COSAMP starts to loose the sparsity re-
quirement with alarming rate.
7 Conclusion
In this paper we introduce a new algorithm to re-
construct sparse signals from noisy measurements
of the form Ax = b + . The proposed method
does not need any sparsity estimate for the un-
known signal. The solve-select-scale paradigm es-
timates all the required parameters from the sig-
nal itself and can be implemented as an itera-
tive routine, with only a least square solver. The
ease of formulation and signal estimation leads
to a very simple algorithm. We report noiseless
experiments to establish the merits of the algo-
rithm. Finally, we provide extensive comparison
against COSAMP (Tropp and Needell (Tropp and
Needell, 2008)) and show how the performance of
COSAMP is heavily tied to the initial sparsity esti-
mate of the unknown signal provided as a param-
eter to the algorithm. Our proposed method, on
the other hand, is not dependent on any such pa-
rameter. In the future, we would like to continue
to experiment with different class of measurement
matrices.
Figure 6: Comparison against COSAMP. N = 1000, K = 20, M = 500. Left to right: sparsity estimate
sˆ/so, runtime t in seconds and reconstruction error ‖Ax− b‖ for 50 random runs with each setting. The
sparsity estimate ‘k’ provided to COSAMP is shown at the horizontal axis. For all the charts, last plot to
the right is for the proposed method (prop). Note that the sparsity estimate is more than 10 consistently
for COSAMP once ‘k’ moves far from the true estimate. All the experiments were performed with noisy
data.
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