The notion of left-right (resp., right-left) f -derivation of a BCI-algebra is introduced, and some related properties are investigated. Using the idea of regular f -derivation, we give characterizations of a p-semisimple BCI-algerba.
x ≤ y implies that x * z ≤ y * z and z * y ≤ z * x; (4) x * (x * (x * y)) = x * y; (5) (x * z) * (y * z) ≤ x * y; (6) 0 * (x * y) = (0 * x) * (0 * y); (7) x * 0 = 0 implies that x = 0. For a BCI-algebra X, denote by X + (resp., G(X)) the BCK-part (resp., the BCI-G part) of X, that is, X + = {x ∈ X | 0 ≤ x} (resp., G(X) = {x ∈ X | 0 * x = x}). Note that G(X) ∩ X + ={0}. If X + = {0}, then X is called a p-semisimple BCI-algebra.
In a p-semisimple BCI-algebra X, the following hold: (8) (x * z) * (y * z) = x * y; (9) 0 * (0 * x) = x; (10) x * (0 * y) = y * (0 * x); (11) x * y = 0 implies that x = y; (12) x * a = x * b implies that a = b; (13) a * x = b * x implies that a = b; (14) a * (a * x) = x. Let X be a p-semisimple BCI-algebra. We define addition "+" as x + y = x * (0 * y) for all x, y ∈ X. Then (X,+) is an abelian group with identity 0 and x − y = x * y. Conversely, let (X,+) be an abelian group with identity 0 and let x * y = x − y. Then X is a p-semisimple BCI-algebra and x + y = x * (0 * y) for all x, y ∈ X (see [5] ).
For a BCI-algebra X, we denote x ∧ y = y * (y * x), in particular, 0 * (0 * x) = a x , and L p (X) = {a ∈ X | x * a = 0 ⇒ x = a for any x ∈ X}. We call the elements of L p (X) the patoms of X. For any a ∈ X, let V (a) = {x ∈ X | a * x = 0}, which is called the branch of X with respect to a. It follows that x * y ∈ V (a * b) whenever x ∈ V (a) and y ∈ V (b) for all x, y ∈ X and a,b ∈ L p (X). Note that L p (X) = {x ∈ X | a x = x}, which is the p-semisimple part of X, and X is a p-semisimple BCI-algebra if and only if L p (X) = X (see [6] ). Note also that a x ∈ L p (X), that is, 0 * (0 * a x ) = a x , which implies that a x * y ∈ L p (X) for all
and x ∈ X. For more details, refer to [1, 8, 11] . 
and define an endomorphism f of X by
Then it is easily checked that d f is both derivation and f -derivation of X.
Then it is easily checked that d f is a derivation of X. 
Example 2.6. Let X be a BCI-algebra as in Example 2.5. Define a map d f :
Then it is easily checked that d f is a derivation of X.
Define an endomorphism f of X by
Example 2.7. Let X be a BCI-algebra as in Example 2.5. Define a map d f :
Remark 2.8. From Example 2.7, we know that there is an f -derivation of X which is not a derivation of X.
we have f x * f (y) ∈ L P (X), and thus 
and so
belong to the same branch, and so
This completes the proof. 
Proof. (i) The proof follows from Proposition 2.10(i).
(
Proof. (i) For any a ∈ G(X), we have
(2.26) (iv) The proof follows from (iii). This completes the proof.
Using Proposition 2.12, we know there is an (l,r)-f -derivation which is not an (r,l)-f -derivation as shown in the following example.
Example 2.13. Let Z be the set of all integers and "−" the minus operation on Z. Then (Z,−,0) is a BCI-algebra. Let (
Regular f -derivations
and so 
Proof. (i) The proof follows by Proposition 2.10(ii).
Hence, kerd f is a subalgebra of X. Especially, if f is monic, and letting
by (i), and so f (x) ∈ X + , that is, 0 * f (x) = 0, and thus f (0 * x) = f (x), which implies that 0 * x = x, and so x ∈ X + , that is, kerd f ⊆ X + . 
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