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Chapter 1 
Introduction  
Cloud computing [1, 2] is a new term for a long-held dream of computing as a utility, which 
has recently emerged as a commercial reality. It has become an attractive computing 
platform offering on-demand computing power and storage capacity. The datacenters 
hosting the cloud are built out of cheap unreliable heterogeneous machines. These 
machines are under constant strain of large scale computation and are considered mega 
data centers because they house over tens of thousands of servers consuming tens of mega 
watts of energy during peak hours adding up to 9.3 million dollars a year. Hence improving 
energy consumption of data centers through energy efficiency can be extended beyond the 
actual savings in energy consumption of the servers. It also has added savings through the 
energy consumption for cooling because cooling equipments can consume between one half 
and one watt for every watt of node power consumed [3].   
 
1.1 Motivation 
 Most of today’s well known datacenter are heterogeneous in nature. Due to the 
technological advancement in processor there is always a quench for maintaining the 
performance by replacing the old servers with latest servers. These datacenters hosts 
thousands of applications and each consume resources in various proportions. Hence it is 
necessary to host the application in the right server which consumes less energy with better 
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performance. This can be achieved only by scheduling the application to host on the server 
based on their energy efficiency. Past work such as [4, 5, 6] provides black box methods and 
profiling tools to measure the energy consumption of individual virtual machines running on 
the server. But there is an ardent necessity for a framework which provides high overall 
energy efficiency of the system in a heterogeneous environment.  Even internet Giants like 
Facebook launched Open compute project [7] in order to provide energy efficient computing 
infrastructure by re-modifying its homogeneous hardware servers. Though this provides 38% 
more energy efficiency, it will be too expensive for a well established datacenter to again 
remodel and adapt them. Hence software level optimization by specifying the energy 
characteristic in heterogeneous environment is a promising solution. This work provides a 
model for an energy aware heterogeneous cloud environment without reducing the 
performance using EUCALYPTUS [8] framework.  
The real beneficiary of a cloud is to utilize all the computing resources of all kinds and we 
realized that it is not only important to reduce the power consumption but also to reuse the 
older machines which could be a huge environmental hazard if under-utilized and trashed. 
Hence we consider an environment where there are machines with different configurations 
and are a part of cloud. The PASCALYPTUS framework consists of cloud controller, cluster 
controller, PASCAL scheduler and node controller. Thus making sure that the framework 
abides the real beneficiary of cloud.  
Our contributions are three-folds. First, as far as we know the model we proposed is the 
first of its kind in a heterogeneous environment. Second, we utilize the EUCALYPTUS 
framework to extend the flexibility of the system and provide efficient means to conserve 
energy. Finally, we utilized standard Roundrobin and Greedy schedulers to evaluate the 
proposed PASCAL scheduler. 
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 1.2 Definition of energy efficiency 
Energy efficiency of datacenters is very important topic as their energy consumption 
keeps doubling every year. Since our goal is to increase the energy efficiency by realizing a 
method to consume less amount of energy while processing the same load, it is necessary to 
have consistent definition of energy efficiency. 
Hence energy efficiency can be defined quantitatively where energy efficiency of one 
server can be compared to another 
	
	
  

                         
Based on the type of application the definition of Load can be different. It can be defined 
as throughput of the application in case of web application. Thus, the energy efficiency 
becomes the energy consumed in order to fulfill a single web interaction request and 
response. The lower the ratio of energy efficiency, the greater is the server’s energy 
efficiency.   
For granularity the Load can also be defined as the size of data processed in case of data 
processing application. Thus, energy efficiency becomes the energy required to process a 
single unit of data. Also, the lower the ratio of energy efficiency, the greater is the server’s 
energy efficiency value.  
One of the standard metric for measuring datacenter efficiency is Power Usage Efficiency 
(PUE). It is defined as the ratio of total amount of power used by a computer data 
center facility to the power delivered to computing equipment. Another metric, Data Center 
Infrastructure Efficiency (DCIE), is a performance improvement metric used to calculate the 
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energy efficiency of a data center. DCIE is the percentage value derived, by 
dividing information technology equipment power by total facility power.  As the power 
consumption of various applications differ from each other, therefore neither PUE nor DCIE 
provide efficiency information of individual servers. Also the power consumption depends on 
the load factor that server is acting upon. Hence PUE and DCIE cannot provide fine grained 
efficiency of a datacenter hosting cloud. 
 The remainder of this paper is organized as follows. The chapter 2 provides a basic 
overview of private cloud architecture followed by the system design of PASCALYPTUS 
framework and PASCAL scheduler. Chapter 3 presents the experimental setup and methods 
used. The chapter 4 presents the experimental results and discussions. In Chapter 5, the 
existing approaches and previous research are briefly discussed. Finally we summarize the 
paper and describe future work and implications in chapter 6. 
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Chapter 2 
The private cloud architecture and overview 
The cloud computing technology has seen a rapid growth due to the growing acceptance 
of innovative and cutting edge technologies. In this chapter we discuss what cloud computing 
implies, various types of cloud and discuss the architecture of PASCAL scheduler. 
 
2.1 What is cloud computing? 
Decades of research in virtualization, utility computing, distributed computing, and the 
increase in network bandwidth lead to the constructive development of cloud computing due 
to which the possibility of reduction in information technology overhead for the end-user, and 
total cost of ownership is made evident. It basically lead to great flexibility, service oriented 
architecture on-demand services and many other things.   
The computing resources can be customized and managed remotely by various nuances 
of cloud computing technology. To get started with deploying the application one has to 
establish an account with cloud providers like Microsoft [9] or Amazon [10] or Google and 
build their application on it. These applications can be, but certainly are not restricted to 
being, simplistic. They can be web applications that require only http services [11] with 
relational database. It can be web service infrastructure and message queues which will 
interoperate with e-commerce application services. The storage used for the application can 
be of persistent that might never have to be replicated as they require reliability [12].It might 
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require the use of custom 3rd party software’s and capability to programmatically increase of 
decrease computing resources on demand using virtualization [13]. Not all of these 
capabilities are provided by the cloud providers but a good portion of them can be 
provisioned. There are various type of cloud based on the usage of it. The next section 
describes each of them in detail. 
 
2.1.1  Public cloud 
Public cloud is the traditional way of describing a cloud computing network. In a public 
cloud, resources are dynamically provisioned by a third party provider to general public on a 
fine grained, over the internet or through web services/web application. The third party 
provider charges on the basis of utility of the resources.   
Figure 2.1 shows the public cloud architecture. This being the most popular embodiment 
of the cloud is widely implemented by many businesses and individuals. As it requires a 
huge capital to set up a public cloud, companies which are well reputable like Microsoft, 
Amazon and Google can afford it. Being implemented on about thousands of servers which 
run across hundreds of data centers established in various locations around the world, public 
clouds allow customers the facility to select a location for their application; thereby reducing 
latency time when the application is accessed[14].   
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Figure 2.1: Public cloud architecture 
 
2.1.2 Community cloud 
Organizations from a specific community, which have common concerns like security, 
compliance, jurisdiction etc, share their infrastructure and these constitute the community 
cloud. It is either managed internally or by a third party. It can be hosted internally or 
externally. Billing for the resource utilization is spread over fewer users when compared to a 
public cloud, but it is more than a private cloud; hence only few of the benefits of cloud 
computing are recognized [15, 16]. Such a kind of cloud is established when a set of 
businesses share similar requirement and same kind of framework; hence making it 
available to a set of selected organization. Figure 2.2 depicts the basic community cloud 
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Organization 2 
 
 
Organization 3 
 
 
Organization 4 
architecture. As an example, let’s consider that the federal government decides to setup a 
government specific community cloud which can control all the states. Therefore, the state 
government will be free from investing, maintaining and managing their local data centers.  
 
 
 
 
                                       
 
Figure 2.2:Community cloud  architecture. 
 
2.1.3 Hybrid cloud 
Two or more clouds (private, public or community) are combined to form the hybrid cloud 
and it offers the benefits of multiple deployment models. In a hybrid cloud, multiple cloud 
systems are connected in such a way that it allows easy movement of programs and data 
from one deployment system to another. Figure 2.3 shows the architecture of Hybrid cloud. 
As it allows easy movement, they offer scalability by moving some of the on-premise and 
private cloud application to the public cloud. When connecting the private cloud to the public 
cloud, security plays a vital role [17].  Understanding the importance of hybrid cloud, Amazon 
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Web Services has launched Virtual Private Cloud (VPC). It actually bridges private cloud and 
Amazon Web Services(AWS) in a secure manner. Hybrid cloud allows extending the 
organization’s infrastructure beyond its boundary and firewall, in a safer and secure way. 
 
 
 
 
 
 
Figure 2.3: Hybrid cloud architecture. 
 
2.1.4 Private cloud 
When infrastructure is operated only by a single organization, it is termed as private 
Cloud. Such cloud can be either managed internally or by a third-party and can be hosted 
internally or externally. Private clouds can also be defined as normal data centers within an 
enterprise which follows all the 4 attributes of cloud namely – Elasticity, self Service, pay-By-
use and programmability [18]. Enterprises require lesser IT personnel to manage the data 
center as their IT infrastructure is consolidated by establishing a private cloud. Establishing 
private cloud reduces power consumption and hence lowers power bills [19]. Employees can 
be quickly assigned to project teams as provisioning new machines is easy when the 
 
 
Public Cloud 
Private Cloud 
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infrastructure is powered by private cloud. In other words, when public cloud is limited to an 
organizational boundary it is private cloud. Figure 2.4 describes the basic architecture of 
private cloud. Open source implementations like EUCALYPTUS, OpenNebula and Ubuntu 
enterprise cloud are some of the most popular private cloud offerings. 
 
                                                             
 
                                                            
     
 
Figure 2.4: Private cloud architecture 
 
 
2.2 Why now? 
With the advent of Web 2.0 the “low-margin and low-commitment” of provisioning service 
has been transformed from high-margin and high-commitment self service. As an example in 
Web 1.0, an agreement with a payment processing service such as VeriSign is required to 
accept credit card payments. This requires a partnership or a large business relationship 
which makes small business a burdensome to accept credit cards online [20]. Today any 
individual can accept credit card payments with no contracts and only modest pay-as-you-go 
transaction fees using PayPal. The DoubleClick(now acquired by Google) are being replaced 
 
    
 
    
Organization 1 Organization 2 
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by AdSense by which an individual can make revenue from their web page without setting up 
a relationship with an ad placement company. Also they can use amazon cloudfront to 
distribute the web content without establishing a relationship with a content distribution 
network such as Akamai.  
Another possible breakthrough is the concept of selling virtual machine cycles on 
hardware-level. This allows customers to choose their own OS without disrupting each other 
while sharing the same hardware and reducing the infrastructure investment further [21]. The 
innovation of virtual machines further enhanced the possibility of much awaited cloud 
technology. Further the increased network bandwidth which offers seamless transfer of data 
eased the migration of OS images and data in cloud. This is the major breakthrough which 
made the old concept of cloud computing a reality now. 
 
2.3 PASCALYPTUS architecture 
PASCALYPTUS is built on the EUCALYPTUS framework an open source software tool 
which can convert a pool of servers into a private cloud. It allows the users to build, deploy, 
and modify a pool of resources under their own control, and provides the ability to program a 
specified fraction of resource. It is one of the leading Infrastructure As A Service (IAAS) 
provider which enables user to dynamically scale up and scale down the infrastructure with 
respect to the request volume and performance. This framework is likely to have the same 
impact on software that foundries have had on the chip production [22].  
Small clusters, pools of workstations, and various server/desktop machines are inherently 
accessed by academic research group. Due to the scarce availability of public IP addresses 
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and security complexity, it would be daunting for allowing complete access from public 
Internet [23]. Hence system administrators routes the traffic between slave pools and a 
public network using a “head node”. Usually the cluster is a pool of “Slave” machines on 
private networks which are interconnected to each other and the head nodes. So with this 
configuration most machines can initiate connections to external hosts but external hosts 
cannot connect to machines running within each cluster [24, 25, 26], thus making it more 
secured using publicly routable addresses. For example, an administrator might configure 
two Linux clusters each having a single front-end machine with a publicly accessible IP 
address, a small server pool in which the nodes are connected via private network such that 
they can inter-communicate to each other and their respective front-ends, and a collection of 
computer lab workstations having public IP addresses.  
The workstations are behind a firewall and cannot be contacted from the outside world. 
Hence it is clear that many of the machines can only initiate connections to external host and 
are isolated from outside networks. As their networks are completely private and cannot be 
routed, the two sets of cluster nodes can even have overlapping IP addresses. The figure 2.5 
reflects the hierarchical nature of this configuration in the architecture of EUCALYPTUS 
framework and makes all of the types of resources as a single cloud. Figure 2.6 shows an 
example where the hierarchical components are sufficiently general on networks found within 
many institutions. 
 
 
 
 
 13 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Client 1 Client 2 Client 3 
Cloud Controller (CLC) 
Cluster Controller (CC) 
Node Controller 
(NC) 
Servers Workstations 
Cluster One 
Server
CLC 
CC NC 
CC 
N
C 
N
C 
N
C 
N
C 
Cluster Two 
CC 
N
C 
N
C 
N
C 
N
C 
Server
Server
NC NC 
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2.3.1 Node controller 
The Node Controller (NC) is the component responsible to start, inspect, shutdown and 
cleanup the instances and executes on the physical resources which hosts VM instances. 
The EUCALYPTUS framework installation can have many NCs. As a single NC can manage 
multiple VM instances on a single machine , only one NC is required per physical machine. 
The instance control operation and data structures are defined by WSDL document which 
describes the NC interface. It supports sustainable operations like describeInstance, 
runInstance, terminateInstance, startNetwork and describeResource. The system setup, 
calls to the hypervisor (Xen in the current implementation) and running instance inspection 
are performed by the run, describe, and terminate operations on an instance.  
 
2.3.2 Cluster controller 
A single Cluster Controller (CC) executes on cluster head node and has access to both 
private and public networks. The Node controller reports their status to these cluster 
controllers. The status of NC includes state information, VM instance scheduling and 
managing the configuration of public and private instance networks. Like the interface of NC 
the CC interface is also described by WSDL and the operation being plural includes 
runInstances, terminaInstances, describeResources. The CC determines which NC’s can be 
assigned to start an instance by querying each NC through describeResource and schedules 
to start an instance. The resource which best fits the criteria of the instance are determined 
first based on the information it gathers from the NC as a heartbeat signal. Based on the 
describeResource operation the CC returns how many instances of that type can be 
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emulated simultaneously on the NCs. Most of the schedulers are implemented in CC and 
PASCAL scheduler is also implemented here.  
 
2.3.3 Cloud controller 
The Cloud Controller CLC is the global decision-making component of a EUCALYPTUS 
framework installation. It is the user-visible entry point to the cloud. It makes high-level 
instance scheduling decisions. It is responsible for managing persistent and metadata of the 
users. This component is responsible for processing user or administrative request. As 
shown in Figure-2.6 the cloud controller consists of several services that handle user 
requests, authentication and monitoring of VM instances. For instance, when a user initiates 
to start an instance the CLC authenticate the user using ssh key pairs and handles the high 
level service of scheduling the instance. The service implementations are separated from 
message routing and are handled by the Enterprise Service Bus (ESB) [27]. This design 
makes sure simplicity and transparency to aid further experimentation and extension .Due to 
the design transparency and simplicity it is easier to include fascinating features in all the 
domains of cloud. One among the implementation is PASCAL scheduler and the next section 
describes the details about PASCAL scheduler.  
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2.4 PASCAL-Scheduler 
The EUCALYPTUS framework has three types of schedulers roundrobin, greedy and 
explicit. The scheduler schedules the instances based on the types and policies. The 
roundrobin policy schedules the instance based on the way the nodes are registered and in 
roundrobin fashion. In greedy policy, the instances are scheduled based on the nodes which 
are immediately available to the cluster controller [28, 29]. This policy follows the greedy 
fashion of allocating the node. The explicit policy is used only if the user explicitly provides 
the node IP address to where the instance has to be started. In PASCALYPTUS there is an 
inclusion of another scheduler which schedules the instance based on the energy efficiency 
of the node and based on the application it hosts. The Figure 2.7 shows the algorithm of 
PASCAL scheduler. The algorithm first checks for the application type and based on the 
application type it pulls the priority table. The priority table consists of the nodes in the 
prioritized order of energy efficiency. This is done in the schedule_instance function which 
further scrutinizes the application and is given to the schedule_instance_pascal function. For 
instance, in case of TPCW which has 3 types of mixes with different types of Emulated 
Browser’s (EB).Therefore, if the application is of type mix 1 and EB of 750 then this function 
will scrutinize this using the policy configuration and the table is passed on to the 
schedule_instance_pascal function . The schedule_instance_pascal checks for the 
availability of the first priority node by comparing against the users requested resource and 
the available resource in the node. If the available resource in the slave node is more than 
the requested resource then, the scheduler assigns the node to start the instance. If the 
criteria are not met then the scheduler looks for the next node in the priority table and 
continues to check for the availability of the nodes. 
 17 
 
 
 
 
                          
 
 
 
Get Application Type
Check the policy Config
Get the Priority table
Call  
Schedule_instance_Pascal 
with priority table 
While nodes exists 
in priority table
While  resources 
exits
if priority 
node==resource
check the state of 
the node if RESUP
if (res->availMemory 
- vm->mem)>0
Assign the res to 
start the instance
Schedule_instance() 
No 
No 
No 
Yes 
Yes 
Yes 
Schedule_instance_Pascal() 
Figure: 2.7: Algorithm of PASCAL scheduler 
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Chapter 3 
Experimental methods 
3.1 TPC-W  
Our test bed includes an online bookstore TPC-W which serves as a transactional web e-
commerce benchmark [30]. We deployed a java TPC-W implementation from the University 
of Wisconsin-Madison [31] and are based on TPC-W specification 1.0.1. TPC-W ships 
Remote Browsing Emulator (RBE) by which we generated the workload. We tested with 
different number of concurrent clients which were controlled by the number of Emulated 
Browsers (EBs). All our tests included 10,000 items in the database. There are three 
different mixes in TPC-W: Mix 1 is the browsing mix, Mix 2 is the shopping mix and Mix 3 is 
the ordering mix and their request composition is displayed in Table 3.1. Mix 1 consists of 
mainly disk accesses and consists of requests stressing the database server whereas mix 3 
has the least stress on database [32]. Four different workloads such as 250, 500, 750, and 
1000 EBs were generated with TPC-W for each mix. We then calculated the energy 
consumed for each test and extracted the throughput which is the total number of web 
interactions requested and completed successfully.  
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Table 3.1: Request Composition of TPCW 
 
3.2 BS Seeker 
BS Seeker [33] is a bio-informatics application for mapping bisulfate-treaded reads in 
genome-level granularity of DNA methylation at single nucleotide resolution and are CPU 
intensive in nature. We deployed a python BS Seeker implementation from the University of 
California, Los Angeles [34] in our test bed which takes an input file containing the genome 
reference and converts into three-letter alphabet. It uses bowtie [35] to align the reads to 
reference genome. A file of size 100k is provided as input to all of our testing with BS 
Seeker.  
 
 
 
 
 Mix 1: 
Browsing 
Mix 2: 
Shopping 
Mix 3: 
Ordering 
Browsing request 95% 80% 50% 
Ordering request 5% 20% 50% 
 20 
 
 
Chapter 4 
Experimental results 
4.1 Experimental setup   
We used EUCALYPTUS [36] framework to create a heterogeneous cloud. We used 
EUCALYTPTUS 2.0 source version and used Euca2ools of 1.3.1 version which was 
obtained from http://open.eucalyptus.com/downloads . We used xen 3.0 which are obtained 
as an in-built package of CentOS 5.5. Table 4.1 shows the nodes in our cloud .All of the 
servers ran Redhat version of CentOS 5.5 operating system, a linux flavor, which has Xen 
2.0 hypervisor. Node 1 was used as our head node. Table 4.2 describes the types of Virtual 
Machines (VM) within our cloud. We used CentOS 5.5 image from EUCALYTPTUS 
repository for all of our Virtual Machines (VM). Apache Tomcat [37] is used application server 
and for database server MYSQL [38] is used. We did all our power consumption 
measurements using an electronic watt meter manufactured by Electronic Educational 
Devices Inc, Denver, CO [39]. The model used is Wattsup [40] which uses voltage of 120 
VAC, 60 HZ and the max wattage is 1800 Watts and outlet rating of 120 VAC/15 amps. 
Machine Architecture Cores RAM Disk space 
Speed per 
Core 
Node 1 64 bit Intel (R) XEON (TM) E5620 16 12GB 855GB 2.4 GHz 
Node 2 & 3 64 bit Intel (R) XEON (TM) 1 2GB 28 GB 2.8 GHz 
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Table 4.1:  Cloud node types 
 
Virtual Machine Number of Cores RAM Hard Disk 
Small 1 core 128 MB 10 GB 
Medium 1 core 256 MB 10 GB 
Large 1 core 512 MB 10 GB 
XLarge 2 cores 2 GB 40 GB 
XXLarge 4 cores 4 GB 50 GB 
 
Table 4.2:  Types of available instances 
The three types of mixes ran on the physical nodes and this is the first experiments we 
conducted. We ran the experiment for 250,500,750 and 1000 EBs for each type of mix. 
Figure 4.1 and Figure 4.2 shows the throughput and the energy consumption of each test 
respectively. Based on our experiments, we observed that the identical nodes had similar 
throughput and energy consumption values. Node-5 had the highest throughput and the 
least energy consumption when compared to the other nodes. We also observed that the 
increase in energy consumption is not proportional to the increase in throughput as the 
number of EBs increase, the energy consumption increase as well. For instance, when   
changing the number of EBs from 250 to 750 by running mix 3 on Node-2, there was 16% 
increase in energy consumption and 135.5% increase in the throughput.  
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. Fig 4.10: Comparison of schedulers on energy consumption of mix-2 on priority nodes 
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4.2 TPCW results  
As we increased the instance size from small to large, the throughput increased 
consistently when keeping the node type and EB size constant. Whereas its energy 
consumption decreased. Since different parts of a computer consume different power rates 
where memory and network devices consume a negligible amount of power when compared 
to the CPU and disk accesses [41,42,43], we can attribute our results to the fact that these 
types of instances have the same number of cores but different memory sizes. The energy 
consumption decreases and the energy efficiency increases as we increase the memory size 
and we require fewer accesses to the disk. We also noticed an increased throughput and an 
improvement in the energy efficiency, when increasing the VM size from L to XL in node -5. 
However, the energy efficiency of an XLarge VM is better than the energy efficiency of the 
XXLarge. The XLarge has two cores whereas the XXLarge has four cores. Having four cores 
would have reduced the latency to approach zero, however, the throughput gets to a point 
where it levels off because the user think time becomes dominant of the possible request 
generation rate [44].  
We noticed an increase in throughput until the VM reaches its capacity of peak throughput 
and drops sharply after reaching the peak value, when keeping the node type and instance 
size constant, and comparing the throughput and energy efficiency based on the EB size. 
When in case of smaller instances like “small, medium and large”, the VM reaches the 
highest value of throughput it is the most energy efficient. But when the number of 
concurrent connections exceeds the peak, the number of throughput sharply drops due to 
dropped connections [45, 46], and also the energy consumption rises sharply leading to a 
very low energy efficient [47, 48] VM. We also noticed that when changing the EB size from 
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750 to 1000 , the throughput increases sharply and energy efficiency decreases when 
considering larger instances like XLarge and XXLarge.  
 When the EB size instance and mix type are kept constant, we observed that node-5 is 
more energy efficient than all the other nodes. The above comparison is made against the 
energy efficiency to each other. This proves that having the same VM type running on 
different nodes can have different energy efficiencies even when running the same 
application with the same input. The EB size, instance size, and mix type are kept constant 
and the energy efficiency is compared against the different schedulers. We noticed that we 
obtained more than 80% increase in efficiency with the PASCAL scheduler when compared 
with roundrobin and greedy scheduler. The Table 4.3 shows the priority of nodes assigned 
by greedy, roundrobin and PASCAL scheduler for medium and large instance with EB-250 of 
mix-2. The greedy scheduler schedules the instance to the nodes randomly and roundrobin 
scheduler schedules instance in roundrobin fashion by which the nodes are registered to the 
cloud.  
Priority Greedy RoundRobin Pascal 
M L M L M L 
Priority 1 Node 4 Node 4 Node 2 Node 2 Node 5 Node 5 
Priority 2 Node 2 Node 2 Node 3 Node 3 Node 4 Node 3 
Priority 3 Node 3 Node 3 Node 4 Node 4 Node 3 Node 2 
Priority 4 Node 5 Node 5 Node 5 Node 5 Node 2 Node 4 
 
Table 4.3:  Priority table of different schedulers 
The Figure 4.12 shows the efficiency attained by PASCAL Scheduler with greedy and 
roundrobin scheduler for mix2. We observed that PASCAL scheduler outperforms other 
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schedulers on all the types of mixes. The percentage of efficiency gained by PASCAL 
scheduler is more on roundrobin scheduler than the greedy scheduler. It also shows the 
standard deviation of each scheduler based on the instance. Therefore, the hypothesis 
considering scheduling the VMs based on their energy efficiency in order to reduce the 
overall energy consumption of a data center and increasing its energy efficiency is a valid 
hypothesis.  
 
Figure 4.12: Mix 2 energy standard deviation of PASCAL over greedy and roundrobin 
 
The Table 4.4 shows the Energy of mix 2 with various EB’s on different nodes. It also 
describes the energy efficiency on various types of instances.  
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Table 4.4:  Energy efficiency for mix 2 
Our next sets of experiments determine how the scalability of a node can affect its 
throughput, power consumption, and energy efficiency. We noticed when increasing from 
one VM running on a single node to more VM running on the same node, the energy 
efficiency and throughput decreases slightly as the scalability degree increases until it 
reaches a scalability threshold where the energy consumption spikes, and throughput and 
  
Node 2 Node 3 Node 4 Node 5 
250 
S 
   
0.408656 
M 1.598541 1.866174 1.615985 0.087412 
L 0.098886 0.094867 0.103575 0.075458 
XL 
   
0.075088 
XXL 
   
0.076821 
500 
M 3.944095 3.930414 2.965026 0.313249 
L 0.101432 0.107 0.10642 0.03888 
XL 
   
0.037801 
XXL 
   
0.037871 
750 
M 5.887756 7.3399 6.680077 0.542611 
L 0.286287 0.289886 0.289725 0.037696 
XL 
   
0.032445 
XXL 
   
0.033931 
1000 
M 14.82494 16.09498 14.52868 0.897761 
L 1.665526 1.800069 1.594771 0.068722 
XL 
   
0.032811 
XXL 
   
0.032911 
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energy efficiency drops sharply. In addition, the connections which complete successfully will 
have the added latency of 1 ms for one availability zone and 5.5 ms for two availability zones 
[49, 50]. 
We observed a reverse relationship between throughput and energy variation. Figure 
4.13 shows the relationship between throughput and energy for 250 EBs of mix1 (similar 
results were witnessed with combination of mixes and concurrent requests).We reduced the 
values of throughput by 10% for all of our VM test cases for the purpose of the graph. Based 
on the graph, there is a spike in energy consumption when the throughput drops which is 
due to failed requests. However, as the number of throughput remains consistent, so does 
the energy consumption.  
 
Figure 4.13: Relationship between throughput and energy for mix 1 with 250 EBs 
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nodes with different instance sizes. The energy consumed by VM’s and node type is shown 
in Figure 4.14. The improvement of BS seeker’s energy efficiency is directly proportional to 
the energy consumption improvement since we used the same file size for all our testing.  
Based on our results, node-5 is the most energy efficient whether BS seeker is running on 
the bare metal or within the same instance type as the other nodes within our cloud. In 
addition, we observed that energy efficiency varies with different nodes and we also 
observed that we significantly improve the energy efficiency with more resources. We also 
noticed that we can improve the energy efficiency between 1% and 7% when running the 
benchmark on a large instance as opposed to a medium instance. But this is a low 
improvement when compared to the improvement from small to a medium instance. Figure 
4.15 shows the comparison of energy consumption of nodes running BS seeker using 
different schedulers. We observed that PASCAL scheduler outperforms the other schedulers 
by more than 80%. 
 
Figure 4.14: Comparing the energy consumption based on the virtual machine type 
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Figure 4.15: Comparing the energy consumption based on the schedulers  
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Chapter 5 
Related work 
The need for application-aware power meter for shared data centers is discussed in 
WattApp [46] where they considered the application parameters like throughput when 
building their power modeling framework. They found a linear relationship between marginal 
power and marginal application throughput. But their model differs from ours, since they did 
not consider the heterogeneity of servers as we did even though they dealt with 
heterogeneity in application. 
Krishnan et.al [47] explores the feasibility and challenges of black box monitoring of the 
power usage of VM and discusses a VM-level power utilization metering. They 
experimentally observed that there is a substantial rise in power consumption when 
increasing the cores. They did not consider the impact of energy efficiency even though the 
paper deals with modeling the power for VM. 
Bellosa et.al [48] provides energy distributed accounting on vertical structured OS with 
virtual machines and is one of the earlier works in this related field. They provide a frame 
work for managing energy in multilayered OS and accounts recursive energy consumption 
spent in virtualization layer of driver components.  However they do not consider the fact that 
different application consumes different level of resource under various constraints. Also they 
do not consider the need for resource predictability.  
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Some works performed by Lefevre et.al [49] deals with evaluating energy efficient cloud 
on a multicore platform. They consider only the impacts of energy consumption during VM 
migration and consider only evaluation of CPU intensive benchmarks with many cores. Other 
related works such as done by Lee et.al [50] are based on the fact that the energy 
consumption scales linearly with the processor. They did not consider the impact of memory 
associated with it. A typical cloud service provider provides resources which are not only 
depending on the types of cores but also on various memory types and size needed by the 
customer. Hence it is evident that they did not consider the performance hit of task even 
though energy consumption can be reduced to some extent when two or more tasks are 
consolidated.  
Zhao et al [28] studied the inter-relationship between energy consumption, resource 
utilization, and performances of consolidated workloads are. They only considered the 
consolidation that allows amortizing the idle power costs more efficiently. However they do 
not consider the fact that different portions of resources are used by different applications. 
They primarily focused only on a manageable subspace spanned by CPU and disk resource 
combinations and did not consider the energy efficiency of an individual machine based on 
the application. 
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Chapter 6 
Implications 
To summarize we ran two different application types within a heterogeneous datacenter 
and determined the energy efficiency of each node and its available virtual machine types. 
Based on these values the priority table is fed to the PASCAL scheduler which is 
implemented based on the energy efficiency of each node and its VM types. We were able to 
get several implications based on the observation in the previous chapters.  The following 
sections discusses about the implications and future work.  
 
6.1 Resource predictability 
Based on our result we observed that the more resources used for a single application, 
the better its energy efficiency and its performance and are consistent. However, the law of 
diminishing returns applies where the addition of resources can negatively affect the energy 
efficiency, once reaching a certain VM size. There should be an equilibrium between the 
resources available and energy efficiency which is due to the fact that there is a finite 
number of a physical resources, when building energy efficiency model for scheduling 
resources. In addition, accurate prediction of resources needed can affect the energy 
efficiency. We observed the importance of accurate predictability of resource needs. For an 
e-commerce application our observation is valuable. Having Service Level Agreements 
(SLAs) which guarantee low number of failed requests is not only in the best interest of the 
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clients hosting the application in the data center but also for the data center service provider. 
The operating cost of the provider can suffer spikes which in turn can cost loss to the client’s 
business when there are high request failures. Hence it is essential for algorithms which are 
independent of application types and which can automatically scale VM dynamically. Also 
application specific performance metrics can monitor energy spikes in order to determine 
scaling needs and perform them accordingly.  
 
6.2 Scalability issue  
Scalability plays a vital role to realize the concept of mass computing and cannot be 
separated from the principles of computer systems. For example Internet solved the problem 
of naming which is more common in building large scale system by IP protocol. It is 
important to necessitate a mechanism which distinguishes each user and makes sure that 
the information is delivered to the correct individual. Though this problem has not reached a 
point of being an urgent obstacle to the current research community, issues related to 
scalability will become a primary factor to ensure such systems to benefit the society.  
 
6.3 Extensibility of PASCAL scheduler 
As the present framework requires the energy consumption of individual server to be 
measured manually, it would be an interesting implication if the work done by Koller et.al  
[46] is combined with PASCAL scheduler which automates the measurement of energy 
consumption of individual server. Based on the application and various version of it, the 
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priority table can be automated by the PASCAL. This makes sure to get the energy rank of 
the servers prior to scheduling the instance. 
Krishnan et.al [47] provides a method to obtain the energy consumption of each VM 
instances. More fine grained energy management can be obtained when the 
PASCALYPTUS framework is coupled with this work. This is an interesting direction which 
sounds promising. 
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Chapter 7 
Conclusions and future work 
7.1 Conclusions 
In we developed energy aware scheduler (PASCAL) built on EUCALYTPTUS framework 
which schedules the allocation of VMs based on their energy efficiency. We performed 
experimental analysis while running two different application types within a heterogeneous 
datacenter in order to determine the energy efficiency of each node and its available VM 
types. We found difference in the efficiencies between applications. We noticed a reverse 
relationship between throughput and energy variation with web based applications. We 
compared the PASCAL scheduler with the other standard schedulers like roundrobin and 
greedy. The experiments show that PASCAL is 80% more efficient than the other 
schedulers. In the future we plan to attribute the scheduler with more powerful 
heterogeneous servers. There is an ardent need of scalability of multiple instances on a 
single powerful machine. Since different applications have different demands it is important 
to study the magnitude of various system components from service provider point of view.  
 
7.2 Future works 
Though the PASCAL scheduler is robust in its kind we could get insight information when 
extending it and potentially can pave more research opportunities. The following section 
discusses about our future works. 
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7.2.1 Improving the granularity of PASCAL scheduler on powerful servers 
As the system under consideration has only few powerful machines, there is not much 
information about the scalability of instance on individual powerful server.  It is an interesting 
direction to extend the PASCAL scheduler to schedule many instances on a single server by 
consolidating the resources. As the usage of resources is different for different applications, 
it is necessary to observe the scalability factor under more powerful machines. This is 
important when considering the data centers where there is not much machines but with 
powerful cloud.  
A model which manages power in a cluster-wide by switching on and off based on 
clusters overall load to attain a better energy efficiency is discussed in [50]. Such mechanism 
can be paired with our energy efficiency ranking of the nodes in order to use the most 
efficient nodes and power off the least efficient ones. Thus optimizing the overall energy 
efficiency of the data center. 
 
7.2.2 User interface 
Due to the flexibility of cloud computing any person can be a potential user of the system. 
Hence it is an important design consideration that the interface of the system is more user 
friendly and straightforward and hide the complexity from the end user.  Hence we plan to 
make the interface more effective and simple which can draw more people joining the 
project. 
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With the advent of cloud computing, scalable resource utilization has become the ultimate 
reality. The energy consumption in a data center hosting cloud yields many serious issues 
including carbon emissions and system reliability. Therefore energy efficiency plays a crucial 
role in reducing the energy consumption and operation cost of datacenter hosting millions of 
application per day. This paper presents a power aware scheduler-PASCAL on 
EUCALYTPTUS framework to provide an energy efficient heterogeneous cloud environment. 
In order to demonstrate the effectiveness of the PASCAL we compare it with the other 
schedulers of EUCALYPTUS framework using two benchmark applications- TPCW and BS-
seeker. The experimental result shows that PASCAL is 80% more energy efficient than 
greedy and roundrobin scheduler respectively when running mix2 of TPCW benchmark. Also 
PASCAL is 10 times more energy efficient than greedy and roundrobin scheduler when 
running BS-seeker benchmark. 
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