Ordinary differential equations (ODEs) are widely used in biomedical research and other scientific areas to model complex dynamic systems. It is an important statistical problem to estimate parameters in ODEs from noisy observations. In this article we propose a method for estimating the time-varying coefficients in an ODE. Our method is a variation of the nonlinear least squares where penalized splines are used to model the functional parameters and the ODE solutions are approximated also using splines. We resort to the implicit function theorem to deal with the nonlinear least squares objective function that is only defined implicitly. The proposed penalized nonlinear least squares method is applied to estimate a HIV dynamic model from a real data set. Monte Carlo simulations show that the new method can provide much more accurate estimates of functional parameters than the existing two-step local polynomial method which relies on estimation of the derivatives of the state function. Supplemental materials for the article are available online.
Introduction
Ordinary differential equations (ODEs) describe the dynamics of continuously changing processes by relating a process and its rate of change. They are widely used in many areas of science and technology. In particular, ODEs have been used in HIV/AIDS research to model the viral dynamic system for better understanding of the pathogenesis of HIV infection and to evaluate the antiviral response of antiretroviral regimens (see Wu, 2005 , and reference therein). For example, Ho et al. (1995) considered a simple dynamic model dX(t)/dt = P (t) − cX(t), where X(t) is HIV-1 RNA concentrations (viral load) in plasma, P (t) is the virus production rate, and c is the clearance rate of free virions. In order to explain the virus production rate P (t) using the patient's immune status, Chen and Wu (2008) recently studied the following ODE with time-varying coefficients dX(t) dt = a 1 (t) + a 2 (t)CD4(t) − cX(t),
where CD4(t) is the CD4+ T-cell counts. The two functional parameters a 1 (t) and a 2 (t) are timevarying coefficients that represent the linear relationship between the CD4+ T-cell counts and the virus production rate. In clinical studies, both the viral load X(t) and the CD4 counts are measured at some discrete non-equally spaced points and it is of interest to estimate the timevarying parameters based on these discretely observed measurements.
Motivated by the above HIV dynamic model, we consider a general deterministic dynamic model specified by the ODE
where X(t) is called a state variable, Z (t), = 1, · · · , d, are the covariates, a (t), = 1, · · · , d, are the time-varying coefficients, and g{X(t)} is some known function of X(t). We assume that the state variable is measured at some discrete time points with certain measurement errors. Specifically, the noisy measurements satisfy Y (t i ) = X(t i ) + (t i ), i = 1, . . . , n, where t i , i = 1, · · · , n, are the observation times and (t i ) are corresponding measurement errors.
It is assumed that the measurement error (t i ) is a random variable with mean 0 and variance σ 2 . Our objective is to estimate the functional parameters a (t), = 1, · · · , d, using the noisy measurements Y (t i ), i = 1, · · · , n.
Chen and Wu (2008) proposed a two-step local polynomial method for estimating the timevarying parameters in (2). In the first step, the state function X(t) and its first-order derivative dX(t)/dt are estimated from the noisy measurements using local polynomial regression techniques.
After plugging estimates of the state function and its derivative into the ODE (2), one obtains a varying-coefficient regression model, which in turn is fitted using existing methods. Since the two-step local polynomial method does not require solving the ODEs, it is a computationally fast method for ODE parameter estimation. However, because the derivative dX(t)/dt usually cannot be accurately estimated from noisy data, the two-step method is not statistically efficient.
In this paper we propose a new method that does not estimate the derivative directly and show using an extensive simulation study that the new method is statistically much more efficient that the two-step method. Our approach blends the method of nonlinear least squares with penalized splines function estimation and solving ODEs with finite elements/splines. The functional parameters are estimated using penalized splines where roughness penalties are used to regularize the functional estimates. Differently from the standard nonlinear least squares problems, our objective function is defined implicitly and does not have a closed-form expression. We apply the implicit function theorem to obtain the numerical gradients required by the Gauss-Newton algorithm. The use of splines also makes the new method computationally fast. Our simulation study shows that the new method provides substantial improvement over the two-step method: The average root mean square error of function estimation by the new method is always smaller than that by the two-step method, and the reduction is greater than 75% in most cases and greater than 90% in more than half of the cases we considered (Section 4).
While this paper focuses on the much less researched area of estimation of functional parameters in ODEs, we would like to point out that there has been an extensive literature on estimation of Euclidean parameters in ODEs; see Section 1.3 of Ramsay et al. (2007) for a review, and Huang et al. (2006), Ramsay et al. (2007) , Liang and Wu (2008) for recent development. Our method can be viewed as an extension of Ramsay et al. (2007) to a setting with functional parameters.
The rest of the paper is organized as follows. Section 2 presents the details of the proposed method. Comparison of the new method with the two-step method of Chen and Wu (2008) using real data and simulated data are given in Sections 3 and 4 respectively. The appendix collects some mathematical derivations.
Method

Penalized nonlinear least squares
Denote the solution of the ODE (2) with the initial condition X(0) = x 0 by X * (t; a 1 , . . . , a d , x 0 ), which is a nonlinear function of the unknown varying coefficients and the initial condition. It is natural to estimate the unknowns by minimizing the nonlinear least squares criterion
The time-varying coefficients a (t), = 1, · · · , d, are functional parameters and are estimated using penalized splines (Eilers and Marx, 1996; Ruppert et al., 2003) . Write each a (t) as a linear combination of B-spline basis functions
where
T is a vector of B-splines, and
T is a vector of basis coefficients. We then replace the functional parameters in (3) by the spline expansion (4) and introduce a roughness penalty to regularize the spline estimates. We adopt the following
where Ω is a penalty matrix with the (k, j)th entry ψ k (t)ψ j (t) dt. The penalized nonlinear least squares criterion is
where θ are penalty parameters whose choice will be discussed later.
One of the challenges of using the nonlinear least squares method is that the ODE solution X * (t i ; a 1 , . . . , a d , x 0 ) usually does not have a closed form. We propose to represent the ODE solution using a spline whose coefficients in a basis expansion are determined by solving another optimization problem. To motivate our method of constructing the ODE solution X * (t; b 1 , . . . , b d , x 0 ) appearing in (5), consider solving (2) with the side conditions X(t i ) = x i , i = 1, . . . , n, for a given set of values x i . Represent a trial solution X(t) by a basis expansion
where φ(t) = (φ 1 (t), . . . , φ J (t)) T is a vector of B-splines, and α = (α 1 , . . . , α J ) T is a vector of coefficients. The method of least squares minimizes Eason, 1976) . The factor λ x is the relative weight of the side-condition residuals with respect to the differential-equation (DE) residuals. In our case, we do not have exact side conditions but the noisy observations Y i can play a similar role. Thus we propose to obtain the ODE solution by minimizing with respect to α the criterion
where X(t) depends on α as specified in (6), and a (t)'s depends on b as in (4). Since the DE residuals can be made arbitrarily small by increasing the number of basis functions while the magnitude of the side-condition residuals stays no lower than the noise level, we put more emphasis on the DE residuals by using a very large value of λ x . Our experience shows that the solution of (7) is not sensitive to the value of λ x as long as it is large enough; setting λ x in the range of 10 5 ∼ 10 8 works well in all of our numerical examples. On the other hand, since the ODE solution is approximated by a finite dimensional space of splines, an extremely large value of λ x will make the error due to spline approximation dominate and will cause the method to collapse. Such a situation can be easily spotted and avoided by checking the sensitivity of the solution to λ x .
The integration in (7) usually does not have a closed form expression and needs to be evaluated using numerical quadrature. We use the composite Simpson's rule, which provides a good approximation to the exact integral (Burden and Douglas, 2000) . Let Q be an even integer. For a function f (t), the composite Simpson's rule is
with the quadrature points s q = t 1 + qh, q = 0, · · · , Q, and h = (t Q − t 1 )/Q. To make the approximation accurate, Q needs to be reasonably large, i.e., Q = 10J, where J is the number of basis functions used in (6) for representing the ODE solution.
The minimizer α * of (7) is plugged into (6) to obtain an ODE solution
Note that the dependence of this solution on x 0 is dropped since X * (0) = φ(0) T α * is determined by α * , which in turn is determined by the data and b 1 , . . . , b d . Given this ODE solution, the penalized nonlinear least squares criterion (5) can be rewritten as
The main difference between minimization of (9) and the usual nonlinear least squares problem is that a quantity in the objective function, α * (b 1 , . . . , b d ), is not defined explicitly but only implicitly as a solution to another optimization problem. In the following subsection we discuss how to overcome the difficulty associated with an implicitly defined objective function and develop an algorithm for solving the minimization problem. Denote the minimizer of (9) asb = (b
then the estimates of the functional parameters are given byâ (t) = ψ (t) Tb , = 1, . . . , d.
The modified Guass-Newton algorithm
Except in the special case that g{X(t)} is a linear function of X(t) where a closed-form solution exists as shown at the end of this subsection, we propose to use the iterative Gauss-Newton algorithm to minimize (9).
The application of the Gauss-Newton algorithm is non-standard here because the vector-valued 
until convergence. The analytical expressions of the derivatives involved in the Newton-Raphson iteration (10) are given in the Appendix.
To obtain the gradients needed for the Gauss-Newton algorithm to minimize (9), we resort to
Taking the b-derivative on both sides of the identity ∂J/∂α| α * = 0, we obtain
provided that ∂ 2 J/(∂α∂α T )| α * is non-singular. The analytical expressions of the derivatives appearing on the right side of (11) are given in the Appendix. Given the gradients, we can linearize α * (b) at a trial value b 0 and then replace the criterion (9) by
The Gauss-Newton algorithm minimizes iteratively this ridge-regression or penalized least squares criterion until convergence is reached.
The computation is much simplified in the special case that g{X(t)} is a linear function, i.e.
g{X(t)} = cX(t), where the minimizer of (7) has a closed-from expression
where Φ is an n × J matrix whose i-th row is φ(t i )
T linearly, minimization of (9) is a ridge regression type of problem and has a closed-from solution.
Variance of the parameter estimates
It follows from (4) that the variances of estimates of the functional parameters are given by
which depends on the variance matrix ofb , which in turn is obtained using the Gauss-Newton algorithm. The Gauss-Newton algorithm is essentially an iterative penalized least squares algorithm.
At each step the optimizing criterion (12) can be rewritten as
where the working response vector Y †0 has components
the working "design matrix" U 0 = {∂α * (b)/∂b T }| b=b 0 , and the penalty matrix
The minimizer of (14) has a closed form
When b 0 = b 1 =b is taken to be the value at convergence of the algorithm, its variance has the typical sandwich form
To obtain an estimated variance matrix ofb, we simply replace var(Y †0 ) byσ 2 I, whereσ 2 is the sample variance of Y †0 i , i = 1, . . . , n.
Choosing the penalty parameters
The penalty parameters can be chosen using generalized cross validation (GCV) as is commonly used in the spline smoothing literature (Wood, 2006, Section 4.5) . For the penalized nonlinear least squares criterion (9), the GCV score is defined as
where df is the effective degrees of freedom obtained using the usual linearization argument. In light of (14), the smoothing matrix after linearization of the problem is given by
and df = trace(S). We minimize the GCV score with respect to θ = (θ 1 , . . . , θ d )
T to obtain suitable penalty parameters. When there are only one or two penalty parameters, the grid search method works well for finding good penalty parameters. When there are more than two penalty parameters, to speed up the search, we can resort to a multidimensional optimization algorithm such as the downhill simplex method (Nelder and Mead, 1965) or a Newton type method (Wood, 2006 , Section 4.6).
Parameter cascading
Our estimation procedure consists of three nested levels of optimisation and thus the computational algorithm has three nested loops. In the inner loop, it minimizes the LS criterion (7) with respect to α for fixed b and θ; in the middle loop, it minimizes the PNLS criterion (5) with respect to b for fixed θ; in the outer loop, it minimizes the GCV criterion (16) with respect to θ. The three optimization criteria are interconnected in the way that the parameters in the lower level optimization problems are used to define the criteria in the upper level optimization problems. Such a nested structure leads to the notation of parameter cascading Ramsay et al., 2007) . The important feature of our parameter cascade is that there are no closed-from expressions to describe the interdependence among the parameters in the three levels of optimization, and the implicit function theorem provides the necessary analytical derivatives for efficient and stable computation.
Application
The proposed penalized nonlinear least squares (PNLS) method is applied to a real data set from an AIDS clinical study reported by Chen and Wu (2008) . In this study, highly actively antiretroviral therapy (HAART) and immune-based therapy were used to treat HIV-1-infected patients. For each patient, both viral load and CD4+ T-cell counts were measured at baseline and around the scheduled times at weeks 2, 4, 8, 12, 16, 20, 24, 28, 32, 36, 40, 44, 48, 56, 64, 72, 80, 88, and 96 after initiating the treatment. The actual measurement times vary because the patients did not strictly follow the schedule. Separately for each of the five patients, Chen and Wu (2008) estimated the two time-varying coefficients a 1 (t) and a 2 (t) in model (1) using their two-step local polynomial regression. The constant viral dynamic parameter c appearing in (1) is estimated separately using a different short-term HIV dynamic model (Perelson et al., 1996; Han and Chaloner, 2004 ) from more frequent viral load data within the first three days. The second column of Table 1 gives the estimate of c for each of five patients.
When applying our method, the trial solution of the ODE was represented using a cubic spline with 72 equally spaced knots (i.e., four times the number of observations), the time-varying coefficients of the ODE were represented using cubic splines with 10 equally spaced knots. Ten knots should be enough for modeling the time-varying coefficients since they are assumed to be smoother than the CD4 profiles for their identifiability. B-splines are used as the basis functions. The weighting parameter λ x in (7) is set to be 10 8 and the penalty parameters θ 1 and θ 2 in (14) are chosen by minimizing the GCV score as defined in (16). The third and fourth columns of Table 1 display the chosen penalty parameters for each patient. Figure 1: The analysis results for the HIV data with five patients. Each row displays the result for one patient. The solid lines in the left and middle panels show respectively the estimates of a 1 (t) and a 2 (t) using the PNLS method with their 95% pointwise confidence intervals given in dotted lines. The dashed lines in the left and middle panels are the estimates of a 1 (t) and a 2 (t) using the two-step local polynomial method. The right panels depict the numerical solutions of the ODE using the estimatedâ 1 (t) andâ 2 (t) from the PNLS method (solid lines) and the two-step local polynomial method (dashed lines). The circles represent the actual measurements of the viral load.
from the two methods, we numerically solved the ODE (1) with the estimated parameters and checked the fit of the ODE solutions to observations. Figure 1 shows that the ODE solutions with our PNLS estimated parameters are closer to the observations than those with the two-step local polynomial regression estimates. The last two columns of Table 1 present the mean squared distances (MSD) between the ODE solutions and the observations. Compared with the two-step local polynomial regression estimates, our PNLS method reduces MSDs by 81.8%, 54.2%, 20.0%, 49.1%, and 64.3% for the five patients in the study, respectively.
The PNLS method is currently programmed in Matlab 7.8.0, and the two-step local polynomial regression method is programmed in C, so it is not completely fair to compare their computing time. However, it would still be helpful to report the computing time of these two methods.
The PNLS method used 62 seconds to obtain the estimates for Patient 1 in a personal laptop in Windows XP with an Intel Pentium Dual 2.16GHz CPU and a 3.46 GB of RAM, while the twostep local polynomial regression method used 2 seconds to obtain the estimates for Patient 1 on the same laptop. The PNLS method would take less time to run if programmed in the low level C programming language. In general, we expect that the PNLS method would be slower to run than the two-step method even when programmed in the same language, but not too slow to affect its practical application.
Simulation
A simple ODE
Consider a simple ODE
which has an analytic solution When applying our PNLS method, the state variable X(t) is represented using cubic B-splines with knots positioned at the observation times, the functional parameter a(t) is estimated as cubic B-splines with one interior knot at 0.5. Since the ODE (17) has an analytic solution, one can directly minimize the PNLS criterion (5) to obtain an estimate of the functional parameter. Although this direct PNLS method is not applicable in general because of typical lack of analytical ODE solutions, it does provide a good benchmark in this simple example to evaluate the approximation property of our proposed PNLS method and examine the effects of varying the control factor λ x in our approximated ODE solving criterion (7). Figure 2: The mean squared differences of estimates of the functional parameter by the proposed PNLS method with different control factors and by the direct PNLS method, for the simple ODE dX(t)/dt = −cX(t) + a(t).
parameter estimates obtained by our PNLS method with various values of λ x and the estimate by the direct PNLS method. The differences become smaller as λ x gets larger and can be negligible when λ x ≥ 1. When λ x is large enough, the estimates by our method is almost identical to that by the direct PNLS method.
We also compared our PNLS method with the two-step local polynomial estimate. Figure 3 shows that the PNLS method produces estimates with smaller biases, standard deviations and root mean squared errors than the two-step method.
Simulation models generated from the real data
We have conducted an extensive simulation study which clearly shows that our PNLS method consistently provides more accurate parameter estimates than the two-step local polynomial method.
We present first the results from two setups where the simulated data were generated from a model obtained by fitting the real data from patient 1 of the HIV study using respectively the PNLS and the two-step local polynomial method. The time-varying coefficient functions are depicted in the first row of Figure 1 . For each setup, the ODE with given coefficient functions was solved and then zero-mean normal errors with the standard deviation 0.29 were added to the ODE solution. The observation times were set to be the same as the real data. For each simulated data set, both the PNLS method and the two-step local polynomial method were applied to estimate the time-varying coefficients. When applying the PNLS method, the basis functions were specified as in the real data analysis and the GCV criterion (16) was used for choosing the penalty parameters.
To compare different methods, define the integrated squared error (ISE) and the integrated absolute error (IAE) when usingf to estimate the function f over the interval [a, b] as
In our simulation study, the boundary of the interval is taken to be the data range and the integral is evaluated as a Riemann sum with 1001 equally spaced points. Figure 4 : Simulation results when the simulation data are generated from the model obtained by fitting the patient 1 data using the PNLS method. The biases, standard deviations (SD), and the root mean squared errors (RMSE) for the estimatesâ 1 (t) andâ 2 (t) from 100 simulations are shown. The solid and dashed lines correspond respectively to the PNLS and the two-step local polynomial methods. ofâ 1 (t) andâ 2 (t) from 100 simulations where the true coefficient functions are obtained by fitting the real data using the PNLS method. Note that the standard deviation and root mean squared errors are plotted in the log scale with base 10, thus one unit smaller means 90% reduction. It is clear from Figure 4 that the PNLS method produces much more accurate functional parameter estimates than the two-step local polynomial method. Indeed, comparing with the two-step local polynomial method, the PNLS method reduces the average squared biases, the average standard deviations, and the average root mean squared errors by 99%, 98%, 99% for a 1 (t) and 99%, 81%, 96% for a 2 (t), respectively. Figure 5 shows the same simulation as in Figure 4 but with the coefficient functions in the simulation model obtained by fitting the real data using the two-step local polynomial method.
Again we observe that the PNLS method outperforms the two-step method by having substantially smaller biases, standard deviations, and root mean squared errors.
In addition to the two setups presented above, we also considered eight other simulation setups where the data from patients 2-5 were used to generate the simulation models. The summary statistics of the ISE and IAE for the two methods, based on 100 simulation runs for each setup, for all ten setups are given in Tables 2 and Tables 3. The PNLS method consistently yields smaller mean ISEs and IAEs than the two-step method; the reduction is substantial and is more than 75% in many cases.
Appendix
The Analytical expressions of the derivatives in (10) and (11) Figure 5 : Simulation results when the simulation data are generated from the model obtained by fitting the patient 1 data using the two-step local polynomial method. The biases, standard deviations (SD), and the root mean squared errors (RMSE) for the estimatesâ 1 (t) andâ 2 (t) from 100 simulations are shown. The solid and dashed lines correspond respectively to the PNLS and the two-step local polynomial methods. when the data are generated from a model by fitting the real data from each of the five patients using the PNLS method. PNLS represents the penalized nonlinear least squares method; 2-Step represents the 2-step local polynomial method.
Model Method ISE{â 1 (t)} IAE{â 1 (t)} ISE{â 2 (t)} IAE{â 2 (t)} when the data are generated from a model by fitting the real data from each of the five patients using the two-step local polynomial method. PNLS represents the penalized nonlinear least squares method; 2-Step represents the 2-step local polynomial method.
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