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Success is the ability to go
from one failure to another
without no loss of enthusiasm 1.
Winston Churchill.
1El e´xito es la habilidad de ir de un error a otro sin la pe´rdida del entusiasmo.
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Introduccio´n
El propo´sito de esta Tesis es el estudio de los efectos de las heterogeneidades espaciales sobre
unos determinados sistemas cooperativos no-lineales dependientes de un para´metro, como los
estudiados por M. Molina-Meyer [53], [54] y [55]. Se dice que estos sistemas son coopera-
tivos en el sentido que sus coeficientes de acoplamiento son estrictamente positivos en todo el
dominio subyacente, como fue discutido por Figueiredo & Mitidieri [27], Sweers [66], Lo´pez-
Go´mez & Molina-Meyer [48], y Amann [7]. De forma concreta, averiguaremos las dina´micas
de estos modelos. Entre otras cosas, caracterizaremos la existencia de las soluciones positivas.
Matema´ticamente la eleccio´n de los sistemas cooperativos viene motivada por el hecho de que
los operadores lineales asociados satisfacen el Pricipio del Ma´ximo.
El primer capı´tulo, analiza un sistema elı´ptico lineal de tipo cooperativo obteniendo el com-
portamiento asinto´tico del menor autovalor (autovalor principal), ası´ como de su autofuncio´n
principal asociada cuando un para´metro va a infinito. En este capı´tulo, suponemos que los po-
tenciales en frente del para´metro son positivos en unos subdominios, mientras que se anulan
en otros. La principal aportacio´n de este capı´tulo es la obtencio´n del perfil lı´mite cuando los
potenciales son positivos en diferentes subdominios. En tal caso, los me´todos de monotonı´a uti-
lizados en el caso especial cuando los potenciales son positivos en los mismos subdominios (cf.
Lo´pez-Go´mez [37], [38] y Molina-Meyer [55]) no funcionan. El principal resultado establece
que el autovalor principal se aproxima al menor autovalor principal asociado con las regiones
donde los potenciales se anulan. Por lo que el lı´mite depende de la medida de Lebesgue y de
otras propiedades ocultas, ma´s geome´tricas, de las regiones donde los potenciales se anulan.
Adema´s, a pesar de los efectos cooperativos, la autofuncio´n principal se aproxima a (0, 0) cuan-
do el para´metro va a infinito en las regiones donde al menos uno de los potenciales es positivo.
En este capı´tulo, la convergencia en H10 ×H10 es obtenida, refinando algunos resultados previos
de Dancer & Lo´pez-Go´mez [20] para una u´nica ecuacio´n, donde fue probado que la convergen-
cia L2 ocurrı´a. Finalmente, estableceremos, a trave´s de un ejemplo de ecuaciones diferenciales
ordinarias que cuando los autovalores principales de esas regiones de cancelacio´n son iguales,
bajo unas determinadas suposiciones especiales, la autofuncio´n principal lı´mite se concentra
en la regio´n exterior. Este es el primer ejemplo de esta naturaleza disponible en la literatura
especializada.
El Capı´tulo 2 extiende el ana´lisis llevado a cabo por J. Lo´pez-Go´mez en [46] para una
u´nica ecuacio´n a sistemas cooperativos con el fin de averiguar las dina´micas de un problema
parabo´lico sublineal cooperativo, dependiente de un para´metro y suponiendo heterogeneidades
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espaciales para los potenciales en frente de las no-linealidades. De alguna manera, estos resul-
tados extienden algunos pioneros hallazgos para un u´nica ecuacio´n ’degenerada’ obtenidos por
H. Brezis & L. Oswald [11], T. Ouyang [58], Fraile et al.[28], Go´mez-Ren˜asco [31], Go´mez-
Ren˜asco & Lo´pez-Go´mez [32], Garcı´a-Melia´n et al.[29] y Lo´pez-Go´mez [37], [39], [43] y
para sistemas cooperativos por Molina-Meyer [54], [53] y [55]. Se puede decir que estos re-
sultados son nuevos incluso para una u´nica ecuacio´n, puesto que se considera que hay unos
potenciales en frente del para´metro. Para describir las dina´micas de estos problemas coopera-
tivos, como para una ecuacio´n singular, una nueva clase de estados de equilibrio generalizados
no-distributivos y no-cla´sicos debe ser incorporada al ana´lisis matema´tico del problema con el
objetivo de describir los perfiles asinto´ticos de las soluciones del problema parabo´lico sublin-
eal cuando t ↑ ∞, Metasoluciones. El concepto de Metasolucio´n aparece por primera vez en
la Tesis Doctoral de R. Go´mez-Ren˜asco [31]. Las metasoluciones son extensiones por infinito
de las soluciones explosivas, o grandes. De esta manera, para algunos valores del para´metro
el estado de equilibrio no-negativo es un atractor global, mientras que para otros el atractor
global sera´ o el estado de coexistencia o alguna metasolucio´n. Adema´s, caracterizamos la exis-
tencia de los estados de coexistencia a trave´s de la construccio´n de una apropiada supersolucio´n
basa´ndonos en un me´todo desarrollado por Fraile et al.[28] y la caracterizacio´n del Principio
del Ma´ximo de Lo´pez-Go´mez & Molina-Meyer [48]. Adoptando el lenguaje de dina´mica de
poblaciones, tal caracterizacio´n vendra´ expresada en funcio´n de la tasa de crecimiento de la
poblacio´n.
El Capı´tulo 3, por primera vez en la literatura, analiza el caso en el cual las no-linealidades
se anulan en diferentes subdominios. Como una situacio´n lı´mite, y completamente novedosa,
hemos considerado el caso especial en que una de las ecuaciones es lineal mientras que la otra es
semilineal degenerada, en el senido que la no-linealidad se anula en algu´n subdominio. Para la
obtencio´n de los resultados de este capı´tulo, debemos definir una nueva cota espectral, asociada
a un cierto operador no-local. En este ana´lisis creemos ma´s apropiado considerar la intensidad
de los efectos cooperativos como el principal para´metro de continuacio´n en vez de la tasa de
crecimiento de las especies como se ha hecho en el capı´tulo anterior. Como una consecuencia
del ana´lisis del Capı´tulo 3, parece que las metasoluciones no-triviales no desempen˜an un papel
relevante en la descripcio´n de la dina´mica de los sistemas estudiados en esta ocasio´n.
Para conveniencia del lector, cada Capı´tulo contiene una detallada introduccio´n-resumen
sobre sus contenidos.
Capı´tulo 1
Comportamiento asinto´tico de los
autovalores principales
El principal objetivo de este capı´tulo es obtener el comportamiento asinto´tico del autovalor
principal dependiente de un para´metro λ, para un operador lineal cooperativo, en el caso en
el cual el para´metro tiende a infinito y suponiendo que los pesos existentes delante del citado
para´metro pueden ser positivos sobre distintos subdominios. Adema´s, obtendremos la expresio´n
exacta de la autofuncio´n asociada al autovalor lı´mite.
1.1 Introduccio´n
En este capı´tulo analizamos el comportamiento lı´mite, cuando λ ↑ ∞ del menor autovalor,
al que llamaremos autovalor principal, ası´ como el de su autofuncio´n normalizada asociada,
autofuncio´n principal, del problema lineal de autovalores

(L1 + λa)ϕ− bψ = τϕ
(L2 + λd)ψ − cϕ = τψ
en Ω,
(ϕ, ψ) = (0, 0) en ∂Ω,
(1.1.1)
donde Ω es un dominio acotado de RN , N ≥ 1, con frontera ∂Ω de clase C2,ν , para algu´n
ν ∈ (0, 1), y de forma que se satisfagan las siguientes condiciones:
(A1) Para cada k ∈ {1, 2}, el operador diferencial de segundo orden
Lk = −
N∑
i,j=1
α[ij,k]DiDj +
N∑
i=1
α[i,k]Di + α[0,k] (1.1.2)
es uniformemente fuertemente elı´ptico en Ω¯, i.e., existe µk > 0 tal que
N∑
i,j=1
α[ij,k](x)ξiξj ≥ µk |ξ|2 (1.1.3)
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para todo x ∈ Ω¯ y ξ = (ξ1, . . . ξN) ∈ RN . Adema´s, para cada i, j ∈ {0, . . . , N},
α[ij,k] ∈ C2,ν(Ω¯), α[i,k] ∈ C1,ν(Ω¯), α[0,k] ∈ Cν(Ω¯).
Sin pe´rdida de generalidad, podemos asumir que
α[ij,k] = α[ji,k], k = 1, 2.
(A2) a, b, c, d ∈ Cν(Ω¯) y (1.1.1) es fuertemente cooperativo en el sentido que
b(x) > 0 y c(x) > 0 para todo x ∈ Ω¯. (1.1.4)
Adema´s, a ≥ 0, d ≥ 0, de forma que el conjunto abierto
Ω+ := { x ∈ Ω : a(x) + d(x) > 0 }
es un subdominio de Ω de clase C2,ν con
Ω¯+ ⊂ Ω,
y el conjunto abierto
Ω0+ := Int{ x ∈ Ω+ : a(x)d(x) = 0 },
satisface
Ω¯0+ ⊂ Ω+.
Adema´s, como muestra la figura 1.1, Ω+ ∩ d−1(0) y Ω+ ∩ a−1(0) son dos apropiadas
componentes suficientemente suaves de Ω0+
Ω+ ∩ d−1(0) := Ωa+ ∩ Ω0+, Ω+ ∩ a−1(0) := Ωd+ ∩ Ω0+,
donde estamos denotando
Ωa+ := {x ∈ Ω : a(x) > 0}, Ωd+ := {x ∈ Ω : d(x) > 0},
y el conjunto compacto
K0 := (a+ d)
−1(0) = Ω¯ \ Ω+
consta de dos componentes disjuntas, K0,i, i ∈ {1, 2}, tal que K0,2 ⊂ Ω y ∂K0,i son de
clase C2,ν para cada i ∈ {1, 2}. A lo largo de este capı´tulo escribiremos
Ω0,i := IntK0,i ⊂ Ω, i ∈ {1, 2}.
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Figura 1.1: Configuracio´n de a(x) y d(x).
(A3) Poniendo
S(V1, V2) :=

L1 + V1 −b
−c L2 + V2

 , V1, V2 ∈ Cν(Ω¯), (1.1.5)
y S0 := S(0, 0), la siguiente estimacio´n debe ser satisfecha
σ[S0; Ω0,1] < mı´n{σ[S0; Ω0,2], σ[S0; Ω0+]}, (1.1.6)
donde σ[S0; Ω0,i] y σ[S0; Ω0+] representan los autovalores principales de S0 en Ω0,i, i ∈
{1, 2}, y Ω0+ respectivamente.
Bajo la condicio´n (1.1.4), el operador diferencial (1.1.5), y, por lo tanto, el problema lineal
de autovalores (1.1.1), es fuertemente cooperativo, como fue discutido por Figueiredo & Miti-
dieri [27], Sweers [66], Lo´pez-Go´mez & Molina-Meyer [48], y Amann [7]. Por consiguiente,
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para cualquier subdominio suave D ⊂ Ω, existe un u´nico τ para el cual el problema lineal de
autovalores 

(L1 + V1)ϕ− bψ = τϕ
(L2 + V2)ψ − cϕ = τψ
en D,
(ϕ, ψ) = (0, 0) en ∂D,
(1.1.7)
posee una solucio´n (ϕ, ψ) con ϕ > 0 y ψ > 0. Tal valor de τ sera´ denominado autovalor
principal de S(V1, V2) en D(bajo condiciones de frontera Dirichlet homoge´neas), y denotado
por
σ[S(V1, V2), D]
De acuerdo con [48] y [7], σ[S(V1, V2), D] es simple y dominante, en el sentido que
Re τ > σ[S(V1, V2);D] (1.1.8)
con realcio´n a cualquier otro autovalor τ de (1.1.7).
Adema´s, la autofuncio´n principal (ϕ, ψ) es u´nica, salvo constante multiplicativa, y
ϕ≫ 0, ψ ≫ 0.
A lo largo de esta Memoria se dice que una funcio´n w ∈ C1(Ω¯) satisface w ≫ 0 si permanece
en el interior del cono de las funciones no-negativas de C1(D¯), i.e., si
w(x) > 0, para todo x ∈ D y ∂w/∂n(x) < 0, para todo x ∈ w−1(0) ∩ ∂D,
donde n = n(x) es el vector unitario perpendicular exterior a D en x ∈ ∂D.
Para cualquier λ ∈ R, denotaremos por σ(λ) al autovalor principal de (1.1.1), i.e.,
σ(λ) := σ[S(λa, λd); Ω], λ ∈ R, (1.1.9)
y (ϕλ, ψλ) como la autofuncio´n principal asociada con σ(λ) tal que∫
Ω
(
ϕ2λ + ψ
2
λ
)
= 1. (1.1.10)
De igual forma a lo establecido con anterioridad sabemos que ϕλ ≫ 0 y ψλ ≫ 0.
El principal resultado de este capı´tulo puede ser establecido de la siguiente manera.
Teorema 1.1 Supongamos (A1)-(A3). Entonces,
l´ım
λ↑∞
σ[S(λa, λd); Ω] = σ[S0; Ω0,1] (1.1.11)
y
l´ım
λ↑∞
(
‖ϕλ − Φω‖H10 (Ω) + ‖ψλ −Ψω‖H10 (Ω)
)
= 0, (1.1.12)
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donde
Φω := Ψω := 0 in Ω \ Ω0,1, (1.1.13)
y
(ϕ0,1, ψ0,1) := (Φω,Ψω)|Ω0,1
que sera´ la autofuncio´n principal de σ[S0; Ω0,1] normalizada por∫
Ω0,1
(
ϕ20,1 + ψ
2
0,1
)
= 1.
++
Figura 1.2: Perfil lı´mite de las soluciones positivas.
Teorema 1.1 supone una substancial extensio´n de algunos resultados ya existentes para el caso
especial de la ecuacio´n escalar (cf. Lo´pez-Go´mez [37], [38], Dancer & Lo´pez-Go´mez [20], y
[2]), ası´ como de un teorema de Molina-Meyer [55], donde (1.1.11) fue establecido para el caso
especial cuando
a−1(0) = d−1(0). (1.1.14)
De forma bastante sorprendente, en ausencia de la concio´n (1.1.14), aunque bajo las suposi-
ciones de esta capı´tulo, el Teorema 1.1 establece que
(ϕλ, ψλ) −→ (0, 0), cuando λ ↑ ∞,
incluso en las regiones donde exactamente uno de los coeficientes a, o d, se anula, siendo el
otro positivo; a pesar de la estructura cooperativa de (1.1.1). Esto ocasiona que las herramientas
te´cnicas desarrolladas por Molina-Meyer [55] para probar el Teorema 1.1 bajo la condicio´n
(1.1.14), basadas en la construccio´n de una apropiada supersolucio´n no pueden ser adaptadas
para probar nuestro Teorema 1.1. Por lo tanto, la demostracio´n que aquı´ se proporciona podrı´a
ser utilizada en ausencia del Principio del Ma´ximo, cuando el me´todo de sub y supersoluciones
falla.
Esta capı´tulo esta basado fundamentalmente en el ana´lisis introducido en [2], ası´ como en
algunos previos hallazgos, como [37], [38] y Dancer & Lo´pez-Go´mez [20].
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Si la condicio´n (1.1.6) fuera reemplazada por
σ[S0; Ω0,2] < mı´n{σ[S0; Ω0,1], σ[S0; Ω0+]},
entonces, en vez de (1.1.11), obtendremos que
l´ım
λ↑∞
σ[S(λa, λd); Ω] = σ[S0; Ω0,2],
y, en vez de (1.1.13), encontraremos que
Φω := Ψω := 0 en Ω \ Ω0,2,
mientras que,
(ϕ0,2, ψ0,2) := (Φω,Ψω)|Ω0,2 ,
sera´ la autofuncio´n principal asociada con σ[S0; Ω0,2]. Sin embargo, aunque, en el caso abstrac-
to, cuando
σ[S0; Ω0,1] = σ[S0; Ω0,2],
el averiguar do´nde se concentran las autofunciones principales continu´a siendo un problema
abierto, pudie´ndose concentrar en Ω0,1, o en Ω0,2, o en ambas componentes simulta´neamente,
algo que fue mencionado por Barry Simon [63, pp. 110], en la Seccio´n 1.5, probaremos medi-
ante un ejemplo de equaciones diferenciales ordinarias que la autofuncio´n lı´mite se concentra
en el subdominio exterior bajo la consideracio´n de unas determinadas condiciones especiales.
A lo largo de esta Memoria, para cualquier D ⊂ Ω y h ∈ C(D¯), se dice que
h > 0 si h ≥ 0 pero h 6= 0.
De forma similar, dado u, v ∈ C(D¯), se dice que
(u, v) > (0, 0) si u ≥ 0, y v ≥ 0 pero (u, v) 6= (0, 0),
y, dado uj, vj ∈ C(D¯), j ∈ {1, 2}, se dice que
(u1, v1) > (u2, v2) si (u1 − u2, v1 − v2) > (0, 0).
Adema´s, para cualquier u, v ∈ C1(D¯), se dice que
(u, v)≫ (0, 0) si u≫ 0 y v ≫ 0,
y, como antes, dado uj, vj ∈ C1(D¯), j ∈ {1, 2}, se dice que
(u1, v1)≫ (u1, v2) si (u1 − u2, v1 − v2)≫ (0, 0).
Tambie´n, dados dos espacios de Banach U y V y un operador lineal y continuo T ∈ L(U, V ),
denoteremos por N [T ] y R[T ] el nu´cleo (kernel) y el rango (imagen) de T , respectivamente.
1.2. Principio del Ma´ximo y autovalores principales 7
Este capı´tulo esta distribuı´do de la siguiente manera. La Seccio´n 1.2 muestra un resultado de
caracterizacio´n del Principio del Ma´ximo en te´rminos de la positividad del autovalor principal
y la existencia de una supersolucio´n positiva en sentido estricto para Sistemas Cooperativos
proveniente de [48]. Tambie´n, se prueban algunas propiedades de los autovalores que van a
resultar esenciales a lo largo de esta Memoria y en particular en la demostracio´n del Teorema
1.1. La Seccio´n 1.3 consta de la demostracio´n del Teorema 1.1. En la Seccio´n 1.4 se prueba que
(1.1.6) es obtenido si las medidas de Lebesgue de Ω0,2 y Ω0+, que las denotaremos por |Ω0,2|
y |Ω0+| respectivamente, son suficientemente pequen˜as. Finalmente, la Section 1.5 proporciona
un ejemplo de ecuaciones diferenciales ordinarias con el cual un caso especial del Teorema 1.1
es resuelto bajo unas determinadas condiciones especiales.
1.2 Principio del Ma´ximo y autovalores principales
La siguiente caracterizacio´n del Pricipio del Ma´ximo Fuerte proviene de Lo´pez-Go´mez &
Molina-Meyer [48] (consultar la discusio´n de Amann [7] y las referencias allı´ incluı´das). La de-
mostracio´n completa para una ecuacio´n fue realizada en [38, Seccio´n 2]. Este resultado sera´ de
extrema importancia a lo largo de esta Memoria.
Teorema 1.2 Supongamos que D es un subdominio abierto y suave de RN , N ≥ 1, y V1, V2 ∈
Cν(D¯). Entonces, las siguientes afirmaciones son equivalentes:
(a) σ [S(V1, V2), D] > 0.
(b) Existen u¯, v¯ ∈ C2(D) ∩ C(D¯) tal que u¯ > 0, v¯ > 0 en D,
S(V1, V2)
(
u¯
v¯
)
≥
(
0
0
)
en D,
y, o (u¯, v¯) > (0, 0) en ∂D, o
S(V1, V2)
(
u¯
v¯
)
>
(
0
0
)
en D;
(u¯, v¯) se dice que es una supersolucio´n positiva estricta de S(V1, V2) en D.
(c) El operador S(V1, V2) satisface el Principio del Ma´ximo fuerte en D, i.e., para cada
f1, f2 ∈ Cν(D¯), h1, h2 ∈ C2+ν(∂D), y u, v ∈ C2+ν(D¯) se cumple que{ S(V1, V2)(uv) = (f1f2) ≥ (00) en D,
(u, v) = (h1, h2) ≥ (0, 0) en ∂D,
con alguna de esas desigualdades estricta, de forma que uno tiene u≫ 0 y v ≫ 0 en D.
En particular, cualquier supersolucio´n positiva estricta (u¯, v¯) de S(V1, V2) enD satisface
(u¯, v¯)≫ (0, 0)
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A continuacio´n, pondremos
L :=

L1 0
0 L2

 = diag {L1, L2}
y denotamos por C2 el conjunto de matrices cuadradas
A =

 a11 a12
a21 a22

 ∈ M2 (Cν(Ω¯)) (1.2.1)
de orden 2 con las distintas componentes pertenecientes a Cν(Ω¯) tal que
a12(x) > 0 y a21(x) > 0 ∀ x ∈ Ω¯. (1.2.2)
Entonces, de acuerdo con [27, 66, 48, 7], para cada A ∈ C2 y algu´n subdominioD de Ω de clase
C2,ν , existe un u´nico valor de τ , denotado por σ[L − A;D], y denominado autovalor principal
de L− A en D (bajo condiciones de frontera Dirichlet homege´neas ), para el cual

(L1 − a11)ϕ− a12ψ = τϕ
(L2 − a22)ψ − a21ϕ = τψ
en D,
(ϕ, ψ) = (0, 0) en ∂D,
posee un solucio´n (ϕ, ψ) con ϕ > 0 y ψ > 0. Adema´s, σ[L− A;D] es algebra´icamente simple
y dominante en el sentido de (1.1.8). El siguiente resultado recopila algunas propiedades de los
autovalores principales provenientes de [27, 66, 48], aunque podrı´an ser consideradas nuevas en
el marco establecido aquı´. Por consiguiente, con el fin de establecerlo de la forma ma´s completa,
daremos una demostracio´n auto-contenida de ellas basada en Teorema 1.2.
Proposicio´n 1.3 Las siguentes afirmaciones son ciertas:
(a) Para cada A,B ∈ C2 tal que A ≤ B, A 6= B, la siguente estimacio´n es obtenida
σ [L−A; Ω] > σ [L− B; Ω] .
(b) Sean a12, a21 ∈ Cν(Ω¯) de forma que satisfagan (1.2.2). Entonces, la aplicacio´n
(a11, a22) ∈ Z := Cν(Ω¯)× Cν(Ω¯)→ σ [L− A; Ω] ∈ R,
donde A esta´ dado por (1.2.1), es continua. En realidad, si (a11,n, a22,n) ∈ Z, n ≥ 1, es
una sucesio´n tal que, para algu´n a11, a22 ∈ Cν(Ω¯),
l´ım
n→∞
(a11,n, a22,n) = (a11, a22) uniformemente en Ω¯,
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entoces
l´ım
n→∞
σ [L−An; Ω] = σ [L− A; Ω] , (1.2.3)
donde
An =
(
a11,n a12
a21 a22,n
)
∈ C2, n ≥ 1. (1.2.4)
(c) Si Ω0 es un subdominio propio de Ω de clase C2,ν , entonces, para cada A ∈ C2,
σ [L− A; Ω0] > σ [L− A; Ω] .
La propiedad (a) proviene de [48, Theorem 3.2] y normalmente es denominada como la
propiedad de monotonı´a del autovalor principal σ[L−A; Ω] con respecto a la matriz potencial
A. La propiedad (b) establece la continuidad del autovalor principal con respecto al potencial,
y la propiedad (c) establece la monotonı´a con respecto del dominio.
Demostracio´n. (a) Sean A,B ∈ C2,
A =

 a11 a12
a21 a22

 , B =

 b11 b12
b21 b22

 ,
tal que A 6= B y aij ≤ bij , i, j ∈ {1, 2}. Denotamos por (ϕ, ψ) ≫ (0, 0) una autofuncio´n
principal asociada con σ[L− B; Ω]. Entonces, (ϕ, ψ) = 0 en ∂Ω, y
(L−A− σ[L−B; Ω] diag {1, 1})
(
ϕ
ψ
)
= (B − A)
(
ϕ
ψ
)
>
(
0
0
)
,
ya que B > A, ϕ ≫ 0 y ψ ≫ 0 en Ω. De esta manera, (ϕ, ψ) sera´ una supersolucio´n positiva
estricta de
L˜ := L− A− σ[L−B; Ω] diag {1, 1}
en Ω, y, por lo tanto, de acuerdo con el Teorema 1.2,
0 < σ[L˜; Ω] = σ[L− A; Ω]− σ[L−B; Ω],
y por la unicidad, podemos concluir la demostracio´n del apartado (a).
Ahora, probaremos (b). Tomamos la sucesio´n An, n ≥ 1, definida a trave´s de (1.2.4) de
forma que satisfaga todos los requerimientos del apartado (b) y con la estructura de (1.2.1).
Entonces, para cualquier ε > 0, existe n0 = n0(ε) ∈ N tal que, para cada n ≥ n0,
A− ε diag {1, 1} ≤ An ≤ A+ ε diag {1, 1}.
De manera que, por el apartado (a), tenemos que, para cualquier n ≥ n0,
σ[L− A− ε diag {1, 1}; Ω] ≤ σ[L− An; Ω] ≤ σ[L− A+ ε diag {1, 1}; Ω].
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Por consiguiente, por la unicidad del autovalor principal,
σ[L−A; Ω]− ε ≤ σ[L−An; Ω] ≤ σ[L− A; Ω] + ε, n ≥ n0,
lo que concluye la demostracio´n.
Para probar el apartado (c), Suponemos que Ω0 es un subdominio propio de Ω de clase C2,ν
y A ∈ C2. Sea (ϕ, ψ) ≫ (0, 0) una autofuncio´n principal asociada con σ[L− A; Ω]. Entonces,
como
∂Ω0 ∩ Ω 6= ∅,
resulta aparente que
(ϕ, ψ) > (0, 0) en ∂Ω0.
Adema´s,
(L−A− σ[L−A; Ω] diag {1, 1})
(
ϕ
ψ
)
=
(
0
0
)
en Ω0 y, por lo tanto, (ϕ, ψ) sera´ una supersolucio´n positiva estricta de
Lˆ := L− A− σ[L−A; Ω] diag {1, 1}
en Ω0. Por consiguiente, de acuerdo con el Teorema 1.2,
0 < σ[Lˆ; Ω0] = σ[L− A; Ω0]− σ[L− A; Ω],
lo que concluye la demostracio´n de la proposicio´n.
Como una consecuencia inmediata de la Proposicio´n 1.3, el siguiente resultado es obtenido.
Corolario 1.4 Supongamos (A1)-(A2). Entonces, la funcio´n real σ(λ) definida a trave´s de
(1.1.9) es continua, creciente y acotada por arriba. Por lo tanto, el lı´mite
ℓ := l´ım
λ→∞
σ(λ) (1.2.5)
esta´ bien definido, i.e., ℓ ∈ R. Adema´s,
ℓ ≤ mı´n {σ[S0; Ω0,1], σ[S0; Ω0,2]} .
Demostracio´n. La continuidad es consecuencia del apartado (b) de la Proposicio´n 1.3. La
monotonı´a proviene del apartado (a) de la Proposicio´n 1.3. Ahora, tomamos k ∈ {1, 2}. En-
tonces, de acuerdo con el apartado (c) de la Proposicio´n 1.3, tendremos que
σ(λ) = σ[S(λa, λd); Ω] < σ[S(λa, λd); Ω0,k] = σ[S0,Ω0,k],
ya que a = d = 0 en Ω0,k. Esto finaliza la demostracio´n.
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1.3 Demostracio´n del Teorema 1.1
Esta sera´ la principal seccio´n de este capı´tulo, en la que se llevara´ a cabo la demostracio´n del
Teorema 1.1. Deberı´a ser recordado que, para cualquier λ ∈ R, hemos denotado por (ϕλ, ψλ)
como la u´nica autofuncio´n principal asociada con σ(λ) = σ[S(λa, λd); Ω] para el cual (1.1.10)
es obtenido. Estas autofunciones satisfacen el siguiente resultado.
Lema 1.5 Existe una constante C > 0 tal que∫
Ω
|∇ϕλ|2 +
∫
Ω
|∇ψλ|2 ≤ C para todo λ > 0.
Demostracio´n. Por (A1), para cada k ∈ {1, 2}, tendremos que
Lk = −
N∑
i,j=1
Dj
(
α[ij,k]Di
)
+
N∑
i=1
(
α[i,k] +
N∑
j=1
Djα[ij,k]
)
Di + α[0,k].
Ası´ que, poniendo
a[i,k] := α[i,k] +
N∑
j=1
Djα[ij,k], 1 ≤ i ≤ N, k = 1, 2,
tendremos que a[i,k] ∈ C1,ν(Ω¯), 1 ≤ i ≤ N , y Lk puede ser expresado de la forma siguiente
Lk = −
N∑
i,j=1
Dj
(
α[ij,k]Di
)
+
N∑
i=1
a[i,k]Di + α[0,k], k = 1, 2.
A continuacio´n, haremos uso del hecho que, para cualquier λ ∈ R,
L1ϕλ = −λaϕλ + bψλ + σ(λ)ϕλ,
L2ψλ = −λdψλ + cϕλ + σ(λ)ψλ. (1.3.1)
Multiplicando la primera ecuacio´n de (1.3.1) por ϕλ, la segunda por ψλ, integrando las identi-
dades resultantes en Ω, y sumando lo obtenido, obtendremos que
N∑
i,j=1
∫
Ω
α[ij,1]DiϕλDjϕλ +
N∑
i,j=1
∫
Ω
α[ij,2]DiψλDjψλ +
N∑
i=1
∫
Ω
a[i,1]ϕλDiϕλ
+
N∑
i=1
∫
Ω
a[i,2]ψλDiψλ +
∫
Ω
α[0,1]ϕ
2
λ +
∫
Ω
α[0,2]ψ
2
λ
= −λ
(∫
Ω
aϕ2λ +
∫
Ω
dψ2λ
)
+
∫
Ω
(b+ c)ϕλψλ + σ(λ)
∫
Ω
(
ϕ2λ + ψ
2
λ
)
.
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De manera que, debido a (1.1.10) y al Corolario 1.4, y aplicando la desigualdad de Ho¨lder
tendremos que existe una constante C1 > 0 tal que, para cada λ > 0,
N∑
i,j=1
∫
Ω
α[ij,1]DiϕλDjϕλ +
N∑
i,j=1
∫
Ω
α[ij,2]DiψλDjψλ
≤ C1 −
N∑
i=1
∫
Ω
a[i,1]ϕλDiϕλ −
N∑
i=1
∫
Ω
a[i,2]ψλDiψλ.
Por consiguiente, por (1.1.3), tendremos que
µ1
∫
Ω
|∇ϕλ|2+µ2
∫
Ω
|∇ψλ|2 ≤ C1+
∫
Ω
|〈a1,∇ϕλ〉|ϕλ+
∫
Ω
|〈a2,∇ψλ〉|ψλ,
donde hemos denotado
ak :=
(
a[1,k], a[2,k], . . . , a[N,k]
)
, k = 1, 2, (1.3.2)
y, por lo tanto, existe una constante C2 > 0, tal que, para cualquier λ > 0, la siguiente esti-
macio´n es obtenida
µ1
∫
Ω
|∇ϕλ|2+µ2
∫
Ω
|∇ψλ|2 ≤ C1+C2
(∫
Ω
|∇ϕλ|ϕλ+
∫
Ω
|∇ψλ|ψλ
)
. (1.3.3)
Por otro lado, para cada η > 0, λ > 0, y u ∈ {ϕλ, ψλ},
u|∇u| = ηu |∇u|
η
≤ η
2
2
u2 +
1
2η2
|∇u|2, (1.3.4)
y, por eso, sustituyendo estas desigualdades en (1.3.3) vemos que
µ1
∫
Ω
|∇ϕλ|2+µ2
∫
Ω
|∇ψλ|2 ≤ C1+C2η
2
2
+
C2
2η2
∫
Ω
(|∇ϕλ|2+|∇ψλ|2) . (1.3.5)
Eligiendo cualquier η tal que
mı´n{µ1, µ2} > C2
2η2
,
resulta aparente que a partir de (1.3.5) finalizaremos la demostracio´n del lema.
Sea {λn}n≥1 alguna sucesio´n creciente no acotada, i.e., tal que 0 < λn < λm si n < m y
l´ım
n→∞
λn =∞.
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Entonces, para cada n ≥ 1, ∫
Ω
(
ϕ2λn + ψ
2
λn
)
= 1, (1.3.6)
y, debido al Lema 1.5, {(ϕλn, ψλn)}n≥1, es acotada en
X := H10 (Ω)×H10 (Ω).
Puesto que la inclusio´n
H10 (Ω) →֒ L2(Ω)
es compacta, existe una subsucesio´n de {λn}n≥1, que denoteremos de nuevo por n, y ϕω, ψω ∈
L2(Ω) tal que
l´ım
n→∞
‖(ϕλn , ψλn)− (ϕω, ψω)‖Y = 0, Y := L2(Ω)× L2(Ω).
A continuacio´n, probaremos que {(ϕλn, ψλn)}n≥1 es en realidad una sucesio´n de Cauchy en X .
Esto implica que (ϕω, ψω) ∈ X y
l´ım
n→∞
‖(ϕλn, ψλn)− (ϕω, ψω)‖X = 0. (1.3.7)
Fijamos n < m, y ponemos
Dn,m := µ1
∫
Ω
|∇(ϕλn − ϕλm)|2 + µ2
∫
Ω
|∇(ψλn − ψλm)|2 . (1.3.8)
De acuerdo con (1.1.3),
Dn,m ≤
N∑
i,j=1
∫
Ω
α[ij,1]Di(ϕλn − ϕλm)Dj(ϕλn − ϕλm)
+
N∑
i,j=1
∫
Ω
α[ij,2]Di(ψλn − ψλm)Dj(ψλn − ψλm)
=
N∑
i,j=1
∫
Ω
α[ij,1] {DiϕλnDjϕλn +DiϕλmDjϕλm − 2DiϕλnDjϕλm}
+
N∑
i,j=1
∫
Ω
α[ij,2] {DiψλnDjψλn +DiψλmDjψλm − 2DiψλnDjψλm} ,
14 Cap´Itulo 1. Comportamiento asinto´tico de los autovalores principales
y, por tanto, integrando por partes en Ω, llegamos a
Dn,m ≤ −
N∑
i,j=1
∫
Ω
ϕλnDj(α[ij,1]Diϕλn)−
N∑
i,j=1
∫
Ω
ϕλmDj(α[ij,1]Diϕλm)
+ 2
N∑
i,j=1
∫
Ω
ϕλmDj(α[ij,1]Diϕλn)
−
N∑
i,j=1
∫
Ω
ψλnDj(α[ij,2]Diψλn)−
N∑
i,j=1
∫
Ω
ψλmDj(α[ij,2]Diψλm)
+ 2
N∑
i,j=1
∫
Ω
ψλmDj(α[ij,2]Diψλn),
porque, para cualquier h ≥ 1,
ϕλh = ψλh = 0 in ∂Ω.
Sen˜alar que esa desigualdad puede ser equivalentemente escrita en la forma siguiente
Dn,m ≤
∫
Ω
(
L1ϕλn −
N∑
i=1
a[i,1]Diϕλn − α[0,1]ϕλn
)
ϕλn
+
∫
Ω
(
L1ϕλm −
N∑
i=1
a[i,1]Diϕλm − α[0,1]ϕλm
)
ϕλm
− 2
∫
Ω
(
L1ϕλn −
N∑
i=1
a[i,1]Diϕλn − α[0,1]ϕλn
)
ϕλm
+
∫
Ω
(
L2ψλn −
N∑
i=1
a[i,2]Diψλn − α[0,2]ψλn
)
ψλn
+
∫
Ω
(
L2ψλm −
N∑
i=1
a[i,2]Diψλm − α[0,2]ψλm
)
ψλm
− 2
∫
Ω
(
L2ψλn −
N∑
i=1
a[i,2]Diψλn − α[0,2]ψλn
)
ψλm
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Por consiguiente, por (1.3.1), obtenemos que
Dn,m ≤
∫
Ω
(
σ(λn)ϕλn − λnaϕλn −
N∑
i=1
a[i,1]Diϕλn − α[0,1]ϕλn + bψλn
)
ϕλn
+
∫
Ω
(
σ(λm)ϕλm − λmaϕλm −
N∑
i=1
a[i,1]Diϕλm − α[0,1]ϕλm + bψλm
)
ϕλm
− 2
∫
Ω
(
σ(λn)ϕλn − λnaϕλn −
N∑
i=1
a[i,1]Diϕλn − α[0,1]ϕλn + bψλn
)
ϕλm
+
∫
Ω
(
σ(λn)ψλn − λndψλn −
N∑
i=1
a[i,2]Diψλn − α[0,2]ψλn + cϕλn
)
ψλn
+
∫
Ω
(
σ(λm)ψλm − λmdψλm −
N∑
i=1
a[i,2]Diψλm − α[0,2]ψλm + cϕλm
)
ψλm
− 2
∫
Ω
(
σ(λn)ψλn − λndψλn −
N∑
i=1
a[i,2]Diψλn − α[0,2]ψλn + cϕλn
)
ψλm .
De manera que, organizando te´rminos, llegamos a la desigualdad
Dn,m ≤ σ(λn)
∫
Ω
ϕλn(ϕλn − ϕλm) + σ(λn)
∫
Ω
ψλn(ψλn − ψλm)
+ σ(λm)
∫
Ω
ϕλm(ϕλm − ϕλn)−
∫
Ω
α[0,1](ϕλn − ϕλm)2
+ σ(λm)
∫
Ω
ψλm(ψλm − ψλn)−
∫
Ω
α[0,2](ψλn − ψλm)2
+ (σ(λm)− σ(λn))
∫
Ω
ϕλnϕλm + (σ(λm)− σ(λn))
∫
Ω
ψλnψλm
+
N∑
i=1
∫
Ω
a[i,1](ϕλm−ϕλn)Diϕλn+
N∑
i=1
∫
Ω
a[i,1]ϕλmDi(ϕλn−ϕλm)
+
N∑
i=1
∫
Ω
a[i,2](ψλm−ψλn)Diψλn+
N∑
i=1
∫
Ω
a[i,2]ψλmDi(ψλn−ψλm)
+
∫
Ω
(ϕλn−ϕλm)(bψλn−cψλm)+
∫
Ω
(ψλn−ψλm)(cϕλn−bϕλm)+Rn,m,
donde hemos denotado
Rn,m := −λn
∫
Ω
aϕ2λn − λm
∫
Ω
aϕ2λm + 2λn
∫
Ω
aϕλnϕλm
− λn
∫
Ω
dψ2λn − λm
∫
Ω
dψ2λm + 2λn
∫
Ω
dψλnψλm .
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Obviamente,
Rn,m = −λn
∫
Ω
a(ϕλn − ϕλm)2 + (λn − λm)
∫
Ω
aϕ2λm
− λn
∫
Ω
d(ψλn − ψλm)2 + (λn − λm)
∫
Ω
dψ2λm ≤ 0,
porque, por construccio´n, n < m implica que λn < λm. Adema´s, integrando por partes en Ω
tendremos que
N∑
i=1
∫
Ω
a[i,1]ϕλmDi(ϕλn − ϕλm) = −
N∑
i=1
∫
Ω
(ϕλn − ϕλm)Di
(
a[i,1]ϕλm
)
,
N∑
i=1
∫
Ω
a[i,2]ψλmDi(ψλn − ψλm) = −
N∑
i=1
∫
Ω
(ψλn − ψλm)Di
(
a[i,2]ψλm
)
.
Por lo tanto,
Dn,m ≤ σ(λn)
∫
Ω
ϕλn(ϕλn − ϕλm) + σ(λn)
∫
Ω
ψλn(ψλn − ψλm)
+ σ(λm)
∫
Ω
ϕλm(ϕλm − ϕλn)−
∫
Ω
α[0,1](ϕλn − ϕλm)2
+ σ(λm)
∫
Ω
ψλm(ψλm − ψλn)−
∫
Ω
α[0,2](ψλn − ψλm)2
+ (σ(λm)− σ(λn))
∫
Ω
ϕλnϕλm + (σ(λm)− σ(λn))
∫
Ω
ψλnψλm
+
N∑
i=1
∫
Ω
a[i,1](ϕλm−ϕλn)Diϕλn−
N∑
i=1
∫
Ω
(ϕλn−ϕλm)Di
(
a[i,1]ϕλm
)
+
N∑
i=1
∫
Ω
a[i,2](ψλm−ψλn)Diψλn−
N∑
i=1
∫
Ω
(ψλn−ψλm)Di
(
a[i,2]ψλm
)
+
∫
Ω
(ϕλn−ϕλm)(bψλn−cψλm)+
∫
Ω
(ψλn−ψλm)(cϕλn−bϕλm).
(1.3.9)
De acuerdo con (1.3.6), a partir de la desigualdad de Ho¨lder obtendremos que∣∣∣∣
∫
Ω
ϕλn(ϕλn−ϕλm)+
∫
Ω
ψλn(ψλn−ψλm)
∣∣∣∣ ≤ ‖(ϕλn, ψλn)−(ϕλm, ψλm)‖Y ,∣∣∣∣
∫
Ω
ϕλm(ϕλm−ϕλn)+
∫
Ω
ψλm(ψλm − ψλn)
∣∣∣∣ ≤ ‖(ϕλm, ψλm)− (ϕλn , ψλn)‖Y ,
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donde estamos denotando Y := L2(Ω)× L2(Ω). Adema´s,
−
∫
Ω
α[0,1](ϕλn − ϕλm)2 ≤ − inf
Ω
α[0,1] ‖ϕλn − ϕλm‖2L2(Ω) ,
−
∫
Ω
α[0,2](ψλn − ψλm)2 ≤ − inf
Ω
α[0,2] ‖ψλn − ψλm‖2L2(Ω) ,∣∣∣∣[σ(λm)− σ(λn)]
∫
Ω
(ϕλnϕλm + ψλnψλm)
∣∣∣∣ ≤ 2 |σ(λm)− σ(λn)| ,
y, haciendo uso de (1.3.2), ası´ como de la desigualdad de Ho¨lder y el Lema 1.5, obtenemos que∣∣∣∣∣
N∑
i=1
∫
Ω
a[i,1](ϕλm −ϕλn)Diϕλn | =
∣∣∣∣
∫
Ω
〈a1,∇ϕλn〉(ϕλm − ϕλn)
∣∣∣∣
≤ C1
∫
Ω
|∇ϕλn ||ϕλm − ϕλn| ≤ C2 ‖ϕλm − ϕλn‖L2(Ω) ,
para algunas constantes positivas C1 > 0 y C2 > 0, cuyo conocimiento explı´cito no tiene
importancia en este desarrollo. Similarmente, existen unas constantes C3 > 0, . . . , C7 > 0, tal
que ∣∣∣∣∣
N∑
i=1
∫
Ω
a[i,2](ψλm − ψλn)Diψλn
∣∣∣∣∣ ≤ C3 ‖ψλm − ψλn‖L2(Ω) ,∣∣∣∣∣
N∑
i=1
∫
Ω
(ϕλn − ϕλm)Di(a[i,1]ϕλm)
∣∣∣∣∣ ≤ C4 ‖ϕλm − ϕλn‖L2(Ω) ,∣∣∣∣∣
N∑
i=1
∫
Ω
(ψλn − ψλm)Di(a[i,2]ψλm)
∣∣∣∣∣ ≤ C5 ‖ψλm − ψλn‖L2(Ω) ,∣∣∣∣
∫
Ω
(ϕλn − ϕλm)(bψλn − cψλm)
∣∣∣∣ ≤ C6 ‖ϕλm − ϕλn‖L2(Ω) ,∣∣∣∣
∫
Ω
(ψλn − ψλm)(cϕλn − bϕλm)
∣∣∣∣ ≤ C7 ‖ψλn − ψλm‖L2(Ω) .
De esta manera, sustituyendo estas desigualdades en (1.3.9) y utilizando (1.2.5), encontraremos
que existe una constante C8 > 0 tal que
Dn,m ≤ C8
(
‖ϕλm − ϕλn‖L2(Ω) + ‖ψλm − ψλn‖L2(Ω)
)
+ 2|σ(λm)− σ(λn)|. (1.3.10)
Por consiguiente, desde (1.3.8) y (1.3.10) resulta aparente que existe una cosntanteC = C(η) >
0 tal que ∫
Ω
|∇(ϕλn − ϕλm)|2+
∫
Ω
|∇(ψλn − ψλm)|2 ≤ C|σ(λm)− σ(λn)|
+ C
(
‖ϕλm − ϕλn‖L2(Ω) + ‖ψλm − ψλn‖L2(Ω)
)
.
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Esto muestra que, de hecho, {(ϕλn, ψλn)}n≥1 es una sucesio´n de Cauchy en X . Por lo tanto,
(1.3.7) es obtenido. Sen˜alar que, tomando lı´mites, tambie´n obtenemos que
(ϕω, ψω) ≥ (0, 0) y
∫
Ω
(
ϕ2ω + ψ
2
ω
)
= 1. (1.3.11)
A continuacio´n, probaremos que
ϕω = 0 en Ω
a
+ y ψω = 0 en Ωd+. (1.3.12)
De acuerdo con la demostracio´n del Lema 1.5 sabemos que, para cada n ≥ 1,
N∑
i,j=1
∫
Ω
α[ij,1]DiϕλnDjϕλn +
N∑
i,j=1
∫
Ω
α[ij,2]DiψλnDjψλn +
N∑
i=1
∫
Ω
a[i,1]ϕλnDiϕλn
+
N∑
i=1
∫
Ω
a[i,2]ψλnDiψλn +
∫
Ω
α[0,1]ϕ
2
λn +
∫
Ω
α[0,2]ψ
2
λn
= −λn
(∫
Ω
aϕ2λn +
∫
Ω
dψ2λn
)
+
∫
Ω
(b+ c)ϕλnψλn + σ(λn).
De acuerdo con (1.3.7) y el Corolario 1.4, tomando lı´mites cuando n→∞ en esta identidad, el
teorema de la convergencia dominada de Lebesgue nos asegura que
l´ım
n→∞
∫
Ω
(
aϕ2λn + dψ
2
λn
)
= 0,
para cada λn → ∞ cuando n → ∞. Por otro lado, por la desigualdad de Ho¨lder, obtendremos
desde (1.3.6) y (1.3.11) que∣∣∣∣
∫
Ω
aϕ2λn −
∫
Ω
aϕ2ω
∣∣∣∣ ≤
∫
Ω
a(ϕλn + ϕω)|ϕλn − ϕω|
≤ ma´x
Ω¯
a · ‖ϕλn−ϕω‖L2(Ω)
(∫
Ω
ϕ2λn+
∫
Ω
ϕ2ω+2
∫
Ω
ϕλnϕω
)1/2
≤ 2ma´x
Ω¯
a · ‖ϕλn − ϕω‖L2(Ω).
Similarmente, ∣∣∣∣
∫
Ω
dψ2λn −
∫
Ω
dψ2ω
∣∣∣∣ ≤ 2ma´x
Ω¯
d · ‖ψλn − ψω‖L2(Ω).
Por lo tanto, ∫
Ω
(
aϕ2ω + dψ
2
ω
)
= 0,
lo que concluye la demostracio´n de (1.3.12). En particular,
(ϕω, ψω) = (0, 0) en Ω
a
+ ∩ Ωd+.
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A continuacio´n, puesto que Ω¯0+ ⊂ Ω+, probaremos que (1.3.12) implica que
(ϕω, ψω)|Ω0,k ∈ H10 (Ω0,k)×H10 (Ω0,k), k ∈ {1, 2}. (1.3.13)
De hecho, para cada k ∈ {1, 2} y δ > 0 suficientemente pequen˜o, consideramos el conjunto
abierto
Ωδ,k := { x ∈ Ω : dist(x, ∂Ω0,k) < δ }.
De acuerdo con (1.3.12) y la suposicio´n (A2),
(ϕω, ψω)|Ωδ,k ∈ H10 (Ωδ,k)×H10 (Ωδ,k), k ∈ {1, 2},
y, por eso, existe δ0 > 0 tal que
(ϕω, ψω) ∈
⋂
0<δ<δ0
(
H10 (Ωδ,k)×H10 (Ωδ,k)
)
, k ∈ {1, 2}.
Por otro lado, ya que Ω0,1 y Ω0,2 son dos subdominios suaves de Ω, estables en el sentido de
Babus˘ka y Vy´borny´ [8] (cf. Lo´pez-Go´mez [38]), obtenemos que,
H10 (Ω0,k)×H10 (Ω0,k) =
⋂
0<δ<δ0
(
H10 (Ωδ,k)×H10(Ωδ,k)
)
, k ∈ {1, 2},
lo que concluye la demostracio´n de (1.3.13). Similarmente, de acuerso con (1.3.12) resulta
aparente que
ϕω ∈ H10 (Ωd+ ∩ Ω0+) y ψω ∈ H10 (Ωa+ ∩ Ω0+),
puesto que ϕω y ψω se anulan fuera de las correspondientes regiones.
Sea (ϕ0, ψ0)≫ (0, 0) en Ω0+ tal que
S0
(
ϕ0
ψ0
)
= σ[S0; Ω0+]
(
ϕ0
ψ0
)
en Ω0+, (ϕ0, ψ0) = (0, 0) en ∂Ω
0
+, (1.3.14)
donde
S0 :=

L1 −b
−c L2

 .
De acuerdo con la primera ecuacio´n de (1.3.14),
L1ϕ0 − σ[S0; Ω0+]ϕ0 = bψ0 > 0,
y, por tanto, el Teorema 1.2 implica que
σ[S0; Ω0+] < σ[L1; Ω0+].
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Similarmente, para la segunda ecuacio´n de (1.3.14), concluimos que
σ[S0; Ω0+] < σ[Lj ; Ω0+], j ∈ {1, 2}. (1.3.15)
A continuacio´n, tomamos una funcio´n test
η ∈ C∞0 (Ωd+ ∩ Ω0+),
y, particularizamos (1.3.1) en λ = λn, n ≥ 1. Entonces, multiplicando su primera ecuacio´n por
η e integrando en Ω obtenemos
N∑
i,j=1
∫
Ωd+∩Ω
0
+
α[ij,1]DiηDjϕλn +
N∑
i=1
∫
Ωd+∩Ω
0
+
a[i,1]ηDiϕλn +
∫
Ωd+∩Ω
0
+
α[0,1]ϕλnη
=
∫
Ωd+∩Ω
0
+
bψλnη + σ(λn)
∫
Ωd+∩Ω
0
+
ηϕλn.
Por (1.3.12) pasando al lı´mite cuando n → ∞ en estas identidades muestra que ϕω|Ωd+∩Ω0+ es
una solucio´n de´bil del problema
L1ϕ = ℓϕ en Ω
d
+ ∩ Ω0+, ϕ = 0 en ∂Ωd+ ∩ Ω0+.
donde ℓ viene dado a trave´s de (1.2.5). Adema´s, por (1.3.15), el Teorema 1.2, la Proposi-
cio´n 1.3(c) y debido a (1.1.6)
ℓ < σ[S0; Ω0+] < σ[L1; Ω0+] < σ[L1; Ωd+ ∩ Ω0+].
De esta manera, tenemos que
ϕω = 0 en Ω
a
+ ∩ Ω0+.
Consecuentemente,
ϕω = 0 en Ω
a
+ ∪ Ωd+. (1.3.16)
Similarmente, tomando una funcio´n test
ν ∈ C∞0 (Ωa+ ∩ Ω0+),
multiplicando la segunda ecuacio´n de (1.3.1) particularizada en λ = λn, n ≥ 1, por ν e inte-
grando en Ω obtenemos
N∑
i,j=1
∫
Ωa+∩Ω
0
+
α[ij,2]DiνDjψλn +
N∑
i=1
∫
Ωa+∩Ω
0
+
a[i,2]νDiψλn +
∫
Ωa+∩Ω
0
+
α[0,2]ψλnν
=
∫
Ωa+∩Ω
0
+
cϕλnν + σ(λn)
∫
Ωa+∩Ω
0
+
νψλn .
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Por tanto, pasando al lı´mite cuando n→∞ y debido a (1.3.12), resulta aparente que ψω|Ωa+∩Ω0+
es un solucio´n de´bil del problema
L2ψ = ℓψ en Ω
a
+ ∩ Ω0+, ψ = 0 en ∂Ωa+ ∩ Ω0+.
Entonces, gracias de nuevo a (1.1.6), (1.3.15) y al Teorema 1.2 obtenemos que
ψω = 0 en Ω
a
+ ∩ Ω0+.
De esta manera,
ψω = 0 en Ω
a
+ ∪ Ωd+, (1.3.17)
y, por lo tanto, podemos concluir que
(ϕω, ψω) = (0, 0) en Ω
a
+ ∪ Ωd+.
Seguidamente, tomamos k ∈ {1, 2} y una funcio´n test
(ξ1, ξ2) ∈ C∞0 (Ω0,k)× C∞0 (Ω0,k).
Particularizando (1.3.1) en λ = λn, n ≥ 1, multiplicando la primera ecuacio´n por ξ1, la segunda
por ξ2, e integrando la igualdades resultantes en Ω0,k tendremos
N∑
i,j=1
∫
Ω0,k
α[ij,1]Diξ1Djϕλn +
N∑
i=1
∫
Ω0,k
a[i,1]ξ1Diϕλn +
∫
Ω0,k
α[0,1]ϕλnξ1
=
∫
Ω0,k
bψλnξ1 + σ(λn)
∫
Ω0,k
ξ1ϕλn ,
N∑
i,j=1
∫
Ω0,k
α[ij,2]Diξ2Djψλn +
N∑
i=1
∫
Ω0,k
a[i,2]ξ2Diψλn +
∫
Ω0,k
α[0,2]ψλnξ2
=
∫
Ω0,k
cϕλnξ2 + σ(λn)
∫
Ω0,k
ξ2ψλn .
Por consiguiente, pasando al lı´mite cuando n → ∞, es aparente que (ϕω, ψω)|Ω0,k sera´ una
solucio´n de´bil del problema
S0
(
ϕ
ψ
)
= ℓ
(
ϕ
ψ
)
en Ω0,k, (ϕ, ψ) = (0, 0) en ∂Ω0,k, (1.3.18)
donde ℓ viene dado de nuevo mediante (1.2.5). Por regularidad elı´ptica, es sencillo llegar a la
conclusio´n que
(ϕω, ψω)|Ω0,k ∈ C2,ν(Ω¯0,k)× C2,ν(Ω¯0,k), k ∈ {1, 2},
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es una solucio´n cla´sica de (1.3.18). Sen˜alar que, debido a (1.3.11),
(ϕω, ψω) > (0, 0) en Ω0,1 ∪ Ω0,2.
Adema´s, para cada k ∈ {1, 2}, o
ϕω = ψω = 0 en Ω0,k,
o´
ϕω > 0 y ψω > 0 en Ω0,k.
De hecho, si, por ejemplo,
ϕω = 0 en Ω0,k,
entonces,
bψω = 0 en Ω0,k,
lo que implica que
ψω = 0.
Similarmente, ϕω = 0 en Ω0,k si ψω = 0 en ese mismo subdominio. Por lo tanto, de acuerdo
con (1.1.6), tendremos que
ℓ < σ[S0; Ω0,2],
y, por eso, concluimos desde el Teorema 1.2 y el Corolario 1.4 que
(ϕω, ψω) = (0, 0) en Ω0,2.
Adema´s, necesariamente,
ℓ = σ[S0; Ω0,1],
y, por eso, (1.1.11) es obtenido. De hecho, si ℓ < σ[S0; Ω0,1], entonces gracias al Teorema 1.2
(ϕω, ψω) = (0, 0) en Ω0,1, y, por lo tanto, (ϕω, ψω) = (0, 0) en todo Ω, lo que contradice
(1.3.11). Consecuentemente, (1.1.11) es satisfecho
(ϕω, ψω)|Ω0,1 ≥ (0, 0) y
∫
Ω0,1
(
ϕ2ω + ψ
2
ω
)
= 1.
y, necesariamente,
(ϕω, ψω) = (ϕ0,1, ψ0,1) en Ω0,1.
donde (ϕ0,1, ψ0,1) ≫ (0, 0) es la autofuncio´n principal asociada con σ[S0; Ω0,1]. Puesto que
esa convergencia es obtenida para cualquier sucesio´n creciente {λn}n≥1, la demostracio´n del
Teorema 1.1 es concluı´da.
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1.4 Estimacio´n inferior de σ[S0; Ω] cuando |Ω| ↓ 0
A lo largo de esta seccio´n, para un subdominio dadoD de Ω, |D| sera´ la medida de Lebesgue
de D. El siguiente resultado nos garantiza que (1.1.6) es obtenida si |Ω0,2| y |Ω0+| son suficien-
temente pequen˜as; este resultado extiende el obtenido en [38, Th. 5.1].
Teorema 1.6 Denotamos por S al operador matricial definido en (1.1.5), y S0 := S(0, 0).
Entonces, para |Ω| suficientemente pequen˜o,
σ[S0; Ω] ≥ µΣ |B1| 2N |Ω|− 2N − α
√
2Σ |B1| 1N |Ω|− 1N − β, (1.4.1)
donde B1 es la bola unitaria de RN ,
Σ := σ[−∆;B1], µ := mı´n{µ1, µ2}/2, α := ma´x{‖a1‖∞, ‖a2‖∞}/2,
y
β =
1
2
(∣∣∣∣mı´n
Ω¯
α[0,1]
∣∣∣∣+
∣∣∣∣mı´n
Ω¯
α[0,2]
∣∣∣∣+ma´x
Ω¯
b+ma´x
Ω¯
c
)
.
En particular,
l´ım
|Ω|→0
σ[S0; Ω] =∞.
Demostracio´n. Denotemos por (ϕ0, ψ0) a la autofuncio´n principal asociada con σ[S0; Ω], nor-
malizada, por lo que ∫
Ω
(
ϕ20 + ψ
2
0
)
= 1. (1.4.2)
Entonces,
L1ϕ0 = bψ0 + σ[S0; Ω]ϕ0
y, por eso, ∫
Ω
ϕ0L1ϕ0 =
∫
Ω
bψ0ϕ0 + σ[S0; Ω]
∫
Ω
ϕ20
≤ ma´x
Ω¯
b
(∫
Ω
ψ20
)1/2(∫
Ω
ϕ20
)1/2
+ σ[S0; Ω]
∫
Ω
ϕ20
≤ ma´x
Ω¯
b+ σ[S0; Ω].
Por consiguiente,
σ[S0; Ω] ≥
∫
Ω
ϕ0L1ϕ0 −ma´x
Ω¯
b
=
N∑
i,j=1
∫
Ω
α[ij,1]Diϕ0Djϕ0 +
N∑
i=1
∫
Ω
a[i,1]ϕ0Diϕ0 +
∫
Ω
α[0,1]ϕ
2
0 −ma´x
Ω¯
b
≥ µ1
∫
Ω
|∇ϕ0|2 +
∫
Ω
ϕ0〈a1,∇ϕ0〉 −
∣∣∣∣mı´n
Ω¯
α[0,1]
∣∣∣∣−ma´x
Ω¯
b,
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donde a1 viene dado a trave´s de (1.3.2). Adema´s,∣∣∣∣
∫
Ω
ϕ0〈a1,∇ϕ0〉
∣∣∣∣ ≤ ‖a1‖∞
∫
Ω
ϕ0 |∇ϕ0| ≤ ‖a1‖∞‖∇ϕ0‖L2(Ω),
porque ‖ϕ0‖L2(Ω) ≤ 1. De manera que,
σ[S0; Ω] ≥ µ1
∫
Ω
|∇ϕ0|2 − ‖a1‖∞
(∫
Ω
|∇ϕ0|2
)1/2
−
∣∣∣∣mı´n
Ω¯
α[0,1]
∣∣∣∣−ma´x
Ω¯
b.
Similarmente, a partir de
L2ψ0 = cϕ0 + σ[S0; Ω]ψ0
tendremos que
σ[S0; Ω] ≥ µ2
∫
Ω
|∇ψ0|2 − ‖a2‖∞
(∫
Ω
|∇ψ0|2
)1/2
−
∣∣∣∣mı´n
Ω¯
α[0,2]
∣∣∣∣−ma´x
Ω¯
c.
Por consiguiente, sumando ambas igualdades, llegamos a
σ[S0; Ω] ≥ µ
(∫
Ω
|∇ϕ0|2+
∫
Ω
|∇ψ0|2
)
−α
[(∫
Ω
|∇ϕ0|2
) 1
2
+
(∫
Ω
|∇ψ0|2
) 1
2
]
−β.
Por otro lado, la siguiente estimacio´n√
x2 + y2 ≤ x+ y ≤
√
2
√
x2 + y2, x ≥ 0, y ≥ 0,
implica que (∫
Ω
|∇ϕ0|2
) 1
2
+
(∫
Ω
|∇ψ0|2
) 1
2
≤
√
2
(∫
Ω
|∇ϕ0|2 +
∫
Ω
|∇ψ0|2
) 1
2
y, por tanto,
σ[S0; Ω] ≥ µ
(∫
Ω
|∇ϕ0|2 +
∫
Ω
|∇ψ0|2
)
− α
√
2
(∫
Ω
|∇ϕ0|2 +
∫
Ω
|∇ψ0|2
) 1
2
− β
=
(∫
Ω
|∇ϕ0|2 +
∫
Ω
|∇ψ0|2
) 1
2
[
µ
(∫
Ω
|∇ϕ0|2 +
∫
Ω
|∇ψ0|2
) 1
2
− α
√
2
]
− β.
De acuerdo con (1.4.2), por la caracterizacio´n variacional de σ[−∆;Ω], tenemos que∫
Ω
|∇ϕ0|2 +
∫
Ω
|∇ψ0|2 ≥ σ[−∆;Ω]
(∫
Ω
ϕ20 +
∫
Ω
ψ20
)
= σ[−∆;Ω].
Adema´s, por la conocida desigualdad de Faber [26] y Krahn [36] (ver [38, pp. 280]), es bien
sabido que
σ[−∆;Ω] ≥ Σ |B1| 2N |Ω|− 2N .
Por lo tanto, para |Ω| suficientemente pequen˜o, (1.4.1) es obtenido.
Esto finaliza la demostracio´n.
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1.5 Un ejemplo de ecuaciones diferenciales ordinarias
El propo´sito de esta seccio´n es mostrar el perfil lı´mite de las soluciones probado en el Teo-
rema 1.1 para el caso en que la condicio´n (1.1.6) es reemplazada por una igualdad mediante
un ejemplo de ecuaciones diferenciales ordinarias. Con el fin de lograr esto, supondremos el
siguiente problema de valores de contorno sobre el intervalo abierto (−R,R) ⊂ R,

(
− d2
dx2
+ λa(x)
)
ϕλ = σ(λ)ϕλ en (−R,R),
ϕλ(R) = 0, ϕλ(−R) = 0
(1.5.1)
para cada λ ∈ R, donde se supone que ϕλ ∈ C2[(−R,R),R] y a es una funcio´n sime´trica y
diferenciable a trozos la cual satisface las siguientes suposiciones:
1. a(x) es continua y estrictamente positiva para cada x perteneciente a los intervalos abier-
tos (−R + 2ε,−ε) y (ε, R− 2ε).
2. a(x) = 0 para cada x ∈ I1 ∪ I2, tal que
I1 := (−R,−R + 2ε) ∪ (R− 2ε, R), I2 := (−ε, ε),
εεε −2+R− RR− ε2R−0
a(x) a(x)
Figura 1.3: Perfil del peso a(x).
La Figura 1.3 muestra un posible perfil de a(x). Entonces, es sabido que
σ
[
− d
2
dx2
; I1
]
= σ
[
− d
2
dx2
; I2
]
=
( π
2ε
)2
, (1.5.2)
Tambie´n, supondremos las condiciones
ϕλ(0) = 1, ϕ
′
λ(0) = 0. (1.5.3)
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y a lo largo de esta seccio´n denotaremos al autovalor principal del operador (− d2
dx2
+ λa) en el
intervalo (−R,R) mediante
σ(λ) := σ
[
− d
2
dx2
+ λa; (−R,R)
]
, (1.5.4)
Adema´s, dividiendo (1.5.1) por ‖ϕλ‖L2((−R,R)) tendremos la ecuacio´n(
− d
2
dx2
+ λa(x)
)
φλ = σ(λ)φλ (1.5.5)
tal que,
φλ :=
ϕλ
‖ϕλ‖L2((−R,R))
, y ‖φλ‖L2((−R,R)) = 1. (1.5.6)
A continuacio´n, mostraremos una demostracio´n auto-contenida de la analiticidad del autovalor
principal σ(λ) (ver [2] para el Laplaciano). Nuestra demostracio´n esta´ basada en [40, Lemma
2.1], el cual es un resultado de perturbacio´n que proviene de Crandall y Rabinowitz [16]. Para
ello, fijamos λ ∈ R y consideramos la familia de operadores
L(µ) := − d
2
dx2
+ µa− σ(λ) : C2([−R,R])→ C([−R,R]), µ ∈ R.
Como L(µ) es un polinomio en µ, sera´ una familia analı´tica real en µ ∈ R. Adema´s,
N [L(λ)] = span[φλ] y φλ /∈ R[L(λ)].
De hecho, si φλ ∈ R[L(λ)], entonces existe u ∈ C2([−R,R]) tal que
[− d
2
dx2
+ λa− σ(λ)]u = φλ.
De esta manera, multiplicando esta identidad por φλ, integrando en (−R,R), y aplicando la
fo´rmula de integracio´n por partes tendremos∫ R
−R
φ2λ =
∫ R
−R
φλ[− d
2
dx2
+ λa− σ(λ)]u =
∫ R
−R
u[− d
2
dx2
+ λa− σ(λ)]φλ = 0,
lo cual contradice (1.5.6). Por lo tanto, gracias a [40, Lemma 2.1], existen ε > 0 y una aplicacio´n
analı´tica
(a, φ) : (λ− ε, λ+ ε)→ R× C2([−R,R]),
tal que
(a(λ), φ(λ)) = (0, φλ) (1.5.7)
y, para cada µ ∈ (λ− ε, λ+ ε),
[− d
2
dx2
+ µa− σ(λ)]φ(µ) = a(µ)φ(µ). (1.5.8)
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Como φ(µ) > 0 para µ ∼ λ, porque φλ es fuertemente positiva, obtendremos que gracias a la
unicidad del autovalor principal
a(µ) = σ[− d
2
dx2
+ µa− σ(λ); Ω] = σ(µ)− σ(λ). (1.5.9)
Por consiguiente, σ(µ) es tambie´n analı´tica real.
Como la aplicacio´n λ 7→ σ(λ) es creciente, para cualquier λ
σ(λ) <
( π
2ε
)2
,
porque a = 0 en I1 ∪ I2 y por la Proposicio´n 1.3(c). Adema´s, de acuerdo con el Corolario 1.4
el siguiente lı´mite esta´ bien definido
ℓ := l´ım
λ↑∞
σ(λ) ≤
( π
2ε
)2
.
En particular,
l´ım
λ↑∞
σ′(λ) = 0
donde estamos denotando σ′(λ) = dσ
dλ
(λ). El siguiente resultado nos proporciona una versio´n
ma´s fina del comportamiento asinto´tico de σ(λ) cuando λ ↑ ∞ la cual sera´ esencial a lo hora
de probar el principal resultado de esta seccio´n.
Teorema 1.7 El autovalor principal σ(λ) satisface
l´ım
λ↑∞
[λσ′(λ)] = 0. (1.5.10)
Dicho de otra manera,
σ′(λ) = o(λ−1) cuando λ ↑ ∞.
Demostracio´n. Tomamos un λ ∈ R y denotamos por φ(µ), µ ∼ λ, como la u´nica aplicacio´n
que satisface (1.5.8). Entonces, por (1.5.8) y (1.5.9), tenemos que
− d
2
dx2
φ(µ) + µaφ(µ) = σ(µ)φ(µ), µ ∼ λ,
y, por tanto, derivando con respecto a µ obtendremos que(
− d
2
dx2
+ µa− σ(µ)
)
φ′(µ) = (σ′(µ)− a)φ(µ), (1.5.11)
donde ′ = d
dµ
. De esta manera, multiplicando (1.5.11) por φ(µ) e integrando en (−R,R) ten-
dremos ∫ R
−R
(σ′(µ)− a)φ2(µ) =
∫ R
−R
φ(µ)(− d
2
dx2
+ µa− σ(µ))φ′(µ)
=
∫ R
−R
φ′(µ)(− d
2
dx2
+ µa− σ(µ))φ(µ) = 0
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y, por lo tanto, ∫ R
−R
(σ′(µ)− a)φ2(µ) = 0, µ ∼ λ.
En particular, por (1.5.6) y (1.5.7), llegamos a que
σ′(λ) =
∫ −ε
−R+2ε
aφ2λ +
∫ R−2ε
ε
aφ2λ∫ R
−R
φ2λ
=
∫ R
−R
aφ2λ∫ R
−R
φ2λ
=
∫ −ε
−R+2ε
aφ2λ +
∫ R−2ε
ε
aφ2λ. (1.5.12)
Sen˜alar que, en general, no podemos garantizar que
∫ R
−R
φ2(µ) = 1, a menos que µ = λ.
Por otro lado, multiplicando
− d
2
dx2
φλ + λaφλ = σ(λ)φλ,
por φλ, integrando en (−R,R) y aplicando la fo´rmula de integracio´n por partes, obtenemos que∫ R
−R
(φ′λ)
2 +
∫ R
−R
λaφ2λ = σ(λ)
∫ R
−R
φ2λ = σ(λ)
y, por consiguiente, (1.5.12) implica∫ R
−R
(φ′λ)
2 + λσ′(λ) = σ(λ). (1.5.13)
Como σ(λ) es acotado por arriba por
(
pi
2ε
)2 y σ′ ≥ 0, a partir de (1.5.13) sabemos que existe
una constante K > 0 tal que∫ R
−R
(φ′λ)
2 ≤ K, λσ′(λ) ≤ K, para todo λ > 0. (1.5.14)
Ahora, afirmamos que
l´ım inf
λ→∞
[λσ′(λ)] = 0. (1.5.15)
La demostracio´n de (1.5.15) procedera´ por contradiccio´n. Supongamos que (1.5.15) no es cierta.
Entonces, existen λ0 > 0 y α > 0 tal que
λσ′(λ) > α > 0 si λ > λ0,
y, por eso, integrando en (λ0, λ) llegamos a que
σ(λ) ≥ σ(λ0) + α log λ
λ0
y, por consiguiente,
l´ım
λ↑∞
σ(λ) =∞
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lo que contradice el hecho de que σ(λ) sea acotado por arriba por
(
pi
2ε
)2
, y concluye la de-
mostracio´n de (1.5.15).
Sen˜alar que, de la identidad (1.5.13), obtenemos que la aplicacio´n
λ 7→
∫ R
−R
(φ′λ)
2
es analı´tica real, y, por eso, derivando de nuevo con respecto a λ, llegamos a la identidad
d
dλ
∫ R
−R
(φ′λ)
2 + λσ′′(λ) = 0. (1.5.16)
De acuerdo con un ce´lebre resultado de Tosio Kato [34]) sabemos que σ(λ) es co´ncava, y, por
tanto, σ′′(λ) ≤ 0 para cada λ ∈ R. De esta manera, a partir de (1.5.16) tendremos que, para
cada λ ≥ 0,
d
dλ
∫ R
−R
(φ′λ)
2 = −λσ′′(λ) ≥ 0. (1.5.17)
Por consiguiente, la aplicacio´n
λ 7→
∫ R
−R
(φ′λ)
2, λ ≥ 0,
es no-decreciente y, debido a (1.5.14), acotada por arriba. Por lo tanto, el lı´mite
d := l´ım
λ↑∞
∫ R
−R
(φ′λ)
2
esta´ bien definido. Por consiguiente, tambie´n obtendremos que desde (1.5.13) el siguiente lı´mite
esta´ bien definido
l´ım
λ↑∞
[λσ′(λ)] = ℓ− d.
Necesariamente, debido a (1.5.17),
l´ım
λ↑∞
[λσ′(λ)] = 0,
y, por tanto,
l´ım
λ↑∞
∫ R
−R
(φ′λ)
2 = ℓ.
La demostracio´n esta´ finalizada.
Deberı´amos puntualizar que si hubie´ramos supuesto que
σ
[
− d
2
dx2
;J1
]
< σ
[
− d
2
dx2
;J2
]
, (1.5.18)
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para dos intervalos abiertos y disjuntos tal que,
J1 ∪ J2 := {x ∈ [−R,R]; a(x) = 0}
entonces, llevando a cabo el ana´lisis desarrollado en la Seccio´n 1.3, pero en este caso para una
u´nica ecuacio´n, bajo la condicio´n (1.5.18) obtendremos que
l´ım
λ↑∞
σ
[
− d
2
dx2
+ λa; Ω
]
= σ
[
− d
2
dx2
;J1
]
, (1.5.19)
y que
l´ım
λ↑∞
‖φλ − Φω‖H10 ((−R,R)) = 0,
donde Φω = 0 en (−R,R) \ J¯1 y φ0,1 := Φω|J1 > 0 sera´ la u´nica autofuncio´n principal de
σ
[
− d
2
dx2
;J1
]
,
tal que ∫
J1
φ20,1 = 1.
La obtencio´n de este resultado esta´ basada en las herramientas te´cnicas desarrolladas en [2].
Puesto que [2] mejora lo obtenido por N. Dancer & J. Lo´pez-Go´mez [20], y la teorı´a de [20]
ha sido utilizada por Harold Donnelly [23] para mejorar algunos resultados previos de Jean
Bourgain [10], estos descubrimientos podrı´an juega un papel muy importante en la teorı´a de
variedades Riemannianas. Pero sin lugar a duda, tienen un papel muy importante en la Meca´nica
Cua´ntica, donde la constante auxiliar
h := λ−1/2, λ > 0,
representa la constante de Planck. En te´rminos de h, tendremos que

(
−h2 d2
dx2
+ a(x)
)
φλ = σ
[
−h2 d2
dx2
+ a; (−R,R)
]
φλ en (−R,R),
ϕλ(R) = 0, ϕλ(−R) = 0,
En ana´lisis semi-cla´sico todos los efectos cua´nticos son descartados haciendo que la constante
de Planck h vaya a cero. Fue la intencio´n de Barry Simon en [62, pp. 296] el estudiar el caso
cuando a(x) se anula sobre una variedad, aunque u´nicamente observo´ que si algu´n cero de a(x)
es degenerado, entonces
σ
[
−h2 d
2
dx2
+ a; (−R,R)
]
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podrı´a ir a cero ma´s ra´pido que linealmente. Como una consecuencia de (1.5.19), el lı´mite
semi-cla´sico de la energı´a fundamental debe decaer cuadra´ticamente. De forma precisa,
σ[−h2 d
2
dx2
; (−R,R)] = σ[− d
2
dx2
;J1]h2 + o(h4) as h ↓ 0.
Dicho de otro modo, si denotamos el lı´mite semi-cla´sico de la energı´a fundamental por
E(h) := σ1[−h2 d
2
dx2
+ a(x); (−R,R)],
obtendremos que,
l´ım
h↓0
E(h)
h2
= mı´n
{
σ1[− d
2
dx2
;Ji], i = 1, 2
}
Adema´s, los estados fundamentales
ψh := ϕ1/h2 , h ∼ 0,
del operador de Schro¨dinger
−h2 d
2
dx2
+ a
se concentran en J1, aproximando el estado de − d2dx2 en J1, cuando h ↓ 0, en el espacio
H10 ((−R,R)), lo que mejora substancialmente [20, Teorema 5.1]. Aunque bastante natural, el
hecho de que el estado lı´mite se concentre en la componente de a−1(0) para la cual − d2
dx2
tiene
el menor valor posible de energı´a es un resultado nuevo, en el sentido que no ha sido nunca
observado, ni conjeturado, en la literatura. Sin embargo, el caso especial cubierto en esta sec-
cio´n a trave´s de un ejemplo de ecuaciones diferenciales ordinarias continua siendo un problema
abierto.
A continuacio´n, suponiendo que
aS := ma´x
x∈(ε,R−2ε)
a(x). (1.5.20)
tendremos el problema

(
− d2
dx2
+ λaS
)
ψλ = σ(λ)ψλ en (ε, R− 2ε),
ψλ(ε) = ϕλ(ε), ψλ(R− 2ε) = ϕλ(R− 2ε).
(1.5.21)
Sabemos que la existencia de una solucio´n positiva para el problema (1.5.21) esta´ garantizada
puesto que
σ
[
− d
2
dx2
+ λaS − σ(λ); (ε, R− 2ε)
]
= λaS − σ(λ) +
(
π
R− 3ε
)2
> 0,
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para λ suficientemente grande, y por tanto, gracias al Corolario 1.4 el operador diferencial
− d
2
dx2
+ λaS − σ(λ)
es un isomorfismo. Adema´s, restando (1.5.21) a (1.5.1) y reorganizando te´rminos tendremos el
siguiente problema en (ε, R− 2ε)

(
− d2
dx2
+ λa(x)− σ(λ)
)
(ϕλ − ψλ) = λ(aS − a(x))ψλ en (ε, R− 2ε),
ϕλ(ε)− ψλ(ε) = 0, ϕλ(R− 2ε)− ψλ(R − 2ε) = 0
(1.5.22)
De esta manera, puesto que sabemos que
σ
[
− d
2
dx2
+ λa(x)− σ(λ); (−R,R)
]
= 0,
por la monotonı´a del autovalor principal con respecto al dominio, Proposicio´n 1.3(c), tenemos
que
σ
[
− d
2
dx2
+ λa(x)− σ(λ); (ε, R− 2ε)
]
> 0,
luego, el operador
− d
2
dx2
+ λa(x)− σ(λ)
es un isomorfismo y (1.5.22) tiene alguna solucio´n positiva. Adema´s, debido al Teorema de
Caracterizacio´n 1.2 obtenemos que
ϕλ ≫ ψλ, en (ε, R− 2ε).
De forma similar obtendremos que
ϕλ ≫ ψλ, en (ε, R− 2ε) ∪ (−R + 2ε,−ε). (1.5.23)
Adema´s, gracias a (1.5.3), en (−ε, ε), tenemos la siguiente solucio´n positiva de (1.5.1)
ϕ1,λ(x) = cos[
√
σ(λ)x], ∀x ∈ (−ε, ε).
Entonces, despue´s de una serie de ca´lculos el siguiente lı´mite de la norma en L2 en (−ε, ε) es
obtenido ∫ ε
−ε
ϕ21,λ(x)dx→ ε (1.5.24)
cuando λ va a infinito. Por consiguiente, debido a la simetrı´a de (1.5.1), sin pe´rdida de gener-
alidad podemos resolver (1.5.1) en (R − 2ε, R) y extender el resultado a (−R,−R + 2ε). Por
tanto, tendremos la siguiente solucio´n positiva
ϕ2,λ(x) =
C1
cos[
√
σ(λ)R]
sin[
√
σ(λ)(x− R)], ∀x ∈ (R− 2ε, R).
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tal que C1 > 0, debido al Corolario 1.4 y al hecho que x ∈ (R − 2ε, R). Por otro lado, re-
solviendo (1.5.19)
ψ3,λ(x) = C2 exp(
√
λaS − σ(λ)x) + C3 exp(−
√
λaS − σ(λ)x), ∀x ∈ (ε, R− 2ε).
Adema´s, ya que la siguiente condicio´n debe ser cumplida
ϕ1,λ(ε) = ψ3,λ(ε), ϕ
′
1,λ(ε) = ψ
′
3,λ(ε),
llegamos a que
C2 =
1
2
exp(−
√
λaS − σ(λ)ε)
(
cos[
√
σ(λ)ε]−
√
σ(λ)
λaS − σ(λ) sin[
√
σ(λ)ε]
)
C3 =
1
2
exp(
√
λaS − σ(λ)ε)
(
cos[
√
σ(λ)ε] +
√
σ(λ)
λaS − σ(λ) sin[
√
σ(λ)ε]
)
Tambie´n, haciendo uso de la condicio´n
ψ3,λ(R− 2ε) = ϕ2,λ(R− 2ε), ψ′3,λ(R− 2ε) = ϕ′2,λ(R− 2ε),
tendremos que
C1 =
cos[
√
σ(λ)R]
sin[−√σ(λ)2ε]
(
C2 exp(
√
λaS − σ(λ)(R− 2ε)) + C3 exp(−
√
λaS − σ(λ)(R− 2ε))
)
Por lo tanto, es facil comprobar que gracias a (1.5.23) llegaremos a que∫ −ε
−R+2ε
ψ2λ(x)dx→∞, y
∫ R−2ε
ε
ψ2λ(x)dx→∞ cuando λ→∞. (1.5.25)
por lo que, ∫ R
−R
ψ2λ(x)dx→∞, cuando λ→∞.
A continuacio´n, calcularemos los autovalores del problema
 −φ
′′
λ = τφλ en (−R,R),
φλ(R) = 0, φλ(−R) = 0
obteniendo la siguiente expresio´n
τn =
(nπ
2R
)2
, ∀n ∈ N.
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De forma que, el autovalor ma´s pequen˜o, o autovalor principal sea
τ1 =
( π
2R
)2
,
cuando n = 1, tal que su autofuncio´n principal asociada tenga la expresio´n
φτ1 = cos
[ π
2R
x
]
≥ 0,
para cada x ∈ [−R,R]. Adema´s, debido a la propiedad variacional del autovalor principal
sabemos que ( π
2R
)2
= inf
x∈[−R,R]
∫ R
−R
(φ′λ)
2∫ R
−R
φ2λ
, (1.5.26)
para cada φ 6= 0. Por lo tanto, ∫ R
−R
(ϕ′λ)
2 ≥
( π
2R
)2 ∫ R
−R
ϕ2λ.
y adema´s, gracias a la simetrı´a de (1.5.1) tenemos que∫ R
0
(ϕ′λ)
2 ≥
( π
2R
)2 ∫ R
0
ϕ2λ.
Entonces, multiplicando (1.5.1) por ϕλ, integrando en (0, R) y aplicando la fo´rmula de inte-
gracio´n por partes obtendremos
( π
2R
)2 ∫ R
0
ϕ2λ + λ
∫ R−2ε
ε
a(x)ϕ2λ = σ(λ)
∫ R
0
ϕ2λ. (1.5.27)
Por eso, poniendo
aL := mı´n
x∈(ε,R−2ε)
a(x),
y reorganizando te´rminos llegamos a que
λaL − σ(λ) +
( π
2R
)2
≤
(
σ(λ)−
( π
2R
)2) ∫ ε
0
ϕ2λ +
∫ R
R−2ε
ϕ2λ∫ R−2ε
ε
ϕ2λ
(1.5.28)
Por consiguiente, debido a (1.5.25) y (1.5.28) podemos concluir que la norma de la solucio´n
positiva de (1.5.1), que llamaremos ϕλ, va a infinito cuando λ → ∞. De hecho, podemos
asegurar que va ma´s ra´pido en (−R,−R+2ε)∪(R−2ε, R)(ε, R−2ε) que en (−R+2ε,−ε)∪
(ε, R− 2ε), ası´ como que es acotada en (−ε, ε).
Por lo tanto, gracias al Teorema 1.7 y a (1.5.24) podemos concluir que la solucio´n lı´mite de
(1.5.5) se concentra en el subdominio exterior mientras que se aproxima a cero en el resto del
intervalo (−R,R) cuando λ va a infinito.
Capı´tulo 2
De soluciones cla´sicas a Metasoluciones
En este capı´tulo analizaremos la interaccio´n existente entre las leyes de Dina´mica de Pobla-
ciones ma´s cla´sicas, Malthus versus Verhulst, para una clase de sistemas parabo´licos sublineales
de tipo cooperativo, donde, al igual que para el caso de una ecuacio´n, las metasoluciones juegan
un papel imprescindible en la descripcio´n de la dina´mica del problema en los regı´menes donde
el modelo no admite un estado de equilibrio no-negativo.
2.1 Introduccio´n
Este capı´tulo caracteriza la dina´mica del modelo parabo´lico

∂u
∂t
−∆u = λα(x)u+ β(x)v − a(x)f(x, u)u
∂v
∂t
−∆v = δ(x)u+ λγ(x)v − b(x)g(x, v)v
en Ω× (0,∞),
(u, v) = (0, 0) en ∂Ω× (0,∞),
(u(·, 0), v(·, 0)) = (u0, v0) > (0, 0) en Ω,
(2.1.1)
donde Ω es un dominio acotado de RN , N ≥ 1, con frontera suave ∂Ω, e.g., de clase C3, λ ∈ R ,
y h ∈ Cµ(Ω¯), h > 0, para todo h ∈ {a, b, α, β, γ, δ} y algu´n µ ∈ (0, 1]. Adema´s, dados
V1, V2 ∈ C(Ω¯), A(V1, V2) sera´ el operador de la forma
A(V1, V2) :=

 −∆+ V1 −β
−δ −∆+ V2

 . (2.1.2)
Como β > 0 y δ > 0, A(V1, V2) es considerado cooperativo (como fue discutido en [48] y [7]),
en el mismo sentido que (1.1.4).
A lo largo de este capı´tulo, impondremos las siguientes suposiciones:
(B1) α(x) > 0, β(x) > 0, δ(x) > 0, y γ(x) > 0, para todo x ∈ Ω¯ y
Ω+ := { x ∈ Ω : a(x) > 0} = {x ∈ Ω : b(x) > 0}
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es un subdominio de Ω con
Ω¯+ ⊂ Ω,
cuya frontera, ∂Ω+, es de clase C3, y de forma que
Ω0 := Ω \ Ω¯+
este´ formado por dos componentes,
Ω0,i, i ∈ {1, 2}, tal que Ω¯0,2 ⊂ Ω y Ω¯0,1 ∩ Ω¯0,2 = ∅.
Ω
Ω
Ω
0 ,
2
Ω
0,2
0,1
Γ
Γ
Γ
1
2
+
Figura 2.1: Configuracio´n nodal de a(x) y b(x).
La Figura 2.1 muestra una situacio´n tı´pica para la cual la suposicio´n (B1) es satisfecha. Hemos
denotado
Γ = ∂Ω, Γ1 = ∂Ω0,1 \ ∂Ω, Γ2 := ∂Ω0,2, ∂Ω+ = Γ1 ∪ Γ2.
En lo sucesivo, dado un subdominio suave D ⊂ Ω, denotaremos por
Σ[λ,D] := σ [A(−λα,−λγ), D] , λ ∈ R, (2.1.3)
al autovalor principal de A(V1, V2) en D (bajo condiciones de frontera Dirichlet homoge´neas).
Adema´s, la autofuncio´n principal asociada con (2.1.3) es u´nica salvo constantes multiplicativas
y denotada por
ϕ≫ 0, y ψ ≫ 0.
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De igual forma a como fue discutido en el Capı´tulo 1 el autovalor principal es simple y domi-
nante en el mismo sentido que (1.1.8). Adema´s, la aplicacio´n
λ 7→ Σ[λ,D]
es analı´tica, decreciente, y satisface
l´ım
λ↓−∞
Σ[λ,D] =∞, l´ım
λ↑∞
Σ[λ,D] = −∞.
(cf. [48] y [7]). Por consiguiente, existe un u´nico valor de λ, que denotaremos por λ∗(D), tal
que
Σ[λ∗(D), D] = 0.
En este capı´tulo, suponemos que Ω0,1 y Ω0,2 satisfacen
(B2) λ∗(Ω0,1) < λ∗(Ω0,2).
Por el resultado obtenido en la Seccio´n 1.4 del primer capı´tulo de esta Memoria, (B2) es
obtenido tomando Ω0,2 suficientemente pequen˜o. Finalmente, imponemos las siguientes suposi-
ciones de estructura a f(x, u) y g(x, v):
(B3) f, g ∈ Cµ,1+µ(Ω¯× [0,∞)), y, para cualquier h ∈ {f, g},
h(x, 0) = 0 y ∂uh(x, u) > 0
para todo x ∈ Ω¯ y u > 0.
(B4) Existe F ∈ C1+µ([0,∞)) tal que
F (0) = 0, F (u) > 0 y F ′(u) > 0
para todo u > 0,
l´ım
u↑∞
F (u) =∞, y mı´n{f(·, w), g(·, w)} ≥ F (w)
para todo w ≥ 0.
Sen˜alar que (B3) y (B4) implican que
l´ım
u↑∞
f(x, u) =∞ y l´ım
v↑∞
g(x, v) =∞ uniformemente en x ∈ Ω¯. (2.1.4)
Supongamos (B3-4) y, para cualquier par de constantes A > 0, Λ > 0, y cualquier subconjunto
compacto K ⊂ Ω+, consideramos la funcio´n auxiliar
G[K,A,Λ](s) := AF (s)s− Λs, s ≥ 0.
Por (B4), para cualquier A,Λ y K, G[K,A,Λ] tiene un u´nico cero positivo al que denotamos como
z[K,A,Λ]. La siguiente suposicio´n garantiza estimaciones uniformes a priori en Ω+ para todas las
soluciones de (2.1.1):
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(B5) Para cualquier A, Λ, K y s > z[K,A,Λ],
I(s) :=
∫ ∞
s
[∫ t
s
G[K,A,Λ](z)dz
]− 1
2
dt <∞, l´ım
s↑∞
I(s) = 0.
Esta condicio´n refina la cla´sica obtenida por Keller [35] y Osserman [56] (cf. [39], [46]).
Adoptando el lenguanje de Dina´mica de Poblaciones, (2.1.1) es un modelo a trave´s del
cual se simula la evolucio´n de dos especies cooperativas u(x, t) y v(x, t) distribuı´das de forma
aleatoria en Ω. Para este modelo concreto λα(x) y λγ(x) representan los rangos de natalidad
intrı´nsecos de u y v, y β(x), δ(x) miden los efectos cooperativos mutuos. Adema´s, los coefi-
cientes a(x) y b(x) suponen los efectos de aglomeracio´n de las poblaciones en Ω+, de manera
que tales poblaciones van a exhibir un crecimiento Malthusiano en Ω0, donde los efectos de
aglomeracio´n son nulos. En (2.1.1), Ω esta´ totalmente rodeada por regiones hostiles, puesto
que estamos imponiendo condiciones de frontera Dirichlet homoge´neas en ∂Ω. Finalmente, las
funciones
u0, v0 ∈ C(Ω¯), (u0, v0) > (0, 0),
representan las distribuciones iniciales de las poblaciones. Por consiguiente, (2.1.1) puede ser
considerado como un modelo cooperativo intermedio que conecta las leyes de Malthus y la de
Verhulst de Dina´mica de Poblaciones; siendo la principal meta de este capı´tulo el averiguar la
interaccio´n entre ellas de forma precisa bajo las suposiciones (B1-4).
En caso lı´mite cuando Ω+ = ∅, (2.1.1) se convierte en un problema lineal cooperativo, y la
u´nica solucio´n de (2.1.1) viene dada mediante(
u(x, t)
v(x, t)
)
= e−A(−λα,−λγ) t
(
u0
v0
)
.
Por lo que, en tal caso, tendremos que, para cada x ∈ Ω,
l´ım
t↑∞
(u(x, t), v(x, t)) =

 (0, 0) si λ < λ
∗(Ω),
(∞,∞) si λ > λ∗(Ω),
ya que 
 Σ[λ,Ω] > 0 si λ < λ
∗(Ω),
Σ[λ,Ω] < 0 si λ > λ∗(Ω),
y (u0, v0) > (0, 0).
Cuando Ω+ = Ω, i.e., a(x) > 0 y b(x) > 0 para todo x ∈ Ω, de acuerdo con Molina-
Meyer [54], [53], la dina´mica de (2.1.1) esta´ gobernada por su estado de equilibrio maximal
no-negativo, i.e., por la solucio´n maximal no-negativa de

−∆u = λαu+ βv − af(·, u)u
−∆v = δu+ λγv − bg(·, v)v
en Ω,
(u, v) = (0, 0) en ∂Ω.
(2.1.5)
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Entonces, resulta que (2.1.5) posee una solucio´n (uλ, vλ), con uλ ≫ 0 y vλ ≫ 0 (conocida
como estado de coexistencia) sı´, y so´lo si λ > λ∗(Ω) y, de acuerdo con Molina-Meyer [54],
[53],
l´ım
t↑∞
(u(x, t), v(x, t)) =

 (0, 0) si λ ≤ λ
∗(Ω),
(uλ, vλ) si λ > λ∗(Ω),
mientras que, en un entorno ma´s general como el supuesto en este capı´tulo, (2.1.5) no puede
admitir un estado de coexistencia si λ ≥ λ∗(Ω0,1) (cf. Molina-Meyer [55]). El principal objetivo
de este capı´tulo consiste en la descripcio´n de la dina´mica de (2.1.1) bajo esas circunstancias.
Entre los principales resultados, estara´ el mostrar que, en el caso en que λ ≥ λ∗(Ω0,1), la
dina´mica de (2.1.1) esta´ regulada por sus metasoluciones, ası´ como ocurre para la ecuacio´n
logı´stica (cf. [46]). Las metasoluciones de (2.1.1) son extensiones por infinito de las soluciones
explosivas, o grandes, del sistema
 −∆u = λαu+ βv − af(·, u)u,−∆v = δu+ λγv − bg(·, v)v, (2.1.6)
enD ∈ {Ω\Ω¯0,1,Ω+}. El principal resultado de este capı´tulo puede ser resumido de la siguiente
manera:
• Si λ ≤ λ∗(Ω), entonces l´ımt↑∞ (u(x, t), v(x, t)) = (0, 0).
• Si λ∗(Ω) < λ < λ∗(Ω0,1), entonces l´ımt↑∞ (u(x, t), v(x, t)) = (uλ, vλ), donde (uλ, vλ)
es el u´nico estado de coexistencia de (2.1.5).
• Si λ∗(Ω0,1) ≤ λ < λ∗(Ω0,2), entonces, para cada x ∈ Ω¯0,1 \ ∂Ω,
l´ım
t↑∞
(u(x, t), v(x, t)) = (∞,∞), (2.1.7)
mientras, en Ω \ Ω¯0,1,
Lmin[λ,Ω\Ω¯0,1] ≤ l´ım inft↑∞ (u(·, t), v(·, t)) ≤ l´ım supt↑∞ (u(·, t), v(·, t)) ≤ L
max
[λ,Ω\Ω¯0,1]
,
donde, para un D ⊂ Ω dado, Lmin[λ,D] (resp. Lmax[λ,D]) representa la solucio´n minimal (resp.
maximal) del problema singular


−∆u = λαu+ βv − af(·, u)u
−∆v = δu+ λγv − bg(·, v)v
en D,
(u, v) = (∞,∞) en ∂D.
(2.1.8)
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• Cuando λ ≥ λ∗(Ω0,2), u y v crecen de acuerdo a la Ley de Verhulst en Ω+, mientras que
exhiben un crecimiento Malthusiano en Ω \ Ω¯+, i.e., (2.1.7) ocurre para todo x ∈ Ω \ Ω¯+,
mientras que
Lmin[λ,Ω+] ≤ l´ım inft↑∞ (u(·, t), v(·, t)) ≤ l´ım supt↑∞ (u(·, t), v(·, t)) ≤ L
max
[λ,Ω+]
en Ω+.
Estos resultados mejoran sustancialmente una serie de resultados previos obtenidos para sis-
temas (cf. Molina-Meyer [54], [53], [55]), ası´ como para ’ecuaciones logı´ticas degeneradas’
(cf. Brezis & Oswald [11], Ouyang [58], Fraile et al. [28], Garcı´a-Melia´n et al. [29], Go´mez-
Ren˜asco & Lo´pez-Go´mez [32], Lo´pez-Go´mez [40], [46], [43], y Du & Huang [25]).
Los perfiles asinto´ticos de las soluciones de (2.1.1) caracterizan las dina´micas de una clase
ma´s amplia de problemas superlineales indefinidos, donde a(x) y b(x) pueden cambiar de signo,
pero estos sistemas esta´n fuera del entorno general considerado aquı´ (cf. Lo´pez-Go´mez [44],
Lo´pez-Go´mez & Quittner [52], y Lo´pez-Go´mez & Molina-Meyer [50] para algunos resultados
relativos a problemas superlineales indefinidos), ası´ como en el caso de condiciones de frontera
dina´micas (cf. C. Bandle, J. von Below, and W. Reichel [9]).
Los resultados de este capı´tulo son independientes de otros obtenidos para ’sistemas de-
generados’ de tipo Lotka-Volterra (cf. Lo´pez-Go´mez [41], Du [24], y Lo´pez-Go´mez & Molina-
Meyer [48]).
Este capitulo esta´ distribuı´do de la forma siguiente. La Seccio´n 2.2 presenta los principales
resultados obtenidos en el capı´tulo. La Seccio´n 2.3 estudia algunas propiedades abstractas de
los sistemas cooperativos que sera´n necesarias para probar los principales resultados expuestos
en la Seccio´n 2.2. La Seccio´n 2.4 muestra la existencia de cotas a priori en Ω+. Finalmente,
las Secciones 2.5 y 2.6 consisten en las demostraciones de los principales resultados de este
capı´tulo. A lo largo de de este capı´tulo, las suposiciones (B1-2) sera´n siempre impuestas.
2.2 Principales resultados
Bajo las condiciones generales supuestas en este capı´tulo, cualquier solucio´n de´bil (u, v) de
(2.1.6) en un subdominio suave D ⊂ Ω cumple que u, v ∈ C2+µ(D), y las soluciones de (2.1.1)
satisfacen
u, v ∈ C2+µ,1+µ2 (Ω¯× (0,∞))
A lo largo de este capı´tulo, dado un subdominio suaveD ⊂ Ω yM,N ∈ [0,∞], consideraremos
la familia de problemas de frontera elı´pticos


−∆u = λαu+ βv − a(x)f(x, u)u
−∆v = δu+ λγv − b(x)g(x, v)v
en D,
(u, v) = (M,N) en ∂D.
(2.2.1)
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Adema´s, cualquier solucio´n de´bil (u, v) de (2.2.1) satisface que u, v ∈ C2+µ(D¯) si M,N ∈
[0,∞), mientras, en el caso en que M = N =∞, (u, v) ∈ C2+µ(D)× C2+µ(D) se dice que es
una solucio´n de (2.2.1) si resuelve el sistema en D y
l´ım
x∈D
dist(x,∂D)↓0
(u(x), v(x)) = (∞,∞). (2.2.2)
Estas soluciones son conocidas como soluciones grandes de (2.1.6) en D.
El siguiente resultado caracteriza la existencia de soluciones grandes de (2.1.6) en Ω+. Re-
sulta que esas soluciones va a ser los perfiles asinto´ticos cuando t ↑ ∞ de las soluciones de
(2.1.1) siempre que λ ≥ λ∗(Ω0,2).
Teorema 2.1 Supongamos M = N = ∞ y D = Ω+. Entonces, (2.2.1) posee una solucio´n
positiva minimal y una maximal en cada componente para cada λ ∈ R, que denotaremos por
Lmin[λ,Ω\Ω¯+] y L
max
[λ,Ω\Ω¯+]
,
respectivamente; en el sentido siguiente
Lmin[λ,Ω+] ≤ L ≤ Lmax[λ,Ω+]
si L > (0, 0) resuelve (2.2.1).
El siguiente resultado caracteriza la existencia de soluciones grandes de (2.1.6) en Ω\Ω¯0,1. Esas
soluciones nos proporcionan la dina´mica de (2.1.1) cuando λ∗(Ω0,1) ≤ λ < λ∗(Ω0,2).
Teorema 2.2 Supongamos M = N =∞ y
D = Ω \ Ω¯0,1 = Ω+ ∪ Ω¯0,2.
Entonces, (2.2.1) posee una solucio´n positiva sı´, y so´lo si
λ < λ∗(Ω0,2).
Adema´s, in tal caso, (2.2.1) tiene una solucio´n minimal y una maximal, que denotaremos por
Lmin[λ,Ω\Ω¯0,1] y L
max
[λ,Ω\Ω¯0,1]
,
en el sentido que
Lmin[λ,Ω\Ω¯0,1] ≤ L ≤ Lmax[λ,Ω\Ω¯0,1]
si L resuelve (2.2.1). Por otra parte, existe una solucio´n de (2.1.8) en Ω+, denotada por
L[λ∗(Ω0,2),Ω+],
tal que
l´ım
λ↑λ∗(Ω0,2)
Lmin[λ,Ω\Ω¯0,1] =
{
(∞,∞) en Ω¯0,2,
L[λ∗(Ω0,2),Ω+] en Ω+.
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La siguiente versio´n refinada del resultado de existencia establecido por Molina-Meyer [55]
caracteriza la existencia de los estados de coexistencia de (2.1.5) ((2.2.1) con M = N = 0 y
D = Ω). Estas soluciones nos proporcionan la dina´mica de (2.1.1) dentro del rango λ∗(Ω) <
λ < λ∗(Ω0,1).
Teorema 2.3 El problema (2.1.5) tiene un estado de coexistencis sı´, y so´lo si
λ∗(Ω) < λ < λ∗(Ω0,1).
Adema´s, es u´nico si existe, y si lo denotamos por θ[λ,Ω]. Entonces
l´ım
λ↓λ∗(Ω)
θ[λ,Ω] = (0, 0) en C(Ω¯)× C(Ω¯),
la aplicacio´n
(λ∗(Ω), λ∗(Ω0,1))
θ−→ C(Ω¯)× C(Ω¯)
λ 7→ θ(λ) := θ[λ,Ω]
es fuertemente creciente y de clase C1, y
l´ım
λ↑λ∗(Ω0,1)
θ[λ,Ω] =
{
(∞,∞) en Ω¯0,1 \ ∂Ω,
Lmin
[λ∗(Ω0,1),Ω\Ω¯0,1]
en Ω \ Ω¯0,1. (2.2.3)
Utilizando las notaciones introducidas en los Teoremas 2.1, 2.2 y 2.3 podemos establecer el
principal teorema de este capı´tulo, con el que obtendremos la dina´mica de (2.1.1) para todos los
valores de λ.
Teorema 2.4 Denotamos por (u(x, t), v(x, t)) a la solucio´n de (2.1.1). Entonces,
(a) l´ımt↑∞(u(·, t), v(·, t)) = (0, 0) en C(Ω¯)× C(Ω¯) para todo λ ≤ λ∗(Ω).
(b) l´ımt↑∞(u(·, t), v(·, t)) = θ[λ,Ω] en C(Ω¯)× C(Ω¯) si λ∗(Ω) < λ < λ∗(Ω0,1).
(c) Supongamos que λ∗(Ω0,1) ≤ λ < λ∗(Ω0,2). Entonces,
l´ım
t↑∞
(u(·, t), v(·, t)) = (∞,∞),
uniformemente en subconjuntos compactos de Ω¯0,1 \ ∂Ω, mientras
Lmin[λ,Ω\Ω¯0,1] ≤ l´ım inft↑∞ (u(·, t), v(·, t)) ≤ l´ım supt↑∞ (u(·, t), v(·, t)) ≤ L
max
[λ,Ω\Ω¯0,1]
en Ω \ Ω¯0,1. En realidad,
l´ım
t↑∞
(u(·, t), v(·, t)) = Lmin[λ,Ω\Ω¯0,1] en Ω \ Ω¯0,1
si, adema´s, (u0, v0) es una subsolucio´n de (2.1.5).
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(d) Supongamos λ ≥ λ∗(Ω0,2). Entonces,
l´ım
t↑∞
(u(·, t), v(·, t)) = (∞,∞),
uniformemente en subconjuntos compactos de Ω \ Ω+, mientras, en Ω+,
Lmin[λ,Ω+] ≤ l´ım inft↑∞ (u(·, t), v(·, t)) ≤ l´ım supt↑∞ (u(·, t), v(·, t)) ≤ L
max
[λ,Ω+]
.
Adema´s,
l´ım
t↑∞
(u(·, t), v(·, t)) = Lmin[λ,Ω+] en Ω+
si (u0, v0) es una subsolucio´n de (2.1.5).
Lo establecido en el Teorema 2.4(c),(d) puede ser sustancialmente reducido introduciendo el
siguiente concepto.
Definicio´n 2.5 Supongamos D ∈ {Ω \ Ω¯0,1,Ω+}. La funcio´n
M : Ω→ [0,∞]2
se dice que es una metasolucio´n de (2.1.6) con soporte en D si existe una solucio´n grande L de
(2.1.6) en D para la cual
M =
{
(∞,∞) en Ω \D,
L en D.
M se denomina metasolucio´n minimal (resp. maximal) (2.1.6) en D cuando L es la solucio´n
grande minimal (resp. maximal) en D. Las metasoluciones minimal y maximal de (2.1.6) en D
sera´n denotadas por
Mmin[λ,D] y M
max
[λ,D].
De acuerdo con la Definicio´n 2.5, Teorema 2.4(c) nos dice que, en el caso en que λ∗(Ω0,1) ≤
λ < λ∗(Ω0,2),
Mmin[λ,Ω\Ω¯0,1] ≤ l´ım inft↑∞ (u(·, t), v(·, t)) ≤ l´ım supt↑∞ (u(·, t), v(·, t)) ≤ M
max
[λ,Ω\Ω¯0,1]
en Ω, y que en realidad
l´ım
t↑∞
(u(·, t), v(·, t)) = Mmin[λ,Ω\Ω¯0,1] en Ω
si (u0, v0) es una subsolucio´n de (2.1.5). Similarmente, por el Teorema 2.4(d), para cualquier
λ ≥ λ∗(Ω0,2),
Mmin[λ,Ω+] ≤ l´ım inft↑∞ (u(·, t), v(·, t)) ≤ l´ım supt↑∞ (u(·, t), v(·, t)) ≤ M
max
[λ,Ω+] en Ω,
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y
l´ım
t↑∞
(u(·, t), v(·, t)) = Mmin[λ,Ω+] en Ω
si (u0, v0) es una subsolucio´n de (2.1.5).
Por lo tanto, la dina´mica de (2.1.1) esta´ gobernada por la solucio´n maximal cla´sica no-
negativa de (2.1.5) si λ < λ∗(Ω0,1), por las metasoluciones de (2.1.6) con soporte en Ω \
Ω¯0,1 si λ∗(Ω0,1) ≤ λ < λ∗(Ω0,2), y por las metasoluciones de (2.1.6) con soporte en Ω+ si
λ ≥ λ∗(Ω0,2). La Figura 2.2 muestra todos los posibles perfiles asinto´ticos de las soluciones
de (2.1.1) en funcio´n de los posibles valores del para´metro λ. A menos que Lmin[λ,D] = Lmax[λ,D],
el Teorema 2.4 no caracteriza completamente el comportamiento asinto´tico de las soluciones
de (2.1.1). Algunas condiciones suficientes bastante generales para la unicidad de la solucio´n
grande para una ecuacio´n, no para el sistema, se encuentran en Cirstea & Radulescu [12], [13],
[14] y Lo´pez-Go´mez [42], [45], [47]. Esos resultados pueden ser extendidos para cubrir el
problema considerado en este capı´tulo, sin embargo los detalles te´cnicos aparecera´n en algu´n
otro lugar.
2.3 Resultados abstractos auxiliares
Esta seccio´n recopila algunos resultados pivotales que tendra´n un papel muy importante en
las demostraciones de los principales Teoremas de este capı´tulo, ası´ como algunos resultados
obtenidos en el Capı´tulo 3. A lo largo de esta seccio´n supondremos que
f, g ∈ Cν,ν(Ω¯× [0,∞)) y D ⊂ Ω es un subdominio suave con D ∩ Ω+ 6= ∅. (2.3.1)
La Seccio´n 1.2 de esta Memoria jugara´n un papel primordial en la obtencio´n de los resultados
contenidos en esta seccio´n. Adaptando la Teorı´a abstracta de H. Amann [5], [6], el siguiente
resultado, basado en el Teorema 1.2, y atribuible a Molina-Meyer [54], [53], puede ser obtenido.
Teorema 2.6 Supongamos h1, h2 ∈ C2+µ(∂D) y adema´s el problema{ −∆u = λαu+ βv − af(·, u)u
−∆v = δu+ λγv − bg(·, v)v en D,
(u, v) = (h1, h2) en ∂D,
(2.3.2)
tiene una subsolucio´n (u, v), u, v ∈ C2+µ(D¯), y una supersolucio´n (u¯, v¯), u¯, v¯ ∈ C2+µ(D¯), tal
que
(u, v) ≤ (u¯, v¯).
Entonces, (2.3.2) posee una solucio´n (u, v), u, v ∈ C2+µ(D¯), tal que
(u, v) ≤ (u, v) ≤ (u¯, v¯).
En realidad, (2.3.2) posee una solucio´n minimal y una maximal en el intervalo [(u, v), (u¯, v¯)].
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Figura 2.2: Perfiles asinto´ticos de las soluciones de (2.1.1).
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Observacio´n 2.7 Por el Teorema 1.2, cuando (u, v) (resp. (u¯, v¯)) es una subsolucio´n estricta
(resp. supersolucio´n) de (2.3.2), entonces cualquier solucio´n
(u, v) ∈ [(u, v), (u¯, v¯)],
debe satisfacer
u < u ≤ u¯ y v < v ≤ v¯, (resp. u ≤ u < u¯ y v ≤ v < v¯).
Gracias al Teorema 2.6, el siguiente resultado puede ser obtenido.
Teorema 2.8 Sea (u, v), (u¯, v¯) ∈ C2+µ(D)× C2+µ(D) tal que

−∆u ≤ λαu+ βv − af(·, u)u
−∆v ≤ δu+ λγv − bg(·, v)v en D,
l´ım
dist (x,∂D)↓0
(u(x), v(x)) = (∞,∞),


−∆u ≥ λαu¯+ βv¯ − af(·, u¯)u¯
−∆v¯ ≥ δu¯+ λγv¯ − bg(·, v¯)v¯ en D,
l´ım
dist (x,∂D)↓0
(u¯(x), v¯(x)) = (∞,∞),
y
(u, v) ≤ (u¯, v¯) en D.
Entonces, (2.1.8) posee una solucio´n (u, v), u, v ∈ C2+µ(D), tal que
(u, v) ≤ (u, v) ≤ (u¯, v¯).
Demostracio´n. A continuacio´n, para n ≥ 1 suficientemente grande, digamos n ≥ n0, consid-
eramos
Dn := {x ∈ D : dist (x, ∂D) > 1/n} .
El entero n0 ≥ 1 deberı´a ser elegido de forma que ∂Dn herede la regularidad de ∂D. Por el
Teorema 2.6, para cada n ≥ n0 el problema

−∆u = λαu+ βv − af(·, u)u
−∆v = δu+ λγv − bg(·, v)v
en Dn,
(u, v) = (u+u¯
2
, v+v¯
2
) en ∂Dn,
(2.3.3)
tiene una solucio´n (un, vn) ∈ C2+µ(D¯n)× C2+µ(D¯n) tal que
(u|
Dn
, v|
Dn
) ≤ (un, vn) ≤ (u¯|Dn , v¯|Dn ) en Dn.
Debido a estas estimaciones, podemos extraer una subsucesio´n {(unm, vnm)}m≥1 tal que
l´ım
m→∞
‖(unm, vnm)− (u0, v0)‖C2+µ(D¯n0 )×C2+µ(D¯n0 ) = 0
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para alguna solucio´n
(u0, v0) ∈ C2+µ(D¯n0)× C2+µ(D¯n0)
de (2.3.3) en n = n0. Ahora, consideramos una nueva sucesio´n {(unm, vnm)|Dn0+1}m≥1. Razo-
nando de la misma manera tendremos la existencia de una subsucesio´n de
{(unm, vnm)|Dn0+1}m≥1,
que llamaremos de nuevo por nm, tal que, para algu´na solucio´n
(u1, v1) ∈ C2+µ(D¯n0+1)× C2+µ(D¯n0+1)
de (2.3.3) en n = n0 + 1, uno tiene que
l´ım
m→∞
‖(unm, vnm)− (u1, v1)‖C2+µ(D¯n0+1)×C2+µ(D¯n0+1) = 0.
Necesariamente,
(u1, v1)|Dn0 = (u0, v0)
por construccio´n. Iterando este esquema, resulta aparente que el lı´mite puntual de la sucesio´n
diagonal nos proporciona una solucio´n de (2.1.8) que cumpla los requerimientos establecidos.
Esto concluye la demostracio´n.
El siguiente resultado va a ser utilizado a lo largo de este capı´tulo y el siguiente.
Lema 2.9 Supongamos que f, g satisfacen (B3), h1, h2 ∈ C2+µ(∂D) satisfacen
(h1, h2) ≥ (0, 0),
y (u¯, v¯) ∈ C2+µ(D¯)× C2+µ(D¯) es una supersolucio´n de (2.3.2) con u¯ > 0 y v¯ > 0. Entonces,
u¯≫ 0 y v¯ ≫ 0
en D. En particular, cualquier solucio´n (u, v) de (2.3.2) con u > 0 y v > 0 satisface que
u≫ 0 y v ≫ 0.
Adema´s,
σ [A(−λα + af(·, u¯),−λγ + bg(·, v¯)), D] ≥ 0,
y, para cada κ > 1, el par (κu¯, κv¯) tambie´n sera´ una supersolucio´n de (2.3.2). Si, adema´s,
(h1, h2) = (0, 0) y (u¯, v¯) resuelve (2.3.2), entonces
σ [A(−λα + af(·, u¯),−λγ + bg(·, v¯)), D] = 0. (2.3.4)
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Demostracio´n. Puesto que estamos asumiendo que u¯ > 0 y v¯ > 0 en D,
A(−λα+ af(·, u¯),−λγ + bg(·, v¯))
(
u¯
v¯
)
≥
(
0
0
)
en D,
y
(u¯, v¯) ≥ (h1, h2) ≥ (0, 0) en ∂D.
Dos situaciones diferentes pueden ocurrir. Supongamos que (u¯, v¯) es una supersolucio´n estricta.
Entonces, de acuerdo con el Teorema 1.2,
u¯≫ 0, v¯ ≫ 0,
y
σ [A(−λα + af(·, u¯),−λγ + bg(·, v¯)), D] > 0. (2.3.5)
Si (u¯, v¯) no es una supersolucio´n estricta, entonces (u¯, v¯) resuelve (2.3.2) y las mismas conclu-
siones pueden ser obtenidas si (h1, h2) > 0. Por lo que, suponemos que h1 = h2 = 0 y (u¯, v¯)
resuelve (2.3.2). Entonces, por la unicidad del auto-par principal, obtendremos que
σ [A(−λα + af(·, u¯),−λγ + bg(·, v¯)), D] = 0.
Adema´s, u¯≫ 0 y v¯ ≫ 0. Finalmente, sea κ > 1. Entonces,
κu¯|∂D ≥ u¯|∂D ≥ h1, κv¯|∂D ≥ v¯|∂D ≥ h2
y, en D, tenemos que
−∆(κu¯) ≥ λακu¯+ βκv¯ − af(·, u¯)κu¯ ≥ λακu¯+ βκv¯ − af(·, κu¯)κu¯,
−∆(κv¯) ≥ δκu¯+ λγκv¯ − bg(·, v¯)κv¯ ≥ δκu¯+ λγκv¯ − bg(·, κv¯)κv¯,
ya que, debido a (B3),
f(·, κu¯) > f(·, u¯) y g(·, κv¯) > g(·, v¯)
para todo κ > 1.
Por el Lema 2.9, cualquier solucio´n de (2.3.2) no-negativa y distinta de cero debe ser fuerte-
mente positiva (estado de coexistencia). Adema´s, el siguiente resultado establece que (2.3.2)
no puede admitir ninguna solucio´n semi-trivial positiva (solucio´n positiva (u, v) con u = 0, o
v = 0).
Lema 2.10 Supongamos que f, g satisfacen (B3), h1, h2 ∈ C2+µ(∂D) satisfacen
(h1, h2) ≥ (0, 0),
y (u, v) > (0, 0), u, v ∈ C2+µ(D¯), resuelve (2.3.2). Entonces,
u≫ 0 y v ≫ 0.
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Demostracio´n. Supongamos, por ejemplo, u = 0. Entonces, gracias a (2.3.2) obtendremos que
v = 0 en la regio´n abierta donde β > 0 y, puesto que
−∆v = λγv − bg(·, v)v en D, v = h2 ≥ 0 en ∂D,
necesariamente
v = 0 en D.
De hecho, si v > 0 en D, entonces, v es una supersolucio´n positiva de−∆−λγ+bg(·, v) en D,
y, por tanto, por el Teorema 1.2, v ≫ 0, lo que es imposible, para v = 0 en β > 0. De manera
que,
u = v = 0 si u = 0.
Similarmente,
u = v = 0 si v = 0,
puesto que estamos asumiendo que δ > 0. Por lo tanto,
u > 0 y v > 0, si (u, v) > (0, 0).
Para finalizar la demostracio´n aplicaremos directamente el Lema 2.9.
El siguiente resultado sera´ pivotal a trave´s del restante ana´lisis matema´tico.
Teorema 2.11 Supongamos que f, g satisfacen (B3), (2.3.2) posee una supersolucio´n (u¯, v¯)
con
u¯ > 0 y v¯ > 0,
h1, h2 ∈ C2+µ(∂D) satisfacen
h1 ≥ 0, h2 ≥ 0,
y
Σ[λ,D] := σ [A(−λα,−λγ), D] < 0 si h1 = h2 = 0. (2.3.6)
Entonces, (2.3.2) tiene un u´nico estado de coexistencia. Adema´s, si lo denotamos por
θ[λ,D,h], con h := (h1, h2),
entonces para cualquier subsolucio´n positiva (resp. supersolucio´n) (u, v) (resp. (u¯, v¯)) de
(2.3.2) tal que
(u, v) > (0, 0) (resp. u¯ > 0 y v¯ > 0),
uno tiene que
(u, v) ≤ θ[λ,D,h] (resp. θ[λ,D,h] ≤ (u¯, v¯)).
Adema´s, cuando u0 > 0 y v0 > 0, se obtiene lo siguiente
l´ım
t↑∞
‖ (u[λ,D,h](·, t; u0, v0), v[λ,D,h](·, t; u0, v0))− θ[λ,D,h]‖C(D¯)×C(D¯) = 0, (2.3.7)
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donde (u[λ,D,h](x, t; u0, v0), v[λ,D,h](x, t; u0, v0)) representa la u´nica solucio´n de

∂u
∂t
−∆u = λαu+ βv − af(·, u)u
∂v
∂t
−∆v = δu+ λγv − bg(·, v)v en D × (0,∞),
(u, v) = h = (h1, h2) en ∂D × (0,∞),
(u(·, 0), v(·, 0)) = (u0, v0) en D.
(2.3.8)
Por otra parte, si f, g satisfacen (B3), h1 = h2 = 0 y Σ[λ,D] ≥ 0, entonces (2.3.2) no puede
admitir una subsolucio´n positiva y
l´ım
t↑∞
‖ (u[λ,D,0](·, t; u0, v0), v[λ,D,0](·, t; u0, v0)) ‖C(D¯)×C(D¯) = 0. (2.3.9)
Demostracio´n. Supongamos que
h = (h1, h2) > (0, 0).
Entonces,
(u, v) := (0, 0)
es una subsolucio´n estricta de (2.3.2), y, por eso,
[(0, 0), (u¯, v¯)]
nos proporciona con un par ordenado de sub-supersoluciones. Por lo que, gracias al Teore-
ma 2.6, (2.3.2) posee una solucio´n (u, v) tal que
0 ≤ u ≤ u¯ y 0 ≤ v ≤ v¯.
Puesto que estamos asumiendo que h > (0, 0), necesariamente (u, v) > (0, 0) y, por lo tanto,
debido al Lema 2.10,
u≫ 0 y v ≫ 0.
Ahora, supongamos que
h = (0, 0).
Entonces, por (2.3.6),
Σ[λ,D] := σ [A(−λα,−λγ), D] < 0.
Denotamos (ϕ, ψ) como la autofuncio´n principal asociada con Σ[λ,D]. Entonces,
ϕ≫ 0, ψ ≫ 0,
y para un ε > 0 suficientemente pequen˜o, la funcio´n
(u, v) := (εϕ, εψ)
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sera´ una subsolucio´n positiva estricta de (2.3.2). De hecho,
(εϕ, εψ)|∂D = (0, 0),
y, en D, 
 −∆(εϕ)− λαεϕ− εβψ = εΣ[λ,D]ϕ < −af(·, εϕ)εϕ−∆(εψ)− εδϕ− λγεψ = εΣ[λ,D]ϕ < −bg(·, εψ)εψ
para un ε > 0 suficientemente pequen˜o, porque,
Σ[λ,D] < 0, l´ım
ε↓0
‖af(·, εϕ)‖C(D¯) = 0 y l´ım
ε↓0
‖bg(·, εψ)‖C(D¯) = 0.
A continuacio´n, fijamos uno de estos valores de ε. Por construccio´n,
u = εϕ≫ 0 y v = εψ ≫ 0
Adema´s, por el Lema 2.9,
u¯≫ 0, v¯ ≫ 0,
y
(κu¯, κv¯)
es una supersolucio´n de (2.3.2) para cada κ > 1. Sea κ > 1 tal que
εϕ < κu¯ y εψ < κv¯
Entonces,
[(εϕ, εψ), (κu¯, κv¯)]
nos proporciona con un par ordenado de sub-super soluciones de (2.3.2) y, por tanto, gracias al
Teorema 2.6, (2.3.2) posee una solucio´n (u, v) tal que
εϕ < u ≤ κu¯ y εψ < v ≤ κv¯.
Sen˜alar que, de acuerdo con el Lema 2.9,
u≫ 0 y v ≫ 0.
Esto concluye la demostracio´n de la existencia de un estado de coexistencia.
Para la demostracio´n de la unicidad procederemos por contradiccio´n. Supongamos que
(2.3.2) tiene dos estados de coexistencia
(u1, v1) 6= (u2, v2).
El ana´lisis realizado con anterioridad nos muestra que existen ε > 0, κ > 1, y una subsolucio´n
estricta
(u, v) ∈ {(0, 0), (εϕ, εψ)},
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tal que
u < mı´n{u1, u2} < ma´x{u1, u2} ≤ κu¯, v < mı´n{v1, v2} < ma´x{v1, v2} ≤ κv¯.
Denotamos mediante
(u∗, v∗) y (u∗, v∗)
los estados de coexistencia minimal y maximal de (2.3.2) en [(u, v), (κu¯, κv¯)]. Necesariamente,
u < u∗ ≤ mı´n{u1, u2} < ma´x{u1, u2} ≤ u∗ ≤ κu¯,
v < v∗ ≤ mı´n{v1, v2} < ma´x{v1, v2} ≤ v∗ ≤ κv¯,
y, por lo tanto, (2.3.2) tiene dos estados de coexistencia ordenados, ya que
u∗ < u
∗ y v∗ < v∗.
Ponemos
w1 := u
∗ − u∗ > 0, w2 := v∗ − v∗ > 0.
Entonces , 

(−∆− λα + V1)w1 − βw2 = 0
(−∆− λγ + V2)w2 − δw1 = 0
en D,
(w1, w2) = (0, 0) en ∂D,
(2.3.10)
donde V1 y V2 esta´n dados mediante las expresiones
V1 := a
∫ 1
0
∂f
∂u
(·, tu∗ + (1− t)u∗)(tu∗ + (1− t)u∗) dt+ a
∫ 1
0
f(·, tu∗ + (1− t)u∗) dt,
V2 := b
∫ 1
0
∂g
∂v
(·, tv∗ + (1− t)v∗)(tv∗ + (1− t)v∗) dt+ b
∫ 1
0
g(·, tv∗ + (1− t)v∗) dt.
Por el Lema 2.10,
(u∗, v∗)≫ (0, 0), y (u∗, v∗)≫ (0, 0).
De manera que, (B3) y (2.3.1) implican que
V1 > a
∫ 1
0
f(·, tu∗ + (1− t)u∗) dt ≥ af(·, u∗),
V2 > b
∫ 1
0
g(·, tv∗ + (1− t)v∗) dt ≥ bg(·, v∗),
ya que u∗ > u∗ y v∗ > v∗. Por lo tanto, combinando el Lema 2.9 con la monotonı´a del autovalor
principal con respecto del potencial, Proposicio´n 1.3(a), obtenemos que
σ [A(−λα+ V1,−λγ + V2), D] > σ [A(−λα+ af(·, u∗),−λγ + bg(·, v∗)), D] = 0.
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Por otro lado, por (2.3.10),
(w1, w2)≫ (0, 0)
sera´ la autofuncio´n deA(−λα+V1,−λγ+V2) asociada con el autovalor 0, y, por consiguiente,
σ [A(−λα + V1,−λγ + V2), D] = 0;
con lo que obtenemos una contradiccio´n con la que finalizamos la demostracio´n de la unicidad.
A continuacio´n, denotamos por
θ[λ,D,h], con h := (h1, h2),
el u´nico estado de coexistencia de (2.3.2). Sea (u, v) una subsolucio´n de (2.3.2) con (u, v) >
(0, 0). Entonces, puesto que
u < κu¯, y v < κv¯,
para κ > 1 suficientemente grande, (2.3.2) tiene una estado de coexistencia en
[(u, v), (κu¯, κv¯)],
por el Teorema 2.6. Por la unicidad,
(u, v) ≤ θ[λ,D,h] ≤ κ(u¯, v¯),
y, en particular,
(u, v) ≤ θ[λ,D,h].
Sea (u¯, v¯) una supersolucio´n de (2.3.2) con u¯ > 0 y v¯ > 0. Por el Lema 2.9, u¯ ≫ 0 y v¯ ≫ 0.
Supongamos que h > (0, 0). Entonces, (u, v) = (0, 0) sera´ una subsolucio´n estricta de (2.3.2)
y, debido al Teorema 2.3.2, (2.3.2) tiene un estado de coexistencia (u, v) dentro [(0, 0), (u¯, v¯)].
Ası´ que, por la unicidad, obtenemos que
θ[λ,D,h] ≤ (u¯, v¯). (2.3.11)
Supongamos que h = (0, 0). Entonces, Σ[λ,D] < 0 y, para ε > 0 suficientemente pequen˜o,
(u, v) := (εϕ, εψ)
sera´ una subsolucio´n estricta de (2.3.2). De manera que, si ε es elegido tal que
εϕ < u¯ y εψ < v¯,
por el Teorema 2.6, (2.3.2) admite un estado de coexistencia (u, v) incluı´do en [(εϕ, εψ), (u¯, v¯)].
Por lo tanto, por la unicidad, (2.3.11) es obtenida tambie´n.
El resto de la demostracio´n esta´ basada en la siguiente versio´n para sistemas cooperativos
de un teorema muy celebre de Sattinger [61]. Los detalles te´cnicos de su demostracio´n son
omitidos en esta Memoria (cf. Amann [7] y su lista de referencias para adicional detalles).
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Proposicio´n 2.12 Para cada h1, h2 ∈ C2+µ(∂D) y u0, v0 ∈ C(Ω¯), denotamos por
w[λ,D,h](x, t; u0, v0) := (u[λ,D,h](x, t; u0, v0), v[λ,D,h](x, t; u0, v0)), h := (h1, h2),
la u´nica solucio´n de (2.3.8). Entonces, h = (h1, h2) ≤ h˜ = (h˜1, h˜2), (u0, v0) ≤ (u˜0, v˜0) y
(u˜0 − u0, v˜0 − v0) + h˜− h > (0, 0) implican que
w[λ,D,h](x, t; u0, v0)≪ w[λ,D,h˜](x, t; u˜0, v˜0), t > 0.
Adema´s, si (u0, v0) es una subsolucio´n estricta de (2.3.2), entonces
w[λ,D,h](x, t; u0, v0)≫ w[λ,D,h](x, s; u0, v0), t > s > 0,
mientras que si (u0, v0) es una supersolucio´n estricta de (2.3.2), entonces
w[λ,D,h](x, t; u0, v0)≪ w[λ,D,h](x, s; u0, v0), t > s > 0.
Por otro lado, si (u0, v0) es una subsolucio´n estricta (resp. supersolucio´n) de (2.3.2) y la solu-
cio´n
w[λ,D,h](x, t; u0, v0)
es acotada por arriba (resp. por abajo), entonces
l´ım
t↑∞
w[λ,D,h](x, t; u0, v0)
esta´ bien definido y sera´ una solucio´n de (2.3.2).
A continuacio´n, probaremos (2.3.7). Puesto que
(u0, v0) > (0, 0),
de la Proposicio´n 2.12 obtenemos que
w[λ,D,h](·, t; u0, v0) := (u[λ,D,h](·, t; u0, v0), v[λ,D,h](·, t; u0, v0))≫ (0, 0).
De manera que, existen ε > 0, κ > 1, y una subsolucio´n estricta
(u, v) ∈ {(0, 0), (εϕ, εψ)}
tal que
(0, 0) ≤ (u, v) < w[λ,D,h](·, 1; u0, v0)≪ (κu¯, κv¯).
Por lo tanto, gracias de nuevo a la Proposicio´n 2.12, obtenemos que
w[λ,D,h](·, t; u, v)≪ w[λ,D,h](·, t;w[λ,D,h](·, 1; u0, v0))
= w[λ,D,h](·, t+ 1; u0, v0)
≪ w[λ,D,h](·, t; κu¯, κv¯)
(2.3.12)
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para cada t > 1. Adema´s,
t 7→ w[λ,D,h](·, t; u, v),
es creciente, y
t 7→ w[λ,D,h](·, t; κu¯, κv¯),
es decreciente. Ası´ que, ambas soluciones convergen cuando t ↑ ∞ a alguna solucio´n de (2.3.2).
En realidad, estos lı´mites deben ser estados de coexistencia de (2.3.2) y, por consiguiente, por la
unicidad, deben aproximarse a θ[λ,D,h]. Por lo tanto, pasando al lı´mite cuando t ↑ ∞ en (2.3.12)
obtendremos (2.3.7).
Finalmente, supongamos que
h1 = h2 = 0 y Σ[λ,D] := σ [A(−λα,−λγ), D] ≥ 0. (2.3.13)
Afirmamos que (2.3.2) no puede admitir una subsolucio´n positiva; en particular, no puede ad-
mitir un estado de coexistencia. Probaremos esto por un razonamiento de contradiccio´n.
Supongamos que (2.3.2) posee una subsolucio´n positiva
(u, v) > (0, 0).
Por el Lema 2.9,
(u¯, v¯)≫ (0, 0),
y, para cada κ > 1, (κu¯, κv¯) es una supersolucio´n positiva de (2.3.2). Sea κ > 1 tal que
u < κu¯ y v < κv¯.
Por el Teorema 2.3.2, (2.3.2) posee una solucio´n (u, v) en [(u, v), (κu¯, κv¯)]. De acuerdo con el
Lema 2.10,
(u, v)≫ (0, 0).
Adema´s,
0 = σ [A(−λα + af(·, u),−λγ + bg(·, v)), D] .
Como (u, v)≫ (0, 0), debido a (B3) y (2.3.1) tendremos que
af(·, u) > 0 y bg(·, v) > 0, en D.
De manera que, por la monotonı´a del autovalor principal con respecto del potencial, Proposi-
cio´n 1.3(a),
0 = σ [A(−λα+ af(·, u),−λγ + bg(·, v)), D] > σ [A(−λα,−λγ), D] = Σ[λ,D],
lo que contradice (2.3.13). Por lo tanto, (2.3.2) no puede admitir una subsolucio´n positiva.
Finalmente, para probar (2.3.9), consideramos κ > 1 tal que
(0, 0)≪ w[λ,D,h](·, 1; u0, v0) < (κu¯, κv¯).
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Entonces, de acuerdo con la Proposicio´n 2.12, tendremos que, para cualquier t > 0,
w[λ,D,h](·, t+ 1; u0, v0)≪ w[λ,D,h](·, t; κu¯, κv¯)
Como (κu¯, κv¯) es una supersolucio´n de (2.3.2), por la Proposicio´n 2.12,
t 7→ w[λ,D,h](·, t; κu¯, κv¯)
es decreciente aproxima´ndose a una solucio´n no-negativa de (2.3.2); necesariamente (0, 0), ya
que sabemos que (2.3.2) no puede admitir un estado de coexistencia. Esto concluye la de-
mostracio´n.
Finalizamos esta seccio´n con la siguiente comparacio´n fuerte.
Lema 2.13 Supongamos que f, g satisfacen (B3), (2.3.2) posee una supersolucio´n (u¯, v¯) con
u¯ > 0 y v¯ > 0,
y h1, h2 ∈ C2+µ(∂D) satisfacen
h := (h1, h2) ≥ (0, 0)
y (2.3.6). Entonces, para cualquier subsolucio´n positiva estricta (resp. supersolucio´n) (u, v)
(resp. (u¯, v¯)) de (2.3.2), uno tiene que
(u, v)≪ θ[λ,D,h]
(resp. θ[λ,D,h] ≪ (u¯, v¯)), donde θ[λ,D,h] representa el u´nico estado de coexistencia de (2.3.2).
Demostracio´n. Por el Teorema 2.11,
(u, v) ≤ θ[λ,D,h],
aunque, en realidad,
(u, v) < θ[λ,D,h],
puesto que (u, v) no es una solucio´n de (2.3.2). Por eso,
w = (w1, w2) := θ[λ,D,h] − (u, v) > (0, 0).
Ahora, razonando como en la demostracio´n de la unicidad del Teorema 2.11, obtendremos que

(−∆− λα + V1)w1 − βw2 = 0
(−∆− λγ + V2)w2 − δw1 = 0
en D,
(w1, w2) ≥ (0, 0) en ∂D,
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donde, poniendo
θ[λ,D,h] = (θ1, θ2),
V1 y V2 sera´n los potenciales definidos mediante
V1 := a
∫ 1
0
∂f
∂u
(·, tθ1 + (1− t)u)(tθ1 + (1− t)u) dt+ a
∫ 1
0
f(·, tθ1 + (1− t)u) dt,
V2 := b
∫ 1
0
∂g
∂v
(·, tθ2 + (1− t)v)(tθ2 + (1− t)v) dt+ b
∫ 1
0
g(·, tθ2 + (1− t)v) dt.
A continuacio´n, distinguimos dos situaciones distintas. Si
w|∂D > (0, 0),
entonces
w > (0, 0)
sera´ una supersolucio´n positiva estricta deA(−λα+V1,−λγ+V2) bajo condiciones de frontera
Dirichlet homoge´neas, y por tanto, debido al Teorema 1.2,
w ≫ (0, 0), en D.
Por consiguiente,
(u, v)≪ θ[λ,D,h].
Si
w|∂D = (0, 0),
entonces
(w1, w2) > (0, 0)
es una autofuncio´n principal asociada con
σ [A(−λα+ V1,−λγ + V2), D] = 0
y, por el Teorema de Krein-Rutman, (w1, w2)≫ (0, 0). Esto concluye la demostracio´n.
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En esta seccio´n analizamos la dina´mica de

∂u
∂t
−∆u = λα(x)u+ β(x)v − a(x)f(x, u)u
∂v
∂t
−∆v = δ(x)u+ λγ(x)v − b(x)g(x, v)v
en D × (0,∞),
(u, v) = (M,N) en ∂D × (0,∞),
(u(·, 0), v(·, 0)) = (u0, v0) > (0, 0) en D,
(2.4.1)
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donde M,N ∈ [0,∞) son constantes, D es un subdominio suave de Ω tal que
D ⊂ Ω+ (2.4.2)
y f, g satisfacen (B3-4). Nuestro principal resultado establece que la dina´mica de (2.4.1) esta´
regulada por su estado de coexistencia maximal, i.e., por la solucio´n maximal no-negativa de

−∆u = λαu+ βv − a(x)f(x, u)u
−∆v = δu+ λγv − b(x)g(x, v)v
en D,
(u, v) = (M,N) en ∂D.
(2.4.3)
En realidad, para cada (M,N) > (0, 0), (2.4.3) posee un u´nico estado de coexistencia, denotado
por θ[λ,D,M,N ], el cual es un atractor global para las soluciones de (2.4.1). Adema´s, satisface
l´ım
(M,N)↓(0,0)
θ[λ,D,M,N ] = (0, 0)
si Σ[λ,D] ≥ 0 (ver (2.1.3)), mientras que
θ[λ,D,0,0] := l´ım
(M,N)↓(0,0)
θ[λ,D,M,N ]
es el u´nico estado de coexistencia de (2.4.3) para (M,N) = (0, 0) si Σ[λ,D] < 0.
Analizar (2.4.1) cuando D¯ ⊂ Ω+ es sustancialmente ma´s sencilla que estudiar el problema
general cuando D ⊂ Ω+, porque en este u´ltimo caso los coeficientes a(x) y b(x) podrı´an
anularse sobre ∂D y, por consiguiente, las constantes positivas grandes no sera´n supersoluciones
como en el primer caso. Dicho lo cual, las dos primeras subsecciones estara´n dedicadas al
estudio del caso ma´s simple cuando D¯ ⊂ Ω+.
Por otro lado, en la Subseccio´n 2.4.3 obtendremos cotas a priori universales para el caso
general, el cual nos permitira´ obtener la existencia de una solucio´n positiva minimal y una
maximal del problema singular

−∆u = λαu+ βv − a(x)f(x, u)u
−∆v = δu+ λγv − b(x)g(x, v)v
en D,
(u, v) = (∞,∞) en ∂D.
(2.4.4)
A partir de estas cotas a priori resulta aparente que
θ[λ,D,∞,∞] := l´ım
M,N↑∞
θ[λ,D,M,N ]
es una solucio´n positiva minimal de (2.4.4).
Finalmente, la Subseccio´n 2.4.4 tratara´ con el caso general cuando la condicio´n (2.4.2) es
satisfecha. La siguiente consecuencia de los Lemas 2.9 y 2.10 sera´ utilizada a lo largo de esta
seccio´n.
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Lema 2.14 Supongamos que f, g satisfacen (B3), M,N ∈ [0,∞), y (u, v) > (0, 0), u, v ∈
C2+µ(D¯), es una solucio´n de (2.4.3). Entonces,
u≫ 0, v ≫ 0,
y
σ [A(−λα + af(·, u),−λγ + bg(·, v)), D] > 0 (2.4.5)
si (M,N) > (0, 0), mientras, en el caso en que M = N = 0,
σ [A(−λα + af(·, u),−λγ + bg(·, v)), D] = 0. (2.4.6)
Adema´s, en el caso en que M = N = ∞, cualquier solucio´n (u, v) > (0, 0), u, v ∈ C2+µ(D),
de (2.4.4) satisface que u(x) > 0 y v(x) > 0 para todo x ∈ D.
Demostracio´n. El hecho que (u, v) ≫ (0, 0) para cualquier solucio´n positiva de (2.4.3) con
M,N ∈ [0,∞) es una consecuencia del Lema 2.9. La condicio´n (2.4.5) se obtiene del Teorema
1.2 y (2.4.6) es una consecuencia de (2.3.4).
Ahora, supongamos que M = N = ∞. Entonces, (u, v) es una supersolucio´n positiva
estricta de A(−λα + af(·, u),−λγ + bg(·, v)) en algu´n subdominio de la forma
Dn := {x ∈ D : dist(x, ∂D) > 1/n} (2.4.7)
para un n sufficientemente grande, y, por eso, la demostracio´n de (2.3.5) del Lema 2.9 nos
muestra que
(u, v)≫ (0, 0) en Dn,
lo que concluye la demostracio´n.
A lo largo de este capı´tulo, para cualquier h ∈ C(D¯) denotaremos
hL,D¯ := mı´n
D¯
h, hU,D¯ := ma´x
D¯
h. (2.4.8)
2.4.1 Caso M = N = 0 y D¯ ⊂ Ω+
El siguiente resultado caracteriza la dina´mica de (2.4.1) en este caso especial. Proviene esen-
cialmente de Molina-Meyer [54], [53].
Teorema 2.15 Supongamos que f, g satisfacen (B3-4), D¯ ⊂ Ω+, y M = N = 0. Entonces,(2.4.3) tiene un estado de coexistencia sı´, y so´lo si
Σ[λ,D] < 0.
Adema´s, es u´nico, si existe y lo denotamos por θ[λ,D,0,0], ası´ como
w[λ,D,0,0](x, t; u0, v0) :=
(
u[λ,D,0,0](x, t; u0, v0), v[λ,D,0,0](x, t; u0, v0)
)
la u´nica solucio´n de (2.4.1). Entonces,
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(a) l´ımt↑∞ w[λ,D,0,0](·, t; u0, v0) = (0, 0) en C(D¯)× C(D¯) si Σ[λ,D] ≥ 0.
(b) l´ımt↑∞ w[λ,D,0,0](·, t; u0, v0) = θ[λ,D,0,0] en C(D¯)× C(D¯) si Σ[λ,D] < 0.
Demostracio´n. Es una consecuencia directa del Teorema 2.11, ya que (C,C) sera´ una super-
solucio´n positiva de (2.4.3) para cualquier constante positiva suficientemente grande C > 0. De
hecho, puesto que D¯ ⊂ Ω+, tenemos que
aL,D¯ > 0 y bL,D¯ > 0.
Adema´s, por (2.1.4),
l´ım
C↑∞
f(·, C) = l´ım
C↑∞
g(·, C) =∞ uniformemente en D¯.
De esta manera, existe C0 > 0 tal que, para cada C ≥ C0,
0 ≥ λα + β − af(·, C) y 0 ≥ δ + λγ − bg(·, C).
El Teorema 2.11 concluye la demostracio´n.
El siguiente resultado nos proporciona la estructura del conjunto de estados de coexistencia
de (2.4.3). En lo sucesivo, λ∗(D) representa el u´nico valor de λ para el cual
Σ[λ∗(D), D] = 0,
(ver (2.1.3)). Por (B1),
Σ[λ,D] > 0 si λ < λ∗(D),
mientras
Σ[λ,D] < 0 si λ > λ∗(D),
(cf. [48]).
Teorema 2.16 Supongamos que f, g satisfacen (B3-4), D¯ ⊂ Ω+, y M = N = 0. Entonces, la
aplicacio´n
(λ∗(D),∞) θ−→ C(D¯)× C(D¯)
λ 7→ θ(λ) := θ[λ,D,0,0] (2.4.9)
es de clase C1. Adema´s, θ(λ) ≫ θ(µ) si λ > µ > λ∗(D), y θ(λ) bifurca desde (λ, u, v) =
(λ, 0, 0) en λ = λ∗(D), i.e.,
l´ım
λ↓λ∗(D)
θ(λ) = (0, 0). (2.4.10)
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Demostracio´n. Cuando M = N = 0, las soluciones de (2.4.3) son los ceros del operador
no-lineal
F : R× C0(D¯)× C0(D¯) −→ C0(D¯)× C0(D¯)
definido por
F(λ, u, v) :=
(
u
v
)
− (−∆)−1
(
λαu+ βv − af(·, u)u
δu+ λγv − bg(·, v)v
)
donde (−∆)−1 representa el inverso de −∆ en D bajo condiciones de frontera Dirichlet homo-
geneas; F es de clase C1 y, por regularidad elı´ptica, F(λ, ·, ·) es una perturbacio´n compacta de
la identidad para cada λ ∈ R. Adema´s,
F(λ, 0, 0) = (0, 0)
para todo λ ∈ R y, por (B3),
D(u,v)F(λ, 0, 0)
(
u
v
)
=
(
u
v
)
− (−∆)−1
(
λαu+ βv
δu+ λγv
)
, λ ∈ R, u, v ∈ C0(D¯).
Por otro lado, denotamos
L(λ) := D(u,v)F(λ, 0, 0), λ ∈ R
Obviamente, L(λ) es Fredholm de ı´ndice cero y analı´tico real en λ, por ser una perturbacio´n
compacta de la identidad de tipo lineal con respecto a λ. Adema´s, por regularidad elı´ptica, λ0
sera´ un valor singular de L(λ) sı´, y so´lo si existe (u, v) 6= (0, 0) tal que

−∆u = λ0αu+ βv
−∆v = δu+ λ0γv
en D,
(u, v) = (0, 0) en ∂D.
(2.4.11)
De esta manera, λ0 := λ∗(D) es un valor singular de L(λ) y asociado con e´l existe una u´nica
solucio´n (ϕ, ψ)≫ (0, 0) de (2.4.11), salvo constante multiplicativa. Ponemos
L0 := L(λ
∗(D)) y L1 :=
dL
dλ
(λ∗(D)).
Entonces, como fue discutido en [48],
N [L0] = span
[(
ϕ
ψ
)]
,
y la siguiente condicio´n de transversalidad es obtenida
L1
(
ϕ
ψ
)
6∈ R[L0] (2.4.12)
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(ver Crandall y Rabinowitz [15], [16]). De hecho, supongamos
L1
(
ϕ
ψ
)
= −(−∆)−1
(
αϕ
γψ
)
∈ R[L0].
Entonces, existe u, v ∈ C0(D¯) tal que(
u− (−∆)−1(λ0αu+ βv)
v − (−∆)−1(δu+ λ0γv)
)
= −(−∆)−1
(
αϕ
γψ
)
.
Por regularidad elı´ptica, u, v ∈ C2+µ0 (D¯) y
A(−λ0α,−λ0γ)
(
u
v
)
= −
(
αϕ
γψ
)
(ver (2.1.2)). Combinando la versio´n del teorema de Krein-Rutman dada en Amann [6] con los
resultados de positividad de [48], existen ϕ∗, ψ∗ ∈ C2+µ0 (D¯), ϕ∗ ≫ 0, ψ∗ ≫ 0, tal que
N [A∗(−λ0α,−λ0γ)] = span
[(
ϕ∗
ψ∗
)]
,
donde
A∗(−λα,−λγ) :=

 −∆− λα −δ
−β −∆− λγ

 , λ ∈ R,
es el adjunto en L2(D)× L2(D) de A(−λα,−λγ). De esta manera,
−
∫
D
(αϕϕ∗ + γψψ∗) =
〈
A(−λ0α,−λ0γ)
(
u
v
)
,
(
ϕ∗
ψ∗
)〉
L2(D)×L2(D)
=
〈(
u
v
)
,A∗(−λ0α,−λ0γ)
(
ϕ∗
ψ∗
)〉
L2(D)×L2(D)
= 0,
lo que es imposible, porque
αϕϕ∗ + γψψ∗ > 0.
Por lo tanto, la condicio´n (2.4.12) es obtenida. Por consiguiente, de acuerdo con el principal
teorema de Crandall y Rabinowitz [15], (λ, u, v) = (λ∗(D), 0, 0) es un punto de bifurcacio´n
desde (λ, u, v) = (λ, 0, 0) a una curva suave de estados de coexistencia de (2.4.3), ya que
ϕ ≫ 0 y ψ ≫ 0. Por la unicidad del estado de coexistence del Teorema 2.15, la condicio´n
(2.4.10) es obtenida.
Sea (λ, u, v) = (λ0, u0, v0) un estado de coexistencia de (2.4.3). Entonces,
F(λ0, u0, v0) = (0, 0)
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y, debido al Lemma 2.14, (u0, v0)≫ (0, 0) y
0 = σ [A(−λ0α + af(·, u0),−λ0γ + bg(·, v0)), D] . (2.4.13)
Derivando F con respecto a (u, v), tenemos que, para cada u, v ∈ C0(D¯),
D(u,v)F(λ0, u0, v0)
(
u
v
)
=
(
u
v
)
− (−∆)−1
(
λ0αu+ βv − a∂f∂u(·, u0)u0u− af(·, u0)u
δu+ λ0γv − b∂g∂v (·, v0)v0v − bg(·, v0)v
)
y, en particular, D(u,v)F(λ0, u0, v0) es un operador Fredholm de ı´ndice cero, puesto que es una
perturbacio´n compacta de la aplicacio´n identidad. Adema´s, es un isomorfismo topolo´gico, por
ser injectivo. De hecho, sea u, v ∈ C0(D¯) tal que
0 = u− (−∆)−1
(
λ0αu+ βv − a∂f
∂u
(·, u0)u0u− af(·, u0)u
)
,
0 = v − (−∆)−1
(
δu+ λ0γv − b∂g
∂v
(·, v0)v0v − bg(·, v0)v
)
.
Entonces, por regularidad elı´ptica, u, v ∈ C2+µ0 (D¯) y, sobre todo D, tenemos que
0 =
(
−∆− λ0α + a∂f
∂u
(·, u0)u0 + af(·, u0)
)
u− βv,
0 =
(
−∆− λ0γ + b∂g
∂v
(·, v0)v0 + bg(·, v0)
)
v − δu.
(2.4.14)
Por otro lado, debido a la monotonı´a del autovalor principal con respecto al potencial, Proposi-
cio´n 1.3(a), tenemos que gracias a (2.4.13) y (B3)
σ
[
A
(
−λ0α+a∂f
∂u
(·, u0)u0+af(·, u0),−λ0γ+b∂g
∂v
(·, v0)v0+bg(·, v0)
)
, D
]
> 0
y, por eso, (2.4.14) implica que (u, v) = (0, 0). Por lo tanto, D(u,v)F(λ0, u0, v0) es un iso-
morfismo lineal topolo´gico, y la unicidad de la solucio´n positiva, como una consecuencia del
Teorema 2.15, combinada con el Teorema de la Funcio´n Implı´cita nos muestra la regularidad de
(2.4.9). Finalmente, derivando F(λ, θ(λ)) = (0, 0), Σ[λ,D] < 0, con respecto a λ y poniendo
θ(λ) = (uλ, vλ) y
Aλ := A
(
−λα+a∂f
∂u
(·, uλ)uλ+af(·, uλ),−λγ+b∂g
∂v
(·, vλ)vλ+bg(·, vλ)
)
,
obtenemos que
Aλ dθ
dλ
(λ) =
(
α
γ
)
θ(λ)
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y, por consiguiente, de acuerdo con el Teorema 1.2,
dθ
dλ
(λ) = A−1λ
(
α
γ
)
θ(λ)≫ (0, 0)
puesto que σ[Aλ, D] > 0, lo que finaliza la demostracio´n. Sen˜alar que si λ > µ > λ∗(D),
entonces θ(µ) es una subsolucio´n estricta de (2.4.3) y, por lo tanto, θ(µ) ≪ θ(λ) gracias al
Lema 2.13.
De acuerdo con el Teorema 2.15,
l´ım
t↑∞
w[λ,D,0,0](·, t; u0, v0)) = (0, 0) si λ ≤ λ∗(D),
mientras que
l´ım
t↑∞
w[λ,D,0,0](·, t; u0, v0)) = θ(λ) si λ > λ∗(D),
en total armonı´a con el principio de intercambio de estabilidad de Crandall y Rabinowitz [16].
Resumiendo, el Teorema 2.16 prueba que existe un u´nico punto de bifurcacio´n desde el cual una
componente de estados de coexistencia emana desde la rama de soluciones triviales (λ, u, v) =
(λ, 0, 0) en λ = λ∗(D), denotada por C. El te´rmino componente se refiere a un subconjunto
maximal cerrado y conexo, maximal en el sentido que no es un subconjunto propio de algu´n
otro subconjunto cerrado y conexo del conjunto de soluciones no-triviales de (2.4.3) con M =
N = 0.
2.4.2 Caso en que (M,N) > (0, 0) y D¯ ⊂ Ω+
Ası´ como se hizo para el contexto establecido para el Teorema 2.15, existe C0 > 0 tal que
(C,C) es una supersolucio´n de (2.4.3) para todo C ≥ C0. Por lo que, como una consecuencia
directa del Teorema 2.11, obtendremos el siguiente resultado.
Teorema 2.17 Supongamos que f, g satisfacen (B3-4), D¯ ⊂ Ω+, y (M,N) > (0, 0). Entonces,
(2.4.3) posee un u´nico estado de coexistencia, denotado por
θ[λ,D,M,N ], para cada λ ∈ R.
Adema´s,
l´ım
t↑∞
w[λ,D,M,N ](·, t; u0, v0) = θ[λ,D,M,N ] (2.4.15)
en C(D¯)× C(D¯), donde w[λ,D,M,N ] := (u, v) representa la u´nica solucio´n de (2.4.1).
Adema´s, como una consecuencia directa del Lema 2.13, se obtiene el siguiente resultado de
comparacio´n.
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Lema 2.18 Supongamos que f, g satisfacen (B3-4), D¯ ⊂ Ω+, y (M,N) > (0, 0). Sea
(u, v) > (0, 0) (resp. (u¯, v¯) > (0, 0), con u¯ > 0 y v¯ > 0)
una subsolucio´n estricta (resp. supersolucio´n) de (2.4.3). Entonces,
(u, v)≪ θ[λ,D,M,N ], (resp. θ[λ,D,M,N ] ≪ (u¯, v¯)).
Por consiguiente, (0, 0) < (M1, N1) ≤ (M2, N2), λ1 ≤ λ2, y M2−M1+N2−N1+λ2−λ1 > 0
implican que
θ[λ1,D,M1,N1] ≪ θ[λ2,D,M2,N2].
Adema´s, para cada λ > λ∗(D),
θ[λ,D,0,0] ≪ θ[λ,D,M,N ].
Como consecuencia del Lema 2.18, el lı´mite puntual
θ[λ,D,∞,∞] := l´ım
M,N↑∞
θ[λ,D,M,N ] en D (2.4.16)
esta´ bien definido, aunque podrı´a ser infinito en alguna parte dentro de D. En la siguiente
subseccio´n veremos que, bajo la condicio´n (B5), el lı´mite puntual (2.4.16) es en realidad la
solucio´n minimal positiva de (2.4.4). El siguiente resultado muestra la estabilidad estructural
de (2.4.1) bajo pequen˜as perturbaciones de M,N ∈ [0,∞) desde M = N = 0.
Proposicio´n 2.19 Supongamos que f, g satisfacen (B3-4) y D¯ ⊂ Ω+. Entonces,
l´ım
(M,N)↓(0,0)
θ[λ,D,M,N ] =
{
0 , si λ ≤ λ∗(D),
θ[λ,D,0,0], si λ > λ∗(D).
Demostracio´n. Por el Lema 2.18, el lı´mite puntual
Θ := l´ım
(M,N)↓(0,0)
θ[λ,D,M,N ]
esta´ bien definido. Adema´s, Θ es una solucio´n cla´sica de (2.4.3) para M = N = 0. Necesaria-
mente, Θ ≥ (0, 0). De esta manera, de acuerdo con el Teorema 2.15,
Θ = (0, 0) si λ ≤ λ∗(D).
Ahora, suponemos que λ > λ∗(D). Entonces, por el Lema 2.18,
θ[λ,D,0,0] ≤ Θ
y, por lo tanto, por la unicidad del estado de coexistencia, Θ = θ[λ,D,0,0], lo que concluye la
demostracio´n.
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2.4.3 Caso M = N =∞ y D¯ ⊂ Ω+
El siguiente resultado muestra que el lı´mite puntual (2.4.16) esta´ bien definido en D suponien-
do (B5). En realidad, la existencia de la solucio´n larga minimal, denotada por Lmin[λ,D] para el
problema singular (2.4.4), resulta aparente.
Proposicio´n 2.20 Supongamos que f, g satisfacen (B3-5), M = N =∞ y D¯ ⊂ Ω+. Entonces,
para cada λ ∈ R, el lı´mite (2.4.16) esta´ bien definido y nos proporciona una solucio´n minimal
positiva de (2.4.4) en D. Dicho de otra manera,
Lmin[λ,D] = l´ım
M,N↑∞
θ[λ,D,M,N ]
(
= θ[λ,D,∞,∞]
)
.
Demostracio´n. A lo largo de la demostracio´n la notacio´n establecida en (2.4.8) va a ser utiliza-
da. Sea (u, v) una solucio´n positiva arbitraria de (2.1.6). Entonces, por (B4-B5),
−∆u = λαu+ βv − af(·, u)u ≤ ma´x{λ, 0}αU,D¯u+ βU,D¯v − aL,D¯F (u)u
≤ ma´x{λ, 0}ma´x{αU,D¯, γU,D¯}u+ma´x{βU,D¯, δU,D¯}v −mı´n{aL,D¯, bL,D¯}F (u)u.
Similarmente,
−∆v ≤ ma´x{λ, 0}ma´x{αU,D¯, γU,D¯}v +ma´x{βU,D¯, δU,D¯}u−mı´n{aL,D¯, bL,D¯}F (v)v.
Por lo tanto, (u, v) sera´ una subsolucio´n del sistema
 −∆u = ma´x{λ, 0}Γu+ χv −ΥF (u)u−∆v = ma´x{λ, 0}Γv + χu−ΥF (v)v (2.4.17)
en D, donde hemos denotado
Γ := ma´x
{
αU,D¯, γU,D¯
}
, χ := ma´x
{
βU,D¯, δU,D¯
}
, Υ := mı´n
{
aL,D¯, bL,D¯
}
.
Por el Teorema 2.17, para cada P > 0 y λ ∈ R, (2.4.17) tiene una u´nica solucio´n (u, v) en D
tal que
(u, v) = (P, P ) en ∂D.
Debido a la unicidad, la simetrı´a del problema implica que u = v = ΘP , donde ΘP es la u´nica
solucio´n positiva de
−∆u = (ma´x{λ, 0}Γ + χ)u−ΥF (u)u en D, u|∂D = P. (2.4.18)
Por consiguiente, de acuerdo con el Lema 2.18, para cada M > 0 y N > 0, tendremos que
θ[λ,D,M,N ] ≤ (ΘP ,ΘP ), P ≥ ma´x{M,N}.
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De esta manera, debido a los resultados obtenidos para una u´nica ecuacio´n (ver [39], [46]),
tendremos que
θ[λ,D,M,N ] ≪ (Θ∞,Θ∞), (2.4.19)
donde Θ∞ representa la solucio´n larga minimal de
−∆u = (ma´x{λ, 0}Γ + χ)u−ΥF (u)u
en D. Debido a (2.4.19), a trave´s de un argumento standard de compacidad cuyos detalles
te´cnicos omitimos aquı´, resulta aparente que (2.4.16) es de hecho una solucio´n positiva de
(2.4.4).
Para finalizar la demostracio´n debemos probar la minimalidad de Lmin[λ,D]. Sea L una solu-
cio´n de (2.4.4) y, para n ≥ 1 suficientemente grande, denotamos como Dn al conjunto abierto
definido mediante (2.4.7). Para cada M > 0 y N > 0, existen P > 0, Q > 0 y n ≥ 1 tal que
θ[λ,D,M,N ] ≤ (P,Q) ≤ L en D \ D¯n. (2.4.20)
Por el Lema 2.18, la estimacio´n (2.4.20) implica
θ[λ,D,M,N ] ≤ θ[λ,Dn,P,Q] ≤ L en Dn
y, por eso,
θ[λ,D,M,N ] ≤ L en D.
Por lo tanto, pasando al lı´mite cuando M,N ↑ ∞, obtendremos
θ[λ,D,∞,∞] ≤ L,
lo que concluye la demostracio´n.
2.4.4 Caso general cuando M,N ∈ (0,∞] y D ⊂ Ω+
El siguiente resultado extiende el Teorema 2.17 cubriendo el caso general cuando D ⊂ Ω+. En
este caso, a(x) y b(x) podrı´an anularse en alguna porcio´n de ∂D.
Teorema 2.21 Supongamos que f, g satisfacen (B3-4), D ⊂ Ω+, y (M,N) > (0, 0). En-
tonces, para cada λ ∈ R, (2.4.3) tiene un u´nico estado de coexistencia, denotado por θ[λ,D,M,N ].
Adema´s, (2.4.15) es obtenido.
Demostracio´n. A continuacio´n, para n ≥ n0 suficientemente grande, consideramos los
subdominios Dn definidos mediante (2.4.7). Entonces, para cada n ≥ n0,
D¯n ⊂ Dn+1 ⊂ D ⊂ Ω+, D =
∞⋃
n=n0
Dn, (2.4.21)
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y
aL,D¯n := mı´n
D¯n
a > 0, bL,D¯n := mı´n
D¯n
b > 0. (2.4.22)
Como D¯n ⊂ Ω+, para cada M,N ∈ [0,∞) con M +N > 0, el Teorema 2.17 nos dice que


−∆u = λαu+ βv − af(·, u)u
−∆v = δu+ λγv − bg(·, v)v
en Dn,
(u, v) = (M,N) en ∂Dn,
posee un u´nico estado de coexistencia. Lo denotaremos por
θ[λ,Dn,M,N ], n ≥ n0.
Por la Proposicio´n 2.20, para cada n ≥ n0, el lı´mite puntual
θ[λ,Dn,∞,∞] := l´ım
M,N↑∞
θ[λ,Dn,M,N ]
es finito en Dn, e igual a la solucio´n minimal positiva del problema singular


−∆u = λαu+ βv − af(·, u)u
−∆v = δu+ λγv − bg(·, v)v
en Dn,
(u, v) = (∞,∞) en ∂Dn.
Adema´s, de acuerdo con el Lema 2.18, para cada λ ∈ R, n ≥ n0 y m ≥ 1, tenemos que
θ[λ,Dn+m,M,N ] ≪ θ[λ,Dn+m,∞,∞] ≪ θ[λ,Dn,∞,∞] en Dn. (2.4.23)
De esta manera, debido a (2.4.21), para cualquier subconjunto compacto dado K ⊂ D existe
una constante C(K) > (0, 0) y un nK ∈ N tal que, para cada (M,N) > (0, 0) y n ≥ nK ,
θ[λ,Dn,M,N ] ≤ C(K) en K . (2.4.24)
Desde (2.4.24), y por un procedimiento diagonal standard, uno puede fa´cilmente concluir la
existencia de un estado de coexistencia para (2.4.3), igualmente denotado por θ[λ,D,M,N ]. Puesto
que la solucio´n positiva θ[λ,D,M,N ] nos proporciona por ella misma con un supersolucio´n de
(2.4.3), las restantes afirmaciones del teorema pueden ser obtenidas directamente del Teore-
ma 2.11.
Adema´s, por el Lema 2.13, la siguiente contraparte del Lema 2.18 es obtenida.
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Lema 2.22 Supongamos que f , g satisfacen (B3-4), D ⊂ Ω+ y (M,N) > (0, 0). Sea
(u, v) > (0, 0) (resp. (u¯, v¯) > (0, 0) con u¯ > 0 y v¯ > 0)
una subsolucio´n estricta (resp. supersolucio´n) de (2.4.3). Entonces,
(u, v)≪ θ[λ,D,M,N ], (resp. θ[λ,D,M,N ] ≪ (u¯, v¯))).
Por consiguiente, (0, 0) < (M1, N1) ≤ (M2, N2), λ1 ≤ λ2, y
M2 −M1 +N2 −N1 + λ2 − λ1 > 0
implican que
θ[λ1,D,M1,N1] ≪ θ[λ2,D,M2,N2].
Ahora, estamos en disposicio´n de probar el principal resultado de existencia para el proble-
ma singular (2.4.4) en el caso general cuando D ⊂ Ω+. El Teorema 2.1 sera´ una consecuencia
directa de este tomando D = Ω+.
Teorema 2.23 Supongamos que f , g satisfacen (B3-5), D ⊂ Ω+ y (M,N) > (0, 0). Entonces,
(2.4.4) tiene una solucio´n positiva minimal y una maximal, denotadas por
Lmin[λ,D] y L
max
[λ,D];
en el sentido que cualquier otra solucio´n positiva L de (2.4.4) satisface
Lmin[λ,D] ≤ L ≤ Lmax[λ,D].
Adema´s,
Lmin[λ,D] = θ[λ,D,∞,∞] := l´ım
M,N↑∞
θ[λ,D,M,N ] (2.4.25)
y
Lmax[λ,D] = l´ım
n↑∞
θ[λ,Dn,∞,∞] = l´ım
n↑∞
Lmin[λ,Dn] (2.4.26)
donde Dn, n ≥ 1, es el subdominio de D definido mediante (2.4.7).
Demostracio´n. Por el Lema 2.22, el lı´mite puntual (2.4.25) estara´ bien definido.
A continuacio´n, mostraremos que adema´s es finito. Tomamos x0 ∈ D y R > 0 tal que
B¯R(x0) ⊂ D ⊂ Ω+,
y ponemos
(PM , QN) := ma´x
∂BR(x0)
θ[λ,D,M,N ], (M,N) > (0, 0).
De acuerdo con el Lema 2.22,
θ[λ,D,M,N ] ≪ θ[λ,BR(x0),PM+1,QN+1] en BR(x0)
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y, por lo tanto, tendremos que
θ[λ,D,M,N ] ≪ θ[λ,BR(x0),∞,∞] en BR(x0),
para cada (M,N) > (0, 0). Como este argumento es va´lido para cada x0 ∈ D y, debido a la
Proposicio´n 2.20, el lı´mite puntual θ[λ,BR(x0),∞,∞] es finito en BR(x0), para cualquier subcon-
junto compacto dado K ⊂ D debe existir una constante C(K) > (0, 0) tal que
θ[λ,D,M,N ] ≤ C(K) in K, (M,N) > (0, 0).
Esto nos muestra que el lı´mite puntual (2.4.25) es finito en D. Adema´s, combinando la mono-
tonı´a de esas sucesiones con la regularidad elı´ptica, resulta aparente que θ[λ,D,∞,∞] es una solu-
cio´n positiva de (2.4.4). En realidad, es la solucio´n minimal positiva, puesto que si L es una
solucio´n positiva de (2.4.4), entonces, para cada (M,N) > (0, 0), existen
(C1, C2) > (0, 0) y n ∈ N
tal que,
θ[λ,D,M,N ] ≤ (C1, C2) ≤ L en D \Dn . (2.4.27)
Por el Lema 2.18, (2.4.27) implica que
θ[λ,D,M,N ] ≤ θ[λ,Dn,C1,C2] ≤ L en Dn,
y, por lo tanto,
θ[λ,D,M,N ] ≤ L
en todo D. Por consiguiente, pasando al lı´mite cuando M,N ↑ ∞ tendremos que, de hecho
θ[λ,D,∞,∞] ≤ L,
por lo que podemos concluir la demostracio´n de la minimalidad de θ[λ,D,∞,∞].
Similarmente, por (2.4.23) y (2.4.24), el lı´mite puntual (2.4.26) esta´ bien definido en D y
nos porporciona con una solucio´n positiva de (2.4.4). Sea L una solucio´n positiva de (2.4.4).
Entonces, para cada n ≥ n0, existe
(M,N) > (0, 0)
tal que L|Dn sera´ una subsolucio´n positiva de (2.4.3) y, por lo tanto, gracias al Lema 2.18,
L ≤ θ[λ,Dn,M,N ] ≤ θ[λ,Dn,∞,∞] en Dn .
Pasando al lı´mite cuando n ↑ ∞ obtendremos
L ≤ Lmax[λ,D].
Esto concluye la demostracio´n.
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2.5 Demostraciones de los Teoremas 2.1, 2.2 y 2.3
El Teorema 2.1 es una consecuencia directa del Teorema 2.23.
En realidad, de acuerdo con el Teorema 2.23,
Lmin[λ,Ω+] = l´ımM,N↑∞
θ[λ,Ω+,M,N ] para cada λ ∈ R, (2.5.1)
donde θ[λ,Ω+,M,N ] representa la u´nica solucio´n positiva de (2.2.1) en D = Ω+. Adema´s,
Lmax[λ,Ω+] = l´ımn↑∞
Lmin[λ,Ωn+] (2.5.2)
donde, para cualquier n ∈ N suficientemente grande,
Ωn+ := { x ∈ Ω+ : dist (x, ∂Ω+) > 1/n } .
A continuacio´n, caracterizaremos la existencia de los estados de coexistencia para el Teorema
2.3.
2.5.1 Caracterizacio´n de la existencia de los estados de coexistencia para
el Teorema 2.3
Caracterizamos la existencia de las soluciones positivas de (2.1.5). Sea (u, v) una solucio´n
positiva de (2.1.5). Entonces, por el Lema 2.9,
(u, v)≫ (0, 0)
y
σ [A(−λα + af(·, u),−λγ + bg(·, v)),Ω] = 0. (2.5.3)
De esta manera,
af(·, u) > 0 y bg(·, v) > 0, en Ω,
y, por eso, debido a la Proposicio´n 1.3(a), (2.5.3) implica
0 = σ [A(−λα+ af(·, u),−λγ + bg(·, v)),Ω] > σ [A(−λα,−λγ),Ω] = Σ[λ,Ω].
Adema´s, debido a la Proposicio´n 1.3(c),
0 = σ [A(−λα + af(·, u),−λγ + bg(·, v)),Ω]
< σ [A(−λα + af(·, u),−λγ + bg(·, v)),Ω0,1]
= σ [A(−λα,−λγ),Ω0,1] = Σ[λ,Ω0,1]
ya que a = b = 0 en Ω0,1. Por lo tanto, la condicio´n
Σ[λ,Ω] < 0 < Σ[λ,Ω0,1] (2.5.4)
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es de hecho un condicio´n necesaria para la existencia de un estado de coexistencia de (2.1.5).
Sen˜alar que (2.5.4) puede ser expresada de forma equivalente mediante le expresio´n
λ∗(Ω) < λ < λ∗(Ω0,1).
Sea λ de forma que satisfaga (2.5.4). De acuerdo con el Teorema 2.11, para probar la existencia
y la unicidad de un estado de coexistencia es suficiente construir una supersolucio´n positiva. La
construccio´n dada aquı´ se basa en Lo´pez-Go´mez [37], Fraile et al. [28] y Molina-Meyer [55].
Para cualquier j ∈ {1, 2} y δ > 0 suficientemente pequen˜o, consideramos los δ–entornos
abiertos
Ωδ,j := { x ∈ Ω : dist (x,Ω0,j) < δ } ,
los cuales son representados en la Figura 2.3; Ωδ,1 consta de Ω0,1, Γ1, y el conjunto de puntos
Ω
Ω
0 ,
2
Ω
Γ
Γ
Γ
1
2
δ,1
δ,2+
Figura 2.3: δ–entornos de Ωδ,1 y Ωδ,2.
x ∈ Ω+ tal que dist (x,Γ1) < δ. Similarmente, Ωδ,2 consta de Ω¯0,2 y el conjunto de x ∈ Ω+ con
dist (x,Γ2) < δ. Por la dependencia continua con respecto de los dominios,
l´ım
δ↓0
Σ [λ,Ωδ,j] = Σ[λ,Ω0,j ], j ∈ {1, 2},
(ver Molina-Meyer [55] y Amann [7]). Por lo tanto, para δ > 0 suficientemente pequen˜o,
Σ[λ,Ω] < 0 < Σ[λ,Ωδ,1] < Σ[λ,Ω0,1], Σ[λ,Ω] < Σ[λ,Ωδ,2] < Σ[λ,Ω0,2]. (2.5.5)
Fijando uno estos valores de δ, denotamos por
(ϕ
δ,j
, ψ
δ,j
)≫ (0, 0), j ∈ {1, 2},
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una autofuncio´n principal asociada con Σ[λ,Ωδ,j] —u´nica salvo constantes multiplicativas. En-
tonces,
A(−λα,−λγ)
(
ϕ
δ,j
ψ
δ,j
)
= Σ[λ,Ωδ,j ]
(
ϕ
δ,j
ψ
δ,j
)
en Ωδ,j, ϕδ,j = ψδ,j = 0 en ∂Ωδ,j ,
(ver (2.1.2), si es necesario). Ahora, consideramos
(Φ,Ψ) :=


(ϕ
δ,1
, ψ
δ,1
) en Ω¯ δ
2
,1
(ϕ
δ,2
, ψ
δ,2
) en Ω¯ δ
2
,2
(ϕ+ , ψ+) en Ω
δ
+ := Ω \
(
Ω¯ δ
2
,1 ∪ Ω¯ δ
2
,2
)
donde (ϕ+ , ψ+) es cualquier extensio´n suave, positiva y alejada de cero, de la funcio´n
(ϕ
δ,1
, ψ
δ,1
) ∨ (ϕ
δ,2
, ψ
δ,2
)
en
Ωδ+ = { x ∈ Ω+ : dist (x, ∂Ω+) > δ/2}.
Sen˜alar que (ϕ+ , ψ+) existe, puesto que (ϕδ,j , ψδ,j ) es positiva y alejada de cero en Ω+ ∩ ∂Ω δ
2
,j,
j ∈ {1, 2}. La Figura 2.4 muestra un perfil genuino de Φ y/o Ψ.
++
Figura 2.4: Perfil de los elementos de la supersolucio´n Φ,Ψ.
A continuacio´n, mostraremos que (u¯, v¯) := (κΦ, κΨ) es una supersolucio´n de (2.1.5) para
κ > 1 suficientemente grande. De hecho, por construccio´n,
(κΦ, κΨ) = (0, 0) en ∂Ω.
Adema´s, para cada j ∈ {1, 2},
A(−λα,−λγ)
(
κΦ
κΨ
)
≥ −
(
af(·, κΦ)κΦ
bg(·, κΨ)κΨ
)
en Ω δ
2
,j,
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sı´, y so´lo si,
Σ[λ,Ωδ,j ]
(
ϕ
δ,j
ψ
δ,j
)
≥ −
(
af(·, κϕ
δ,j
)ϕ
δ,j
bg(·, κψ
δ,j
)ψ
δ,j
)
en Ω δ
2
,j,
que sera´ cierto para cada κ > 0, ya que
Σ[λ,Ωδ,j ] > 0 ≥ −af(·, κϕδ,j ) y Σ[λ,Ωδ,j] > 0 ≥ −bg(·, κψδ,j ) en Ωδ,j.
Sen˜alar que, debido a (B2) y (2.5.5), para cada λ < λ∗(Ω0,1) tendremos que
Σ[λ,Ω0,1] > 0 y Σ[λ,Ω0,2] > 0.
Finalmente, diremos que
A(−λα,−λγ)
(
κΦ
κΨ
)
≥ −
(
af(·, κΦ)κΦ
bg(·, κΨ)κΨ
)
en Ωδ+
sı´, y so´lo si, en todo Ωδ+, tenemos que
−∆ϕ+−λαϕ+−βψ+
ϕ+
≥−af(·, κϕ+),
−∆ψ+−λγψ+−δϕ+
ψ+
≥−bg(·, κψ+),
lo cual obtendremos que es cierto para κ > 1 suficientemente grande, por (2.1.4), y puesto que
a, b, ϕ+ y ψ+ son positivos y alejados de cero en Ω¯δ+ ⊂ Ω. Por lo tanto, (κΦ, κΨ) sera´ una
supersolucio´n de (2.1.5) para κ > 1 suficientemente grande. Por consiguiente, por el Teore-
ma 2.11, (2.1.5) posee una solucio´n positiva sı´, y so´lo si, (2.5.4) es satisfecha. La denotaremos
por
θ(λ) := θ[λ,Ω,0,0] = θ[λ,Ω].
2.5.2 Monotonı´a y comportamiento blow-up de θ(λ) en Ω0,1 cuando λ ↑
λ∗(Ω0,1)
La demostracio´n del Teorema 2.16 puede ser adaptada mutatis mutandis para probar que
λ 7→ θ(λ)
es suave y creciente, en el sentido que
θ(λ)≪ θ(µ) si λ∗(Ω) < λ < µ < λ∗(Ω0,1),
y que
l´ım
λ↓λ∗(Ω)
θ(λ) = (0, 0).
El principal objetivo de esta subseccio´n sera´ mostrar que
l´ım
λ↑λ∗(Ω0,1)
θ(λ) = (∞,∞) uniformemente en subconjuntos compactos de Ω0,1. (2.5.6)
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Sea (ϕ0,1 , ψ0,1)≫ (0, 0) una autofuncio´n principal asociada con
Σ[λ∗(Ω0,1),Ω0,1] = σ[A(−λ∗(Ω0,1)α,−λ∗(Ω0,1)γ),Ω0,1] = 0.
Tomamos λ1 ∈ (λ∗(Ω), λ∗(Ω0,1)). Entonces, ya que θ(λ1)≫ (0, 0), existe η > 0 tal que
θ(λ) ≥ θ(λ1) > η
(
ϕ0,1
ψ0,1
)
en Ω0,1 para cada λ ∈ [λ1, λ∗(Ω0,1)).
Por otro lado, derivando con respecto a λ la realizacio´n de (2.1.5) en
θ(λ) := (θ1(λ), θ2(λ))
y reorganizando te´rminos, obtendremos que

(−∆+a∂f
∂u
(·, θ1(λ))θ1(λ)+af(·, θ1(λ))−λα
)
dθ1
dλ
(λ)− β dθ2
dλ
(λ)=αθ1(λ)(−∆+b∂g
∂v
(·, θ2(λ))θ2(λ)+bg(·, θ2(λ))−λγ
)
dθ2
dλ
(λ)− δ dθ1
dλ
(λ)=γθ2(λ)
en Ω,
(dθ1
dλ
(λ), dθ2
dλ
(λ)) = (0, 0) en ∂Ω.
De esta manera, como a = b = 0 en Ω0,1,

A(−λα,−λγ) dθ
dλ
(λ) =
(
αθ1(λ)
γθ2(λ)
)
> η
(αϕ0,1
γψ0,1
)
en Ω0,1,
dθ
dλ
(λ) > (0, 0) en ∂Ω0,1.
Adema´s, Σ[λ,Ω0,1] > 0, ya que λ < λ∗(Ω0,1). Entonces, el Teorema 1.2 implica
dθ
dλ
(λ) > Ψ(λ) en Ω0,1, ∀ λ ∈ [λ1, λ∗(Ω0,1)) , (2.5.7)
donde Ψ(λ) representa la u´nica solucio´n de

A(−λα,−λγ)Ψ(λ) = η(αϕ0,1
γψ0,1
)
en Ω0,1,
Ψ(λ) = (0, 0) en ∂Ω0,1.
(2.5.8)
Por construccio´n,
A(−λα,−λγ)
(
ϕ0,1
ψ0,1
)
= (λ∗(Ω0,1)− λ)
(
αϕ0,1
γψ0,1
)
y, por lo tanto, la u´nica solucio´n de (2.5.8) viene dada a trave´s de
Ψ(λ) =
η
λ∗(Ω0,1)− λ
(
ϕ0,1
ψ0,1
)
.
Por consiguiente, debido a (2.5.7), obtenemos que
l´ım
λ↑λ∗(Ω0,1)
dθ
dλ
(λ) = (∞,∞) uniformemente en subconjuntos compactos de Ω0,1,
lo que concluye la demostracio´n de (2.5.6). La finalizacio´n de la demostracio´n de (2.2.3) es
pospuesta hasta ma´s adelante.
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2.5.3 Problema auxiliar para la demostracio´n del Teorema 2.2
Para llevar a cabo la demostracio´n del Teorema 2.2 necesitaremos un resultado preliminar, el
cual sera´ el tema principal de esta subseccio´n. A continuacio´n, para (M,N) > (0, 0) dados,
consideramos el problema

−∆u = λαu+ βv − af(·, u)u
−∆v = δu+ λγv − bg(·, v)v
en D,
(u, v) = (M,N) en ∂D,
(2.5.9)
donde
D := Ω \ Ω¯0,1 = Ω+ ∪ Ω¯0,2 . (2.5.10)
Sen˜alar que ∂D = Γ1. Entonces el siguiente resultado es satisfecho.
Lema 2.24 El problema (2.5.9) posee un estado de coexistencia sı´, y so´lo si
Σ[λ,Ω0,2] > 0, i.e., λ < λ∗(Ω0,2).
Adema´s, es u´nico si existe y lo denotaremos por
θ[λ,D,M,N ],
entonces:
(a) 0≪ θ[λ1,D,M1,N1] ≪ θ[λ2,D,M2,N2] si
λ1 ≤ λ2 < λ∗(Ω0,2), (0, 0) < (M1, N1) ≤ (M2, N2)
y
λ2 − λ1 +M2 −M1 +N2 −N1 > 0.
(b) Si λ < λ∗(Ω0,2) y (u, v) (resp. (u¯, v¯)) es una subsolucio´n positiva estricta (resp. super-
solucio´n) de (2.5.9), entonces
(u, v)≪ θ[λ,D,M,N ] (resp. (u¯, v¯)≫ θ[λ,D,M,N ]).
(c) Si w[λ,D,M,N ] := (u, v) representa la u´nica solucio´n de

∂u
∂t
−∆u = λαu+ βv − af(·, u)u
∂v
∂t
−∆v = δu+ λγv − bg(·, v)v en D × (0,∞),
(u, v) = (M,N) en ∂D × (0,∞),
(u(·, 0), v(·, 0)) = (u0, v0) > (0, 0) en D,
(2.5.11)
entonces,
l´ım
t↑∞
w[λ,D,M,N ](·, t; u0, v0) = θ[λ,D,M,N ] en C(D¯)× C(D¯).
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Demostracio´n. A continuacio´n, para δ > 0 suficientemente pequen˜o, consideramos el δ–
entorno de Γ1
Γ1,δ := Γ1 +Bδ(0) = {x ∈ Ω : dist(x,Γ1) < δ }
y el δ–entorno abierto de D
Dδ := D ∪ Γ1,δ = {x ∈ Ω : dist(x,D) < δ};
δ > 0 debe ser elegido suficientemente pequen˜o de forma que ∂Dδ ⊂ Ω0,1 y
Σ[λ∗(Ω0,2),Γ1,δ] = σ [A(−λ∗(Ω0,2)α,−λ∗(Ω0,2)γ),Γ1,δ] > 0. (2.5.12)
Es fa´cil ver, por la Seccio´n 1.4 de esta Tesis, que
l´ım
δ↓0
σ [A(−λ∗(Ω0,2)α,−λ∗(Ω0,2)γ),Γ1,δ] =∞.
Sea (u, v) > (0, 0) una solucio´n de (2.5.9). Por el Lema 2.9,
(u, v)≫ (0, 0).
Adema´s, como (u, v) es una supersolucio´n positiva estricta de A(−λα + af(·, u),−λγ +
bg(·, v)) en D bajo condiciones de frontera Dirichlet homoge´neas y Ω¯0,2 ⊂ D, debido al Teore-
ma 1.2 y a la Proposicio´n 1.3 obtendremos que
0 < σ [A(−λα + af(·, u),−λγ + bg(·, v)), D]
< σ [A(−λα + af(·, u),−λγ + bg(·, v)),Ω0,2] = Σ[λ,Ω0,2],
porque a = b = 0 en Ω0,2. Por lo tanto,
λ < λ∗(Ω0,2)
es necesario para la existencia.
Supongamos que λ < λ∗(Ω0,2). Debido al Teorema 2.11 y al Lema 2.13, con el fin de com-
pletar la demostracio´n del Lema 2.24 sera´ suficiente construir una supersolucio´n positiva para
(2.5.9). Sea
(ϕ
1,δ
, ψ
1,δ
)≫ (0, 0)
una autofuncio´n principal asociada a Σ[λ,Γ1,δ]. Ahora, consideramos
Ωδ,2 := Ω0,2 +Bδ(0) = { x ∈ Ω : dist (x,Ω0,2) < δ }
y sea
(ϕδ,2, ψδ,2)≫ (0, 0)
una autofuncio´n principal asociada a Σ[λ,Ωδ,2]. Sen˜alar que
Σ[λ,Ωδ,2] < Σ[λ,Ω0,2].
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Adema´s,
l´ım
δ↓0
Σ[λ,Ωδ,2] = Σ[λ,Ω0,2].
De esta manera, δ > 0 puede hacerse tan pequen˜o como se quiera, si es necesario, de manera
que
0 < Σ[λ,Ωδ,2] < Σ[λ,Ω0,2]. (2.5.13)
Finalmente, sea (Φ,Ψ) la funcio´n definida por
(Φ,Ψ) :=


(
ϕ
1,δ
, ψ
1,δ
)
en Γ1, δ
2
,(
ϕ
δ,2
, ψ
δ,2
)
en Ω¯δ/2,2,(
ϕ+, ψ+
)
en Ωδ+ := {x ∈ Ω+ : dist(x, ∂Ω+) > δ/2},
donde (ϕ+ , ψ+) sea cualquier extensio´n suave y positiva, alejada de cero, de
(ϕ
1,δ
, ψ
1,δ
) ∨ (ϕ
δ,2
, ψ
δ,2
)
a Ωδ+. Para κ > 1 suficientemente grande, la funcio´n
(u¯, v¯) := (κΦ, κΨ)
sera´ una supersolucio´n positiva estricta de (2.5.9) en D. De hecho, por construccio´n,
(u¯, v¯)≫ (0, 0) y (κΦ, κΨ) > (M,N), en Γ1 = ∂D,
para κ > 1 suficientemente grande, ya que
mı´n
Γ1
ϕ1,δ > 0 y mı´n
Γ1
ψ1,δ > 0.
Adema´s, en el conjunto
{x ∈ Ω+ : dist (x,Γ1) ≤ δ/2},
tendremos que
−∆(κΦ) ≥ λακΦ+ βκΨ− af(·, κΦ)κΦ,
−∆(κΨ) ≥ λγκΨ+ δκΦ− bg(·, κΨ)κΨ, (2.5.14)
sı´, y so´lo si,
Σ[λ,Γ
1,δ
] ≥ −af(·, κϕ
1,δ
), Σ[λ,Γ
1,δ
] ≥ −bg(·, κψ
1,δ
),
lo cual sera´ cierto, porque, por (2.5.12),
Σ[λ,Γ1,δ] > 0,
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y, debido a las suposiciones sobre f y g,
0 ≥ −af(·, κϕ
1,δ
) y 0 ≥ −bg(·, κψ
1,δ
)
Similarmente, en Ω δ
2
,2, (2.5.14) es obtenida sı´, y so´lo si,
Σ[λ,Ω
δ,2
] ≥ −af(·, κϕ
2,δ
), Σ[λ,Ω
δ,2
] ≥ −bg(·, κψ
2,δ
),
lo cual es de hecho cierto, por (2.5.13). Finalmente, en Ωδ+, (2.5.14) es satisfecha sı´, y so´lo si,
−∆ϕ
−
− λαϕ
−
− βψ
−
ϕ
−
≥ −af(·, κϕ
−
),
−∆ψ
−
− λγψ
−
− δϕ
−
ψ
−
≥ −bg(·, κψ
−
),
algo que es obtenido eligiendo κ suficientemente grande. Esto concluye la demostracio´n.
2.5.4 Existencia de soluciones grandes en el Teorema 2.2
Supongamos λ < λ∗(Ω0,2). Entonces, por el Lema 2.24, el lı´mite puntual
θ[λ,D,∞,∞] := l´ım
M,N↑∞
θ[λ,D,M,N ] (2.5.15)
esta´ bien definido en D. Adema´s, es finito en todas partes. De hecho, sea
(P,Q) > (M,N)
un constante tal que
θ[λ,D,M,N ] < (P,Q) en ∂Ω+.
Entonces, la restriccio´n θ[λ,D,M,N ]|Ω+ sera´ una subsolucio´n positiva estricta de

−∆u = λαu+ βv − af(·, u)u
−∆v = δu+ λγv − bg(·, v)v
en Ω+,
(u, v) = (P,Q) en ∂Ω+.
De esta manera, por el Lema 2.22 y el Teorema 2.23,
θ[λ,D,M,N ] ≤ θ[λ,Ω+,P,Q] ≪ Lmin[λ,Ω+] en Ω+,
y, por lo tanto, pasando al lı´mite cuando M,N ↑ ∞, obtenomos que
θ[λ,D,∞,∞] ≤ Lmin[λ,Ω+] en Ω+. (2.5.16)
Por consiguiente, (2.5.15) es finito en Ω+. El que sea finito en Ω¯0,2 se desprende de la siguiente
contraparte del Lema 2.24.
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Lema 2.25 Supongamos que f, g satisfacen (B3-4), D := Ω\ Ω¯0,1, y, dado un n0 ∈ N suficien-
temente grande, sea
Dn := {x ∈ D : dist(x, ∂D) > 1/n}, n ≥ n0.
Para cualquier n ≥ n0 y (M,N) > (0, 0), consideramos el problema de valores de contorno{ −∆u = λαu+ βv − af(·, u)u
−∆v = δu+ λγv − bg(·, v)v en Dn,
(u, v) = (M,N) en ∂Dn.
(2.5.17)
Entonces, (2.5.17) posee una solucio´n positiva sı´, y so´lo si,
λ < λ∗(Ω0,2), i.e., Σ[λ,Ω0,2] > 0.
Adema´s, es u´nica si existe y la denotamos por
θ[λ,Dn,M,N ],
entonces, para cada n ≥ n0, las siguientes propiedades son satisfechas:
(a) 0≪ θ[λ1,Dn,M1,N1] ≪ θ[λ2,Dn,M2,N2] si
λ1 ≤ λ2 < λ∗(Ω0,2), (0, 0) < (M1, N1) ≤ (M2, N2),
y
λ2 − λ1 +M2 −M1 +N2 −N1 > 0.
(b) Si λ < λ∗(Ω0,2) y (u, v) (resp. (u¯, v¯)) es una subsolucio´n positiva estricta (resp. super-
solucio´n) de (2.5.17), entonces
(u, v)≪ θ[λ,Dn,M,N ] (resp. (u¯, v¯)≫ θ[λ,Dn,M,N ]).
(c) Si
w[λ,Dn,M,N ] := (u, v)
representa la u´nica solucio´n de


∂u
∂t
−∆u = λαu+ βv − af(·, u)u
∂v
∂t
−∆v = δu+ λγv − bg(·, v)v en D
n × (0,∞),
(u, v) = (M,N) en ∂Dn × (0,∞),
(u(·, 0), v(·, 0)) = (u0, v0) > (0, 0) en Dn,
entonces,
l´ım
t↑∞
w[λ,Dn,M,N ](·, t; u0, v0) = θ[λ,Dn,M,N ] en C(D¯)× C(D¯).
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La demostracio´n del Lema 2.25 sera´ ma´s sencilla que la realizada para el Lema 2.24, puesto que
ahora a y b permanecera´n positivos y alejados de cero en ∂Dn, lo cual simplifica la construccio´n
de la supersolucio´n (Φ,Ψ). Por consiguiente, los detalles te´cnicos son omitidos aquı´.
Ahora, fijamos n ≥ n0. Como ∂Dn es un subconjunto compacto de Ω+, por (2.5.16), existe
C(n) := (C1(n), C2(n)) > (0, 0),
tal que,
θ[λ,D,M,N ] ≤ C(n), en ∂Dn,
para cada (M,N) > (0, 0). Por consiguiente, debido al Lema 2.25,
θ[λ,D,M,N ] ≤ θ[λ,Dn,C1(n),C2(n)] en Dn
para cada (M,N) > (0, 0), y, por lo tanto, θ[λ,D,∞,∞] es finito en Dn. Como este argumento es
va´lido para cualquier n ≥ n0 y
D =
⋃
n≥n0
Dn,
necesariamente θ[λ,D,∞,∞] es finito en todo el dominio D. Claramente, este argumento puede
ser fa´cilmente adaptado para concluir que
θ[λ,Dn,∞,∞] := l´ım
M,N↑∞
θ[λ,Dn,M,N ] (2.5.18)
este´ bien definido y sea finito en Dn para cada n ≥ n0. Ahora, por un argumento standard, es
fa´cil ver que
θ[λ,D,∞,∞] ∈ C2+µ(D)× C2+µ(D)
sera´ una solucio´n positiva de

−∆u = λαu+ βv − af(·, u)u
−∆v = δu+ λγv − bg(·, v)v
en D,
(u, v) = (∞,∞) en ∂D.
(2.5.19)
Esto prueba que en realidad θ[λ,D,∞,∞] es la solucio´n positiva minimal de (2.5.19). De hecho,
sea L una solucio´n positiva de (2.5.19). Entonces, para cada (M,N) > (0, 0), existen
C := (C1, C2) > (0, 0) y n ≥ n0
tal que
θ[λ,D,M,N ] ≤ C ≤ L en D \ D¯n. (2.5.20)
Entonces, debido al Lema 2.25, (2.5.20) implica
θ[λ,D,M,N ] ≤ θ[λ,Dn,C1,C2] ≤ L en Dn,
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y, por consiguiente,
θ[λ,D,M,N ] ≤ L en D,
para todo (M,N) > (0, 0). Por lo tanto, pasando al lı´mite cuando M,N ↑ ∞ obtenemos
θ[λ,D,∞,∞] ≤ L,
lo cual nos muestra su minimalidad entre todas las soluciones grandes. Esto muestra la existen-
cia de Lmin[λ,D] en el Teorema 2.2. Similarmente, para cualquier n ≥ n0, el lı´mite puntual (2.5.18)
nos proporciona la solucio´n minimal positiva de

−∆u = λαu+ βv − af(·, u)u
−∆v = δu+ λγv − bg(·, v)v
en Dn,
(u, v) = (∞,∞) en ∂Dn,
al que de ahora en adelante denotaremos mediante Lmin[λ,Dn]. A continuacio´n, probaremos que
Lmax[λ,D] := l´ım
n↑∞
Lmin[λ,Dn] (2.5.21)
esta´ bien definido y que nos proporcionara´ una solucio´n maximal de (2.5.19). De hecho, para
cada (M,N) > (0, 0), n ≥ n0 y m ≥ 1, tenemos que
θ[λ,Dn+m,M,N ] ≤ θ[λ,Dn+m,∞,∞] ≤ θ[λ,Dn,∞,∞] en Dn.
De esta manera, para cada subconjunto compacto K ⊂ D existen
C(K) > (0, 0) y nK ∈ N
tal que
θ[λ,Dn,M,N ] ≤ C(K) en K
para cada (M,N) > (0, 0) y n ≥ nK , y, por eso,
Lmin[λ,Dn] = l´ım
M,N↑∞
θ[λ,Dn,M,N ] ≤ C(K) en K.
A partir de estas estimaciones a priori, por un proceso diagonal de compacidad, llegaremos a
que (2.5.21) es finito en D y que en realidad sera´ una solucio´n de (2.5.19). Para mostrar su
maximalidad entre todas las soluciones grandes, sea L un solucio´n positiva de (2.5.19). Para
cada n ≥ n0, existe
(M,N) > (0, 0),
tal que L|Dn sea una subsolucio´n positiva de (2.5.17) y, por lo tanto, gracias al Lema 2.25,
L ≤ θ[λ,Dn,M,N ] ≤ θ[λ,Dn,∞,∞] = Lmin[λ,Dn] en Dn.
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Por consiguiente, pasando al lı´mite cuando n ↑ ∞ llegamos a que
L ≤ Lmax[λ,D],
lo que concluye la demostracio´n de su maximalidad.
Para finalizar la demostracio´n de la existencia en Teorema 2.2 debemos probar que λ <
λ∗(Ω0,2) si (2.5.19) posee una solucio´n positiva. De hecho, sea L := (L1, L2) una solucio´n
positiva de (2.5.19) para algu´n λ ∈ R. Para cada n ≥ n0, L|Dn sera´ una supersolucio´n positiva
estricta de A (−λα + af(·, L1),−λγ + bg(·, L2)) in Dn bajo condiciones de frontera Dirichlet
homoge´neas y, por eso, de acuerdo con el Teorema 1.2,
σ [A (−λα + af(·, L1),−λγ + bg(·, L2)) , Dn] > 0.
Por lo tanto, puesto que Ω¯0,2 ⊂ Dn,
0 < σ [A (−λα + af(·, L1),−λγ + bg(·, L2)) , Dn]
< σ [A (−λα + af(·, L1),−λγ + bg(·, L2)) ,Ω0,2] = Σ[λ,Ω0,2],
porque a = b = 0 en Ω0,2. Por consiguiente, λ < λ∗(Ω0,2).
2.5.5 Comportamiento blow-up de Lmin[λ,D] en Ω0,2 cuando λ ↑ λ∗(Ω0,2)
Esta subseccio´n prueba que
l´ım
λ↑λ∗(Ω0,2)
Lmin[λ,D] = (∞,∞) uniformemente en subconjuntos compactos de Ω0,2 . (2.5.22)
Esta propiedad se desprende del siguiente lema, el cual extiende los resultados de las Secciones
2.5.1, 2.5.2, para cubrir el caso cuando Ω es intercambiado por D = Ω \ Ω¯0,1.
Lema 2.26 Consideramos el problema{ −∆u = λαu+ βv − af(·, u)u
−∆v = δu+ λγv − bg(·, v)v en D,
(u, v) = (0, 0) en ∂D,
(2.5.23)
con D = Ω \ Ω¯0,1. Entonces, (2.5.23) posee una solucio´n positiva sı´, y so´lo si,
Σ[λ,D] < 0 < Σ[λ,Ω0,2], (2.5.24)
i.e, λ∗(D) < λ < λ∗(Ω0,2). Adema´s, es u´nica si existe y la denotamos mediate
θ[λ,D],
entonces la aplicacio´n
(λ∗(D), λ∗(Ω0,2))
θ−→ C(Ω¯)× C(Ω¯)
λ 7→ θ(λ) := θ[λ,D] (2.5.25)
es creciente puntualmente y de clase C1. Por otro lado,
l´ım
λ↑λ∗(Ω0,2)
θ[λ,D] = (∞,∞) uniformemente en subconjuntos compactos de Ω0,2 . (2.5.26)
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Demostracio´n. Supongamos que (u, v) > (0, 0) resuelve (2.5.23). Por el Lema 2.9, (u, v) ≫
(0, 0) y
σ [A (−λα + af(·, u),−λα+ bg(·, v)) , D] = 0.
De esta manera, puesto que a = b = 0 en Ω0,2, llegamos a que
Σ[λ,D] < σ [A (−λα + af(·, u)− λα + bg(·, v)) , D] = 0
< σ [A (−λα + af(·, u),−λα+ bg(·, v)) ,Ω0,2] = Σ[λ,Ω0,2],
y, por eso, (2.5.24) es una condicio´n necesaria para la existencia de una solucio´n positiva. A la
inversa, supongamos que
λ ∈ (λ∗(D), λ∗(Ω0,2)).
Entonces, por el Lema 2.24, el problema

−∆u = λαu+ βv − af(·, u)u
−∆v = δu+ λγv − bg(·, v)v
en D,
(u, v) = (1, 1) en ∂D,
posee una u´nica solucio´n positiva, que hemos denotado por
(θ[λ,D,1,1].
Claramente, θ[λ,D,1,1] es una supersolucio´n positiva de (2.5.23) y, por consiguiente, debido al
Teorema 2.11 y al Lema 2.13, (2.5.23) tiene una u´nica solucio´n positiva. La regularidad de la
aplicacio´n (2.5.25) se obtiene adaptando mutatis mutandis la demostracio´n para la regularidad
de (2.4.9). Por lo que, la omitiremos. La prueba de (2.5.26) puede ser obtenida adaptando la
demostracio´n de (2.5.6). Sea
(ϕ0,2 , ψ0,2)≫ (0, 0)
una autofuncio´n principal asociada con
Σ[λ∗(Ω0,2),Ω0,2] = σ[A(−λ∗(Ω0,2)α,−λ∗(Ω0,2)γ),Ω0,2] = 0
y tomamos
λ2 ∈ (λ∗(D), λ∗(Ω0,2)) .
Entonces, puesto que
θ(λ2)≫ (0, 0),
existe η > 0 tal que, para cada λ ∈ [λ2, λ∗(Ω0,2)),
θ(λ) ≥ θ(λ2) > η
(
ϕ0,2
ψ0,2
)
en Ω0,2.
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Por otro lado, derivando con respecto a λ la realizacio´n de (2.5.23) particularizada en
θ(λ) := (θ1(λ), θ2(λ))
y reorganizando te´rminos llegamos a que

(−∆+a∂f
∂u
(·, θ1(λ))θ1(λ)+af(·, θ1(λ))−λα
)
dθ1
dλ
(λ)− β dθ2
dλ
(λ)=αθ1(λ)(−∆+b∂g
∂v
(·, θ2(λ))θ2(λ)+bg(·, θ2(λ))−λγ
)
dθ2
dλ
(λ)− δ dθ1
dλ
(λ)=γθ2(λ)
en D,
(dθ1
dλ
(λ), dθ2
dλ
(λ)) = (0, 0) en ∂D.
De esta manera, como a = b = 0 en Ω0,2, obtenemos

A(−λα,−λγ) dθ
dλ
(λ) =
(
αθ1(λ)
γθ2(λ)
)
> η
(αϕ0,2
γψ0,2
)
en Ω0,2,
dθ
dλ
(λ) > (0, 0) en ∂Ω0,2,
Adema´s, Σ[λ,Ω0,2] > 0, ya que λ < λ∗(Ω0,2), y, por eso, de acuerdo con el Teorema 1.2,
dθ
dλ
(λ) > Ψ(λ) en Ω0,2, ∀ λ ∈ [λ2, λ∗(Ω0,2)) ,
donde Ψ(λ) representa la u´nica solucio´n de

A(−λα,−λγ)Ψ(λ) = η(αϕ0,2
γψ0,2
)
en Ω0,2,
Ψ(λ) = (0, 0) en ∂Ω0,2.
Por construccio´n,
A(−λα,−λγ)
(
ϕ0,2
ψ0,2
)
= (λ∗(Ω0,2)− λ)
(
αϕ0,2
γψ0,2
)
y, por lo tanto,
Ψ(λ) =
η
λ∗(Ω0,2)− λ
(
ϕ
0,2
ψ0,2
)
.
Esto prueba (2.5.26) fa´cilmente.
Ahora, podemos probar (2.5.22). Por el Lema 2.24, para cada
(M,N) > (0, 0) y λ < µ < λ∗(Ω0,2),
tendremos que
θ[λ,D,M,N ] ≪ θ[µ,D,M,N ],
y, por eso, pasando al lı´mite cuando M,N ↑ ∞ llegamos a que
Lmin[λ,D] ≤ Lmin[µ,D].
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Por lo tanto, el lı´mite puntual
Lλ∗(Ω0,2) := l´ım
λ↑λ∗(Ω0,2)
Lmin[λ,D] (2.5.27)
esta´ bien definido en D¯. Por otro lado, para cada (M,N) > (0, 0), tendremos que
Lmin[λ,D] ≫ θ[λ,D,M,N ] ≫ θ[λ,D].
Por consiguiente, (2.5.22) se obtiene en realidad a partir de (2.5.26). Sen˜alar que, en particular,
Lλ∗(Ω0,2) = (∞,∞), en Ω0,2.
2.5.6 Conclusio´n de la demostracio´n del Teorema 2.3
Segu´n lo demostrado hasta el momento, nos queda u´nicamente por demostrar (2.2.3). A contin-
uacio´n, denotamos
D := Ω \ Ω¯0,1
y, para cualquier n ≥ n0, consideramos los conjuntos abiertos Dn definidos en el Lema 2.25.
Por el Lema 2.25, para cada (M,N) > (0, 0),
θ[λ∗(Ω0,1),Dn,M,N ]
esta´ bien definido, para λ∗(Ω0,1) < λ∗(Ω0,2), por (B2). Fijamos n ≥ n0 y
λ ∈ (λ∗(Ω), λ∗(Ω0,1)),
y ponemos
(M,N) := ma´x
∂Dn
θ[λ,Ω]
para cada componente. Entonces,
θ[λ,Ω] ≤ (M,N)
en ∂Dn y, por tanto, por el Lema 2.25 tendremos que
θ[λ,Ω] ≤ θ[λ∗(Ω0,1),Dn,M,N ] en Dn.
De esta manera,
θ[λ,Ω] ≤ Lmin[λ∗(Ω0,1),Dn] = l´ımM,N↑∞ θ[λ∗(Ω0,1),Dn,M,N ] en D
n. (2.5.28)
Como la aplicacio´n
λ 7→ θ[λ,Ω]
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es creciente y (2.5.28) se tiene para cada λ ∈ (λ∗(Ω), λ∗(Ω0,1)) y n ≥ n0, el lı´mite puntual
Lλ∗(Ω0,1) := l´ım
λ↑λ∗(Ω0,1)
θ[λ,Ω] en D (2.5.29)
esta´ bien definido y es finito. Como siempre,
Lλ∗(Ω0,1) ∈ C2+µ(D)× C2+µ(D)
y resuelve (2.1.6) en D. Para completar la demostracio´n del Teorema 2.3 debemos probar que
Lλ∗(Ω0,1) = L
min
[λ∗(Ω0,1),D].
Para poder realizarlo sera´ suficiente estar seguro que
l´ım
λ↑λ∗(Ω0,1)
(
mı´n
∂D
u[λ,Ω],mı´n
∂D
v[λ,Ω]
)
= (∞,∞), (u[λ,Ω], v[λ,Ω]) := θ[λ,Ω]. (2.5.30)
De hecho, supongamos (2.5.30). Entonces, poniendo
(mλ, nλ) :=
(
mı´n
∂D
u[λ,Ω],mı´n
∂D
v[λ,Ω]
)
, λ ∈ (λ∗(Ω), λ∗(Ω0,1)),
del Lema 2.24 llegamos a que
θ[λ,Ω] ≥ θ[λ,D,mλ,nλ] en D
y, en particular, para cada ε > 0 y
λ ∈ (λ∗(Ω0,1)− ε, λ∗(Ω0,1)),
obtenemos que
θ[λ,Ω] ≥ θ[λ∗(Ω0,1)−ε,D,mλ,nλ], en D.
De esta manera, pasando al lı´mite cuando λ ↑ λ∗(Ω0,1), (2.5.29) implica que
Lλ∗(Ω0,1) ≥ Lmin[λ∗(Ω0,1)−ε,D] en D
para cada ε > 0, y, en particular,Lλ∗(Ω0,1) resuelve (2.5.19), ya que sabemos que resuelve (2.1.6)
en D. Similarmente,
θ[λ,Ω] ≤ θ[λ,D,ma´x∂D u[λ,Ω],ma´x∂D v[λ,Ω]] ≤ Lmin[λ∗(Ω0,1),D] en D
y, por lo tanto,
Lλ∗(Ω0,1) ≤ Lmin[λ∗(Ω0,1),D] en D.
Por consiguiente,
Lλ∗(Ω0,1) = L
min
[λ∗(Ω0,1),D]
, en D.
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lo que probarı´a el Teorema 2.3, puesto que (2.5.6) y (2.5.30) implican
l´ım
λ↑λ∗(Ω0,1)
θ[λ,Ω] = (∞,∞) en Ω¯0,1 \ ∂Ω
y, por eso, 1/θ[λ,Ω], λ ∈ (λ∗(Ω), λ∗(Ω0,1)), sera´ una familia de funciones continuas decrecientes
que se aproximan a cero puntualmente en Ω¯0,1 \ ∂Ω; por lo tanto, estas funciones se aproximan
a cero uniformemente en subconjuntos compactos de Ω¯0,1 \ ∂Ω. Por consiguiente,
θ[λ,Ω] −→ (∞,∞), cuando λ ↑ λ∗(Ω0,1),
uniformemente en subconjuntos compactos de Ω¯0,1 \ ∂Ω, lo que finaliza la demostracio´n del
Teorema 2.3. Por lo que, para completar la demostracio´n del Teorema 2.3, es suficiente probar
(2.5.30). Nuestra prueba de (2.5.30) esta´ basada en la demostracio´n del lemma de la frontera de
Hopf mostrado en Protter y Weinberger [57], y en Du y Huang [25], y sigue un argumento por
contradiccio´n. Supongamos que (2.5.30) es falso. Entonces, poniendo(
Luλ∗(Ω0,1), L
v
λ∗(Ω0,1)
)
:= Lλ∗(Ω0,1),
tendremos que
mı´n
∂D
Luλ∗(Ω0,1) ∈ (0,∞), o mı´n∂D L
v
λ∗(Ω0,1)
∈ (0,∞).
Sin pe´rdida de generalidad podemos suponer que
b := mı´n
∂D
Luλ∗(Ω0,1) ∈ (0,∞). (2.5.31)
Como ∂D = Γ1 = ∂Ω0,1 \ ∂Ω es de clase C2, existe R > 0 y una aplicacio´n
Y : ∂D → Ω0,1
tal que, para cada x ∈ ∂D,
BR(Y (x)) ⊂ Ω0,1, B¯R(Y (x)) ∩ ∂Ω = ∅ y B¯R(Y (x)) ∩ ∂D = {x}.
Adema´s, por (2.5.31), para cada λ ∈ (λ(Ω), λ∗(Ω0,1)), existe xλ ∈ ∂D tal que
u[λ,Ω](xλ) = mı´n
∂D
u[λ,Ω] ≤ mı´n
∂D
Luλ∗(Ω0,1) = b.
Sen˜alar que, por construccio´n,
dist (xλ, Y (xλ)) = R para cada λ ∈ (λ∗(Ω), λ∗(Ω0,1)) .
Adema´s, la variedad ΓR1 definida por
ΓR1 := { y ∈ Ω0,1 : dist (y, ∂D) = 2R }
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es un subconjunto compacto de Ω0,1 y, por tanto, gracias a (2.5.6), es conocido que
l´ım
λ↑λ∗(Ω0,1)
u[λ,Ω] =∞ uniformemente en ΓR1 . (2.5.32)
Tambie´n, debemos tener en cuenta que, poniendo
ΩR0,1 := {y ∈ Ω0,1 : dist (y, ∂D) < 2R },
la variedad ΓR1 es una de las componentes de ∂ΩR0,1, mientras que la otra sera´ ∂D. Sea x˜λ ∈ Ω¯R0,1
tal que
u[λ,Ω](x˜λ) = mı´n
Ω¯R0,1
u[λ,Ω]
y supongamos que x˜λ ∈ ΩR0,1. Entonces, por ca´lculo elemental, tendremos que
∇u[λ,Ω](x˜λ) = 0, ∆u[λ,Ω](x˜λ) ≥ 0.
Por otro lado, ya que λ > λ∗(Ω) > 0, llegamos a que
−∆u[λ,Ω](x˜λ) = λα(x˜λ)u[λ,Ω](x˜λ) + β(x˜λ)v[λ,Ω](x˜λ) > 0 en ΩR0,1,
porque a = 0 allı´ dentro, lo cual es una contradiccio´n. Por lo tanto,
x˜λ ∈ ∂ΩR0,1 = Γ1 ∪ ΓR1 para cada λ ∈ (λ(Ω), λ∗(Ω0,1)) ,
y, por consiguiente, por (2.5.32), existe λ˜1 ∈ (λ∗(Ω), λ∗(Ω0,1)) tal que
mı´n
Ω¯R0,1
u[λ,Ω] = mı´n
∂D
u[λ,Ω] = u[λ,Ω](xλ) ≤ b
para cada λ ∈ (λ˜1, λ∗(Ω0,1)). En particular,
u[λ,Ω](x) ≥ u[λ,Ω](xλ) para cada x ∈ B¯R(Y (xλ)). (2.5.33)
Ahora, para cada η > 0 y λ ∈ (λ˜1, λ∗(Ω0,1)), denotamos mediante ϕλ la funcio´n
ϕλ(x) := e
−η|x−Y (xλ)|
2 − e−ηR2 para cada x ∈ B¯R(Y (xλ)).
Un ca´lculo directo muestra que, para cada x ∈ BR(Y (xλ)),
(−∆− λα)ϕλ(x)=
(
2ηN−4η2|x− Y (xλ)|2−λα(x)
)
e−η|x−Y (xλ)|
2
+λα(x)e−ηR
2
y, por tanto, existen η > 0 y ω > 0 tal que, para cada λ ∈ (λ˜1, λ∗(Ω0,1)),
(−∆− λα)ϕλ ≤ −ω en AR := BR(Y (xλ)) \ B¯R
2
(Y (xλ)). (2.5.34)
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A continuacio´n, asumiremos que η ha sido elegido de forma que satisfaga (2.5.34). Puesto que
B¯R
2
(Y (xλ)) es un subconjunto compacto de Ω0,1, (2.5.6) implica
l´ım
λ↑λ∗(Ω0,1)
mı´n
B¯R
2
(Y (xλ))
u[λ,Ω] =∞.
De esta manera, poniendo
cλ :=
mı´nB¯R
2
(Y (xλ)) u[λ,Ω] − u[λ,Ω](xλ)
e−η
R2
4 − e−ηR2
,
obtenemos que
l´ım
λ↑λ∗(Ω0,1)
cλ =∞, (2.5.35)
porque
l´ım
λ↑λ∗(Ω0,1)
u[λ,Ω](xλ) = b.
Sen˜alar que, por la definicio´n de cλ, para cada λ ∈ (λ˜1, λ∗(Ω0,1)), uno tiene que
u[λ,Ω](x) ≥ u[λ,Ω](xλ) + cλ
(
e−η
R2
4 − e−ηR2
)
∀ x ∈ B¯R
2
(Y (xλ)). (2.5.36)
Posteriormente, para cada λ ∈ (λ˜1, λ∗(Ω0,1)), consideramos la funcio´n auxiliar
uλ := u[λ,Ω] − u[λ,Ω](xλ)− cλϕλ en AR = BR(Y (xλ)) \ B¯R
2
(Y (xλ)).
Por (2.5.36), tenemos que
uλ ≥ 0 en ∂BR
2
(Y (xλ)).
Adema´s, puesto que
ϕλ = 0 en ∂BR(Y (xλ)),
(2.5.33) implica
uλ = u[λ,Ω] − u[λ,Ω](xλ) ≥ 0 en ∂BR(Y (xλ)).
Tambie´n, por (2.5.34), obtenemos que, en todos partes de AR,
(−∆− λα)uλ = (−∆− λα)u[λ,Ω] − cλ(−∆− λα)ϕλ
= βv[λ,Ω] − cλ(−∆− λα)ϕλ
> −cλ(−∆− λα)ϕλ > cλω > 0.
Por lo tanto, para cada λ ∈ (λ˜1, λ∗(Ω0,1)), se ha probado que
(−∆− λα)uλ > 0 en AR, uλ ≥ 0 en ∂AR. (2.5.37)
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Denotamos (ϕ, ψ)≫ (0, 0) como una autofuncio´n principal asociada con
0 = Σ[λ∗(Ω0,1),Ω0,1] = σ[A(−λ∗(Ω0,1)α,−λ∗(Ω0,1)γ),Ω0,1].
Entonces, ϕ ≥ 0 en ∂AR, y para cada λ < λ∗(Ω0,1), tenemos que
(−∆− λα)ϕ > (−∆− λ∗(Ω0,1)α)ϕ = βψ > 0 en AR.
De manera que, de acuerdo con el Teorema 1.2, obtenemos que
σ[−∆− λα] > 0,
y, por eso, gracias de nuevo al Teorema 1.2, desde (2.5.37) llegamos a que
uλ(x) > 0 si
R
2
< |x− Y (xλ)| < R.
Por consiguiente,
u[λ,Ω](x) > u[λ,Ω](xλ) + cλϕλ(x) para cada x ∈ AR. (2.5.38)
Ahora, poniendo nλ := (Y (xλ)− xλ)/R, resulta que
∂u[λ,Ω]
∂nλ
(xλ) = l´ım
t↓0
u[λ,Ω](xλ + t nλ)− u[λ,Ω](xλ)
t
,
y, de acuerdo con (2.5.38), tenemos que, para cada t ∈ (0, R
2
),
u[λ,Ω](xλ + t nλ)− u[λ,Ω](xλ)
t
≥ cλϕλ(xλ + t nλ)
t
= cλ
e−η|xλ+t nλ−Y (xλ)|
2 − e−ηR2
t
= cλ
e−η|t nλ−Rnλ|
2 − e−ηR2
t
= cλ
e−η(t−R)
2 − e−ηR2
t
.
De esta manera,
∂u[λ,Ω]
∂nλ
(xλ) ≥ cλ l´ım
t↓0
e−η(t−R)
2 − e−ηR2
t
= cλ2ηRe
−ηR2
y, por lo tanto, debido a (2.5.35), obtenemos que
l´ım
λ↑λ∗(Ω0,1)
∂u[λ,Ω]
∂nλ
(xλ) =∞. (2.5.39)
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A continuacio´n, para cada λ ≤ λ∗(Ω0,1) suficientemente cercano a λ∗(Ω0,1), consideramos el
problema auxiliar
−∆u = λαu− af(·, u)u en D, u = u[λ,Ω](xλ) en ∂D. (2.5.40)
Como λ ≤ λ∗(Ω0,1) < λ∗(Ω0,2), tenemos que
σ[−∆− λα,Ω0,2] ≥ σ[−∆− λ∗(Ω0,2)α,Ω0,2] > 0.
De hecho, sea (ϕ, ψ)≫ (0, 0) una autofuncio´n principal de 0 = Σ[λ∗(Ω0,2),Ω0,2]. Entonces,
(−∆− λ∗(Ω0,2)α)ϕ = βψ > 0 en Ω0,2,
y, por lo tanto, por el Teorema 1.2,
σ[−∆− λ∗(Ω0,2)α,Ω0,2] > 0.
De acuerdo con el Lema 2.24, (2.5.40) posee una u´nica solucio´n positiva, denotada por
U[λ,D] para cada λ ≤ λ∗(Ω0,1).
Adema´s, puesto que u[λ,Ω]|D nos proporciona una supersolucio´n positiva estricta de (2.5.40),
tenemos que
U[λ,D] ≪ u[λ,Ω], en D¯,
si λ < λ∗(Ω0,1). Por consiguiente, ya que
U[λ,D](xλ) = u[λ,Ω](xλ),
para tal rango de λ’s obtenemos que
∂U[λ,D]
∂nλ
(xλ) >
∂u[λ,Ω]
∂nλ
(xλ)
y, por consiguiente, por (2.5.39),
l´ım
λ↑λ∗(Ω0,1)
∂U[λ,D]
∂nλ
(xλ) =∞.
Esto es imposible, ya que U[λ,D] se aproxima en C1(D¯), cuando λ ↑ λ∗(Ω0,1), a la u´nica solucio´n
positiva del problema
−∆u = λαu− af(·, u)u en D, u = b en ∂D.
Esta contradiccio´n concluye la demostracio´n de (2.5.30) y, por tanto, del Teorema 2.3.
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2.5.7 Conclusio´n de la demostracio´n del Teorema 2.2
Gracias a (2.5.22), para completar la prueba del Teorema 2.2, es suficiente probar que
l´ım
λ↑λ∗(Ω0,2)
mı´n
∂Ω0,2
Lmin[λ,D] = (∞,∞), (2.5.41)
donde D = Ω \ Ω¯0,1, y que, para alguna solucio´n larga L de (2.1.6) en Ω+,
l´ım
λ↑λ∗(Ω0,2)
Lmin[λ,D] = L en Ω+. (2.5.42)
Es conocido hasta ahora que, para cada λ < λ∗(Ω0,2),
Lmin[λ,D] ≥ θ[λ,D].
Adema´s, la demostracio´n de (2.5.30) se puede adaptar mutatis mutandis para probar que
l´ım
λ↑λ∗(Ω0,2)
mı´n
∂Ω0,2
θ[λ,D] = (∞,∞).
En esta ocasio´n, uno deberı´a considerar ∂Ω0,2, en vez de ∂D. Para llevar a cabo la demostracio´n
de (2.5.42), consideramos el lı´mite puntual (2.5.27), que esta´ bien definido y es igual a (∞,∞)
en Ω¯0,2, ası´ como, para n ∈ N suficientemente grande, los conjuntos abiertos
Ωn+ := { x ∈ Ω+ : dist(x, ∂Ω+) > 1/n }.
A continuacio´n, para cada λ < λ∗(Ω0,2), ponemos
(Mλ, Nλ) := ma´x
∂Ωn+
Lmin[λ,D].
Por definicio´n,
Lmin[λ,D]|∂Ωn+ ≤ (Mλ, Nλ).
De esta manera, por el Lema 2.22,
Lmin[λ,D] ≤ θ[λ,Ωn+,Mλ,Nλ] ≤ θ[λ∗(Ω0,2),Ωn+,Mλ,Nλ] ≤ Lmin[λ∗(Ω0,2),Ωn+] en Ω
n
+ .
Por lo tanto, de acuerdo con el Teorema 2.23,
Lmin[λ,D] ≤ Lmax[λ∗(Ω0,2),Ω+] en Ω+ ,
para todo λ < λ∗(Ω0,2). Por consiguiente, el lı´mite puntual (2.5.27) es finito en Ω+. Adema´s,
por compacidad y monotonı´a en λ, en realidad es una solucio´n larga de (2.1.5) en Ω+. Esto
concluye la demostracio´n.
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2.6 Demostracio´n del Teorema 2.4
A lo largo de esta seccio´n, denotaremos
w := (u, v).
La Parte (a) se obtiene directamente de la u´ltima afirmacio´n del Teorema 2.11, ası´ como la
Parte (b), por lo que debido al Teorema 2.3, (2.1.1) tiene un estado de coexistencia para cada
λ ∈ (λ∗(Ω), λ∗(Ω0,1)). Por tanto falta por demostrar que las Partes (c) y (d). Supongamos
λ∗(Ω0,1) ≤ λ < λ∗(Ω0,2) .
Entonces,
λ > λ∗(Ω0,1)− ε
para todo ε > 0 y la Proposicio´n 2.12 nos garantiza que
w[λ,Ω,0,0](·, t; u0, v0) ≥ w[λ∗(Ω0,1)−ε,Ω,0,0](·, t; u0, v0),
para cada t ≥ 0. De esta manera, puesto que
λ∗(Ω0,1)− ε < λ∗(Ω0,1),
por el Teorema 2.4(b) llegamos a que
l´ım inf
t↑∞
w[λ,Ω,0,0](·, t; u0, v0) ≥ θ[λ∗(Ω0,1)−ε,Ω,0,0]. (2.6.1)
Como (2.6.1) es cierta para todo ε > 0 suficientemente pequen˜o, a partir del Teorema 2.3
obtenemos que
l´ım inf
t↑∞
w[λ,Ω,0,0](·, t; u0, v0) ≥ Mmin[λ∗(Ω0,1),Ω\Ω¯0,1]. (2.6.2)
En particular,
l´ım inf
t↑∞
(
u[λ,Ω,0,0](·, t; u0, v0), v[λ,Ω,0,0](·, t; u0, v0)
)
= (∞,∞) (2.6.3)
uniformemente en subconjuntos compactos de Ω¯0,1 \ ∂Ω y, por eso, para cada M > 0 y N > 0,
existe una constante TM,N > 0 tal que
w[λ,Ω,0,0](x, t; u0, v0) ≥ (M,N),
para cada
x ∈ Γ1 y t ≥ TM,N .
De esta manera, poniendo
D := Ω \ Ω¯0,1,
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(
u[λ,Ω,0,0], v[λ,Ω,0,0]
)
es una supersolucio´n de

∂u
∂t
−∆u = λαu+ βv − af(·, u)u
∂v
∂t
−∆v = δu+ λγv − bg(·, v)v
en D × (TM,N ,∞) ,
(u, v) = (M,N) en Γ1 × (TM,N ,∞) ,
(u, v) (·, TM,N) =
(
u[λ,Ω,0,0], v[λ,Ω,0,0]
)
(·, TM,N ; u0, v0) en D.
Consecuentemente, por la Proposicio´n (2.12), para cada x ∈ D y t ≥ TM,N , tenemos que
w[λ,Ω,0,0](x, t; u0, v0) ≥ w[λ,D,M,N ](x, t− TM,N ; uM,N0 , vM,N0 ),
donde, hemos denotado(
uM,N0 , v
M,N
0
)
:=
(
u[λ,Ω,0,0](·, TM,N ; u0, v0), v[λ,Ω,0,0](·, TM,N ; u0, v0)
)
.
De esta manera, como λ < λ∗(Ω0,2), de acuerdo con el Lema 2.24, obtenemos que
l´ım inf
t↑∞
(
u[λ,Ω,0,0](x, t; u0, v0), v[λ,Ω,0,0](x, t; u0, v0)
) ≥ θ[λ,D,M,N ]
y, por lo tanto, pasando al lı´mite como M ↑ ∞ y N ↑ ∞, tenemos que
l´ım inf
t↑∞
(
u[λ,Ω,0,0](x, t; u0, v0), v[λ,Ω,0,0](x, t; u0, v0)
) ≥ Lmin[λ,D] en D := Ω \ Ω¯0,1
(ver la demostracio´n del Teorema 2.2). Por lo que, por (2.6.3), parece aparente que
l´ım inf
t↑∞
(
u[λ,Ω,0,0](x, t; u0, v0), v[λ,Ω,0,0](x, t; u0, v0)
) ≥ Mmin[λ,D] en Ω, (2.6.4)
lo que nos proporciona la estimacio´n inferior del Theorem 2.4(c,d).
Supongamos, adema´s, que (u0, v0) es una subsolucio´n de (2.1.6) en Ω. Entonces, para cada
t > 0,
x 7→ w[λ,Ω,0,0](x, t; u0, v0),
x ∈ Ω, es una subsolucio´n de (2.1.5) en Ω, ya que la aplicacio´n t 7→ w[λ,Ω,0,0](·, t; u0, v0) es
creciente en cada componente. Fijamos t > 0 y ponemos
(Mt, Nt) :=
(
ma´x
D¯
u[λ,Ω,0,0](·, t; u0, v0),ma´x
D¯
v[λ,Ω,0,0](·, t; u0, v0)
)
.
Por el Lema 2.24, para todo
(M,N) ≥ (Mt, Nt),
tenemos
w[λ,Ω,0,0](·, t; u0, v0) ≤ θ[λ,D,M,N ], en D.
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Por consiguiente, por la construccio´n de la solucio´n minimal larga, pasando al lı´mite cuando
M ↑ ∞ y N ↑ ∞ muestra que
w[λ,Ω,0,0](·, t; u0, v0) ≤ Lmin[λ,D], en D.
y, por tanto, pasando al lı´mite cuando t ↑ ∞,
l´ım sup
t↑∞
w[λ,Ω,0,0](·, t; u0, v0) ≤ Lmin[λ,D], en D.
Por lo tanto, por (2.6.4), encontramos que
l´ım
t↑∞
(
u[λ,Ω,0,0](·, t; u0, v0), v[λ,Ω,0,0](·, t; u0, v0)
)
= Mmin[λ,D] en Ω, (2.6.5)
lo que concluye la demostracio´n de la u´ltima afirmacio´n del Teorema 2.4(c).
A continuacio´n, suponemos que (u0, v0) es arbitrario —no necesariamente una subsolucio´n
de (2.1.6) en Ω— y que λ ≥ λ∗(Ω0,2). Entonces, por la Proposicio´n 2.12,
w[λ,Ω,0,0](·, t; u0, v0) ≥ w[λ∗(Ω0,2)−ε,Ω,0,0](·, t; u0, v0),
en Ω, para cualquier ε > 0, y, por tanto, a partir de (2.6.4) llegamos a que
l´ım inf
t↑∞
(
u[λ,Ω,0,0](·, t; u0, v0), v[λ,Ω,0,0](·, t; u0, v0)
) ≥ Mmin[λ∗(Ω0,2)−ε,D] en Ω, (2.6.6)
tan pronto como
λ∗(Ω0,1) < λ
∗(Ω0,2)− ε < λ∗(Ω0,2).
Sen˜alar que (2.6.5) no deberı´a ser aplicado, puesto que (u0, v0) podrı´a no ser una subsolucio´n
de (2.1.6) en Ω. Como tenemos (2.6.6) para todo ε > 0 suficientemente pequen˜o, y, de acuerdo
con el Teorema 2.2,
l´ım
ε↓0
Mmin[λ∗(Ω0,2)−ε,D] = M[λ∗(Ω0,2),Ω+]
es una metasolucio´n soportada en Ω+, entonces cuando ε ↓ 0, (2.6.6) implica que
l´ım inf
t↑∞
(
u[λ,Ω,0,0](·, t; u0, v0), v[λ,Ω,0,0](·, t; u0, v0)
) ≥ M[λ∗(Ω0,2),Ω+] en Ω.
En particular,
l´ım inf
t↑∞
(
u[λ,Ω,0,0](·, t; u0, v0), v[λ,Ω,0,0](·, t; u0, v0)
)
= (∞,∞) en Ω \ Ω+. (2.6.7)
En realidad, (2.6.7) ocurre uniformemente en ∂Ω+, y, por eso, para cada M > 0 y N > 0,
existe un instante TM,N > 0 para el cual
w[λ,Ω,0,0](x, t; u0, v0) ≥ (M,N)
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si
x ∈ ∂Ω+ y t ≥ TM,N .
Claramente, w[λ,Ω,0,0] es una supersolucio´n de

∂u
∂t
−∆u = λαu+ βv − af(·, u)u
∂v
∂t
−∆v = δu+ λγv − bg(·, v)v
en Ω+ × (TM,N ,∞) ,
(u, v) = (M,N) en ∂Ω+ × (TM,N ,∞) ,
(u, v) (·, TM,N) =
(
u[λ,Ω,0,0], v[λ,Ω,0,0]
)
(·, TM,N ; u0, v0) en Ω+,
y, por tanto, de acuerdo con la Proposicio´n 2.12, para cada x ∈ D y t ≥ TM,N , tenemos que
w[λ,Ω,0,0](x, t; u0, v0) ≥ w[λ,Ω+,M,N ](x, t− TM,N ; uM,N0 , vM,N0 ).
De esta manera, por el Teorema 2.21,
l´ım inf
t↑∞
w[λ,Ω,0,0](x, t; u0, v0) ≥ θ[λ,Ω+,M,N ],
y, cuando M ↑ ∞ y N ↑ ∞, obtenemos
l´ım inf
t↑∞
w[λ,Ω,0,0](x, t; u0, v0) ≥ Lmin[λ,Ω+], en Ω+.
Por consiguiente, combinando esta estimacio´n con (2.6.7) muestra que
l´ım inf
t↑∞
(
u[λ,Ω,0,0](·, t; u0, v0), v[λ,Ω,0,0](·, t; u0, v0)
) ≥ Mmin[λ,Ω+] en Ω, (2.6.8)
lo que nos proporciona la estimacio´n inferior del Teorema 2.4(d).
Ahora, adema´s de que λ ≥ λ∗(Ω0,2), suponemos que (u0, v0) es una subsolucio´n de (2.1.6)
en Ω. Entonces, para cada t > 0,
(u[λ,Ω,0,0](·, t; u0, v0), v[λ,Ω,0,0](·, t; u0, v0))
es una subsolucio´n de (2.1.5) en Ω. Fijamos t > 0 y ponemos
(Mt, Nt) :=
(
ma´x
Ω¯+
u[λ,Ω,0,0](·, t; u0, v0),ma´x
Ω¯+
v[λ,Ω,0,0](·, t; u0, v0)
)
.
De acuerdo con el Lema 2.22, para cada M ≥ Mt y N ≥ Nt, tenemos que(
u[λ,Ω,0,0](·, t; u0, v0), v[λ,Ω,0,0](·, t; u0, v0)
) ≤ θ[λ,Ω+,M,N ] en Ω+,
y, por tanto, cuando M ↑ ∞ y N ↑ ∞, muestra que
w[λ,Ω,0,0](·, t; u0, v0) ≤ Lmin[λ,Ω+] en Ω+,
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y, por lo tanto,
l´ım sup
t↑∞
w[λ,Ω,0,0](·, t; u0, v0) ≤ Lmin[λ,Ω+] en Ω+.
Por consiguiente, debido a (2.6.7) y (2.6.8), encontramos que
l´ım
t↑∞
w[λ,Ω,0,0](·, t; u0, v0) = Mmin[λ,Ω+] en Ω,
lo que prueba la u´ltima afirmacio´n del Teorema 2.4(d).
Para finalizar la demostracio´n del Teorema 2.4 debemos obtener las estimaciones superiores
para (u0, v0) > (0, 0) arbitrario, con el fin de conseguir las estimaciones superiores de las
Partes (c) y (d). Nuestra estrategia consistira´ en obtener cotas a priori en Ω+ para las soluciones
de (2.1.1).
Fijamos λ ≥ λ∗(Ω0,1) y consideramos
w[λ,Ω,0,0](·, 1; u0, v0)≫ (0, 0).
Entonces, existe κ > 1 tal que
(u1, v1) := w[λ,Ω,0,0](·, 1; u0, v0) < (κϕ, κψ) (2.6.9)
donde (ϕ, ψ)≫ (0, 0) es una autofuncio´n principal asociada con Σ[λ,Ω]. Afirmamos que existe
Λ > ma´x{λ, λ∗(Ω0,2)} (2.6.10)
para el cual (κϕ, κψ) es una subsolucio´n de (2.1.5) para κ > 1 suficientemente grande. De
hecho, puesto que
(κϕ, κψ) = (0, 0), en ∂Ω,
un ca´lculo directo prueba que (κϕ, κψ) es una subsolucio´n de (2.1.5) sı´, y so´lo si
Σ[Λ,Ω] ≤ −af(·, κϕ) y Σ[Λ,Ω] ≤ −bg(·, κψ),
en Ω, lo que puede ser obtenido puesto que (2.6.10) implica
Σ[Λ,Ω] < Σ[λ∗(Ω0,2),Ω] < 0.
Ahora, por la Proposicio´n 2.12, a partir de (2.6.9) obtenemos que, para cada (x, t) ∈ Ω×(0,∞),
w[λ,Ω,0,0](x, t+ 1; u0, v0) = w[λ,Ω,0,0](x, t; u1, v1) ≤ w[λ,Ω,0,0](·, t; κϕ, κψ).
Similarmente, (2.6.10) implica
w[λ,Ω,0,0](·, t; κϕ, κψ)≪ w[Λ,Ω,0,0](·, t; κϕ, κψ).
De esta manera, encontramos que, para cada t > 0,
w[λ,Ω,0,0](·, t+ 1; u0, v0) ≤ w[Λ;Ω,0,0](·, t; κϕ, κψ), (2.6.11)
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en Ω. Como (κϕ, κψ) es una subsolucio´n de (2.1.5), ya sabemos que
l´ım
t↑∞
(
u[Λ,Ω,0,0](·, t; κϕ, κψ), v[Λ,Ω,0,0](·, t; κϕ, κψ)
)
= Lmin[Λ,Ω+] en Ω+,
y, de acuerdo con (2.6.11),
l´ım sup
t↑∞
(
u[λ,Ω,0,0](·, t; u0, v0), v[λ,Ω,0,0](·, t; u0, v0)
) ≤ Lmin[Λ,Ω+] en Ω+. (2.6.12)
Por consiguiente, la solucio´n
(u[λ,Ω,0,0], v[λ,Ω,0,0])
es uniformemente acotada por arriba en cualquier subconjunto compacto de Ω+. Esto nos per-
mite completar le demostracio´n del teorema.
Supongamos que λ∗(Ω0,1) ≤ λ < λ∗(Ω0,2) y, para n ∈ N suficientemente grande,
consideramos
Dn :=
{
x ∈ D := Ω \ Ω¯0,1 : dist(x, ∂D) > 1/n
}
.
Fijamos uno de esos n’s. Puesto que ∂Dn ⊂ Ω+, a partir de (2.6.12) sabemos que existe
(M0, N0) > (0, 0)
tal que, para cada M > M0, N > N0, y t > 0,
w[λ,Ω,0,0](·, t; u0, v0) ≤ (M,N), en ∂Dn,
y, por tanto, de acuerdo con la Proposicio´n 2.12, para cada t > 0,
w[λ,Ω,0,0] ≤ w[λ,Dn,M,N ], en Dn,
donde w[λ,Dn,M,N ] es la solucio´n definida en el Lema 2.25. Por el Lema 2.25, tenemos
l´ım
t↑∞
w[λ,Dn,M,N ](·, t; u0, v0) = θ[λ,Dn,M,N ], en Dn,
y, por lo tanto,
l´ım sup
t↑∞
(
u[λ,Ω,0,0](·, t; u0, v0), v[λ,Ω,0,0](·, t; u0, v0)
) ≤ θ[λ,Dn,M,N ] en Dn. (2.6.13)
Por consiguiente, pasando al lı´mite cuando M,N ↑ ∞ en (2.6.13) encontramos que
l´ım sup
t↑∞
(
u[λ,Ω,0,0](·, t; u0, v0), v[λ,Ω,0,0](·, t; u0, v0)
) ≤ Lmin[λ,Dn] en Dn. (2.6.14)
Como (2.6.14) es va´lido para todo n ∈ N suficientemente grande, y, de acuerdo con el ana´lisis
ya realizado en la demostracio´n del Teorema 2.2,
Lmax[λ,D] = l´ım
n↑∞
Lmin[λ,Dn],
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(2.6.14) implica
l´ım sup
t↑∞
(
u[λ,Ω,0,0](·, t; u0, v0), v[λ,Ω,0,0](·, t; u0, v0)
) ≤ Lmax[λ,D] en D,
lo que concluye la demostracio´n de la Parte (c).
Finalmente, suponemos que λ ≥ λ∗(Ω0,2), y, para cada n ∈ N suficientemente grande,
consideramos
Ωn+ := { x ∈ Ω+ : dist (x, ∂Ω+) > 1/n } .
Fijamos uno de esos n’s. Puesto que ∂Ωn+ ⊂ Ω+, por (2.6.12), existe (M0, N0) > (0, 0) tal que,
para cada M > M0, N > N0 y t > 0,
w[λ,Ω,0,0](·, t; u0, v0) ≤ (M,N) en ∂Ωn+.
De acuerdo con la Proposicio´n 2.12, tenemos que, para cada t > 0,
w[λ,Ω,0,0] ≤ θ[λ,Ωn+,M,N ] en Ωn+,
donde
θ[λ,Ωn+,M,N ] := (u[λ,Ωn+,M,N ], v[λ,Ωn+,M,N ])
representa la u´nica solucio´n de

∂u
∂t
−∆u = λαu+ βv − af(·, u)u
∂v
∂t
−∆v = δu+ λγv − bg(·, v)v
en Ωn+ × (0,∞) ,
(u, v) = (M,N) en ∂Ωn+ × (0,∞) ,
(u(·, 0), v(·, 0)) = (u0, v0) en Ωn+ .
Gracias al Teorema 2.21,
l´ım
t↑∞
w[λ,Ωn+,M,N ](·, t; u0, v0) = θ[λ,Ωn+,M,N ] en Ωn+.
De esta manera,
l´ım sup
t↑∞
w[λ,Ω,0,0](·, t; u0, v0) ≤ θ[λ,Ωn+,M,N ] en Ωn+. (2.6.15)
Por consiguiente, pasando al lı´mite cuando M,N ↑ ∞ en (2.6.15) da
l´ım sup
t↑∞
(
u[λ,Ω,0,0](·, t; u0, v0), v[λ,Ω,0,0](·, t; u0, v0)
) ≤ Lmin[λ,Ωn+] en Ωn+. (2.6.16)
Como (2.6.16) es va´lido para todo n ∈ N suficientemente grande y
Lmax[λ,Ω+] = l´ımn↑∞
Lmin[λ,Ωn+],
a partir de (2.6.16) parece aparente que
l´ım sup
t↑∞
w[λ,Ω,0,0](·, t; u0, v0) ≤ Lmax[λ,Ω+] en Ω+,
lo que concluye la demostracio´n de la Parte (d). Lo que completa la demostracio´n del Teorema
2.4.
Capı´tulo 3
Una clase especial de sistemas cooperativos
sublineales
Este capı´tulo caracteriza la dina´mica de las soluciones positivas para una clase especial de sis-
temas parabo´licos cooperativos sublineales con una de las ecuaciones de tipo lineal y la otra
no-lineal, pero anula´ndose en un subdominio del subyacente dominio. El ana´lisis de este
problema es necesario para averiguar las dina´micas de clases ma´s generales de sistemas coop-
erativos con las no-linearidades espacialmente heteroge´neas, como las introducidas en Lo´pez-
Go´mez & Molina-Meyer [50]. La caracterizacio´n de la existencia de estados de coexistencia
depende de una cota espectral asociada a un operador no-local, la cual no ha sido previamente
documentada en literatura.
3.1 Introduccio´n
Este capı´tulo caracteriza la dina´mica del modelo parabo´lico

∂u
∂t
−∆u = λu+ αv − a(x)f(x, u)u
∂v
∂t
−∆v = βu+ λv
en Ω× (0,∞),
(u, v) = (0, 0) en ∂Ω × (0,∞),
(u(·, 0), v(·, 0)) = (u0, v0) > (0, 0) en Ω,
(3.1.1)
donde Ω es un dominio acotado de RN , N ≥ 1, con frontera ∂Ω de clase C2+ν para algu´n
ν ∈ (0, 1), a ∈ Cν(Ω¯) satisface
a(x) ≥ 0 para cada x ∈ Ω¯, (3.1.2)
∆ representa el operador Laplaciano en RN , λ ∈ R, β > 0 y α > 0 son considerados
para´metros de continuacio´n reales, y
f ∈ Cν,1+ν(Ω¯× [0,∞))
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satisface las condiciones (B3-4) de la forma en que fueron establecidas en el Capı´tulo 2. A
lo largo de gran parte de este capı´tulo, impondremos las siguientes suposiciones de estructura
sobre Ω para la funcio´n peso a(x):
(A) ∂Ω consta de dos componentes, Γ1 y Γ2, de la misma forma que ∂Ω+, donde
Ω+ := { x ∈ Ω : a(x) > 0}.
Adema´s, Γ2 sera´ una de las componentes de Ω+, mientras que la otra, denotada por Γ3,
se encuentra dentro de Ω y es tambie´n de clase C2+ν .
1
2
3
Γ
Γ
Γ
Ω
Ω
+
0
Figura 3.1: Configuracio´n nodal de a(x).
La figura 3.1 muestra una situacio´n tı´pica donde (A) es satisfecha. En esta figura y para lo que
resta de este capı´tulo denotaremos
Ω0 := Ω \ Ω¯+.
3.1. Introduccio´n 103
En la pra´ctica, bajo la condicio´n (A), la condicio´n estructural satisfecha por f (2.1.4), no necesi-
ta ser impuesta en todo Ω, so´lo sobre Ω+. Alternativamente, en vez de (A), impondremos alguna
de las siguientes condiciones:
(B) a = 0 en Ω (entonces, (3.1.1) pasa a ser un problema parabo´lico lineal);
(C) a(x) > 0 para cada x ∈ Ω¯;
(D) Ω¯+ ⊂ Ω, i.e., Γ2 = ∅.
El caso (A) es en cierto modo, una situacio´n intermedia entre los casos lı´mites (B) y (C). Todos
los resultados matema´ticos, ası´ como los detalles te´cnicos de sus respectivas demostraciones,
bajo la condicio´n (A), pueden ser realizados mutatis mutandis para cubrir el caso (D). De esta
manera, el caso (D) no va a ser considerado en lo sucesivo.
El modelo (3.1.1) se encuentra fuera del a´mbito general llevado a cabo en el Capı´tulo 2
de esta Tesis, puesto que las no-linealidades de cada una de las dos ecuacions se anulan en
diferentes subdominios de Ω. De hecho, aunque la no-linealidad de la v-ecuacio´n de (3.1.1) se
anula sobre todo Ω, la no-linealidad de la u-ecuacio´n so´lo se anula en Ω0. Por consiguiente,
la suposicio´n (B1) del Capı´tulo 2, que resulto´ pivotal para la gran mayorı´a de los resultados
obtenidos allı´, no es satisfecha en este caso.
El ana´lisis matema´tico de (3.1.1) va a ser absolutamente necesario para averiguar la dina´mi-
ca de clases ma´s generales de problemas parabo´licos donde el comportamiento nodal de los
coeficientes no-negativos en frente de las no-linealidades es arbitrario. Este tipo de estudios
ma´s finos sera´n llevados a cabo en futuros trabajos.
A lo largo de este capı´tulo, para cada V1, V2 ∈ Cν(Ω¯), denotaremos
L(V1, V2) :=

 −∆+ V1 −α
−β −∆+ V2

 . (3.1.3)
Ya que
α > 0 y β > 0,
L(V1, V2) es cooperativo (como fue discutido en Lo´pez-Go´mez & Molina-Meyer [48] y Amann
[7]) en el mimos sentido al considerado mediante (1.1.4) en el Capı´tulo 1 de esta Tesis. Gracias
a lo establecido en el Capı´tulo 1, para cualquier subdominio suave D ⊂ Ω, hay un u´nico valor
τ para el cual el problema lineal de autovalores
 L(V1, V2)
(
ϕ
ψ
)
= τ
(
ϕ
ψ
)
en D,
(ϕ, ψ) = (0, 0) en ∂D,
(3.1.4)
posee una solucio´n (ϕ, ψ) con ϕ > 0 y ψ > 0. Tal valor de τ es normalmente referido como el
autovalor principal de L(V1, V2) en D (bajo condiciones de frontera Dirichlet homogeneas). A
lo largo de este capı´tulo sera´ denotado por
σ[L(V1, V2), D].
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Tambie´n fue establecido en el Capı´tulo 1 de esta Tesis que σ[L(V1, V2), D] es simple y domi-
nante, en el mismo sentido que (1.1.8). Adema´s, la autofuncio´n principal (ϕ, ψ) es u´nica, salvo
constantes multiplicativas, y
ϕ≫ 0, ψ ≫ 0.
Por otro lado, para el resto del capı´tulo, ponemos
L0 := L(0, 0) σ1 := σ[−∆,Ω], (3.1.5)
y denotamos por φ1 ≫ 0 la autofuncio´n principal asociada con σ1. Entonces, por un ca´lculo
directo, resulta aparente que
σ[L0,Ω] = σ1 −
√
αβ y (ϕ, ψ) =
(√
α φ1,
√
β φ1
)
. (3.1.6)
Pero, excepto en este caso especial, el autovalor principal σ[L(V1, V2), D] utiliza magnitudes
bastante ocultas de los potenciales V1, V2, y D. Por (3.1.6), tambie´n tendremos que
σ[L0,Ω0] = σ
0
1 −
√
αβ,
donde
σ01 := σ[−∆,Ω0].
Adoptando el lenguaje de Dina´mica de Poblaciones, (3.1.1) simula la evolucio´n de dos especies
cooperativas, u(x, t) y v(x, t), dispersas de manera aleatoria en Ω. En este contexto, las fun-
ciones u0 > 0 y v0 > 0 representan las distribuciones iniciales de la poblacio´n, y de la misma
forma a lo llevado a cabo en el Capı´tulo 2 de esta Tesis, (3.1.1) es un modelo cooperativo in-
termedio que conecta las leyes de Malthus y de Verhulst de Dina´mica de Poblaciones. Excepto
para el caso lineal (B), no existe ningu´n resultado disponible sobre la dina´mica de (3.1.1), puesto
que todos los resultados disponibles han sido obtenidos bajo la suposicio´n (B1) del Capı´tulo 2,
la cual no es va´lida aquı´. Bajo la suposicio´n (B), i.e., a = 0 en Ω, tenemos que(
u(x, t)
v(x, t)
)
= e−L(−λ,−λ) t
(
u0
v0
)
va a ser la u´nica solucio´n de (3.1.1). Por lo tanto, ya que
σ[L(−λ,−λ),Ω] = σ[L0,Ω]− λ = σ1 −
√
αβ − λ,
combinando el principio del ma´ximo para sistemas cooperativos con la teorı´a abstracta de semi-
grupos, llegamos a que
l´ım
t↑∞
(u(x, t), v(x, t)) =

 (0, 0) si λ < σ1 −
√
αβ,
(∞,∞) si λ > σ1 −
√
αβ,
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para cada x ∈ Ω. Sen˜alar que, en el caso (B), (0, 0) es el u´nico estado de equilibrio no-negativo
de (3.1.1) si λ ∈ R \ {σ[L0,Ω]}, mientras que (3.1.1) admite una linea recta de estados de
coexistencia en λ = σ[L0,Ω]; esta linea consta de todos los mu´ltiplos positivos de (ϕ, ψ).
Los resultados de este capı´tulo establecen que la dina´mica de (3.1.1) es regulada por su
estado de equilibrio maximal no-negativo, i.e., por la solucio´n maximal no-negativa

−∆u = λu+ αv − af(·, u)u
−∆v = βu+ λv
en Ω,
(u, v) = (0, 0) en ∂Ω.
(3.1.7)
Por el Lema 2.10 de la Seccio´n 2.3 del Capı´tulo 2, de la u-ecuacio´n,
v = 0 si u = 0,
porque α > 0. Similarmente, ya que β > 0, a partir de la v-ecuacio´n obtenemos que
u = 0 si v = 0.
De esta manera, (3.1.7) admite dos tipo de soluciones no-negativas. Conocidas como, el estado
trivial (0, 0), y los estados de coexistencia; esos de la forma (u, v) con u ≫ 0 y v ≫ 0. Por la
v-ecuacio´n, si (u, v) es un estado de coexistencia de (3.1.7), entonces
(−∆− λ)v = βu > 0 en Ω
y, por eso, v sera´ una supersolucio´n positiva estricta de −∆ − λ en Ω bajo condiciones de
frontera Dirichlet homogeneas. De esta manera, debido al Teorema 1.2, tenemos
λ < σ1. (3.1.8)
Consecuentemente, λ < σ1 es in condicio´n necesaria para la existencia de un estado coexisten-
cia. El principal resultado de este capı´tulo bajo la condicio´n (A) es el siguiente.
Teorema 3.1 Supongamos (A) y λ < σ1, y ponemos
 Σ(λ) := supw∈P infΩ0
(−∆− λ)w
(−∆− λ)−1w,
P := {w ∈ C20(Ω¯) : w ≫ 0}.
(3.1.9)
Entonces, (3.1.7) posee un estado de coexistencia sı´, y so´lo si
λ < σ1 y (σ1 − λ)2 < αβ < Σ(λ). (3.1.10)
Adema´s, es u´nico, si existe.
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En lo correspondiente a la dina´mica de (3.1.1), los principales hallazgos obtenidos en este
capı´tulo pueden ser resumidos en el siguiente resultado.
Teorema 3.2 Supongamos (A), λ < σ1, u0 > 0, v0 > 0, y denotamos
(u(x, t), v(x, t))
como la u´nica solucio´n de (3.1.1) (por (3.1.2) y (B3)), globalmente definida en tiempo, t ∈
[0,∞)). Las siguientes afirmaciones son ciertas:
(a) Si αβ ≤ (σ1 − λ)2, entonces
l´ım
t↑∞
(u(x, t), v(x, t)) = (0, 0).
(b) Si (σ1 − λ)2 < αβ < Σ(λ), entonces
l´ım
t↑∞
(u(x, t), v(x, t)) = (uc, vc) ,
donde (uc, vc) es el u´nico estado de coexistencia de (3.1.7).
(c) Si αβ ≥ Σ(λ), entonces
l´ım
t↑∞
‖u(·, t)‖
C(Ω¯)
= l´ım
t↑∞
‖v(·, t)‖
C(Ω¯)
=∞.
Teoremas 3.1 y 3.2 establecen que, bajo la condicio´n λ < σ1, la dina´mica de (3.1.1) esta´ reg-
ulada por el taman˜o del para´metro
γ := αβ.
Esencialmente, γ mide la intensidad de los efectos cooperativos entre u y v. De acuerdo con
el Teorema 3.2(a), cuando los efectos cooperativos son suficientemente pequen˜os, medidos por
γ ≤ (σ1 − λ)2, las dos especies son conducidas a la extincio´n. Por el Teorema 3.2(b), cuando
los efectos cooperativos toman niveles intermedios, medidos por (σ1 − λ)2 < γ < Σ(λ), las
dos especies persisten aproxima´ndose a un estado de coexistencia cuando el tiempo se acerca
a infinito. Finalmente, debido al Teorema 3.2(c), cuando los efectos cooperativos son suficien-
temente altos, medidos por γ ≥ Σ(λ), las poblaciones de ambas especies explotan cuando el
tiempo se aproxima a infinito. Como resultara´ aparente ma´s adelante, esta u´ltima fenomenologı´a
no puede ocurrir si a(x) > 0 para todo x ∈ Ω¯ (cf. Teoremas 3.8 y 3.10).
Conjeturamos que, cuando γ se aproxima al valor crı´tico Σ(λ), el estado de coexistencia
explota uniformemente en subconjuntos compactos de Ω. Por lo tanto, las metasoluciones no-
triviales no parecen jugar un papel relevante en la descripcio´n de la dina´mica de (3.1.1), la
cual parece comportarse de una manera diferente a como lo hizo para el problema (2.1.1) en el
Capı´tulo 2 de esta Tesis.
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El problema (3.1.7) puede ser formulado adoptando una perspectiva un tanto diferente. De
hecho, supongamos que λ < σ1. Entonces, a partir de la v-ecuacio´n llegamos a que
v = β(−∆− λ)−1u
y sustituye´ndola en la u-ecuacio´n, resulta que u debe satisfacer el problema no-local
 −∆u = λu+ αβ(−∆− λ)
−1u− a(x)f(x, u)u en Ω,
u = 0 en ∂Ω,
(3.1.11)
lo que puede ser representado como una perturbacio´n no-local del problema logı´stico general-
izado 
 −∆u = λu− a(x)f(x, u)u en Ω,u = 0 en ∂Ω, (3.1.12)
haciendo tender a 0 el producto αβ. Como (3.1.11) admite una solucio´n positiva sı´, y so´lo si
(3.1.7) posee un estado de coexistencia, de acuerdo con el Teorema 3.1, (3.1.11) posee una
solucio´n positiva sı´, y so´lo si (3.1.10) es satisfecha.
Este capı´tulo es distribuido como sigue. La Seccio´n 3.2 discute algunas propiedades impor-
tantes de la cota espectral Σ(λ) introducida en (3.1.9). La Seccio´n 3.3 caracteriza la existencia
de estados de coexistencia para los casos (A) y (C). La Seccio´n 3.4 averigua el comportamiento
lı´mite de los estados de coexistencia cuando γ se aproxima a (σ1 − λ)2 y Σ(λ). Finalmente, la
Seccio´n 3.5 prueba el Teorema 3.2, averiguando la dina´mica de (3.1.1).
3.2 Propiedades elementales de Σ(λ)
El principal resultado de esta seccio´n es la siguiente estimacio´n de Σ(λ) (ver (3.1.9)).
Proposicio´n 3.3 Suponemos (A) y λ < σ1. Entonces,
(σ1 − λ)2 < Σ(λ) ≤ (σ01 − λ)2. (3.2.1)
Demostracio´n. A continuacio´n, para cualquier w ∈ P (ver (3.1.9)), ponemos
J(w) := inf
Ω0
(−∆− λ)w
(−∆− λ)−1w ∈ R. (3.2.2)
Entonces, por definicio´n,
Σ(λ) := sup
w∈P
J(w). (3.2.3)
Sea φ1 ≫ 0 una autofuncio´n principal asociada con σ1 = σ[−∆,Ω]. Entonces,
J(φ1) = (σ1 − λ)2
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y, por tanto,
(σ1 − λ)2 ≤ Σ(λ).
Con el fin de probar que esta desigualdad es estricta, suponemos que
J(φ1) = (σ1 − λ)2 = Σ(λ)
y consideramos una funcio´n auxiliar de la forma
φˆ1 :=

 φ1 en Ω¯0,ψ en Ω+,
donde ψ sea cualquier extensio´n-C2+ν de φ1 fuera de Ω0 tal que ψ = 0 en ∂Ω y
ψ < φ1 en Ω+.
La figura 3.2 muestra un esquema de la construccio´n de φˆ1 a trave´s de un corte de Ω que no
interseque Γ2. Como (−∆− λ)−1 es fuertemente positivo en Ω y φˆ1 < φ1 en Ω, tenemos que
(−∆− λ)−1(φˆ1)≪ (−∆− λ)−1(φ1). (3.2.4)
Adema´s,
φ
φ
1
1
1
1
3 3 00 +
Γ Γ Γ ΓΩ Ω Ω
^
Figura 3.2: Construccio´n de φˆ1.
(−∆− λ)(φˆ1) = (−∆− λ)(φ1) = (σ1 − λ)φ1 en Ω0.
De esta manera,
J(φˆ1) > J(φ1) = (σ1 − λ)2,
y, por lo tanto,
Σ(λ) > (σ1 − λ)2,
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lo que es una contradiccio´n. Esto prueba la primera estimacio´n de (3.2.1).Para probar la segun-
da, procederemos de nuevo por contradiccio´n. Supongamos
Σ(λ) > (σ01 − λ)2 (3.2.5)
(Σ(λ) =∞ puede ocurrir). Entonces, existen ε > 0 y w ∈ P tal que
(−∆− λ)w
(−∆− λ)−1w ≥ J(w) > (σ
0
1 − λ)2 + ε en Ω0,
y, por tanto,
(−∆− λ)w ≥ [(σ01 − λ)2 + ε] (−∆− λ)−1w en Ω0. (3.2.6)
A continuacio´n, ponemos
u := (−∆− λ)−1w.
Entonces, u ∈ P ,
w = (−∆− λ)u en Ω,
y (3.2.6) puede ser expresada como
(−∆− λ)2u ≥ [(σ01 − λ)2 + ε]u en Ω0,
o, equivalentemente,(
−∆− λ−
√
(σ01 − λ)2 + ε
)(
−∆− λ+
√
(σ01 − λ)2 + ε
)
u ≥ 0 (3.2.7)
en Ω0. Por consiguiente, poniendo
Υ :=
(
−∆− λ+
√
(σ01 − λ)2 + ε
)
u,
(3.2.7) muestra que (
−∆− λ−
√
(σ01 − λ)2 + ε
)
Υ ≥ 0 en Ω0. (3.2.8)
Por construccio´n, tenemos que
Υ = (−∆− λ)u+
√
(σ01 − λ)2 + ε u = w +
√
(σ01 − λ)2 + ε u ∈ P.
En particular, Υ > 0 en ∂Ω0 y, por tanto, de acuerdo con (3.2.8), Υ sera´ una supersolucio´n
positiva estricta de −∆− λ−
√
(σ01 − λ)2 + ε en Ω0. Por lo tanto, por el Teorema 1.2,
0 < σ
[
−∆− λ−
√
(σ01 − λ)2 + ε,Ω0
]
= σ01 − λ−
√
(σ01 − λ)2 + ε,
lo cual es una contradiccio´n. Esto completa la demostracio´n.
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Observacio´n 3.4 Volviendo a la demostracio´n de la Proposicio´n 3.3, resulta aparente que para
cada w ∈ P existe wˆ ∈ P tal que
wˆ < w en Ω+ y wˆ = w en Ω0.
Necesariamente, por el Principio del Ma´ximo Fuerte y el Lema de Hopf, tenemos que
J(wˆ) > J(w)
y, por consiguiente, Σ(λ) no puede ser alcanzado en P .
Como el funcional J esta´ bien definido para clases bastante generales de funciones no-
suaves, como, por ejemplo, para
w ∈W := C2(Ω¯0) ∪ L∞(Ω+),
gracias a la Observacio´n 3.4, resulta aparente que, entre todas las funciones w ∈ W con una
restriccio´n fijada w|Ω0 , la u´nica que maximiza J viene dada a trave´s de
w˜ :=

 w|Ω0 en Ω¯0,0 en Ω+, (3.2.9)
que ha sido representada en la figura 3.3. Aunque el hecho que J alcanza Σ(λ) en algu´n w˜ no
1
1 3 3 00 +
Γ Γ Γ ΓΩ Ω Ω
Figura 3.3: Funcio´n w˜.
sera´ probado aquı´, es extremadamente importante sen˜alar que, en tal caso, la segunda estimacio´n
de (3.2.1) debe ser estricta. De forma ma´s precisa, el siguiente resultado es satisfecho.
Proposicio´n 3.5 Suponemos (A), λ < σ1, y existe w ∈ C2(Ω¯0) con w|∂Ω = 0 para el cual la w˜
definida por (3.2.9) satisface J(w˜) = Σ(λ). Entonces,
Σ(λ) < (σ01 − λ)2. (3.2.10)
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Demostracio´n. Por la Proposicio´n 3.3,
J(w˜) = Σ(λ) > (σ1 − λ)2 > 0.
Adema´s, (−∆− λ)−1w˜ ≫ 0. De esta manera,
(−∆− λ)w > 0 en Ω0
y, debido al Teorema 1.2, w ≫ 0 en Ω0. Sen˜alar que w podrı´a anularse a largo de Γ3, o no (ver
la Figura 3.3). Para probar (3.2.10) razonaremos por contradiccio´n. Supongamos que
J(w˜) = (σ01 − λ)2.
Entonces,
(−∆− λ)w ≥ (σ01 − λ)2(−∆− λ)−1w˜ en Ω0
y, por tanto, poniendo
u := (−∆− λ)−1w˜,
tenemos u ∈ P ,
w˜ = (−∆− λ)u c.s.p. en Ω,
y
(−∆− λ)2u ≥ (σ01 − λ)2u en Ω0.
Equivalenmente,
(−∆− σ01)(−∆+ σ01 − 2λ)u ≥ 0 en Ω0,
o
(−∆− σ01)Υ ≥ 0 en Ω0, Υ := (−∆+ σ01 − 2λ)u.
Como
Υ = w + (σ01 − λ)u≫ 0 en Ω0
y Υ|Γ3 > 0, Υ sera´ una supersoluco´n positiva estricta de −∆− σ01 en Ω0. De esta manera,
0 < σ[−∆− σ01,Ω0] = σ01 − σ01 = 0,
por el Teorema 1.2. Esta contradiccio´n finaliza la demostracio´n.
La validez de (3.2.10) es tambie´n corroborada por las identidades
Σ(λ) = sup
u∈(−∆−λ)−1(P)
inf
Ω0
(−∆− λ)2u
u
(3.2.11)
y
(σ01 − λ)2 = sup
u∈P
inf
Ω0
(−∆− λ)2u
u
. (3.2.12)
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La primera es una consecuencia directa de la definicio´n de Σ(λ), mientras (3.2.12) es un re-
sultado cla´sico (ver [38, Teorema 3.1] y las referencias allı´ incluidas). Como en (3.2.11) uno
tiene que evaluar las cantidades de las funcciones u de la forma u = (−∆ − λ)−1w para algu´n
w ≫ 0, necesariamente
−∆u = λu+ w > 0 si λ ≥ 0,
y, por lo tanto, u debe ser co´ncava. Por lo que, no se puede aproximar por cualquier aprox-
imacio´n suave positiva de la autofuncio´n principal asociada con σ01 , como las utilizadas en
(3.2.12) para aproximar (σ01 − λ)2.
3.3 Existencia de los estados de coexistencia
En esta seccio´n obtendremos una condicio´n necesaria para la existencia de los estados de co-
existencia. Con el fin de lograr dicho objetivo deberı´a ser observado que supuesto un subdo-
minio abierto D y debido a la Seccio´n 2.3, si f satisface (2.3.1), (B3-4), h1, h2 ∈ C2+ν(∂D),
(h1, h2) ≥ (0, 0) y (u¯, v¯) ∈ C2+ν(D¯)× C2+ν(D¯) es una supersolucio´n del problema


−∆u = λu+ αv − af(·, u)u
−∆v = βu+ λv
en D,
(u, v) = (h1, h2) en ∂D,
(3.3.1)
con u¯ > 0 y v¯ > 0 entonces,
u¯≫ 0, y v¯ ≫ 0, en D.
En particular, cualquier solucio´n no-negativa (u, v) 6= (0, 0) de (3.3.1) satisface u≫ 0 y v ≫ 0.
Adema´s,
λ ≤ σ [L(af(·, u¯), 0)), D] ,
y, para cada κ > 1, el par (κu¯, κv¯) tambie´n sera´ una supersolucio´n de (3.3.1). Si, adema´s,
(h1, h2) = (0, 0) y (u¯, v¯) resuelve (3.3.1), entonces
λ = σ [L(af(·, u¯), 0), D] . (3.3.2)
Por otro lado, gracias al Teorema 2.11, cuando h1 = h2 = 0, (3.3.1) tiene un u´nico estado
de coexistencia si λ > σ [L0, D], denotado por Θ. Tambie´n, siempre que u0 > 0 y v0 > 0,
obtendremos lo siguiente
l´ım
t↑∞
‖ (u(·, t; u0, v0), v(·, t; u0, v0))−Θ‖C(D¯)×C(D¯) = 0,
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donde (u(x, t; u0, v0), v(x, t; u0, v0)) representa la u´nica solucio´n de

∂u
∂t
−∆u = λu+ αv − af(·, u)u
∂v
∂t
−∆v = βu+ λv
en D × (0,∞),
(u, v) = (h1, h2) en ∂D × (0,∞),
(u(·, 0), v(·, 0)) = (u0, v0) en D.
Adema´s, si h1 = h2 = 0 y λ ≤ σ[L0, D], entonces (3.3.1) no puede admitir una subsolucio´n
positiva, y
l´ım
t↑∞
‖ (u(·, t; u0, v0), v(·, t; u0, v0)) ‖C(D¯)×C(D¯) = 0.
Por consiguiente, el siguiente resultado nos proporciona una condicio´n necesaria o´ptima para
la existencia de un estado de coexistencia. Su optimalidad sera´ mostrada ma´s adelante.
Proposicio´n 3.6 Supongamos que a > 0, f satisface (B3), y (3.3.1) posee una solucio´n
(u, v) > (0, 0).
Entonces, u≫ 0, v ≫ 0, y
0 < σ1 − λ <
√
αβ . (3.3.3)
Si, adema´s, a(x) satisface la condicio´n (A), entonces
0 < σ1 − λ <
√
αβ <
√
Σ(λ) , (3.3.4)
donde Σ(λ) es la cota espectral definida en (3.1.9).
Demostracio´n. Supongamos que a > 0 y f satisface (B3). Sea (u, v) > (0, 0) una solucio´n de
(3.3.1). Entonces, de acuerdo con el Lema 2.9, tenemos que u≫ 0 y v ≫ 0. Adema´s,
 −∆+ af(·, u) −α
−β −∆



 u
v

 = λ

 u
v


y, por tanto, por la unicidad del autovalor principal,
λ = σ[L(af(·, u), 0),Ω].
En realidad, esto es obtenido a partir de (3.3.2) gracias al Lema 2.9. Como af(·, u) > 0, por
(3.1.6) y la monotonı´a del autovalor principal con respecto al potencial, Proposicio´n 1.3(a),
llegamos a que
λ > σ[L(0, 0),Ω] = σ[L0,Ω] = σ1 −
√
αβ.
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Adema´s, ya que v = 0 en ∂Ω y
(−∆− λ)v = βu > 0 en Ω,
por el Teorema 1.2 tenemos que
0 < σ[−∆− λ,Ω] = σ1 − λ,
lo que completa la demostracio´n de (3.3.3).
Una vez sabemos que λ < σ1, a partir de la v-ecuacio´n de (3.1.7) tendremos que
v = β(−∆− λ)−1u
y, por tanto, substituye´ndolo en la u-ecuacio´n, llegamos a que
(−∆− λ)u = αβ(−∆− λ)−1u− af(·, u)u.
Por lo tanto,
(−∆− λ)u = αβ(−∆− λ)−1u en Ω0,
puesto que a = 0 en Ω0, y, por eso,
J(u) = inf
Ω0
(−∆− λ)u
(−∆− λ)−1u = αβ.
Por consiguiente,
αβ ≤ Σ(λ). (3.3.5)
Claramente, (3.3.4) es una consecuencia de (3.3.3), (3.3.5), y el siguiente lema, cuya prueba es
pospuesta hasta la conclusio´n de esta demostracio´n.
Lema 3.7 Suponemos que a > 0 en Ω, f ∈ Cν,1+ν(Ω¯× [0,∞)) satisface (B3), y (3.1.7) posee
un estado de coexistencia. Entonces, existe ε > 0 tal que el problema perturbado{ −∆u = λu+ (α+ t)v − af(·, u)u
−∆v = βu+ λv en Ω,
(u, v) = (0, 0) en ∂Ω.
(3.3.6)
tiene un estado de coexistencia para cada t ∈ [0, ε).
De acuerdo con (3.3.5), si (3.3.4) no es cierta, entonces
αβ = Σ(λ).
Por otro lado, por el Lema 3.7 y el ana´lisis ya realizado en esta demostracio´n,
(α + t)β ≤ Σ(λ) ∀ t ∈ [0, ε).
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Esta contradiccio´n muestra que αβ < Σ(λ) y concluye la demostracio´n.
Demostracio´n del Lema 3.7. Esta prueba consiste en una simple aplicacio´n del Teorema de
la Funcio´n Implı´cita basado en el hecho de que cualquier estado de coexistencia de (3.1.7) es
no-degenerado. Sea (u0, v0) un estado de coexistencia de (3.1.7) y consideramos el operador
F : E := C2+ν0 (Ω¯)× C2+ν0 (Ω¯)× R −→ F := Cν(Ω¯)× Cν(Ω¯)
definido por
F(u, v, t) :=

 −∆u − λu− (α+ t)v + af(·, u)u
−∆v − λv − βu

 , (u, v, t) ∈ E. (3.3.7)
F es de clase C1 y, por definicio´n,
F(u0, v0, 0) = 0.
Adema´s, el operador diferencial
D0F := D(u,v)F(u0, v0, 0) ∈ L
(C2+ν0 (Ω¯)× C2+ν0 (Ω¯); Cν(Ω¯)× Cν(Ω¯))
viene dado por
D0F
(
u
v
)
=

 −∆− λ+ a∂uf(·, u0)u0 + af(·, u0) −α
−β −∆− λ



 u
v


= L (−λ + a∂uf(·, u0)u0 + af(·, u0),−λ)

 u
v

 ,
donde L(·, ·) representa el operador cooperativo lineal definido en (3.1.3). De acuerdo con la
suposicio´n (A), la condicio´n (B3), y el Lema 2.9, tenemos que por la monotonı´a del autovalor
principal con respecto al potencial
σ[L (−λ+a∂uf(·, u0)u0 + af(·, u0),−λ) ,Ω]
= σ[L (a∂uf(·, u0)u0 + af(·, u0), 0) ,Ω]− λ
> σ[L (af(·, u0), 0) ,Ω]− λ = 0.
Por lo tanto, debido al Teorema 1.2, el operador linealizado D0F es un isomorfismo con inversa
fuertemente positiva, y, consecuentemente, gracias al Teorema de la Funcio´n Implı´cita, existen
ε > 0 y dos aplicaciones de clase C1
U, V : (−ε, ε) 7→ C2+ν0 (Ω¯)× C2+ν0 (Ω¯)
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tal que
U(0) = u0, V (0) = v0,
y
F(U(t), V (t), t) = 0 para cada t ∈ (−ε, ε). (3.3.8)
Como u0 y v0 se ecuentran en el interior del cono de las funciones positivas del espacio de
Banach ordenado C10(Ω¯), resulta aparente que (U(t), V (t)) es un estado coexistencia de (3.3.6)
para t > 0 suficientemente pequen˜o. Esto completa la demostracio´n.
3.3.1 Caracterizacio´n de la existencia de los estados de coexistencia en el
caso (C)
El principal resultado de existencia para este caso es el siguiente:
Teorema 3.8 Supongamos que a(x) > 0 para cada x ∈ Ω¯ y f satisface (B3-4) y (2.1.4).
Entonces, (3.1.7) tiene un estado de coexistencia sı´, y so´lo si λ satisface (3.3.3), y es u´nico si
existe.
Demostracio´n. Por la Proposicio´n 3.6, ya es sabido que la condicio´n (3.3.3) es necesaria para
la existencia de un estado de coexistencia. Supongamos que (3.3.3). Como ya es conocido, de
acuerdo con el Teorema 2.11, para probar la existencia y la unicidad de los estados de coexis-
tencia es suficiente construir una supersolucio´n (u¯, v¯) de (3.1.7) con u¯ > 0 y v¯ > 0. Podemos
elegir u¯ de forma que sea una constante positiva M > 0 suficientemente grande, y v¯ la u´nica
solucio´n positiva de
(−∆− λ)v¯ = βu¯ = βM en Ω, v¯|∂Ω = 0.
Dicho de otra manera,
u¯ := M, v¯ = βM(−∆− λ)−1(1).
Sen˜alar que (−∆ − λ)−1 existe porque λ < σ1. Por construccio´n, el par (u¯, v¯) sera´ una super-
solucio´n de (3.1.7) sı´, y so´lo si
0 ≥ λM + αβM(−∆− λ)−1(1)− af(·,M)M en Ω,
i.e., si
af(·,M) ≥ λ+ αβ(−∆− λ)−1(1) en Ω. (3.3.9)
Como a esta´ alejado de cero, a partir de (2.1.4) resulta aparente que (3.3.9) sea obtenido para
M > 0 suficientemente grande. Esto completa la demostracio´n.
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3.3.2 Caracterizacio´n de la existencia en el caso (A)
En el caso (A), nuestro principal resultado de existencia es el Teorema 3.1. De acuerdo con
este teorema, las estimaciones (3.3.4) no son so´lo necesarias sino tambie´n suficientes para la
existencia de un estado de coexistencia de (3.1.7). Adema´s, el estado de coexistencia es u´nico
si existe. Por la Proposicio´n 3.6 y el Teorema 2.11, para probar el Teorema 3.1 es suficiente
mostrar que bajo la condicio´n
0 < σ1 − λ <
√
αβ <
√
Σ(λ),
(3.1.7) posee una supersolucio´n (u¯, v¯) con u¯ > 0 y v¯ > 0. Sen˜alar que la estimacio´n λ < σ1
entran˜a que Σ(λ) este´ bien definida, y que σ1 − λ <
√
αβ pueda ser equivalentemente escrita
de la forma
λ > σ[L0,Ω] = σ1 −
√
αβ.
Por consiguiente, implica que el estado trivial (0, 0) es linealmente inestable. En tal caso, (3.1.7)
admite subsoluciones positivas arbitrariamente pequen˜as como fue mostrado en la Seccio´n 2.3
del Capı´tulo 2. La existencia de la supersolucio´n esta´ garantizada una vez que
αβ < Σ(λ). (3.3.10)
De hecho, bajo esta estimacio´n, existen u≫ 0 en Ω y ε > 0 tal que
inf
Ω0
(−∆− λ)u
(−∆− λ)−1u > αβ + ε. (3.3.11)
Posteriormente, para δ > 0 suficientemente pequen˜o, ponemos
Ωδ := { x ∈ Ω : dist(x,Ω0) < δ }.
Por continuidad, a partir de (3.3.11) tenemos que existe δ > 0 tal que
(−∆− λ)u ≥ αβ(−∆− λ)−1u en Ωδ.
De esta manera, para cada κ > 0, tenemos que
(−∆− λ)(κu) ≥ αβ(−∆− λ)−1(κu)
≥ αβ(−∆− λ)−1(κu)− af(·, κu)κu en Ωδ,
porque
af(·, κu)κu ≥ 0.
Adema´s, de acuerdo con (2.1.4) y la suposicio´n (A), existe κ0 > 0 tal que
(−∆− λ)u ≥ αβ(−∆− λ)−1u− af(·, κu)u en Ω¯+ \ Ωδ
para cada κ ≥ κ0, puesto que a(x) es positiva y alejada de cero en Ω¯+ \ Ωδ. Por lo tanto, el par
positivo en cada componente
(u¯, v¯) := κ0
(
u, β(−∆− λ)−1u)
nos proporciona la supersolucio´n requerida de (3.1.7) en Ω. Esto completa la demostracio´n del
Teorema 3.1.
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3.4 Comportamiento lı´mite de los estados de coexistencia
En esta seccion vamos a considerar los estados de equilibrio del problema (3.1.7) dependientes
del para´metro real α > 0 con el fin de analizar como varia su (u´nico) estado de coexistencia
cuando α se acerca a los valores lı´mites para los cuales tenemos la existencia. Resultados simi-
lares pueden ser obtenidos variando tanto β, como λ. Fijando α como el principal para´metro de
continuacio´n, denotaremos mediante
Θ(α) := (u(α), v(α))
al u´nico estado de coexistencia de (3.1.7); el cual sera´ un cero del operador
F : E := C2+ν0 (Ω¯)× C2+ν0 (Ω¯)×R −→ Cν(Ω¯)× Cν(Ω¯)
definido por
F(u, v, α) :=

 −∆u− λu− αv + af(·, u)u
−∆v − λv − βu

 , (u, v, α) ∈ E. (3.4.1)
Adema´s, tan pronto como a > 0 en Ω y (3.1.7) admita un estado de coexistencia, el Teorema
de la Funcio´n Implı´cita de la misma manera a como fue aplicado en la demostracio´n de la
Proposicio´n 3.6 muestra que
α 7→ (u(α), v(α))
es una aplicacio´n de clase C1, y, debido al Lema 2.13, creciente. En realidad, por el Teorema de
la Funcio´n Implı´cita, podemos derivar la indentidad
F(u(α), v(α), α) = 0
con respecto a α obteniendo que
D
(u,v)
F(u(α), v(α), α)Dα(u(α), v(α)) +DαF(u(α), v(α), α) = 0.
De acuerdo con la demostracio´n de la Proposicio´n 3.6, ya es sabido que el operador
DαF := D(u,v)F(u(α), v(α), α)
es invertible, y que (DαF)−1 es fuertemente positivo. Adema´s, derivando con respecto a α el
operador (3.4.1) muestra que
DαF(u(α), v(α), α) = −v(α).
Por lo tanto,
Dα(u(α), v(α)) = (DαF)
−1 v(α)≫ 0. (3.4.2)
3.4. Comportamiento l´Imite de los estados de coexistencia 119
En particular, considerando α como el principal para´metro de continuacio´n, la estructura del
conjunto de estados de coexistencia de (3.1.7) consta de una curva creciente de clase C1
α 7→ (u(α), v(α)), α ∈ I,
donde I representa el intervalo de existencia del estado de coexistencia, i.e.,
I :=

 ((σ1 − λ)
2/β,∞) , en el caso (C),
((σ1 − λ)2/β,Σ(λ)/β) , en el caso (A).
El siguiente resultado nos proporciona el comportamiento lı´mite de los estados de coexistencia
en la parte final del intervalo de existencia I.
α0 := (σ1 − λ)2/β y α1 :=

 ∞, en el caso (C),Σ(λ)/β, en el caso (A). (3.4.3)
Proposicio´n 3.9 Supongamos que a(x) satisface (3.1.2) y alguna de las condiciones (A) o (C),
y f satisface (B3) y (2.1.4). Entonces,
l´ım
α↓α0
(
‖u(α)‖
C(Ω¯)
+ ‖v(α)‖
C(Ω¯)
)
= 0 (3.4.4)
y
l´ım
α↑α1
‖u(α)‖
C(Ω¯)
= l´ım
α↑α1
‖v(α)‖
C(Ω¯)
=∞. (3.4.5)
Demostracio´n. El hecho que (u(α), v(α)) bifurque desde (0, 0) en el valor α = α0, expresado
por (3.4.4), es una sencilla consecuencia que se desprende de la monotonı´a de la aplicacio´n
α 7→ (u(α), v(α))
el hecho que los ceros de F son puntos fijos de un operador compacto (cf. [40, Capı´tulo 7]),
puesto que (3.1.7) no puede admitir un estado de coexistencia si α ≤ α0, por la Proposicio´n 3.6.
Como los detalles te´cnicos son bien conocidos (Seccion 2.4 en el Capı´tulo 2 de esta Tesis), no
son incluidos aquı´. Sen˜alar que f(x, u) no disfruta de las condiciones necesarias de regularidad
para aplicar el Teorema de Bifurcacio´n de Crandall y Rabinowitz [15], [16].
Ahora, probaremos (3.4.5). De acuerdo con (3.1.7), por un sencillo ca´lculo,
(−∆+
√
αβ − λ)
(√
α v(α)−
√
β u(α)
)
=
√
β af(·, u(α))u(α) en Ω
para cada α ∈ I. Por otro lado, por la Proposicio´n 3.6, λ < σ1, y, por tanto,
σ[−∆+
√
αβ − λ,Ω] = σ1 − λ+
√
αβ >
√
αβ > 0.
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De esta manera, debido al Teorema 1.2, obtenemos que
√
α v(α) =
√
β u(α) +
√
β(−∆+
√
αβ − λ)−1 (af(·, u(α))u(α))
y, por lo tanto, √
α v(α) >
√
β u(α). (3.4.6)
Por consiguiente, para probar (3.4.5) en el caso (A), es suficiente mostrar que
l´ım
α↑α1
‖u(α)‖
C(Ω¯)
=∞. (3.4.7)
Supongamos que a(x) satisface (A) y (3.4.7) no es cierto. Entonces, por la monotonı´a de α 7→
u(α), existe una constante C > 0 tal que
u(α) ≤ C en Ω, ∀ α ∈ I.
De esta manera, desde la v-ecuacio´n de (3.1.7) llegamos a que
v(α) = β(−∆− λ)−1u(α) ≤ βC(−∆− λ)−1(1) en Ω,
para todo α en I. Estas cotas a priori uniformes para u(α) y v(α) combinadas con la monotonı´a
de (u(α), v(α)), a trave´s de un argumento de compacidad ya mencionado con anterioridad,
muestran que deberı´a existir un estado de coexistencia
(u(α1), v(α1))
de (3.1.7) en α = α1. Esto es imposible, porque α1 6∈ I. Por lo tanto, (3.4.5) se tiene en el caso
(A).
Finalmente, suponemos que nos encontramos en el caso (C). Entonces, (u(α), v(α)) es
definido para todo α > α0 y, substituyendo (3.4.6) en la u-ecuacio´n de (3.1.7) tenenos que,
para cada α > α0,
−∆u(α) = λu(α) + αv(α)− af(·, u(α))u(α)
> λu(α) +
√
αβ u(α)− af(·, u(α))u(α)
=
(
λ +
√
αβ
)
u(α)− af(·, u(α))u(α).
De esta manera, u(α) sera´ una supersolucio´n positiva estricta del problema auxiliar
 −∆w =
(
λ+
√
αβ
)
w − af(·, w)w en Ω,
w = 0 en ∂Ω.
(3.4.8)
Es bien conocido que (3.4.8) posee una solucio´n positiva sı´, y o´lo si√
αβ > σ1 − λ.
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Adema´s, es u´nica si existe. La denotamos mediante w(α). Entonces, para α > α0 suficiente-
mente grande, por el Lema 2.13, tenemos que
u(α) > w(α). (3.4.9)
A continuacio´n, denotamos por ϕ1 ≫ 0 a la autofuncio´n principal asociada con σ1 = [−∆,Ω]
normalizada de forma que
‖ϕ1‖∞ = 1.
Un ca´culo directo muestra que la funcio´n w(α) := Cϕ1 es una subsolucio´n de (3.4.8) una vez
que la constante C satisface
f(·, Cϕ1) ≤ λ+
√
αβ − σ1
‖a‖
C(Ω¯)
en Ω. (3.4.10)
Por la monotonı´a y las propiedades de crecimiento de f , la mayor de todas las posibles con-
stantes C que satisfagan (3.4.10), a la que llamaremos C(α), debe cumplir
l´ım
α↑∞
C(α) =∞.
De esta manera, por el Lema 2.13, desde (3.4.9) obtenemos que
u(α) > w(α) ≥ C(α)ϕ1 (3.4.11)
y, en particular,
l´ım
α↑∞
u(α) =∞ uniformemente en subconjuntos compactos de Ω.
Finalmente, sustituyendo (3.4.11) en la v-ecuacio´n de (3.1.7), resulta aparente que
v(α) = β(−∆− λ)−1u(α) > C(α)β
σ1 − λϕ1.
Esto completa la demostracio´n.
3.5 Dina´mica de las soluciones positivas de (3.1.1)
En esta seccio´n mantendremos las notaciones introducidas en la Seccion 3.4; en particular,
(3.4.3). Su principal resultado puede ser establecido como sigue.
Teorema 3.10 Supongamos que a(x) satisface (3.1.2) y alguna de las condiciones (A) o (C), y
f satisface (B3) y (2.1.4). Para cada α > 0, denotamos
(uα(x, t), vα(x, t))
como la u´nica solucio´n de (3.1.1). Entonces,
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(a) Para cada α ≤ α0,
l´ım
t↑∞
(uα(x, t), vα(x, t)) = (0, 0).
(b) Para cada α ∈ I,
l´ım
t↑∞
(uα(x, t), vα(x, t)) = (u(α), v(α))) .
(c) Para cada α ≥ α1,
l´ım
t↑∞
‖uα(·, t)‖C(Ω¯) = l´ımt↑∞ ‖vα(·, t)‖C(Ω¯) =∞.
Demostracio´n. Las afirmaciones (a) y (b) se obtienen directamente del Teorema 2.11. La parte
(c) es una consecuencia del principio de comparacio´n parabo´lico de tipo cooperativo, Proposi-
cio´n 2.12. De hecho, sea α ≥ α1. De esta manera, de acuerdo con la Proposicio´n 2.12, para
cada ε > 0 tenemos que
uα ≥ uα1−ε y vα ≥ uα1−ε en Ω× (0,∞).
En particular, para cada t > 0, tenemos que
 ‖uα(·, t)‖C(Ω¯) ≥ ‖uα1−ε(·, t)‖C(Ω¯)‖vα(·, t)‖
C(Ω¯)
≥ ‖uα1−ε(·, t)‖C(Ω¯)
en Ω.
De esta manera, pasando al lı´mite cuando t ↑ ∞ a partir del apartado (b) llegamos a que
l´ım inf
t↑∞
‖uα(·, t)‖C(Ω¯) ≥ l´ımt↑∞ ‖uα1−ε(·, t)‖C(Ω¯) = ‖u(α1 − ε)‖C(Ω¯),
l´ım inf
t↑∞
‖vα(·, t)‖C(Ω¯) ≥ l´ımt↑∞ ‖vα1−ε(·, t)‖C(Ω¯) = ‖v(α1 − ε)‖C(Ω¯).
Como esto es cierto para cada ε > 0, el resultado ahora se obtiena desde la Proposicio´n 3.9
pasando al lı´mite cuando ε ↓ 0 en las desigualdades anteriores.
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