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vRésumé
Cette étude s’inscrit dans le cadre du diagnostic embarqué des réseaux filaires complexes.
Elle vise à détecter et localiser les défauts électriques avec précision. En effet, l’inté-
gration du diagnostic par réflectométrie dans un système embarqué fait apparaître des
problèmes d’interférence qui s’aggravent dans le cas d’un réseau complexe où plusieurs
réflectomètres sont placés en différents points du réseau. L’objectif est de développer de
nouvelles stratégies de diagnostic embarqué des réseaux filaires complexes pour résoudre
les problèmes d’interférence d’une part et l’ambiguïté de localisation du défaut d’autre
part. La première contribution concerne le développement d’une nouvelle méthode de
réflectométrie baptisée OMTDR (Orthogonal Multi-tone Time Domain Reflectometry).
Elle utilise des signaux numériques modulés et orthogonaux pour éliminer les interfé-
rences. Pour davantage de couverture, la deuxième contribution propose d’intégrer la
communication entre les réflectomètres. Elle vise à fusionner les données afin de facili-
ter la prise de décision. La troisième contribution adresse la problématique de la stratégie
de diagnostic, c’est-à-dire, de l’optimisation des performances du diagnostic d’un réseau
complexe sous contraintes opérationnelles d’utilisation. L’utilisation des Réseaux Bayé-
siens permet d’étudier l’impact des différents facteurs et d’obtenir une estimation de la
confiance et donc, de la fiabilité du résultat du diagnostic.
Abstract
This study addresses embedded diagnosis of complex wired networks. Based on the
reflectometry method, it aims at detecting and locating accurately electrical faults. In-
creasing demand for on-line diagnosis has imposed serious challenges on interference
mitigation. It aims at making diagnosis while the target system is running. The interfe-
rence becomes more critical in the case of complex networks where several reflectome-
ters are injecting their test signals simultaneously. The objective is to develop new em-
bedded diagnosis strategies in complex wired networks that would resolve interference
problems and eliminate ambiguity related to the fault location. The first contribution is
the development of a new method called OMTDR (Orthogonal Multi-tone Time Domain
Reflectometry). It uses orthogonal modulated digital signals for interference mitigation
and thereby on-line diagnosis. For better coverage of the network, the second contribu-
tion proposes to integrate communication between reflectometers. It uses sensors data
fusion to facilitate decision making. The third contribution addresses the problem of the
diagnosis strategy, i.e. the optimization of diagnosis performance of a complex network
under operational constraints. The use of Bayesian Networks allows us to study the im-
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Introduction générale
A l’ère des connexions sans fils, la présence des réseaux filaires demeure un pilier fonda-mental pour le transport de l’énergie électrique et de l’information. Que ce soit dansl’aéronautique, l’automobile, les télécommunications ou même la distribution d’énergie,
les câbles sont victimes de leur environnement. Ils font souvent face à des conditions agressives
telles que la vibration mécanique, le stress thermique, la pénétration de l’humidité ou même la
maltraitance. Ces conditions favorisent l’apparition de défauts plus ou moins graves allant d’une
simple fissure dans la gaine à une coupure du câble. Ce constat a conduit à des nombreux travaux
sur les méthodes de diagnostic pour la détection et la localisation d’un défaut franc (circuit ouvert,
court-circuit) ou non franc (dégradation du conducteur, éraflure de la gaine, etc.). Par ailleurs,
l’étendue des réseaux filaires a explosé pour répondre aux exigences accrues de la concurrence
industrielle. Ceci a entraîné l’augmentation de la complexité du diagnostic et, par conséquence
la dégradation de la précision. Cet enjeu est particulièrement important dans les avions “plus
électriques” où la longueur des câbles atteint 530 kilomètres (Airbus A380).
L’apparition de certains défauts peut avoir des conséquences tragiques lorsque les câbles font
partie de systèmes critiques pour lesquels la sécurité est de mise. A titre d’exemple, les crashs des
vols TWA 800 (1996) et SWISSAIR 111 (1998) dans lesquels les câbles ont été mis en cause. Ceci
a conduit à l’implémentation d’un diagnostic en continu permettant de détecter et localiser, en
temps réel, les premiers signes de faiblesses dans les câbles. Il est possible ainsi d’intervenir avant
l’occurrence de conséquences dommageables pour la sécurité du système, de l’individu et même
de l’environnement. Le besoin d’un diagnostic permanent implique l’intégration de la fonction de
diagnostic dans le système où les réseaux de câbles opèrent. De nouvelles problématiques liées à
l’optimisation des performances, la facilité d’intégration et la fiabilité du diagnostic d’un réseau
filaire complexe sont ainsi posées.
L’objectif de cette étude est de proposer de nouvelles stratégies de diagnostic embarqué
des réseaux filaires complexes permettant d’optimiser les performances, le coût et la fiabilité
du diagnostic des câbles sous contraintes opérationnelles d’utilisation (prise en compte de
l’environnement, des caractéristiques du câble, de la fiabilité du système du diagnostic, etc.).
La méthode la plus adéquate pour répondre à cet objectif est la réflectométrie par sa capacité
à s’intégrer dans le système embarqué. Cette méthode consiste à injecter un signal de diagnostic
dans le réseau de câbles. Chaque fois qu’il rencontre une désadaptation (i.e. un défaut), une
partie de son énergie est renvoyée vers le point d’injection tandis que l’autre partie continue à
se propager. L’analyse du signal réfléchi permet ensuite de localiser et caractériser le défaut.
Lorsque le diagnostic est effectué en parallèle avec le fonctionnement du système, des problèmes
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d’interférence apparaissent. Des traitements spécifiques doivent être ainsi établis comme le choix
du signal de diagnostic, l’amélioration de la précision de localisation, etc. Pour répondre aux
contraintes du diagnostic embarqué, les traitements effectués doivent être le moins complexes
possibles afin de faciliter leur intégration tout en respectant les performances du diagnostic. Dans
notre étude, nous avons proposé une nouvelle méthode de réflectométrie multi-porteuse permettant
le contrôle de la bande passante du signal injecté pour éliminer les problèmes d’interférence sans
réduire les performances du diagnostic.
Dans le cas d’un réseau complexe, l’utilisation d’un seul point d’injection ne permet plus
de couvrir l’intégralité du réseau. De plus, la multitude des branches dans le réseau entraîne
une ambiguïté de localisation du défaut. En effet la distance séparant le point d’injection et le
défaut étant connue, l’identification de la branche défectueuse demeure incertaine. Le diagnostic
distribué s’avère être une bonne solution pour surmonter cette contrainte. Il consiste à distribuer
la fonction du diagnostic en plusieurs points du réseau. Chaque capteur effectue un diagnostic et
fournit sa propre interprétation quant à la localisation du défaut. Dans notre étude, nous proposons
de donner aux systèmes de diagnostic la possibilité de communiquer entre eux via la partie
transmise du signal de diagnostic. Les signaux de test utilisés doivent être ainsi capables de porter
une information. Cette communication doit permettre la fusion des données facilitant ainsi la prise
de décision sur la localisation du défaut.
Malgré la maturité des stratégies existantes et celles développées dans cette étude, la pré-
sence de certains facteurs d’influence sur la mesure de réflectométrie peut dégrader la fiabilité
du diagnostic. Ces facteurs d’influence peuvent être liés à l’environnement d’utilisation, aux
caractéristiques du câble, à la fiabilité du système du diagnostic, etc. Une prise en considération
de ces connaissances permettrait d’évaluer la fiabilité du diagnostic. Nous proposons, dans cette
étude, de résoudre cette problématique par des méthodes statistiques, ce qui constitue une réelle
innovation dans le domaine de la réflectométrie.
L’étude présentée vise à surmonter ces contraintes. La pluridisciplinarité du travail effectué
dans cette étude repose sur la diversité des thématiques abordées telles que : le traitement du
signal, la physique des lignes, les réseaux de communications et les méthodes statistiques. Les
réflexions menées dans les différentes thématiques ont conduit à établir de nouvelles stratégies
innovantes pour le diagnostic embarqué. Celles-ci s’orientent autour de deux axes de recherche
qui sont d’une part le diagnostic en ligne et d’autre part le diagnostic distribué.
Sur cette base, l’organisation de ce mémoire en cinq chapitres est de la façon suivante :
Le premier chapitre présente le contexte de cette étude. Il s’agit du diagnostic embarqué
des réseaux filaires complexes pour la détection et la localisation des défauts électriques. Pour
cela, nous présentons, dans un premier temps, les différents types de câbles et leurs domaines
d’application. Dans un deuxième temps, nous introduisons les typologies des défauts telles que
les défauts francs ou non francs. Pour mieux comprendre le principe de la réflectométrie, nous
rappelons les notions de la théorie des lignes. Enfin, les méthodes de réflectométrie dans le
domaine temporel et fréquentiel sont présentées. Nous nous intéressons dans cette étude, en
particulier, à la méthode de réflectométrie dans le domaine temporel.
3Le deuxième chapitre étudie les méthodes de diagnostic embarqué existantes ayant l’objectif
d’assurer d’une part un diagnostic en ligne et d’autre part un diagnostic distribué. Pour cela,
nous introduisons le concept de l’intégration du diagnostic dans une architecture embarquée.
Ensuite, nous étudions les méthodes conçues pour effectuer un diagnostic en ligne telles que la
réflectométrie par étalement du spectre ou la réflectométrie multi-porteuse. La plupart de ces
méthodes a été adaptée pour assurer un diagnostic distribué dans les réseaux filaires complexes
comme présenté dans la section suivante. Les limites des systèmes actuels sont présentées à la fin
de ce chapitre.
Le troisième chapitre aborde la problématique de l’interférence dans le diagnostic en ligne.
Une nouvelle méthode de réflectométrie multi-porteuse baptisée OMTDR (Orthogonal Multi-tone
Time Domain Reflectometry) est proposée. Pour cela, nous introduisons, en premier temps, le
principe de la méthode OMTDR. Elle utilise une modulation multi-porteuse orthogonale pour
améliorer le contrôle de la bande passante du signal de diagnostic. Nous proposons, ensuite,
d’adapter la méthode OMTDR aux contraintes du diagnostic en ligne par des traitements
spécifiques. Ce chapitre s’achève par des mesures sur des réseaux réels afin de valider expérimen-
talement la méthode OMTDR.
Le quatrième chapitre aborde la problématique de l’ambiguïté dans le diagnostic distribué.
Nous développons une nouvelle stratégie de diagnostic qui utilise non seulement la partie réfléchie
du signal de test comme pour les méthodes existantes, mais aussi la partie transmise. Ceci
permet d’intégrer la communication entre les réflectomètres. Pour cela, nous présentons une
nouvelle stratégie de pré-localisation du défaut par calcul du taux d’erreur binaire. Puisque la
méthode OMTDR utilise un signal porteur d’information comme signal de test, nous proposons
une autre stratégie de localisation du défaut par la fusion des données des réflectomètres. Un
protocole de communication doit donc être mis en place dans ce chapitre. Enfin, nous évaluons
les performances de la stratégie proposée dans un réseau complexe pour la localisation d’un ou
plusieurs défaut(s).
Le cinquième chapitre aborde la problématique de la fiabilité du diagnostic. Pour cela, nous
identifions, dans un premier temps, les paramètres d’influence sur la mesure de réflectométrie.
Nous étudions ensuite les effets de ces paramètres sur la mesure de réflectométrie. Nous utilisons
les réseaux bayésiens pour représenter ces connaissances et évaluer ainsi la fiabilité du diagnostic
dans un câble puis dans un réseau complexe.
Pour conclure, nous montrons, grâce aux stratégies développées (méthode OMTDR, intégra-
tion de la communication et évaluation de la fiabilité du diagnostic), que la fusion des données
permet d’optimiser les performances ainsi que la fiabilité du diagnostic par rapport aux contraintes
du diagnostic embarqué.
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Les différentes contributions de cette étude sont les suivantes :
1. Développer une nouvelle méthode de réflectométrie multi-porteuse nommée OMTDR per-
mettant de détecter et localiser les défauts francs et non francs avec précision quand le diag-
nostic est en ligne.
2. Développer une nouvelle méthode d’allocation distribuée des sous-porteuses permettant
d’effectuer le diagnostic distribué sans synchronisation.
3. Intégrer la communication entre les réflectomètres grâce à l’utilisation d’un signal de test
porteur d’information (méthode OMTDR).
4. Développer une nouvelle stratégie de diagnostic pour la pré-localisation du défaut par calcul
du taux d’erreur binaire.
5. Développer une nouvelle stratégie de diagnostic pour la localisation du défaut par fusion des
données des réflectomètres.
6. Développer un réseau bayésien permettant d’évaluer la fiabilité du diagnostic par intégration
des facteurs d’influence sur la mesure de réflectométrie.
FIGURE 1: Démarche de la thèse.
Les différentes contributions évoquées ci-dessus seront détaillées dans la démarche de la thèse
(chapitre 3, 4 et 5).
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A l’époque des réseaux sans fils, l’utilisation des câbles dans les systèmes complexes resteinévitable. Un jour ou un autre, ces câbles peuvent montrer des signes de faiblesse à cause
des conditions agressives de l’environnement où ils opèrent (stress mécanique, choc thermique,
humidité, etc.). Lorsque les câbles s’abîment, ils perdent leurs fonctionnalités et peuvent entraîner,
par suite, des accidents dramatiques. La mise en place d’un système de diagnostic pour la
détection et la localisation des défauts dans les câbles est ainsi nécessaire. Dans ce contexte, la
réflectométrie est une méthode prometteuse pour répondre à ce besoin.
L’objectif de ce chapitre est de mettre l’accent sur les problèmes rencontrés dans les câbles et
de présenter les méthodes de diagnostic permettant de détecter et localiser les défauts.
Pour cela, nous introduisons, dans un premier temps, les différents types de câbles ainsi que
leurs domaines d’application tels que la distribution de l’énergie, le transport, les télécommunica-
tions, etc. Dans un deuxième temps, nous présentons les différents défauts dans les câbles. Selon
leur sévérité, on peut distinguer deux types de défauts : un défaut franc et un défaut non franc. Nous
nous intéressons finalement à la méthode de réflectométrie. Pour mieux comprendre son mode de
fonctionnement, une modélisation des réseaux filaires est réalisée. Les méthodes de réflectométrie
sont ensuite présentées. On y trouve deux grandes familles telles que les méthodes dans le domaine
temporel et celles dans le domaine fréquentiel. Enfin, les performances de la réflectométrie sont
évaluées.
1.1 Présentation du contexte
Un câble est défini comme un ensemble de conducteurs parallèles, blindés ou non, enveloppés
dans une gaine commune. Selon le nombre de conducteurs, le type de blindage ainsi que la na-
ture de l’information transmise, différents types de câbles ont été conçus, chacun d’entre-eux est
adapté à un domaine d’application particulier tel que la distribution de l’énergie, l’aéronautique,
l’automobile, les télécommunications, etc.
1.1.1 Rappel sur les types de câbles
Le choix du câble dépend non seulement de la nature du signal transmis (analogique ou nu-
mérique, énergie ou puissance, basse ou haute fréquence, etc.) mais aussi du débit souhaité, de la
longueur du réseau et évidemment du domaine d’application. Dans ce contexte, on peut distinguer
trois grandes familles de câbles comme : le câble coaxial, la paire torsadée et la fibre optique.
1.1.1.1 Le câble coaxial
Le câble coaxial, inventé en 1930 par l’américain Herman Affel [1], est constitué d’une âme
centrale composée d’un seul brin en cuivre ou de plusieurs brins torsadés, permettant la circulation
de l’information. Cette âme est, ensuite, entourée d’un isolant constitué d’un matériel diélectrique
afin d’éviter tout contact avec le blindage métallique tressé. Ce dernier permet non seulement de
protéger les données contre les parasites tels que le bruit et les interférences extérieures, mais aussi
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protège le câble de son environnement extérieur comme décrit dans la figure 1.1. Le câble coaxial
s’étend, généralement, à toute application où le signal doit subir le minimum d’affaiblissement et
de distorsion telle que les télécommunications, l’informatique, l’aérospatiale, le militaire, etc.
FIGURE 1.1: Description matérielle d’un câble coaxial.
1.1.1.2 La paire torsadée
Ce câble est constitué, comme son nom l’indique, de deux brins en cuivre entrelacés en
torsade. Cet entrelacement permet de maintenir la distance entre les fils constante et réduire
la diaphonie due aux paires ou sources adjacentes. Pour ce faire, chaque paire est torsadée
d’une façon légèrement différente. On distingue plusieurs catégories de paires torsadées selon le
blindage telles que : paire torsadée non blindée, paire torsadée écrantée, paire torsadée blindée, etc.
Une paire torsadée non blindée (en anglais Unshielded Twisted Pair ou UTP) n’est pas
protégée par un blindage. Elle est surtout utilisée dans les installations téléphoniques et les réseaux
informatiques domestiques. Les paires torsadées peuvent être entourées par une gaine commune
de blindage. On parlera alors de paire torsadée écrantée (en anglais Foiled Twisted Pair ou FTP).
Cette dernière est majoritairement utilisée en France. Dans une paire torsadée blindée (en anglais
Shielded Twisted Pair ou STP), chaque paire torsadée blindée est entourée d’un blindage pour
une meilleure immunité contre les perturbations électromagnétiques. La figure 1.2 montre la
description matérielle de différents types de paires torsadées.
FIGURE 1.2: Description matérielle d’une paire torsadée.
1.1.1.3 La fibre optique
Au cours de ces dernières années, la fibre optique a, progressivement, remplacé le câble coaxial
sur les longues distances. La fibre optique, développée au cours des années 1970, est un guide
1.1 Présentation du contexte








d’onde où une onde lumineuse est modulée pour assurer la transmission de données. Considérée
comme une révolution dans le domaine des télécommunications ainsi que celui de l’informatique,
la fibre optique garantit une transmission à très haut débit et supporte un réseau à large bande où
peuvent transiter les signaux de télévision, du téléphone, de données informatiques, etc.
Un réseau informatique peut ainsi utiliser ces trois types de câbles afin de relier ses différentes
entités (serveurs, poste client, ressources de stockage, équipement de routage, etc.). Chaque type
de câble est adapté à un domaine d’application spécifique pour obéir à des contraintes environne-
mentales (haute température, vibration, etc.) et fonctionnelles (alimentation, débit d’information,
lumière, etc.). Nous décrivons ces modes d’utilisation à la suite.
1.1.2 Domaines d’applications des câbles
A l’ère des réseaux sans fils, la présence d’un support physique bien délimité pour le transport
de l’énergie électrique et de l’information demeure inévitable. Par ailleurs, l’étendue des câbles a
considérablement augmenté pour répondre aux exigences des nouvelles technologies (débit, taux
d’erreur, temps réel, etc.). Que ce soit dans la distribution de l’énergie, de l’aéronautique, de l’au-
tomobile ou même des télécommunications, l’augmentation de la longueur des câbles a entraîné
l’augmentation de la complexité des réseaux filaires comme décrit dans cette section.
1.1.2.1 La distribution de l’énergie
Dans les réseaux de distribution de l’énergie, les lignes aériennes sont de plus en plus rem-
placées par des câbles souterrains. Entre 2000 et 2009, le kilométrage du réseau aérien a diminué
d’environ 1200 kilomètres (km) et a été remplacé par près de 1300 km de câbles souterrains en
France. En 2010, 66% de nouvelles lignes ont été construites en souterrain [2]. La figure 1.3
montre les différentes techniques de pose de câbles dans un réseau de transport d’électricité selon
l’environnement traversé (zones rurales, zones fortement urbanisées, franchissements de routes ou
de rivières, etc.). Les câbles sont déroulés par tronçons de 600 mètres (m) (pour le 225000 Volts
(V)) à 800 m (pour le 63000 V et 90000 V) et sont raccordés entre eux par des jonctions installées
dans des boîtes de jonctions souterraines.
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Cependant, l’isolation des câbles souterrains est le siège de contraintes thermiques, électriques,
mécaniques et environnementales [3]. Au cours du temps, ces diverses contraintes engendrent des
modifications plus ou moins graves dans l’isolant du câble sous-terrain.
1.1.2.2 L’aéronautique
Le domaine de l’aéronautique est le meilleur exemple pour illustrer la complexité des réseaux
filaires. Le réseau électrique dans un Airbus A380 atteint 10000 câbles et 40300 connecteurs. Cette
complexité se traduit par la concurrence industrielle pour des avions de plus en plus électriques
comme l’illustre la figure 1.4. Un avion “plus électrique” est un appareil où le courant électrique
remplace les énergies pneumatique, hydraulique et mécanique. L’avantage est double : d’une part,
les systèmes électriques sont moins complexes, moins coûteux et plus fiables que les mécanismes
hydrauliques et mécaniques, d’autre part, les systèmes électriques permettent de baisser la masse
d’un avion donc la consommation en carburant.
FIGURE 1.4: Évolution de la puissance électrique embarquée.
Dans les années 50, le premier biréacteur au monde, la Caravelle SE 210, consommait environ
27 kiloWatt (kW) équivalent et embarquait un peu plus de 100 km de câbles. L’ensemble de
ses commandes étaient hydrauliques et mécaniques. Doté du premier système de vol électrique
numérique, dit “Fly-by-Wire”, la consommation de l’Airbus A320 a atteint 320 kW. Le lancement
de l’Airbus A380 s’inscrit dans cette tendance avec une puissance électrique embarquée dans un
avion qui a grimpé à 800 kW, mais aussi la longueur cumulée de câbles qui a atteint 530 km.
Ces chiffres vont dans le sens de l’industrie aéronautique d’aller vers un avion “plus électrique”.
Ceci est accrédité par le lancement de la nouvelle génération d’aéronefs tels que le Boeing
787 et l’Airbus A350. Ces nouveaux aéronefs se caractérisent par un accroissement du nombre
d’équipements électroniques embarqués et, par conséquence, de la longueur des câbles qui les
relient.
Les câbles aéronautiques ont chacun leurs propriétés mécaniques, thermiques et chimiques
selon leur emplacement ainsi que la nature de l’information qu’ils véhiculent. A titre d’exemple,
dans un avion Airbus A340-600, on trouvera : les câbles de puissance pour l’alimentation, les
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câbles coaxiaux pour la transmission en haute fréquence (radio/radar, système anti-collision,
etc.), les câbles résistants au feu et à la haute température (réacteur et nacelle), les câbles soumis
à un choc thermique, les fils de câblage pour les zones pressurisées (zone passagers, fuselage,
etc.) ou non (ailes, train d’atterrissage, etc.) [4]. Dans un avion “ plus électrique”, on trouvera
aussi les câbles bus pour les systèmes de divertissement à bord ainsi que les câbles à haut débit
pour la transmission de données. La figure 1.5 montre des exemples de câblage dans le domaine
aéronautique.
Dans un contexte aéronautique et spatial, les câbles sont victimes de contraintes environ-
nementales et fonctionnelles agressives. C’est le cas lorsqu’ils sont, par exemple, soumis à des
températures trop élevées (à proximité des moteurs) ou à des vibrations trop importantes entraînant
des frottements contre les arêtes métalliques.
FIGURE 1.5: Exemple de câblage dans le domaine aéronautique [5].
La complexité des réseaux filaires a impacté aussi le domaine de l’automobile à cause de l’im-
plémentation de nouvelles technologies dans les voitures modernes.
1.1.2.3 L’automobile
Le concept de la technologie “Fly-by-Wire” a été transposé dans le domaine de l’automobile
sous le nom de “X-by-Wire”. L’idée est de remplacer des composants hydrauliques et mécaniques
par des composants électroniques embarqués dédiés à des fonctions d’accélération, freinage,
direction, etc. On retrouve ainsi le “Throttle-by-Wire”,‘Brake-by-Wire”,‘Steer-by-Wire”, etc. Ce
besoin en électronique embarquée dans l’automobile a évolué d’une façon considérable au cours
de ces dernières années passant de 2% à 30% du coût de production d’une voiture entre 1920 et
2000 comme montré par la figure 1.6. Cette proportion pourrait atteindre 35%, voire 40%, en 2015.
Si naguère les seuls composants électroniques dans l’automobile étaient destinés à la radio, on
trouve aujourd’hui en moyenne entre 40 et 60 calculateurs ou ECU (Electronic Control Unit) dans
les voitures et jusqu’à 80 pour les modèles haut de gamme soit plus que les premiers avions Airbus
sortis dans les années 1970. Cette tendance n’a cessé de s’accentuer entraînant l’augmentation
de la complexité, la masse (passant de 1% à 5% du poids d’un véhicule) ainsi que le volume des
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FIGURE 1.6: Évolution du coût de production de l’électronique embarquée dans l’automobile [6].
1997, on dénombre quelques 800 fils sur une Renault Safrane, voire 1000 fils pour des voitures
de très haut de gamme. Aujourd’hui, il n’est plus rare de voir un véhicule possédant près de
5000 m de câbles cumulés, représentant un poids supérieur à 80 kilogrammes (kg). En même
temps, le nombre de connexions a atteint rapidement un pic impressionnant passant de 200 à
plus de 2000 connexions. En outre, la quantité et la complexité des informations échangées via
les réseaux locaux entre les différents composants électroniques sont devenues prohibitives. On
compte à peu près 2500 informations échangées dans un Volkswagen Phaeton. Certes l’apparition
de la technologie “X-by-Wire” est une révolution majeure dans l’industrie automobile, mais des
problèmes de coût, de câblage, de connectique, de fiabilité et de contrôle sont apparus.
Puisque l’explosion du nombre de calculateurs et de capteurs distribués dans tout le véhicule
ne cesse de s’accentuer, les constructeurs ont eu recours au multiplexage afin de réduire la quantité
de câbles dans les véhicules. Cette technologie consiste à échanger plusieurs informations entre
les différents composants sur un seul support physique (i.e. un bus) au lieu de transiter chaque
information par un fil dédié. Pour cela, on a besoin de définir avec précision : le support de
transmission (fils, paire torsadée, câble coaxial, fibre optique, etc.), les types de signaux (signaux
de puissance, signaux de commande, signaux haute fréquence, signaux numériques, etc.) et le
protocole de communication.
Parmi les protocoles de communication, on peut citer CAN (Controller Area Network),
LIN (Local Interconnect Network), MOST (Media Oriented Systems Transport) et FlexRay. Le
tableau 1.1 compare les principaux protocoles de communication.
On remarquera que le protocole MOST offre un débit élevé par rapport aux autres. Étant
donné son coût, il est généralement déployé dans les voitures haut de gamme. Le LIN et le CAN
sont deux protocoles série bas coût et souvent utilisés ensemble, le LIN étant utilisé comme
sous-réseau en complément du bus CAN. Le FlexRay utilise la redondance des câbles pour assurer
la robustesse de la communication. Un véhicule moderne emploie généralement l’ensemble de ces
protocoles vu la quantité de l’électronique embarquée pour répondre aux normes de plus en plus
1.1 Présentation du contexte
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TABLE 1.1: Comparaison de bus de communication dans l’automobile.
sévères d’antipollution, de sécurité et de confort du conducteur et de ses passagers.
Outre le multiplexage, l’industrie automobile s’est intéressée à une technologie très promet-
teuse pour la réduction du câblage dans l’automobile. Cette technologie s’appelle le Courant
Porteur en Ligne (CPL) ou en anglais Power Line Communication (PLC). Elle permet de
transmettre sur le même câble à la fois de l’information et de la puissance électrique [7]. Quelle
que soit la technologie utilisée, l’effort de l’industrie automobile à réduire le câblage a été
récompensé, puisque le constructeur automobile PSA Peugeot-Citroën, par exemple, a réussi à
diminuer de 41% le nombre de fils entre le modèle Peugeot 306 et le modèle Peugeot 307.
L’introduction de l’électronique embarquée ne s’est pas limitée au domaine de l’avionique ou
de l’automobile comme on vient de le voir, mais a touché d’autres domaines dans les transports
tels que le maritime, le ferroviaire, etc. La figure 1.7 résume l’augmentation de la longueur
cumulée de câbles dans les transports. On parle aujourd’hui de 1 km de câbles par 1 m de véhicule,
de 5 km de câbles par 1 m d’avion et jusqu’à 8 km de câbles par 1 m de navire. Cette augmentation
a entraîné la complexité dans les réseaux filaires rendant l’opération de maintenance très complexe
[8].
L’explosion de la complexité des réseaux filaires a affecté non seulement le domaine des trans-
ports, mais aussi les télécommunications. Ceci permet de répondre aux exigences accrues des
abonnés (très haut débit, multi-services, couverture maximale, etc.).
1.1.2.4 Les télécommunications
De grandes longueurs de câbles sont aussi rencontrées dans le domaine des télécom-
munications suite à l’explosion du nombre d’abonnés ainsi que des services fournis par les
opérateurs de télécommunications (services mobiles, télévision numérique, radiodiffusion,
vidéo-communication, transmission des données, etc.).
Pour les liaisons internationales, la plupart des télécommunications (données, voix, vidéo, etc.)
transitent par des câbles sous-marins grâce à leur capacité de transmission estimée à un million de
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FIGURE 1.7: Longueurs cumulées de câbles dans le transport.
par les câbles sous-marins. Avec l’essor d’Internet, la longueur des câbles posés dans les océans
est passée de 60000 km en 1939 à 800000 km en 2009 [9] et même un million de kilomètres en
2012 [10].
En eaux profondes, les câbles font souvent face à de fortes contraintes mécaniques provoquées
par les courants marins. Au cours de leur vie, ils peuvent souffrir de la corrosion, de l’abrasion
et de l’usure. Pour cela, la maintenance des câbles sous-marins doit être assez régulière. En
moyenne, le navire câblier “René Descartes” intervient au moins une fois par mois pour des
missions de 6 à 12 jours. En revanche, les opérations de maintenance sont complexes et coûteuses
puisqu’elles nécessitent l’utilisation de lourds équipements. A titre d’exemple, France Télécom
Marine, responsable de la pose et la réparation des câbles sous-marins, possède à son service une
flotte de navires câbliers, des charrues d’ensouillage, des robots sous-marins qui pèsent environ
9 tonnes, etc. Entre les courants, les avalanches et les tremblements de terre, les câbles peuvent
dériver de plusieurs kilomètres de leurs positions lors de la pose, ce qui ne fait que compliquer
l’opération de maintenance.
Quels que soit leurs domaines d’applications, les câbles sont victimes des environnements
où ils opèrent et font souvent face à des conditions agressives (thermique, mécanique, électrique
et environnementale). Le tableau 1.2 résume les facteurs affectant les câbles. Par suite, les
câbles peuvent manifester, un jour ou un autre, des signes de faiblesses qui peuvent aller d’une
déformation d’un signal à une coupure brutale du câble. Malheureusement, ces signes sont souvent
négligés malgré le fait qu’ils peuvent avoir des conséquences tragiques surtout si les câbles font
partie d’un système critique où la sécurité est un enjeu, comme décrit dans la section suivante.

























TABLE 1.2: Facteurs affectant l’isolation de câbles sous-terrains [3].
1.2 Typologie des défauts dans les câbles
Pendant plusieurs années, le câble a été traité comme un système qui pourrait être installé
et fonctionner pendant la durée de vie du système où il opère [11]. Cependant, cette habitude
a, rapidement, changé avec la manifestation de signes de défaillances dans les câbles. Ces
défaillances peuvent entraîner l’apparition d’anomalies plus ou moins graves telles que la perte
du signal électrique, la déformation de l’information, la surtension, le dysfonctionnement du
système, la fumée, l’incendie, etc. Malheureusement, ces défauts peuvent avoir des conséquences
dramatiques si les câbles font partie des systèmes critiques pour la sécurité des personnes, des
équipements ou même de l’environnement. A titre d’exemple, on peut citer les crashs des vols
TWA 800 (en 1996) et Swissair 111 (1998) ainsi que l’accident d’Apollo XIII (en 1970) [12]
pour lesquels les câbles sont mis en cause. La figure 1.8 illustre la répartition des composants
contribuant à des accidents dans les avions selon les données collectées par l’Air Force Safety
Agency (AFSA). Elle montre que les câbles sont, majoritairement, responsables des accidents
dans les avions. En deuxième position, on trouve les connecteurs considérés par les constructeurs
comme le maillon faible pour les aéronefs modernes [13].
Les problèmes dans les câbles peuvent également être à l’origine de coûts énormes : en 2004,
l’US Navy a dû abandonner plus de 1400 missions à cause des problèmes de câblage, et garder à
peu près 2% à 3% de sa flotte aérienne au sol pour les mêmes raisons. Le coût de maintenance d’un
avion immobilisé a été estimé par plusieurs compagnies aériennes à 150000 dollars par heure.
Dans ce contexte, les États-Unis (USCG 1, NAVAIR 2, NASA 3, FAA 4) ont essayé de recenser
et évaluer les défauts proéminents dans les faisceaux de câbles électriques. Malgré que ces
organismes n’aient pas les mêmes aéronefs, pratiques de maintenance, méthodes de collecte de
données et environnements d’exploitation, ils ont quasiment rencontré les mêmes problèmes dans
les câbles. La figure 1.9 illustre les données collectées par l’US NAVY [15] détaillant les défauts
de câblage notés lors des opérations de maintenance entre 1980 et 1999. Elle montre que les
défauts dus aux frottements (37%), court-circuits (18%) et circuits ouverts (11%) sont les plus
1. United States Coast Guard
2. Naval Air Systems Command
3. National Aeronautics and Space Administration
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FIGURE 1.8: Répartition des composants contribuant aux accidents d’avions selon les données
collectées par AFSA [14].
fréquemment rencontrés.
FIGURE 1.9: Répartition des défauts dans les câbles aéronautiques selon les données collectées
entre 1980 et 1999 par l’US NAVY [16].
Les causes de défauts les plus fréquentes, toute application confondue, sont : le vieillissement
de l’isolant, les agressions mécaniques (par exemple, la vibration qui peut entraîner des frotte-
ments contre les parois ou les arêtes métalliques d’un véhicule), les contraintes thermiques (très
haute température, etc.), la corrosion due à l’humidité, l’oxydation due aux produits chimiques,
des défauts du constructeur, des défauts d’exploitation (par exemple une pose non conforme des
câbles), etc. Selon la NASA [16], 80% des défauts sont provoqués par les interventions humaines.
En effet, un opérateur de maintenance peut être amené à entailler les câbles par des pinces ou
même les utiliser comme point d’appui pour atteindre des zones inaccessibles.
L’ensemble de ces facteurs provoque des changements, plus ou moins graves, dans les pa-
ramètres intrinsèques du câble et se traduisent par l’apparition d’anomalies. Selon leur sévérité,
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les défauts dans les câbles peuvent être répartis en deux grandes familles : les défauts francs (en
anglais, “hard defects”) et les défauts non francs (en anglais, “soft defects”).
1.2.1 Défauts francs
Les défauts francs se traduisent par une forte variation de l’impédance caractéristique du câble.
Ils se manifestent par une interruption totale de la circulation de l’énergie ou de l’information
dans le câble endommagé. Les défauts francs correspondent à des situations de circuit ouvert et
de court-circuit. Le circuit ouvert se manifeste par la rupture d’un ou plusieurs conducteurs suite à
des dommages mécaniques ou à des mouvements violents du câble. Le court circuit est la consé-
quence de la mise en liaison à faible résistance de deux conducteurs ou plus suite à des isolations
endommagées. Les défauts francs peuvent être à l’origine d’accidents tragiques suite au dysfonc-
tionnement brutal du système.
1.2.2 Défauts non francs
Les défauts non francs se traduisent par une faible variation de l’impédance caractéristique
du câble causée par la fissure de la gaine, la dégradation du conducteur, etc. Ces dégradations
ne conduisent pas toujours à des pannes graves puisqu’elles n’empêchent pas la circulation
de l’énergie ou de l’information mais peuvent générer à long terme des défauts francs suite
à des agressions mécaniques, contraintes environnementales (pénétration de l’humidité, stress
thermique, etc.) ou encore le vieillissement du câble. Certes la détection de ces défauts permet
de réduire le coût et le temps de la maintenance, mais elle demeure un enjeu majeur dans le
diagnostic filaire. La figure 1.10 résume des imperfections qui peuvent apparaître dans un câble.
FIGURE 1.10: Défauts dans un câble monophasé [17] : (1) Arborescence électrique, (2) Vide sur
la gaine, (3) Vide dans l’isolant, (4) Contaminant, (5) Protubérance dans le semi-conducteur, (6)
Décharge à partir d’un contaminant, (7) Décharge à partir d’un vide, (8) Décharge à partir de
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Quelle que soit l’origine d’un défaut, une remise en place rapide du fonctionnement du système
est primordiale. Le but principal est de détecter et localiser précisément le défaut afin d’éviter les
interventions inutiles causant une perte de ressources (temps, argent, main d’œuvre, etc.). A son
lancement, la durée de vie d’un avion civil était estimée à 18 ans et celle d’un avion militaire à
16 ans [18]. Mais, à l’époque où la crise économique bat son plein, il n’est plus question, pour les
compagnies aériennes, d’adopter la stratégie de remplacement des aéronefs âgés par de nouveaux
appareils. Ceci a créé le besoin d’effectuer un diagnostic filaire pour détecter et localiser un ou
plusieurs défauts dans le câblage. La mise en place d’un système de diagnostic adapté permettra
donc la prolongation de la durée de vie des avions.
1.3 Détection et localisation des défauts par réflectométrie
Dans la section précédente, nous avons présenté les différents types de défauts rencontrés
dans les réseaux de câbles. Puisque chaque défaut a ses propres caractéristiques (type, origine,
conséquence, etc.), plusieurs méthodes de diagnostic filaire ont été développées. On peut citer la
méthode d’inspection visuelle, la méthode par rayons X, la méthode capacitive et inductive, la
réflectométrie, etc [19, 20]. Bien que la méthode d’inspection visuelle soit la plus utilisée, elle
s’avère fastidieuse, non exhaustive et peu efficace du fait de l’augmentation de la complexité des
réseaux filaires. En outre, elle ne permet de détecter que 25% des défauts présents dans un aéronef
[16]. Ceci est dû au fait qu’une large portion du réseau de câbles est située dans des endroits dif-
ficiles à atteindre, souvent cachés par d’importantes structures comme des panneaux électriques,
des composants ou d’autres torons de câbles [21]. L’inspection par rayons X nécessite l’utilisation
d’équipements lourds, l’accès direct au câble et l’intervention humaine pour l’analyse des don-
nées après acquisition. La thermographie infrarouge ne permet pas de caractériser tous les types
de défauts concernés [22]. Les deux méthodes, capacitive et inductive, sont efficaces dans le cas
du diagnostic d’un câble point à point [23], mais demeurent limitées dans le cas d’un réseau filaire
complexe. De plus, elles ne peuvent être utilisées que si le câble n’est pas en fonctionnement et
pour détecter uniquement les défauts francs.
1.3.1 Présentation du principe de réflectométrie
La méthode la plus efficace se révèle être la réflectométrie. Elle reprend le principe d’un radar :
une onde est injectée dans un câble, si elle rencontre une discontinuité au cours de sa propagation,
une partie de son énergie est réfléchie vers le point d’injection. L’analyse des signaux réfléchis
permet d’en déduire des informations sur cette discontinuité [20].
Dans ce contexte, on considère une ligne de transmission, de longueur l, alimentée à une
extrémité par un générateur de tension d’impédance Zg et fermée à l’autre extrémité sur une
impédance de charge Zl comme illustré par la figure 1.11. En basse fréquence, la longueur de
l’onde λ est supérieure à celle de la ligne l. Dans ce cas, l’onde électromagnétique est quasiment
constante en tout point de la ligne, quelle que soit l’impédance de charge Zl. Il est ainsi inutile
d’introduire la notion de propagation. En revanche, en haute fréquence, du fait que la longueur de
l’onde λ est inférieure à celle de la ligne l, l’amplitude de l’onde n’est plus constante tout au long
de la ligne. Dans ce cas, on doit tenir compte du phénomène de propagation. La réflectométrie
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s’inspire de ce phénomène afin d’en extraire des informations sur l’état de la ligne de transmission.
FIGURE 1.11: Modèle d’une ligne de transmission de longueur l et d’impédance caractéristique
Zc.
Le modèle le plus simple d’une ligne de transmission conduit à approximer la réponse du canal
par une succession d’impulsions de Dirac. Chaque impulsion i représente l’écho du signal incident
renvoyé par une discontinuité. Chaque impulsion i est retardée par un temps de propagation τi qui
correspond au temps nécessaire pour faire l’aller-retour entre le plan d’injection et la discontinuité
i. De plus, son amplitude est atténuée par un coefficient d’atténuation αi. La réponse du canal h(t)




αiδ (t− τi) . (1.1)
L’injection d’un signal e(t) à l’entrée de la ligne avec une réponse du canal h(t) donne lieu à un
signal réfléchi s(t) qui s’exprime de la façon suivante :
s(t) = e(t) ∗ h(t) =
∑
i
αie(t) ∗ δ (t− τi) =
∑
i
αie (t− τi) . (1.2)
L’opérateur (∗) représente le produit de convolution. L’amplitude du signal incident e(t) est donc
atténuée par un facteur αi et retardée de τi à chaque discontinuité i. L’analyse par suite des échos
permet de détecter, localiser et caractériser la nature de la discontinuité.
Pour la suite des travaux, il est intéressant de comprendre le phénomène de propagation afin
d’établir la relation entre la réponse du canal et la signature du défaut si présent. Pour cela, l’uti-
lisation d’un modèle physique du réseau filaire et la simulation numérique de la réflectométrie
s’avèrent très utiles.
1.3.1.1 Modèle RLCG d’une ligne de transmission
Nous modélisons la propagation haute fréquence dans une ligne de transmission mono-filaire
par le modèle RLCG constitué des paramètres suivants : résistance (R), inductance (L), capacité
(C) et conductance (G). Ces quatre paramètres R, L, C et G sont définis de manière linéique de la
façon suivante :
– Résistance linéique R exprimée en (Ω/m) qui dépend de la résistivité électrique et de la




20 CHAPITRE 1. DÉTECTION ET LOCALISATION DES DÉFAUTS DANS LES CÂBLES
PAR RÉFLECTOMÉTRIE
– Inductance linéique L exprimée en (Henry/m) qui se décompose en deux parties : une
inductance intérieure et une inductance extérieure. D’une part, l’inductance intérieure est
due au champ magnétique à l’intérieur des conducteurs. D’autre part, l’inductance extérieure
est due au champ magnétique entre conducteurs. L’inductance linéique dépend du diamètre
des conducteurs, de l’écart entre les deux conducteurs et de la perméabilité des matériaux.
– Capacité linéique C exprimée en (Farad/m) qui dépend de la permittivité de l’isolant placé
entre les deux conducteurs.
– Conductance linéiqueG exprimée en (Siemens/m) qui représente un courant de fuite circu-
lant entre deux conducteurs lorsque l’isolant séparant ces deux conducteurs n’est pas parfait.
Ces paramètres représentent les paramètres primaires d’une ligne de transmission. La ligne de
transmission, qui peut être avec ou sans pertes, est divisée en plusieurs segments élémentaires
consécutifs de longueurs dx. Chacun des segments est décrit par un modèle RLCG comme
l’illustre la figure 1.12.
FIGURE 1.12: Schéma du modèle RLCG équivalent à un segment de ligne de transmission.
On obtient par application des lois de Kirchhoff (loi des nœuds et la loi des mailles) les deux
relations suivantes :
v (x+ dx, t)− v (x, t) = −Rdxi(x, t)− Ldx∂i(x, t)
∂t
. (1.3)
i (x+ dx, t)− i (x, t) = −Gdxv(x, t)− Cdx∂v(x, t)
∂t
. (1.4)
où v et i représentent, respectivement, la tension et le courant à l’instant t dans le segment de la
ligne de longueur dx. Par application de la dérivée partielle, on obtient les deux équations diffé-
rentielles couplées, appelées aussi les équations des Télégraphistes [24], comme suit :
∂v(x, t)
∂x





= −Gv(x, t)− C∂v(x, t)
∂t
. (1.6)
On propose de résoudre ces deux équations (1.5) et (1.6) en régime harmonique, en considérant
comme excitation une onde sinusoïdale de pulsation ω = 2pif où f est la fréquence. Dans ce cas,
les ondes de courant et tension sont données, respectivement, par :
v(x, ω, t) = V (x, ω)ejωt. (1.7)
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i(x, ω, t) = I(x, ω)ejωt. (1.8)
où V (x, ω) et I(x, ω) représentent les amplitudes complexes associées à la tension v(x, t) et au
courant i(x, t) respectivement. En remplaçant v(x, t) et i(x, t) dans (1.5) et (1.6) par leurs expres-
sions complexes respectives, on obtient :
∂V (x, t)
∂x
= − (R + jωL) I(x, t). (1.9)
∂I(x, t)
∂x
= − (G+ jωC)V (x, t). (1.10)
En dérivant l’équation (1.10) par rapport à x, on peut écrire :
∂2I(x, t)
∂x2
= − (G+ jωC) ∂V (x, t)
∂x
. (1.11)
En injectant l’équation (1.9) dans (1.11), on trouve la relation de l’équation (1.12) suivante :
∂2I(x, t)
∂x2
= (G+ jωC) (R + jωL) I(x, t). (1.12)
De la même façon, on peut obtenir la relation de l’équation (1.13) suivante :
∂2V (x, t)
∂x2
= (G+ jωC) (R + jωL)V (x, t). (1.13)
On obtient, ainsi, les deux équations de propagation suivantes :
∂2I(x, t)
∂x2
− γ2I(x, t) = 0. (1.14)
∂2V (x, t)
∂x2
− γ2V (x, t) = 0. (1.15)
où γ, la constante de propagation. Elle peut être définie comme suit :
γ =
√
(G+ jωC) (R + jωL) = α + jβ. (1.16)
avec α, la constante d’atténuation (Neper/m) et β, la constante de phase (radians/m). Dans l’équa-
tion de la constante de propagation (1.16), le premier terme α représente l’atténuation de l’ampli-
tude de l’onde au cours de sa propagation dans la ligne alors que le deuxième terme jβ représente
la rotation de la phase de cette onde. La résolution de ces équations, dans le cas d’un régime
harmonique, donne les expressions suivantes :
V (x, t) = V +e−γx + V −eγx. (1.17)
I(x, t) = I+e−γx + I−eγx. (1.18)
L’équation (1.17) montre qu’il existe deux ondes : une onde progressive V +e−γx qui se propage




22 CHAPITRE 1. DÉTECTION ET LOCALISATION DES DÉFAUTS DANS LES CÂBLES
PAR RÉFLECTOMÉTRIE
propage vers le générateur (dans le sens des x négatifs) après une réflexion au niveau de l’impé-
dance de charge Zl comme le montre la figure 1.11. Les ondes de tension V (x, t) et de courant






Dans le cas d’une ligne de transmission sans perte, on prend une résistance (R) et une conductance




LC = jβ. (1.20)
On note que la constante d’atténuation (α) est nulle. En ce qui concerne l’impédance caractéris-






Si R = G = 0, la présence d’une onde réfléchie dans l’équation (1.17) ne peut s’expliquer que par
la présence d’une impédance de charge de valeur différente que celle de l’impédance caractéris-
tique au bout de la ligne (Zc 6= Zl). De plus, la variation des caractéristiques intrinsèques de la ligne
suite à un défaut peut aussi entraîner l’apparition de réflexions. Le coefficient de réflexion Γ(x) est









La réflectométrie s’est inspirée de ce phénomène de réflexion pour assurer le diagnostic des câbles.
Dans le cas d’un défaut franc (circuit ouvert ou court-circuit), il est très facile de déterminer la
nature de la discontinuité selon la valeur de l’impédance de charge Zl.
– Si |Zl| = 0Ω, alors l’onde incidente rencontre un court-circuit et est réfléchie avec un coef-
ficient Γ(l) = −1. L’onde réfléchie a la même amplitude que celle incidente mais de signe
opposé.
– Si |Zl| = ∞, alors l’onde incidente rencontre un circuit ouvert et est réfléchie avec un
coefficient Γ(l) = 1. L’onde réfléchie a la même amplitude et le même signe que celle
incidente.
– Si |Zl| = |Zc|, alors l’onde incidente ne sera jamais réfléchie (Γ(l) = 0). Dans ce cas, on dit
que la fin de la ligne est adaptée.
La réflectométrie permet, non seulement de déterminer la nature de la discontinuité mais aussi de





où τ , le temps nécessaire pour parcourir la ligne (aller-retour) ; vp, la vitesse de propagation dans
la ligne. Dans le cas d’une ligne sans perte, elle est donnée comme suit :
β = ω
√






Bien que la connaissance de L et C ne soit pas garantie, la vitesse de propagation est souvent
donnée par le constructeur du câble.
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Dans le cas d’un défaut non franc, la différence entre l’impédance de charge et l’impédance
caractéristique est très faible. Elle se traduit par une très faible réflexion par rapport à celle d’un
défaut franc. Dans ce cas, seule une partie de l’onde est réfléchie vers le point d’injection alors
que l’autre partie de l’onde poursuit sa propagation dans la ligne. On définit ainsi un coefficient
de transmission par le rapport entre l’onde de tension transmise à une charge et l’onde de tension





V +e−γx + V −eγx
V +e−γx
= 1 + Γ(x). (1.25)
Dans les méthodes existantes de réflectométrie, la partie transmise du signal est ignorée. Cepen-
dant, nous allons montrer au cours de cette étude que cette partie pourrait être importante pour
améliorer la qualité du diagnostic dans les réseaux filaires de topologies complexes.
Le modèle RLCG permet de déterminer les paramètres primaires {R, L, C et G} et secondaires
{Zc,γ} d’une ligne de transmission. Pour mieux comprendre le mode de fonctionnement de la
réflectométrie, on fait appel à un modèle fréquentiel pour simuler la présence d’un défaut franc ou
non franc dans un réseau de simple topologie (ligne de transmission) ou de topologie complexe
(réseau en Y, réseau en étoile, etc.)
1.3.1.2 Simulation d’un défaut franc par la matrice de répartition
La simulation de la réflectométrie peut se faire par un modèle fréquentiel basé sur les
paramètres S appelé matrice de répartition. Cette matrice permet de décrire le comportement
électrique d’un réseau linéaire. Dans la pratique, les paramètres S sont mesurés par un appareil
appelé analyseur du réseau. Les paramètres S sont obtenus en injectant une onde à un port et en
mesurant par suite l’onde réfléchie au même port et l’onde qui sort des autres ports dans un circuit
à N ports.
FIGURE 1.13: Matrice de répartition d’un quadripôle à deux ports.
Plus précisément, chaque segment de câble est considéré comme un quadripôle à deux ports
avec une matrice 2 × 2 des paramètres S. La figure 1.13 montre la matrice de répartition d’un
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où S11 et S22 représentent les coefficients de réflexion à l’entrée lorsque la sortie est adaptée et
à la sortie quand l’entrée est adaptée, respectivement. S12 est le coefficient de transmission in-
verse lorsque l’entrée est adaptée. S21 est le coefficient de transmission directe lorsque la sortie est
adaptée. On peut aussi écrire la relation matricielle de (1.26) de la façon suivante :{











Dans le cas d’une ligne de transmission terminée par une charge non adaptée à son extrémité,
l’onde V −2 est regardée comme une onde incidente de la charge et l’onde V
+
2 devient l’onde réflé-








avec Zl, l’impédance de la charge et Zc, l’impédance caractéristique de la ligne. La relation de
l’équation (1.27) devient alors :{
V −1 − S11V +1 = S12V +2 = S12Γ2V −2 .
V −2 − S21V +1 = S22V +2 = S22Γ2V −2 .
(1.29)
On peut ainsi déduire le coefficient de réflexion au niveau du port 1 lorsque la fin de la ligne n’est






1− Γ2S22 . (1.30)
S’il existe un circuit ouvert à la fin de la ligne (Γ2 = 1), on a alors :
Γ1 = S11 +
S12S21
1− S22 . (1.31)
S’il existe un court-circuit à la fin de la ligne (Γ2 = −1), on obtient :
Γ1 = S11 − S12S21
1 + S22
. (1.32)
La figure 1.14 montre le réflectogramme dans le cas d’une simple ligne de transmission de
longueur 50 m. Le circuit ouvert est représenté par un pic positif presque de même amplitude que
l’onde incidente. Par contre, le court-circuit est identifié par un pic négatif (dans le sens inverse de
celui du circuit ouvert).
L’atténuation de l’amplitude est due aux phénomènes de propagation présents sur la ligne.
En effet, ce phénomène est justifié par la présence des paramètres R et G dans la constante de
propagation (1.16). Ils représentent les pertes dans la ligne subies par le signal incident au cours
1.3 Détection et localisation des défauts par réflectométrie



































FIGURE 1.14: Réflectogrammes pour différentes valeurs de Zl sur un câble coaxial d’impédance
caractéristique Zc = 50Ω et de longueur l = 50 m.
de sa propagation.
La réflectométrie n’est pas limitée au diagnostic des lignes de transmission, mais elle peut être
appliquée à des réseaux filaires de topologies plus complexes. En outre, ce modèle fréquentiel
permet aussi de calculer les coefficients de réflexion dans le cas d’un réseau ramifié. Pour cela,
on prend le cas d’une topologie en étoile. Elle est définie comme la jonction de n lignes avec n>2
comme illustré par la figure 1.15. Si n = 2, on trouve la topologie en Y. Chaque ligne est chargée
à son extrémité par une impédance Zl telle que Zl 6= Zc. Elle présente ainsi un coefficient de
réflexion Γ′i à son extrémité.
FIGURE 1.15: Schéma d’une structure en étoile.
On calcule d’abord la matrice S au niveau de la jonction. Puisque cette dernière est symétrique
(aucune ligne n’est privilégiée), la matrice S l’est aussi. Pour chaque port i, le coefficient de ré-
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Comme la matrice S relie les ondes entrantes V +i et sortantes V
−
i pour chaque port i de la jonction,
on peut écrire le système d’équation suivant :
n[V −] = 2[1]n[V +]− n[V +]. (1.36)
où [1]n est la matrice d’unité de rang n. On obtient ainsi l’expression du coefficient du réflexion















n− 2∑ni=2 Γi1+Γi) . (1.37)
Les détails du calcul effectué pour obtenir la relation (1.37) sont donnés en [13].
On remarque que le coefficient de réflexion équivalent à la jonction calculé dans (1.37) est la
généralisation du coefficient de réflexion ramené à la jonction de la topologie en Y. Pour cela, il
suffit de remplacer n par 3 dans l’équation (1.37). A titre d’exemple, on considère un réseau en
Y avec une jonction qui relie les deux lignes B2 et B3 à une première ligne B1. Les trois lignes
B1, B2 et B3 sont de longueurs respectives l1=20 m, l2= 25 m et l3=15 m. Elles sont supposées
de caractéristiques primaires et secondaires identiques. Le point d’injection du signal est le port
Γ0. On simule un circuit ouvert en bout de chaque ligne B2 et B3. Le signal injecté va se propager
le long de la ligne B1 jusqu’à rencontrer la discontinuité d’impédance au niveau de la jonction.
Le tiers de l’énergie du signal est réfléchi vers le point d’injection. Il est ensuite absorbé par la
charge du générateur supposée adaptée. Par contre, la partie transmise du signal au niveau de la
jonction se divise pour se propager dans les lignes B2 et B3 et est réfléchie respectivement par les
défauts francs (circuit-ouvert) au bout des lignes B2 et B3. Puis, les signaux réfléchis se propagent
de nouveau vers la jonction. Enfin, ils se divisent respectivement au niveau de la jonction pour se
propager de nouveau dans les trois lignes B1, B2 et B3 et ainsi de suite jusqu’à l’atténuation totale
du signal. La figure 1.16 illustre les différents scénarios d’allers-retours du signal dans le réseau
comme décrit auparavant.
La figure 1.17 montre le réflectogramme dans le réseau en Y illustré dans la figure 1.16. Le
premier pic dans le sens négatif correspond à la jonction. Ensuite, le deuxième pic correspond au
circuit-ouvert à la fin de la ligne B3. Il est situé à 35 m du point d’injection. De même, le troisième
pic correspond au circuit ouvert à la fin de la ligne B2 positionné à 45 m du point d’injection.
1.3 Détection et localisation des défauts par réflectométrie








FIGURE 1.16: Chemins multiples dans un réseau en Y .
























FIGURE 1.17: Réflectogramme d’un réseau en Y avec un circuit ouvert à la fin de la ligne B2 et
B3.
Enfin, les autres pics sont les différents allers-retours du signal de test dans le réseau jusqu’à son
atténuation. La fenêtre de simulation est limitée à 80 m dans ce cas.
La complexité de calcul du coefficient de réflexion et de transmission va de pair avec la com-
plexité du réseau filaire. Pour cela, un autre formalisme en fréquentiel est préférable pour simuler
un défaut non franc même dans un réseau complexe. Ce formalisme s’appelle la matrice chaîne ou
ABCD.
1.3.1.3 Simulation d’un défaut non franc par la matrice chaîne
Bien que la matrice de répartition soit efficace pour la simulation d’un défaut franc sur le
réseau, le formalisme de la matrice ABCD est préférable dans le cas d’un réseau ramifié. En effet,
la matrice ABCD permet de modéliser un réseau ramifié par une simple cascade des matrices
ABCD correspondant aux branches qui le constituent. Le formalisme ABCD permet de prendre
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paramètres R, L, C et G.
FIGURE 1.18: Matrice ABCD d’un réseau à deux ports.
La matrice ABCD est seulement définie dans le cas d’un réseau à deux ports comme montré













V1 et I1 représentent la tension et le courant au niveau du port 1, respectivement. De même, pour le
port 2, où V2 et I2 représentent, également, la tension et le courant. Pour une ligne de transmission,











sinh γl cosh γl
]
(1.39)
L’utilité de la matrice ABCD vient du fait qu’on peut reproduire des structures complexes avec
seulement des circuits de base. Dans le cas d’un court-circuit à la fin de la ligne (V2 = 0), son







, avec Z ′cc = 0. (1.40)








, avec Z ′co =∞. (1.41)
Le formalisme ABCD est bien adapté à la prise en compte de défauts non francs. Pour positionner
un défaut non franc sur une ligne homogène de longueur l = l1 + d + l2, il suffit de cascader 3
tronçons : un tronçon sans défaut de longueur l1, le défaut de longueur d et un tronçon sans défaut
de longueur l2. Les deux tronçons sans défaut sont définis par des paramètres primaires R, L, C
et G ou des paramètres secondaires Zc et vp. Le défaut non franc est défini comme une variation
locale de ces paramètres. Les matrices de ces tronçons sont écrites selon l’équation (1.39). Elles
sont ensuite multipliées entre elles pour obtenir la matrice ABCD équivalente à la ligne.
La figure 1.19 montre une ligne de transmission sans perte de longueur 60 m avec une
impédance caractéristique Zc = 100Ω. La ligne présente un défaut non franc à une distance 19.5
m du point d’injection et un défaut franc de type circuit-ouvert à son extrémité. L’amplitude du
défaut non franc est très faible par rapport à celle du défaut franc, ce qui rend sa détection et
localisation difficile dans certaines conditions. L’amplitude du défaut non franc augmente avec
1.3 Détection et localisation des défauts par réflectométrie






































FIGURE 1.19: Réflectogramme d’une ligne de transmission avec un défaut non franc et un circuit
ouvert.
l’augmentation de la variation de l’impédance caractéristique du câble.
Dans le cas d’un réseau plus complexe tel qu’un réseau en Y, la matrice ABCD trouve tout
son intérêt pour la détection d’un défaut non franc. En effet, la matrice ABCD permet de prendre
en compte des changements dans la ligne par cascade des matrices des différents tronçons et
faciliter ainsi le calcul du coefficient de réflexion. A titre d’exemple, on considère un réseau en Y
constitué de trois branches B1, B2 et B3 de longueurs l1=50 m, l2=65 m et l3= 110 m. Un défaut
non franc de 50 cm à une distance de 70 m du point d’injection est présent sur la branche B2.
La figure 1.20 montre le réflectogramme correspondant. Le premier pic correspond à la première
jonction. Ensuite, on trouve le pic d’amplitude très faible qui correspond à un défaut non franc.
Puis, on trouve les deux pics dus aux circuits ouverts présents aux extrémités des lignes B2 et B3.
Les autres pics sont des allers-retours du signal incident dans le réseau jusqu’à son atténuation. La
fenêtre de simulation dans ce cas est fixée à 350 m.
L’inconvénient principal de la réflectométrie est qu’un réseau de topologie arborescente donne
lieu à des signaux complexes et très difficiles à analyser comme nous le montrons dans l’annexe
A. La réflectrométrie requiert donc une certaine puissance de calcul et une bonne maîtrise pour
pouvoir tirer des conclusions utiles. Pour cela, plusieurs méthodes de réflectométrie ont été propo-
sées afin de surmonter les difficultés rencontrées par la réflectométrie dans certaines circonstances.
Certaines de ces méthodes sont présentées dans la section suivante.
1.3.2 Introduction des méthodes de réflectométrie
La différence entre les méthodes de réflectométrie réside dans la nature du signal injecté ainsi
que celle du signal réfléchi. On peut distinguer deux grandes familles : la réflectométrie dans le
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FIGURE 1.20: Réflectogramme d’un réseau en Y avec un défaut non franc.
1.3.2.1 Réflectométrie dans le domaine fréquentiel
La réflectométrie dans le domaine fréquentiel ou FDR (Frequency Domain Reflectometry) est
basée sur l’injection d’un signal sinusoïdal dont la fréquence varie linéairement au cours du temps
[25]. Ce signal, connu sous le nom d’un signal “chirp”, est donné par l’expression (1.42) suivante :
x(t) = A cos(θ(t) + φ). (1.42)
Le signal “chirp” est caractérisé par son amplitude (A), sa phase (φ) et sa fréquence θ(t) [26]
comme le montre la figure 1.21. Enfin, l’analyse de l’une des caractéristiques (amplitude, fré-
quence et phase), pour localiser la discontinuité d’impédance, a donné naissance à trois variantes
de la méthode FDR. Il s’agit respectivement de la SWR (Standing Wave Reflectometry), la
FMCW (Frequency Modulated Continuous Wave) et la PDFDR (Phase Detection Frequency
Domain Reflectometry). La méthode SWR consiste à mesurer les maxima et les valeurs nulles
de l’onde stationnaire, obtenue par la superposition des ondes incidente et réfléchie, pour en
extraire l’information sur la nature et la position de la discontinuité d’impédance [27]. Le principe
de la méthode FMCW [28] et PDFDR [29] consiste à mesurer, respectivement, le décalage en
fréquence et en phase, entre l’onde émise et l’onde réfléchie. Une étude approfondie des méthodes
de réflectométrie dans le domaine fréquentiel est fournie dans [6].
La méthode de réflectométrie dans le domaine fréquentiel est difficile à interpréter car elle
est basée sur l’injection d’un ensemble d’ondes sinusoïdales et de l’analyse de l’onde stationnaire
résultante de la superposition entre les ondes incidentes et celles réfléchies. Certes cette analyse est
assez facile dans un réseau point à point, mais elle devient compliquée dans les réseaux complexes
vue la difficulté de l’analyse de l’interaction d’un grand nombre d’ondes [30]. Pour cette raison,
on préfère généralement les méthodes de réflectométrie dans le domaine temporel qui obéissent
aux contraintes du diagnostic embarqué que nous présenterons plus tard.
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FIGURE 1.21: Signal “chirp” linéaire en fréquence pour une application FDR.
1.3.2.2 Réflectométrie dans le domaine temporel
La réflectométrie dans le domaine temporel (Time Domain Reflectometry ou TDR) est basée
sur l’injection d’un signal de sonde sous forme d’une impulsion gaussienne ou d’un échelon de
tension. Ensuite, le signal mesuré au point d’injection est principalement constitué de multiples
échos sous forme de pics, plus ou moins retardés dans le temps. Chaque écho représente le temps
d’aller-retour τ entre le point d’injection et la discontinuité rencontrée. Par suite, l’analyse du ré-
flectogramme permet de localiser la discontinuité à condition que la vitesse de propagation soit
connue. Plus loin, la forme et l’amplitude de chaque écho dans le réflectogramme permet d’iden-
tifier la nature de la discontinuité.









où A, l’amplitude de la gaussienne et σ, le facteur d’étalement. Il définit la largeur à mi-hauteur
de l’impulsion gaussienne égale à 2
√
2 ln(2)σ.
On notera que les simulations de la réponse de la réflectométrie qui ont été faites dans les sections
1.3.1.2 et 1.3.1.3 ont utilisé une impulsion gaussienne. Ceci explique la présence des pics sous
forme gaussienne sur le réflectogramme. Bien que la méthode TDR soit la plus utilisée grâce à sa
simplicité [31], elle ne permet pas d’accomplir la compatibilité électromagnétique (CEM) et de
respecter les contraintes spécifiques aux systèmes embarqués.
Par ailleurs, la propagation de l’impulsion de la TDR, en haute fréquence, peut subir deux
phénomènes : la dispersion et l’atténuation comme le montre la figure 1.22. L’atténuation du
signal est due principalement à la résistance du câble. Elle se manifeste par la diminution de son
amplitude au cours de sa propagation et limite ainsi les performances du diagnostic en termes
de longueur de câble. La dispersion peut être expliquée par la variation de la constante de pro-
pagation, donc de la vitesse de propagation, avec la fréquence. Elle se traduit par la déformation
et l’étalement de l’impulsion. En effet, un signal de test qui a un support fréquentiel étendu
(impulsion gaussienne ou rectangulaire par exemple) peut voir ses composantes à basse fréquence
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localisation des pics et donc celle de la méthode surtout dans les câbles de longues distances [30].
FIGURE 1.22: Dispersion et atténuation du signal de test [20].
En outre, l’énergie de l’impulsion est désormais limitée par sa durée T . Donc, pour faire
face aux problèmes d’atténuation de l’impulsion lors de sa propagation, il suffit d’augmenter son
amplitude. Il est possible aussi d’utiliser la compression de l’impulsion [32]. Il s’agit d’injecter
un signal binaire pseudo-aléatoire et de calculer ensuite la corrélation entre le signal injecté et le
signal mesuré pour obtenir le réflectogramme. L’idée de marier la TDR avec les techniques d’éta-
lement de spectre largement connues dans le domaine de la communication numérique a donné
naissance à de nouvelles méthodes de réflectométrie utilisant les séquences pseudo-aléatoires
comme signal de test. Ces nouvelles méthodes s’appellent la réflectométrie dans le domaine
temporel par séquence directe (en anglais STDR : Sequence TDR) et la réflectométrie dans le
domaine temporel par étalement de spectre (en anglais SSTDR : Spread Spectrum TDR).
Les méthodes de réflectométrie dans le domaine temporel sont intéressantes dans le cas d’un
réseau complexe. Elles permettent la construction d’un réflectogramme où chaque pic est associé
à une discontinuité présente sur le réseau [30].
1.3.3 Évaluation des performances de la réflectométrie
Les performances d’une méthode de diagnostic sont évaluées par sa capacité à détecter et à
localiser un défaut avec précision. Une fois que le défaut est détecté, un opérateur de maintenance
doit accéder au câble défectueux pour le réparer ou le remplacer. Cette intervention n’est pas
facile surtout dans le cas d’un système complexe qui compte des milliers de kilomètres de câbles
cachés sous des structures lourdes comme dans le cas de l’avionique. Par ailleurs, elle nécessite le
déploiement de plusieurs ressources (temps, argent, personnes, appareils, etc). Le besoin d’avoir
une information précise sur la localisation du défaut afin d’éviter les interventions inutiles est
donc important.
Les méthodes de réflectométrie ont prouvé leur efficacité à détecter les défauts dans les
réseaux filaires, même de topologies complexes (réseau en Y, bus CAN, etc.). Cependant, elles se
trouvent confrontées à certaines contraintes inhérentes à la méthode elle-même ou à la physique
du problème. On peut évoquer : le bruit de mesure, l’inhomogénéité de propagation, la zone
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aveugle, l’ambiguïté de localisation, les problèmes d’interférence, etc.
Lorsque les câbles font partie d’un système critique, certains défauts peuvent avoir des
conséquences dramatiques. Il est ainsi intéressant d’effectuer un diagnostic en continu pour
surveiller l’état du réseau en temps réel. La réflectométrie est la seule technique qui puisse
s’intégrer dans le système embarqué [20]. Néanmoins, cette intégration du diagnostic a révélé de
sévères contraintes liées à la taille et au coût du système de diagnostic d’une part, et à la com-
plexité des traitements (bande passante, temps d’échantillonnage, déconvolution, etc.) d’autre part.
L’intégration du système de diagnostic permet d’effectuer un diagnostic du réseau pendant
qu’il est utilisé par d’autres systèmes. On parle ici du “diagnostic en ligne” [33]. Le diagnostic
en ligne permet de se trouver dans les conditions réelles du système et conduit à un meilleur
diagnostic. Cependant, la contrainte d’innocuité du diagnostic sur le réseau se doit être respectée.
En effet, les signaux de test ne doivent pas s’interférer avec les signaux du système afin d’éviter
de perturber son fonctionnement.
Les méthodes de réflectométrie voient leur précision de localisation du défaut se dégrader
avec l’augmentation de la longueur de câbles. Ceci est dû aux phénomènes d’atténuation et de
dispersion subis par le signal de test au cours de sa propagation. Si les défauts sont proches d’un
connecteur ou d’une jonction, il est difficile alors de localiser le défaut avec précision. Plus loin,
si le système de diagnostic n’est pas adapté à son entrée avec le réseau, une partie du signal de
test est directement renvoyée vers le point d’injection sans se propager dans le réseau. Ceci se
traduit par un pic au début du réflectogramme qui peut masquer la présence d’un autre défaut
proche du point d’injection (zone aveugle). Il faut dans ce cas affiner les méthodes par un choix
spécifique des signaux de test ou distribuer les mesures en différents points du réseau. On parle ici
du “diagnostic distribué” [6].
La distributivité du diagnostic permet de résoudre les problèmes liés à la zone aveugle et à
l’ambiguïté de localisation du défaut dans un réseau ramifié. Cependant, cette solution a révélé
de nombreuses contraintes telles que le coût du diagnostic, les problèmes d’interférence, la
fiabilité des mesures, etc. Ces contraintes s’aggravent lorsque la distributivité est appliquée dans
le contexte d’un diagnostic embarqué.
Un autre point critique peut influencer la précision de la localisation d’un défaut et mettre en
péril ainsi la qualité du diagnostic. Il s’agit de la vitesse de propagation qui permet de localiser
le défaut sur le câble comme décrit dans l’équation (1.23). En effet, la vitesse de propagation
dépend de l’état du câble. Par exemple, le vieillissement du câble peut faire varier la vitesse de
propagation [34]. D’autres paramètres peuvent influencer la précision de localisation d’un défaut.
Quel que soit le contexte du diagnostic (externe ou embarqué, en ligne ou non, topologie simple
ou ramifiée, défaut franc ou non franc), la précision de localisation d’un défaut reste toujours un
critère primordial. Pour cela, une mise en place de différentes stratégies de diagnostic embarqué
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Conclusion
Ce chapitre a présenté le cadre de travail ainsi que les problématiques rencontrées. En effet,
l’exposition des câbles à diverses contraintes agressives a causé l’apparition des défauts francs
et non francs. Par ailleurs, l’augmentation de la longueur des câbles a entraîné l’augmentation
de la complexité des réseaux filaires. Dans ce contexte, la méthode de réflectométrie apparaît
comme la plus adéquate pour détecter et localiser un ou multiples défaut(s) dans les réseaux filaires.
Pour mieux comprendre le fonctionnement de la réflectométrie, ce chapitre a décrit les
phénomènes de propagation dans les lignes électriques. Il a montré également que la réponse de
la réflectométrie peut être modélisée même dans les réseaux filaires complexes. Néanmoins, la
difficulté de l’analyse de la réponse de la réflectométrie augmente avec la complexité du réseau.
Ceci entraîne la dégradation de la précision de localisation et par suite la qualité du diagnostic.
Ce problème s’aggrave dans le cas d’un défaut non franc qui peut être “noyé” dans les différents
échos du signal.
Ce chapitre a souligné ensuite que certains défauts peuvent avoir des conséquences tragiques
lorsque les câbles font partie des systèmes critiques pour lesquels la sécurité est un enjeu. Ceci
a créé le besoin d’effectuer un diagnostic en ligne permettant de détecter et localiser, en temps
réel, les défauts avec précision. Ce besoin implique d’embarquer le diagnostic dans le système
où les réseaux filaires complexes opèrent. Cependant, plusieurs problèmes liés à l’interférence
entre les signaux ont fait surface. Ces problèmes ne font que s’aggraver dans le cas d’un réseau
ramifié où un problème d’ambiguïté lié à la localisation du défaut vient se rajouter. De cela naît de
multiples problématiques qui ont nécessité la mise en place de différentes stratégies pour assurer
un diagnostic en ligne des réseaux filaires complexes.
1.3 Détection et localisation des défauts par réflectométrie
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L a mise en œuvre de la méthode de réflectométrie dépend de la problématique abordée : réseausimple ou complexe, diagnostic externe ou embarqué, défaut franc ou non franc, etc. Les
travaux qui traitent de cette mise en œuvre sont désignés par “stratégies de diagnostic”. En effet,
chaque stratégie doit respecter les contraintes liées à la problématique traitée pour répondre à un
besoin spécifique du diagnostic.
L’objectif de ce chapitre est de présenter l’état de l’art des différentes stratégies proposées
pour résoudre les problèmes rencontrés lors d’un diagnostic en ligne dans les réseaux filaires
complexes. Pour chacune des stratégies existantes, on décrit son principe avant d’établir quelques
unes de ses limites.
Pour cela, nous introduisons, dans la première section, le concept d’intégration du diagnostic
par réflectométrie au sein d’une architecture embarquée qui comprend les modules suivants : gé-
nération du signal de test, acquisition du signal réfléchi et traitement du signal de mesure. Dans la
deuxième section, nous étudions les méthodes de réflectométrie conçues pour effectuer un diagnos-
tic en ligne telles que la réflectométrie par étalement du spectre ou la réflectométrie multi-porteuse.
La plupart de ces méthodes ont été adaptées pour assurer un diagnostic distribué dans les réseaux
filaires complexes comme présenté dans la troisième section. Ici, le placement des réflectomètres
(nombre et position) permettant de répondre au besoin du diagnostic distribué est abordé. Enfin,
pour terminer ce chapitre, deux tableaux récapitulatifs permettant de comparer les différentes mé-
thodes du diagnostic en ligne et distribué sont présentés.
2.1 Intégration du diagnostic dans un système embarqué
2.1.1 Diagnostic externe
Suite à un problème de fonctionnement dans un câble, un opérateur de maintenance est amené
à repérer l’anomalie et procéder à sa réparation. Pour cela, il lui suffit de brancher un système de
diagnostic sur le câble défectueux. Il peut ainsi indiquer la position et la nature du défaut éventuel.
A titre d’exemple, l’utilisation d’un système de diagnostic par un garagiste permet de réduire le
temps d’intervention dans une automobile. Il peut passer de deux jours à moins d’une heure pour
chercher le défaut et le localiser [1]. Ce type de diagnostic est appelé “diagnostic externe”. La
figure 2.1 montre un exemple d’un système de diagnostic permettant d’effectuer un diagnostic
externe.
L’enjeu majeur d’un diagnostic externe est de fournir à l’opérateur de maintenance une in-
formation exploitable. Ceci n’est pas toujours garanti puisque la complexité d’un réflectogramme
dépend non seulement de la topologie du réseau mais aussi des caractéristiques du défaut potentiel.
En effet, si on a un écho du signal de test à chaque interconnexion avec ses différents allers-retours
dans le réseau, on peut imaginer la complexité des signaux mesurés ainsi que la difficulté de l’ana-
lyse du réflectogramme correspondant dans le cas d’un réseau complexe. En outre, la présence d’un
ou plusieurs défaut(s) sur le réseau accentue la complexité des signaux mesurés. Ceci peut entraî-
ner une mauvaise interprétation du réflectogramme par l’opérateur de maintenance et détériorer
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FIGURE 2.1: Exemple d’un système de diagnostic externe.
2.1.2 Diagnostic embarqué
Lorsque les câbles font partie d’un système critique, certains défauts peuvent avoir des
conséquences importantes (alimentation électrique interrompue, charge utile immobilisée, perte
de communication entre des fonctions vitales, etc.). Il est nécessaire ainsi de mettre en place une
surveillance de l’état du réseau filaire. Ceci implique l’intégration de la fonction diagnostic dans
l’environnement natif du réseau de câbles. On parle ici de “diagnostic embarqué”. Ce dernier
a révélé de sévères contraintes en termes de coût, taille et complexité du diagnostic. En outre,
la facilité d’intégration et la complexité du traitement sont deux critères majeurs à prendre en
considération dans la conception d’un système de diagnostic embarqué. Par ailleurs, le respect
des normes relatives au système cible où les réseaux filaires opèrent est une préoccupation majeure.
L’architecture du système de diagnostic embarqué doit prendre en compte l’ensemble de la
chaîne de mesure jusqu’à la localisation du défaut. Elle compte trois fonctions principales : un
module de génération du signal de test, un module d’acquisition du signal mesuré et un module de
traitement. La figure 2.2 montre le synoptique de la fonction de diagnostic embarqué.
FIGURE 2.2: Synoptique de la fonction de diagnostic filaire embarqué.









2.1.2.1 Génération du signal de test
Dans le diagnostic embarqué, l’utilisation d’un signal numérique permet une conception plus
simple et moins coûteuse en termes d’architecture [2]. Le signal s est représenté parN échantillons
et s’écrit sous la forme suivante :
s = (s0, s1, · · · , sn, · · · , sN−1)T . (2.1)
où T , la Transposée du vecteur s.
On considère que le signal de test est périodique de période TN . Le convertisseur numérique
analogique (CNA) peut être représenté par un échantillonneur-bloqueur 1. Le signal x(t) injecté






snΠTs (t− nTs − kTN) . (2.2)
où Ts, la période d’échantillonnage et TN , la durée du signal où TN = NTs. L’échantillonneur-
bloqueur est représenté par la fonction suivante :
ΠTs(t) =
{
1 si 0 ≤ t ≤ Ts.
0 sinon. (2.3)
2.1.2.2 Acquisition du signal réfléchi









h (τ + nTs + kTN) dτ. (2.4)
où h(t), la réponse implusionnelle du réseau. Si on considère que le signal injecté et le signal
mesuré sont échantillonnés avec la même période Ts, on peut écrire le vecteur échantillonné y de
la façon suivante :
y = (y0, y1, · · · , yn, · · · , yN−1)T . (2.5)
En effet, l’intégrale dans l’équation (2.4) traduit un phénomène de filtrage passe-bas lié à la pé-
riode d’échantillonnage du signal injecté et, par suite, à la largeur de l’impulsion [3]. En effet,
plus la période d’échantillonnage Ts est grande, plus la largeur de l’impulsion est grande et plus
l’analyse des pics proches devient difficile. Ainsi, pour améliorer la précision de mesure, un sur-
échantillonnage est appliqué. Il s’agit de réduire la période d’échantillonnage du signal mesuré par






Le sur-échantillonnage permet ainsi d’échantillonner le signal mesuré à une fréquence Fs très
élevée par rapport à celle exigée dans le théorème de Shannon (Fs ≥ 2Fmax) où Fmax est la bande
1. L’échantillonneur-bloqueur est un échantillonneur réel qui réalise la conversion après un temps Ts (la période
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passante du signal. Le vecteur représentant le signal mesuré dans (2.5) devient alors de longueur
ηN et peut être exprimé comme suit :
y = (y0, y1, · · · , yn, · · · , yηN−1)T . (2.7)
Le sur-échantillonnage peut être réalisé par temps équivalent pour éviter de gêner le convertisseur
analogique numérique (CAN) à la réception [4]. La précision de localisation du défaut dépend en





où vp, la vitesse de propagation dans le câble et δx, la variation de la position autour de la localisa-
tion actuelle. Par exemple, une fréquence d’échantillonnage de 1 GHz peut donner une précision
de près de 10 cm pour une vitesse de propagation égale à 2 108m/s.
2.1.2.3 Traitement des signaux de mesure
Le module de traitement est responsable des différentes opérations à réaliser sur les signaux
de mesure pour estimer la réponse impulsionnelle du réseau h(t) et en extraire les informations
nécessaires sur son état. En effet, il constitue la partie la plus critique de l’architecture puisqu’il
doit être à la fois performant et flexible. La performance dépend fortement de la complexité des
opérations à réaliser alors que la flexibilité concerne surtout la variation du nombre d’échantillons.
Celle-ci dépend surtout de la bande passante et de la longueur des câbles. Par ailleurs, le module
de traitement envisage non seulement l’estimation de la réponse impulsionnelle du réseau mais
aussi l’amélioration de la qualité des mesures.
Dans le cas d’un réseau ramifié, le réflectogramme peut être d’une forme très complexe, or il
est nécessaire de fournir une information pointue pour faciliter le contrôle du réseau. La stratégie
la plus simple est la comparaison différentielle entre la mesure et la référence. Cette dernière est
acquise et mémorisée à partir d’un réseau sain (de préférence neuf) et parfaitement connecté. La
référence doit strictement respecter les mêmes conditions que la mesure actuelle. Cette condition
ne peut pas être satisfaite lorsqu’il y a des variations sensibles de la topologie ou de l’état du
réseau. A titre d’exemple, les charges en fin de ligne peuvent changer sous l’effet des contraintes
de leur environnement ou des équipements connectés, ce qui ne peut pas être considéré par le
diagnostic comme un défaut [1]. Pour cela, il est intéressant de disposer de plusieurs références
surtout lorsque le diagnostic est effectué en ligne comme nous le verrons plus tard.
Une autre stratégie basée sur l’analyse topologique est possible. Elle vise à reconstituer la
topologie du réseau en exploitant uniquement soit les mesures acquises soit les modèles (i.e. le
modèle RLCG) présentés auparavant dans la section 1.3.1.1 du chapitre 1. Les différences entre la
topologie simulée et celle estimée peuvent indiquer la présence d’un défaut potentiel. La méthode
d’analyse topologique ne demande pas une référence très précise. Cependant, elle nécessite le dé-
ploiement d’algorithmes assez lourds [5, 6, 7]. Elle n’est donc pas adaptée au diagnostic embarqué.
Il est nécessaire d’appliquer d’autres fonctions de traitement numérique du signal lorsque la
mesure est bruitée ou erronée. Une première solution consiste à appliquer un filtrage numérique
pour améliorer la qualité de la mesure. Il permet d’éliminer les artefacts dus aux appareils







d’acquisition, à la comptabilité électromagnétique (CEM), à la diaphonie, à la perte d’information,
etc. Une deuxième solution consiste à appliquer une déconvolution pour remonter à la fonction
de transfert du réseau. En effet, cette fonction comporte des informations sur la détection et
la localisation du défaut. La déconvolution permet d’améliorer la précision de localisation.
Néanmoins, elle est complexe dans un réseau ramifié et peut donner des résultats instables dans
le cas d’un réseau bruité [1]. Enfin, l’extraction des signaux très faibles, comme ceux provoqués
par les défauts non francs, requiert un traitement adapté [8]. Néanmoins, très peu de travaux ont
étudié cette problématique dans le contexte embarqué.
L’utilisation des signaux numériques est une excellente solution pour une application embar-
quée. Ils peuvent être facilement intégrés dans un FPGA (Field-Programmable Gate Array) ou un
ASIC (Application Specific Integrated Circuit). Il en est de même pour le module de traitement
qui peut être facilement intégré dans un circuit numérique. Il est essentiel dans la mise en œuvre
de la stratégie de diagnostic embarqué. Il doit être adapté à son contexte d’application (topologie
simple ou complexe, diagnostic en ligne ou non, défaut franc ou non franc, etc.). La génération
et l’acquisition des signaux numériques associés à un traitement du signal numérique constituent
un système de diagnostic plus simple et performant par rapport à d’autres méthodes analogiques
telles que la réflectométrie TDR et FDR.
L’intégration complète du système au sein d’une puce a permis la diffusion du diagnostic à
grande échelle sur de nombres réseaux dans différents domaines d’application (automobile, aé-
ronautique, distribution de l’énergie, etc.). Le diagnostic embarqué a donné naissance à d’autres
approches de diagnostic telles que le diagnostic en ligne et le diagnostic distribué. Ces deux ap-
proches ont fait l’objet de plusieurs travaux de recherche comme nous le montrerons dans les
sections suivantes.
2.2 Présentation des stratégies du diagnostic en ligne
Le fait d’intégrer le système de diagnostic permet d’effectuer un diagnostic du réseau filaire
pendant qu’il est utilisé par un ou plusieurs systèmes simultanément. Ce diagnostic, connu sous le
nom de “diagnostic en ligne”, permet d’effectuer un monitoring en continu du réseau. Il est surtout
intéressant dans la détection et la localisation de défauts intermittents qui peuvent être fugitifs
mais parfois destructifs pour le système en question. En avionique, les défauts intermittents sont
des défauts de très courte durée (d’environ 1 microseconde (µ s)) qui peuvent apparaître pendant
le vol, par exemple, mais qui ne sont pas faciles à reproduire lors de la maintenance de l’appareil.
A titre d’exemple, on peut citer la décharge partielle qui est un phénomène intermittent et dans
la plupart des cas invisible. Il s’agit d’une fuite diélectrique localisée au sein d’un isolant qui
court-circuite partiellement l’intervalle isolant séparant des conducteurs. Elle peut apparaître sous
l’effet d’une forte tension. Une fois amorcée, une décharge partielle peut dégrader rapidement
l’isolant du câble et provoquer un claquage du diélectrique et ainsi le dysfonctionnement du
système. Les défauts intermittents ne sont plus pris à la légère par les industriels vu les dégâts
colossaux qu’ils peuvent entraîner à long terme.
Le diagnostic en ligne permet aussi de simplifier de façon considérable l’interprétation du
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sives. Si la durée de chaque mesure est très courte (en ms), des défauts intermittents peuvent être
détectés et enregistrés pour être traités plus tard par les opérateurs de maintenance. Le diagnostic
en ligne s’avère être une bonne pratique pour assurer la détection et la localisation des défauts
intermittents [9].
Le diagnostic en ligne offre la possibilité d’effectuer le diagnostic parallèlement au fonc-
tionnement natif du réseau. Il permet ainsi de se trouver dans les conditions réelles du système,
donc d’établir un diagnostic plus poussé tel que la caractérisation de défauts intermittents ou
dits transitoires. Cependant, le diagnostic en ligne implique diverses contraintes. D’une part, la
robustesse au bruit est un critère primordial puisque le système de diagnostic peut subir toute sorte
de perturbations venant soit des signaux utiles du système lui-même soit des sources adjacentes. A
titre d’exemple, les lignes électriques dans une automobile sont souvent confrontées à trois types
de bruit : le bruit de fond 2, le bruit à bande étroite 3 et le bruit impulsif 4 [10, 11]. D’autre part, le
diagnostic en ligne ne doit pas être intrusif dans le fonctionnement natif du système. En effet, les
signaux de réflectométrie ne doivent pas interférer avec les signaux utiles présents sur le réseau.
Cette interférence peut fausser la réponse du système. Par exemple, le diagnostic d’un câble de
freinage ne doit pas activer le frein d’une façon non désirée lorsque la voiture roule à une vitesse
importante. Par ailleurs, lorsque le câble est sous tension, il faut pouvoir distinguer l’apparition
d’un défaut intermittent ou non franc du bruit sur le câble.
Pour résoudre ces problématiques, on injecte des signaux de diagnostic sur des bandes fré-
quentielles plus larges ou séparées de celles utilisées par les signaux utiles du réseau. Ceci a donné
naissance à d’autres méthodes de réflectométrie telles que la réflectométrie par séquence directe,
la réflectométrie par étalement du spectre et la réflectométrie multi-porteuse. Dans la section sui-
vante, nous présenterons les spécificités théoriques et expérimentales de chacune des stratégies de
diagnostic en ligne.
2.2.1 Réflectométrie par Séquence Directe
La méthode STDR (Sequence Time Domain Reflectometry) s’inspire du principe de la
compression d’impulsion [12] qui consiste à étaler l’impulsion dans le temps afin de conserver une
énergie suffisante à la réception, sans pour autant sacrifier la résolution par rapport à une impulsion
de courte durée comme l’illustre la figure 2.3. On rappelle que plus la durée de l’impulsion est
courte, plus la bande fréquentielle est large, plus la résolution est importante [9]. La compression
d’impulsion permet de résoudre les limites en énergie de la réflectométrie TDR et d’augmenter la
résolution en distance de la mesure ainsi que la robustesse au bruit.
La réflectométrie STDR injecte une séquence binaire pseudo-aléatoire PN (Pseudo-Noise).
Il s’agit d’une série d’éléments binaires dont la distribution est aléatoire [13, 14]. La figure 2.4
montre le principe de la réflectométrie STDR.
2. Le bruit de fond ou plus généralement le bruit électromagnétique d’origine thermique résulte de la superposition
d’une grande variété de sources de bruit de faible intensité présentes dans l’environnement des lignes électriques.
3. Le bruit à bande étroite résulte de la captation par les lignes électriques des émissions de radiodiffusion.
4. Le bruit impulsif se produit par des variations transitoires des champs électromagnétiques des sources adja-
centes.
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FIGURE 2.3: Principe de la compression d’impulsion [3].
FIGURE 2.4: Principe de la réflectométrie STDR.




X[n]p (t− nTs) . (2.9)
où X[n] est une série de symboles de période K composée de 1 et −1 ; p(t) est une fonction de
durée Ts appelée période chip. Elle s’écrit sous la forme suivante :
p(t) =
{
1 si 0 ≤ t ≤ Ts.
0 sinon. (2.10)
Sachant que le signal x(t) est périodique et de période TN = KTs, on peut écrire :
x(t) = x(t+ TN). (2.11)
Le signal x(t) est envoyé sur le câble où il est réfléchi par un nombre arbitraire de discontinuités
d’impédance rencontrées au cours de sa propagation. Ensuite, les signaux réfléchis sont renvoyés
au port d’injection après un certain retard qui correspond au temps d’aller-retour entre le port
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akx(t− τk) + n(t). (2.12)
ak est l’amplitude de la réflexion k ; τk est le temps d’attente avant de recevoir la réflexion k ; n(t)
est le bruit présent sur le câble. La dispersion est négligée.
















Sachant que Tn >> TN (où Tn, la durée du signal de bruit), le signal injecté x(t) et le bruit n(t)
sont asynchrones. L’inter-corrélation entre x(t) et n(t) s’approche alors de zéro [15]. On peut ainsi







akx(t− τ − τk)dt. (2.15)
On peut alors obtenir un réflectogramme où un pic de corrélation maximale apparaît lorsque la
ressemblance entre x(t) et y(t) est maximale. La position du pic permet d’estimer la distance du
défaut comme le montre la figure 2.5.
FIGURE 2.5: STDR : Réflectogramme d’un câble coaxial de longueur 9.9 m avec un circuit ouvert
à son extrémité [16].
Dans la communication numérique, il existe plusieurs types de séquences qui peuvent ou
non être adaptées au diagnostic filaire par réflectométrie. Parmi les séquences existantes, on peut
citer les séquences à longueur maximale généralement appelées séquences M, les séquences de
Kasami, les séquences de Gold, etc [17]. Puisque la qualité du diagnostic dépend du choix des
séquences utilisées, de bonnes propriétés d’auto-corrélation doivent être respectées telles que
la présence d’un pic central, l’amplitude des lobes secondaires, etc. La figure 2.6 montre un
exemple d’auto-corrélation d’une séquence M (haut), séquence de Gold (milieu) et séquence de
Kasami (bas). On peut remarquer que dans la séquence M les lobes secondaires autour du pic
2.2 Présentation des stratégies du diagnostic en ligne








central sont quasiment nuls par rapport à ceux de la séquence de Gold ou de Kasami. En effet,
la séquence M s’avère être le meilleur choix lorsqu’un seul test est réalisé à la fois. Cependant,
la séquence de Kasami est meilleure si plusieurs tests sont appliqués simultanément pour un ou
plusieurs conducteurs grâce à l’orthogonalité imposée entre ses symboles. Une comparaison plus
approfondie sur les différentes séquences et leurs cas d’applications dans le diagnostic filaire est
fournie dans [16].



































































FIGURE 2.6: Fonction d’auto-corrélation de différentes séquences pseudo-aléatoires.
Les premières applications de la réflectométrie STDR à la détection et localisation de défauts
dans les câbles remontent aux années 90 [18]. La méthode STDR constitue une première solution
au diagnostic en ligne. En effet, le signal injecté est de faible amplitude. Il interfère peu avec
les signaux utiles du système. A titre d’exemple, le signal PN peut être très faible par rapport au
signal utile d’environ -25 décibels (dB) et au-dessous du bruit admissible d’environ -10 dB dans
l’aéronautique [19].
L’autre critère clé de la méthode STDR est la mise en œuvre d’un module de corrélation entre
le signal injecté et le signal mesuré pour construire le réflectogramme correspondant. Une
première implémentation de la STDR sur un circuit intégré CMOS (Complementary Metal Oxide
Semiconductor) a été réalisée par un groupe de chercheurs de l’université de l’Utah pour la
détection et la localisation de défauts intermittents dans les câbles aéronautiques [20].
La méthode STDR a été testée par la même équipe de chercheurs sur un câble coaxial avec une
impédance caractéristique de 75 Ω [21]. Les expérimentations ont montré qu’une erreur de loca-
lisation d’un défaut franc d’environ 3 cm est observée quand le câble est déconnecté. Cependant,
cette erreur devient 6 cm quand le diagnostic est effectué en ligne.
Un léger changement dans le signal STDR peut donner de meilleures performances dans le diag-
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2.2.2 Réflectométrie par étalement du spectre
La méthode SSTDR (Spread Spectrum Time Domain Reflectometry) est une évolution de la
réflectométrie STDR. La seule différence est que la séquence PN est préalablement modulée par
une fréquence porteuse avant d’être injectée sur le réseau. On parle ici de la stratégie de transla-
tion de fréquence [3]. Elle permet de déplacer le support spectral du signal de test autour d’une
fréquence porteuse.
Pour exprimer le signal SSTDR, on module la séquence pseudo-aléatoire décrite dans l’équation




X[n]p (t− nTs) sin (2pifpt) . (2.16)
Comme dans la méthode STDR, le signal mesuré est, ensuite, corrélé avec le signal de test. La
figure 2.7 résume le principe de la méthode SSTDR.
FIGURE 2.7: Principe de la réflectométrie SSTDR.
La stratégie de translation de fréquence permet d’éviter la bande fréquentielle occupée par les
signaux utiles du système et de réduire ainsi les problèmes d’interférence. En outre, les pics de
corrélation sont plus nets que ceux de la méthode STDR permettant d’augmenter la précision de
localisation par rapport à la méthode STDR comme le montre la figure 2.8. La méthode SSTDR
offre aussi une meilleure immunité au bruit par rapport à la méthode STDR [22].
L’inconvénient majeur de la méthode SSTDR est la présence des lobes secondaires autour du
pic central qui imposent une distance minimale de détection appelée zone aveugle. En effet, si un
défaut est présent dans cette zone aveugle, il sera noyé dans les lobes secondaires correspondant
à la discontinuité précédente [23]. De plus, la modulation analogique rend l’intégration de la
méthode plus complexe [20].
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FIGURE 2.8: SSTDR : Réflectogramme d’un câble coaxial de longueur 9.9 m avec un circuit ouvert
à son extrémité [16].
Une évolution de la méthode SSTDR, appelée MSSTDR (Modified SSTDR), a été proposée
par A. Lelong et al [24]. La seule différence par rapport à la SSTDR est que le signal mesuré est
démodulé avant d’être corrélé avec le signal de test. Ceci permet de remettre le signal mesuré en
bande de base et faciliter ainsi l’interprétation du réflectogramme. Cependant, l’ajout d’un module
analogique de démodulation rend l’intégration de la méthode plus complexe.
La méthode de réflectométrie par étalement de spectre (M/SSTDR) est intéressante pour la
détection et la localisation d’un défaut franc (court-circuit et circuit ouvert) avec une certaine
précision lorsque le câble est connecté [21, 22]. Cependant, elle reste très limitée dans le
diagnostic des défauts non francs comme les défauts de frottement [25]. En outre, elle souffre
d’un manque de souplesse puisque le spectre du signal de test peut juste être décalé par le biais
de la modulation mais ne peut pas être entièrement contrôlé. Dans le cas où le signal utile occupe
la bande passante d’une façon distribuée, le déplacement du spectre ne sera pas suffisant pour
résoudre les problèmes d’interférence.
Pour davantage de souplesse dans le paramétrage du spectre, la réflectométrie multi-porteuse a
été proposée. Dans l’état de l’art connu, il existe uniquement deux méthodes appelées la méthode
MCR (Multi-Carrier Reflectometry) [7] et la méthode MCTDR (Multi-Carrier Time Domain
Reflectometry) [26].
2.2.3 Réflectométrie multi-porteuse dans le domaine fréquentiel
La méthode MCR est basée sur l’injection d’un signal sous forme d’un ensemble pondéré
d’excitations sinusoïdales dans le domaine fréquentiel [7]. Ensuite, la réponse en phase du signal
réfléchi est analysée pour en extraire des informations sur l’état du câble.











où an et θn représentent, respectivement, l’amplitude et la phase de la sous-porteuse n. N est
le nombre d’échantillons ; k est l’index de l’échantillon. On note que le signal de test sk est
périodique de période N . Il est aussi réel, par conséquent sa transformée de Fourier est une
fonction paire. Le signal est donc complètement décrit par la moitié (n = 0, · · · , N/2) des
vecteurs a et θ avec a = (a0, a1, · · · , aN−1) et θ =
(
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θn = −θN−n et an = aN−n.
Une bande est dite interdite si elle contient les signaux utiles du système cible. Afin de
résoudre les problèmes d’interférence, il faut éviter d’injecter le signal sur une bande interdite.
Pour cela, il suffit d’annuler certains coefficients an du signal de test sk. La figure 2.9 montre le
principe de la méthode MCR.
FIGURE 2.9: Principe de la réflectométrie MCR.
La bande fréquentielle choisie pour injecter le signal MCR peut contenir d’autres signaux
indésirables (bruit, signaux propageant sur d’autres bandes fréquentielles, etc.) qui peuvent causer
des problèmes d’interférence. Pour cela, le signal de test sk et celui reçu yk sont moyennés sur un
nombre de périodes noté P . L’étape de moyennage permet d’améliorer le rapport signal sur bruit
(Signal-to-Noise Ratio (SNR)) et améliorer ainsi la précision de la mesure. Il est possible aussi
d’utiliser un filtre afin de réduire le problème d’interférence [27].
A l’entrée du réseau, le signal x(t) injecté sur le réseau est obtenu par conversion numérique-
analogique et correspond à la relation (2.2).
A l’entrée du CAN, le signal reçu y(t) est décrit par l’expression suivante :
y(t) = α0x(t) + α1x(t− 2τ) + α2x(t− 4τ) + · · · . (2.18)
où αk∈{0,1,2,··· }, le coefficient d’atténuation ; τ , le temps aller-retour entre le point d’injection et la
discontinuité d’impédance ; il dépend de la longueur du câble l et de la vitesse de propagation vp
comme décrit dans l’équation (1.23). Pour faciliter l’estimation des paramètres inconnus αk et τ ,
on suppose que les échos secondaires sont d’amplitudes négligeables pour k > 2. La Transformée
de Fourier Discrète (en anglais, Discrete Fourier Transform ou DFT) du signal mesuré y(t) est
donnée par l’expression suivante :
Y (f) = α0X(f) + α1X(f)e
−j2pif(2τ) + α2X(f)e−j2pif(4τ). (2.19)
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= α0 + α1e
−j2pif(2τ) + α2e−j2pif(4τ). (2.20)
Les paramètres α0, α1, α2 et τ doivent être estimés pour déduire la fonction de transfert H(f).
Pour cela, il faut avoir au minimum quatre fréquences actives [7]. On note que plus le nombre de
fréquences actives noté Na est important plus l’estimation de ces paramètres est précise.
On définit ainsi h = [H(f1)H(f2) · · ·H(fNa)]T le vecteur des valeurs de H(f) aux fréquences













Si on considère la présence d’un bruit représenté par le vecteur n, on peut écrire la relation sui-
vante :
hˆ = h+ n. (2.22)
On peut ainsi estimer les quatre paramètres α0, α1, α2 et τ au sens des moindres carrés. L’objectif
est de minimiser la somme des carrés des éléments du vecteur d’erreur e avec e = h − hˆ. Ceci se
traduit, mathématiquement, par la définition d’une fonction de coût appelée ψ telle que :
ψ = eHe. (2.23)
eH est la fonction hermitienne de e.
La minimisation de ψ permet ainsi de déduire le temps d’aller-retour τ ainsi que les coefficients
d’atténuation {α0, α1, α2} et par suite de déduire la fonction du transfert du réseau considéré.
Cette méthode montre qu’en se basant sur un modèle, il est possible d’avoir des informations sur
l’état du réseau. Cependant, la forme du modèle dépend totalement de la topologie considérée.
Donc, l’apparition d’un défaut peut changer la topologie du réseau et fausser le modèle développé.
Par ailleurs, le développement de ce modèle dans un réseau complexe est difficile à réaliser. De
plus, l’intégration de la méthode MCR s’avère complexe à cause de son module de traitement.
Afin de surmonter ces contraintes, une nouvelle méthode de réflectométrie multi-porteuse a
été développée. Contrairement à la méthode MCR qui se base sur un modèle topologique pour
extraire les informations sur l’état du réseau, cette méthode utilise la stratégie de comparaison des
références successives pour faciliter l’intégration de son module de traitement.
2.2.4 Réflectométrie multi-porteuse dans le domaine temporel
La réflectométrie MCTDR (Multi-Carrier Time Domain Reflectometry) est une méthode de
réflectométrie multi-porteuse dans le domaine temporel. A l’injection, elle modélise le signal de
test comme une somme de sinusoïdes afin de pouvoir contrôler son occupation spectrale. Le signal
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où an et θn représentent l’amplitude et la phase de la sous-porteuse n, respectivement.N , le nombre
d’échantillons et k, l’index de l’échantillon. On note que le signal de test sk est périodique de
période N . Il est aussi réel, par conséquent sa transformée de Fourier est une fonction paire. Le
signal est donc complètement décrit par la moitié (n = 0, · · · , N/2) des vecteurs d’amplitude a et
de phase θ.
L’amplitude an d’une sous-porteuse correspondant à une bande non interdite est posée à 1. La
phase θn est calculée par la méthode de Schroeder pour minimiser la dynamique du signal ou
l’amplitude crête à crête (Peak-to-Peak) [28]. Elle est exprimée par la relation suivante :










pour n allant de 2 à N/2, θ0 = 0 et θ1 peut prendre une valeur entre 0 et 2pi. La figure 2.10 montre
le principe de la réflectométrie MCTDR.
FIGURE 2.10: Principe de la réflectométrie MCTDR.
Afin d’éviter une bande interdite, il suffit d’atténuer ou d’annuler le coefficient an correspon-
dant. Néanmoins, cette atténuation ou annulation des porteuses provoque une perte d’informations
qui est traduite par l’apparition des lobes secondaires autour du pic principal [26]. La figure
2.11 montre l’augmentation de la distorsion observée autour du pic central en fonction de
l’augmentation de la largeur de la bande interdite.
Pour récupérer une mesure correcte, une étape de moyennage sur plusieurs mesures est néces-








où y(m) est le signal reçu de la mesure m (m ∈ [0,M ], M est le nombre de mesures).
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Bande interdite [0 MHz−20 MHz]
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FIGURE 2.11: Auto-corrélation du signal pour différentes bandes interdites.
La méthode MCTDR s’effectue dans le domaine temporel. Donc, un simple filtrage adapté
(module de corrélation) entre le signal de test et le signal mesuré permet d’obtenir le réflecto-
gramme correspondant. Ensuite, elle utilise un module de post-traitement qui se base sur l’algo-
rithme Clean [29] pour récupérer l’information perdue par l’annulation des fréquences interdites.
Le principe de l’algorithme Clean consiste à détecter, d’une façon itérative, les pics présents dans
le réflectogramme par ordre d’amplitudes décroissantes (en valeur absolue) et d’en supprimer la
contribution à chaque itération. L’algorithme Clean se base sur deux critères d’arrêt qui sont : l’er-
reur résiduelle et le nombre de pics détectés [3]. Une incertitude d’amplitude liée à la superposition
des pics adjacents pourrait avoir lieu et créer, par suite, une erreur au niveau de la localisation des
pics. Cette erreur s’accumule au fur et à mesure de l’augmentation du nombre d’itérations dans l’al-
gorithme. Il est possible de limiter le nombre de pics à détecter par l’algorithme surtout lorsqu’on
a une connaissance a priori de la topologie du réseau. Dans le cas contraire, cette condition d’ar-
rêt devient gênante surtout dans la détection des défauts non francs caractérisés par leurs faibles
amplitudes. Dans le cas d’un réseau complexe, les réflexions deviennent incontrôlables avec les
multiples jonctions, allers-retours, défauts, fins de ligne, etc. Par conséquent, la méthode MCTDR
perd de son efficacité à détecter et localiser les défauts avec précision.
2.2.5 Récapitulation des méthodes de diagnostic en ligne
Dans cette section, nous avons décrit les différentes méthodes de réflectométrie conçues pour
assurer un diagnostic en ligne. L’objectif commun est de résoudre les problèmes d’interférence
entre les signaux utiles et les signaux de test soit par étalement du spectre (M/S/STDR) soit par
annulation des bandes interdites (MCR/MCTDR).
Il existe aussi une méthode de réflectométrie appelée NDR (Noise Domain Reflectometry) qui
utilise les signaux déjà présents dans les câbles pour faire le diagnostic [30]. Bien que l’idée soit
intéressante, la méthode NDR reste limitée et manque de maturité. Elle nécessite l’utilisation de
circuits complexes (coupleur) pour séparer le signal de test de ses copies réfléchies. Elle souffre
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le réseau. Pour cela, elle ne peut être utilisée que pour le diagnostic des réseaux simples de type
ligne de transmission ou réseau en Y où les réflexions sont assez intuitives. De plus, la précision
de localisation dépend directement de la bande passante du signal sur le câble. Par ailleurs, la
méthode NDR ne peut détecter que les défauts intermittents francs (circuit ouvert ou court-circuit)
[30].
Les problématiques liées au diagnostic en ligne, décrites auparavant, s’aggravent dans le cas
d’un réseau ramifié. En effet, la réflectométrie souffre d’un problème d’ambiguïté lié à la localisa-
tion du défaut dans le cas d’un seul point d’injection. La réflectométrie distribuée semble être une
bonne solution pour remédier à ce problème. C’est l’objet de la section suivante.
2.3 Présentation des stratégies du diagnostic distribué
Dans le cas d’un réseau complexe, les ramifications peuvent entraîner des ambiguïtés liées à la
localisation d’un ou plusieurs défaut(s). La figure 2.12 montre un exemple d’un réseau complexe
composé de 5 branches Bi, i ∈ {1, 2, · · · , 5} de même caractéristiques. Les branches B2, B4 et
B5 sont terminées par des circuits ouverts. Un circuit ouvert est observé sur la branche B3 à une
distance de 25 m du réflectomètre placé à l’extrémité de la branche B1.
FIGURE 2.12: Exemple d’un réseau complexe avec un circuit ouvert sur B3.
La figure 2.13 montre le réflectogramme correspondant au réseau présenté dans la figure 2.12.
Il est obtenu par une réflectométrie TDR injectant une impulsion gaussienne à l’entrée du réseau.
Le premier pic sur le réflectogramme correspond à la désadaptation entre le réflectomètre et le
réseau sous test. Le deuxième pic négatif correspond à la première jonction à une distance de 20
m du point d’injection. Ensuite, un défaut est détecté à une distance de 25m du réflectomètre. En
observant le réflectogramme, le défaut détecté peut être localisé soit sur la branche B2 soit sur
la branche B3. On parle ici d’une ambiguïté de localisation du défaut. Ce problème d’ambiguïté







s’aggrave en cas de présence d’autres défauts sur le réseau. En outre, le signal de test sera atténué
à cause des multiples réflexions rencontrées au cours de sa propagation. Cela rend la détection
d’un défaut à une distance importante du point d’injection difficile voire impossible. Dans le cas
d’un réseau filaire affecté par plusieurs défauts, seul le premier défaut (le plus proche de la source
d’injection) peut être détecté et localisé. Les autres peuvent être interprétés comme des échos
secondaires.



















FIGURE 2.13: Ambiguïté de localisation du circuit ouvert sur la branche B3.
Pour pallier ces contraintes, Smail et al. ont proposé de résoudre le problème d’une façon
inverse [31]. On entend par “inverse”, le fait de pouvoir remonter aux paramètres utiles du défaut
à partir des mesures fournies par le réseau. Dans le cas d’un défaut franc, ces paramètres sont
les longueurs des branches ainsi que les charges au bout des lignes. Dans le cas d’un défaut non
franc, ces paramètres sont l’impédance et la position du défaut. Il existe deux grandes familles
d’inversion : l’inversion itérative et l’inversion directe.
Dans un premier lieu, l’inversion itérative utilise un algorithme génétique pour minimiser l’erreur
entre la réponse estimée par le modèle direct et la mesure [6, 32]. L’algorithme s’applique,
d’une façon itérative, jusqu’à la satisfaction d’une condition d’arrêt. Elle est généralement liée
soit au nombre d’itérations soit au critère d’erreur qui doit être inférieur à un seuil prédéfini.
L’inconvénient majeur de ce type d’inversion est son temps de calcul (pouvant atteindre 1 heure)
qui dépend fortement de la complexité de la topologie du réseau. Il ne permet pas ainsi d’effectuer
un diagnostic en temps réel.
L’inversion directe utilise aussi un modèle numérique dont les paramètres internes sont réglés
par les réseaux de neurones permettant de déterminer les paramètres recherchés du défaut à
partir des paramètres observés (réflectogramme) [5]. Un réseau de neurones est constitué pour
chaque paramètre du défaut à estimer. L’inconvénient majeur de cette méthode est le temps
important nécessaire pour la création de la base de données, le réglage des paramètres du réseau et
l’apprentissage (environ 4 heures). Cependant, l’étape d’inversion est rapide (environ 1 seconde).
La méthode manque d’autonomie dans l’analyse et l’interprétation des mesures pour en extraire
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localisation des défauts dans un réseau complexe [31].
Dans le même contexte, il existe des approches bayésiennes [33, 34, 35] permettant d’identifier
les paramètres inconnus d’un défaut non franc (frottement) en se basant sur le problème inverse.
Cependant, ces approches demeurent limitées à un réseau de simple topologie à cause de la lenteur
des calculs établis (environ 10 heures sur un système Linux de 32 bits installé sur un ordinateur
1.8 GHz) [36].
D’autres travaux [37, 38] ont proposé de reconstruire le réseau en utilisant un algorithme
de cartographie (mapping algorithm) afin d’en extraire les informations sur l’état du réseau
complexe. Une comparaison entre la mesure et la simulation permet de prédire la topologie du
réseau. Cependant, ces méthodes de reconstruction du réseau quel que soit l’algorithme utilisé
(algorithme de cartographie [38], algorithme génétique [6], méthode bayésienne [39], etc.) sont
d’une part coûteuses en calcul et, d’autre part, ne permettent pas de résoudre les problèmes
d’ambiguïté décrits auparavant.
Afin de résoudre cette ambiguïté, Tengg et al. proposent d’utiliser un classificateur à base de
logique floue qui identifie le pic le plus probable [40]. Pour cela, un facteur de coût est calculé
pour chaque pic en se basant sur l’expression suivante :
p = pamp · pnum · pω1 · pω2 · pω1ω2 · pAh. (2.27)
où pamp, l’amplitude du pic. pnum représente le numéro du pic, il est égal à 1 s’il s’agit du premier
pic et il est réduit par un facteur à chaque itération. pω1 et pω2 représentent la largeur du pic, le
stimulus (signal de test) et le pic doivent avoir la même largeur. pω1ω2 prend en considération la
forme du pic. pAh est l’énergie du stimulus (dans ce cas, il s’agit d’une impulsion gaussienne).
Cette méthode nécessite la connaissance de la topologie du réseau et de ses composants (prise,
connecteur, jonctions, câble, etc).
En outre, la propagation d’un signal dans un réseau complexe est affectée par des phénomènes
d’atténuation et de dispersion du signal comme décrit dans la section 1.3.2.2 du chapitre 1. Ces
phénomènes peuvent changer l’amplitude ainsi que la forme du pic au fur et à mesure de la
propagation du signal dans le réseau. Par suite, plus le défaut est loin du point d’injection, plus il
est difficile à détecter surtout dans le cas d’un défaut non franc représenté par un pic de très faible
amplitude. De plus, les ramifications peuvent cacher la détection d’un défaut lorsque celui ci est
dans une zone aveugle [41].
Pour pallier ces inconvénients, une solution consiste à distribuer le diagnostic sur l’architecture
du réseau. On parle ici du “diagnostic distribué” [9]. L’idée est de diviser le réseau complexe en
des sous-réseaux de topologie générique (ligne de transmission, réseau en Y et réseau en étoile).
Chaque sous-réseau est surveillé à son extrémité par un système de diagnostic dédié. Ce dernier
peut ainsi observer son propre sous-réseau et une partie des autres sous-réseaux. Ceci apporte
une redondance permettant, pour chaque système de diagnostic, de couvrir la zone aveugle des
sous-réseaux adjacents [1]. La notion de distributivité permet de lever les ambiguïtés tout en
réduisant la difficulté d’analyse par rapport aux méthodes classiques [37, 42].
2.3 Présentation des stratégies du diagnostic distribué








Cependant, l’utilisation du diagnostic distribué dans un réseau filaire complexe révèle de nom-
breuses problématiques liées aux problèmes d’interférence, coût du diagnostic et fiabilité de la
mesure. Principalement, les travaux menés dans le diagnostic distribué ont proposé d’utiliser des
signaux différents pour chaque système [2, 3].
2.3.1 Application de la réflectométrie par séquence M
Lorsque tous les réflectomètres injectent simultanément sur le réseau, leurs signaux ne doivent
pas interférer au risque de gêner la mesure et entraîner de fausses alarmes. Pour cela, Ravot et al.
[43] ont proposé d’utiliser des séquences M ayant une bonne propriété d’auto-corrélation (haute
amplitude) et d’inter-corrélation (amplitude nulle) comme décrit auparavant dans la section 2.2.1
de ce chapitre.






j (t− τ)dt. (2.28)
où Ω, le domaine d’intégration, τ , le retard et V ∗, le conjugué de V . La fonction d’auto-corrélation
R(τ) peut prendre deux valeurs R(τ) 6= 0 et R(0) = Pm où Pm est la période de la séquence M.
On peut remarquer que la fonction d’auto-corrélation des séquences M est adaptée pour effectuer
le diagnostic par réflectométrie puisque les lobes secondaires autour du pic central sont nuls.
Lorsque le diagnostic est embarqué, une séquence M peut être générée à partir d’une struc-
ture à base de registres à décalage avec rétroaction linéaire appelée LFSR (Linear Feedback Shift
Register) [44]. Le nombre de registres Ng représente la longueur du LFSR. Il permet de générer à
sa sortie une séquence binaire aléatoire constituée de 2n bits de période Pm ≤ 2Ng − 1. Le LFSR






où Ci = {0, 1}, le coefficient du polynôme caractéristique f(x) et C0 = 1. Le polynôme doit être
primitif pour générer une séquence M [2].
Le diagnostic distribué par séquences M comprend les étapes suivantes : (1) Injecter des
séquences M en plusieurs extrémités du réseau. (2) Recevoir en plusieurs extrémités les échos
correspondant aux signaux précédemment injectés. (3) Calculer l’inter-corrélation, en chaque
extrémité, entre le signal injecté et le signal réfléchi.
Afin de réduire les problèmes d’interférence, on injecte des séquences M différentes et non
corrélées d’un réflectomètre à un autre. On entend par séquences non corrélées que leur inter-
corrélation ne produit pas un pic de corrélation d’amplitude significative par rapport à celle du pic
d’auto-corrélation d’une séquence M, c’est-à-dire, RViVj << RViVi pour tout j 6= i. Pour évaluer
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L’objectif est ainsi de réduire le coefficient de corrélation. Pour cela, il suffit d’ajuster les trois
paramètres essentiels du LFSR : le polynôme caractéristique, la longueur et le débit. La première
méthode consiste à injecter des séquences M via des LFSRs ayant des polynômes caractéristiques
primitifs différents. Néanmoins, la longueur de la séquence M doit être au moins égale à 9 bits
pour assurer un niveau de corrélation faible (cc<0.2). La deuxième méthode propose d’utiliser
des séquences M de longueurs différentes. Deux cas de figures se présentent ici. Le premier
cas utilise des longueurs de séquences M où (Ng 6= 2k), Ng et k représentent les longueurs
de deux séquences M. Dans ce cas, le coefficient de corrélation est faible quelle que soit la
longueur des séquences M. En revanche, dans le deuxième cas où la condition (Ng = 2k) est
satisfaite, l’augmentation de la longueur des séquences M introduit la diminution du coefficient de
corrélation. Enfin, la troisième méthode propose d’utiliser des séquences M de débits différents
pour réduire le coefficient de corrélation.
Les méthodes de décorrélation des séquences M de polynômes caractéristiques et longueurs
différents demandent un temps de traitement plus important que la méthode de décorrélation par
débits différents. En revanche, cette dernière demande une bande passante plus importante que les
méthodes précédentes. La valeur de ce critère est indésirable en termes de conception et de coût
de l’architecture embarquée.
La réflectométrie distribuée par séquence M permet de détecter les défauts intermittents puis-
qu’elle assure un diagnostic en continu du réseau filaire. De plus, elle permet de résoudre le pro-
blème de la zone aveugle car un défaut proche d’une source se trouve forcément éloigné d’une autre
source. Par ailleurs, l’utilisation des séquences numériques (séquences M) avec un algorithme de
traitement de signal de faible complexité (corrélation) facilite l’intégration de la méthode. L’in-
convénient majeur de cette méthode est qu’elle dépend fortement du choix du signal de test injecté
surtout quand certains paramètres (par exemple, le spectre du signal) sont imposés par l’applica-
tion. De plus, elle ne permet pas d’annuler totalement le bruit d’interférence. La synchronisation
entre les réflectomètres doit être prise en compte afin de garantir la validité des mesures. En effet,
elle est importante pour la détermination de la topologie du réseau. Cependant, elle n’est pas né-
cessaire pour la détection et la localisation d’un défaut. De plus, l’ajout d’un nœud dans le réseau
nécessite la réaffectation de toutes les séquences M entre les nœuds [2].
2.3.2 Application des moyennes sélectives
Lelong et al. [45] ont proposé une méthode de moyennes sélectives totalement indépendante
du signal de test. L’idée principale est d’insérer des coefficients de pondération à l’émission du
signal et à la réception lors du calcul de la moyenne afin de rendre le filtrage indépendant du signal
injecté comme dans le cas de la méthode proposée dans [2].
Chaque réflectomètre noté Ri est caractérisé par ses coefficients de pondération correspondant
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où M , le nombre de mesures. Le signal









2.3 Présentation des stratégies du diagnostic distribué








où s représente le signal de test d’origine défini par la méthode de réflectométrie choisie.
FIGURE 2.14: Principe de la méthode des moyennes sélectives.









où yˆ est le signal mesuré après son passage dans le CAN.
Sachant queNr réflectomètres fonctionnent simultanément pour le diagnostic du réseau, le résultat
de l’étape de moyennage peut être écrit de la façon suivante :
yˆ = Hs+ n+  (2.33)
où n, le bruit additif et , le bruit d’interférence. La matrice H est circulaire de taille N ×N où N ,




h0 hN−1 · · · h1
h1 h0 · · · h2
. . .
. . . . . . . . .
hN−1 hN−2 · · · h0
 (2.34)




h(τ + nTs). (2.35)
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En effet, le bruit d’interférence dépend principalement des coefficients de pondération. Pour
cela, il faut déterminer les valeurs des coefficients β(Ri)m où i ∈ {1, 2, · · · , Nr − 1} pour annuler le
bruit d’interférence .
Dans le cas où il y a une synchronisation entre les réflectomètres, le bruit d’interférence peut
être annulé par l’utilisation des vecteurs orthogonaux de la façon suivante :
b(Ri)T b(Rj) = 0, ∀(Ri, Rj) ∈ {0, 1, · · · , Nr − 1}2. (2.36)
Cette condition peut être satisfaite par les séquences de Walsh-Hadamard [46] où :
β(Ri)m = [HP ]Ri,m (2.37)
où HP , la matrice de Hadamard d’ordre Nr. Le nombre de mesures réalisées doit être au moins
égal au nombre de réflectomètres placés dans le réseau [3].
Dans le cas où il n’y a pas de synchronisation entre les réflectomètres, le bruit d’interférence










Ici, le nombre minimum de mesures à réaliser pour le moyennage est égal à Mmin = 2Nr−1.
La méthode des moyennes sélectives permet d’obtenir des niveaux de bruit d’interférence né-
gligeables grâce à l’utilisation des séquences de Walsh-Hadamard ou Rademacher selon l’état de
synchronisation entre les réflectomètres. En outre, elle permet la détection des défauts intermittents
dans la mesure où tous les réflectomètres peuvent effectuer des mesures simultanément. Cependant,
l’étape de moyennage augmente la durée de la mesure, ce qui peut diminuer la capacité de détec-
tion. Par ailleurs, l’étape de moyennage se base sur l’hypothèse que la réponse du réseau ne change
pas pendant M mesures. Cependant, dans le cas d’un diagnostic en ligne, cette hypothèse ne peut
pas être satisfaite. Pour cela, la durée de stationnarité du signal doit être obligatoirement évaluée
pour garantir la validité des résultats [45]. Autrement dit, les résultats de mesure ne peuvent être
valides que si les réponses du réseau ne changent pas pendant M mesures. Plus loin, l’augmenta-
tion de la complexité du réseau augmente le temps de calcul des moyennes puisque le nombre de
mesures M dépend directement du nombre de réflectomètres Nr implémentés dans le réseau. De
plus, la stationnarité du réseau demeure difficile à garantir dans un réseau complexe. Dans ce cas,
il est difficile d’assurer un diagnostic en temps réel et encore plus dans le cas d’un réseau instable
lorsque le diagnostic est en ligne.
2.3.3 Placement des réflectomètres
La distributivité du diagnostic permet de localiser un défaut dans un réseau complexe d’une
façon précise. Cependant, le nombre et la position des réflectomètres dans le réseau sont deux
critères importants pour garantir ce résultat. Dans l’état de l’art connu, il n’existe pas beaucoup
de travaux de recherche ayant étudié le problème d’optimisation du placement des réflectomètres
malgré son enjeu majeur dans la qualité du diagnostic par réflectométrie.
2.3 Présentation des stratégies du diagnostic distribué








Les réflectomètres sont, dans la plupart des cas, placés à des extrémités du réseau et non pas
au niveau des jonctions ce qui permet de faciliter l’intégration du réflectomètre au réseau et éviter
de rajouter des contraintes supplémentaires aux connecteurs. Les réseaux filaires complexes sont
généralement des réseaux sans boucle. On parle d’une topologie arborescente. Les topologies en
Y ou en étoile sont des formes génériques d’un réseau complexe.
Prenons l’exemple d’un réseau en Y constitué de trois branches B1, B2 et B3 de longueurs
respectives l1, l2 et l3. Les trois branches sont reliées par une jonction notée J0 comme le montre
la figure 2.15. On place un réflectomètre R1 au niveau de la branche B1. On considère un défaut
sur le réseau. Si R1 détecte le défaut à une distance ld ≤ l1, alors le défaut se trouve sur la branche
B1. Sinon, le défaut peut se trouver soit sur la branche B2 soit sur la branche B3. On ajoute ainsi
un nouveau réflectomètre R2 sur la branche B2. Si R2 détecte le défaut à une distance ld ≤ l2 alors
le défaut est bien présent sur la branche B2 sachant que ld ≥ l1. Sinon, le défaut est, par déduction,
sur la branche B3. On conclut que dans un réseau en Y, il faut au moins deux réflectomètres pour
lever l’ambiguïté de localisation d’un défaut.
FIGURE 2.15: Exemple d’un réseau en Y.
Passons maintenant à une topologie en étoile constituée de Nb branches reliées par une
jonction. On place un réflectomètre au niveau de chaque branche sauf au niveau de deux branches
Bi et Bj où i ≤ Nb, j ≤ Nb et i 6= j. Si un défaut a eu lieu sur l’une de ces branches, alors
tous les réflectomètres vont détecter un défaut à une distance ld ≥ li. Donc, l’ambiguïté de
localisation du défaut se limite aux branches Bi et Bj . Pour cela, il faut ajouter un réflecto-
mètre au niveau de l’une de ces branches. On a besoin de (Nb − 1) réflectomètres pour lever
l’ambiguïté de localisation d’un défaut dans un réseau àNb branches avec un seul point de jonction.
Dans un cas plus général, on peut conclure que pour toute jonction j reliant Nb(j) branches,
il est suffisant de placer (Nb(j) − 1) réflectomètres. Dans un réseau à Nj jonctions, le nombre
minimal de réflectomètres dépend du nombre de jonctions et du nombre de branches au niveau de
chaque jonction [3]. Ici, l’interconnexion entre trois lignes ou plus est considérée comme jonction.




(Nb(j)− 1) ,∀Nb(j) > 0. (2.39)
oùNj , le nombre total de jonctions etNb(j), le nombre de branches (sauf le tronc) de la jonction j.
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défaut. Cependant, il est parfois nécessaire d’ajouter davantage de réflectomètres pour améliorer
la qualité du diagnostic. Ceci peut augmenter le coût du diagnostic. Un compromis doit être assuré
entre la qualité et le coût du diagnostic.
Le nombre de réflectomètres ne peut pas être la seule garantie d’une bonne qualité de diagnos-
tic. Il est intéressant d’essayer de les placer à des points stratégiques du réseau. Pour cela, il est
généralement conseillé de choisir les branches les plus courtes pour placer les réflectomètres car
elles permettent de donner une information plus précise sur un défaut existant après la jonction.
Ceci est du aux phénomènes d’atténuation subis par le signal au cours de sa propagation.
2.4 Synthèse des stratégies de diagnostic embarqué
Cette section récapitule les différentes stratégies mises en œuvre pour résoudre les contraintes
liées au diagnostic embarqué dans les réseaux filaires complexes. Un diagnostic embarqué prend
toute son importance lorsque le diagnostic est effectué en ligne (en continu) alors même que des
informations utiles transitent dans le réseau.
Le tableau 2.1 récapitule les avantages et les inconvénients des méthodes de diagnostic
en ligne. Bien que les méthodes de diagnostic par étalement du spectre (M/S/STDR) soient
intéressantes dans certaines applications, elles manquent de flexibilité dans le paramétrage du
spectre. En outre, elles nécessitent une partie analogique (modulation/démodulation) qui peut
rendre l’intégration du système du diagnostic plus délicate. Pour assurer davantage de flexibilité et
un traitement entièrement numérique, la réflectométrie multi-porteuse s’avère être une approche
prometteuse. Cependant, les solutions développées jusqu’à présent demeurent limitées dans
certaines applications puisqu’elles utilisent une étape de moyennage qui prend un temps de calcul
parfois non négligeable. De plus, un module de post-traitement est nécessaire pour améliorer la
mesure. Ceci rend l’intégration plus difficile à réaliser.
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Dans le cas d’un réseau complexe, nous avons vu que les méthodes classiques (la recons-
truction du réseau, le problème inverse, la logique floue, etc.) utilisant un seul réflectomètre
souffrent d’un problème d’ambiguïté de localisation du défaut. La distributivité des mesures
est la meilleure solution pour surmonter ce problème. Pour cela, nous nous intéressons dans ce
résumé aux stratégies proposées pour relever les problèmes rencontrés dans le diagnostic distribué.
Le tableau 2.2 récapitule les avantages et les inconvénients des méthodes du diagnostic
distribué. On remarque que les deux méthodes ont utilisé des codes orthogonaux afin de résoudre
le problème d’interférence lorsque toutes les sources injectent simultanément. Ceci permet
de détecter la présence d’un défaut intermittent puisque le diagnostic est effectué en continu.
Cependant, les solutions existantes sont limitées dans certaines applications puisque leur efficacité
dépend fortement de la complexité du réseau.
Méthode Principe Avantage(s) Inconvénient(s)
Séquence Utiliser des séquences - Faible complexité. - Synchronisation
M M orthogonales. - Intégration facile. obligatoire.
[2, 43] - Diagnostic simultané. - Capacité en mémoire.
- Détection des défauts - Mise à jour en cas d’un
intermittents. changement dans le
réseau.
Moyennes Utiliser des séquences - Robustesse au bruit. - Besoin du moyennage.
sélectives de Hadamard et - Diagnostic simultané. - Stationnarité
[3, 45] de Rademacher selon - Détection des défauts obligatoire.
la synchronisation. intermittents. - Complexité du calcul
- Indépendance du signal.
TABLE 2.2: Tableau récapitulatif des spécificités des méthodes de diagnostic distribué.
Conclusion
Ce chapitre a présenté l’état de l’art des stratégies du diagnostic embarqué des réseaux filaires
complexes. En outre, il a permis la mise en évidence des avantages et des inconvénients de
chacune des méthodes proposées pour effectuer soit le diagnostic en ligne (réflectométrie par
étalement du spectre et réflectométrie multi-porteuse) soit le diagnostic distribué (séquences M et
moyennes sélectives).
Nous avons conclu que la réflectométrie multi-porteuse est une solution prometteuse pour
répondre au besoin du diagnostic en ligne grâce à la grande flexibilité dans le paramétrage du
spectre. En outre, elle permet d’aboutir à un traitement entièrement numérique facilitant ainsi
l’intégration de la solution. Cependant, les solutions développées jusqu’à ce jour demeurent limi-
tées dans certaines circonstances. Motivés par ce constat, nous avons donc choisi de poursuivre
cet axe de recherche en développant la méthode OMTDR (Orthogonal Multi-tone Time Domain







Reflectometry) qui sera présentée dans le chapitre 3 de ce manuscrit.
Nous avons montré également que la distributivité des mesures est la meilleure solution
pour lever les ambiguïtés de localisation d’un défaut. Cependant, dans la mesure où la fonction
de diagnostic est distribuée et intégrée à différents points du réseau, le besoin d’établir une
communication entre les différentes sources permettrait un échange de données pour effectuer
une calibration, une synchronisation, une configuration ou une centralisation des informations
concernant l’état du réseau vers une source centrale pour faciliter la prise de décision. Pour
davantage de couverture du réseau, nous avons proposé d’intégrer la communication entre les
sources dans le chapitre 4 de ce manuscrit.
Une autre problématique s’est imposée d’une façon implicite lors de l’étude des stratégies de
diagnostic. Il s’agit de la fiabilité des stratégies du diagnostic. En effet, malgré la maturité de la
plupart des méthodes de diagnostic, il existe des facteurs d’influence sur la mesure de réflectomé-
trie qui peuvent être liés à l’environnement d’utilisation, les caractéristiques intrinsèques du câble,
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L e diagnostic en ligne permet de détecter et localiser les défauts parallèlement au fonction-nement natif du réseau filaire. Cependant, le fait de se trouver dans les conditions réelles
des câbles a révélé de sévères contraintes liées à l’occupation spectrale, l’immunité au bruit, les
problèmes d’interférence, etc. Nous avons vu dans le chapitre précédent que la réflectométrie
multi-porteuse est une solution intéressante pour surmonter ces contraintes grâce à sa grande
flexibilité dans le paramétrage du spectre du signal de test. Néanmoins, les solutions qui ont été
développées jusqu’à présent demeurent limitées dans certaines applications.
En réponse à ces limitations, l’objectif de ce chapitre est de développer une nouvelle méthode
de réflectométrie appelée OMTDR (Orthogonal Multi-tone Time Domain Reflectometry) pour
détecter et localiser les défauts francs et non francs avec précision lorsque le réseau est en
fonctionnement.
Pour cela, nous introduisons, dans la première section, le principe de la méthode OMTDR utili-
sant une modulation multi-porteuse orthogonale appelée OFDM (Orthogonal Frequency Division
Multiplexing). Nous présentons ici les propriétés fonctionnelles de la modulation OFDM afin de
caractériser la nature et les paramètres du signal de test. Dans la deuxième section, nous mettons
en évidence les problèmes d’analyse de la mesure OMTDR suite à la présence des lobes secon-
daires autour des pics. Nous étudions ensuite la faisabilité des stratégies existantes pour améliorer
la qualité de la mesure en termes de précision et résolution. Devant l’échec de ces stratégies, nous
introduisons, dans la troisième section, une nouvelle méthode d’élimination des lobes secondaires
afin de détecter et localiser les défauts avec précision. Après avoir amélioré la mesure OMTDR,
nous adaptons la méthode OMTDR pour répondre aux contraintes du diagnostic en ligne. Ce cha-
pitre se termine par des mesures sur des réseaux réels afin de valider expérimentalement la méthode
OMTDR.
3.1 Présentation de la réflectométrie multi-porteuse (OMTDR)
La modulation multi-porteuse, utilisée par la réflectométrie MCTDR/MCR [1, 2], consiste à
diviser la bande passante du canal en plusieurs sous-bandes. Ces dernières doivent être séparées
par une bande de garde afin d’éviter les problèmes d’interférence. Ceci entraîne une utilisation
non optimale de la bande passante disponible. En effet, jusqu’à 50% de la bande passante est
utilisée par les intervalles de garde inter-bandes [3]. La modulation OFDM (Orthogonal Frequency
Division Multiplexing) est une technique numérique permettant de réduire ces intervalles de garde.
Elle a connu un vif succès dans de nombreuses applications telles que la télévision numérique
DVB (Digital Video Broadcasting), la norme ADSL (Asymetric Digital Suscriber Line) ainsi que
les communications mobiles de troisième et quatrième génération (3G/4G) grâce à sa capacité à
offrir une transmission de données à haut débit [4],[5],[6]. En effet, la technique OFDM utilise
des sous-porteuses orthogonales chevauchées entre elles sans interférences mutuelles [7]. Ceci
permet d’économiser la bande passante et gagner ainsi en efficacité spectrale 1 par rapport à la
modulation FDM (utilisée par la MCR/MCTDR) comme l’illustre la figure 3.1 [8]. Il est possible
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ainsi d’augmenter le débit d’informations sur la même bande fréquentielle.
FIGURE 3.1: Comparaison d’une modulation FDM et d’une modulation OFDM.
3.1.1 Modélisation et description fonctionnelle du signal de test
La technique OFDM consiste à diviser la bande passante B du canal sur N sous-porteuses
modulées indépendamment par une modulation d’amplitude en quadrature à M états ou M-QAM
(Quadrature Amplitude Modulation). La modulation M-QAM est une modulation numérique
par modification de l’amplitude et de la phase de la sous-porteuse selon l’information binaire
à transmettre [9]. Le signal modulant est quantifié selon ses composantes en phase I et en
quadrature Q. L’ensemble des combinaisons d’amplitudes, vu sur un diagramme en (I,Q), est
appelé constellation QAM. Le nombre de bits de la constellation QAM est précisé par le chiffre
placé juste devant le sigle QAM comme le montre la figure 3.2. Par exemple, 2-QAM correspond à
21 bits (1 symbole=1 bit), 4-QAM correspond à 22 bits (2 bits) et ainsi de suite jusqu’à 4096-QAM
correspond à 212 bits (1 symbole=12 bits).
Chaque amplitude, phase ou fréquence sert à encoder un certain nombre de bits appelé sym-
bole. L’amplitude et la phase de la sous-porteuse OFDM sont fixées par les données binaires à
transmettre. Une sous-porteuse n de fréquence fn peut transmettre un symbole noté Sn de la façon
suivante [7] :
sn(t) = Sne
j2pifnt, t ∈ [0, Ts]. (3.1)
où Ts, la période du symbole Sn.
Puisque la modulation multi-porteuse permet de transmettre simultanément plusieurs symboles
(S0, S1, · · · , Sn, · · · , SN−1) sur N sous-porteuses de fréquences (f0, f1, · · · , fn, · · · , fN−1) durant








j2pifnt, t ∈ [0, Ts]. (3.2)
3.1 Présentation de la réflectométrie multi-porteuse (OMTDR)








FIGURE 3.2: Exemples de constellations de différents types de modulations [10].
où fn = f0 + n∆f , ∆f représente l’écart en fréquence entre deux sous-porteuses consécutives.








ej2pif0t, t ∈ [0, Ts]. (3.3)
Le facteur (ej2pif0t) dans l’équation (3.3) est une translation spectrale à la fréquence d’émission
f0. Le vecteur sk = (S0, S1, · · · , Sn, · · · , SN−1)T représente le symbole OFDM k. Dorénavant, on
notera Sn = Sk,n pour différencier les symboles transmis durant chaque symbole OFDM k. Pour
faciliter les notations, on admet que f0 = 0. Le signal sk(t) en bande de base peut être exprimé




Sk,ngn (t− kTs) . (3.4)
où gn(t) représente l’expression de la sous-porteuse n décrite de la façon suivante :
gn(t) =
{
ej2pin∆ft si ∀t ∈ [0, Ts] .
0 si ∀t 6∈ [0, Ts] .
Le spectre de la sous-porteuse n est obtenu comme suit :
Gn(f) = Tssinc (piTs(f − n∆f)) . (3.5)
où sinc(x) = sin(x)/x.




Sk,nsinc (piTs(f − n∆f)) . (3.6)
La figure 3.3 montre le spectre de 5 sous-porteuses adjacentes décalées mutuellement
par ∆f . On remarque que le spectre de chaque sous-porteuse prend la forme d’une sinus-
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FIGURE 3.3: Spectre de 5 sous-porteuses OFDM consécutives.
relation (3.5). On remarque aussi que les sous-porteuses sont chevauchées partiellement entre elles.
Pour garantir le chevauchement spectral entre les sous-porteuses sans interférence, les sous-
porteuses doivent respecter une condition d’orthogonalité qui porte sur le choix de ∆f . Deux




k,l(t) dt = 0, n 6= l. (3.7)






j2pi (fn − fl)
[
ej2pi(fn−fl)Ts − 1] = 0. (3.8)
La condition d’orthogonalité est vérifiée si et seulement si ej2pi(fn−fl)Ts = 1, c’est-à-dire, ∆f =
i/Ts, i étant un nombre entier. Généralement, on prend ∆f = 1/Ts, mais cette condition d’ortho-
gonalité reste vérifiée pour une valeur multiple de 1/Ts. La bande occupée par le signal de test est
donnée par la relation suivante :




Pour des applications numériques, le signal sk(t) doit être échantillonné avec une durée
d’échantillonnage Te = 1/B = 1/N∆f [7]. Les échantillons sont notés sk,i,∀i = 0, 1, · · · , N − 1






Dans l’expression (3.10), on reconnaît la Transformée de Fourier Discrète Inverse (IDFT) appli-
quée sur les symboles Sk,n dans le symbole OFDM k et on peut écrire alors :
[sk,0, sk,1, · · · , sk,n, · · · sk,N−1] = IDFT−1[Sk,0, Sk,1, · · · , Sk,n, · · ·Sk,N−1]. (3.11)
3.1 Présentation de la réflectométrie multi-porteuse (OMTDR)








L’OFDM étant un système de transmission par blocs, on introduit généralement un intervalle de
garde entre les symboles OFDM. Cela permet d’éliminer les interférences inter-symboles (ISI)
successifs à condition que l’intervalle de garde soit de durée supérieure au temps d’arrivée de
l’écho le plus long (celui qui a le retard maximal) [6],[11]. L’intervalle de garde, appelé aussi
préfixe cyclique, consiste à recopier les derniers échantillons du bloc au début de celui-ci comme
le montre la figure 3.4. Le segment ajouté au début du symbole OFDM est donc identique au
segment de même longueur NCP à la fin du même symbole OFDM. En effet, la durée utile Tu
pendant laquelle l’information est émise s’ajoute à la durée de garde Tg pour former la durée du
symbole Ts.
FIGURE 3.4: Principe de l’intervalle de garde.
On peut ainsi écrire la relation suivante :
Ts = Tu + Tg. (3.12)
La durée de l’intervalle de garde peut être choisie de façon à correspondre à celle de l’écho non
négligeable le plus long. Néanmoins, elle ne devrait pas représenter une trop grande partie de Tu,
pour éviter de sacrifier le débit de transmission de l’information.
La figure 3.5 montre le schéma bloc de génération d’un signal OFDM. On a d’abord
une génération aléatoire des bits qui seront modulés par une modulation M-QAM donnant
des symboles complexes représentés par le vecteur Sk. Ensuite, on trouve un convertisseur
série-parallèle (S/P) qui divise les symboles à son entrée en des flux de données parallèles
{Sk,0, Sk,1, · · · , Sk,(N−NCP )−1}. Puis, le bloc IFFT permet de passer du domaine fréquentiel au
domaine temporel. A la sortie de l’IFFT, on ajoute un préfixe cyclique de taille NCP suivi d’un
convertisseur parallèle-série (P/S) qui donne le vecteur sk. Un convertisseur numérique analogique
(CNA) est utilisé avant l’injection du signal OFDM sur le canal.
A titre d’exemple, on génère aléatoirement 256 bits à l’entrée comme montré par la figure 3.6.
Ensuite, on applique une modulation 4-QAM où deux bits consécutifs seront représentés par un
symbole, ce qui nous donne 128 symboles comme illustré par la figure 3.7. Les figures 3.8 et 3.9
montrent le signal OFDM dans le domaine temporel et fréquentiel, respectivement.
Le signal injecté dans le réseau xk(t) est obtenu par une conversion numérique-analogique et
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FIGURE 3.5: Schéma bloc de génération d’un signal OFDM.
















FIGURE 3.6: Génération des bits.

















FIGURE 3.7: Modulation 4-QAM.























FIGURE 3.8: Signal OFDM dans le domaine
temporel.























FIGURE 3.9: Spectre du signal OFDM.
où Π, le filtre de mise en forme est donné par la relation suivante :
Π(t) =
{
1 si t ∈ [0, Ts].
0 sinon. (3.14)
La fonction d’auto-corrélation est un paramètre primordial dans le choix du signal de test. En
effet, elle est directement liée à la forme du résultat observé en sortie d’un filtrage adapté. Elle est
3.1 Présentation de la réflectométrie multi-porteuse (OMTDR)



















où τ , le retard et N , le nombre d’échantillons sur une période d’un symbole OFDM k. On prend
N = 2r, r ∈ N∗ ce qui permet de calculer la transformée de Fourier d’une manière efficace en
utilisant l’algorithme radix-2 [12] pour réduire ainsi la complexité du calcul.
La fonction d’auto-corrélation du signal OFDM injecté est représentée dans la figure 3.10.
On remarque que la fonction d’auto-corrélation obtenue est une impulsion constituée d’un lobe
central et des lobes secondaires. La présence des lobes secondaires autour du pic central pourrait
créer un problème de détection et localisation du défaut comme nous le verrons plus tard dans ce
chapitre.



















FIGURE 3.10: Fonction d’auto-corrélation d’un symbole OFDM.
Le signal xk(t) est donc injecté dans la ligne et est réfléchi s’il rencontre une ou plusieurs
discontinuités d’impédances.
3.1.2 Analyse de la mesure par réflectométrie OMTDR
Le signal reçu est représenté comme la convolution entre le signal de test et la réponse impul-
sionnelle du canal hk(t) en présence d’un bruit blanc additif Gaussian ou AWGN (Additive White
Gaussian Noise). A la sortie du convertisseur analogique-numérique, le signal reçu est échan-
tillonné au rythme N/Ts. On peut écrire la relation suivante :
yk,i = sk,i ∗ hk,i + nk,i. (3.16)
Le signal y
k
= (yk,0, yk,1, · · · , yk,N−1) prélevé au plan d’incidence est corrélé avec le signal de test
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A partir du réflectogramme obtenu, on peut détecter et localiser les défauts. Cependant, la
présence des lobes secondaires peut devenir gênante dans la détection et localisation d’un défaut
franc ou non franc. Ceci nécessite une étape de post-traitement et d’analyse comme illustré par la
figure 3.11. C’est l’objet de la section suivante.
FIGURE 3.11: Principe général de la méthode de réflectométrie OMTDR.
3.2 Problématique de l’analyse de la mesure par OMTDR
On a remarqué précédemment que la présence des lobes secondaires autour du lobe principal
dans la fonction d’auto-corrélation (voir figure 3.10) peut gêner la détection et la localisation d’un
défaut.
3.2.1 Diagnostic de l’état d’une ligne de transmission
On prend l’exemple d’une simple ligne de transmission de longueur 100 m affectée d’un
circuit ouvert à son extrémité. L’impédance caractéristique Zc de la ligne est égale à 100 Ω. La
figure 3.12 montre le réflectogramme où le nombre d’échantillons est N=512. Ici, une modulation
4-QAM est utilisée pour un SNR=10 dB. Le nombre de bits générés d’une façon aléatoire est
1024. Malgré la présence des lobes secondaires autour du pic, on arrive facilement à détecter et
localiser le circuit ouvert.
3.2 Problématique de l’analyse de la mesure par OMTDR



























FIGURE 3.12: Détection et localisation d’un circuit ouvert dans une ligne de transmission.
Pour vérifier l’impact des lobes secondaires sur le diagnostic d’autres défauts, nous proposons
de simuler la présence d’un défaut non franc sur la ligne à une distance de 50 m du point
d’injection et de longueur 50 cm. Pour cela, nous avons utilisé le formalisme de la matrice ABCD
présenté dans la section 1.3.1.3 du chapitre 1. Nous avons divisé la ligne de longueur 100 m en
trois tronçons de longueurs l1=50 m, ld=50 cm et l2=49.5 m. Le tronçon défectueux de longueur
ld est caractérisé par une impédance Zd = (1 + ∆Zc)Zc où ∆Zc, la variation de l’impédance par
rapport à l’impédance caractéristique de la ligne. Elle est égale à 50% dans ce cas. La figure 3.13
montre, sur un diagramme amplitude-distance, le réflectogramme obtenu par la méthode OMTDR.
L’amplitude est normalisée par rapport à l’amplitude de la fonction d’auto-corrélation du signal de
test. On peut remarquer qu’on arrive à détecter et localiser le défaut malgré la présence des lobes
secondaires.
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Nous proposons maintenant de faire varier ∆Zc et par suite l’impédance du défaut non franc
Zd. La figure 3.14 montre, sur un diagramme amplitude-distance, la détection d’un défaut non
franc pour différentes valeurs de ∆Zc où ∆Zc = {10%, 40%, 100%}. On remarque que lorsque le
défaut non franc correspond à une faible variation de l’impédance caractéristique, il peut être noyé
dans les lobes secondaires du pic correspondant au circuit ouvert à l’extrémité de la ligne. On peut
conclure que les lobes secondaires forment une zone aveugle autour du pic central sur laquelle la
détection d’un défaut non franc de faible amplitude est difficile. Cette contrainte peut s’aggraver
dans un réseau ramifié avec la présence de plusieurs pics sur le réflectogramme.










































FIGURE 3.14: Détection d’un défaut non franc avec différentes valeurs de ∆Zc.
Avant de vérifier cela, nous proposons d’étudier la différence des performances en réflecto-
métrie OMTDR selon la valeur de M. Nous considérons ici deux cas : M=4 et M=16. On garde
le même nombre de bits dans les deux constellations (4-QAM et 16-QAM). Il est égal à 512 bits
générés d’une façon aléatoire. Dans le cas d’une modulation 4-QAM, deux bits consécutifs sont
représentés par un symbole, ce qui nous 256 symboles. Dans le cas d’une modulation 16-QAM,
4 bits consécutifs sont représentés par un symbole, ce qui nous donne 128 symboles. Les figures
3.15 et 3.16 montrent, sur un diagramme amplitude-distance, les réflectogrammes obtenus dans le
cas d’une modulation 4-QAM et 16-QAM, respectivement.
On peut remarquer que plus le nombre de bits par symbole est faible, plus les performances
du diagnostic sont meilleures. En effet, pour l’évaluation des performances du diagnostic, nous
avons défini trois paramètres clés dans le diagnostic par réflectométrie qui sont : la largeur du pic
à mi-hauteur, l’amplitude des lobes secondaires et l’erreur de précision de mesure. La figure 3.17
montre, sur un diagramme amplitude-distance, une comparaison entre les deux résultats obtenus.
Pour avoir la même échelle (et faciliter ainsi la comparaison), nous avons normalisé l’amplitude
des échantillons par rapport à celle du circuit ouvert à la fin de la ligne.
Le tableau 3.1 quantifie les paramètres (largeur du lobe central à mi-hauteur (∆l), amplitude
des lobes secondaires (A) et taux d’erreur ()) associés aux résultats obtenus dans le cas d’une mo-
dulation 4-QAM et 16-QAM. La largeur du lobe central à mi-hauteur est normalisée par rapport
3.2 Problématique de l’analyse de la mesure par OMTDR






























FIGURE 3.15: Résultat obtenu pour M=4.























FIGURE 3.16: Résultat obtenu pour M=16.























Largeur du pic à mi−hauteur
Lobes secondaires
Précision 
FIGURE 3.17: Comparaison des performances entre les modulations 4-QAM et 16-QAM.
au nombre d’échantillons. L’amplitude des lobes secondaires est normalisée par rapport à l’ampli-
tude maximale du pic du défaut franc. Le taux d’erreur est calculé par rapport à la distance réelle
du défaut non franc (50 m) du point d’injection. Il est égal en pourcentage à |xr − xc| où xr, la






où x(pmax), la position maximale du pic du défaut non franc et x(pmin), la position minimale du
pic du défaut non franc.
D’après les résultats présentés dans le tableau 3.1, on peut conclure que l’augmentation
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Modulation ∆L A 
4-QAM 1.17 % 2 % 0.06 %
16-QAM 1.36 % 10 % 1.2 %
TABLE 3.1: Évaluation des performances entre la modulation 4-QAM et 16-QAM.
traduit par une augmentation de la largeur du pic à mi-hauteur (A) ainsi que l’augmentation de
l’amplitude des lobes secondaires autour de chaque pic. L’augmentation de ces deux paramètres a
entraîné la perte en précision et notamment en résolution.
Afin d’améliorer les performances de la modulation 16-QAM en réflectométrie, nous pro-
posons comme recours d’augmenter le débit de transmission. Nous doublons le nombre de bits
transmis de 512 à 1024. Dans ce cas, la modulation 16-QAM fournit 256 symboles modulés.
Le fait d’augmenter le débit de transmission permet ainsi d’augmenter l’amplitude des pics, de
réduire la largeur du pic à mi-hauteur comme le montre la figure 3.18.
















FIGURE 3.18: Modulation 16-QAM avec 1024 bits envoyés.
En effet, lorsqu’on augmente le nombre de bits par symbole dans la modulation M-QAM,
on doit augmenter également le nombre de bits à transmettre. Ceci permet de garder un nombre
d’échantillons acceptable pour garantir une bonne précision dans la localisation du défaut. Cepen-
dant, dans la communication numérique, l’augmentation du nombre de bits par symbole entraîne
l’augmentation du taux d’erreur binaire. Le choix de la modulation M-QAM dépend donc de l’état
du support physique, généralement quantifié par la valeur du rapport signal sur bruit (SNR). Pour
cela, dans les réseaux cellulaires 3G/4G où la variation du canal est très rapide, une modulation
M-QAM adaptative (en anglais, Adaptive Modulation and Coding ou AMC) est employée [13, 14].







3.2.2 Diagnostic de l’état d’un réseau en Y
On peut imaginer que la présence des lobes secondaires pourrait s’aggraver dans le cas d’un
réseau complexe avec des multiples réflexions. Pour le vérifier, on prend un exemple d’un réseau
en Y constitué de trois branches B1, B2 et B3 de longueurs respectives 6 m, 11 m et 5 m. Chacune
des branches B2 et B3 se termine par un circuit ouvert. La figure 3.19 montre le réflectogramme
correspondant. Le premier pic à 6 m correspond à la jonction, le deuxième pic à 11 m correspond
au circuit ouvert à la fin de la branche B3 et le troisième pic à 17 m correspond au circuit ouvert
au bout de la branche B2. Bien qu’il soit possible de distinguer les défauts francs (circuit ouvert),
la présence des lobes secondaires autour de chaque pic reste gênante. Par ailleurs, elles peuvent
être confondues avec un éventuel défaut non franc.






















FIGURE 3.19: Résultat par réflectométrie OMTDR dans un réseau en Y.
Pour vérifier cela, on propose maintenant de simuler un défaut non franc sur la branche B3
à une distance de 3 m de la jonction. La variation de l’impédance par rapport à l’impédance
caractéristique est égale à ∆Zc = 50%. Ici, on considère que toutes les branches ont les mêmes
caractéristiques afin de limiter les réflexions. La figure 3.20 montre le réflectogramme correspon-
dant. On peut remarquer que, dans ce cas, le défaut non franc n’est pas facile à détecter car il est
noyé dans les lobes secondaires des pics les plus proches.
On peut conclure que la présence des lobes secondaires rend l’analyse du réflectogramme diffi-
cile dans le cas où on se limite à un traitement par une simple corrélation entre le signal de test et le
signal réfléchi. L’augmentation de la complexité du réseau ne fait qu’aggraver cette problématique
à cause des multiples réflexions. Dans ce cas, la détection des défauts non francs de faible varia-
tion est difficile puisqu’ils seront noyés dans les lobes secondaires des pics les plus proches. Pour
améliorer la qualité du réflectogramme, nous proposons d’ajouter un module de post-traitement.
Pour cela, nous allons vérifier dans un premier temps si les méthodes que nous avons décrites dans
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FIGURE 3.20: Résultat par réflectométrie OMTDR dans un réseau en Y avec un défaut non franc.
3.3 Amélioration de la mesure par réflectométrie OMTDR
On a vu dans la section précédente les problématiques de la mesure par réflectométrie OMTDR
liée à la présence des lobes secondaires autour de chaque pic. On doit ainsi améliorer la qualité
de la mesure afin de faciliter la détection et la localisation d’un défaut franc ou non franc (de
faible variation). Pour cela, on fait appel dans un premier temps, aux méthodes déjà existantes
dans la littérature et qui ont été proposées pour améliorer la qualité de la mesure par réflectométrie
multi-porteuse telles que la déconvolution par l’algorithme Clean [1].
3.3.1 Évaluation des performances des méthodes existantes (algorithme Clean)
Le principe de l’algorithme Clean [15] consiste à détecter d’une manière itérative les pics
présents dans le signal mesuré et d’en supprimer la contribution à chaque itération. L’algorithme
Clean se base sur deux critères d’arrêt qui sont : l’erreur résiduelle et le nombre de pics à détecter.
Dans ce cas, on considère la connaissance a priori de la topologie du réseau sous test. Ceci
permet de prédire le nombre de réflexions dans le réseau et par suite, le nombre de pics à considérer
dans l’algorithme. On reprend l’exemple du réseau en Y décrit dans la section précédente 3.2.2. La
figure 3.21 montre le diagramme de Bounce représentant les différentes réflexions dans le réseau.
On a trois pics correspondant à la jonction et aux deux circuits-ouverts présents aux extrémités
de B2 et B3 aux distances 6 m, 11 m et 17 m respectivement. Si on prend en considération les
allers-retours dans le réseau, on ajoute au moins deux pics, le premier doit être à une distance 16
m du point d’injection et le deuxième à une distance 28 m. Ces deux pics sont négatifs puisqu’ils
représentent la réflexion au niveau de la jonction des deux signaux déjà réfléchis au niveau des
circuits ouverts. On propose de considérer les signaux qui ont subi au maximum deux réflexions
pour limiter les allers-retours dans le réseau. Les réflexions aux points 16 m et 21 m ne sont donc
pas considérées. On peut ainsi fixer le nombre de pics à 6 comme condition d’arrêt de l’algorithme
Clean. Ici, la deuxième condition d’arrêt basée sur l’erreur résiduelle, que nous avons introduite
3.3 Amélioration de la mesure par réflectométrie OMTDR








dans la section 2.2.4 du chapitre 2, est fixée à  = 10−4.
FIGURE 3.21: Diagramme de Bounce représentant les allers-retours dans le réseau.
La figure 3.22 montre, sur un diagramme amplitude-distance, la mesure de la méthode
OMTDR avec une déconvolution par l’algorithme Clean. L’amplitude est normalisée par rapport
à l’amplitude de la fonction d’auto-corrélation du signal de test. Les pics qui ont été détectés par
l’algorithme Clean sont aux distances : 6 m, 9 m, 11 m, 17 m, 21.5 m et 22 m du point d’injection.
En revenant au diagramme de Bounce présenté dans la figure 3.21, on peut remarquer que le
lobe secondaire présent à 21.5 m du point d’injection est détecté, par erreur, comme un défaut.
En effet, la présence des lobes secondaires peut introduire des erreurs dans le diagnostic même
en utilisant l’algorithme Clean. De la même façon, on peut remarquer qu’on a réussi à détecter le
défaut non franc ayant une variation de l’impédance par rapport à l’impédance caractéristique de
∆Zc = 50%. Il est présent à une distance de 9 m du point d’injection. Cependant, il est intéressant
de vérifier l’efficacité de l’algorithme quand le défaut non franc est de variation plus faible et par
suite, d’amplitude plus faible.
La figure 3.23 montre, sur un diagramme amplitude-distance, le résultat obtenu dans le cas
d’un défaut non franc de variation de l’impédance par rapport à l’impédance caractéristique
∆Zc = 40%. Les pics qui ont été détectés par l’algorithme Clean sont aux distances : 6 m, 10.5 m,
11 m, 17 m, 21.5 m et 22 m du point d’injection. En revenant au diagramme de Bounce présenté
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FIGURE 3.22: Résultat par réflectométrie OMTDR avec une déconvolution par l’algorithme Clean
dans le cas d’un défaut non franc de ∆Zc = 50%.
et 21.5 m du point d’injection sont détectés, par erreur, comme défauts. On peut remarquer aussi
que le défaut non franc à 9 m du point d’injection n’a pas été détecté dans ce cas. Ceci est dû au
principe de l’algorithme Clean qui détecte les pics par ordre d’amplitudes décroissantes (en valeur
absolue). De plus, si un défaut franc d’amplitude importante se présente, l’algorithme risque de
perdre son efficacité si les mêmes conditions d’arrêt sont respectées. Par ailleurs, la présence des
lobes secondaires autour de chaque pic ne permet pas de faciliter la détection et la localisation des
défauts dans un réseau plus complexe.

































FIGURE 3.23: Résultat par réflectométrie OMTDR avec une déconvolution par l’algorithme Clean
dans le cas d’un défaut non franc de ∆Zc = 40% situé à 9 m du point d’injection.
Appliquée à la méthode OMTDR, la déconvolution par l’algorithme Clean peut être intéres-
sante dans la détection des défauts francs sous condition de la connaissance a priori du réseau.
3.3 Amélioration de la mesure par réflectométrie OMTDR








Cependant, elle demeure limitée dans le cas d’un défaut non franc de faible variation puisque
ce dernier peut être noyé dans les lobes secondaires des pics les plus proches. Cette contrainte
s’aggrave dans le cas d’un réseau plus complexe lorsque les réflexions deviennent incontrôlables
avec la présence de multiples jonctions, allers-retours, défauts, fins de lignes, etc. Par conséquent,
la déconvolution par algorithme Clean perd son efficacité à détecter et localiser les défauts.
En effet, la problématique de l’analyse de la mesure par réflectométrie OMTDR vient de la
présence des lobes secondaires autour de chaque pic. Cette présence influence la précision ainsi que
la résolution de la mesure. Devant l’échec des méthodes existantes à surmonter cette contrainte,
nous proposons une nouvelle méthode qui permet d’éliminer la présence des lobes secondaires
autour de chaque pic. C’est l’objet de la section suivante.
3.3.2 Développement d’une nouvelle méthode d’amélioration de la mesure
Dans cette section, nous proposons une nouvelle méthode pour éliminer les lobes secondaires
présents au niveau de chaque pic sur le réflectogramme. Elle consiste à appliquer une convolution
entre la mesure rsy (3.17) et une fonction de fenêtrage notée w de la façon suivante :
rˆsyiˆ = rsyi ∗ wi′ . (3.19)
où i, un échantillon de la mesure avec i ∈ {1, 2, · · · , N} et i′, un échantillon de la fenêtre avec
i′ ∈ {1, 2, · · · , N ′}. N et N ′ représentent le nombre d’échantillons de la mesure et de la fenêtre,
respectivement. Le nombre d’échantillons du signal de sortie noté Nˆ est égal à Nˆ=N +N ′− 1. Le
produit de convolution permet d’augmenter le nombre d’échantillons et par suite, l’amplitude des
pics sur le réflectogramme. Le choix du nombre d’échantillons N ′ dans la fonction du fenêtrage
se fait à partir de la fonction d’auto-corrélation du signal de test comme nous le montrons dans
l’annexe B.
En traitement du signal, il existe plusieurs fonctions de fenêtrage telles que la fenêtre de Ham-
ming, Hanning, Taylor, Blackman, Dolph-Chebyshev, etc. Nous devons maintenant choisir la fonc-
tion de fenêtrage w la plus adéquate pour le diagnostic par réflectométrie permettant d’obtenir un
résultat optimal. Pour cela, nous allons comparer les propriétés de chaque fenêtre dans la section
suivante.
3.3.2.1 Comparaison des performances des fonctions de fenêtrage
Comme nous avons décrit précédemment, il existe plusieurs types de fonctions de fenêtrage
telles que la fenêtre de Hamming, Hanning, Blackman, Dolph-Chebyshev, etc. Chaque type
possède ses propres caractéristiques et est adapté à certaines applications. Afin de choisir la
fonction la plus adéquate au diagnostic filaire par réflectométrie, il est intéressant de comparer
l’effet de ces différentes fenêtres sur la mesure. Pour cela, on s’intéresse particulièrement à deux
paramètres tels que : la largeur du lobe principal mesurée à mi-hauteur et l’amplitude maximale
des lobes secondaires [16],[17]. En effet, ces paramètres influencent la précision de la mesure. La
précision est la capacité de localiser un défaut. Elle peut être mesurée par l’erreur entre la position
réelle du défaut et celle estimée. On reprend l’exemple de la ligne de transmission de longueur




92 CHAPITRE 3. DÉVELOPPEMENT D’UNE NOUVELLE MÉTHODE DE
RÉFLECTOMÉTRIE MULTI-PORTEUSE DANS LE DOMAINE TEMPOREL
A. Fenêtre de Hamming
La fenêtre de Hamming est une fenêtre moyenne entre un lobe principal étroit et un amortis-
sement modéré des lobes secondaires [18]. Elle est décrite par l’expression algébrique suivante :
wi′ =
{
0.54− 0.46 cos (2pii′
N ′
)
si 0 ≤ i′ ≤ N ′.
0 sinon .
(3.20)
La figure 3.24 montre l’allure de la fenêtre de Hamming où N ′, le nombre d’échantillons (dans
ce cas, N ′=32). La largeur à mi-hauteur du lobe central est égale à peu près à N ′/2. On remarque
que les échantillons aux extrémités de la fenêtre sont d’amplitudes non nulles. Ceci peut avoir des
conséquences sur l’annulation des lobes secondaires autour des pics ce que nous allons vérifier
par la suite.

















FIGURE 3.24: Fenêtre de Hamming.
La figure 3.25 montre, sur un diagramme amplitude-distance, le défaut non franc après convo-
lution du réflectogramme avec la fenêtre de Hamming. L’amplitude est normalisée par rapport
à l’amplitude maximale du défaut non franc. On remarque que nous avons réussi à améliorer la
netteté du réflectogramme par rapport à celui obtenu sans post-traitement comme illustré dans la
figure 3.13. Cependant, la fenêtre de Hamming ne permet pas d’annuler complètement les lobes
secondaires autour des pics comme le montre la figure 3.26. L’amplitude maximale des lobes
secondaires est égale à 2% par rapport à l’amplitude du lobe central.
Le tableau 3.2 résume les paramètres (largeur du lobe central à mi-hauteur (∆L), amplitude
des lobes secondaires (A), taux d’erreur ()) associés à la fenêtre de Hamming. La largeur du lobe
central à mi-hauteur est normalisée par rapport au nombre d’échantillons. L’amplitude maximale
des lobes secondaires est normalisée par rapport à l’amplitude maximale du pic du défaut non
franc. Le taux d’erreur est calculé par rapport à la position réelle du défaut non franc (50 m) du
point d’injection comme le montre l’équation (3.18).
3.3 Amélioration de la mesure par réflectométrie OMTDR
































des lobes secondaires 
FIGURE 3.25: Réflectogramme obtenu après
convolution avec une fenêtre de Hamming.























FIGURE 3.26: Zoom sur les lobes secon-
daires après convolution avec une fenêtre de
Hamming.
Fenêtre ∆L A 
Hamming 53 % 2 % 8.26 %
TABLE 3.2: Résumé des paramètres associés à la fenêtre de Hamming.
Malgré le fait que nous ayons réussi à améliorer la qualité du réflectogramme d’une façon
considérable grâce à la convolution par la fenêtre de Hamming, les lobes secondaires ne sont
pas totalement annulés. De plus, la largeur du lobe principal à mi-hauteur est importante. Ceci
influence la précision de localisation du défaut qui se traduit par un taux d’erreur égal à 8.26%
dans ce cas. Pour cela, nous proposons d’étudier à la suite la fenêtre de Hanning.
B. Fenêtre de Hanning
L’expression algébrique de la fenêtre de Hanning (ou plutôt Hann, du nom de son auteur) est
donnée par la relation suivante :
wi′ =
{
0.5− 0.5 cos (2pii′
N ′
)
si 0 ≤ i′ ≤ N ′.
0 sinon .
(3.21)
La figure 3.27 montre l’allure de la fenêtre de Hanning. La largeur à mi-hauteur du lobe
central est la même que celle de la fenêtre de Hamming, c’est à dire, N’/2 où N ′, le nombre
d’échantillons. Cependant, l’amplitude des échantillons aux extrémités de la fenêtre est atténuée.
La figure 3.28 montre, sur un diagramme amplitude-distance, le réflectogramme après
convolution avec une fenêtre de Hanning. La figure 3.29 montre que la fenêtre de Hanning a
permis de réduire les lobes secondaires autour du pic passant de 2% (fenêtre de Hamming) à
1.28% par rapport à l’amplitude du pic du défaut non franc. Cependant, la largeur du pic central
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FIGURE 3.27: Fenêtre de Hanning.


























FIGURE 3.28: Réflectogramme obtenu après
convolution avec une fenêtre de Hanning.
















FIGURE 3.29: Zoom sur les lobes secon-
daires après convolution avec une fenêtre de
Hanning.
Le tableau 3.3 résume les paramètres (largeur du lobe central à mi-hauteur (∆L), amplitude
des lobes secondaires (A), taux d’erreur ()) associés à la fenêtre de Hanning.
Fenêtre ∆L A 
Hanning 53 % 1.26 % 6.12%
TABLE 3.3: Résumé des paramètres associés à la fenêtre de Hanning.
On remarque que la fenêtre de Hanning permet de réduire les lobes secondaires autour du pic
par rapport à la fenêtre de Hamming sans les annuler. Bien qu’elle possède la même largeur à
mi-hauteur du lobe central que celle de la fenêtre de Hamming, la fenêtre de Hanning a permis
d’améliorer la précision de la mesure passant de 8.26 % à 6.12% du taux d’erreur. Pour réduire
la largeur du lobe central à mi-hauteur, nous proposons d’étudier maintenant les propriétés de la
3.3 Amélioration de la mesure par réflectométrie OMTDR









C. Fenêtre de Blackman
L’expression algébrique de la fenêtre de Blackman est donnée comme suit [19] :
wi′ =
{








si 0 ≤ i′ ≤ N ′.
0 sinon .
(3.22)
La figure 3.30 montre l’allure de la fenêtre de Blackman avec un nombre d’échantillons
N ′=32. On remarque que la fenêtre de Blackman a permis de réduire la largeur à mi-hauteur
du lobe central par rapport aux deux fenêtres précédentes (Hamming et Hanning). De plus,
l’amplitude des échantillons aux extrémités de la fenêtre est plus faible par rapport à celle des
fenêtres étudiées précédemment.

















FIGURE 3.30: Fenêtre de Blackman.
La figure 3.31 montre le réflectogramme après convolution avec une fenêtre de Blackman.
La largeur du pic central à mi-hauteur a diminué passant de 53% dans le cas d’une fenêtre
de Hamming/Hanning à 40%. Les lobes secondaires autour du pic principal sont largement
atténués sans être complètement annulés comme le montre la figure 3.32. L’amplitude des lobes
secondaires atteint 0.2% par rapport à celle du lobe central.
Le tableau 3.4 résume les paramètres (largeur du lobe central à mi-hauteur (∆L), amplitude
des lobes secondaires (A), taux d’erreur ()) associés à la fenêtre de Blackman.
Fenêtre ∆L A 
Blackman 40 % 0.2 % 4%
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FIGURE 3.31: Réflectogramme obtenu après
convolution avec une fenêtre de Blackman.



















FIGURE 3.32: Zoom sur les lobes secon-
daires après convolution avec une fenêtre de
Blackman.
On remarque que la fenêtre de Blackman permet de réduire considérablement les lobes
secondaires autour du pic par rapport à la fenêtre de Hamming/Hanning. Elle a permis aussi
d’améliorer la précision de la mesure avec un taux d’erreur égal à 4%. Pour annuler complètement
les lobes secondaires, nous proposons d’étudier maintenant les propriétés de la fenêtre de
Dolph-Chebyshev.
D. Fenêtre de Dolph-Chebyshev















si 0 ≤ i′ ≤ N ′.
0 sinon .
(3.23)
où β est la constante d’ondulation. Elle permet de régler l’amplitude des ondulations et est définie







La figure 3.33 montre l’allure de la fenêtre de Dolph-Chebyshev avec un nombre d’échan-
tillons N ′=32. La fenêtre de Dolph-Chebyshev a permis de réduire la largeur à mi-hauteur du lobe
central (34% par rapport au nombre d’échantillons).
La figure 3.34 montre le réflectogramme après convolution avec une fenêtre de Dolph-
Chebyshev. On remarque que la fenêtre de Dolph-Chebyshev a permis d’annuler les lobes
secondaires autour du pic comme le montre la figure 3.35.
Le tableau 3.5 résume les paramètres (largeur du lobe central à mi-hauteur (∆L), amplitude
des lobes secondaires (A), taux d’erreur ()) associés à la fenêtre de Dolph-Chebyshev.
3.3 Amélioration de la mesure par réflectométrie OMTDR

























FIGURE 3.33: Fenêtre de Dolph-Chebyshev.























FIGURE 3.34: Réflectogramme obtenu après
convolution avec une fenêtre de Dolph-
Chebyshev.














FIGURE 3.35: Absence des lobes secon-
daires après convolution avec une fenêtre de
Dolph-Chebyshev.
Fenêtre ∆L A 
Dolph-Chebyshev 34 % 0 % 1.87%
TABLE 3.5: Résumé des paramètres associés à la fenêtre de Dolph-Chebyshev.
On remarque que la fenêtre de Dolph-Chebyshev permet d’annuler totalement les lobes se-
condaires autour du pic. Elle a permis aussi de réduire la largeur à mi-hauteur du lobe central.
Ceci se traduit par une diminution du taux d’erreur qui passe à 1.87%. Donc, la fenêtre de Dolph-
Chebyshev permet de réaliser le meilleur compromis entre la largeur du lobe principal à mi-hauteur
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3.3.2.2 Choix de la fenêtre de limitation des lobes secondaires
Dans la section précédente, nous avons introduit les fenêtres de Hamming, Hanning, Blackman
et Dolph-Chebyshev. Nous avons comparé, à partir d’une simulation sur une ligne de transmission
affectée d’un défaut non franc et d’un circuit ouvert à son bout, la largeur à mi-hauteur du
lobe central, l’amplitude des lobes secondaires et le taux d’erreur de localisation du défaut. Il
faudra choisir la fenêtre qui permet d’atteindre le meilleur compromis entre ces paramètres pour
améliorer la précision de la mesure.





























FIGURE 3.36: Détection du défaut franc à l’extrémité de la ligne.
La figure 3.36 montre le défaut franc (circuit ouvert) au bout de la ligne de longueur 100 m
après convolution avec les fenêtres de Hamming, Hanning, Blackman et Dolph-Chebyshev. On
peut remarquer que la fenêtre de Dolph-Chebyshev permet de fournir le lobe central le plus étroit
par rapport aux autres fenêtres.
La figure 3.37 montre le défaut non franc à une distance de 50 m du point d’injection
après convolution avec les fenêtres de Hamming, Hanning, Blackman et Dolph-Chebyshev. On
remarque que le lobe central le plus étroit est celui fourni par la convolution avec la fenêtre de
Dolph-Chebyshev comme le confirme la figure 3.36. Ceci a permis d’améliorer la précision de
mesure. De plus, les lobes secondaires sont complètement absents dans le même cas.
Le tableau 3.6 résume les résultats des paramètres (largeur du lobe central à mi-hauteur ∆L,
amplitude des lobes secondaires A et taux d’erreur ) associés aux fenêtres de Hamming, Hanning,
Blackman et Dolph-Chebyshev. On peut conclure que la fenêtre de Dolph-Chebyshev permet de
fournir le meilleur compromis entre la largeur du lobe central à mi-hauteur (∆L) et l’amplitude des
lobes secondaires (A) par rapport aux autres fenêtres. Ceci conduit au taux d’erreur () le moins
important et ainsi la meilleure précision de la mesure. Pour cette raison, nous choisissons la fenêtre
de Dolph-Chebyshev. Par suite, dans le module de post-traitement, nous appliquons la convolu-
tion entre la fenêtre de Dolph-Chebyshev et la mesure pour améliorer la netteté du réflectogramme.
3.3 Amélioration de la mesure par réflectométrie OMTDR





































FIGURE 3.37: Détection du défaut non franc à une distance de 50 m du point d’injection.
Fenêtre ∆L A 
Hamming 53% 2% 8.26%
Hanning 53% 1.26% 6.12%
Blackman 40% 0.2% 4%
Chebyshev 34 % 0 % 1.87%
TABLE 3.6: Résumé des paramètres associés aux fenêtres courantes.
La figure 3.38 montre, sur un diagramme amplitude-distance, le nouveau réflectogramme
obtenu après une convolution entre une fenêtre de Chebyshev et le réflectogramme initial (voir
figure 3.13). Le nombre d’échantillons du signal de test N=512 et le nombre d’échantillons de
la fenêtre de convolution est égal à N ′=20. La nouvelle longueur de la mesure après convolution
avec la fenêtre de Dolph-Chebyshev est Nˆ=532. Puisque le nombre d’échantillons a changé, nous
avons aperçu un léger décalage sur l’axe des distances de 10 m vers la droite, c’est-à-dire, le pic du
circuit ouvert est positionné à 110 m au lieu de 100 m (cas sans post-traitement). Pour surmonter
cette contrainte, nous devons recalculer l’axe des distances en introduisant le nouveau nombre
d’échantillons Nˆ . Malgré une légère augmentation de la largeur du pic central par rapport au cas
sans post-traitement, nous avons réussi à améliorer considérablement la netteté du réflectogramme
puisque les lobes secondaires sont complètement annulés. La méthode proposée permet ainsi de
faciliter l’analyse du réflectogramme.
Après l’avoir testée sur une simple ligne de transmission affectée d’un défaut franc et non
franc, nous proposons de vérifier l’efficacité de la méthode dans un réseau en Y affecté d’un défaut
non franc et de deux circuits ouverts. On remarque que nous réussissons à améliorer la résolution
de la mesure par rapport au cas sans post-traitement (figure 3.20) par détection et localisation de la
présence du défaut non franc, ce qui n’était pas le cas sans post-traitement où le défaut non franc
était noyé dans les lobes secondaires des pics proches. On rappelle que l’algorithme Clean n’a pas
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FIGURE 3.38: Réflectogramme obtenu par la méthode OMTDR après un post-traitement dans une
ligne de transmission.






























aller−retour du signal 
FIGURE 3.39: Réflectogramme obtenu par la méthode OMTDR après un post-traitement dans un
réseau en Y.
La réflectométrie multi-porteuse a été proposée dans l’objectif d’assurer le diagnostic en ligne
grâce à la grande flexibilité du paramétrage du spectre du signal de test. Elle permet d’éviter les
bandes fréquentielles interdites comme nous l’avons expliqué dans la section 2.2.3 du chapitre 2.
Après avoir introduit la méthode OMTDR, nous proposons d’étudier la capacité de la méthode
OMTDR à surmonter les contraintes du diagnostic en ligne. C’est l’objet de la section suivante.







3.4 Adaptation de l’OMTDR au diagnostic en ligne
Le diagnostic en ligne permet de surveiller le réseau d’une manière parallèle au fonctionne-
ment natif du système. Il permet ainsi de se trouver dans les conditions réelles du système, donc
d’effectuer un diagnostic continu pour détecter et localiser les défauts potentiels. Néanmoins, le
diagnostic en ligne impose diverses contraintes. La robustesse au bruit est un critère important
puisque le système de diagnostic peut être perturbé soit par les signaux utiles du système cible
lui-même soit par des sources voisines. En outre, les signaux de diagnostic ne doivent pas
interférer avec les signaux présents sur le réseau. Dans un premier temps, nous proposons de
vérifier la robustesse de la méthode OMTDR à la présence du bruit. Pour cela, nous prenons
l’exemple d’un réseau en Y constitué de trois branches B1, B2 et B3 de longueurs respectives l1=6
m, l2=9 m et l3=7 m. On simule la présence d’un défaut non franc sur la branche B2 de variation
de l’impédance par rapport à l’impédance caractéristique ∆Zc=50% à une distance de 3.5 m
de la jonction. Nous considérons la présence d’un bruit blanc additif sur le réseau. Pour cela,
nous considérons un SNR=10 dB. La figure 3.40 montre, sur un diagramme amplitude-temps,
le signal réfléchi dans le domaine temporel à la sortie du réseau dans le cas d’un SNR=10 dB
et une modulation 4-QAM. La figure 3.41 montre, sur un diagramme amplitude-distance, le
réflectogramme obtenu après convolution avec une fenêtre de Dolph-Chebyshev dans le cas d’un
SNR=10 dB. On peut remarquer que nous avons réussi à détecter et localiser les différents pics
correspondant à la jonction à 6 m, au défaut non franc à 9.5 m et aux deux circuits ouverts à
13 m et 15 m présents à la fin des branches B3 et B2, respectivement. En effet, les opérations
de la corrélation et la convolution effectuées sur le signal réfléchi lors de la reconstitution du
réflectogramme effectuent un filtrage du signal et améliorent la robustesse du diagnostic au bruit.



















FIGURE 3.40: Signal réfléchi dans le do-
maine temporel dans le cas d’un SNR=10
dB.

























FIGURE 3.41: Réflectogramme obtenu après
post-traitement d’un réseau en Y dans le cas
d’un SNR=10 dB.
Nous proposons maintenant d’augmenter l’amplitude du bruit en passant de 10 dB à 5 dB.
La figure 3.42 montre, sur un diagramme amplitude-distance, le réflectogramme obtenu après
convolution avec une fenêtre de Dolph-Chebyshev dans le cas d’un SNR=5 dB. On peut remarquer
qu’il y a des artefacts qui sont apparus sur le réflectogramme. Cependant, ils ne gênent pas le
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méthode OMTDR reste robuste à la présence du bruit même dans le cas d’un faible SNR.

























FIGURE 3.42: Réflectogramme obtenu après post-traitement d’un réseau en Y dans le cas d’un
SNR =5 dB.
Nous proposons maintenant d’augmenter l’amplitude du bruit en passant de 5 dB à -3 dB. La
figure 3.43 montre, sur un diagramme amplitude-distance, le réflectogramme obtenu après convo-
lution avec une fenêtre de Dolph-Chebyshev dans le cas d’un SNR=-3 dB. On peut remarquer
qu’il y a des artefacts qui sont apparus sur le réflectogramme. Dans ce cas, ils deviennent gênants
puisqu’ils peuvent être confondus avec des défauts non francs sur le réseau. Malgré l’apparition
des artefacts, nous arrivons à détecter et localiser les différents pics correspondant à la jonction,
défaut non franc et défauts francs avec précision.

























FIGURE 3.43: Réflectogramme obtenu après post-traitement d’un réseau en Y dans le cas d’un
SNR=-3 dB.
Nous proposons d’ajouter une étape de moyennage après avoir effectuéM mesures afin d’amé-
liorer la qualité du réflectogramme. La figure 3.44 montre, sur un diagramme amplitude-distance,
le réflectogramme obtenu après une étape de moyennage sur M mesures (M=10 mesures) dans le
3.4 Adaptation de l’OMTDR au diagnostic en ligne








cas d’un SNR=-3 dB. On peut remarquer que nous avons réussi à réduire les artefacts présents sur
le réflectogramme illustré dans la figure 3.43 et ainsi améliorer la qualité du réflectogramme. Nous
avons remarqué aussi qu’en augmentant le nombre de mesures, nous retrouvons le réflectogramme
dans le cas sans bruit.

























FIGURE 3.44: Réflectogramme obtenu après une étape de moyennage dans le cas d’un SNR=-3
dB.
Pour pallier les contraintes du diagnostic en ligne, différentes méthodes ont été proposées
dans la littérature. La première stratégie est la translation de fréquence qui consiste à déplacer
le support spectral en effectuant une multiplication du signal par une fréquence porteuse. C’est
le principe de la réflectométrie par étalement du spectre (M/SSTDR). Cette stratégie manque
de flexibilité dans le paramétrage du spectre. La réflectométrie multi-porteuse est une solution
prometteuse grâce à la grande flexibilité dans le paramétrage du spectre. Cependant, les solutions
développées jusqu’à ce jour (MCR/MCTDR) restent limitées comme nous l’avons expliqué dans
la section 2.2 du chapitre 2.
Nous proposons d’utiliser la méthode OMTDR pour effectuer le diagnostic en ligne. Pour cela,
le signal de test doit être soigneusement construit en évitant les fréquences interdites. Il faudra
ainsi annuler les coefficients sk,n correspondant de la façon suivante :
sk,n = 0⇒ sk(f) = 0, ∀f ∈ {f ∈ <+ : ∃n ∈ [0, N − 1] ∩ N, f = n∆f}. (3.25)
Le fait d’annuler des échantillons du signal de test sur des fréquences interdites entraîne des pertes
considérables d’information. Nous proposons dans ce qui suit d’étudier l’influence de la perte
d’information sur l’analyse de la mesure OMTDR.
3.4.1 Influence de la perte d’information sur l’analyse de la mesure OMTDR
Nous proposons d’étudier l’influence de l’annulation des échantillons du signal de test sur les
fréquences interdites. Pour cela, nous considérons trois cas pour lesquels on annule un nombre
d’échantillons consécutifs en partant de l’échantillon indice 0 comme l’illustre la figure 3.45.
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l’amplitude de la fonction d’auto-corrélation est importante. Ici, l’amplitude est normalisée par
rapport à celle de la fonction d’auto-corrélation dans le cas où il n’y a pas de perte d’information.
Elle est égale à 88.29% à 64 échantillons annulés, 70.84% à 128 échantillons annulés et 41.85% à
256 échantillons sachant que le nombre total d’échantillons est 512.


































FIGURE 3.45: Influence sur l’annulation du signal sur les fréquences interdites.
L’occupation spectrale étant déterminée par sk, il est facile d’éviter les fréquences interdites.
Cependant, l’annulation de certains coefficients entraîne une perte des données et donc des parties
de la réponse fréquentielle du réseau. Cette perte influence la précision et la résolution de la me-
sure. Pour vérifier cela, on reprend l’exemple de la ligne de transmission affectée d’un défaut non
franc à une distance 47 m du point d’injection et d’un circuit ouvert à son extrémité. Le réflecto-
gramme obtenu dans le cas d’un diagnostic “off-line” est illustré dans la figure 3.38. Les figures
3.46 et 3.47 montrent les réflectogrammes obtenus dans le cas de 64 et 256 coefficients annulés sur
512 échantillons. On remarque que l’annulation des sous-porteuses interdites fait apparaître des
distorsions autour des pics et dégrader ainsi la qualité de la mesure en termes de précision et de
résolution. Par exemple, dans la figure 3.47, l’amplitude des pics a diminué d’une façon considé-
rable (égale à 40% de l’amplitude obtenue dans le cas “off-line”). Ceci rend la détection du défaut
non franc plus difficile puisque ce dernier est noyé dans les distorsions présentes autour des pics.
3.4.2 Amélioration de l’analyse de la mesure dans le diagnostic en ligne
Pour surmonter les difficultés décrites auparavant, nous proposons d’intégrer une étape de








où rsyk , le signal du réflectogramme correspondant au symbole OFDM k. K représente le nombre
de symboles OFDM sachant qu’un symbole OFDM k correspond à une mesure.
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FIGURE 3.46: Réflectogramme obtenu où
les échantillons {0, 1, · · · , 63} sont annulés.




















FIGURE 3.47: Réflectogramme obtenu où
les échantillons {0, 1, · · · , 255} sont annu-
lés.
Les figures 3.48 et 3.49 montrent les réflectogrammes obtenus dans le cas de 64 et 256 coefficients
annulés après avoir effectué une étape de moyennage. On rappelle qu’à chaque mesure les données
sont générées aléatoirement. On remarque que les distorsions causées par les pertes des données
suite à l’annulation des sous-porteuses interdites ont disparu. On peut conclure que l’étape de
moyennage a permis la reconstruction des données perdues. Cependant, elle n’a pas réussi à
supprimer les lobes secondaires autour des pics dus à la nature du signal de test lui-même (signal
OFDM).


















FIGURE 3.48: Réflectogramme obtenu après
l’étape du moyennage où les échantillons
{0, 1, · · · , 63} sont annulés.






















FIGURE 3.49: Réflectogramme obtenu après
l’étape du moyennage où les échantillons
{0, 1, · · · , 255} sont annulés.
Pour améliorer l’analyse de la mesure, nous faisons maintenant appel à la méthode de
post-traitement décrite auparavant. Il s’agit de la convolution de la mesure par une fonction de
fenêtrage. La comparaison entre les différentes fenêtres a permis de conclure que la fenêtre de
Dolph-Chebyshev est le meilleur choix puisqu’elle est la seule qui permette d’annuler totalement
les lobes secondaires autour du pic sans pour autant augmenter la largeur du lobe central. Les
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Chebyshev. On remarque que l’analyse des mesures obtenues devient beaucoup plus facile dans
ce cas malgré la diminution d’amplitude.


















FIGURE 3.50: Réflectogramme obtenu après
le post-traitement où 64 échantillons sont
annulés.



















FIGURE 3.51: Réflectogramme obtenu après
le post-traitement où 256 échantillons sont
annulés.
On reprend maintenant le cas d’un réseau en Y avec la présence d’un défaut non franc avec
une faible variation et deux défauts francs aux extrémités des branches B2 et B3. Pour éviter
les bandes interdites, 128 échantillons sont annulés sur 512 échantillons au total. La figure 3.52
montre les distorsions apparues sur le réflectogramme à cause de la perte d’information dans le cas
d’un diagnostic en ligne. Nous proposons ainsi d’appliquer l’étape de moyennage (ici, K=30) pour
surmonter cette contrainte et reconstruire les données éliminées comme le montre la figure 3.53.
On peut remarquer qu’on a réussi à limiter les distorsions causées par la perte de l’information.















FIGURE 3.52: Réflectogramme d’un réseau
en Y dans le cas d’un diagnostic en ligne.



























FIGURE 3.53: Réflectogramme d’un réseau
en Y après l’étape de moyennage (K=30).
Après avoir éliminé les distorsions dues à la perte d’information grâce à l’étape de moyennage,
nous appliquons maintenant la convolution entre la mesure moyennée (voir figure 3.53) et la
fenêtre de Dolph-Chebyshev afin d’éliminer les lobes secondaires présents autour de chaque
3.5 Validation de la méthode de réflectométrie OMTDR







































FIGURE 3.54: Détection d’un défaut non franc dans le cas d’un diagnostic en ligne.
pic. La figure 3.54 montre le résultat obtenu après application du post-traitement. On peut re-
marquer que le défaut non franc a été détecté et localisé même dans le cas d’un diagnostic en ligne.
On peut conclure que la méthode OMTDR permet d’effectuer un diagnostic en ligne par
annulation des sous-porteuses correspondant aux fréquences interdites. L’application d’une étape
de moyennage sur plusieurs symboles OFDM permet de reconstruire les données perdues. Ensuite,
l’application d’un post-traitement permet d’améliorer la netteté du réflectogramme en éliminant
les lobes secondaires autour des pics.
Pour valider la méthode OMTDR, nous proposons de la tester expérimentalement. Ceci est
l’objet de la prochaine section.
3.5 Validation de la méthode de réflectométrie OMTDR
Nous proposons, dans cette section, de valider la méthode OMTDR par des mesures expéri-
mentales. Pour cela, nous utilisons un générateur arbitraire d’ondes (en anglais, Arbitrary Wave
Generator) de type AWG 7122C 24GS/s pour injecter le signal de test de fréquence d’échantillon-
nage Fe = 1 GHz. Les signaux injectés et réfléchis sont acquis à l’aide d’un oscilloscope (Lecroy
Waverunner 104Mxi 1GHz). Enfin, nous utilisons le logiciel de simulation Matlab pour effectuer
les traitements nécessaires tels que la corrélation entre les signaux injectés et réfléchis et la convo-
lution du résultat obtenu avec une fenêtre de Doph-Chebyshev. La figure 3.55 montre la plateforme
expérimentale mise en place pour effectuer le diagnostic du réseau filaire en utilisant la méthode
OMTDR.
3.5.1 Détection d’un défaut franc sur un câble coaxial simple
Nous prenons un câble de type RG316 d’impédance caractéristique Zc = 50Ω et doté de deux
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FIGURE 3.55: Plateforme expérimentale permettant le diagnostic du réseau filaire en utilisant la
méthode OMTDR.
figure 3.55. Le nombre d’échantillons N est égal à 512 échantillons. Le nombre d’échantillons de
la fenêtre de Dolph-Chebyshev N ′ est égal à 20. La fréquence d’échantillonnage Fe est 1 GHz. La
figure 3.56 montre le réflectogramme obtenu avec post-traitement. Le premier pic correspond à la
désadaptation à l’entrée du câble coaxial. Le deuxième pic correspond au circuit ouvert localisé à
une distance de 1 m du point d’injection. Les autres pics correspondent aux allers-retours du signal
dans la ligne [21].
























Circuit ouvert à la fin du câble
Désadaptation due à l’association
des appareils de mesure
FIGURE 3.56: Réflectogramme d’un câble coaxial RG316 de longueur 1 m.
3.5.2 Détection d’un défaut franc sur un réseau en Y
Après avoir validé l’efficacité de la méthode OMTDR à localiser un défaut franc dans un
câble coaxial. Nous proposons maintenant de diagnostiquer un réseau en Y. Le réseau en Y
3.5 Validation de la méthode de réflectométrie OMTDR








est constitué de trois câbles coaxiaux RG316 de mêmes caractéristiques et inter-connectés par
un connecteur en forme de T. Les longueurs des câbles sont 0.5 m, 1 m et 0.6 m. Le nombre
d’échantillons N est égal à 512 échantillons. Le nombre d’échantillons de la fenêtre de Dolph-
Chebyshev N ′ est égal à 20. La fréquence d’échantillonnage Fe est 1 GHz. La figure 3.57 montre
le réflectogramme obtenu dans un réseau en Y après l’étape de post-traitement. Le premier pic
correspond à la désadaptation à l’entrée du réseau. Ensuite, le pic négatif à une distance de
0.5 m du point d’injection représente la jonction qui relie les trois câbles coaxiaux entre eux.
Puis, les deux pics positifs représentent les bouts des câbles (circuit ouvert) à une distance 1.1 m
et 1.5 m. Enfin, les autres pics représentent les allers-retours dans le réseau jusqu’à son atténuation.























Allers−retours du signal 
      dans le réseau
FIGURE 3.57: Réflectogramme d’un réseau en Y.
3.5.3 Détection d’un défaut franc sur un réseau complexe
La figure 3.58 montre le réflectogramme obtenu dans un réseau complexe après l’étape de
post-traitement. Le réseau est constitué de 4 câbles coaxiaux RG316 de longueurs respectives 0.6
m, 1 m, 0.5 m et 0.5 m et un câble coaxial RG59 de longueur 1.7 m. Le premier pic correspond
à la désadaptation à l’entrée du réseau. Ensuite, le pic négatif à la distance 0.6 m représente la
première jonction J1. Puis, le pic positif correspond à l’aller-retour du signal réfléchi à la jonction
J1. Les deux pics négatifs mesurés aux distances 1.6 m et 2.1 m représentent les deux jonctions
successives J2 et J3. Les deux circuits ouverts sont détectés aux distances 2.6 m et 3.7 m et
représentés par des pics positifs. Enfin, les autres pics représentent les allers-retours dans le réseau
jusqu’à son atténuation.
3.5.4 Détection d’un défaut non franc sur un câble coaxial
Nous considérons maintenant un câble RG316 de longueur 1 m avec un défaut non franc à
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du signal aller−retour du signal
FIGURE 3.58: Réflectogramme d’un réseau filaire complexe constitué de 5 branches.
que le diélectrique du câble comme le montre la figure 3.59. On peut remarquer que le défaut non
franc est détecté à une distance 58 cm du point d’injection. Le circuit ouvert à la fin de la ligne est
représenté par un pic positif et localisé à une distance de 1 m.
FIGURE 3.59: Réflectogramme d’un câble coaxial RG316 avec un défaut non franc à 58 cm du
point d’injection.
Pour conclure, nous avons testé l’efficacité de la méthode OMTDR dans la détection d’un
défaut franc et non franc sur des réseaux réels allant d’un simple câble coaxial à un réseau ramifié.
La méthode OMTDR a permis de détecter et localiser les défauts avec précision.
3.5 Validation de la méthode de réflectométrie OMTDR









Dans ce chapitre nous avons présenté une nouvelle méthode de réflectométrie multi-porteuse
orthogonale appelée OMTDR. La méthode OMTDR a fait l’objet d’une publication internationale
[22] et d’un dépôt de brevet [23]. Dans un premier temps, nous avons introduit les avantages
de la méthode en termes d’augmentation de l’efficacité spectrale, du débit de transmission, et
de la robustesse aux interférences inter-symboles (ISI) grâce à l’orthogonalité imposée entre
les sous-porteuses. Nous avons présenté aussi les inconvénients de la méthode OMTDR liés à
la présence des lobes secondaires autour de chaque pic. Pour améliorer la qualité de la mesure,
nous avons proposé d’ajouter un module de post-traitement réalisant la convolution entre le signal
mesuré et une fonction de fenêtrage. Pour cela, nous avons choisi la fenêtre de Dolph-Chebyshev
puisqu’elle est la seule fenêtre qui permette d’éliminer totalement les lobes secondaires autour de
chaque pic et de garantir en même temps une faible largeur à mi-hauteur du pic.
Plus loin, nous avons pu montrer que la méthode OMTDR constitue une solution adéquate
aux problèmes d’interférences induits par le diagnostic en ligne. Ceci se fait en annulant les
sous-porteuses sur les fréquences interdites. Cependant, nous avons pu constater que la perte
d’information introduit des distorsions supplémentaires sur la mesure. Pour cela, nous avons
proposé d’ajouter un module de moyennage permettant la reconstruction des données.
Les mesures réalisées sur des réseaux réels dans la dernière partie de ce chapitre, ont montré
que la méthode OMTDR est capable de détecter et localiser un défaut franc et ce même dans le
cas d’un réseau complexe. Cependant, la détection du défaut non franc reste limitée à certaines
conditions. En effet, il existe maintenant des solutions qui permettent d’amplifier l’amplitude du
défaut non franc pour le rendre facilement détectable. Ces méthodes peuvent être appliquées à la
méthode OMTDR.
Malgré la pertinence des résultats, la méthode OMTDR souffre d’ambiguïté de localisation
du défaut dans le cas d’un réseau complexe. Pour cela, nous proposons de distribuer la mesure à
différents points du réseau et intégrer la communication entre les différents systèmes de diagnostic
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L a méthode de réflectométrie standard se base sur la simple mesure de la distance entre unpoint d’injection et une discontinuité d’impédance pour déterminer la position d’un défaut
potentiel. Cependant, cette mesure peut créer une ambiguïté de localisation du défaut lorsque
le diagnostic d’un réseau complexe est effectué. Pour cela, la réflectométrie distribuée est une
solution intéressante comme nous l’avons expliqué dans la section 2.3 du chapitre 2 de ce
manuscrit.
L’objectif de ce chapitre est de montrer que l’intégration de la communication entre les réflec-
tomètres distribués en différents points du réseau permet de détecter et localiser les défauts avec
précision dans le cas d’un réseau de topologie complexe. En effet, le réflectomètre a l’exclusivité
d’effectuer son diagnostic et prendre la décision sur la localisation du défaut séparément des autres
réflectomètres.
Pour cela, nous proposons, dans la première section, d’utiliser des méthodes d’accès multiple
au réseau pour éliminer l’interférence entre les signaux des réflectomètres. Ici, nous développons
une nouvelle méthode d’allocation des sous-porteuses pour surmonter les contraintes du diagnos-
tic distribué. Dans la deuxième section, nous présentons le procédé de communication entre les
réflectomètres ainsi que les méthodes de détection et de localisation des erreurs de transmission.
Ensuite, nous développons une nouvelle stratégie de pré-localisation d’un défaut par calcul du taux
d’erreur binaire dans la troisième section. Puis, nous proposons une nouvelle stratégie de locali-
sation du défaut basée sur la fusion des réflectomètres. Un protocole de communication doit donc
être mis en place. Il est expliqué en dernière section.
4.1 Élimination de l’interférence par les méthodes d’accès
multiple
Nous avons présenté dans le chapitre précédent la méthode OMTDR comme étant une mé-
thode prometteuse pour le diagnostic embarqué de défauts lorsque le réseau est en fonctionne-
ment. Néanmoins, la méthode OMTDR, comme toute autre méthode de réflectométrie [1], souffre
de l’ambiguïté de localisation d’un défaut dans un réseau complexe. La distribution de la mesure
OMTDR à différents points du réseau peut très bien répondre à cette problématique. En effet, elle
permet de réduire la difficulté d’analyse du réflectogramme et de fournir une meilleure précision
de localisation du défaut. Cependant, elle révèle aussi des problèmes d’interférence entre les dif-
férents réflectomètres connectés sur le réseau. Pour cela, nous proposons d’utiliser une méthode
d’accès multiple permettant le partage des ressources (fréquence, temps, code, etc.). Nous propo-
sons ainsi d’étudier l’efficacité de chacune des méthodes pour pouvoir déterminer la plus adéquate
dans ce contexte.
4.1.1 Allocation des slots temporels
La méthode d’accès multiple par répartition dans le temps (en anglais, Time Domain Multiple
Access ou TDMA) [2, 3, 4] permet à plusieurs réflectomètres de partager la même bande fréquen-
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Chaque réflectomètre ne peut injecter son signal de test que dans le slot temporel qui lui est alloué.
Ainsi, en l’absence d’une injection simultanée, les signaux ne risquent pas de s’interférer. De plus,
la stratégie TDMA permet de garder une bonne précision de localisation du défaut puisque chaque
réflectomètre utilise toute la bande fréquentielle disponible pendant son slot temporel. En effet,
plus la bande fréquentielle est large, plus la précision de mesure est importante [5].
Le slot temporel doit être suffisamment grand pour inclure l’injection du signal de test, l’ac-
quisition du signal réfléchi et le traitement de la mesure. Ceci devient gênant pour la détection et
la localisation des défauts intermittents quand le diagnostic est en ligne puisque la prise de déci-
sion ne peut se faire qu’après avoir collecté l’information de chaque réflectomètre. En outre, le fait
que les différentes mesures soient effectuées sur des slots temporels différents peut altérer la cohé-
rence entre les mesures lorsque le réseau est sujet à des variations rapides. Enfin, cette technique
nécessite la synchronisation entre les différents réflectomètres. Afin de surmonter les contraintes
décrites auparavant, nous proposons dans la section suivante d’étudier une nouvelle stratégie per-
mettant d’effectuer les mesures simultanément sans problèmes d’interférence.
4.1.2 Allocation des sous-porteuses
Pour résoudre les problèmes d’interférence, l’utilisation du signal OMTDR comprenant
une pluralité de sous-porteuses orthogonales entre elles permet, en allouant une partie des
sous-porteuses disponibles à chaque réflectomètre du système distribué, d’éviter les phénomènes
d’interférence entre deux signaux de réflectométrie générés par deux réflectomètres distincts et
qui occuperaient des bandes de fréquences superposées partiellement. Cette stratégie est basée sur
la méthode d’accès multiple par répartition en fréquence (en anglais, Frequency Domain Multiple
Access ou FDMA) [4, 6].
4.1.2.1 Allocation adjacente des sous-porteuses
Pour allouer les différentes sous-porteuses fréquentielles disponibles dans la bande de fré-
quences considérée aux différents réflectomètres du système distribué, la solution la plus simple
consiste à diviser la bande de fréquences en plusieurs sous-bandes adjacentes, chacune allouée
à un réflectomètre particulier. A titre d’exemple, on prend un réseau en Y avec l’extrémité de
chaque branche un réflectomètre connecté comme le montre la figure 4.1.
FIGURE 4.1: Diagnostic distribué dans un réseau en Y.
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La figure 4.2 représente sur un diagramme amplitude-fréquence, le spectre d’un signal
multi-porteuses dont les sous-porteuses sont réparties entre trois réflectomètres R1,R2 et R3
selon cette première solution. En prenant les sous-porteuses dans l’ordre croissant des valeurs
de leurs fréquences centrales, un premier groupe de sous-porteuses adjacentes (3 sous-porteuses
dans l’exemple de la figure 4.2) sont allouées à un premier réflectomètre R1. Un second groupe
de sous-porteuses adjacentes de fréquences centrales de valeurs supérieures à celles du premier
groupe sont allouées à un deuxième réflectomètreR2. Enfin, un troisième groupe de sous-porteuses
adjacentes situées à l’extrémité opposée de la bande de fréquences du signal sont allouées à un
troisième réflectomètre R3.
FIGURE 4.2: Allocation adjacente des sous-porteuses.
Cette solution d’allocation de sous-porteuses dans l’ordre croissant des valeurs de leurs
fréquences centrales présente des inconvénients. En effet, dans la configuration de la figure
4.2, le premier réflectomètre R1 utilise des sous-porteuses situées sensiblement dans les basses
fréquences, le deuxième réflectomètre R2 utilise des sous-porteuses situées dans les moyennes
fréquences alors que le troisième réflectomètre R3 utilise des sous-porteuses situées dans les
hautes fréquences. Cette différence d’utilisation du spectre entraîne une différence de perspective
du réseau vu par les différents réflectomètres R1,R2 et R3.
En effet, les réflectogrammes obtenus in fine peuvent différer lorsque les signaux utilisés
présentent des occupations spectrales très éloignées en fréquence. En particulier, l’utilisation de
sous-porteuses éloignées en fréquence de la composante continue peut engendrer des artefacts
dans le réflectogramme. En outre, l’atténuation du signal lors de sa propagation dans le réseau
dépend également de la fréquence du signal. En effet, l’atténuation est plus élevée pour les hautes
fréquences que pour les basses fréquences. Pour toutes ces raisons, la solution consistant à allouer
la bande de fréquences du signal de réflectométrie multi-porteuses aux différents réflectomètres
dans l’ordre croissant des fréquences n’est pas une solution performante dans le diagnostic filaire.
Nous proposons ainsi une nouvelle méthode d’allocation des sous-porteuses que nous présentons
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4.1.2.2 Développement d’une nouvelle méthode d’allocation distribuée des sous-porteuses
Nous proposons afin de résoudre les problèmes évoqués ci-dessus, d’allouer les sous-porteuses
du signal de test de façon distribuée tel que représenté à la figure 4.3. Les sous-porteuses sont
allouées aux différents réflectomètres de sorte qu’un dispositif de diagnostic utilise des fréquences
régulièrement réparties dans la bande et que tous les dispositifs utilisent des signaux de test
fonctionnant à des fréquences proches. Cette solution a fait l’objet d’un dépôt de brevet [7].
FIGURE 4.3: Allocation distribuée des sous-porteuses.
Dans l’exemple de la figure 4.3, les sous-porteuses sont alternativement allouées à l’un des
trois réflectomètres R1,R2 et R3. En procédant de cette façon, on s’assure que chaque dispositif
de réflectométrie R1,R2 et R3 va générer un signal multi-porteuses utilisant des fréquences
régulièrement réparties dans la bande utile. Tous les signaux générés présentent alors un profil
spectral proche ce qui permet d’éviter les différences de perspectives du réseau filaire et garantit
l’obtention de réflectogrammes homogènes.
Pour générer un signal multi-porteuses comprenant des sous-porteuses non adjacentes, une
solution consiste à annuler les sous-porteuses correspondant aux fréquences que l’on souhaite
supprimer dans le signal. Par ailleurs, toutes les sous-porteuses de la bande utile du signal ne
sont pas forcément allouées à un dispositif de réflectométrie pour générer un signal de test
en vue de l’analyse des défauts électriques du réseau. Certaines sous-porteuses peuvent être
réservées ou dites interdites car elles correspondent à des plages de fréquences de signaux utiles
au fonctionnement du réseau de câbles que l’on souhaite tester. Afin de ne pas perturber le
fonctionnement du réseau, aucun signal parasite ne doit être émis dans ces plages interdites.
L’orthogonalité des sous-porteuses (méthode OMTDR) assure que les signaux utiles du réseau de
câbles ne sont effectivement pas perturbés par les signaux de réflectométrie injectés.
Il convient de noter également que le principe d’allocation distribuée décrit à la figure 4.3
peut s’appliquer à l’identique pour un signal multi-porteuses dont les sous-porteuses ne sont pas
orthogonales entre elles comme le cas de la réflectométrie MCTDR ou MCR. Dans un tel cas,
on utilise des sous-porteuses suffisamment espacées entre elles pour ne pas créer d’interférences.
Ceci entraîne un gaspillage de la bande passante et diminue l’efficacité spectrale du canal comme
4.1 Élimination de l’interférence par les méthodes d’accès multiple








nous l’avons expliqué dans la section 3.1 du chapitre 3.
Les figures 4.4, 4.5, 4.6 représentent, sur trois diagrammes amplitude-distance, les réflecto-
grammes obtenus par trois réflectomètres R1,R2 et R3, respectivement, dans le cas où l’allocation
des sous-porteuses du signal de réflectométrie est réalisée de la façon décrite à la figure 4.2 (allo-
cation dite adjacente) et dans le cas où l’allocation des sous-porteuses du signal de réflectométrie
est réalisée de la façon décrite à la figure 4.3 (allocation dite distribuée).




















FIGURE 4.4: Réflectogramme de R1.

















FIGURE 4.5: Réflectogramme de R2.

















FIGURE 4.6: Réflectogramme de R3.
On remarque que la qualité du diagnostic obtenu pour les trois réflectomètres dans le cas
d’une allocation distribuée est meilleure que celle obtenue dans le cas d’une allocation adjacente.
En particulier, dans le cas d’une allocation adjacente, les réflectogrammes obtenus par les réflec-
tomètres R2 et R3 qui utilisent des fréquences moyennes ou hautes présentent des artefacts qui
sont éliminés dans le cas d’une allocation distribuée. Grâce à la méthode d’allocation distribuée
des sous-porteuses que nous proposons, nous avons réussi à surmonter certaines contraintes de la
méthode d’accès multiple FDMA.
La stratégie d’allocation des sous-porteuses est intéressante puisqu’elle permet d’injecter les
signaux de test d’une façon simultanée sans interférence. Cependant, cette méthode devient gê-
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couvrir l’ensemble du réseau. En effet, plus le nombre de réflectomètres est important, plus la lar-
geur de chaque sous-bande est étroite, plus la précision de la mesure est faible. Pour cela, nous
proposons d’utiliser une nouvelle stratégie d’accès multiple décrite dans la section suivante.
4.1.3 Allocation des codes orthogonaux
S’inspirant des méthodes déjà existantes telles que la méthode par séquences M [8] et la mé-
thode des moyennes sélectives [5], nous proposons d’accorder à chaque réflectomètre un code spé-
cifique. Afin d’éviter les problèmes d’interférence entre les signaux des réflectomètres lors d’une




c(Rj) = 0,∀ (Ri, Rj) ∈ {0, 1, · · · , Nr − 1}2, i 6= j. (4.1)
où Nr est le nombre de réflectomètres dans le réseau. Ri et Rj désignent deux réflectomètres
connectés au même réseau avec i 6= j.
Cette condition peut être satisfaite par les séquences de Walsh-Hadamard [9, 10] où chaque
ligne de la matrice correspond à un code spécifique. Sachant que la matrice de Walsh-Hadamard
est une matrice carrée, le nombre de colonnes est égal ainsi au nombre de lignes lui-même égal
au nombre de réflectomètre Nr. Par suite, à chaque réflectomètre noté Ri, on associe un code de
longueur Nr. Ensuite, chaque symbole à transmettre est multiplié par le code et on transmet Nr
symbole(s). On parle ici d’étalement du spectre par un coefficient de Nr égal à la longueur du
code. A la réception, on multiplie le signal reçu par le même code pour retrouver les symboles
transmis (sauf en cas d’erreur lors de la transmission).
A titre d’illustration, on reprend l’exemple d’un réseau en Y instrumenté par trois réflec-
tomètres R1, R2 et R3 comme le montre la figure 4.1. La figure 4.7 représente la fonction
d’auto-corrélation du signal de test du réflectomètre R1 ainsi que la fonction d’inter-corrélation
entre le signal de test de R1 et les autres réflectomètres R2 et R3. On peut remarquer que
l’amplitude de la fonction d’inter-corrélation entre deux réflectomètres voisins est négligeable par
rapport à celle de la fonction d’auto-corrélation du réflectomètre R1. La condition dans l’équation
(4.1) est ainsi satisfaite et les problèmes d’interférence sont éliminés.
La stratégie d’accès multiple par répartition en code (en anglais, Code Domain Multiple Access
ou CDMA) [2, 11] est une technique de codage des transmissions numériques. Elle permet à plu-
sieurs réflectomètres d’utiliser simultanément la même bande fréquentielle sans interférence. Il
suffit d’attribuer à chaque réflectomètre un code distinct et orthogonal par rapport aux autres codes.
Par ailleurs, l’ajout d’un nouveau dispositif de diagnostic est facile puisqu’il suffit de générer un
nouveau code. Cependant, cette méthode est très consommatrice en bande passante à cause de
l’étalement de spectre. Ceci est un paramètre clé dans le diagnostic par réflectométrie.
4.1.4 Comparaison des méthodes d’accès multiple
Nous avons présenté précédemment les méthodes d’accès multiple au réseau filaire telles que
TDMA, FDMA et CDMA. Ayant un objectif commun, chaque méthode a ses propres avantages
et inconvénients comme le résume le tableau 4.1.































auto−corrélation du signal de R1
inter−corrélation entre le signal de R1 et R2
inter−corrélation entre le signal de R1 et R3
FIGURE 4.7: Auto-corrélation et inter-corrélation du signal de R1 avec R2 et R3.
Méthode Avantage(s) Inconvénient(s)
FDMA - Pas besoin de synchronisation. - Débit dépend de la largeur de la bande.
- Injection simultanée. - Redistribution des sous-porteuses si
- Détection des défauts intermittents. ajout d’un réflectomètre.
- Résistance aux interférences. - Perte de précision et résolution de la
mesure dans un réseau de grande taille.
TDMA - Partage de la bande disponible. - Besoin de synchronisation.
- Durée de batterie plus élevée. - Détection non garantie des défauts
- Pas d’interférence. intermittents.
- Injection non simultanée. - Redistribution des slots temporels
si ajout d’un module.
CDMA - Partage de la bande disponible. - Étalement du spectre.
- Injection simultanée. - Consommation de la bande passante.
- Plus de résistance aux interférences. - Besoin de synchronisation.
- Ajout d’un nouveau module facile.
- Détection des défauts intermittents.
TABLE 4.1: Tableau récapitulatif des spécificités des différentes méthodes xDMA.
Selon le tableau 4.1, chaque méthode d’accès multiple peut être adaptée à une application
spécifique selon son besoin.
Après avoir résolu le problème d’interférence entre les différents réflectomètres, nous propo-
sons maintenant une nouvelle stratégie de diagnostic distribué qui ne se base pas uniquement sur
la partie réfléchie du signal mais qui s’intéresse aussi à la partie transmise pour voir si elle permet




124 CHAPITRE 4. INTÉGRATION DE LA COMMUNICATION POUR LE DIAGNOSTIC
DISTRIBUÉ DANS UN RÉSEAU DE TOPOLOGIE COMPLEXE
4.2 Intégration de la communication entre les réflectomètres
Les méthodes de diagnostic distribué existantes telles que la méthode par séquences M [8] et la
méthode des moyennes sélectives [5] s’intéressent uniquement à la partie réfléchie du signal de test
pour caractériser le défaut d’une façon distribuée. Dans cette section, nous proposons une nouvelle
stratégie de diagnostic qui utilise aussi la partie transmise pour en extraire une information supplé-
mentaire sur le défaut. Pour cela, nous présentons dans ce qui suit le procédé de communication
par modulation/démodulation OFDM.
4.2.1 Procédé de communication par la modulation OFDM
Nous avons décrit dans la section 3.1.1 du chapitre 3 le procédé de génération d’un signal
OFDM utilisé comme un signal de test par la réflectométrie OMTDR. Nous nous intéressons
maintenant à la partie transmise de ce signal après passage dans un réseau. La figure 4.8 montre la
procédure de communication par modulation/démodulation OFDM.
FIGURE 4.8: Schéma bloc de la procédure de communication OFDM.
A la sortie du convertisseur analogique-numérique, le signal reçu est échantillonné au rythme
N/Ts où N est le nombre d’échantillons et Ts est la durée d’un symbole OFDM [12, 13]. On peut
ainsi écrire la relation de l’équation (4.2) suivante :
rk,i = sk,i ∗ hk,i + nk,i. (4.2)
où hk,i, la fonction de transfert du réseau, nk,i, le bruit blanc additif gaussien du réseau et k, l’in-
dice du symbole OFDM.
Ensuite, le préfixe cyclique est supprimé et on effectue l’opération de FFT (Fast Fourier Trans-
form). En effet, l’application de la transformée de Fourier permet de trouver le symbole complexe
noté Rk,n de la constellation M-QAM. Il est exprimé de la façon suivante :
Rk,n = Sk,nHk,n +Nk,n. (4.3)
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Enfin, une démodulation M-QAM est ainsi appliquée sur les symboles Rk,n permettant de
retrouver les bits envoyés sauf en cas d’erreur lors de la transmission.
Comme nous travaillons dans le cas d’un réseau filaire (canal de transmission généralement
non idéal), une erreur de transmission peut avoir lieu au cours de la transmission. Pour cela, nous
faisons appel à des méthodes de détection et de correction d’erreur sur un ensemble de bits envoyés.
C’est l’objet de la section suivante.
4.2.2 Détection et correction des erreurs de transmission
Un signal électrique est souvent victime de perturbations liées au support de transmission (dis-
torsion, présence du bruit, etc.) surtout lors de la transmission de données sur un long trajet. Le
contrôle de l’intégrité des données reçues est donc nécessaire. Ceci permet d’éviter le déclenche-
ment de fausses alarmes. C’est pour cette raison qu’il existe des mécanismes permettant de garantir
un certain seuil d’intégrité. Ceci peut se faire soit par la fiabilisation du support de transmission
grâce au diagnostic soit par la mise en place des mécanismes logiques de détection et de correc-
tion d’erreurs. Dans la littérature, il existe plusieurs méthodes allant de la simple détection à la
correction d’une ou plusieurs erreur(s) dans un train binaire [14, 15, 16].
4.2.2.1 Détection des erreurs de transmission
Nous nous intéressons dans un premier lieu à la détection des erreurs. Pour cela, il existe une
méthode, principalement utilisée dans les télécommunications, basée sur le contrôle de redondance
cyclique (en anglais Cyclic Redundancy Check ou CRC) [17]. Cette méthode consiste à associer
à chaque bloc de données, appelé aussi trame, un code de contrôle qualifié de code CRC. Il s’agit
d’une courte séquence binaire de taille fixe ajoutée à la fin de la trame. Si on détecte une erreur qui
a eu lieu au cours de la transmission, on a deux possibilités : soit demander la retransmission de la
trame, ce qui ne permet pas forcément d’améliorer la qualité de transmission si le câble présente
déjà des signes de faiblesse soit essayer de corriger une ou plusieurs erreurs qui ont eu lieu lors de
la transmission comme nous allons le voir maintenant.
4.2.2.2 Correction des erreurs de transmission
Dans le domaine des réseaux de communication, les méthodes de correction des erreurs de
transmission sont nombreuses [14, 15, 16]. La plus connue est la méthode de correction par
retransmission. Ici, le récepteur détecte les erreurs grâce à l’utilisation d’un champ de contrôle
d’erreur (i.e. le code CRC) dans le message envoyé. Il informe ensuite l’émetteur de la bonne
réception en lui envoyant un message d’acquittement (ACK). Dans le cas d’un acquittement
négatif, l’émetteur doit retransmettre le message erroné. La correction par retransmission permet
d’améliorer la qualité de transmission lorsque les erreurs apparaissent d’une façon aléatoire suite
à des phénomènes transitoires (présence du bruit, apparition d’un défaut intermittent, distorsion
du câble, etc.). Elle est considérée comme étant la meilleure méthode lorsque le taux de perte est
faible et le délai de retransmission tolérable. Cependant, lorsque les erreurs de transmission sont
dues à une défaillance permanente du support de transmission (i.e. apparition d’un défaut non
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cela, nous avons recours à d’autres méthodes de correction d’erreurs.
Parmi les méthodes les plus connues, on peut mentionner le code de Hamming [18]. Il consiste
à diviser le message initial en blocs de taille n bits et rajouter ensuite à chaque bloc, p bits de
contrôle (bits de parité) pour former un mot de code de taille (n+ p) bits tel que :
2p − p ≤ n+ 1. (4.4)
La figure 4.9 montre le principe du code de Hamming où le message à transmettre est divisé en
blocs et ensuite des bits de contrôle sont ajoutés à chaque bloc pour assurer la correction des
erreurs à la réception.
FIGURE 4.9: Principe du code de Hamming.
En effet, plus la longueur d’un code est élevée, plus le code pourra détecter et corriger des
erreurs, mais plus son rendement 1 est faible. Le choix d’un code dépend donc d’un compromis
entre la capacité à détecter/corriger des erreurs et le rendement du code.
Il est important de détecter les erreurs, mais il sera plus intéressant de les corriger comme
nous avons vu précédemment. Cependant, lorsque le nombre de bits erronés devient important,
il devient parfois impossible de corriger toutes les erreurs de transmission avec la garantie d’un
bon rendement. En effet, il est plus judicieux de remplacer le support de transmission considéré
défectueux lorsque le taux d’erreur binaire devient important (au-dessus d’un certain seuil) que de
mettre en place des algorithmes de correction des erreurs gourmands en mémoire et en temps de
calcul. Dans ce contexte, nous proposons d’étudier l’impact de l’apparition d’un défaut sur la fia-
bilité de la communication en termes de taux d’erreur binaire. L’objectif est d’éliminer l’ambiguïté
de localisation d’un défaut dans un réseau complexe comme nous allons le voir dans la section
suivante.
4.3 Développement d’une nouvelle stratégie de pré-localisation
d’un défaut par calcul du TEB
Dans cette section, nous proposons d’étudier la partie transmise du signal de test pour voir si
elle peut nous ramener de l’information supplémentaire sur le défaut. Il nous convient de préciser
1. Le rendement d’un code noté (p, n) est : R = n/(n + p) où n est la longueur du mot initial et (n + p) est la
longueur du mot de code
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que l’utilisation de la partie transmise du signal de réflectométrie n’a jamais été abordée dans l’état
de l’art connu.
4.3.1 Estimation de la qualité du support par le taux d’erreur binaire
Au niveau de la couche physique, la qualité de la communication peut être évaluée par la
valeur du taux d’erreur binaire (en anglais, Bit Error Rate ou BER). Il représente le pourcentage
de bits erronés se produisant dans un flux de données numériques. Il peut être calculé par le rapport
entre le nombre de bits erronés et le nombre de bits transmis dans un train binaire. Rappelons que
l’étape de moyennage permet d’améliorer le rapport signal sur bruit (SNR). Nous proposons ainsi
de considérer la valeur moyenne du taux d’erreur binaire pour l’estimation de la qualité physique
du support de transmission. Nous allons maintenant étudier l’impact des différents paramètres tels
que l’augmentation de la longueur du câble, le nombre de réflexions, l’augmentation de la sévérité
du défaut sur le taux d’erreur binaire noté TEB.
4.3.1.1 Étude de l’impact de la distance entre l’émetteur et le récepteur
Nous proposons de considérer dans un premier temps une simple ligne de transmission pour
étudier l’impact de la distance qui sépare l’émetteur du récepteur. Nous faisons ainsi varier cette
distance notée d et nous calculons à chaque fois le taux d’erreur binaire. En effet, l’onde électroma-
gnétique subit une atténuation de propagation lors de sa circulation dans le support de transmission.
Ceci est connu aussi en anglais sous le nom de “path-loss” [19] et peut être exprimé (dans sa forme










où d, la distance entre l’émetteur et le récepteur, f , la fréquence du signal et vp, la vitesse de
propagation. Pt et Pr représentent la puissance du signal émis et reçu, respectivement. On passe
maintenant en décibels (dB) et on prend la vitesse de propagation du signal égale à 0.66 c, c est la
célérité de la lumière. On peut ainsi réécrire l’équation (4.5) sous la forme suivante :
PLdB = 20 log10 (4pidf)− 165.9333. (4.6)
On exprime maintenant le rapport signal sur bruit (SNR) en décibels de la façon suivante :
γSNR = Pt − PLdB −N0. (4.7)
où N0, la puissance du bruit blanc gaussien considéré.
Les figures 4.10 et 4.11 représentent l’évolution de l’atténuation de propagation (path-loss)
ainsi que le rapport signal sur bruit en fonction de la distance entre l’émetteur et le récepteur à une
fréquence f=200 kHz. On peut remarquer que l’atténuation de propagation du signal augmente
avec la distance. Ceci se traduit par la dégradation du rapport signal sur bruit.
Nous proposons maintenant d’étudier l’impact de la distance sur le taux d’erreur binaire. On
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FIGURE 4.10: Évolution de l’atténuation de
propagation en fonction de la distance.











FIGURE 4.11: Évolution du rapport signal sur
bruit en fonction de la distance.
où M , la valeur de la constellation M-QAM et γSNR, la valeur du SNR. La fonction de “Mar-









Pour calculer le taux d’erreur binaire, on considère les valeurs suivantes : M=64, (Pt-N0)=20
dB et f=200 kHz. La figure 4.12 représente l’évolution du taux d’erreur binaire en fonction de la
distance entre l’émetteur et le récepteur.
On peut remarquer que l’augmentation du taux d’erreur binaire va de pair avec l’augmentation
de la distance entre l’émetteur et le récepteur (notamment la longueur du câble). Ceci s’explique
par l’atténuation subie par la puissance du signal au cours de sa propagation comme le montre la
figure 4.10.
4.3.1.2 Étude de l’impact de la topologie du réseau
Nous proposons maintenant d’étudier l’impact de la topologie du réseau sur la qualité de
transmission. Pour cela, nous allons nous intéresser uniquement au nombre de jonctions (ou
inter-connexions) présentes sur le réseau. On rappelle qu’une jonction se traduit physiquement
par la réflexion d’une partie de l’énergie du signal envoyé. La figure 4.13 montre les différentes
topologies considérées afin de calculer le TEB. Pour cela, la distance entre l’émetteur et le
récepteur est fixée à 10 m et le SNR est égal à 10 dB. La figure 4.14 montre l’évolution du TEB
en fonction du nombre de réflexions dans le réseau.
On peut remarquer que le taux d’erreur binaire dépend de la complexité de la topologie du
réseau en termes de nombre de jonctions. En effet, l’augmentation du nombre de jonctions se
traduit par une augmentation du nombre de réflexions du signal et par suite, d’une augmentation de
l’atténuation du signal lors de sa propagation. Donc, l’apparition d’une discontinuité d’impédance
va créer de nouvelles réflexions du signal et entraîner ainsi son atténuation. Ceci va entraîner
4.3 Développement d’une nouvelle stratégie de pré-localisation d’un défaut
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FIGURE 4.12: Évolution du taux d’erreur binaire en fonction de la distance.
FIGURE 4.13: Évolution de la topologie du ré-
seau considéré.






















FIGURE 4.14: Évolution du TEB en fonction du
nombre de jonctions.
forcément une augmentation du taux d’erreur binaire. Donc, si on a une mesure de référence du
taux d’erreur binaire dans le cas d’un réseau sain, l’évolution du taux d’erreur peut indiquer la
dégradation de l’état du support de transmission à condition que la distance entre l’émetteur et le
récepteur reste fixe ainsi que le rapport signal sur bruit. Motivés par ce constat, nous proposons
d’étudier, dans ce qui suit, l’impact de l’évolution de la sévérité d’un défaut.
4.3.1.3 Étude de l’impact de l’évolution de la sévérité d’un défaut
Nous proposons maintenant d’étudier l’impact de l’évolution de la sévérité d’un défaut sur la
ligne. Pour cela, nous considérons une simple ligne de transmission de longueur 100 m avec la
présence d’un défaut non franc à une distance de 39.5 m du point d’injection et de longueur de 0.5
m. La fin de la ligne est adaptée. On considère deux réflectomètres placés chacun à une extrémité
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récepteur. La figure 4.15 montre la variation du TEB en fonction de la variation de l’impédance
par rapport à l’impédance caractéristique de la ligne ∆Zc de -90% à 100% où l’impédance du
défaut est obtenue par Zd = (1 + ∆Zc)Zc.






















FIGURE 4.15: Variation du TEB en fonction de ∆Zc dans une ligne de transmission.
On peut remarquer que l’augmentation de la sévérité du défaut non franc est fonction de l’aug-
mentation du taux d’erreur binaire 2. On peut remarquer aussi que plus le rapport signal sur bruit
(SNR) est important, plus le taux d’erreur binaire est faible. Ceci peut être justifié par le fait que
l’erreur de transmission peut être due d’une part à la fiabilité physique du support de transmission
(défaut franc, défaut non franc, etc.) et, d’autre part, aux perturbations présentes sur le support
(i.e. présence du bruit). En effet, l’apparition d’un défaut franc (par exemple, un court-circuit
lorsque ∆Zc est égale à -100%) se manifeste par une interruption de la communication et par
suite, l’impossibilité de calcul du taux d’erreur binaire. Cependant, on peut conclure dans ce cas
qu’il y a eu un problème sur le trajet entre l’émetteur et le récepteur sous condition de la fiabilité
des réflectomètres en émission et en réception.
Pour conclure, la communication entre les réflectomètres peut renseigner sur la qualité du
support de transmission par calcul du taux d’erreur binaire. En effet, à partir d’un point de
fonctionnement donné en rapport signal sur bruit, il est possible de déterminer le seuil de taux
d’erreur binaire au delà duquel la variation de l’impédance caractéristique est significative et
indique la présence d’un défaut. Si le seuil est faible, la capacité de détecter des défauts non francs
est accrue mais au risque d’une probabilité de fausse détection plus élevée due au bruit de mesure.
Inversement, si le seuil est élevé, le diagnostic ne permet pas de détecter les faibles variations de
l’impédance caractéristique du défaut. Par souci de simplification, nous considérons que la valeur
du signal sur bruit est a priori connue.
2. La figure 4.15 présente des simulations pour des valeurs faibles de SNR (5 dB et 10 dB). D’autres simulations
ont été effectuées pour des valeurs élevées de SNR (30 dB et 40 dB) et ont montré des tendances similaires.
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Nous proposons alors de calculer le taux d’erreur binaire dans un réseau en Y dans la sec-
tion suivante pour vérifier si cette information permet d’éliminer l’ambiguïté de localisation d’un
défaut.
4.3.2 Pré-localisation d’un défaut par calcul du taux d’erreur binaire
Nous considérons un réseau en Y constitué de trois branches B1, B2 et B3 avec un défaut non
franc sur la branche B2. Les branches B1, B2 et B3 ont les mêmes caractéristiques (Zc = 100Ω)
et sont de longueurs 50 m, 60 m et 110 m, respectivement. Le défaut non franc est d’impédance
Zd = 150Ω où ∆Zc = 50%. Il est situé à une distance de 80 m du réflectomètre R1 connecté à
la branche B1. Le défaut non franc, de longueur 0.5 m, se trouve sur la branche B2. Les fins des
branches B2 et B3 sont adaptées et connectées aux réflectomètres R2 et R3, respectivement.
Le coefficient de transmission de R1 à R2, noté T21 et celui de R1 à R3 noté aussi T31 sont

































oùAi,Bi, Ci etDi représentent la matrice ABCD de chaque brancheBi, i ∈ {1, 2, 3} (voir section
1.3.1.3 du chapitre 1). ζ21 et ζ31 sont respectivement exprimés de la façon suivante :












La figure 4.16 montre la variation du TEB entre les réflectomètres R1 et R2 et la variation du
TEB entre R1 et R3 en fonction de la variation de l’impédance du défaut non franc dans un réseau
en Y. Nous remarquons que le TEB, dans les deux courbes, a augmenté par rapport à celui obtenu
dans une simple ligne de transmission (figure 4.15). En effet, ceci est du d’une part à l’augmen-
tation de la distance parcourue par le signal électrique et, d’autre part, aux réflexions présentes
sur le réseau au niveau de la jonction et du défaut non franc. En effet, l’impact des réflexions et
du bruit dans les supports de transmissions perturbent les données numériques transitant sur les
réseaux d’interconnexions. On peut aussi remarquer que le fait que la distance entre R1 et R3 (160
m) est supérieure à celle entre R1 et R2 (110 m) entraîne une légère augmentation du TEB entre
R1 et R3 par rapport à celui entre R1 et R2.
Nous proposons maintenant d’utiliser la valeur du TEB afin de pré-localiser un défaut sur le
réseau. Pour cela, nous considérons le même réseau en Y présenté dans la figure 4.1. Nous fixons
la variation de l’impédance par rapport à l’impédance caractéristique à ∆Zc = 50% sur la branche
B2. Le SNR du réseau est égal à 10 dB. Le seuil de taux d’erreur est déterminé par simulation en
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FIGURE 4.16: Variation du TEB en fonction de ∆Zc dans un réseau en Y.
d’erreur et en prenant en compte également le rapport signal sur bruit comme le montre la figure
4.16. Ici, le seuil de taux d’erreur au delà duquel la présence d’un défaut est avérée est égal à 1.5%
pour la liaison entre R1 et R2 et 1.9% pour la liaison entre R1 et R3.
Le tableau 4.2 montre les valeurs du TEB entre R1 et R2 et entre R1 et R3. On en déduit que
la liaison (R1,R2) est défectueuse en la comparant par rapport au seuil de détection fixé qui est




TABLE 4.2: Pré-localisation d’un défaut sur la liaison (R1,R2).
Après avoir pré-localisé le défaut grâce à la communication, l’analyse du réflectogramme
R1 permet de déterminer la position précise du défaut sur la liaison défectueuse. La figure 4.17
montre, sur un diagramme amplitude-distance, le réflectogramme obtenu en utilisant la méthode
OMTDR que nous avons introduite dans le chapitre 3.
On remarque que le défaut non franc se présente à une distance de 80 m du réflectomètre R1.
Donc, on peut confirmer que le défaut non franc, situé après la jonction, n’est pas présent sur la
branche B1 puisque la longueur de cette branche est égale à 50 m. Le défaut non franc peut être
soit sur la branche B2 soit sur la branche B3. En prenant en considération les valeurs du TEB dans
le tableau 4.2 calculées grâce à la communication, on peut conclure que le défaut existe sur la
branche B2.
Nous avons réussi à éliminer l’ambiguïté de localisation du défaut par l’injection d’un seul
signal de test (celui du réflectomètre R1). La partie transmise du signal a permis la pré-localisation
du défaut non franc sans avoir à injecter d’autres signaux de test sur le réseau. Les réflectomètres
4.3 Développement d’une nouvelle stratégie de pré-localisation d’un défaut
par calcul du TEB































FIGURE 4.17: Détection du défaut non franc à 80 m du réflectomètre R1.
R2 et R3 ont joué le rôle ici de simples récepteurs. En effet, l’avantage majeur de l’utilisation
conjointe de la partie injectée et la partie réfléchie du signal de test est qu’elle permet d’affiner
la précision de localisation tout en limitant la complexité des traitements puisque les mêmes
signaux de test sont utilisés à la fois pour calculer le taux d’erreur binaire et pour déterminer les
réflectogrammes. Cette nouvelle stratégie a fait l’objet d’une publication internationale [22].
Nous proposons maintenant d’évaluer les performances de la stratégie proposée dans un réseau
complexe comme décrit dans la section suivante.
4.3.3 Validation de la stratégie proposée dans un bus CAN
Pour évaluer les performances de la stratégie proposée, nous nous appuyons sur un réseau
complexe. La figure 4.18 représente le synoptique d’un système distribué pour le diagnostic de
défauts électriques au sein d’un bus CAN (Controller Area Network). Un tel système comporte
une pluralité de réflectomètres Ri, i ∈ {1, 2, . . . , 6} connectés au réseau filaire représenté en
figure 4.18, par souci de simplification, par une simple ligne de transmission avec deux charges
adaptées aux deux extrémités de la ligne. Les dispositifs connectés sont adaptés à l’impédance
caractéristique de la ligne Zc = 120Ω.
La ligne de transmission est divisée en plusieurs sections notées de B1 à B7 de longueurs
respectives 5 m, 8 m, 13 m, 26 m, 8 m, 18 m et 22 m. Les câbles qui connectent les fonctions
électroniques à la ligne afin d’assurer l’accès au réseau sont dénotés, respectivement, par B′1 à B
′
6
de longueur 5 m. On souligne que chaque dispositif connecté permet d’effectuer l’injection du
signal de test, l’analyse de la mesure et le traitement du signal reçu pour en déduire les séquences
binaires envoyées. La bande passante disponible est [0-500 MHz]. Le nombre de sous-porteuses
allouées à chaque réflectomètre est 256. L’espace fréquentiel entre deux sous-porteuses succes-
sives est fixé à 325 kHz. La modulation utilisée est une modulation 4-QAM.
Pour résoudre les problèmes d’interférence entre les différents signaux présents dans le réseau,
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FIGURE 4.18: Exemple d’un réseau CAN Automobile.
4.1. Pour cela, nous avons choisi la politique d’allocation des sous-porteuses fréquentielles aux
différents dispositifs afin qu’ils puissent fonctionner simultanément. Une partie des sous-porteuses
de la bande non interdite du réseau est ainsi allouée à chaque réflectomètre de manière à répartir
les sous-porteuses disponibles sur l’ensemble des dispositifs par la méthode d’allocation distribuée
que nous avons proposée dans la section 4.1. On souligne qu’une sous-porteuse ne peut se voir
allouée qu’à un seul réflectomètre.
A la réception, chaque réflectomètre peut identifier le dispositif source du signal reçu en
fonction des sous-porteuses fréquentielles contenues dans le signal. Chaque dispositif reçoit
l’ensemble des signaux émis sur le réseau et peut ainsi choisir de les démoduler tous, uniquement
une partie d’entre eux, voire un seul, en fonction du protocole de communication mis en place. En
cas de réflexion du signal émis, chaque dispositif peut recevoir la partie réfléchie de son propre
signal injecté sur le réseau. Dans ce cas, on considère que tous les réflectomètres ont le même
rôle, ils peuvent donc démoduler tous les signaux reçus.
Nous décrivons à présent, sur un exemple, la stratégie proposée pour permettre la localisation
d’un défaut dans un réseau filaire complexe. Nous considérons un défaut non franc sur la branche
B3 de variation de l’impédance par rapport à l’impédance caractéristique ∆Zc = 20%. Le défaut
non franc est localisé à 10 m du réflectomètre R3 et de longueur 0.5 m. Le SNR est égal à 20 dB
dans ce cas. Le coefficient de réflexion du réflectomètre R3 ainsi que le coefficient de transmission
du réflectomètre R3 à R1 sont soigneusement calculés via la matrice ABCD (voir Annexe C).
La figure 4.19 représente le taux d’erreur binaire calculé entre les dispositifs Ri,
i ∈ {1, 2, 4, 5, 6} et le dispositif R3. La figure 4.20 représente le taux d’erreur binaire cal-
culé entre les dispositifs Ri, i ∈ {1, 2, 3, 4, 6} et le dispositif R5.
A partir des différents calculs de taux d’erreur binaire, il est possible de déduire les liaisons
défectueuses, a priori, parmi l’ensemble des liaisons qui relient respectivement les réflectomètres
R3 et R5 à l’ensemble des autres dispositifs. Sur la figure 4.19, on remarque que le taux d’erreur
binaire correspondant à R4, R5 et R6 est faible voire négligeable alors que le taux d’erreur binaire
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FIGURE 4.19: Calcul du TEB entre les réflectomètres R3 et Ri, i ∈ {1, 2, 4, 5, 6}.














FIGURE 4.20: Calcul du TEB entre les réflectomètres R5 et Ri, i ∈ {1, 2, 3, 4, 6}.
correspondant à R1 et R2 est considérablement plus élevé. De même, sur la figure 4.20, on
remarque que le taux d’erreur binaire correspondant aux dispositifs R3, R4 et R6 est faible voire
négligeable alors que le taux d’erreur binaire correspondant à R1 et R2 est plus élevé.
Pour déterminer les liaisons défectueuses, il s’agit de comparer le taux d’erreur à un seuil
prédéterminé correspondant au niveau d’erreur au delà duquel la présence d’un défaut électrique
est fortement probable. Pour cela, nous avons effectué des simulations sur chacune des liaisons
illustrant la variation du TEB en fonction de la variation de l’impédance par rapport à l’impédance
caractéristique ∆Zc pour pouvoir déterminer le seuil. En revenant aux figures 4.19 et 4.20 et en
supposant que le seuil de taux d’erreur au delà duquel la présence d’un défaut est avérée est égal à
0.4% (nous avons choisi le seuil en fonction du TEB le plus élevé lorsque les liaisons sont saines
à ∆Zc = 0% par souci de simplification), on déduit que les liaisons suivantes sont défectueuses
(R3, R1), (R3, R2), (R5, R1) et (R5, R2). Le tableau 4.3 identifie la composition des quatre liaisons
défectueuses, i.e. les sections du réseau parcourues par le signal pour chaque couple de dispositifs
émetteur-récepteur.
En analysant la composition des quatre liaisons, on remarque que la seule section commune
aux quatre liaisons est la section B3 et on en déduit que le défaut détecté est localisé sur cette
section. De façon générale, on localise le défaut à l’intersection des liaisons établies comme
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Réflectomètres Branches parcourues
(R3, R1) {B′3,B3,B2, B′1}
(R3, R2) {B′3,B3,B′2}
(R5, R1) {B′5, B5, B4,B3,B2, B′1}
(R5, R2) {B′5, B5, B4,B3,B′2}
TABLE 4.3: Pré-localisation du défaut par calcul du TEB.
la localisation du défaut est moins précise mais peut servir de pré-diagnostic complété ensuite
par une analyse de réflectométrie classique. En particulier, lorsqu’un défaut est localisé sur
une section donnée du réseau, un test de réflectométrie supplémentaire peut être effectué pour
déterminer la position précise du défaut sur la section. Ce test est effectué en utilisant la méthode
de réflectométrie OMTDR tel que décrit dans le chapitre 3. Cette nouvelle stratégie a fait l’objet
d’une publication internationale [23]. Cette méthode peut être exécutée en utilisant les mêmes
signaux de test injectés dans le réseau filaire à diagnostiquer que ceux utilisés pour extraire une
information sur le taux d’erreur binaire.
L’identification des liaisons défectueuses peut être effectuée directement par les dispositifs qui
transmettent ensuite l’information à une unité de calcul centrale via des moyens de communication.
L’unité centrale élabore ensuite la décision de localisation du défaut. L’identification des liaisons
défectueuses peut également être réalisée directement par l’unité de calcul centrale qui reçoit dans
ce cas les valeurs de taux d’erreur binaire transmises par les dispositifs de mesure du système
et élabore la décision de localisation du défaut. L’unité centrale de calcul peut être spécifique ou
localisée dans un dispositif qui joue alors le rôle de dispositif maître dans le système distribué. On
parle ici de la fusion des réflectomètres. C’est l’objet de la section suivante.
4.4 Développement d’une nouvelle stratégie de localisation du
défaut par fusion des réflectomètres
Dans cette section, nous proposons une nouvelle stratégie de diagnostic basée non seulement
sur le diagnostic distribué mais aussi la communication entre les réflectomètres. La nouveauté
par rapport à la stratégie proposée précédemment est d’utiliser maintenant un signal porteur
d’information comme signal de test. Ceci permet d’échanger l’information utile (par exemple, la
position d’un défaut) entre les réflectomètres dans le réseau. Ainsi, les résultats des réflectomètres
pourraient être traités d’une façon localisée ou distribuée selon le protocole de communication mis
en place. De ce fait, nous ne nous intéressons pas uniquement à la partie réfléchie du signal de test
mais aussi à la partie transmise pour en extraire de l’information. Nous soulignons ici que le signal
porteur d’information, envoyé par chaque réflectomètre à l’instant t, contient de l’information sur
la position du défaut détecté à l’instant (t − 1). Nous commençons dans un premier temps par la
structuration de la trame.
4.4 Développement d’une nouvelle stratégie de localisation du défaut par fu-
sion des réflectomètres








4.4.1 Structuration de la trame
Comme nous l’avons décrit auparavant, le module de génération de bits illustré dans la
figure 4.8 permet de générer des données qui peuvent être aléatoires ou véhiculer un message
d’information. Lorsque les données sont générées d’une façon aléatoire, la communication permet
la pré-localisation du défaut par le calcul du TEB. On se retrouve ainsi dans la stratégie proposée
dans la section précédente.
Une nouvelle façon de faire consiste à formater ces données sous forme de trames comprenant
différents champs. Une trame peut notamment contenir un identifiant de début de trame (Start Of
Frame (SOF)), un identifiant du réflectomètre source qui a généré le signal de test, un identifiant
d’un réflectomètre destination du signal au sein d’un système distribué comprenant plusieurs
dispositifs et un champ CMD permettant la sélection des commandes pour définir le type de
la trame envoyée. Une trame peut également contenir un champ permettant de déterminer la
longueur des données transmises appelé DLC, une section contenant les données à transmettre, un
champ CRC de contrôle de la redondance cyclique permettant de détecter d’éventuelles erreurs
dans la trame, un champ ACK permettant l’acquittement de la réception ou non d’une trame et un
identifiant de fin de trame (End Of Frame (EOF)). Enfin, un certain nombre de bits est introduit
pour séparer deux trames successives. Le tableau 4.4.1 décrit le rôle de chaque champ dans la
trame illustrée par la figure 4.21.
FIGURE 4.21: Structure d’une trame.
Les réflectomètres sont considérés alimentés par une source quelconque (i.e. batterie). La
problématique de la réduction de consommation d’énergie généralement rencontrée dans les
réseaux de capteurs ne fait pas partie des travaux de cette thèse. Dans ce cas, on considère que le
réflectomètre ne se met pas en veille lorsqu’il ne transmet pas de l’information mais peut rester
en attente d’une requête de son maître par exemple. Cette hypothèse va faciliter le maintien de la
synchronisation entre les modules comme nous allons le voir dans la suite de ce chapitre.
Après avoir structuré la trame utilisée, nous proposons maintenant la mise en place d’un pro-
tocole de communication pour gérer la communication entre les réflectomètres et faciliter ainsi la
prise de décision.
4.4.2 Mise en place d’un protocole de communication entre les réflectomètres
Afin d’éviter l’encombrement du réseau, nous proposons de centraliser l’information obtenue
par chaque réflectomètre dans un réflectomètre central, responsable de l’agrégation des données
collectées et par suite, de la prise de décision sur la localisation d’un défaut potentiel. Nous faisons
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Champ Longueur Description
SOF 8 bits Annoncer le début de la trame en alternant une suite de bits
de valeurs 0 et 1 alternées (01010101).
ID Dest 16 bits Identifier le récepteur de la trame. Les 8 premiers bits per-
mettent d’identifier le réseau et les 8 derniers pour identifier
le réflectomètre dans ce réseau.
ID Source 16 bits Identifier l’émetteur de la trame. Les 8 premiers bits per-
mettent d’identifier le réseau et les 8 derniers pour identifier
le réflectomètre dans ce réseau.
CMD 8 bits Annoncer la nature de la trame (une requête ou des don-
nées).
DLC 8 bits Définir la longueur en octets du champ de données.
Données 21-53
octets
La longueur des données doit être supérieure à 21 octets afin
d’avoir une bonne précision de localisation du défaut. Au
cas où elle est inférieure, on a recours à des bits de bourrage.
CRC 16 bits La séquence CRC calculée est contenue dans les 15 pre-
miers bits tandis que le dernier bit sert de délimiteur de fin
de champ. Il permet d’assurer l’intégrité du message reçu.
ACK 2 bits Le premier bit correspond à l’acquittement par le récepteur.
S’il y a une erreur détectée en contrôle, le bit passe à 1 (par
défaut, il est à 0). Le dernier bit est un bit délimiteur d’ACK.
Il est toujours égal à 1.
EOF 8 bits Indiquer la fin de la trame en alternant une suite de bits de
valeurs 1 et 0 alternées (10101010).
TABLE 4.4: Description des champs de la trame proposée.
les réflectomètres en deux classes : maître et esclave et d’attribuer ensuite à chacun ses respon-
sabilités. En effet, la classification des réflectomètres est décisive dans le fonctionnement de la
stratégie proposée et doit obéir à certaines règles que nous allons voir à la suite. Par souci de sim-
plification, nous considérons que le réseau est homogène, c’est à dire, que tous les réflectomètres
ont les mêmes capacités de point du vue énergie, capacité de calcul et de stockage.
4.4.2.1 Classification des réflectomètres
Le choix du réflectomètre maître doit être judicieux pour garantir le bon fonctionnement de
la stratégie de diagnostic. Pour cela, nous proposons d’affecter à chaque réflectomètre un poids
d’éligibilité pour pouvoir classer les réflectomètres. Le réflectomètre qui a le poids le plus faible
est le plus légitime pour être maître. Le poids d’éligibilité peut être calculé par les paramètres
suivants :
– La somme des distances DRi =
∑
Rj∈VRi distance(Ri, Rj) du réflectomètre Ri aux autres
réflectomètres Rj , i 6= j où VRi , l’ensemble contenant les voisins de Ri. La minimisation
de cette valeur permet de réduire l’atténuation de propagation et par suite le taux d’erreur
binaire comme nous l’avons montré dans la section 3 de ce chapitre (figure 4.12).
– Le nombre des jonctions JRi =
∑
Rj∈VRi jonction(Ri, Rj) séparant le réflectomètre Ri des
autres réflectomètres Rj , i 6= j. La minimisation de cette valeur permet de réduire le taux
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d’erreur binaire du aux multiples réflexions comme nous l’avons montré dans la section 3 de
ce chapitre (figure 4.14).
Le poids d’éligibilité est obtenu pour un réflectomètre Ri de la façon suivante :
wRi = DRi × JRi . (4.14)
En effet, la minimisation du poids d’éligibilité permet de réduire d’une part le taux d’erreur
binaire et d’augmenter, d’autre part, la précision de localisation du défaut puisqu’elle permet de
minimiser l’atténuation due à la distance parcourue et aux multiples réflexions rencontrées dans
un réseau complexe.
Comme nous l’avons expliqué précédemment, le réflectomètre ayant le plus faible poids est
désigné comme étant le maître. Par contre, les autres réflectomètres sont des esclaves. A part le
diagnostic du réseau, le maître doit assurer la gestion de ses esclaves (synchronisation, allocation
des ressources, table de routage, etc.), la collecte de l’information, l’analyse des données et la prise
de décision. Cependant, l’esclave se contente d’obéir à son maître. Il doit effectuer le diagnostic,
identifier la position du défaut et l’envoyer à son maître. Les esclaves ne doivent pas communiquer
entre eux. Ils doivent transmettre l’information uniquement à leur maître sauf si ce dernier ne
donne plus aucun signe de vie pendant un certain temps suite à sa défaillance ou à son isolement
(défaillance d’une des branches permettant de le joindre). Dans ce cas, l’esclave ayant le poids le
plus faible parmi tous les esclaves prend la relève comme nous l’expliquerons plus tard dans ce
chapitre.
4.4.2.2 Synchronisation des réflectomètres
Comme établi précédemment, le besoin de la synchronisation dépend de la méthode d’accès
au médium utilisée. Par exemple, dans le cas d’une répartition fréquentielle de la bande passante
(FDMA), un sous-canal est dédié pour la transition de l’information entre l’émetteur et le récep-
teur. Donc, le besoin de synchronisation ne s’impose pas. Cependant, dans le cas d’une répartition
en temps (TDMA) ou en code (CDMA), les réflectomètres doivent effectuer une synchronisation
pour une bonne réception. En effet, la perte de synchronisation entraîne une perte des données,
une interférence entre les réflectomètres, une communication hachée, etc. Dans ce cas, ce sont les
horloges des récepteurs qui doivent se caler sur l’horloge de l’émetteur comme le montre la figure
4.22. Pour cela, on s’inspire du protocole de précision temporelle (en anglais, Precision Time
Protocol ou PTP) qui permet de fournir une synchronisation des horloges distribuées inférieure à
la microseconde sur de longues distances par l’intermédiaire d’un câblage standard [24].
Deux étapes doivent être respectées pour la synchronisation de modules : (1) déterminer
le module maître afin de définir l’horloge de référence, et (2) mesurer et corriger le décalage
d’horloge (ou offsets) ainsi que le délai de transmission. La première étape a été déjà résolue dans
la section précédente en choisissant le maître selon le calcul d’un poids d’éligibilité exprimé par
la relation de l’équation (4.14). Les autres deviennent ainsi des esclaves et doivent se synchroniser
avec l’horloge du maître. La deuxième étape sera résolue en deux phases qui sont : la correction
de décalage et la correction du délai de transmission.
Dans la première étape de synchronisation, la correction de décalage se fait en envoyant des
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FIGURE 4.22: Architecture Maître-Esclave.
message “sync” contenant une estimation du temps d’émission, l’esclave note le temps d’arrivée
du message (t2). Ensuite, le maître envoie un message “follow-up” contenant le temps exact
d’envoi du message “sync” (t1). A la réception, les esclaves peuvent mesurer et corriger le
décalage en soustrayant le temps exact d’émission (t1) au temps de réception (t2). Si le support de
transmission n’avait pas de délai de transmission, les deux horloges seraient synchronisées. Mais,
ceci est loin d’être majoritairement le cas.
Dans la deuxième étape de synchronisation, la mesure du délai de transmission permet de
déterminer le temps de propagation entre le maître et l’esclave. Cela se passe en deux temps :
l’esclave envoie au maître une demande de délai “Delay-req” et note le temps d’émission (t3).
Le maître note le temps de réception du message (t4) et l’envoie à l’esclave dans le message de
type “Delay-rep”. L’esclave connaît ainsi les temps t1 à t4 et peut calculer le délai moyen de
transmission noté dm par l’expression suivante :
dm =
(t2 − t1) + (t4 − t3)
2
. (4.15)
Le décalage entre deux horloges noté δ est calculé ainsi par l’expression suivante :
δ =
(t2 − t1)− (t4 − t3)
2
. (4.16)
La méthode de mesure du délai de transmission et du décalage d’horloge entre deux modules
est illustrée dans la figure 4.23.
Les échanges décrits précédemment sont répétés périodiquement afin de garantir la bonne
synchronisation entre le maître et l’esclave. En effet, l’implémentation du protocole PTP présente
généralement une dérive inférieure à la microseconde [25]. Cependant, les performances de ce
protocole dépendent fortement de la topologie du réseau. Par exemple, deux dispositifs reliés
par un câble non uniforme peut conduire à une variation rapide du réseau. Une amélioration du
protocole PTP a été proposée sous le nom de White Rabbit WR PTP permettant d’atteindre une
dérive en nanoseconde [26].
Nous rappelons que nous utilisons ici une méthode d’accès au réseau de type CDMA. Ceci
permet l’injection simultanée des signaux en partageant toute la bande passante disponible.
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FIGURE 4.23: Échange de messages pour la synchronisation.
Cependant, nous proposons d’allouer un sous-canal dédié pour les messages échangés entre
le maître et l’esclave pour maintenir la synchronisation entre les réflectomètres. Certes, cette
allocation entraîne la réduction de la bande passante disponible, mais elle permet d’éviter la
surcharge du réseau par des messages non dédiés pour la transmission d’information et de réduire
ainsi le temps du diagnostic et de la communication. Ceci facilite donc la détection des défauts de
courte durée.
La trame de synchronisation est la même que celle décrite précédemment dans la figure 4.21.
Il suffit de modifier le champ CMD pour annoncer le type de message. Le champ “Données”
intègre les temps envoyés par le maître à l’esclave pour la correction du décalage ou du délai de
transmission. Nous passons maintenant à la mise en place d’un protocole de communication.
4.4.2.3 Élaboration d’un protocole de communication
Après une première synchronisation, le réflectomètre maître noté Rm envoie un message de
type données où CMD=“Code-WH” en y encapsulant (dans le champ “Données”) le code de
Walsh-Hadamard qu’il doit utiliser pour éviter l’interférence entre les signaux. Une partie du
signal injecté par Rm est réfléchie vers le point d’injection si elle rencontre une discontinuité au
cours de sa propagation vers les esclaves. C’est le cas ici au niveau du défaut 1 comme le montre
la figure 4.24. Le réflectomètre Rm procède au traitement de la mesure obtenue afin d’identifier la
position d’un défaut potentiel qu’il stocke par suite dans sa mémoire. Le traitement effectué pour
l’extraction de la position du défaut sera présenté plus tard dans ce chapitre. Dans le cas contraire
(il ne reçoit pas de signal réfléchi), il présume qu’il n’existe pas de défaut sur la partie du réseau
diagnostiquée. Entre temps, l’esclave, noté Re, ayant reçu le message de son maître (reconnu
par son “ID source”) doit envoyer un accusé de réception à son maître en mettant le champ
CMD=“ACK” et le champ “ACK” de la trame à 01. Pour éviter que le champ de données ne reste
vide (dégradation de la précision de mesure), on fait un bourrage par des zéros de minimum 21
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il trouve son identifiant), il identifie la position du défaut détecté et la stocke dans sa mémoire.
Sinon, il considère qu’il n’existe pas de défaut sur le réseau. On remarque que le traitement de
la mesure obtenue se fait en local. Pour cela, le réflectomètre esclave doit être doté d’une bonne
capacité de stockage et de calcul.
Lorsque le réflectomètre Rm reçoit l’accusé de réception, il envoie à son esclave un message
de type requête pour lui demander de lui envoyer les informations sur l’état du réseau selon sa
perspective où CMD=“Diag-req”. Le réflectomètre Rm doit, à chaque fois, analyser le signal
réfléchi et comparer la mesure obtenue à celle obtenue à l’instant précédent pour vérifier si le
défaut persiste, s’il a évolué (variation de l’amplitude, augmentation de la longueur, etc) ou même
s’il y a eu un autre défaut qui est apparu entre temps, etc. En effet, le réflectomètre ne stocke que
les positions des nouveaux défauts qui apparaissent au fur et à mesure afin d’éviter d’engorger sa
mémoire puisque celle-ci est généralement limitée dans un contexte embarqué. A la réception du
message, le réflectomètre esclave intègre ses données dans la trame à envoyer et met le champ
“CMD” à “Diag-rep’. Il envoie ainsi à son maître sa trame contenant de l’information sur la
position du défaut. On signale que d’autres informations peuvent être envoyées au maître, par
exemple, le type du défaut, la longueur du défaut, etc. Cependant, dans ce cas de figure, nous nous
intéresserons uniquement à la position de localisation pour la résolution de l’ambiguïté.
A la réception, le réflectomètre Rm décapsule la trame pour extraire les données envoyées
par son esclave et les stocke dans sa mémoire. En effet, puisqu’il peut identifier l’origine de la
trame grâce à son adresse, il peut reconnaître le code de Walsh-Hadamard qui a été utilisé et
extraire l’information émise par l’esclave. Après avoir reçu toutes les trames envoyées par tous ses
esclaves, il procède à l’analyse des données afin de prendre la bonne décision sur la localisation
du défaut dans le réseau comme le résume la figure 4.24.
Par souci de simplification, on considère que chaque réflectomètre a des connaissances à
priori sur les caractéristiques du réseau (topologie, longueurs des branches, etc.). En outre, il
a préalablement stocké dans sa mémoire sa table de routage qu’il utilisera pour acheminer ses
paquets. L’envoi des premiers paquets pour la distribution des codes de Walsh-Hadamard ne se
fait qu’à l’activation du système sauf en cas de changement de l’architecture du réseau (ajout d’un
réflectomètre, panne d’un réflectomètre, etc.). Ensuite, la communication et le diagnostic se font
parallèlement grâce à l’utilisation d’un signal porteur d’information.
On remarque que le fait d’utiliser la méthode d’accès multiple par répartition des codes
(CDMA) permet de gagner en termes de temps de prise de décision par rapport à la méthode
TDMA. Elle permet aussi d’améliorer la détection des défauts intermittents. On revient à la
phase de synchronisation qui se fait d’une façon régulière pour assurer son maintien. En effet,
puisqu’elle utilise un sous-canal dédié, comme nous l’avons expliqué auparavant, les messages
de synchronisation peuvent s’intercaler avec les autres messages de “Diag-req” et “Diag-rep”.
En attente de la réponse de son esclave, le maître peut ainsi envoyer entre temps un message de
synchronisation. De la même façon côté esclave, lorsque le maître analyse ses données, l’esclave
peut envoyer le message “Delay-req”. Ceci permet de rapprocher les périodes de synchronisation
pour l’intégrité de l’information et améliorer aussi la détection des défauts de courte durée.
Comme nous avons expliqué précédemment, l’identification de la position du défaut doit être
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FIGURE 4.24: Exemple de fusion des données pour la localisation d’un défaut.
complètement automatisée. Pour cela, nous proposons dans la section suivante un algorithme de
détection et localisation du défaut.
4.4.2.4 Développement d’un algorithme de détection et de localisation d’un défaut
On propose dans cette section de développer un algorithme permettant d’automatiser la
détection et la localisation d’un défaut. Pour cela, nous proposons dans un premier temps de
générer une mesure de référence. Celle-ci correspond à la réponse du réseau lorsqu’il ne présente
pas de défauts (cas sain). Nous proposons de sauvegarder en mémoire uniquement la position des
extremums locaux du réflectogramme. Cette proposition évite de mémoriser tous les échantillons
du réflectogramme et donc, de gagner en quelque sorte en termes d’espace mémoire. Le nombre
d’extremums présents dans l’état de référence est noté Nref . L’ensemble des extremums locaux
est noté ςref = {eref (1), eref (2), · · · , eref (Nref )}. Nous caractérisons chaque extremum par sa
position et son amplitude de la façon suivante : (pref (i), aref (i)) où i ∈ {1, 2, · · · , Nref}.
La figure 4.25 décrit l’algorithme proposé de détection et de localisation du défaut.
Après la construction du réflectogramme, nous proposons d’extraire les extremums locaux
notés ecurr(pcurr(i), acurr(i)). Ensuite, nous proposons de comparer en termes de positions
avec ceux sauvegardés en mémoire comme référence. Ceci permet de savoir s’il y a eu un
changement d’état du réseau ou non. Par souci de simplification, nous n’allons pas nous
intéresser à la nature du défaut ainsi qu’à son évolution en termes d’amplitude. On note
ςcurr = {ecurr(1), ecurr(2), · · · , ecurr(Ncurr)} où Ncurr, le nombre d’extremums présents dans la
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été traités ou non. Sinon, on traite l’extremum suivant où i← i+ 1. Si oui, on arrête l’algorithme.
Cependant, si l’extremum détecté n’appartient pas à l’ensemble de référence ςref , on doit vé-
rifier si l’amplitude de l’extremum est supérieure à un seuil de détection. En effet, la prise de
décision sur l’apparition ou non du défaut dépend du paramétrage d’un seuil de détection noté T .
Ceci est utilisé pour éviter un faux positif. Dans la plupart des cas, il s’agit d’éviter de considérer
un pic dû au bruit comme un pic de défaut. En présence d’un bruit blanc, le seuil de détection est
exprimé de la façon suivante [5] :
T = 2Nσ2. (4.17)
où N représente la longueur du signal (échantillons) et σ est la variance du bruit blanc.
Si l’amplitude de l’extremum acurr(i) est plus grande que T , l’extremum est ajouté à l’en-
semble de référence ςref pour éviter de le reconsidérer comme un nouveau défaut dans la prochaine
mesure et il est ajouté dans l’ensemble ςd = ςd + {ecurr(i)} qui inclut les défauts détectés dans le
réseau. On vérifie si tous les extremums ont été traités. Sinon, on passe à l’extremum suivant. Si
oui, on arrête l’algorithme.
FIGURE 4.25: Algorithme de détection et localisation des défauts dans une seule mesure.
L’algorithme décrit auparavant permet d’automatiser la détection et la localisation d’un défaut
dans une seule mesure de réflectométrie. En effet, le fait de ne sauvegarder que les extremums
locaux permet de gagner en termes de temps de calcul et de capacité de stockage. Ceci influe
directement sur le temps du traitement de la mesure. Par la suite, la position du défaut détecté est
encapsulée dans la trame à envoyer au maître s’il s’agit d’un réflectomètre esclave.
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4.4.3 Regroupement des réflectomètres dans un réseau très complexe
Dans le cas d’une topologie complexe, nous proposons de découper le réseau en des sous-
réseaux de topologies beaucoup plus simples. On parle ici, d’une approche de regroupement ou
de “Clustering” [27]. Elle consiste à partitionner le réseau en des clusters selon une ou plusieurs
métrique(s) spécifique(s). Chaque cluster est contrôlé par un réflectomètre maître chargé de
gérer ses esclaves (synchronisation, allocation des ressources, table de routage, etc.), de collecter
l’information et de prendre la décision sur la localisation d’un éventuel défaut. Le maître est
sélectionné selon un poids d’éligibilité que nous avons introduit dans la section 4.4.2.1. Chaque
maître se charge des communications à l’intérieur de son cluster mais doit aussi maintenir les
informations correspondant aux clusters voisins (comme par exemple, l’identifiant du maître d’un
cluster voisin, le chemin pour le joindre, etc).
Une mise à jour d’affectation de rôle est réalisée au sein d’un cluster si le maître de chaque
cluster n’a pas donné signe de vie pendant un certain temps suite à sa défaillance ou une
défaillance sur l’une des branches permettant de le joindre. Dans ce cas, un remplaçant (l’esclave
qui a le poids d’éligibilité le plus faible parmi tous les esclaves du même cluster) envoie un
message de “ping” à son maître. Si celui ne répond pas au bout d’un certain temps, l’esclave a
le droit de s’auto-proclamer comme maître tout en signalant aux autres esclaves dans le même
cluster sa nouvelle fonction. Il doit envoyer ainsi son identifiant et son chemin à tous ses esclaves
pour pouvoir le joindre. Une mise à jour des tables de routage des clusters est ainsi effectuée.
Ensuite, le nouveau maître peut décider en se basant sur les réponses des réflectomètres s’il existe
réellement un défaut sur l’une des branches permettant de joindre l’ancien maître. Si aucun défaut
n’a été détecté, il déclare qu’il existe un défaut sur le réflectomètre en question.
Dans la littérature, il existe plusieurs approches permettant le clustering. Chacune d’entre elles
se base sur une ou un ensemble de métrique(s) différente(s) telles que le plus grand identifiant
[28], le plus petit identifiant [29], le plus grand degré [30], la mobilité [31], le poids des nœuds
[32], etc. Ces approches ont été principalement développées pour les réseaux sans fils. Cepen-
dant, dans notre contexte, où d’une part la topologie du réseau est arborescente et d’autre part,
la mobilité des réflectomètres est absente, d’autres contraintes liées à la réflectométrie apparaissent.
Le regroupement des réflectomètres permettra, dans le contexte de la réflectométrie, de limiter
la fenêtre d’observation de la mesure afin de réduire les phénomènes de propagation (atténuation
et dispersion du signal) et améliorer ainsi la précision de localisation du défaut. Dans le contexte
de la communication, le regroupement permettra de réduire aussi le taux d’erreur binaire causé par
l’atténuation du parcours (path-loss) et les multiples réflexions du signal de test (jonction, défauts,
etc.). Nous proposons maintenant d’étudier les performances de la stratégie proposée dans un
réseau complexe de type bus CAN.
4.4.4 Validation de la stratégie de fusion des réflectomètres dans un bus CAN
Afin de montrer l’intérêt du regroupement dans un réseau complexe, nous proposons de com-
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4.4.4.1 Détection et localisation d’un ou plusieurs défaut(s) sans regroupement
Dans cette section, nous considérons le réseau de type bus CAN décrit dans la figure 4.18.
Nous avons six réflectomètres ayant les mêmes caractéristiques (réseau homogène). On considère
la présence d’un défaut non franc, de longueur 0.5 m, sur la branche B3 avec une variation de
l’impédance par rapport à l’impédance caractéristique de ∆ Zc=20%. Dans un premier temps, on
procède sans regroupement. Le réflectomètre maître doit ici gérer 5 esclaves. On rappelle qu’on
doit d’abord calculer le poids d’éligibilité de chaque réflectomètre en se basant sur la distance et
le nombre de jonctions qui le séparent des autres réflectomètres. Le tableau 4.5 montre la valeur
du poids d’éligibilité de chaque réflectomètre.
i = 1 i = 2 i = 3 i = 4 i = 5 i = 6
DRi 254 222 196 196 212 284
JRi 20 16 14 14 16 20
wRi 5080 3552 2744 2744 3392 5680
TABLE 4.5: Calcul du poids des réflectomètres.
On peut remarquer qu’il existe deux réflectomètres qui ont le poids le plus faible qui sont R3
et R4. Si nous étions dans un cas hétérogène, on aurait pu différencier ces deux réflectomètres par
une autre métrique comme la fiabilité, la puissance de calcul, la capacité de la mémoire, etc. Ce-
pendant, nous avons supposé un cas homogène par souci de simplification. Par suite, nous pouvons
choisir soit l’un soit l’autre. Dans ce cas, nous allons considérer le réflectomètreR4 comme maître.
En appliquant la stratégie décrite précédemment, chaque esclave doit détecter et localiser le
défaut non franc sur la branche B3 et l’envoyer à son maître R4 qui est chargé de l’analyse des
données collectées et de la prise de la décision sur la position du défaut. Les figures 4.26 et 4.27
montrent les réflectogrammes obtenus par les esclaves R5 et R6, respectivement. On remarque
qu’on a réussi à détecter la présence du défaut non franc malgré la distance qui sépare ces deux
esclaves du défaut non franc sur la branche B3 (minimum 4 jonctions). Les positions du défaut
sont ensuite envoyées au maître R4. Après avoir reçu toutes les données de ses esclaves, le maître
prend la décision sur la localisation du défaut.
Le tableau 4.6 montre les données disponibles au maître R4. Sachant que la topologie du
réseau est déjà connue par le maître, il est capable de localiser le défaut sur la branche B3. On
remarque que la quantité d’information dépend fortement de la complexité de la topologie du
réseau et du nombre de réflectomètres dans le réseau. Ceci influe directement sur le temps de
l’analyse de l’information et par suite sur la prise de décision.
On considère maintenant l’apparition d’un nouveau défaut non franc sur la branche B1 avec
une variation de l’impédance par rapport à l’impédance caractéristique ∆Zc = 20%. Les figures
4.28 et 4.29 montrent les réflectogrammes obtenus par les esclaves R5 et R6, respectivement. On
remarque que le défaut non franc ne peut pas être détecté ni par le réflectomètre R5 ni R6 à cause
de l’atténuation du signal de test après 5 ou 6 jonctions d’une part et de la faible amplitude du
défaut non franc d’autre part. Ainsi, les deux réflectomètres continuent à envoyer les positions
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FIGURE 4.26: Localisation d’un défaut non
franc à une distance de 47 m de R5 et trans-
mission de la position du défaut à R4.























FIGURE 4.27: Localisation d’un défaut non
franc à une distance de 65 m de R6 et trans-
mission de la position du défaut à R4.
Réflectomètre Information disponible Branches ambiguës
R1 18 {B′2,B3 }
R2 10 {B2,B3 }
R3 39 {B4,B3 }
R4 55 {B7,B3 }
R5 47 {B3 }
R6 65 {B3 }
TABLE 4.6: Localisation du défaut sur la branche B3.
correspondantes au défaut détecté auparavant sur la branche B3. Dans ce cas, il y a une ambiguïté
de localisation du défaut par rapport au réflectomètre maître R4 comme le montre le tableau 4.7.



















Défaut non franc sur B3
Défaut non franc
non détecté sur B1
FIGURE 4.28: Impossibilité de détection du
défaut non franc sur B1 par R5.
































FIGURE 4.29: Impossibilité de détection du
défaut non franc sur B1 par R6.
Ce problème est amplifié dans le cas d’un réseau filaire plus complexe. Dans ce cas, plusieurs
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Réflectomètre Information disponible Branches ambiguës
R1 8 {B1,B2 }
R2 16 {B3,B1, B′1 }
R3 29 {B4,B1, B′1}
R4 55 {B1, B′1}
R5 47 {B3 }
R6 65 {B3 }
TABLE 4.7: Ambiguïté de localisation du défaut sur la branche B1.
mènes de propagation du signal (atténuation et dispersion) peuvent dégrader la fiabilité du diag-
nostic (détection, précision, etc.). Dans le contexte de la communication, l’atténuation de parcours
(path-loss) et les multiples réflexions augmentent le taux d’erreur binaire et peuvent influer sur la
crédibilité des résultats de mesure. En outre, l’augmentation de la complexité de la topologie du
réseau va de pair avec l’augmentation de la quantité d’information, du temps de l’analyse et de la
prise de décision au sein du réflectomètre maître. Si un défaut franc (circuit ouvert, court-circuit)
apparaît sur l’une des branches permettant la communication avec le maître, ce dernier sera isolé
et une quantité de l’information est ainsi perdue. Afin de réduire ces risques, nous proposons de
faire appel à la solution de regroupement des réflectomètres comme nous allons le voir à la suite.
4.4.4.2 Détection et localisation d’un ou plusieurs défaut(s) avec regroupement
Nous proposons de diviser le réseau en deux sous-réseaux notés SR1 et SR2. Le tableau
4.8 montre les réflectomètres ainsi que les branches affectées à chaque réflectomètre. On peut
remarquer qu’une branche peut être parcourue par des réflectomètres appartenant à des clusters
différents.
S-R Réflectomètres associés Branches parcourues
SR1 R1,R2,R3 {B1, B′1, B2, B′2, B3, B′3, B4}
SR2 R4,R5,R6 {B4, B′4, B5, B′5, B6, B′6, B7}
TABLE 4.8: Affectation des réflectomètres et des branches aux sous-réseaux.
On s’intéresse d’abord au cluster SR1 pour identifier le réflectomètre maître. Pour cela, on
rappelle qu’on doit calculer le poids de chaque réflectomètre en se basant sur la distance séparant
le réflectomètre de ses voisins (appartenant au même cluster) ainsi que le nombre de jonctions
entre le réflectomètre et ses voisins. Le tableau 4.9 montre que le réflectomètre R2 doit être élu
comme maître et les réflectomètres R1 et R3 sont les esclaves de R2.
Le tableau 4.10 montre les branches diagnostiquées par chaque réflectomètre du cluster SR1.
Il convient de souligner que la propagation des signaux est limitée par des fenêtres d’acquisition
(ou d’observation).
Les figures 4.30 et 4.31 (haut) montrent les réflectogrammes obtenus par les esclaves R1 et
R3, respectivement. Le défaut non franc est détecté à une distance de 21 m et 10 m de R1 et R3
comme illustré par les pics de faible amplitude à ces distances. Les autres pics représentés par
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i = 1 i = 2 i = 3
DRi 49 41 54
JRi 5 4 5
wRi 254 146 270
TABLE 4.9: Calcul du poids des réflectomètres dans SR1.
Réflectomètre Branches diagnostiquées Fenêtre d’acquisition
R1 B
′
1, B1, B2, B
′
2, B3 26 m
R2 B
′










TABLE 4.10: Branches diagnostiquées par les réflectomètres R1, R2 et R3.
des pics négatifs correspondent aux ramifications présentes sur le sous-réseau. Les positions des
défauts sont ensuite envoyées au maître R2 comme le montre les figures 4.30 et 4.31 (bas). Le
premier pic à une distance de 18 m correspond au trajet direct de R1 à R2 (somme des longueurs
des branches lB′2=5m, lB2=8 m, lB′1=5 m). Les autres pics correspondent aux trajets multiples du
signal suite aux multiples réflexions ; Même constatation pour le réflectomètre R3 à 23 m.















Localisation d’un défaut non franc à une distance de 21 m de R1





















FIGURE 4.30: Localisation d’un défaut non
franc à une distance de 21 m de R1 et trans-
mission de la position du défaut à R2.















Détection et localisation d’un défaut non franc à une distance de 10m






















FIGURE 4.31: Localisation d’un défaut non
franc à une distance de 10 m de R3 et trans-
mission de la position du défaut à R2.
La figure 4.32 montre le réflectogramme obtenu par le réflectomètre maître R2. Il détecte le
défaut non franc à une distance 12 m pour différentes variations de l’impédance par rapport à
l’impédance caractéristique ∆Zc. On note que dans notre cas d’étude ∆Zc = 20%. Basée sur sa
propre information et celle envoyée par ses esclaves R1 et R3, le maître R2 localise le défaut sur
la branche B3 comme le montre le tableau 4.11.
On s’intéresse maintenant au sous-réseau SR2. De la même façon, le tableau 4.12 montre que
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FIGURE 4.32: Détection et localisation du défaut non franc pour différentes valeurs de ∆Zc .
Réflectomètre Information disponible Branches ambiguës
R1 21 {B3,B′2 }
R2 12 {B3, B2 }
R3 10 {B3, B4}
TABLE 4.11: R2 : Localisation du défaut sur la branche B3.
R4 et R6 sont ses deux esclaves.
i = 4 i = 5 i = 6
DRi 54 64 64
JRi 5 4 5
wRi 270 256 320
TABLE 4.12: Calcul du poids des réflectomètres dans SR2.
Dans ce cas, il est évident que les esclaves R4 et R5 n’arrivent pas à détecter le défaut non
franc sur la branche B3 parce que cette dernière n’est tout simplement pas diagnostiquée par les
esclaves comme le montre le tableau 4.13. Cependant, le réflectomètre maître R5 peut détecter la
présence du défaut non franc à une distance de 47 m comme le montre la figure 4.33.




















TABLE 4.13: Branches diagnostiquées par les réflectomètres R4, R5 et R6.
La figure 4.33 montre le réflectogramme obtenu par le maître R5. Les premiers pics négatifs
aux distances 5 m, 13 m, 23 m et 39 m représentent les jonctions, les autres pics sont des
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Détection et localisation d’un défaut 
non franc à une distance de 47 m
FIGURE 4.33: Détection et localisation d’un défaut non franc à une distance de 47 m de R5 .
allers-retours du signal entre les jonctions et enfin le pic détecté à une distance de 47 m représente
le défaut non franc présent sur la branche B3.
On considère maintenant l’apparition d’un deuxième défaut non franc sur la branche B1
comme décrit auparavant. Pour cela, on va s’intéresser uniquement au SR1 puisque la branche B1
n’appartient pas à la liste des branches diagnostiquées dans SR2 comme le montre le tableau 4.13.
Les figures 4.34 et 4.35 montrent le réflectogramme obtenu par les esclaves R1 et R3. Le défaut
non franc est détecté à une distance de 8 m et 29 m de R1 et R3 comme illustré par les pics de
faible amplitude à ces distances. Les autres pics représentés par des pics négatifs correspondent
aux ramifications dans le sous-réseau.




















Défaut non franc sur B1
Défaut non franc sur B3
FIGURE 4.34: Localisation d’un défaut non franc
à une distance de 8 m de R1.



















Défaut non franc sur B3
Défaut non franc sur B1
FIGURE 4.35: Localisation d’un défaut non franc
à une distance de 29 m de R3.
La figure 4.36 montre le réflectogramme obtenu par le réflectomètre maître R2. Il détecte le
défaut non franc à une distance de 16 m. Basé sur sa propre information et celle envoyée par ses
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Défaut non franc sur B1
Défaut non franc sur B3
FIGURE 4.36: Détection et localisation d’un défaut non franc à une distance de 16 m de R2 .
Réflectomètre Information disponible Branches ambiguës
R1 8 {B1,B2 }
R2 16 {B3, B2, B1, B′1 }
R3 29 {B4, B1, B′1}
TABLE 4.14: R2 : Localisation du défaut sur la branche B1.
On remarque que grâce au regroupement des réflectomètres, nous avons réussi à localiser
le défaut non franc sur la branche B1 sans ambiguïté. Ceci n’était pas possible dans le cas
sans regroupement comme montré auparavant. Nous avons aussi réussi à réduire d’une façon
considérable la quantité des données à analyser par chaque réflectomètre maître puisqu’on est
passé de 6 données à 3 données par cycle à analyser.
On considère maintenant la présence d’un circuit ouvert sur la branche B6 à une distance de 5
m du point R5. En respectant le scénario décrit auparavant, l’esclave R4 détecte le défaut à une
distance de 18 m. De la même façon, l’esclave R6 détecte le défaut à une distance de 10 m. Le
maître R5 détecte le même défaut à une distance de 10 m mais ne sait pas si le défaut existe sur
la branche B6 ou la branche B5, il attend donc la confirmation de ses esclaves. Cependant, il va
recevoir uniquement les données de R4 puisque les données de R6 ne peuvent pas parcourir la
branche défectueuse B6 à cause du circuit ouvert. Donc, après un certain délai d’attente (relancer
l’esclave R6), le maître va conclure qu’il existe un problème par rapport à son esclave R6 puisqu’il
ne reçoit plus ses paquets. Donc, il va se contenter des informations reçues par l’esclave R4. Pour
ce dernier, les branches ambiguës sont B6 et B′5. Donc, le maître peut conclure que le défaut existe
sur la branche B6. Ceci justifie bien le fait qu’il ne réussisse plus à communiquer avec son esclave
R6.
La fusion des réflectomètres est une solution novatrice dans le domaine de la réflectométrie.
Ceci peut être réalisé grâce à l’utilisation d’un signal porteur d’information. La fusion des réflecto-
mètres permet la centralisation de l’information et facilite ainsi la prise de décision. Cette nouvelle
stratégie a fait l’objet d’une publication internationale [33]. De plus, la mise en place d’une straté-
gie de regroupement des réflectomètres permet de réduire la quantité d’information à analyser par
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les réflectomètres et réduire ainsi le temps de calcul et de prise de décision. Le regroupement per-
met aussi de réduire le risque de perte d’information suite à l’augmentation du taux d’erreur binaire
ou l’isolement du réflectomètre maître (coupure d’une branche). En revanche, la communication
permet la centralisation de l’information liée à la position d’un défaut à condition qu’un certain
seuil de sévérité du défaut soit respecté. En effet, les méthodes de correction d’erreur implémen-
tées ne sont plus capables de corriger les erreurs liées à la défaillance du support de transmission
lorsque le taux d’erreur devient important (TEB>13%). Dans ce cas, il est peut être plus intéressant
d’exploiter d’autres méthodes de correction des erreurs plus robustes que le code de Hamming.
Conclusion
Dans ce chapitre, nous avons intégré la communication entre les réflectomètres distribués
dans un réseau complexe pour la transmission et la centralisation de l’information. Dans un
premier temps, nous avons introduit les méthodes d’accès multiples permettant l’élimination de
l’interférence entre les signaux de réflectométrie. Dans ce contexte, nous avons introduit une
nouvelle méthode d’allocation distribuée des sous-porteuses qui a fait l’objet d’un dépôt de brevet.
Cette méthode assure que tous les réflectomètres aient la même perspective du réseau.
Dans un deuxième temps, nous avons présenté une nouvelle stratégie de diagnostic basée
non seulement sur la partie réfléchie du signal mais aussi sur la partie transmise. Nous avons
montré que la partie transmise du signal permettait de pré-localiser un défaut par le calcul du taux
d’erreur binaire. Cette nouvelle stratégie de réflectométrie a fait l’objet d’une communication
internationale [22] et d’une publication dans une revue [23].
Plus loin, l’utilisation d’un signal porteur d’information, nous a permis de mettre en place une
nouvelle stratégie basée sur la fusion des réflectomètres pour la transmission et la centralisation de
l’information. Pour cela, nous avons mis en place un protocole de communication maître/esclave et
nous avons développé un algorithme de détection et de localisation d’un défaut afin d’automatiser
la procédure. Nous avons proposé aussi de regrouper les réflectomètres afin de réduire d’une
part la quantité d’information traitée par chaque maître et d’augmenter d’autre part la fiabilité du
diagnostic. Cette stratégie a fait aussi l’objet d’une communication internationale [33].
Cependant, malgré la maturité de la plupart des méthodes de diagnostic existantes et celles
développées au cours de notre étude, il existe des paramètres d’influence sur la mesure de réflecto-
métrie. En effet, ces paramètres peuvent être liés aux conditions d’utilisation telles que l’environ-
nement d’opération, les caractéristiques intrinsèques du câble, la fiabilité des réflectomètres, etc.
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M algré la maturité de la plupart des méthodes de réflectométrie à détecter et localiser un ouplusieurs défauts sur le réseau, la présence des facteurs d’influence internes ou externes aux
câbles sur la mesure de réflectométrie peut dégrader la fiabilité du diagnostic et fausser ainsi la
décision prise sur la localisation du défaut et par suite les interventions planifiées pour y remédier.
L’objectif de ce chapitre est d’évaluer la fiabilité du diagnostic dans un réseau simple ou
complexe sous les contraintes opérationnelles d’utilisation (environnement, caractéristiques du
câble, fiabilité des réflectomètres, etc.).
Pour cela, nous proposons dans la première section d’identifier les facteurs d’influence sur la
mesure de réflectométrie. Dans la deuxième section, nous proposons d’utiliser les réseaux bayé-
siens pour étudier l’impact des différents facteurs sur la fiabilité du résultat du diagnostic. Dans
la troisième section, nous proposons d’élargir notre étude dans le cas d’un réseau complexe où
plusieurs réflectomètres sont placés à différents points du réseau (diagnostic distribué). Pour cela,
nous utilisons la fusion des données obtenues par les différents réflectomètres (diagnostic local)
pour faciliter ainsi la prise de décision sur la localisation du défaut dans la phase du diagnostic
global.
5.1 Identification des facteurs d’influence sur la mesure de
réflectométrie
Dans cette section, nous proposons d’identifier dans un premier temps les facteurs d’influence
sur la mesure de réflectométrie. Ensuite, nous proposons d’étudier les effets des facteurs sélec-
tionnés soit par expérimentation soit par simulation. Cette étude nous permettra de justifier les
relations établies entre les différents paramètres lors de la modélisation du diagnostic que nous
allons effectuer dans la deuxième section de ce chapitre.
Dans notre étude, nous proposons de classer les facteurs d’influence en sous-classes de la
façon suivante : environnement du câble, caractéristiques du câble, perturbations dues au câble,
effets des perturbations, caractéristiques du réflectomètre et procédure de réflectométrie. Chaque
sous-classe possède ses propres paramètres d’influence comme le montre la figure 5.1.
5.1.1 Environnement du câble
Quels que soient leurs environnements d’opération, les câbles font souvent face à des
conditions agressives. Le tableau 1.2 présenté dans le premier chapitre de ce manuscrit montre
les différents facteurs affectant l’isolation des câbles. En effet, l’exposition à long terme du câble
à un stress thermique (température maximale, température minimale, cycle de température),
un stress mécanique (flexion, vibration, compression, torsion, etc.) ou même la pénétration de
l’humidité peuvent faire varier les propriétés intrinsèques d’un câble. Négliger ces variations
pourrait entraîner un changement dans le comportement de la procédure de réflectométrie et par
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FIGURE 5.1: Classification des facteurs d’influence sur la mesure de réflectométrie.
du stress mécanique et de la pénétration de l’humidité sur le réseau de câbles [1, 2], nous avons
fait le choix de ne considérer que le stress thermique qui concerne trois facteurs d’influence :
température maximale, température minimale et cycle de température.
5.1.1.1 Effet de l’augmentation de la température opérationnelle
Nous proposons maintenant d’étudier l’effet de l’augmentation de la température opération-
nelle du câble sur la mesure de réflectométrie. La température opérationnelle fait partie de la plage
de températures d’utilisation du câble conseillée par le constructeur du câble. Dans cette expé-
rimentation, nous proposons de faire augmenter la température autour du câble en partant de la
température ambiante jusqu’à atteindre la température maximale tolérée sans la dépasser. Pour
réaliser cette expérimentation, nous avons utilisé les appareils suivants comme le montre la figure
5.2 :
– une étuve permettant le contrôle de la température.
– un PC doté d’un programme développé sous l’environnement LabVIEW pour le pilotage de
toute la chaîne d’acquisition. L’acquisition des mesures se fait chaque 5 minutes (min).
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– un analyseur de réseaux pour l’injection des signaux de test et la réception des signaux
réfléchis.
– un câble coaxial de type RG-58/U, d’impédance caractéristique Zc = 50Ω, de vitesse
de propagation de 69.5% de la célérité de la lumière et d’une longueur de 3 m. Le câble
se termine par un défaut franc de type circuit ouvert. Il est important de signaler que la
température opérationnelle du câble choisi est entre -40 ◦C à 85 ◦C.
FIGURE 5.2: Illustration des appareils utilisés dans l’expérimentation.
La figure 5.3 décrit l’évolution de la température (en ◦C) en fonction du temps (en mn).
Au démarrage de l’expérimentation, la température ambiante de l’étuve est égale à 20◦C. Nous
effectuons des pas de 10◦C jusqu’à atteindre 90◦C. En effet, nous avons fait le choix de dépasser
légèrement la température maximale (85◦C) de 5◦C, pour supprimer la zone de sécurité générale-
ment prise en considération par le constructeur. L’expérimentation a été réalisée au cours d’une
journée de 9h00 à 16h00.
La figure 5.4 montre, sur un diagramme amplitude-distance, la position du pic du circuit ouvert
en fonction de l’évolution de la température. On peut remarquer que le pic du circuit ouvert se
déplace de sa position initiale égale à 3.016 m lorsque la température est de 20◦C vers la gauche
jusqu’à atteindre 2.967 m lorsque la température est de 90◦C.
Le déplacement de la position du défaut est dû à la variation de la vitesse de propagation du
câble qui se justifie par la variation des paramètres linéiques du câble, en particulier les paramètres





où c, la célérité de la lumière (' 3.108), r, la constante diélectrique relative et µr=1, la perméa-
bilité magnétique relative. La variation de la vitesse de propagation vp dépend directement de la
variation de la constante diélectrique relative r. En effet, le diélectrique peut changer d’état suite
à l’augmentation de la température (ramollissement, par exemple), ce qui entraîne la variation de
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FIGURE 5.3: Augmentation de la température opérationnelle en fonction du temps.




























FIGURE 5.4: Variation de la vitesse de propa-
gation en fonction de la température opération-
nelle.
















FIGURE 5.5: Perte en précision de localisation
du pic en fonction de la température opération-
nelle.
La figure 5.5 montre l’évolution de la perte en précision de la localisation du pic en fonction de
la température (en ◦C). Elle est calculée par la différence entre la position du pic à la température T
où T ∈ [30◦C,90◦C] et la position initiale du pic à la température ambiante T=20◦C. On remarque
que plus la température est élevée, plus la perte en précision est importante.
La figure 5.6 montre le déplacement du pic du circuit ouvert entre le début de l’expérimentation
(T=20◦C) et la fin de l’expérimentation (T=90◦C). Il est important de signaler que la dernière
mesure à T=90◦C a été prise lorsque le câble est encore sous stress thermique. A la température
maximale, on peut remarquer l’apparition des premiers signes de faiblesses qui se traduisent
par l’apparition d’un pic de très faible amplitude à environ 50 cm de l’entrée de la ligne. Cette
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réflexion a entraîné aussi l’atténuation en amplitude du pic de fin du câble passant de 0.8394
V à T=20◦C à 0.8354 V à T=90◦C. La figure 5.7 compare les mesures effectuées au début de
l’expérimentation et après refroidissement du câble (retour à la température ambiante). On peut
remarquer que le câble a repris son état initial (neuf). La petite réflexion repérée à 50 cm dans la
figure 5.6 n’est plus présente. Ceci indique le retour du diélectrique à sa forme initiale. En effet,
on ne peut pas parler d’un vieillissement du câble dans ce cas.























Apparition des premiers signes de faiblesse
FIGURE 5.6: Apparition des premiers signes de
faiblesse à 90 ◦C.






















FIGURE 5.7: État du câble après refroidisse-
ment.
Pour conclure, l’augmentation de la température opérationnelle entraîne la variation de la vi-
tesse de propagation. Cependant, elle n’entraîne pas le vieillissement du câble à court terme.
5.1.1.2 Effet du dépassement de la température maximale
Nous proposons maintenant de dépasser les limites fonctionnelles du câble conseillées par son
constructeur. Ceci revient à dépasser largement la température maximale du câble en passant de la
température ambiante de 21◦C à 100◦C (cette montée a pris environ 26 mn après démarrage de
l’étuve et lancement du programme). Ensuite, chaque 60 mn la température augmente par pas de
10◦C jusqu’à 150 ◦C. La figure 5.8 illustre le déplacement de la position du circuit ouvert vers la
gauche qui se traduit, comme nous l’avons expliqué précédemment, par la variation de la vitesse
de propagation. On peut remarquer que la variation à haute température (à partir de 100 ◦C) est
beaucoup plus rapide que lorsqu’on était dans la plage de températures opérationnelles du câble.
En analysant la courbe représentant l’évolution de la perte en précision dans la figure 5.9, on peut
remarquer que la pente est plus rapide entre les températures 100◦C et 110◦C.
Pour comprendre ce qui se passe au niveau de l’état du câble à ces températures, nous
proposons de regarder l’intégralité du réflectogramme depuis le point d’injection à la fin du câble
comme le montre la figure 5.10. On peut remarquer l’apparition de plusieurs zones de faiblesse
sur le câble justifiant notre constat. En effet, les multiples réflexions dues à la présence des défauts
non francs accélèrent l’atténuation en amplitude du pic du circuit ouvert ainsi que la variation de
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FIGURE 5.8: Variation de la vitesse de propa-
gation en fonction de la température non opéra-
tionnelle.






















FIGURE 5.9: Perte en précision de localisation
en fonction de la température non opération-
nelle.
défaut non franc à une distance d’environ 50 cm de l’entrée du câble ne tarde pas à virer vers un
défaut franc de type court-circuit. Le câble devient ainsi non fonctionnel puisqu’il ne permet plus
la transmission de l’information à cause de la présence du court-circuit.























FIGURE 5.10: Apparition de différentes zones
de faiblesses sur le câble.























FIGURE 5.11: Apparition d’un court-circuit sur
le câble.
Pour conclure, un dépassement de la température opérationnelle contribue à la dégradation
de l’isolant allant d’un simple ramollissement à la fusion totale. Cette dernière est traduite par
l’apparition d’un court-circuit à cause de la mise en connexion de deux conducteurs du câble, ce
qui conduit à la fin de vie prématurée d’un câble (plus précisément de son isolant). Pour plus de
détails, on peut consulter [5]. Par suite, lorsque le câble a été déjà soumis à un dépassement de
sa température opérationnelle, on peut conclure que ce dernier présente des signes de faiblesse
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majeure qui l’empêchent de fonctionner efficacement.
5.1.1.3 Effet des cycles de température
Nous proposons maintenant d’étudier l’effet du cycle de température sur la mesure de réflec-
tométrie. Pour cela, des essais de vieillissement accéléré ont été effectués sur un câble RG58-U
à une température de 90◦C, durant 2 mois avec des cycles de chauffage et de refroidissement
tous les jours. Le déroulement de l’expérimentation se passe comme le montre la figure 5.12. Il
y a deux phases : une phase d’augmentation de température de 30◦C à 90◦ avec un pas de 15◦C
pendant 120 mn et une phase de maintien de température à 90◦C pendant 300 mn.
FIGURE 5.12: Cycle de température effectué chaque jour (pendant 2 mois).
En effet, l’apparition du vieillissement dépend de deux facteurs complémentaires qui sont
la température d’utilisation du câble et l’âge du câble. Dans l’expérimentation que nous avons
effectuée, la température d’utilisation est égale à 90◦C. L’âge du câble peut être mesuré par le
nombre de cycles de température effectués par le câble depuis sa mise en service. Il existe des
travaux qui mesurent l’âge du câble en nombre d’heures de vieillissement. A titre d’exemple, nous
étudions le vieillissement effectué sur un échantillon de câble XLPE Union Carbide 4201 dans
[4]. Dans ce cas, quatre cycles de température ont été considérés allant de 80◦C à 140◦C pendant
5000 heures. Des mesures sur le facteur de pertes diélectriques sont réalisées chaque 500 heures.
Ici, le facteur de pertes de diélectrique permet d’indiquer la perte en capacité du diélectrique à
isoler les conducteurs dans le câble d’énergie. Donc, plus le facteur de pertes diélectriques est
important, plus l’isolation est dégradée. La figure 5.13 montre l’évolution du facteur de pertes
diélectriques en fonction de la durée du vieillissement (en heures).
On peut remarquer que le facteur de pertes diélectriques (figure 5.13) présente de faibles
variations lorsque la température d’utilisation est égale à 80◦C ou 100◦C. Par contre, lorsqu’elle
devient égale à 120◦C ou 140◦C, le facteur de pertes diélectriques à court terme (dans les première
500 h), ne présente pas une évolution particulière. Cependant, dans la deuxième mesure effectuée
à 1000 h, le facteur de pertes diélectriques augmente très rapidement indiquant le vieillissement
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FIGURE 5.13: Évolution du facteur de pertes diélectriques en fonction de la durée du vieillissement
(en heures) [4].
qui sont l’âge du câble et la température d’utilisation.
Revenons à notre expérimentation décrite par la figure 5.12. La figure 5.14 montre la
position du circuit ouvert au début et à la fin de l’expérimentation (après deux mois). On peut
remarquer que la position du pic indiquant la fin de la ligne s’est déplacée vers la gauche passant
de 3.068 m à 3.054 m. Le vieillissement du câble a impliqué une variation de la vitesse de
propagation dans le câble. Il est important de souligner que les mesures illustrées sont effectuées
après refroidissement du câble et que le câble n’a pas été déplacé tout au long de l’expérimentation.

















Début de l’expérimentation Fin de l’expérimentation
FIGURE 5.14: Variation de la vitesse de propagation entre l’état d’un câble neuf et d’un câble
vieilli.
Pour conclure, le vieillissement des câbles est traduit par une variation des paramètres pri-
maires et, par suite, secondaires du câble. De plus, le stress thermique par cycles de température
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est l’une des causes majeures du vieillissement du câble affectant considérablement les propriétés
du matériau. Pour plus de détails dans ce contexte, on peut consulter [3].
5.1.1.4 Effet de diminution de la température
Après avoir étudié l’effet de l’augmentation de la température, la température maximale et
le cycle de température sur la mesure de réflectométrie, nous proposons maintenant d’étudier la
diminution de la température. Pour cela, nous avons mis en place une nouvelle expérimentation
(figure 5.15). Au démarrage de l’expérimentation, la température ambiante est passée de 30◦C
jusqu’à atteindre -60◦C avec un pas de -15◦C chaque 60 mn.
FIGURE 5.15: Diminution de la température en fonction du temps.
La figure 5.16 montre le réflectogramme obtenu en fonction de la diminution de la température
passant de 30◦C à -60◦C. On peut remarquer qu’il n’y a pas eu de changement dans l’allure du
réflectogramme. Cela permet de déduire que la diminution de la température n’affecte pas la
précision de mesure puisqu’il n’y a pas eu un déplacement de la position du circuit ouvert comme
dans le cas lors d’une augmentation de température. Cependant, la figure 5.17 montre qu’il y a eu
une légère augmentation de l’amplitude du pic du circuit ouvert en fonction de la diminution de la
température. Il existe également un léger décalage en distance estimée.
La plupart des expérimentations (diminution de la température, dépassement de la température
maximale et augmentation de la température opérationnelle) ont été répétées au moins trois fois sur
le même type de câble RG58-U de même longueur 3 m. Les mêmes constations ont été effectuées
dans chacun des cas. Après avoir étudié l’effet du stress thermique, nous proposons maintenant de
définir les paramètres d’influence liés aux caractéristiques du câble.
5.1.2 Perturbations dues aux caractéristiques du câble et leurs effets
Les perturbations sont d’origines différentes, principalement dues aux caractéristiques propres
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FIGURE 5.16: Réflectogramme observé en fonc-
tion de la diminution de la température.



























FIGURE 5.17: Zoom sur l’amplitude du circuit
ouvert.
un impact propre sur la mesure de réflectométrie que nous allons présenter maintenant.
5.1.2.1 Effet de l’augmentation du bruit thermique dans le câble
En pratique, les signaux sont généralement mélangés à du bruit d’origines différentes mais,
essentiellement thermiques appelé bruit thermique. Il est le résultat de l’agitation des électrons des
conducteurs sous l’action de la température. La densité de puissance de ce bruit est constante avec
la fréquence (bruit blanc) et peut être donnée en décibels watt (dBW) par la relation suivante :
N = 10 log(kTB). (5.2)
où k, la constante de Boltzmann (k = 1.38e−23 en J/K), T , la température du conducteur (en
kelvins K) et B, la bande passante (Hz). L’expression de l’équation (5.2) montre que l’augmenta-
tion de la température ou de la bande passante du câble entraîne l’augmentation de la densité de
puissance du bruit sur le canal.
Pour vérifier l’effet du bruit sur la mesure de réflectométrie, nous avons simulé un réseau
complexe (bus CAN) avec un défaut non franc à 14 m (après trois jonctions) du point d’in-
jection. Nous avons considéré deux cas : un premier cas avec un réseau idéal sans bruit et un
deuxième cas avec la présence d’un bruit blanc (SNR=5 dB). Dans la figure 5.18 (cas sans
bruit), nous avons réussi à détecter le défaut non franc grâce au premier pic localisé à 13.87
m du point d’injection. Cependant, dans la figure 5.19, on peut remarquer que le défaut non
franc est complètement noyé dans le bruit à cause de sa faible amplitude par rapport à celle du
bruit. Pour conclure, la présence du bruit thermique agit directement sur la construction du ré-
flectogramme d’une part et sur la détection du défaut d’autre part comme le confirme la figure 5.19.
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Différence de mesure entre l’état défecteux et sain du réseau
FIGURE 5.18: Réflectogramme d’un réseau
complexe sans présence de bruit.





























Différence de mesure entre l’état défectueux et sain du réseau
FIGURE 5.19: Réflectogramme d’un réseau
complexe avec présence de bruit blanc.
5.1.2.2 Effet de l’apparition de diaphonie
Lorsque les câbles sont placés les uns à côté des autres dans un toron de câbles, ils sont le siège
de phénomènes de couplage électromagnétique surtout lorsqu’ils sont non blindés. En effet, quand
un signal se propage dans un conducteur du toron, des signaux sont induits sur les conducteurs
voisins (victimes). Ce phénomène s’appelle la diaphonie [6].
La figure 5.20 illustre l’effet du phénomène de diaphonie sur la mesure de réflectométrie par
simulation. On peut remarquer que l’adjonction du deuxième câble entraîne une dispersion du
signal à l’extrémité de la ligne. Cette dispersion est due à la superposition de deux impulsions se
propageant à des vitesses différentes. Elles sont plus lisibles lorsque la distance séparant les deux
câbles est plus faible (ici, d=5 mm) [6]. En pratique, la diaphonie peut introduire aussi l’apparition
d’artefacts (comme des lobes secondaires) sur le réflectogramme. Ces artefacts peuvent fausser le
résultat du diagnostic qui peut conclure à un défaut non franc.
5.1.2.3 Effet de l’élimination de l’interférence
L’apparition des artefacts peut être due aussi à l’annulation des bandes fréquentielles sur le si-
gnal de test afin d’éliminer l’interférence. Nous rappelons que l’interférence est due à la présence
simultanée de plusieurs signaux soit sur la même bande fréquentielle soit sur des bandes fréquen-
tielles adjacentes (fuite spectrale). En effet, les signaux sont rarement bornés en fréquence. Pour
limiter les fuites spectrales, un filtrage efficace est nécessaire (fenêtre rectangulaire [7], fenêtre
de Hamming [8], etc.). Le problème d’interférence entre les signaux est essentiellement rencontré
dans le diagnostic en ligne où les signaux de réflectométrie doivent cohabiter avec les signaux
utiles du câble comme nous l’avons expliqué dans les chapitres précédents. En effet, plus l’inter-
férence est importante, plus l’annulation des bandes interdites est importante, plus l’apparition des
artefacts est gênante comme le montre la figure 2.11 du chapitre 2 de ce manuscrit. Par ailleurs, le
fait d’annuler des bandes fréquentielles sur le signal de test entraînera la réduction de l’amplitude
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FIGURE 5.20: Réflectogrammes obtenus à l’entrée d’un câble isolé et en présence d’un deuxième
câble à une distance de 5 mm et 8 mm [6].
5.1.2.4 Effet du bruit électromagnétique
L’apparition du bruit électromagnétique peut être due à la présence de sources perturbatrices à
proximité du câble (i.e. une antenne). Pour mesurer l’effet du bruit sur la mesure de réflectométrie,
nous avons simulé la présence de sources émettrices d’un signal chirp d’amplitude 0.01 V
sur la bande fréquentielle entre 140 MHz et 200 MHz. Pour cela, nous avons considéré une
ligne de transmission de longueur 5.20 m sur laquelle nous avons déposé différentes sources de
perturbation. Nous avons placé une source à 10 cm de chaque extrémité de la ligne et ensuite une
source par mètre linéaire (6 sources au total). La fréquence d’injection du signal de test (impulsion
gaussienne) est 1 GHz et l’amplitude est égale à 1 V. La figure 5.21 montre le réflectogramme
obtenu en présence d’un bruit électromagnétique.


















Mesure avec bruit EM
Mesure sans bruit EM
Apparition des artefacts
FIGURE 5.21: Apparition des artefacts suite à l’augmentation du bruit électromagnétique.
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On peut remarquer l’apparition d’artefacts sur le réflectogramme suite à la présence de dif-
férentes sources de perturbation électromagnétique sur le câble. Ces artefacts peuvent noyer un
défaut non franc proche du pic du circuit ouvert formant ainsi une zone aveugle sur laquelle la
détection d’un défaut non franc est généralement impossible.
5.1.2.5 Autres sources de perturbations
L’atténuation et la dispersion constituent les limites de la méthode de réflectométrie. L’origine
de l’apparition de ces deux phénomènes n’est pas limitée aux perturbations décrites auparavant
(bruit thermique ou électromagnétique, interférence et diaphonie) mais peut être due à d’autres
facteurs liés aux caractéristiques intrinsèques du câble. En effet, l’atténuation est liée aussi à la
résistance linéique du câble (pertes par effet joules) qui augmente avec la fréquence, plus la bande
passante est large (impulsion étroite), plus l’atténuation est importante [9]. Elle augmente aussi
avec la distance parcourue (longueur du câble). De son côté, la dispersion est due au fait que les
composantes en haute fréquence du signal se propagent à plus grande vitesse que celles en basse
fréquence. La dispersion du signal peut introduire ainsi une perte en précision de localisation du
défaut [10].
5.1.3 Caractéristiques du réflectomètre
Les efforts des industriels à mettre au point un réflectomètre capable de fournir une bonne
capacité de détection et de localisation d’une désadaptation sur le réseau ont été récompensés.
En effet, la plupart des appareils existants promettent une portée maximale de 20 km pour une
impulsion de 20 ns et une précision de ± 0.005% de la distance parcourue soit 1 m pour 20 km.
L’intégration du réflectomètre dans une architecture embarquée doit respecter ces promesses.
Un réflectomètre fait souvent face aux mêmes agressions que le câble qu’il diagnostique telles
que le stress thermique (haute température), mécanique (vibration), électrique (forte tension) et
même la pénétration d’humidité. Comme le câble, le réflectomètre peut aussi manifester des signes
de défaillance. Cette défaillance peut être traduite par un comportement anormal du réflectomètre
touchant ses principales fonctions (injection du signal de test, acquisition du signal réfléchi,
traitement et analyse de la mesure). Dans cette étude, nous allons considérer trois caractéristiques
du réflectomètre par souci de simplification telles que la fiabilité en émission, la fiabilité en
réception et la fiabilité en traitement du réflectomètre.
Lors de l’injection du signal, un réflectomètre non fiable peut injecter par exemple, une im-
pulsion gaussienne déformée (réflectométrie TDR), un signal de périodes différentes TN 6= TN+1
(réflectométrie multi-porteuse), un signal en dehors de sa bande fréquentielle, etc. Un réflectomètre
non fiable peut tout simplement ne pas injecter de signal de test. Par suite, la non réception d’un
signal réfléchi est interprétée comme une absence de désadaptation sur le câble. La modification
des propriétés du signal de test peut ainsi dégrader la fiabilité du diagnostic. Les figures 5.22 et
5.23 montrent le diagnostic d’un câble de longueur 50 m dans le cas d’un réflectomètre fiable et
non fiable, respectivement.
Dans ce cas, le manque de fiabilité du réflectomètre réside dans la variation inappropriée de la
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FIGURE 5.22: Diagnostic d’un câble avec un ré-
flectomètre fiable.

























FIGURE 5.23: Diagnostic d’un câble avec un ré-
flectomètre non fiable.
non fiable, on n’arrive plus à détecter et localiser le défaut franc (circuit ouvert et court-circuit à
la fin du câble). Pour conclure, la fiabilité en émission d’un réflectomètre est primordiale pour
garantir une détection et localisation de la désadaptation sur le câble avec précision.
De la même façon, même si la fonction d’injection du signal a été bien effectuée par le
réflectomètre, le fait qu’il soit incapable d’acquérir le signal réfléchi à des instants précis et
conserver ses propriétés peut entraîner la dégradation de la fiabilité du diagnostic. La fonction
de traitement est aussi importante dans la procédure du diagnostic par exemple, une mauvaise
corrélation entre le signal de test et le signal réfléchi entraîne une mauvaise construction du
réflectogramme et par suite une mauvaise interprétation du pic (identification des pics, localisation
des défauts, etc.).
Une des principales caractéristiques des effets identifiés plus haut c’est qu’ils sont entachés
d’incertitude. Il est donc important de pouvoir modéliser ces incertitudes et d’avoir des outils de
modélisation adéquats. Les réseaux bayésiens sont considérés comme des outils intéressants et fa-
cilement intégrables. La section suivante présente la modélisation du diagnostic d’un réflectomètre
par les réseaux bayésiens.
5.2 Modélisation du diagnostic d’un réflectomètre par Réseaux
Bayésiens
Après avoir déterminé les facteurs d’influence sur la fiabilité du diagnostic, nous proposons
maintenant de modéliser ces connaissances dans un réseau bayésien. Pour cela, nous devons définir
les variables d’intérêt ainsi que les modalités de chaque variable. Nous présentons brièvement la
notion de réseau bayésien et argumentons sur le choix de cette technique.
5.2 Modélisation du diagnostic d’un réflectomètre par Réseaux Bayésiens








5.2.1 Introduction des Réseaux Bayésiens
Dans cette étude, nous avons fait le choix d’utiliser les réseaux bayésiens pour leur capacité
à rassembler et fusionner des connaissances issues de sources “mixtes” telles que : le retour
d’expérience, l’expertise (probabilités “subjectives”, des statistiques, des équations, etc.) et les
observations. Ces connaissances sont représentées explicitement par un graphe orienté facile à
interpréter. La propagation de ces connaissances permet par suite d’évaluer un résultat, de prévoir
le comportement d’un système, de diagnostiquer les causes d’un phénomène observé ou même de
prendre une décision.
Nous avons vu dans la section précédente que la collecte des connaissances concernant les
paramètres d’influence et leurs relations de causalité a été établie en se basant sur des sources
différentes telles que les observations issues d’expérimentations ou de simulations, des équations,
avis d’experts (personnes de l’équipe travaillant sur la thématique du traitement du signal et
précisément la réflectométrie), etc. Dans notre étude, nous nous sommes aussi confrontés à des
données incomplètes ou parfois inconnues liées à la fiabilité des réflectomètres, par exemple. Cette
diversité de sources d’informations ainsi que la représentation intuitive des connaissances justifient
notre choix d’utiliser le réseau bayésien plutôt que les autres méthodes d’IRD (Incertitude, Risque
et Décision). Dans notre choix, nous nous sommes basés aussi le tableau 5.1 qui montre les
avantages des réseaux bayésiens par rapport aux autres méthodes d’IRD. On peut consulter [11]
pour plus de détails.
Analyse Réseaux Arbres Systèmes Réseaux




Données seulement + ++ + +
Mixte + + + ++
Incrémental + ++
Généralisation + ++ + +




Lisibilité + + + ++
Facilité + ++
Homogénéité ++
TABLE 5.1: Avantages comparatifs des réseaux Bayésiens [12].
Après avoir justifié le choix des réseaux bayésiens dans notre démarche, nous proposons d’en
présenter brièvement leur principe. Un réseau bayésien est défini par un modèle graphique orienté
sans cycle (Directed Acyclic Graph ou DAG) noté G = (V,E) où V = {V1, V2, · · · , Vi, · · · , Vn}
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G est une variable d’intérêt qui représente une connaissance. Chaque arc orienté représente
un lien de dépendance directe (généralement, un lien de causalité). Ainsi, un arc allant de la
variable C(Vi) (ascendant ou parent) à une variable Vi (descendant ou enfant) exprimera le fait
que toute connaissance sur C(Vi) peut modifier la connaissance sur Vi, et réciproquement, toute
connaissance sur Vi peut modifier la connaissance sur C(Vi) [12]. A chaque nœud Vi appartenant
à l’ensemble V du graphe G est associé une table de probabilités conditionnelles permettant
de quantifier l’effet du ou des nœuds ascendants C(Vi) sur ce nœud. Lorsque le nœud est sans
ascendant (nœud racine), les probabilités ne sont plus conditionnelles mais a priori [11, 13, 14, 15].
La probabilité conjointe des nœuds du graphe est donnée par l’équation suivante [12] :
P (V1, V2, · · · , Vn) =
n∏
i=1
P (Vi|C(Vi)) . (5.3)
où C(Vi) est l’ensemble des parents de Vi dans le graphe G ; chaque nœud Vi pouvant prendre
un certain nombre de modalités. Cela évite de devoir faire appel à des outils de probabilité trop
poussés [11].
A titre d’exemple, nous prenons le cas de deux variables discrètes multinomiales X et Y où
(x1, x2, · · · , xn) représente le vecteur des modalités de X de dimension n et (y1, y2, · · · , ym)
représentent le vecteur des modalités de Y de dimension m. Nous considérons que X est
l’ascendant de Y , ce qui nous permet de dresser un arc allant de X vers Y et remplir la table de
probabilités conditionnelles de Y comme illustré par le tableau 5.2.
Y
X y1 y2 · · · yn
x1 P (y1|x1) P (y2|x1) · · · P (ym|x1)
x2 P (y1|x2) P (y2|x2) · · · P (ym|x2)
...
...
... . . .
...
xn P (y1|xn) P (y2|xn) · · · P (ym|xn)
TABLE 5.2: Table de probabilités conditionnelles entre deux nœuds discrets.
Le tableau 5.2 montre la table de probabilités conditionnelles entre deux nœuds discrets X
et Y . On peut remarquer que la taille de la table de probabilités (autrement dit le nombre de
probabilités conditionnelles à saisir) est égale au produit de la dimension du nœud parent X et
celle du nœud enfant Y , c’est-à-dire, (n ×m). On peut remarquer également que plus le nombre
de modalités des nœuds est important, plus la taille de la table devient importante. Ceci est l’un
des problèmes majeurs de l’utilisation des réseaux bayésiens. Pour plus de détails sur le principe
des réseaux bayésiens et leur domaine d’application, on peut consulter [11, 16].
Nous passons maintenant à la définition des variables d’intérêt et de leurs modalités pour dé-
velopper le modèle de réseau bayésien.
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5.2.2 Description des variables d’intérêt et de leurs modalités
Afin de faciliter la lecture du réseau bayésien développé, nous avons classé les différents va-
riables d’intérêt en plusieurs classes telles que les caractéristiques du réflectomètre, la procédure de
réflectométrie, le stress thermique, les caractéristiques du câble, les perturbations dues au câbles,
les effets des perturbations et les caractéristiques du défaut. Les valeurs de probabilités utilisées
dans le réseau bayésien développé sont des valeurs intuitives qui devront être affinées par la suite.
Nous utilisons systématiquement la valeur de probabilité 0.01% pour l’occurrence d’un événement
rare.
5.2.2.1 Caractéristiques du réflectomètre
La variable Fiabilité en émission notée (XFe), introduit la capacité du réflectomètre à respecter
les propriétés du signal de test selon la méthode de réflectométrie utilisée. Par exemple, un
réflectomètre fiable doit obligatoirement respecter, pour la méthode TDR, la largeur et l’amplitude
de l’impulsion gaussienne, la fréquence d’échantillonnage, etc. Le manque de fiabilité d’un
réflectomètre peut aller d’une variation d’une ou plusieurs propriété(s) du signal de test à une
indisponibilité complète du réflectomètre (ce dernier se met hors service). Ici, deux modalités sont
attribuées aux réflectomètres : Vrai et Faux. Lorsqu’on écrit P (XFe = Vrai), cela revient à déter-
miner la probabilité que le réflectomètre en question soit fiable en émission. Par contre, lorsqu’on
a P (XFe = Faux), cela revient à déterminer la probabilité que le réflectomètre soit non fiable en
émission (changement des propriétés du signal injecté, mise en hors service, etc.). Dans ce cas, on
peut aussi écrire, P (XFe = Faux) = 1− P (XFe = Vrai). La variable Fiabilité en émission forme
un nœud racine (sans ascendant), la table de probabilités contient ainsi des probabilités a priori.
En effet, la dégradation de la fiabilité d’un réflectomètre, n’est pas très fréquente dans le domaine
de la réflectométrie sous réserve que la calibration soit réalisée fréquemment (de préférence à
chaque prise de mesure). Cependant, dans le contexte d’un diagnostic embarqué, le réflectomètre
peut être placé dans des conditions environnementales extrêmes qui favorisent l’augmentation
de son risque de panne. Pour cela, nous avons fixé ces probabilités à P (XFe = Vrai) = 98% et
P (XFe = Faux) = 2%.
La deuxième variable d’intérêt Fiabilité en réception notée (XFr), introduit la capacité du
réflectomètre à recevoir le signal réfléchi et respecter ses propriétés fonctionnelles. Ici, deux
modalités sont attribuées à la variable : Vrai et Faux. Lorsqu’on écrit P (XFr = Vrai), cela revient
à déterminer la probabilité que le réflectomètre en question soit fiable en réception. Par contre,
lorsqu’on a P (XFr = Faux), cela revient à déterminer la probabilité que le réflectomètre soit non
fiable en réception. La variable Fiabilité en réception forme un nœud racine (sans ascendant), la
table de probabilités contient alors des probabilités a priori. Pour les raisons évoquées précédem-
ment, nous avons fixé ces probabilités à P (XFr = Vrai) = 98% et P (XFr = Faux) = 2%.
De la même façon, la variable d’intérêt Fiabilité en traitement notée (XFt), introduit la capacité
du réflectomètre à effectuer un traitement (corrélation, déconvolution, etc.) sur les signaux injectés
et réfléchis pour construire le réflectogramme correspondant. Ici, deux modalités sont attribuées à
la variable : Vrai et Faux. Lorsqu’on écrit P (XFt = Vrai), cela revient à déterminer la probabilité
que le réflectomètre en question soit fiable en traitement. Par contre, lorsqu’on a P (XFt = Faux),
cela revient à déterminer la probabilité que le réflectomètre soit non fiable en traitement. Comme
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racine. Les probabilités sont égales à P (XFt = Vrai) = 98% et P (XFt = Faux) = 2%.
Le tableau 5.3 résume les variables d’intérêt de la classe “Caractéristiques du réflectomètre”,
leurs notations, ainsi que les modalités attribuées à chaque variable. Les valeurs arbitraires des
probabilités seront progressivement affinées par le retour d’expérience.
Classification Variable d’intérêt Notation Modalité
Fiabilité en émission XFe Vrai/Faux
Caractéristiques du réflectomètre Fiabilité en réception XFr Vrai/Faux
Fiabilité en traitement XFt Vrai/Faux
TABLE 5.3: Description des variables de la classe “Caractéristiques du réflectomètre”.
5.2.2.2 Procédure de réflectométrie
La variable Injection du signal notée (XI) décrit la réalisation de l’étape d’injection du signal
de test. Elle comporte deux modalités : Vrai et Faux. Le degré de succès de l’étape d’injection
du signal dans la procédure de réflectométrie dépend de la fiabilité du réflectomètre en émission.
Pour cela, un lien de causalité est établi entre le nœud parent (Fiabilité en émission) et le nœud
fils (Injection du signal). On parle ainsi de probabilité conditionnelle où P (XI = Vrai|XFe)
signifie la probabilité que l’injection du signal a été effectuée sachant la fiabilité en émission du
réflectomètre. Dans le cas contraire, P (XI = Faux|XFe) signifie la probabilité que l’injection
du signal n’a pas été effectuée sachant la fiabilité en émission du réflectomètre. Rappelons que
la variable Fiabilité en émission contient deux modalités, la taille de la table de probabilité
conditionnelle est 2 × 2 = 4 cases à remplir comme le montre le tableau 5.4. On peut remarquer
que lorsque le réflectomètre n’est pas fiable en émission, il peut soit ne pas injecter un signal ou
injecter un signal incorrect. Pour cela, on inclut une incertitude totale, ce qui donne les probabilités
conditionnelles P (XI = Vrai|XFe = Faux)=50% et P (XI = Faux|XFe = Faux)=50%. Lorsque
le réflectomètre est fiable en émission, il est probable à 99.99% d’injecter un signal.
XI = Vrai XI = Faux
XFe = Vrai 99.99% 0.01%
XFe = Faux 50% 50%
TABLE 5.4: Table de probabilités conditionnelles de la variable “Injection du signal” (XI).
Nous passons maintenant à la deuxième variable de cette classe appelée Réception du signal
et notée (XR). Cette variable contient deux modalités : Vrai et Faux. Par contre, le degré de
succès de l’étape de réception du signal ne dépend pas uniquement de la fiabilité du réflectomètre
en réception, il dépend également de l’étape précédente qui est l’injection du signal. En effet,
la réception de la mesure de réflectométrie est conditionnée aussi par l’étape de l’injection du
signal sous réserve de la fiabilité en réception du réflectomètre. Un arc est ainsi établi entre les
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nœuds parents (Fiabilité en réception et Injection du signal) et le nœud fils (Réception du signal).
La probabilité conditionnelle liée à la variable Réception du signal s’exprime ainsi de la façon
suivante : P (XR|XFr, XI). La table de probabilités conditionnelles est donnée dans le tableau 5.5.
XR = Vrai XR = Faux
XFr = Vrai
XI = Vrai 99.99% 0.01%
XI = Faux 0.01% 99.99%
XFr = Faux
XI = Vrai 50% 50%
XI = Faux 0.01% 99.99%
TABLE 5.5: Table de probabilités conditionnelles de la variable “Réception du signal” (XR).
On peut remarquer que lorsque le réflectomètre est fiable, il est probable à 99.99% de recevoir
un signal réfléchi à condition d’injecter un signal de test. Nous avons fait l’hypothèse que le
câble sous test se termine par un circuit ouvert à son extrémité. Donc, même si dans le cas
idéal il n’existe aucune désadaptation sur l’ensemble de la ligne, un signal réfléchi est reçu
sous réserve de la réalisation de la procédure d’injection et de la fiabilité du réflectomètre en
réception. Lorsque le réflectomètre n’est pas fiable, la probabilité de réception ou non d’un signal
réfléchi est équitable (50%) sauf lorsqu’il n’y a pas de signal injecté. Dans ce cas, même si le ré-
flectomètre n’est pas fiable, il n’est pas possible de recevoir un signal sauf si on est dans un cas rare.
Nous passons maintenant à la troisième variable de cette classe appelée Construction du
réflectogramme et notée (XC). Deux modalités sont attribuées ici, Vrai et Faux. La construction
du réflectogramme ne dépend pas uniquement de la fiabilité du réflectomètre en traitement, elle
dépend également des étapes précédentes qui sont l’injection du signal et la réception du signal
ainsi que l’augmentation du bruit thermique. En effet, lorsque le câble est soumis à un bruit
thermique (voir equation (5.2)), ce dernier vient s’ajouter au signal du réflectogramme. Un arc doit
être ainsi établi entre les nœuds parents (Fiabilité en traitement, Injection du signal, Réception
du signal et Augmentation du bruit thermique) et le nœud fils (Construction du réflectogramme).
La probabilité conditionnelle liée à la variable Construction du réflectogramme s’exprime ainsi
de la façon suivante : P (XC |XFt, XI , XR, XBt) où XBt est la notation de la variable d’intérêt
Augmentation du bruit thermique qui sera introduite plus tard. La table de probabilité est remplie
comme le montre le tableau 5.6.
Ici, nous avons considéré que lorsqu’il n’y a pas de signal injecté et/ou un signal réfléchi,
il n’est pas possible (sauf dans le cas échéant) de construire le réflectogramme même si le
réflectomètre n’est pas fiable.
Pour conclure, nous rappelons que cette classe contient trois variables d’intérêt telles que :
Injection du signal, Réception du signal et Construction du réflectogramme. Par souci de simplifi-
cation deux modalités sont considérées pour chaque variable d’intérêt : Vrai/Faux. Le tableau 5.7
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XBt = Vrai 99.99% 0.01 %
XBt = Faux 99.99% 0.01 %
XI = Faux
XBt = Vrai 0.01% 99.99%
XBt = Faux 0.01% 99.99%
XR = Faux
XI = Vrai
XBt = Vrai 0.01% 99.99%
XBt = Faux 0.01% 99.99%
XI = Faux
XBt = Vrai 0.01% 99.99%




XBt = Vrai 50% 50%
XBt = Faux 50% 50%
XI = Faux
XTm = Vrai 0.01% 99.99%
XTm = Faux 0.01 % 99.99%
XR = Faux
XI = Vrai
XTm = Vrai 0.01% 99.99%
XTm = Faux 0.01 % 99.99%
XI = Faux
XTm = Vrai 0.01% 99.99%
XTm = Faux 0.01% 99.99%
TABLE 5.6: Table de probabilités conditionnelles de la variable “Construction du réflectogramme”
(XC).
Classification Variable d’intérêt Notation Modalité
Injection du signal XI Vrai/Faux
Procédure de réflectométrie Réception du signal XR Vrai/Faux
Construction du réflectogramme XC Vrai/Faux
TABLE 5.7: Description des variables de la classe “Procédure de réflectométrie”.
5.2.2.3 Stress thermique
Nous rappelons que les expérimentations effectuées sur la diminution de température dans la
section 5.1.1.4 ont montré que ce type de stress n’affecte pas la vitesse de propagation sur le câble
(voir figure 5.16). Pour cela, on se limitera aux quatre variables d’intérêt décrites précédemment.
Commençons par la variable Augmentation de la température opérationnelle notée (XTo) qui
inclut deux modalités : Vrai et Faux. On entend par température opérationnelle, la température
qui dépasse la température observée quand le système est au repos tout en respectant la plage de
température opérationnelle fournie par le constructeur. P (XTo = Vrai) correspond à la probabilité
que le câble soit sujet à un stress thermique tel que la température dépasse la température lorsque
le système est au repos sans franchir le palier autorisé. Par contre, lorsqu’on a P (XTo = Faux),
cela signifie que le câble est soumis à la température au repos. La variable Augmentation de la
température opérationnelle forme un nœud racine, la table de probabilités décrit des probabilités a
priori à P (XTo = Vrai) = 95% et P (XTo = Faux) = 5%. Pour justifier notre choix, nous prenons
l’exemple d’un câble installé dans un avion où il est la plupart du temps soumis à une température
supérieure à la température observée lorsque l’avion est à l’arrêt. On ne considère pas dans cette
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étude les câbles non installés.
Passons maintenant à la deuxième variable Dépassement de la température maximale
notée (XTm) qui inclut deux modalités : Vrai et Faux. On entend par température maximale,
la température qui dépasse dans le sens croissant la température opérationnelle du câble, ne
respecte donc plus la plage de températures fournie par le constructeur. P (XTm = Vrai)
correspond à la probabilité que le câble soit sujet à un stress thermique où la température dépasse
la température tolérée. Par contre, P (XTo = Faux) est la probabilité que le câble n’ait pas
dépassé la température maximale tolérée (généralement environ 90 ◦C pour les câbles coaxiaux).
Ce phénomène n’est pas fréquent, car lors de la phase de conception de l’appareil, un câble
ne peut pas être placé à une température qu’il ne peut pas généralement supporter. Mais des
impondérables comme un échauffement inhabituel d’un composant voisin peuvent toujours
survenir. La variable Dépassement de la température maximale forme un nœud racine, la table de
probabilités fixe des probabilités a priori à P (XTm = Vrai) = 0.1% et P (XTo = Faux) = 99.90%.
Comme nous l’avons vu précédemment, il existe un autre type de stress thermique. Il s’agit
de cycle de température accélérant le vieillissement du câble comme nous l’avons montré
dans la section 5.1.1.3 avec l’expérimentation effectuée sur un câble RG58-U (voir figure
5.14). Cependant, l’apparition du vieillissement dépend de deux facteurs complémentaires :
l’âge du câble et la température d’utilisation comme le montre la figure 5.13. En effet, plus la
température d’utilisation est élevée et l’âge du câble est avancé, plus la probabilité d’apparition
du vieillissent du câble est élevée. Nous avons donc deux variables qui concernent le cycle de
température : la première variable est l’Age du câble notée (XAg). Elle se voit affecter deux
modalités : Neuf et Agé. Lorsqu’un câble est installé dans un avion par exemple, l’âge du
câble ne se calcule pas en années, mais en nombre de cycles réalisés, un cycle correspondant
à un décollage et un atterrissage. En effet, un câble est conçu pour pouvoir réaliser un certain
nombre de cycles (identique à l’appareil qui l’utilise). Lorsqu’un câble est conçu, il est considéré
fonctionner pendant la durée de vie de l’appareil (à peu près 100 000 cycles). Il est important
d’indiquer que l’âge d’un avion ne présage pas de l’âge des câbles puisque ces derniers peuvent
être réparés ou remplacés lors de la maintenance de l’appareil. Ici, lorsque l’âge du câble
est inférieur à 20 000 cycles, le câble est dit neuf. Dans le cas contraire, on parle d’un câble
âgé. La variable Age du câble est représentée par un nœud racine, on est dans le cas d’une
probabilité a priori. Pour remplir la table de probabilités correspondante, nous considérons que
nous avons des connaissances sur l’historique du câble issues de la phase de maintenance. Cette
variable peut ainsi prendre deux valeurs soit P (XAg = Neuf) = 100% soit P (XAg = Neuf) = 0%.
La quatrième variable est la Température d’utilisation notée (XTu). Elle possède trois mo-
dalités : Ambiante, Opérationnelle et Maximale. Comme nous l’avons expliqué précédemment,
une température opérationnelle est supérieure à la température ambiante tout en restant dans
la plage de température tolérée par le câble. Par contre, une température maximale est une
température qui dépasse dans le sens croissant la température opérationnelle. Par exemple, dans
un câble coaxial RG58-U, la température maximale est supérieure à 100◦C. Il est important
de signaler qu’on ne possède pas de capteur qui permette de mesurer la température autour
du câble. Nous fixons les probabilités des variables telles que P (XTu = Ambiante) = 5%,
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Le tableau 5.8 résume les variables d’intérêt et leurs modalités au sein de la classe “Stress
thermique”.
Classification Variable d’intérêt Notation Modalité
Augmentation de la tempé-
rature opérationnelle
XTo Vrai/Faux
Stress thermique Dépassement de la tempé-
rature maximale
XTm Vrai/Faux
Age du câble XAg Neuf/Agé
Température d’utilisation XTu Ambiante/Opérationnelle/Maximale
TABLE 5.8: Description des variables de la classe “Stress thermique”.
5.2.2.4 Caractéristiques du câble
La variable Longueur du câble notée (XLc) introduit trois modalités : Faible, Moyenne et
Elevée. Une longueur du câble est considérée comme faible lorsqu’elle est inférieure à 10 m,
moyenne lorsqu’elle est entre 10 m et 100 m, et élevée lorsqu’elle supérieure à 100 m. Cette
variable ne possède pas d’ascendant. Elle est considérée connue de par la connaissance a priori de
la topologie du réseau. Dans ce cas, la probabilité P (XLc = Faible), par exemple, peut prendre
deux valeurs soit 100% soit 0%.
Un câble peut être aussi caractérisé par sa bande passante. Dans la réflectométrie TDR, plus
la bande passante est large (hautes fréquences), plus la largeur de l’impulsion est étroite. Ici,
nous avons défini deux modalités : Large et Étroite. Dans ce cas, une bande fréquentielle est
considérée comme large lorsqu’elle atteint des centaines de MHz ou plus. Dans le cas contraire,
la bande est dite étroite (basses fréquences). Nous définissons ainsi une nouvelle variable d’intérêt
appelée Bande passante notée (XBp). Elle inclut deux modalités : Large/Étroite. Cette variable est
sans ascendant, sa valeur de probabilité est connue a priori. Elle peut prendre deux valeurs soit
P (XBp = Large) = 0% soit P (XBp = Large) = 100%.
Nous proposons maintenant une nouvelle variable d’intérêt appelée Blindage du câble et
notée (XBl). Elle contient deux modalité : Vrai et Faux. Comme les variables décrites au-dessus,
la variable Blindage du câble forme un nœud sans parents. Elle est aussi considérée comme
connue. Donc, sa probabilité a priori peut prendre deux valeurs soit P (XBl = Vrai) = 0% soit
P (XBl = Faux) = 100%.
Nous avons parlé ci-dessus du phénomène de vieillissement du câble suite à l’exposition du
câble pendant un certain nombre de cycles à une certaine température. Pour modéliser cela, nous
introduisons une nouvelle variable d’intérêt dans cette classe appelée Vieillissement du câble et
notée (XV c). Elle introduit deux modalités : Vrai et Faux. Un arc est établi entre les nœuds parents
(Age du câble et Température d’utilisation et le nœud fils (Vieillissement du câble). La probabilité
conditionnelle de ce dernier s’exprime ainsi de la façon suivante : P (XV c|XTu, XAg). La table de
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probabilités conditionnelles est remplie comme le montre le tableau 5.9.
XV c = Vrai XV c = Faux
XAg = Neuf
XTu = Ambiante 0.01% 99.99%
XTu = Opérationnelle 95% 5%
XTu = Maximale 99.99% 0.01%
XDc = Agé
XTu = Ambiante 1% 99%
XTu = Opérationnelle 99% 1%
XTu = Maximale 99.99% 0.01%
TABLE 5.9: Table de probabilités conditionnelles de la variable “Vieillissement du câble” (XV c).
Le vieillissement du câble peut se manifester par la variation de la vitesse de propagation [3]
comme nous l’avons constaté dans la figure 5.14. D’où le besoin de mettre en place une nouvelle
variable d’intérêt que nous appelons Variation de la vitesse de propagation notée (XV p) et qui
prend deux modalités : Vrai et Faux. En effet, cette variation de la vitesse de propagation peut
avoir lieu aussi lorsqu’on augmente la température opérationnelle ou on dépasse la température
maximale comme le montrent les figures 5.4 et 5.8. On peut ainsi dresser 3 liens de causalité
entre les nœuds parents tels que Augmentation de la température opérationnelle, Dépassement
de la température maximale et Vieillissement du câble et le nœud fils Variation de la vitesse
de propagation. La probabilité conditionnelle de ce dernier s’exprime de la façon suivante :
P (XV p|XV c, XTo, XTm). La table de probabilités conditionnelles est remplie comme le montre le
tableau 5.10.
XV p = Vrai XV p = Faux
XV c = Vrai
XTo = Vrai
XTm = Vrai 99.99% 0.01%
XTm = Faux 99.99% 0.01%
XTo = Faux
XTm = Vrai 99.99% 0.01%
XTm = Faux 99.99% 0.01%
XV c = Faux
XTo = Vrai
XTm = Vrai 99.99% 0.01%
XTm = Faux 99.99% 0.01%
XTo = Faux
XTm = Vrai 99.99% 0.01%
XTm = Faux 0.01% 99.99%
TABLE 5.10: Table de probabilités conditionnelles de la variable “Variation de la vitesse de propa-
gation” (XV p).
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Classification Variable d’intérêt Notation Modalité
Longueur du câble XLc Faible/Moyenne/Élevée
Caractéristiques du câble Bande passante XBp Large/Étroite
Blindage du câble XBl Vrai/Faux
Vieillissement du câble XV c Vrai/Faux
Variation de la vitesse de
propagation
XV p Vrai/Faux
TABLE 5.11: Description des variables de la classe “Caractéristiques du câble”.
5.2.2.5 Perturbations
Les câbles s’ils ne sont pas blindés peuvent coupler différentes perturbations électromagné-
tiques qui viennent se superposer au signal de test et introduire ainsi la réduction du rapport
signal sur bruit suite à l’augmentation du bruit électromagnétique sur le câble par exemple. Tenant
compte de ce phénomène, nous proposons d’introduire une nouvelle variable d’intérêt appelée
Bruit Electromagnétique et notée (XBm) incluant deux modalités Vrai et Faux. Comme nous
avons expliqué précédemment, cette variable d’intérêt dépend directement de la variable Blindage
du câble, notée XBl. On peut ainsi écrire la probabilité conditionnelle de la façon suivante
P (XBm|XBl) et établir un lien de causalité entre ces deux variables allant de la variable Blindage
du câble à la variable Bruit Electromagnétique. La table de probabilités est remplie comme le
montre le tableau 5.12.
XBm = Vrai XBm = Faux
XBl = Vrai 0.01% 99.99%
XBl = Faux 99.99% 0.01%
TABLE 5.12: Table de probabilités conditionnelles de la variable “Bruit Electromagnétique”(XBm).
Un autre problème se pose lorsque les câbles sont placés à une faible distance surtout en
absence du blindage appelé la diaphonie. Cette dernière est représentée par une variable d’intérêt
appelée Diaphonie et notée (XDp). Elle se voit affecter trois modalités : Absente, Faible, et Elevée.
Comme nous l’avons expliqué précédemment, elle dépend directement de la variable Blindage
du câble ainsi que de la distance qui sépare le câble des autres câbles voisins. Cette dernière
est représentée par une variable d’intérêt appelée Câbles voisins et notée (XCv). Elle possède
trois modalités : Absents, Proches, Eloignés. En effet, plus la distance entre les câbles voisins est
faible, plus la diaphonie est élevée (voir figure 5.20). La variable Câbles voisins est un nœud sans
parents. Sa probabilité est ainsi insérée à priori. Elle peut prendre soit 100% soit 0 % puisqu’elle
est considérée connue. On peut ainsi écrire la probabilité conditionnelle de la variable Diaphonie
de la façon suivante P (XDp|XBl, XCv) et établir un lien de causalité entre ces variables allant des
variables Blindage du câble et Câbles voisins à la variable Diaphonie. La table de probabilités est
remplie comme le montre le tableau 5.13.
5.2 Modélisation du diagnostic d’un réflectomètre par Réseaux Bayésiens








XDp = Absente XDp = Faible XDp = Elevée
XBl = Vrai
XCv = Absents 99.99% 0.01% 0 %
XCv = Eloignés 50% 50% 0
XCv = Proches 0% 50% 50%
XBl = Faux
XCv = Absents 99.99% 0.01% 0%
XCv = Eloignés 0% 99.99% 0.01%
XCv = Proches 0% 0.01% 99.99%
TABLE 5.13: Table de probabilités conditionnelles de la variable “Diaphonie” (XDp).
Nous introduisons une autre perturbation rencontrée le plus souvent dans le cas d’un diagnostic
en ligne ou/et distribué. Il s’agit de l’interférence qui sera représentée dans notre modèle par une
variable d’intérêt appelée Interférence et notée (XIc). Elle contient trois modalités : Absente,
Faible, et Elevée. Lorsqu’on a P (XIc = Absente), cela revient à exprimer la probabilité que
l’interférence est absente sur le câble. Lorsqu’on a P (XIc = Faible), cela revient à exprimer la
probabilité que l’interférence existe sur quelques bandes fréquentielles du câble (environ 20% de la
bande passante du câble). Il faut ainsi les éviter par annulation du signal de test sur les bandes dites
interdites. Lorsqu’on a P (XIc = Elevée), cela revient à exprimer la probabilité que l’interférence
existe sur la majorité de la bande passante du câble. La probabilité de l’interférence est considérée
connue puisque d’une façon générale, on connait la bande fréquentielle du signal de test et la
bande disponible sur le câble. Puisque la variable Interférence est sans ascendant, sa valeur de
probabilité est connue a priori. Elle peut prendre ainsi deux valeurs soit P (XIc = Faible) = 0%
soit P (XIc = Faible) = 100%.
Passons maintenant à un autre problème évoqué précédemment. Il s’agit du bruit thermique
représenté par la relation de l’équation (5.2) entre la bande passante du câble et la température.
Nous proposons une nouvelle variable d’intérêt appelée Augmentation du bruit thermique, notée
(XBt). Elle prend deux modalités : Vrai et Faux. En effet, cette variable dépend directement
de la variable Bande passante et la variable Variation de la vitesse de propagation de la classe
“Caractéristiques du câble”. Cette dernière variable dépend également de l’augmentation de la
température (opérationnelle ou maximale). Pour cela, nous avons fait le choix d’établir un lien de
causalité allant de la variable Variation de la vitesse de propagation à la variable Augmentation
du bruit thermique. Un autre lien est dressé de la variable Bande passante à la variable Augmen-
tation du bruit thermique. La probabilité conditionnelle s’exprime ainsi de la façon suivante :
P (XBt|XV p, XBp). La table de probabilités conditionnelles est remplie comme le montre le
tableau 5.14.
Le tableau 5.15 résume les variables d’intérêt et leurs modalités de la classe “Perturbations”.
5.2.2.6 Effets des perturbations
L’atténuation est un phénomène de propagation qui peut dégrader la mesure par réflectométrie.
D’une façon générale, elle est due à la propagation du signal sur de longues distances et à la bande




184 CHAPITRE 5. INTÉGRATION DES FACTEURS D’INFLUENCE SUR LA MESURE DE
RÉFLECTOMÉTRIE POUR L’ÉVALUATION DE LA FIABILITÉ DU DIAGNOSTIC
XBt = Vrai XBt = Faux
XBp = Large
XV p = Vrai 99.99% 0.01%
XV p = Faux 0.01% 99.99%
XBp = Etroite
XV p = Vrai 99.99% 0.01%
XV p = Faux 0.01% 99.99%
TABLE 5.14: Table de probabilités conditionnelles de la variable “Augmentation du bruit ther-
mique” (XBm).
Classification Variable d’intérêt Notation Modalité
Bruit Electromagnétique XBm Vrai/Faux
Perturbations Diaphonie XDp Absente/Faible/Elevée





TABLE 5.15: Description des variables de la classe “Perturbations”.
importante. Nous proposons ainsi de créer une nouvelle variable d’intérêt appelée Atténuation
notée (XAt) et qui prend deux modalités : Vrai et Faux. Elle dépend directement de trois autres
variables d’intérêt telles que : Bande passante, Longueur du câble et Interférence. On peut ainsi
écrire l’expression de probabilité suivante : P (XAt|XLc, XBp, XIc). On considère que la bande
passante est fixe lorsqu’on effectue le diagnostic. Il est important de signaler que pour effectuer
le calcul des probabilités, nous avons accordé à chaque nœud parent i un poids d’influence
p(i) ; le poids de chaque nœud étant ensuite réparti entre les modalités de ce nœud telles que∑
i p(i) = 100%. Dans ce cas, nous estimons que la longueur du câble et la bande passante sont
les facteurs les plus influents sur l’atténuation. On leur affecte ainsi p(XLc) = p(XBp) = 40%.
L’interférence en termes de fréquences interdites contribue à p(XIc) = 20%. Ensuite, pour le nœud
XBp, on répartit le poids correspondant (40%) de la façon suivante : p(XBp = Large) = 39% et
p(XBp = Etroite) = 1%. Pour le nœud XLc, on répartit le poids correspondant (40%) de la façon
suivante : p(XLc = Faible) = 5%, p(XLc = Moyenne) = 10% et p(XLc = Elevée) = 25%.
Enfin, pour le nœud XIc, on répartit le poids correspondant (20%) de la façon suivante :
p(XIc = Absente) = 0%, p(XLc = Faible) = 5% et p(XIc = Elevée) = 15%. La table de
probabilités conditionnelles est remplie comme le montre le tableau 5.16.
La dispersion est le deuxième phénomène de propagation qui peut dégrader aussi la mesure par
réflectométrie. D’une façon générale, elle est due à la bande passante et à la diaphonie (voir figure
5.20) [6]. Nous proposons ainsi de créer une nouvelle variable d’intérêt appelée Dispersion notée
XDs et qui prend deux modalités : Vrai et Faux. Elle dépend directement de deux autres variables
d’intérêt telles que : Diaphonie et Bande passante. On peut ainsi écrire l’expression de probabilité
suivante : P (XDs|XBp, XDp). Comme précédemment, nous proposons d’attribuer à chaque
nœud parent i un poids d’influence p(i) ; le poids de chaque nœud étant ensuite réparti entre les
modalités de ce nœud. Dans ce cas, nous estimons que la bande passante et la diaphonie ont le
même impact sur l’apparition de la dispersion. Pour cela, nous affectons le poids p(XBp) = 50%
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XAt = Vrai XAt = Faux
XBp = Large
XLc = Faible
XIc = Absente 44% 56%
XIc = Faible 49% 51%
XIc = Elevée 59% 41%
XLc = Moyenne
XIc = Absente 49% 51%
XIc = Faible 54% 46 %
XIc = Elevée 64% 36%
XLc = Elevée
XIc = Absente 64% 36%
XIc = Faible 69% 31%
XIc = Elevée 79% 21%
XBp = Etroite
XLc = Faible
XIc = Absente 60% 40%
XIc = Faible 11% 89%
XIc = Elevée 21% 79%
XLc = Moyenne
XIc = Absente 11% 89%
XIc = Faible 16% 84%
XIc = Elevée 21% 79%
XLc = Elevée
XIc = Absente 26% 74%
XIc = Faible 31% 69%
XIc = Elevée 41% 59%
TABLE 5.16: Table de probabilités conditionnelles de la variable “Atténuation” (XAt).
et p(XDp) = 50%. Ensuite, pour le nœud XBp, on répartit le poids correspondant (50%) de
la façon suivante : p(XBp = Large) = 49.99% et p(XBp = Etroite) = 0.01%. Pour le nœud
XDp, on répartit le poids correspondant (50%) de la façon suivante : p(XDp = Absente) = 0%,
p(XDp = Faible) = 0.01% et p(XDp = Elevée) = 49.99%. La table de probabilités condition-
nelles est ainsi remplie comme le montre le tableau 5.17.
XDs = Vrai XDs = Faux
XDp = Absente
XBp = Large 49.99% 50.01%
XDp = Etroite 0.01% 99.99%
XDp = Faible
XDp = Large 50% 50%
XDp = Etroite 0.02% 99.98%
XDp = Elevée
XDp = Large 99.98% 0.02%
XDp = Etroite 50% 50%
TABLE 5.17: Table de probabilités conditionnelles de la variable “Dispersion” (XDs).
Nous avons montré précédemment que pour éviter l’interférence avec les signaux du câble,
le signal de test doit être annulé sur ces bandes interdites. Cependant, l’annulation de ces bandes
interdites crée l’apparition des lobes secondaires appelés artefacts autour de chaque pic. Plus l’in-
terférence est importante, plus l’annulation des bandes interdites est importante, plus l’apparition
des artefacts est gênante comme le montre la figure 2.11 du chapitre 2. Nous avons aussi montré
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l’apparition des artefacts. De la même façon, la diaphonie peut également être à l’origine de ce
phénomène. Nous proposons ainsi de créer une nouvelle variable d’intérêt appelée Apparition
des artefacts notée (XAr) qui prend deux modalités : Vrai et Faux. Elle dépend directement
des autres variables d’intérêt telles que : Bruit Electromagnétique, Diaphonie et Interférence.
On peut ainsi écrire l’expression de probabilité suivante : P (XAr|XBr, XDp, XIc). La table de
probabilités conditionnelles est ainsi remplie comme le montre le tableau 5.18. Pour cela, nous
avons attribué à chaque nœud un poids de la façon suivante : p(XDp) = p(XIc) = 40%. Le bruit
électromagnétique contribue à p(XIc) = 20%. Ensuite, pour le nœud XDp, on répartit le poids
correspondant (40%) de la façon suivante : p(XDp = Absente) = 0%, p(XDp = Faible) = 1%
et p(XDp = Elevée) = 39%. Pour le nœud XIc, on répartit le poids correspondant (40%) de la
façon suivante : p(XLc = Faible) = 1%, p(XIc = Elevée) = 39% et p(XIc = Absente) = 0%.
Enfin, pour le nœud XBm, on répartit le poids correspondant (20%) de la façon suivante :
p(XBm = Vrai) = 20%, p(XBm = Faux) = 0%. Même en présence des petits artefacts, il existe
des algorithmes de post-traitement pour surmonter cette contrainte (Clean algorithm [17]), qui ne
peuvent pas fonctionner pour une interférence élevée selon les retours d’expériences.
XAr = Vrai XAr = Faux
XIc = Absente
XBm = Vrai
XDp = Absente 20% 80 %
XDp = Faible 21% 79%
XDp = Elevée 59% 41%
XBm = Faux
XDp = Absente 0% 100%
XDp = Faible 1% 99%
XDp = Elevée 39% 61%
XIc = Faible
XBm = Vrai
XDp = Absente 21% 79%
XDp = Faible 22% 78%
XDp = Elevée 60% 40%
XBm = Faux
XDp = Absente 1% 99%
XDp = Faible 2% 98%
XDp = Elevée 40% 60%
XIc = Elevee
XBm = Vrai
XDp = Absente 59% 41%
XDp = Faible 60% 40%
XDp = Elevée 100% 0%
XBm = Faux
XDp = Absente 39% 61%
XDp = Faible 40% 60%
XDp = Elevée 78% 22%
TABLE 5.18: Table de probabilités conditionnelles de la variable “Apparition des artefacts”(XAr).
Le tableau 5.19 résume les variables d’intérêt et leurs modalités au sein de la classe “Effets des
perturbations”.
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Classification Variable d’intérêt Notation Modalité
Atténuation XAt Vrai/Faux
Effets des perturbations Dispersion XDs Vrai/Faux
Apparition des artefacts XAr Vrai/Faux
TABLE 5.19: Description des variables de la classe “Effets des perturbations”.
5.2.2.7 Caractéristiques du défaut
Pour caractériser un défaut sur le câble, il faut détecter sa présence et localiser sa position
sur le câble. Pour cela, nous proposons de définir dans un premier temps une nouvelle variable
d’intérêt : Détection du défaut notée (XDd) contenant deux modalités : Vrai et Faux. Cette
variable est dépendante de cinq variables telles que Apparition des artefacts, Dépassement de la
température maximale, Atténuation, Construction du réflectogramme et Augmentation du bruit
thermique.
En effet, le dépassement de la température maximale entraîne l’apparition de défauts non
francs (points de faiblesse) (voir figure 5.10) qui virent ensuite à des défauts francs de type
court-circuit (voir figure 5.11). Donc, lorsque la température maximale est atteinte, il est fort
probable d’avoir au moins un défaut non franc sur le câble. L’apparition des artefacts autour d’un
pic crée une zone aveugle sur laquelle on n’arrive plus à détecter la présence d’un défaut non
franc. Par ailleurs, l’atténuation peut réduire la couverture du réseau et créer ainsi une distance
maximale de détection d’un défaut au-delà de laquelle la détection d’un défaut n’est plus possible.
Un défaut non franc peut être noyé dans le bruit thermique (voir figure 5.19). Il est évident que la
construction d’un réflectogramme est primordiale pour pouvoir détecter un défaut et le localiser
sauf en cas d’une augmentation anormale de la température. On peut ainsi écrire la probabilité
P (XDd|XC , XAr, XAt, XTm, XBm) et établir 5 arcs partant des nœuds parents (XC ,XAr,XAt, XAt
et XTm) au nœud fils XDd.
On notera que pour effectuer le calcul des probabilités, nous avons accordé à chaque nœud
parent i un poids d’influence p(i) et ensuite le poids de chaque nœud est réparti entre les modalités
de ce nœud à part le nœud XTm pour lequel on considère que lorsque XTm = V rai, on est certain
de la présence d’un défaut sur le câble. Nous estimons que la construction du réflectogramme est
le facteur le plus influent puisque sans la présence d’un réflectogramme, on ne peut pas savoir
s’il y a un défaut ou non. On lui affecte un poids de pXC = 50%. Ensuite, entre l’atténuation,
l’augmentation du bruit thermique et l’apparition des artefacts, nous considérons que la détection
d’un défaut est plus sensible à l’augmentation du bruit thermique. On lui affecte ainsi un poids
pXBt = 30%. Ensuite, on attribue à l’atténuation un poids pXAt = 15% et à l’apparition des
artefacts un poids pXAr = 5%. Vu la taille de la table de probabilités, nous avons fait le choix
de présenter uniquement les probabilités où (XTm = Faux) et (XC = Vrai). En effet, lorsque
(XTm = Vrai), on a P (XDd = Vrai)=99.99% car il est probable à 99.99% qu’il existe un défaut
sur le câble à cause du stress thermique avec dépassement de la température maximale. De plus,
lorsque (XC = Faux), on a P (XDd = Vrai)=0%. Le tableau 5.20 montre la table de probabilités
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XDd = Vrai XDd = Faux
XAr = Vrai
XAt = Vrai
XBt = Vrai 50% 50%
XBt = Faux 80% 20%
XAt = Faux
XBt = Vrai 65% 35%
XBt = Faux 95% 5%
XAr = Faux
XAt = Vrai
XBt = Vrai 55% 45%
XBt = Faux 85% 15%
XAt = Faux
XBt = Vrai 80% 20%
XDd = Faux 100% 0%
TABLE 5.20: Table de probabilités conditionnelles de la variable “Détection du défaut” (XDd).
Nous passons maintenant à la deuxième caractéristique qui est la localisation du défaut. Elle
est représentée sur le modèle par une variable d’intérêt nommée Localisation du défaut et notée
(XLd). Elle contient deux modalités telles que Vrai et Faux. Contrairement à la détection du défaut
(dans le cas d’un dépassement de la température maximale), la localisation du défaut ne peut pas
se faire sans la construction du réflectogramme. Elle dépend aussi de la dispersion du signal qui
peut fausser la position du défaut. Il est important de signaler que la variation de la vitesse de
propagation due au stress thermique affecte la localisation du défaut. Cependant, cette variable est
déjà prise en compte dans la dispersion. On peut ainsi établir 3 liens de causalité entre les nœuds
parents tels que Détection du défaut, Construction du réflectogramme et Dispersion et le nœud
fils Localisation du défaut. La probabilité conditionnelle de ce dernier s’exprime ainsi de la façon
suivante : P (XLd|XDd, XC , XDs). La table de probabilités conditionnelles est remplie comme le
montre le tableau 5.21.
XLd = Vrai XLd = Faux
XC = Vrai
XDs = Vrai
XDd = Vrai 0.01% 99.99%
XDd = Faux 0% 100%
XDs = Faux
XDd = Vrai 99.99% 0.01%
XDd = Faux 0% 100%
XC = Faux
XDs = Vrai
XDd = Vrai 0% 100%
XDd = Faux 0% 100%
XDs = Faux
XDd = Vrai 0% 100%
XDd = Faux 0% 100%
TABLE 5.21: Table de probabilités conditionnelles de la variable “Localisation du défaut” (XLd).
Le tableau 5.22 résume les variables d’intérêt et leurs modalités au sein de la classe “Caracté-
ristiques du défaut”.
Après avoir décrit les variables d’intérêt, leurs modalités ainsi que leurs tables de probabilités,
nous proposons maintenant de présenter le modèle de réseau bayésien que nous avons développé
au cours de notre étude. C’est l’objet de la section suivante. On doit garder à l’esprit que les diffé-
rentes probabilités proposées, même si elles sont issues de raisonnement logique, restent largement
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Classification Variable d’intérêt Notation Modalité
Détection du défaut XDd Vrai/Faux
Caractéristiques du défaut Localisation du défaut XLd Vrai/Faux
TABLE 5.22: Description des variables de la classe “Caractéristiques du défaut”.
arbitraires et indicatives. Elles pourraient être améliorées par différentes méthodes de recherche de
connaissances (expérimentation, historique, simulation, expertise, etc.).
5.2.3 Modélisation d’un diagnostic local par Réseaux Bayésiens
Le modèle du réseau bayésien proposé pour un diagnostic effectué par un seul réflectomètre
d’un câble est donné par la figure 5.24. On y retrouve les sept classes décrites auparavant telles
que : caractéristiques du défaut, caractéristiques du réflectomètre, procédure de réflectométrie,
les perturbations, effets des perturbations, caractéristiques du câble, et stress thermique. La classe
“Caractéristiques du défaut” est une classe cible dans notre étude. Chaque classe contient des
variables d’intérêt qui peuvent être reliées ou non par des liens de causalité entre elles. Chaque
variable d’intérêt contient des modalités et une table de probabilités conditionnelles ou a priori
selon la présence ou non des ascendants.
Il nous semble important de signaler que ce modèle bayésien présenté dans la figure 5.24
n’est pas définitif. Il peut intégrer de nouvelles informations concernant le câble telles que les
paramètres linéiques (R, L, C et G), les types de défauts (franc, non franc), un stress mécanique
(vibration), l’humidité, etc. Cependant, la modification de la vraisemblance de certains noeuds
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Nous proposons dans cette section d’utiliser le réseau bayésien développé précédemment.
Pour cela, nous proposons d’explorer plusieurs scénarios possibles. Nous considérons les données
disponibles suivantes : la longueur du câble, la bande passante, le blindage du câble, l’âge du
câble, les câbles voisins et l’interférence. Dans le premier scénario, nous considérons un câble
âgé (P (XAg = Agé)=100%), blindé (P (XBl = Vrai)=100%), de longueur supérieure à 100 m
(P (XLc = Elevée)=100%). La bande passante est égale à 256 MHz (P (XBp = Large)=100%).
Le câble est considéré éloigné de ses voisins (P (XCv=Eloignés)=100%). Nous considérons
ici que le diagnostic est effectué en ligne. Cependant, le signal utile du système s’étale sur la
majorité de la bande passante du câble. Le nombre de bandes interdites est ainsi très élevé
(P (XIc = Elevée)=100%). Ces données sont introduites dans le réseau bayésien puis propagées
par inférence. En sortie, nous obtenons le calcul de la probabilité de détection du défaut ainsi que
la localisation du défaut comme le montre la figure 5.25.
FIGURE 5.25: Exemple de propagation des données dans le réseau bayésien pour le calcul de la
probabilité de détection et de localisation d’un défaut.
Dans ces conditions, la probabilité de détection d’un défaut est égale à (P (XDd =
Vrai)=57,69%) et la probabilité de “bonne” localisation du défaut est égale à (P (XLd =
Vrai)=28,85%). On peut remarquer que nous avons réussi ici à calculer l’incertitude de détection
du défaut qui influe en partie sur l’incertitude de la non localisation du défaut qui est assez élevée.
Ceci peut se justifier par l’augmentation du bruit thermique due à la largeur de la bande passante
et à la variation de la vitesse de propagation suite au vieillissement du câble. La présence élevée
de l’interférence, la longueur importante du câble et la largeur de la bande passante favorisent
l’augmentation de l’atténuation qui agira sur la détection du défaut. La présence élevée de
l’interférence favorise aussi l’apparition des artefacts sur le réflectogramme et par suite, sur la
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localisation du défaut en partie puisque cette dernière dépend également de la dispersion due à la
largeur de la bande passante.
Dans le deuxième scénario, nous allons considérer le même câble que dans l’exemple
précédent. Cependant, nous allons considérer dans ce cas que les câbles voisins sont proches
(P (XCv = Proches=100%). Nous introduisons cette donnée dans le réseau bayésien et nous
calculons la probabilité de détection et de localisation du défaut correspondantes comme le
montrent les figures 5.26 et 5.27. On peut remarquer que la diminution de la distance entre les
câbles et par suite l’augmentation de la diaphonie ont réduit la probabilité de détection et de
localisation du défaut qui atteignent (P (XDd = Vrai)=56,35%) et (P (XLd = Vrai)=14,42%),
respectivement.
FIGURE 5.26: Probabilités de détection du dé-
faut avec P (XCv = Proches)=100%.
FIGURE 5.27: Probabilités de localisation du dé-
faut avec P (XCv = Proches)=100%.
Dans le prochain scénario, nous considérons le cas d’un diagnostic “off-line”. Cela permet
de considérer que l’interférence est absente sur le câble puisqu’il n’existe plus de signal utile.
On peut ainsi écrire (P (XIc = Absente=100%). Nous introduisons cette donnée dans le réseau
bayésien et nous calculons la probabilité de détection et de localisation du défaut correspondantes
comme le montrent les figures 5.28 et 5.29. On peut remarquer que l’absence l’interférence et par
suite l’atténuation a permis d’améliorer la capacité de détection et de localisation du défaut qui
atteignent (P (XDd = Vrai)=62,35%) et (P (XLd = Vrai)=15,99%), respectivement.
FIGURE 5.28: Probabilités de détection du dé-
faut avec P (XIc = Absente)=100%.
FIGURE 5.29: Probabilités de localisation du dé-
faut avec P (XIc = Absente)=100%.
Nous proposons maintenant de varier la probabilité de la température d’utilisation, nous propa-
geons ensuite l’information dans le réseau bayésien et nous regardons son impact sur la probabilité
de localisation et de détection du défaut. La figure 5.30 montre la variation du vieillissement
du câble en fonction de la température d’utilisation. On peut remarquer que plus la soumission
du câble à la température opérationnelle (température supérieure à la température ambiante) est
importante, plus le vieillissement du câble est accéléré. Il est important de signaler que dans ce cas
d’étude, la température maximale n’a pas eu lieu P (Température d’utilisation=Maximale) = 0%.
Nous proposons d’étudier l’effet du vieillissement du câble sur la probabilité de détection
et de localisation du défaut. Les figures 5.31 et 5.32 montrent l’évolution de la probabilité







FIGURE 5.30: Évolution du vieillissement du câble en fonction de la température d’utilisation.
de détection et de localisation du défaut en fonction de l’augmentation de la probabilité de la
température d’utilisation opérationnelle P (Température d’utilisation=Opérationnelle). On peut
remarquer que plus le câble est soumis à une température opérationnelle, plus le vieillissement
(voir figure 5.30) est accéléré et plus le bruit thermique augmente entraînant la dégrada-
tion de la capacité de détection et de localisation d’un défaut sur le câble sous réserve que
P (Température d’utilisation=Maximale) = 0%.
FIGURE 5.31: Évolution de la probabilité de dé-
tection d’un défaut en fonction de la température
d’utilisation.
FIGURE 5.32: Évolution de la probabilité de lo-
calisation d’un défaut en fonction de la tempé-
rature d’utilisation.
Après avoir développé et manipulé le réseau bayésien dans le cas d’une simple ligne de trans-
mission, nous proposons maintenant d’adapter le réseau bayésien au contexte d’un réseau filaire
complexe. C’est l’objet de la section suivante.
5.3 Fiabilité de localisation d’un défaut dans un réseau complexe
Dans la section précédente, nous avons développé un modèle de réseau bayésien permettant




194 CHAPITRE 5. INTÉGRATION DES FACTEURS D’INFLUENCE SUR LA MESURE DE
RÉFLECTOMÉTRIE POUR L’ÉVALUATION DE LA FIABILITÉ DU DIAGNOSTIC
les facteurs d’influence sur le diagnostic par réflectométrie. Dans cette section, nous proposons
d’adapter le réseau bayésien précédemment développé pour détecter et localiser la présence d’un
défaut dans un réseau complexe. En effet, l’inconvénient majeur des réseaux bayésiens réside
dans l’augmentation de leur complexité face à un problème de grande taille [12]. Nous nous
sommes confrontés à cette complexité lorsque nous avons commencé la réflexion par rapport à la
modélisation d’un réseau filaire complexe par un réseau bayésien. Nous avons remarqué que la
complexité du réseau bayésien va de pair avec la complexité du réseau filaire. Rappelons aussi
que dans le cas d’un réseau complexe, plusieurs réflectomètres sont répartis sur le réseau afin
d’effectuer un diagnostic distribué. Ceci rend la modélisation beaucoup plus complexe.
Pour surmonter les contraintes évoquées ci-dessus, nous proposons une nouvelle stratégie
comme le montre la figure 5.33. Cette nouvelle stratégie a fait l’objet d’une communication
internationale [18]. Elle consiste à diviser le réseau bayésien global en plusieurs sous-réseaux
bayésiens où chaque branche Bm surveillée par un réflectomètre Rj est modélisée par un sous-
réseau bayésien, m ∈ {1, 2, · · · , Nb} et j ∈ {1, 2, · · · , Nr} où Nb et Nr représentent le nombre
de branches et le nombre de réflectomètres, respectivement. Chaque sous-réseau bayésien permet
ainsi de calculer la probabilité conditionnelle de présence du défaut sur la branche Bi selon le
réflectomètre Rj que nous allons noter PBmRj . Ensuite, une fusion des données collectées auprès de
tous les réflectomètres sur toutes branches est effectuée pour prendre la décision sur la localisation
du défaut sur le réseau.
FIGURE 5.33: Principe de la stratégie proposée.









5.3.1 Modélisation du diagnostic local par Réseaux Bayésiens
Dans cette phase, nous allons utiliser le réseau bayésien développé précédemment dans la sec-
tion 5.2.3 pour calculer la probabilité de détection du défaut sur chacune des branches du réseau
par chaque réflectomètre. Les variables d’intérêt et leurs modalités restent ainsi valables dans ce
contexte. Au niveau de chaque réflectomètre, une probabilité conditionnelle de localisation du dé-
faut sur la branche Bm du réseau est calculée de la façon suivante :
P (XDd|XBt, XTm, XAr, XAt, XC) = P (XDd;XBt, XTm, XAr, XAt, XC)
P (XBt, XTm, XAr, XAt, XC)
. (5.4)
A la fin de cette phase, chaque réflectomètreRj ,j ∈ {1, 2, · · · , Nr} possède un vecteur d’infor-
mations incluant les probabilités de détection du défaut sur les branches Bm, m ∈ {1, 2, · · · , Nb}
notées PRjBm . L’ensemble d’informations peut être représenté sous une forme matricielle de la façon
suivante : 
























A cette étape, la décision partielle prise avant la phase de fusion pourrait entraîner des conflits
vue la quantité d’informations disponibles. Par ailleurs, nous avons expliqué précédemment que
la présence des facteurs d’influence internes ou externes aux câbles peut influencer la mesure de
réflectométrie. Ceci entraîne la dégradation de la fiabilité du diagnostic. Dans ce cas, un réflec-
tomètre non fiable ou une branche soumise à un stress thermique peuvent donner des résultats
incertains et par suite, une décision incorrecte sur la localisation du défaut sur le réseau complexe.
Après avoir effectué le diagnostic local où chaque réflectomètre effectue sa mesure de réflecto-
métrie, nous proposons de fusionner les informations obtenues précédemment par l’application de
l’équation (5.4) afin d’effectuer le diagnostic global du réseau.
5.3.2 Fusion d’informations
Dans la phase du diagnostic global, nous utilisons la fusion d’informations pour faciliter la
prise de décision sur la localisation du défaut. Pour cela, nous combinons dans un premier temps
les informations des Nr réflectomètres. Nous rappelons que les informations traitées dans notre
étude sont des informations probabilistes issues du sous-réseau bayésien (diagnostic local). Reve-
nons à la représentation matricielle des informations décrite par l’équation (5.6), la combinaison
d’informations se fait sur les vecteurs colonnes de la matrice. A titre d’exemple, on peut écrire les
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Nous pouvons maintenant calculer la probabilité globale notée P (Bm) par l’application de la







La probabilité globale PBm compile les informations collectées par les différentes sources (réflec-
tomètres). Cette information sera ensuite utilisée pour la prise de décision.
5.3.3 Prise de décision sur la localisation du défaut
La branche qui représente la probabilité la plus élevée est celle qui sera considérée comme la
branche défectueuse. Nous utilisons le maximum pour prendre la décision dk telle que
P (dk) = maxj∈{1,2,··· ,Nb}P
Bj . (5.8)
Le degré d’incertitude dépend des facteurs d’influence sur la mesure de réflectométrie décrits pré-
cédemment dans ce chapitre. Nous proposons dans la section suivante d’appliquer la stratégie
développée dans le contexte d’un réseau complexe.
5.4 Application de la stratégie proposée sur un réseau CAN
Dans cette section, nous proposons d’appliquer la stratégie proposée auparavant dans un réseau
complexe tel qu’un réseau CAN que nous allons décrire dans ce qui suit.
5.4.1 Description du réseau filaire considéré
Pour évaluer les performances de la stratégie proposée, on s’appuie sur un réseau complexe.
La figure 5.34 représente le synoptique d’un système distribué pour le diagnostic de défauts
électriques au sein d’un bus CAN. Un tel système comporte une pluralité de réflectomètres Ri,
i ∈ {1, 2, 3} connectés au réseau filaire représenté par la figure 5.34 par une simple ligne de
transmission de longueur 40 m avec deux charges adaptées aux deux extrémités de la ligne.
Les réflectomètres sont adaptés à l’impédance caractéristique de la ligne Zc = 120Ω. Ils ont les
mêmes caractéristiques en termes de fiabilité en émission, en réception et en traitement. La ligne
de transmission est divisée en plusieurs branches notées de B1 à B7 de longueurs respectives 4 m
pour les câbles B1, B3 et B5 et 7 m pour les câbles B2, B4, B6 et B7. Les câbles qui connectent
les fonctions électroniques à la ligne afin d’assurer l’accès au réseau sont notés, respectivement,
B′1 à B
′
6 de longueur 2.5 m. La bande passante est [0-512 MHz]. Le diagnostic est effectué en
ligne, mais le problème d’interférence n’est pas rencontré puisqu’il est résolu par annulation des
bandes interdites par le signal multi-porteuse. Pour cela, les bandes interdites sur la bande s’étalant
sur [87.5-108 MHz]. Supposons que la bande fréquentielle qui sépare deux sous-porteuses soit
égale à 500 kHz, cela revient ainsi à annuler 41 sous-porteuses sur cette plage interdite, donc à
peu près 4% de la bande passante du câble sachant que dans notre système, nous avons utilisé
1024 sous-porteuses pour effectuer le diagnostic. Avec la méthode OMTDR, nous avons réussi à
éliminer les artefacts autour du pic par un moyennage dans un premier temps puis par convolution
via une fenêtre de Dolph-Chebyshev comme expliqué en section 3.4 du chapitre 3. Dans notre
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étude, les branches sont considérées isolées par souci de simplification. Il n’existe donc pas
de problème de diaphonie. Cependant, puisque le diagnostic est effectué en ligne, les câbles
opèrent dans une température opérationnelle (la température conseillée par le constructeur). Cette
augmentation de température par rapport à la température ambiante favorise la présence du bruit
sur le réseau. Pour cela, un bruit blanc est ajouté sur le réseau où le rapport signal sur bruit est égal
à 5 dB. Un défaut non franc de variation d’impédance par rapport à l’impédance caractéristique
∆Zc = 50%, est présent sur la branche B3 à une distance de 4.5 m du réflectomètre R1, de 11.5
m du réflectomètreR2 et de 22.5 m du réflectomètreR3. Le défaut non franc est de longueur 0.5 m.
FIGURE 5.34: Exemple d’un bus CAN où la ligne B3 est soumise à un stress thermique.
5.4.2 Réalisation du diagnostic local
Chaque réflectomètre R1, R2 et R3 effectue sa mesure de réflectométrie pour diagnostiquer
le réseau. Afin d’éviter l’interférence, on utilise la méthode d’accès multiple CDMA où chaque
réflectomètre se voit attribuer un code de Walsh-Hadamard différent. Les codes sont orthogonaux
entre eux pour séparer les signaux.
Les figures 5.35 et 5.36 montrent les réflectogrammes des réflectomètres R1 et R2. On peut
remarquer que la présence du bruit a dégradé la mesure de réflectométrie en termes de précision
de mesure. Par exemple, le réflectomètre R1 localise le défaut avec une marge d’erreur de
±0.3 m par rapport à la position réelle du défaut. Cette marge est calculée directement sur le
réflectogramme représenté en figure 5.35. Ceci est du au bruit additif présent au niveau du pic.
Certes le réflectomètre R1 a localisé la présence d’un défaut à une distance de 4.5 ± 0.3 m du
point d’injection, mais il ne sait pas si le défaut est présent sur la branche B3 ou la branche
B2. On peut dire qu’il existe une ambiguïté de localisation du défaut dans ce cas. Idem pour le
réflectomètre R2 qui ne peut pas définir précisément la position du défaut détecté à une distance
de 11.5 ± 0.3 m du point d’injection. Le défaut peut être soit sur la branche B3, B′3 ou même
B6. Il y a également une ambiguïté de localisation du défaut sur la branche B3 ou B′3 pour le
réflectomètre R3. Pour résumer, les branches ambiguës sont alors : B3, B2, B6 et B′3. Si on se
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soit il existe un défaut sur la brancheB2, un défaut sur la brancheB6 et un défaut sur la brancheB′3.






















Localisation du défaut à
4.5±0.3m de R1
FIGURE 5.35: Construction du réflectogramme
de R1.


















Jonction 1 Jonction 2
Localisation du défaut à
11.5±0.3m de R2
FIGURE 5.36: Construction du réflectogramme
de R2.
La branche B3 est soumise à un stress thermique. Elle passe à côté d’une source de chaleur (un
moteur, par exemple). Donc, la température d’utilisation est plus importante que celle où opèrent
les autres câbles, ce qui a favorisé l’apparition du défaut non franc. En effet, ce stress thermique
va accélérer son vieillissement et par suite augmenter le bruit thermique présent.
Dans le réseau bayésien développé dans la section 5.2.3, nous avions introduit les données
suivantes : P (XLc = Faible) = 100% (la longueur des branches est inférieure à 10 m),
P (XBp = Large) = 100% (la bande passante est [0-500 MHz] exceptée de la bande FM
déjà occupée par les signaux utiles), P (XBl = Vrai) = 100% (les branches sont considérées
blindées), P (XCv = Absents) = 100% (les câbles sont isolés), P (XIc = Absente) = 100%
(l’interférence est résolue grâce à l’annulation des bandes interdites), P (XAg = Neuf) = 100%
(les câbles opèrent dans un système effectuant 1000 cycles). La donnée la plus impor-
tante concerne la branche B3 qui est utilisée à une température maximale, ce qui permet
d’écrire P (XTu = Maximale) = 100%. Cependant, pour les autres câbles, nous introduisons
P (XTu = Opérationnelle) = 100%. Les trois réflectomètres sont considérés fiables en émission
et en réception P (XFe = Vrai) = P (XFr = Vrai) = 98.99%.
Dans notre cas d’application, les branches sont adaptées à leurs extrémités afin de permettre la
circulation de l’information entre les différentes fonctions du système (A.B.S, éclairage, etc.). On
peut insérer les valeurs de probabilités de la variable Réception du signal de la façon suivante : Si
le réflectomètre Ri, i ∈ {1, 2, 3} considère que la branche est ambiguë, P (XR = Vrai) = 100%.
Sinon, P (XR = Vrai) = 0%.
Nous propageons ces connaissances dans le réseau bayésien sur chaque branche. On se limite
toutefois aux branches ambiguës : B3, B2, B6 et B′3 pour chacun des réflectomètres R1, R2 et R3.
La figure 5.37 montre la plupart des données introduites dans le réseau bayésien puis propagées
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par inférence pour calculer la probabilité de détection du défaut sur la branche B2.
FIGURE 5.37: Propagation des données dans le réseau bayésien puis le calcul de la probabilité de
détection du défaut sur la branche B2.
Le tableau 5.23 montre les probabilités obtenues pour le réflectomètre R1 par rapport à la
présence du défaut sur les branches B3, B2, B6 et B′3. On peut remarquer que la probabilité de
détection du défaut sur la branche B2 (69.55%) est plus importante que la probabilité de détection
du défaut sur la branche B3 (68.34%). En comparant les deux probabilités, nous avons tendance
à conclure que la branche B2 est la branche défectueuse. En effet, le fait que la branche B3
soit soumise à une température d’utilisation plus importante que les autres branches ambiguës a
accéléré son vieillissement d’une part et a augmenté surtout le bruit thermique sur la branche.
La présence du stress thermique a dégradé la fiabilité du diagnostic effectué par le réflectomètreR1.








TABLE 5.23: Probabilité de présence du défaut sur les branches ambiguës selon R1.
Le tableau 5.24 montre les probabilités obtenues à partir de l’interprétation des données du
réflectomètre R2 par rapport à la présence du défaut sur les branches B3, B2, B6 et B′3. On peut
remarquer que les probabilités de détection du défaut sur les branches B6 et B′3 (69.55%) sont
légèrement plus importantes que la probabilité de détection du défaut sur la branche B3 (68.34%).
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B6 est égale à 7 m et la branche B′3 est égale à 2.5 m. L’atténuation est plus importante sur la
branche B6 que sur la branche B′3 puisqu’elle est plus longue. Cependant, dans le réseau bayésien,
nous avons considéré 3 modalités : Faible (longueur inférieure à 10 m), Moyenne (longueur entre
10 m et 100 m) et Élevée (longueur supérieure à 100 m). En comparant les probabilités obtenues,
nous avons tendance à conclure que le défaut se trouve soit sur la branche B′3 soit sur la branche
B6. La présence du stress thermique a faussé le diagnostic du défaut effectué par le réflectomètre
R2.








TABLE 5.24: Probabilité de présence du défaut sur les branches ambiguës selon R2.
Le tableau 5.25 montre les probabilités obtenues à partir de l’interprétation des données
du réflectomètre R3 par rapport à la présence du défaut sur les branches B3, B2, B6 et B′3.
On peut remarquer que la probabilité de détection du défaut sur la branche B′3 (69.55%) est
légèrement plus importante que la probabilité de détection du défaut sur la branche B3 (68.34%).
En comparant les deux probabilités, nous avons tendance à conclure que la branche B′3 est la
branche défectueuse. La présence du stress thermique a dégradé là aussi la fiabilité du diagnostic
effectué par le réflectomètre R3.








TABLE 5.25: Probabilité de présence du défaut sur les branches ambiguës selon R3.
En analysant les données obtenues par le diagnostic local, nous pouvons légitimement penser
que le défaut existe sur la brancheB′3. Cette constatation nous laisse conclure que le fait que chaque
réflectomètre effectue sa mesure de diagnostic séparément ne permet pas forcément d’éliminer
l’ambiguïté et améliorer la fiabilité du diagnostic dans un réseau complexe. Pour résoudre cette
contrainte, nous faisons appel à la fusion d’informations obtenues par chaque réflectomètre. On
parle ici d’un diagnostic global que nous allons effectuer dans ce qui suit.
5.4.3 Réalisation du diagnostic global
Dans cette étape, nous allons représenter les données obtenues sur chacune des branches
ambiguës après fusion d’informations. Les informations fusionnées reflètent non seulement
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l’information générée par chaque réflectomètre, mais aussi l’information qui n’aurait pu être
générée par aucune des sources prises séparément. Le tableau 5.26 montre la probabilité globale
de la présence du défaut sur la branche B′3 qui est égale à P
B′3 = 46.86%. Elle est obtenue par
application de la moyenne entre les probabilités de détection du défaut sur la branche B′3 par R1,
R2 et R3 (voir équation (5.7)).
















TABLE 5.26: Probabilité de présence du défaut sur la branche B′3.
De la même façon, nous calculons la probabilité globale des autres branches ambiguës B3, B2
et B6 comme le récapitule le tableau 5.27. En se basant sur les informations globales obtenues,
il est maintenant possible de prendre la décision sur la branche défectueuse. Pour cela, nous
appliquons la relation de l’équation (5.8) permettant de déduire que la branche B3 est la branche
défectueuse puisqu’elle représente la probabilité maximale.







TABLE 5.27: Probabilité globale sur chaque branche ambiguë.
La fusion des données permet d’éliminer l’ambiguïté de localisation du défaut dans un réseau
complexe lorsque les réflectomètres sont fiables (émission, réception et traitement). Ce constat ne
fait que confirmer l’intérêt de la communication intégrée dans le chapitre 4 grâce à la capacité de la
méthode de diagnostic OMTDR à manipuler des signaux porteurs d’informations. Nous proposons
dans ce qui suit de reprendre la même stratégie développée précédemment mais dans le cas d’un
ou plusieurs réflectomètres non fiables.
5.4.4 Intérêt de la fusion des données dans le cas des réflectomètres non fiables
Nous proposons maintenant de considérer le même réseau décrit précédemment (voir figure
5.34). Dans un premier temps, nous considérons que la valeur de fiabilité du réflectomètre en
traitement est égale à P (XFt = Vrai) = 40%. Cette information est ainsi introduite et propagée
dans le réseau développé précédemment. Le tableau 5.28 montre les probabilités obtenues pour
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peut remarquer que suite à la dégradation de la fiabilité du réflectomètre R1, la confiance dans le
diagnostic a diminué passant pour la branche B2 de 69.55% à 49.20%. La même constatation peut
être effectuée sur la branche B3.








TABLE 5.28: Probabilité de présence du défaut sur les branches ambiguës lorsqueR1 est non fiable.
Le tableau 5.29 résume les informations globales calculées après fusion des données de R1,
R2 et R3 sur chaque branche ambiguë B3, B2, B′3 et B6. On souligne que les autres réflectomètres
R2 et R3 sont considérés fiables en émission, en réception et en traitement. On peut remarquer
que malgré la perte en fiabilité du réflectomètre R1, nous avons réussi à localiser la branche
défectueuse (la branche B3) grâce à la fusion des données puisqu’elle représente toujours la
probabilité globale la plus élevée par rapport aux autres branches. En effet, la participation des
autres réflectomètres fiables R2 et R3 dans la prise de décision a permis d’aboutir à une bonne
décision malgré que nous ayons perdu en termes de confiance par rapport à la présence du défaut
sur la branche B3 qui est passée de 68.34% à 61.67%.







TABLE 5.29: Informations globales dans le cas d’un réflectomètre non fiable.
Nous proposons maintenant de dégrader un peu plus la situation en ajoutant la perte en fiabilité
du réflectomètre R2 en traitement qui atteint dans notre étude 40% (idem pour R1). Le tableau
5.30 montre les informations globales issues de la fusion des données sur chaque branche. On peut
remarquer que malgré la perte en fiabilité du réflectomètre R1 et R2, nous ayons réussi à localiser
la branche défectueuse (la branche B3) grâce à la fusion des données puisqu’elle représente
toujours la probabilité globale la plus élevée par rapport aux autres branches. Cependant nous
avons perdu en termes de confiance par rapport à la présence du défaut sur la branche B3 qui est
passé de 68.34% à 55.01%.
Nous proposons maintenant de considérer que le réflectomètre R3 n’est plus capable d’ef-
fectuer ni l’injection ni la réception du signal. On peut ainsi écrire P (XI = Vrai) = P (XR =
Vrai) = 0%. En introduisant cette information dans le réseau bayésien, nous obtenons la
probabilité suivante : P (XDd = Vrai) = 0.11% pour toutes les branches. Nous proposons
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TABLE 5.30: Informations globales dans le cas de deux réflectomètres non fiables.
maintenant de propager cette information, nous obtenons les résultats décrits dans le tableau 5.31.
On peut remarquer que malgré la perte d’un réflectomètre R3, nous ayons réussi à localiser la
branche défectueuse (la branche B3) grâce à la fusion des données puisqu’elle représente toujours
la probabilité globale la plus élevée par rapport aux autres branches. Cependant nous avons
largement perdu en termes de confiance par rapport à la présence du défaut sur la branche B3 qui
est passée de 68.34% à 32.27%.







TABLE 5.31: Informations globales dans le cas d’un réflectomètre non fonctionnel.
Nous considérons maintenant que le réflectomètre R1 n’est plus fonctionnel ni en émission ni
en réception. Nous propageons cette information dans le réseau et nous obtenons la probabilité
suivante : P (XDd = Vrai) = 0.11% pour toutes les branches. Après la fusion des données, nous
obtenons les résultats décrits dans le tableau 5.32.







TABLE 5.32: Informations globales dans le cas de deux réflectomètres non fonctionnels.
Le tableau 5.32 montre les probabilités obtenues par rapport à la présence du défaut sur les
branches B3, B2, B6 et B′3. On peut remarquer que le choix est limité ainsi à trois branches B3,
B′3 et B6. On a donc tendance à dire que soit la branche B
′
3 soit la branche B6 est la branche
défectueuse puisqu’elles ne sont pas soumises à une température maximale comme le cas de la
branche B3. En effet, l’imperfection des données peut aussi dégrader la fiabilité du diagnostic
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Conclusion
Dans ce chapitre, nous avons intégré les facteurs d’influence sur la mesure de réflectométrie
pour évaluer la fiabilité du diagnostic effectué. Pour cela, nous avons identifié dans un premier
temps les facteurs d’influence sur la mesure de réflectométrie que nous avons classés en sous-
classes telles que : environnement du câble, caractéristiques du câble, perturbations dues au câble,
effets des perturbations, caractéristiques du réflectomètre et procédure de réflectométrie.
Dans un deuxième temps, nous avons étudié les effets de ces paramètres sur la mesure de
réflectométrie par expérimentations, simulations, équations, etc. Les connaissances mixtes ainsi
collectées ont été ensuite représentées par un réseau bayésien. L’objectif était d’évaluer la fiabilité
du diagnostic sur une branche en propageant les connaissances relatives aux facteurs d’influence.
Nous avons ensuite adapté le modèle du réseau bayésien au contexte d’un réseau complexe.
Pour cela, nous avons proposé une nouvelle stratégie probabiliste qui comporte deux étapes :
le diagnostic local et le diagnostic global. Dans le diagnostic local, nous avons modélisé un
sous-réseau bayésien pour chaque branche diagnostiquée par un réflectomètre. Cette étape a
permis de fournir une information locale sur la présence du défaut sur chacune des branches. Nous
avons alors fusionné ces informations pour calculer l’information globale et faciliter ainsi la prise
de décision. Dans la dernière section, nous avons montré que la fusion d’informations permettait
de prendre la décision sur la localisation du défaut avec un certain degré d’incertitude même si un
ou plusieurs réflectomètres étaient non fiables sur le réseau.
Il est important de souligner que le mariage entre la thématique des réseaux bayésiens et le
diagnostic par réflectométrie est une contribution originale qui n’a jamais été proposée jusqu’à
alors. Le travail réalisé et relaté dans ce chapitre n’est qu’une ébauche. Nous proposons d’intégrer
d’autres fonctions intéressantes du réseau bayésien telles que l’apprentissage supervisé, l’intégra-
tion du temps (réseaux bayésiens dynamiques [19]) et éventuellement l’utilisation des techniques
PHM pour anticiper l’apparition d’un défaut [20].
5.4 Application de la stratégie proposée sur un réseau CAN
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Conclusion générale et perspectives
L es travaux de recherche menés dans cette étude avaient pour objectif de proposer etdévelopper de nouvelles stratégies de diagnostic embarqué des réseaux filaires complexespermettant d’optimiser les performances, le coût et la fiabilité du diagnostic des câbles
sous contraintes opérationnelles d’utilisation (prise en compte de l’environnement, des caractéris-
tiques du câble, de la fiabilité du système du diagnostic, etc.).
Nous avons présenté dans le premier chapitre le contexte ainsi que les problématiques
posées dans cette étude. En effet, l’augmentation de la complexité des réseaux filaires ainsi
que l’exposition des câbles à diverses conditions agressives favorisent l’apparition de défauts.
Certains défauts peuvent avoir parfois des conséquences graves lorsque les câbles font partie de
systèmes critiques. Le besoin d’embarquer la fonction du diagnostic pour effectuer un monitoring
en continu a été identifié. Nous avons fait le choix d’utiliser la réflectométrie pour son aptitude
naturelle à s’intégrer dans un système embarqué.
Nous avons introduit dans l’état de l’art du deuxième chapitre les méthodes existantes pour
le diagnostic embarqué des câbles. Les avantages et inconvénients de chacune de ces méthodes
conçues pour réaliser soit le diagnostic en ligne (réflectométrie par étalement du spectre et réflec-
tométrie multi-porteuse) soit le diagnostic distribué (séquences pseudo-aléatoires et moyennes
sélectives) ont été soulignés. Nous avons conclu que la réflectométrie multi-porteuse ainsi que
le diagnostic distribué sont deux solutions intéressantes pour réaliser un diagnostic en ligne
des réseaux filaires complexes. Motivés par ces constatations, nous avons décidé d’orienter nos
travaux selon ces deux axes.
Nous avons proposé et développé, dans le troisième chapitre, une nouvelle méthode de
réflectométrie multi-porteuse dénommée OMTDR (Orthogonal Multi-tone Time Domain
Reflectometry). L’orthogonalité des sous-porteuses permet d’annuler des bandes interdites plus
fines et une efficacité spectrale plus importante en l’absence des bandes fréquentielles de garde
(cas des autres méthodes de réflectométrie multi-porteuse). Les résultats de simulation ainsi que
les mesures expérimentales effectuées sur des réseaux réels ont montré que la méthode proposée
est capable de détecter et localiser un défaut franc ou non franc avec une faible complexité et ce
même dans le cas d’un réseau complexe. La méthode OMTDR a fait l’objet d’un dépôt de brevet
[1] et d’une communication internationale [2].
Nous avons abordé dans le quatrième chapitre la stratégie du diagnostic distribué. Nous avons
proposé, dans un premier temps, une nouvelle méthode d’allocation distribuée des sous-porteuses
pour éliminer les problèmes d’interférence. Cette nouvelle méthode offre la possibilité d’effectuer
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le diagnostic simultanément en plusieurs points du réseau, et donc de détecter l’apparition des dé-
fauts intermittents sans synchronisation. De plus, elle assure que tous les réflectomètres conservent
la même perspective du réseau pour une meilleure précision. La méthode d’allocation distribuée
a fait l’objet d’un dépôt de brevet [3]. Après avoir éliminé l’interférence, nous avons proposé
une nouvelle stratégie de diagnostic permettant de résoudre le problème d’ambiguïté à moindre
coût. Elle propose d’utiliser la partie du signal de test qui se propage dans le réseau jusqu’à
atteindre un point de réception. Les simulations réalisées ont montré que cette partie permettait
de pré-localiser la branche défectueuse. Cette stratégie de réflectométrie a fait l’objet d’une
communication internationale [4] et d’une publication dans une revue [5]. Plus loin, l’utilisation
d’un signal porteur d’information (méthode OMTDR), nous a permis d’intégrer la communication
entre les réflectomètres pour instrumenter la fusion des données et, par suite, de globaliser la prise
de décision. Cette stratégie a fait aussi l’objet d’une communication internationale [6].
Malgré la pertinence des stratégies développées au cours de cette étude, nous avons montré
dans le cinquième chapitre qu’il existait des facteurs d’influence sur la mesure de réflectométrie.
Ces facteurs peuvent être liés à l’environnement d’utilisation, aux caractéristiques du câble, à
la fiabilité des réflectomètres, etc. Dans un premier temps, nous avons étudié par simulations et
expérimentations les effets de ces paramètres sur la fiabilité du diagnostic. Dans un deuxième
temps, nous avons proposé d’exploiter la puissance des réseaux bayésiens en termes d’agrégation
des connaissances afin de modéliser le comportement de la mesure de réflectométrie en présence
de ces facteurs d’influence. La propagation de ces connaissances a permis d’évaluer la fiabilité
du diagnostic dans un câble puis dans un réseau complexe. Nous avons réussi à montrer que la
fusion d’informations via la communication entre les réflectomètres permettait d’améliorer les
performances ainsi que la fiabilité du diagnostic même en présence d’une ou plusieurs source(s)
non fiables. Cette nouvelle stratégie probabiliste a fait l’objet d’une communication internationale
[7].
Pour conclure, les travaux effectués dans cette étude ont permis de rendre le réflectomètre plus
intelligent grâce à l’intégration de la fonction de communication. Le réflectomètre avait l’exclusi-
vité d’injecter un signal de test, recevoir un signal réfléchi et effectuer les traitements nécessaires
pour prendre la décision sur la localisation du défaut indépendamment de ses voisins. Cependant,
nous avons montré ici que la fusion des données permettait d’optimiser les performances du diag-
nostic. La centralisation d’informations facilite, par suite, la prise de décision. En termes de coût
du diagnostic, les réflectomètres ne doivent pas être dotés de la même capacité de traitement, de
stockage, et d’analyse des données ; seul le réflectomètre central doit être équipé de ces privilèges.
Notons également que si la réflectométrie s’intéresse aux anomalies dans les câbles, les réflec-
tomètres évoluent également dans des environnements agressifs et sont potentiellement sujets à
défaillance. L’étude que nous avons conduite permet de diagnostiquer l’état des réflectomètres et
de détecter l’apparition de dysfonctionnements. Ceci permet d’améliorer la fiabilité du diagnos-
tic et d’étendre la portée des résultats, en guidant l’opérateur de maintenance dans son travail de
recherche du défaut.
5.4 Application de la stratégie proposée sur un réseau CAN
5.4.4 Intérêt de la fusion des données dans le cas des réflectomètres non fiables
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Perspectives
Les perspectives de ces travaux de recherche sont nombreuses. Nous avons fait le choix de
présenter trois axes de recherche que nous estimons intéressants de poursuivre : intégration de la
méthode OMTDR, optimisation du nombre et des positions des réflectomètres, et pronostic.
La faisabilité de la méthode de réflectométrie multi-porteuse OMTDR a été vérifiée par des ré-
sultats de simulations et validée par des résultats d’expérimentations. Aujourd’hui, les différentes
fonctions de la méthode sont en cours d’intégration dans une carte électronique pour mettre en
œuvre un système de diagnostic autonome. Pour cela, il est nécessaire d’implémenter l’algorithme
que nous avons développé dans le quatrième chapitre. Il permet de détecter et de localiser les
défauts par interprétation du réflectogramme et extraction des extremums locaux. Pour intégrer
la communication, des réflexions sont en cours pour améliorer des points critiques identifiés au
cours de notre étude. On peut citer : la synchronisation, le multiplexage, l’ordonnancement des
tâches, le routage des paquets, le débit de transmission, la modulation M-QAM, etc. L’intégration
de l’ensemble des algorithmes développés au cours de notre étude repose maintenant sur un
travail d’ingénierie pour mettre en œuvre un système fiable et optimisé capable de s’adapter aux
contraintes des systèmes embarqués.
Le diagnostic distribué a pour objectif de localiser d’une façon précise et sans ambiguïté la
position d’un défaut sur un réseau filaire complexe à moindre coût. Un nombre minimum de
réflectomètres doivent être ainsi placés à des points stratégiques du réseau pour atteindre cet
objectif. Au cours de notre étude, la problématique d’optimisation du nombre de réflectomètres
a été identifiée et une première approche a été développée [8, 9]. Elle consiste, en phase de
conception à partir d’un cas déterministe, à placer un réflectomètre à chaque extrémité du réseau
puis à optimiser l’architecture de diagnostic en réduisant le nombre de réflectomètres. En phase
d’exploitation, le réseau bayésien développé permettra alors d’estimer le niveau de confiance du
diagnostic réalisé. Dans ce contexte, nous estimons que des améliorations doivent être apportées
au modèle du réseau bayésien existant (intégration par exemple de la fiabilité, environnement
d’opération, capacité du stockage, puissance du processeur, batterie, etc). De plus, une grande
réflexion doit être effectuée au niveau du choix de l’emplacement des réflectomètres.
Nous estimons que le réseau bayésien que nous avons développé dans notre étude peut être
enrichi par d’autres facteurs d’influence tels que la pénétration de l’humidité, le stress mécanique,
les paramètres primaires du câble (R, L, C et G), etc. Les probabilités conditionnelles ou a priori
basées sur l’avis de l’expert doivent être aussi raffinées. Mise à part l’évaluation de la fiabilité
du diagnostic, les réseaux bayésiens statiques offrent la possibilité de remonter aux causes les
plus probables d’un défaut observé. Il est ainsi possible de savoir si le défaut a eu lieu suite à
un vieillissement, un dépassement de la température maximale, une pénétration de l’humidité,
etc. L’axe de recherche à privilégier est le pronostic. En effet, les méthodes de réflectométrie
permettent généralement de détecter la présence du défaut après sa réalisation. Cependant, il serait
plus intéressant de prévoir l’apparition du défaut. Les réseaux bayésiens dynamiques permettent
de tenir compte de l’évolution du système et de prédire son comportement futur en fonction de
son état actuel. Notons également qu’il serait intéressant d’estimer la période de fin de vie d’un
câble grâce à l’utilisation des réseaux bayésiens dynamiques.
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L’étude menée durant ces trois années forme un excellent point de départ pour le déploiement
d’un système de diagnostic distribué au sein d’un système communicant complexe pour en maxi-
miser la couverture grâce à la fusion d’informations.
5.4 Application de la stratégie proposée sur un réseau CAN
5.4.4 Intérêt de la fusion des données dans le cas des réflectomètres non fiables
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Calcul du coefficient de réflexion et de
transmission dans un réseau complexe A
On propose de calculer le coefficient de réflexion et de transmission dans un réseau filaire de
topologie complexe comme présenté par la figure A.1.
FIGURE A.1: Topologie d’un réseau filaire complexe.
Le réseau complexe A.1 comporte huit branches de même impédance caractéristique Zc et no-
tées Bi, i ∈ {1, 2, · · · , 8}. Chaque branche est représentée par sa matrice ABCD. Le réflectomètre
R1 est connecté à la branche B1. Les branches B2,B5,B6,B7 et B8 sont chargées respectivement








8. Le tableau A.1 résume les longueurs des branches du réseau
en mètres (m).
Branche Longueur Branche Longueur
B1 1 m B5 1.7 m
B2 0.75 m B6 2 m
B3 2.2 m B7 1.7 m
B4 4.3 m B8 1 m
TABLE A.1: Longueurs des branches Bi, i ∈ {1, 2, · · · , 8} dans le réseau.
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A.1 Calcul du coefficient de réflexion
On cherche à calculer le coefficient de réflexion équivalent à l’ensemble du réseau, appelé
S11. On propose de diviser le réseau en des sous-réseaux de forme générique (étoile, Y, ligne
de transmission) afin de réduire la complexité du calcul. On obtient ainsi 3 sous-réseaux : A, B et C.
Dans un premier temps, on propose de calculer le coefficient de réflexion équivalent au sous-






























Il reste à remplacer Z ′3 et Z
′
4 par les coefficients de réflexion équivalents respectivement aux sous
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La figure A.2 montre le réflectogramme correspondant au réseau de topologie complexe de la
figure A.1. On peut remarquer que la complexité de l’analyse du réflectogramme va de pair avec
la complexité du réseau cible. Ceci rend la détection du défaut plus difficile surtout dans le cas
d’un défaut non franc de faible amplitude.































FIGURE A.2: Réflectogramme d’un réseau réseau complexe.
A.2 Calcul du coefficient de transmission
Pour calculer le coefficient de transmission, on place deux réflectomètres aux extrémités des
lignes B6 et B8 notés R2 et R3, respectivement. Pour cela, on utilise le formalisme de la matrice
ABCD comme le montre la figure A.3. Ik et Vk représentent le courant et la tension au port k,
respectivement. I ′k et V
′
k représentent le courant et la tension au port k
′, respectivement. ak et a′k
sont les ondes entrantes et bk et b′k sont les ondes sortantes.
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FIGURE A.3: Formalisme de la matrice ABCD.
Le passage entre les paramètres de la matrice S et de la matrice ABCD au niveau des deux
ports est donné par les relations suivantes :
V1 = a1 + b1. (A.14)





ZcI1 = a1 − b1. (A.16)
−ZcI1 = a′1 − b′1. (A.17)





On peut écrire alors :












2a1 = (A1 + C1Zc)V
′

































I ′3 = I5 + I6. (A.25)


















































































D’où, on peut écrire l’équation (A.25) comme suit :









)b′6 + (C6 + D6Zc
)
b′6. (A.31)






























I ′4 = I7 + I8. (A.34)
Comme on a fait précédemment pour I ′3, on peut écrire :
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On cherche à écrire I ′4 en fonction de b
′
6. Pour cela on a V4 = V3, d’où :
































(V4 −B4I ′4) . (A.42)































Or, puisque V ′4 = V8, on peut écrire V
′


































) + (C8 + D8
Zc
) b′8 + (A8 + B8Z8
)
b′8. (A.45)
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Il suffit de remplacer b′8 par b
′
6 en se référant à l’équation (A.46) pour écrire I4 en fonction de b
′
6.


































































































On peut ainsi écrire I ′1 en fonction de b
′
6 en se référant aux équations (A.51), (A.47) et (A.32).
Sachant que V ′1 = V2, l’équation (A.21) alors :
2a1 = (A1 + C1Zc)V2 + (B1 +D1Zc) I
′
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Il suffit ainsi de remplacer b′2 et I
′
1 par leurs equations, pour trouver S61.
On propose maintenant de calculer le coefficient de transmission de R1 à R3. Pour cela, on





Il suffit par suite d’exprimer I ′1 en fonction de b
′
8 sachant que I
′
1 = I2 +I3 +I4. Précédemment, on a
déjà calculer I4 en fonction de b′8 comme illustré par l’équation (A.47). En se référant à l’équation




















































Pour calculer I3 et I2, il suffit de remplacer b′6, respectivement, dans les equations (A.32) et (A.51),
par son expression en fonction b′8 illustrée par l’équation (A.55).
La figure A.4 montre le coefficient de transmission obtenu du réflectomètre R1 au réflec-
tomètre R2 qui correspond bien au chemin direct parcouru entre ces deux réflectomètres :
B1 + B3 + B6=1+2.2+1=5.2 m. De même, on peut voir que le premier pic du coeffi-
cient de transmission obtenu entre R1 et R3 correspond bien au chemin direct parcouru où
L1 + L4 + L8=1+4.3+1=6.3 m.

























FIGURE A.4: Fonction du coefficient de transmission.
Choix de la longueur de la fonction de
fenêtrage B
La longueur de la fonction de fenêtrage a un rôle important dans l’amélioration de la qualité
du réflectogramme. Nous proposons ici de montrer comment on effectue le choix de la longueur
de la fenêtre pour obtenir un résultat optimal. Pour cela, nous allons considérer une fenêtre
de Dolph-Chebyshev. La figure B.1 montre la fonction d’auto-corrélation du signal de test de
longueur 512 échantillons. L’objectif est d’éliminer les lobes secondaires autour du pic central.
























FIGURE B.1: Auto-corrélation du signal de test.
Dans un premier temps, on prend la longueur de la fenêtre égale à la largeur du pic central
à hauteur nulle de la fonction d’auto-corrélation. La figure B.2 montre la fonction d’auto-
corrélation obtenue après convolution entre une fenêtre de Dolph-Chebyshev de longueur en
nombre d’échantillons N ′=8 et la fonction d’auto-corrélation du signal de test présentée dans la
figure B.1. L’amplitude est normalisée par rapport à l’amplitude maximale du lobe centrale. On
peut remarquer que nous avons réussi à réduire légèrement l’amplitude des lobes secondaires.
Cependant, nous n’avons pas réussi à les éliminer.
Nous proposons ainsi d’augmenter le nombre d’échantillons N ′. Cette fois, nous proposons
de considérer la distance entre l’échantillon de l’amplitude maximale du premier lobe secondaire
à gauche (-10) et l’échantillon de l’amplitude maximale du premier lobe secondaire à droite (10).
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FIGURE B.2: Auto-corrélation après application d’une fenêtre de la largeur N ′=8.
Nous fixons ainsi le nombre d’échantillons de la fonction de fenêtrage à 20. La figure B.3 montre
la fonction d’auto-corrélation obtenue après convolution entre une fenêtre de Dolph-Chebyshev
de longueur N ′=20 échantillons et la fonction d’auto-corrélation du signal de test présentée dans
la figure B.1. On peut remarquer que nous avons réussi à éliminer les lobes secondaires autour du
lobe central. Cependant, la largeur du lobe central a légèrement augmenté par rapport au cas sans
post-traitement.












FIGURE B.3: Auto-corrélation après application d’une fenêtre de la largeur N ′=20.
Il est possible d’améliorer le résultat obtenu dans la figure B.3 en augmentant le nombre
d’échantillons dans la fonction de fenêtrage. Cependant, ceci va entraîner l’augmentation de la
largeur du lobe central dans la fonction d’auto-corrélation, ce qui influence par suite la résolution
du diagnostic. En effet, il y a un compromis à assurer entre la largeur du lobe principal et l’am-
plitude des lobes secondaires. Pour un signal de longueur 512 échantillons, nous considérons une
fenêtre de longueur N ′=20 échantillons. Si la longueur du signal de test change, il est toujours
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possible de retrouver la meilleure longueur de la fenêtre pour un résultat optimal. Il suffit de cal-
culer la distance entre l’échantillon de l’amplitude maximale du premier lobe secondaire à gauche
et l’échantillon de l’amplitude maximale du premier lobe secondaire à droite.

Calcul du coefficient de réflexion et de
transmission dans un bus CAN C
Nous proposons de calculer le coefficient de réflexion et de transmission du réflectomètre R3
dans le bus CAN. Le réseau diagnostiqué par le réflectomètre R3 est présenté par la figure Fig.C.1.
FIGURE C.1: Réseau diagnostiqué par le réflectomètre R3 dans le bus CAN.
Les paramètres ABCD du quadripôle représentant la branche sous test notée k est donnés par















où Vk et Ik représentent la tension et le courant à l’entrée. V ′k and I
′
k représentent la tension et le
courant à la sortie. La relation entre les paramètres S et les paramètres ABCD est donnée de la
façon suivante :
Vk = ak + bk (C.2)
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ZcIk = ak − bk (C.4)
−ZcI ′k = a′k − b′k (C.5)
où ak et a′k représentent les ondes entrantes. bk et b
′
k représentent les ondes sortantes.
C.1 Calcul du coefficient de réflexion de R3
Afin de calculer le coefficient de réflexion ΓB′3 du réflectomètre R3, le réseau est divisé en des
sous-réseaux où chaque sous-réseau est un réseau en Y comme le montre la figure C.1. Ensuite,
la cascade des coefficients de réflexion équivalents à chaque sous-réseau permet de déduire le
coefficient de réflexion ΓB′3 équivalent à l’ensemble du réseau. Le coefficient de réflexion ΓB′3 est
donné par la relation suivante :
ΓB′3 = SS3,S3 =
Z ′B′3 − Zc
Z ′B′3 + Zc
. (C.6)














Les impédances équivalentes des branches B3 et B4 sont obtenues, respectivement, par :
ZB3 =
AB2 +BB2(YB1 + YB′1)
YB′2
(
AB2 +BB2(YB1 + YB′1)
)

































où ζ ′B6 = AB6 + BB6(YB′6 + YB7) et ζ
′′
B6








La figure C.2 montre le réflectogramme correspondant au réseau de topologie complexe de la
figure C.1 selon la perspective du rélfectomètre R3.
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Défaut non franc 
FIGURE C.2: Réflectogramme obtenu par R3 dans un bus CAN.
C.2 Calcul du coefficient de transmission de R3 à R1
La figure C.3 représente le formalisme ABCD représentant le bus CAN.
Ici, T13 exprime le coefficient de transmission de R3 à R1 et est exprimé de la façon suivante :










Ensuite, a′B′1 et b
′
B′1
doivent être exprimés en termes de aB′3 et bB′3 où :

























I ′B′3 . (C.14)
où,












I ′B′3 = IB4 + IB3 . (C.16)























I ′B′3 . (C.18)
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FIGURE C.3: Formalisme de la matrice ABCD dans un bus CAN.
Les courants IB5 et I
′
B′3
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et,












































Dans les équations (C.19), b′B′6 et b
′
B′5
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La figure C.4 montre le coefficient de transmission obtenu du réflectomètre R3 au réflec-
tomètre R1 qui correspond bien au chemin direct parcouru entre ces deux réflectomètres :
B′3 +B3 +B2 +B
′
1=5+13+8+5= 31 m.




















FIGURE C.4: Fonction du coefficient de transmission entre R3 et R1.
