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I N T R O D U C T I O N

1
I N T R O D U C T I O N
L’avenir n’appartient à personne. Il n’y a pas de précurseurs, il n’existe que
des retardataires.
— Jean Cocteau
1.1 contexte de la thèse
Les services de streaming vidéo (Netflix + YouTube) représentent déjà
plus de 50% du trafic web des foyers américains sur leurs lignes fixes.
Les services multimédia en général représentent une part importante
du trafic Web mondial et ne cessent de croître depuis plusieurs an-
nées. L’expansion de la mobilité (4G LTE et LTEa) et l’arrivée des
réseaux du futur (NGN), proposant une distinction entre opérateur
de réseaux et opérateurs de services, vont modifier le modèle écono-
mique des fournisseurs de service. Le modèle en Best Effort utilisé
actuellement par les services de streaming risque de péricliter dû au
coût important lié à ce type de fonctionnement.
Depuis 2008, de nouveaux protocoles de streaming ont fait leurs ap-
paritions. Ils permettent de délivrer du contenu s’adaptant à la bande
passante disponible. On retrouve les géants du Web qui ont chacun
travaillé sur leurs propres protocoles (Microsoft, Apple, Adobe). Ces
protocoles permettent ainsi d’adapter la qualité du service fourni en
fonction du débit disponible à chaque instant t.
En parallèle, nous trouvons de plus en plus de travaux travaillant
sur l’amélioration de l’expérience utilisateur. Ces études cherchent à
s’intéresser aux jugements personnels des utilisateurs plutôt qu’aux
spécifications techniques des réseaux délivrant le service. L’objectif
de tout fournisseur de service étant la satisfaction du client, il sem-
ble logique de se tourner vers la mesure des besoins utilisateurs et
d’essayer de leur fournir le service le plus proche de leurs attentes.
1.2 motivations
L’équipe SATIN travaillant depuis plusieurs années sur l’adaptation
des services numériques à leur contexte d’utilisation, j’ai tout d’abord
travaillé sur la poursuite de précédents travaux de recherche liés à
l’adaptation dynamique d’applications multimédia à leur contexte
d’exécution dans les réseaux du futur 1. Ces travaux abordant princi-
1 Thèse de Y.G. Billet / 2012
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palement la notion de qualité de service, il nous a semblé important
d’aller jusqu’au bout de la chaîne de diffusion en s’intéressant à un
élément trop souvent mis de côté : l’utilisateur.
Nous assistons actuellement à l’expansion des services multimé-
dia, à l’émergence de nouveaux protocoles de diffusion permettant
une adaptation du service en cours d’utilisation, ainsi qu’à l’intérêt
trop faible porté aux utilisateurs finaux. Il nous semble donc impor-
tant de réfléchir à un modèle optimisant les flux du service à envoyer
en fonction du besoin réel de ces utilisateurs finaux. L’objectif princi-
pal de cette thèse est donc de proposer une solution permettant de
prendre en compte la qualité de l’expérience utilisateur (QoE) au sein
des services de streaming HTTP adaptatifs.
1.3 contributions
Dans la première partie de cette thèse, nous présenterons un état de
l’art de la QoE au sein des multimédias. Nous détaillerons le con-
cept de QoE puis nous présenterons les liens pouvant exister avec la
qualité de service (QoS). Nous présenterons les différentes approches
et les modèles disponibles permettant d’appréhender cette notion au
sein de la littérature scientifique.
Une seconde partie présentera l’historique des protocoles de strea-
ming, l’arrivée des protocoles de streaming HTTP adaptatifs ainsi
qu’une comparaison des protocoles actuels.
Nous débuterons notre contribution par la mise en avant du ca-
ractère très personnel de la qualité d’expérience lors d’une session
de visionnage multimédia. Ceci est réalisé par des tests subjectifs sur
une cinquantaine d’utilisateurs. Ces travaux explicitent concrètement
les différences propres à chaque utilisateur et démontrent les écarts
de perception et d’exigence présents au sein d’une population.
Nous présentons une solution d’apprentissage automatique prévoy-
ant les besoins utilisateurs en se basant sur le score d’opinion moyen
(MOS). Cet apprentissage permet notamment une variabilité du nom-
bre de paramètres à prendre en considération lors du choix d’adaptation.
Nous présentons ensuite une architecture compatible avec les prin-
cipaux protocoles de streaming HTTP adaptatifs (HTTP Live Strea-
ming, DASH), permettant la prise en compte de la QoE au sein de
ces protocoles. Cette architecture, composée d’une partie physique et
d’une partie logique, intègre le point de vue de l’utilisateur comme
variable principale pour l’adaptation du contenu numérique diffusé.
Cette solution fournit notamment une intégration native avec l’ implé-
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mentation des protocoles actuels.
Enfin, cette proposition d’architecture a fait l’objet d’une valorisa-
tion à travers un prototype comme preuve de concept (POC, Proof
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L A Q U A L I T É D ’ E X P É R I E N C E
L’expérience est une bonne école. Mais les frais sont élevés.
— Heinrich Heine
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Dans ce chapitre, nous aborderons le concept de « qualité de l’ex-
périence » (ou Quality of Experience en anglais).
Nous présenterons la manière dont cette notion est arrivée dans le
domaine de la recherche informatique, et plus particulièrement au
sein des services numériques multimédias. Ensuite, nous mettrons
en avant les différences qu’il existe entre les notions de « Qualité de
Service » (QoS) et de QoE. Puis, nous détaillerons les différents types
d’approches existants au sein de la littérature scientifique permettant
de prendre en considération cette notion. Enfin, nous discuterons des
différents modèles existants permettant d’adapter nos services numé-
riques grâce aux résultats de ces approches.
2.1 la qoe , émergence et développement
Afin de prendre en considération la pleine mesure de l’impact de la
QoE au sein des services numériques actuels et futurs, il convient tout
d’abord de comprendre d’où vient cette notion et de la définir précisé-
ment. Dans cette partie, nous présenterons l’histoire de la QoE ainsi
que son évolution, puis nous définirons le plus précisément possible
la sémantique de ce terme.
2.1.1 Historique
Depuis les années 90, la notion de QoE est de plus en plus présente et
beaucoup de scientifiques prennent en compte celle-ci au sein de dif-
férents champs d’application. Ce terme de « qualité de l’expérience
» est une extension d’un terme beaucoup plus ancien nommé « qua-
lité de service » (QoS). Le concept de QoE a émergé au sein de champ
d’application où la qualité de service ne suffisait plus. Le système per-
ceptif de chaque humain présentant des sensibilités propres à chacun,
un utilisateur ne perçoit pas un service de la même façon que ses pair.
Ainsi, le seuil de qualité perçu varie d’un utilisateur à l’autre. Cette
nouvelle notion a d’abord été utilisée au sein de services de com-
munication. Mais avec le temps, la notion de « QoE » est devenue
intéressante au sein d’autres champs d’application comme le design
des interfaces utilisateurs (UI). Ce sujet est aussi lié à l’explosion du
domaine de l’expérience utilisateur (UX). Sachant que l’ UX travaille
sur l’étude, le design et l’évaluation de l’expérience des personnes sur
l’utilisation d’un système, quelques aspects de la qualité d’expérience
sont certainement liés à ce domaine. Mais la QoE est un concept qui
n’est pas seulement limité à l’utilisation d’un système ou d’un service.
Elle est aussi reliée au contenu même de ce service.
Avec l’augmentation du niveau de sophistication des services et des
systèmes, l’évaluation de la qualité est devenue de plus en plus com-
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plexe. Ceci est notamment dû à l’augmentation très forte du nombre
de paramètres utilisés, donc un accroissement des dimensions uti-
lisées au sein des systèmes d’apprentissages.
Bien que certains services ou systèmes utilisent un faible nombre de
technologies, de capacités fonctionnelles, de capteurs et de bande pas-
sante, d’autres applications sont une combinaison de celles-ci. L’aug-
mentation très forte de ces différents types de scénarios d’application
implique une augmentation des attentes des nombreux utilisateurs.
Non seulement sur le taux d’utilisation du système global, mais aussi
et surtout concernant le contenu du service lui-même.
Bien que l’intérêt de ce concept soit évident, le domaine de la QoE
manque particulièrement d’un cadre solide, théorique et pratique
afin de s’affirmer dans le domaine de la recherche scientifique. Nous
présenterons dans la suite de ce chapitre les réflexions en cours per-
mettant d’envisager ce cadre dans le futur (cf. 2.1.2.4 et A.1.5).
2.1.2 Définition
Du fait de la multiplicité des critères pouvant rentrer en compte, il est
difficile de définir un concept aussi large que la QoE. Nous exposons
les concepts suivants tels que nous les entendons dans ce travail.
2.1.2.1 Définitions des concepts de base
Afin de définir le terme « qualité de l’expérience », il faut d’abord
comprendre le sens des mots qui le compose. Pour cela, quelques
concepts préalables sont importants à maîtriser:
• Événement : un événement est observable. Un événement est
déterminé dans l’espace (c’est-à-dire où il se produit), le temps
(c’est-à-dire quand il se produit), et ses caractéristiques (ce qui
peut être observé).
• Perception : processus qui implique la reconnaissance et l’inter-
prétation des stimuli qu’enregistrent nos sens.
2.1.2.2 Définitions de l’expérience
Ayant défini ces notions, nous pouvons maintenant proposer notre
définition du terme expérience:
• Expérience : une expérience est un flux personnel de perception
et d’interprétation d’un ou plusieurs événements.
Par exemple, une expérience pourrait résulter de la rencontre d’un
être humain avec un système ou un service. Une expérience n’a pas
forcément pour résultat le jugement de la qualité de ce système ou
de ce service. Dans la définition précédemment citée, une expérience
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n’englobe pas tout ce qu’une personne a subi dans le passé, mais cela
est considéré comme un facteur de l’influence humaine sur la QoE.
2.1.2.3 Définitions de la qualité
• Qualité : c’est le résultat de la comparaison personnelle réalisé
par un individu en fonction de ses expériences passées, ajouté
à son processus de jugement. Il comprend la perception, la ré-
flexion sur la perception et la description du résultat.
Contrairement aux définitions qui considèrent la qualité comme «
qualitas » c’est-à-dire un ensemble de caractéristiques intrinsèques,
nous considérons la qualité en termes de degré de satisfaction du be-
soin et en fonction d’un « événement de qualité » [79]. Ce qui est fon-
damental avec ces définitions est la compréhension des deux termes
« qualité » et « expérience » d’un point de vue individuel. Ainsi, au
contraire du terme « performance », ils ne peuvent pas être seulement
décrits par des propriétés physiques ou l’achèvement d’un certain ob-
jectif (à l’inverse de la QoS).
2.1.2.4 Définition de la qualité d’expérience
L’ITU-T définit la QoE par : l’acceptabilité globale d’une application ou
d’un service, tel que perçu subjectivement par l’utilisateur final. [1]
Cette courte définition contient deux notes additionnelles :
• le terme « qualité de l’expérience » comprend l’ensemble des effets
d’un bout à l’autre du système (client, terminal, réseau, infrastructure
matérielle, etc. ).
• l’acceptabilité globale peut être influencée par les attentes et le contexte
de l’utilisateur.
Une définition plus générale de la QoE est proposée par Alben afin
de définir tous les aspects des interactions entre un produit et une
personne [4].
Ce qui est constatable est que le terme QoE n’est que partiellement
défini. Il apparaît dans de nombreux travaux sans toutefois avoir une
définition universelle. L’un des derniers travaux essayant de définir
ce terme a été réalisé par le COST1 QUALINET 2 au travers de son
livre blanc sur la qualité de l’expérience [59]. Afin de définir plus
précisément le terme QoE, le groupement QUALINET est parti d’une
définition de travail du terme qualité de l’expérience :
1 ( COST: European Cooperation in Science and Technology)
2 http://www.qualinet.eu/
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• Qualité de l’expérience : c’est le degré de plaisir ou d’agacement
d’un utilisateur concernant une application ou un service. Il ré-
sulte de l’accomplissement de ses attentes à l’égard de l’utilité
et/ou de la jouissance de l’application ou du service à la lu-
mière de sa personnalité et de son état actuel.
Dans cette définition, le terme « personnalité » est utilisé pour sig-
nifier « les caractéristiques d’une personne qui comptent pour un
schéma cohérent de sentiments, de pensées et d’agissements » [63]
Le terme « état courant » est quant à lui utilisé pour signifier « les
changements temporels ou de situation dans les sentiments, les pen-
sées ou le comportement d’une personne » [74]. On peut noter que
l’état courant est à la fois un facteur influent de la QoE, mais aussi
une conséquence de l’expérience.
Enfin, deux mots peuvent attirer notre attention dans la définition
de la qualité de l’expérience ci-dessus :
• Application : « un logiciel et/ou du matériel qui permet l’usage
de l’interaction par l’utilisateur d’un contenu donné. Ceci peut
inclure aussi bien du divertissement, de l’information, des docu-
mentaires. . . »
• Service : « Usage que l’on peut faire de quelque chose. » [15]
Dans le contexte des services de communication, la QoE peut être
influencée par de nombreux facteurs tels que le type de service ou
le service lui-même, le contenu, le réseau, le matériel de diffusion,
l’application utilisée ainsi que le contexte d’utilisation.
Après avoir défini le terme « service », il est intéressant d’en ana-
lyser son contenu. Il peut influer sur la QoE de différentes manières:
• Il contient des paramètres sur le signal transmis qui peuvent
être affectés durant tout le processus de leur création, transport
et présentation.
• Il transporte une notion de « signification ». Les artistes ou
les créateurs de contenu créent une expérience, et peuvent dé-
libérément proposer un contenu avec une expérience utilisa-
teur prédéterminée. Celui-ci peut avoir un effet tout autre sur
l’expérience de certains utilisateurs finaux.
Ces deux exemples nous montrent que la qualité de l’expérience
affecte les points de vue subjectifs du créateur du contenu, et de
l’utilisateur final. La transmission d’un service peut s’imaginer telle
que l’utilisation d’un système codeur/décodeur. Le créateur du con-
tenu imagine un service, codé d’une certaine manière afin de trans-
mettre la qualité et les sentiments souhaités aux utilisateurs finaux.
14 la qualité d’expérience
Ce service est transmis jusqu’aux utilisateurs finaux via l’utilisation
d’un réseau. Le client final décode le signal reçu. On ne peut être sûr
du décodeur utilisé, donc le message reçu par le/les clients finaux
ne fera pas forcément passer le sentiment imaginé par le créateur du
service.
2.1.3 Bilan
La QoE n’a pas de définition complète et générale pour le moment.
C’est une notion complexe qui prend en compte de nombreux para-
mètres, dont certains liés aux sentiments et à des notions très subjec-
tives de l’être humain. Afin de rassembler les scientifiques travaillant
dans ce domaine, un COST a été créé au niveau européen sous le
nom de réseau d’excellence Qualinet. Les principaux objectifs scien-
tifiques de ce groupe sont le développement de méthodologie prenant
en compte des métriques de qualité objective et subjective ainsi que
la coordination des travaux européens dans le domaine. Leur rôle
sera donc de travailler sur un cadre solide, théorique et pratique afin
d’intégrer pleinement dans le domaine de la recherche scientifique la
notion de QoE.
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2.2 qoe et qos , synonymes ?
Les termes de QoE et QoS sont parfois malencontreusement assimilés.
Dans cette partie, nous comparerons les deux concepts en mettant
en exergue les différences les distinguant et en présentant les liens
pouvant les rapprocher.
2.2.1 Le concept de qualité de service
Le terme « qualité de service » est très utilisé de nos jours. Mais
lorsque l’on cherche des définitions pouvant s’y appliquer, on trouve
une définition générale de la qualité dans l’ISO 8402 [25] et une défi-
nition de la qualité de service dans la recommandation de l’ ITU-T
E.800 [38].
Au sein de l’ISO 8402, la qualité est « l’ensemble des caractéris-
tiques d’un produit ou d’un service qui confère à celui-ci la possibi-
lité de satisfaire aux exigences énoncées ». Pour l’ISO 9000, la qualité
est « l’aptitude d’un ensemble de caractéristiques intrinsèques à sat-
isfaire des exigences ».
La recommandation ITU E.800 définit la « qualité de service » com-
me étant « l’effet global produit par la qualité de fonctionnement d’un
service qui détermine le degré de satisfaction de l’usager du service ».
Le sujet de cette thèse traitant de « la qualité d’expérience », nous
privilégions la définition de l’ISO 8402 plus appropriée au ressenti
l’utilisateur.
Au sein d’une architecture de télécommunications traditionnelle,
la qualité de service de bout en bout dépend des contributions des
composants illustrés sur la figure 1.
La configuration illustrée précédemment correspond à un schéma
traditionnel de distribution de services entre un fournisseur et un uti-
lisateur. Toutefois, ce principe peut être appliqué de la même manière
entre plusieurs utilisateurs.
La qualité de service repose sur plusieurs notions. La première est la
qualité de fonctionnement du réseau (latence, gigue, taux d’erreur. . . ).
La seconde est la qualité de fonctionnement non liée au réseau (sou-
vent liée aux contrats de service associés au réseau, comme la GTR
pour garantie de temps de rétablissement et GTI pour garantie de
temps d’intervention).










Figure 1: Qualité de service de bout en bout
2.2.2 Les critères de QoS
Afin d’aider les créateurs de services numériques dans la prise en
compte de la notion de qualité de service au sein de leurs applica-
tions, une matrice a été définie par l’ETSI (European Telecommuni-
cations Standards Institute) [75]. La commission d’étude du groupe-
ment a conclu qu’en fonction du niveau de qualité de service requis
pour un service, jusqu’à 43 critères de QoS pouvaient être pris en
compte. La figure 2 en reprend les principales.
2.2.3 Le modèle sous quatre angles
Afin de comprendre plus précisément la notion de qualité de service,
il faut comprendre son impact sous différents points de vue. On en
vient ainsi au modèle dit « quatre angles » [39]. La figure 3 en reprend
les fondements.
Il faut ainsi distinguer :
• les besoins de QoS du client,
• la QoS offerte par le fournisseur de services (prévus/visées),
• la QoS obtenue ou fournie,
• le niveau de QoS constaté dans les enquêtes auprès des clients.
Il est intéressant de noter que la dernière recommandation de l’ITU-T
G.1010 met en avant le besoin de qualité de service des utilisateurs
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Figure 2: Matrice d’identification des critères de Qualité de Service des com-













Figure 3: La QoS vue sous 4 angles
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finaux. Elle met explicitement en exergue le point de vue des « be-
soins du client ». Cette notion est nommée QoSE pour QoS experi-
enced. On voit ainsi apparaître une première apparition de la qualité
de l’expérience ainsi qu’un début de définition au chapitre 2.6 de la
recommandation E.800 de l’ITU-T [38]. L’apparition de cette termi-
nologie montre l’intérêt de plus en plus fort accordé au ressenti final
des utilisateurs.
2.2.4 Relations entre QoS et QoE
Afin de comprendre la différence entre les QoS et la QoE, revenons
au modèle en couches OSI (Open Systems Interconnection), proposé
par la norme ISO 7498 [36]. Le tableau 1 en reprend le principe.






Formate les données en fonction de l’application
5
Couche session
Répartit les données suivant les applications
4
Couche Transport
Détection et correction des erreurs
3
Couche Réseau
S’occupe de la connexion sur le réseau
2
Couche Liaison
Transfert de données fiable sur le lien physique
1
Couche Physique
Définie les caractéristiques physiques du média
De nombreuses solutions de qualité de service ont été proposées
sur la plupart des couches du modèle OSI. Les deux couches les plus
utilisées sont les couches réseau et applications [27].
La couche réseau est généralement gérée par le matériel actif du
réseau de l’opérateur tel que les commutateurs ou les routeurs. Cette
couche prend en considération de nombreux paramètres tels que la
fiabilité de la connexion, la bande passante disponible, le délai entre
l’émission et la réception des trames, la régularité de ce délai ainsi
que le taux d’erreur sur le réseau. Ces paramètres très techniques,
généralement maîtrisés par l’opérateur de réseau uniquement, n’ont
que peu de corrélation avec le besoin réel de l’utilisateur ou de son
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ressenti.
La QoS appliquée sur la couche application concerne quant à elle des
paramètres tels que la résolution de l’image, la qualité des couleurs,
les codecs audio ou vidéo utilisés ainsi que la fréquence des images.
Ces paramètres, beaucoup plus accessibles par le concepteur du ser-
vice, sont aussi beaucoup plus proches de l’utilisateur final et donc,
de son ressenti ou de ses attentes.
Certaines publications envisagent même la création d’une pseudo
couche supérieure aux deux précédentes qui prendrait en considé-
ration l’expérience finale de l’utilisateur [27]. D’autres considèrent
que cette nouvelle couche pourrait être une simple extension de la
couche d’application traditionnelle [7]. Enfin, certains considèrent la
qualité de l’expérience comme une simple extension de la qualité de
service du fait que la qualité de l’expérience fournit les informations
au regard des services délivrés d’un point de vue de l’utilisateur [51].
Au sein de la couche application, la QoS est conduite par la percep-
tion humaine. Pour illustrer plus précisément ce point, il est intéres-
sant de présenter un contexte d’utilisation très développé de nos jours
et l’élément central de cette thèse: la diffusion multimédia.
Il est intéressant de noter que deux caractéristiques principales sont
la base de la perception humaine d’un service vidéo :
• La perception spatiale,
• La perception temporelle.
Les éléments que l’on vient de citer sont très subjectifs et dépendent
du spectateur.
D’un point de vue plus technique, si l’on s’intéresse au codage
de la vidéo lui-même, il existe trois techniques différentes de com-
pression. On retrouve les techniques intra-images, inter-images et
entropiques. Ces techniques donnent des résultats différents et peu-
vent influencer de manière différente les deux types de perceptions
citées ci-dessus. On peut noter par ailleurs que c’est un sujet d’intérêt
pour mon équipe de recherche car traité par la thèse de Pierre-Olivier
Rocher qui s’intéresse à l’amélioration des techniques de codage en
proposant une technique mixant simultanément la pixellisation et la
vectorisation d’un média.
Si l’on s’intéresse maintenant au transport de cette vidéo, la QoS
peut-être classifiée en deux principaux types: la priorisation et la
réservation de ressources. Différentes solutions peuvent être utilisées,
telles que la différenciation de services (DiffServ) [10], l’intégration
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de services (IntServ) [11] ou le « Multi-Protocol Label Switching »
(MPLS) [69].
Ainsi, comme présenté par Fiedler [24], un lien peut exister entre le
niveau de perception d’un utilisateur et les perturbations engendrées
sur la vidéo lors de sa compression ou de sa diffusion. Ceci revient
à dire qu’un lien peut exister entre la QoS et la QoE. La figure 4 met
en avant cette relation de corrélation. Nous verrons à la section 2.3
les différentes approches permettant de définir une relation de type
QoE = f(QoS).
Lorsque la perturbation liée à la qualité de service est comprise
dans la zone 1, la QoE a une valeur élevée, ce qui signifie que l’
expérience utilisateur n’est pas affectée. Le service est donc rendu
de manière optimale.Dès que l’on atteint la zone 2, la qualité de
l’expérience commence à décroître en lien des perturbations de la
QoS. Dès que l’on atteint la zone numéro trois, les perturbations
de QoS perturbent trop l’expérience utilisateur. Il y a donc une pro-
babilité non négligeable qu’il coupe le service en raison de sa non-
satisfaction. On peut ainsi constater que lorsque les perturbations du
QoS augmentent, les métriques de qualité de l’expérience et de qua-
lité de la perception de l’utilisateur décroissent.
Cette vision est réaliste et intéressante, mais nous parait trop limi-
tative, car trop générique. L’idée de trouver une relation entre des
paramètres techniques et le ressentit utilisateur permet de prendre
des décisions d’adaptation du service mais elles sont pour le mo-
ment liées à un sentiment global de tous les utilisateurs. Nous verrons
dans la suite de cette thèse que nous privilégions d’aborder la QoE
de manière très personnelle en analysant le niveau de perception de
chaque individu plutôt que sur une perception générique liée à tous
les individus. Nous tenterons donc de définir une relation entre un
utilisateur et des paramètres de contexte (par uniquement de QoS).
2.2.5 Bilan
La « qualité de service » est un concept ancien, défini par plusieurs
organismes notamment l’ISO et l’ITU. Généralement liée aux couches
basses de l’architecture OSI, elle est associée à des paramètres tech-
niques du réseau ou du service. Dans cette partie, nous avons mon-
tré qu’un changement de niveau de QoS aurait un effet possible sur
la QoE. Mais une approche uniquement QoS permet-elle aux four-
nisseurs de services de s’assurer du niveau de satisfaction de ses uti-
lisateurs ?






















Figure 4: Relation schématique entre QoS et QoE défini par Fiedler [24]
Nous verrons dans la section suivante qu’il n’en est rien . La « qua-
lité de l’expérience » est une notion fondamentale à prendre en consi-
dération conjointement à la « qualité de service » lors de la création
de nouveaux services numériques.
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2.3 les approches de la qoe
Nous avons abordé dans la section précédente les notions de QoS
et les liens pouvant exister entre la QoS et la QoE. Intéressons-nous
maintenant aux différentes approches concernant la QoE au sein de
la littérature scientifique.
De nombreuses études abordant la QoE ont été réalisées. Nous avons
identifié deux types qui en permettent l’évaluation :
• Les évaluations objectives
• Les évaluations subjectives




Par définition, les approches objectives sont basées sur des techniques
mathématiques ou/et comparatives qui génèrent des mesures quan-
titatives de la qualité d’un service proposé à un utilisateur. Ce type
d’approche est utile pour la surveillance de la qualité en cours d’utili-
sation d’un service, pour la conception du réseau des terminaux uti-
lisés, ainsi que dans l’optimisation de la sélection des codecs à utiliser.
Il existe deux types d’approches objectives :
• Les méthodes intrusives :
Les méthodes intruses sont basées sur les signaux, tandis que
les méthodes non intrusives sont basées sur les paramètres du
réseau ou de l’application. En général, les méthodes intrusives
sont exactes, mais ne sont pas utilisables pour la supervision
du trafic en temps réel. Ceci à cause de la nécessité d’avoir à
disposition la source du service comme modèle de référence
pour la mesure de la qualité.
• Les méthodes non intrusives :
À l’inverse, l’avantage des méthodes non intrusives est qu’elles
ne nécessitent pas d’acquérir l’original du service comme réfé-
rence. Elles peuvent donc être utilisées pour une mesure de la
qualité de l’expérience en direct.
Les approches objectives ne prennent généralement pas en compte
le contexte d’utilisation. Dans le cas d’une diffusion multimédia, ces
éléments peuvent être le type de contenu multimédia diffusé ainsi
que la façon dont l’utilisateur reçoit ce contenu (type de terminal). Il
met aussi de côté la façon dont le contenu est perçu par le système
visuel humain (HVS) [71]. C’est pourquoi plusieurs travaux [72, 83]
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ont montré que les évaluations objectives de la qualité de l’expérience
avaient une corrélation faible avec la perception subjective d’un utili-
sateur humain.
Dans la littérature, les métriques de QoE les plus utilisées sont le
MSE ( Mean Square Error ), et le PSNR (Peak Signal to Noise Ratio)
[21, 84, 40], ainsi que les fonctions objectives [44]. Dans la suite de
cette section, nous présenterons chacune de ces métriques.
2.3.1.2 Métriques
a) L’erreur quadratique moyenne (ou MSE)
L’erreur quadratique moyenne est très utile et souvent utilisée
pour comparer plusieurs estimateurs, notamment lorsque l’un
d’eux est biaisé. Ceci s’applique très bien dans la diffusion de
flux multimédia sur un réseau engendrant des perturbations
sur la source.
Pour une séquence vidéo de K trames, chacune ayant N ∗M
pixels avec une profondeur de bits m, nous pouvons calculer le










[x(i, j, k) − x¯(i, j, k)]2
(1)
Où x(i, j, k) et x¯(i, j, k) sont respectivement les valeurs de lumi-
nance du pixel aux coordonnées i, j dans la trame k au sein de
la vidéo originale et de la vidéo reçue perturbée.
La racine carrée de l’erreur quadratique moyenne est une valeur
fréquemment utilisée et est souvent nommée erreur de prédic-
tion. Cela permet notamment d’agréger les valeurs des erreurs






b) Le rapport signal maximum sur bruit (ou PSNR)
Le PSNR est une mesure de distorsion principalement utilisée
sur les images numériques et notamment en compression d’ im-
ages. Il permet la quantification des performances d’un codeur
ou d’une transmission en comparant la qualité de reconstruc-
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tion d’images compressées/reçues par rapport à l’original. Il
peut être calculé de la manière suivante :




Cette méthode est très utilisée dans la littérature. Toutefois, plu-
sieurs études ont démontré que le PSNR a une corrélation très
réduite avec le ressenti de l’utilisateur et son expérience face au
service qui lui est proposé [72, 83].
c) Fonctions objectives
Afin de convertir des paramètres objectifs de qualité en score
subjectif, une fonction d’association est généralement utilisée.
Dans la suite de ce chapitre, nous noterons X la qualité de la
vidéo mesurée objectivement et λ le score subjectif calculé. Un
premier modèle basé sur une relation linéaire peut être utilisé
lorsque les indices objectifs et subjectifs sont mis à l’échelle uni-
formément:
λ = θ1 + θ2 ∗X
(4)
Le vecteur de paramètres θ peut être facilement obtenu en appli-
quant un ajustement linéaire entre les valeurs λ et X. La simplic-
ité du modèle linéaire est généralement non satisfaisante, car les
paramètres objectifs de qualité sont plus complexes. L’utilisation
de fonctions non linéaires peut contribuer à améliorer ce mo-
dèle. Les fonctions les plus utilisées dans la littérature [44] sont
:
• les fonctions logistiques,
λ =
θ1
(1+ exp[−θ2 ∗ (X− θ3)])
(5)
• les fonctions cubiques,
λ = θ1 + θ2 ∗X+ θ3 ∗X2 + θ4 ∗X3
(6)
• les fonctions exponentielles,
λ = θ1 ∗ exp(θ2 ∗X) + θ3 ∗ exp(θ4 ∗X)
(7)
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• les fonctions logarithmiques,
λ = θ1 − θ2| log(X)|
(8)
• et les fonctions de puissance.
λ = θ1 ∗Xθ2 + θ3
(9)
L’utilisation des fonctions objectives est une démarche intéres-
sante permettant de faire correspondre des paramètres objectifs
de QoS à un résultat essayant de faire ressortir la qualité perçue
d’un service. Nous verrons dans le chapitre 6.2 lié à notre con-
tribution que cette démarche peut être étendue et devenir la
base d’un système d’apprentissage automatique permettant de
s’adapter aux exigences de perception de chaque utilisateur.
d) Bilan
Dans cette partie, nous avons présenté les différentes méthodes
d’approches objectives liées à la QoE, et mis en avant le fait
qu’elles ont une corrélation médiocre avec les attentes réelles
des utilisateurs [72, 83]. Toutefois, les fonctions objectives peu-
vent être très intéressantes afin de lier les paramètres de con-
texte de l’utilisateur et la QoE associée.
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2.3.2 Approche subjective
Les approches subjectives sont généralement basées sur des tests d’uti-
lisateurs devant évaluer différentes configurations d’un service. De
nombreuses publications utilisant ces méthodes ont été réalisées [13,
48, 49]. Mais ceux-ci sont généralement basés sur la recherche d’un
seuil d’acceptabilité général permettant de contenter la majorité des
utilisateurs. Le principal objectif de ces études et de définir les dif-
férents seuils de qualité pour la diffusion multimédia.
2.3.2.1 Score d’opinions moyen
La méthode la plus utilisée pour les tests subjectifs est « le score
d’opinions moyen » ( MOS ). Le MOS est une méthode standardisée
dans une recommandation de l’ITU-T [35]. Le tableau 2 en reprend
les caractéristiques principales.
L’échelle du « score d’opinions moyen » comprend cinq niveaux.
Chaque niveau est censé refléter le jugement des utilisateurs concer-
nant la qualité d’un service vidéo. Ce type de test est très souvent
utilisé, car il est le seul à prendre en considération subjectivité in-
hérente aux ressenties individuels de chaque utilisateur.
2.3.2.2 Défauts du MOS
Certains défauts lui sont souvent reprochés comme :
• Son coût de mise en place important,
• Une mise en place et une réalisation très chronophages,
• Le fait qu’il ne peut pas être utilisé en temps réel,
• Un manque de répétabilité.
Bien qu’il soit vrai que la mise en place de ce type de tests est
longue et coûteuse, nous verrons au chapitre 6.2 que l’intégration
d’un modèle subjectif peut tout à fait être compatible avec un système
temps réel. Enfin, son manque de répétabilité est un problème qui
peut être considéré comme questionnable suite aux résultats des tests
que nous avons effectués (Cf Chapitre 5).
2.3.3 Bilan
Nous avons pu voir dans cette partie les deux principales méthodes
pour l’étude de la QoE au sein des multimédias. Les évaluations ob-
jectives intrusives ne permettant pas une utilisation « en direct », et la
faible corrélation entre les méthodes objectives principalement basées
sur des variables de QoS et le sentiment final de l’utilisateur font
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Table 2: ITU-R: Échelle de qualités et de perturbations
Echelle à cinq niveaux
Qualité Perturbations
5 Excellente 5 Imperceptibles
4 Bonne 4 Perceptibles, mais non perturbantes
3 Moyenne 3 Moyennement perturbantes
2 Médiocre 2 Perturbantes
1 Mauvaise 1 Très perturbantes
qu’une approche uniquement orientée objective n’a que peu d’intérêt.
Les méthodes subjectives sont quant à elles plus intéressantes dû à
la prise en compte du point de vue subjectif de chaque utilisateur.
Elles sont par contre très coûteuses, prennent beaucoup de temps à
réaliser, ne permettent pas une utilisation « en direct », et finissent
généralement par faire ressortir de grandes tendances permettant de
satisfaire la majorité des utilisateurs. Nous sommes donc loin d’une
approche permettant d’adapter le service à chaque utilisateur.
28 la qualité d’expérience
2.4 modèles de gestion de la qoe
Dans cette section, nous allons détailler les différents modèles de
prise en compte de la qualité de l’expérience dans la littérature sci-
entifique.
2.4.1 Les modèles liés à un seul paramètre de QoS
Afin de mettre en place une relation entre la QoE et la QoS, plu-
sieurs articles se sont concentrés à l’étude d’un seul paramètre de
QoS sur chaque expérimentation [41, 45, 55]. Fiedler [24] propose
d’étudier les variations de qualité d’expérience de manière quanti-
tative en lien avec les perturbations de qualité de service. Il met en
avant une dépendance linéaire entre le niveau du QoE et le niveau





Cette équation est résolue grâce à une fonction exponentielle nommée
IQX :
QoE = α ∗ exp (−β ∗QoS) + y
(11)
(α, β et y étant des variables positives)
Dans cette étude, la qualité de service a été évaluée à travers quatre
critères de manière séparée :
• La gigue (différence de latence entre plusieurs paquets de don-
nées),
• la perte de paquets,
• le temps de réponse,
• et le temps de téléchargement.
Cette étude se base sur des paramètres uniquement techniques, liés
principalement au réseau de transport et qu’elle se concentre sur un
niveau de MOS moyen qui serait acceptable pour tous les utilisateurs.
Nous verrons dans la suite de ce manuscrit que notre étude montre
des résultat différents (Cf chapitre 5.5).
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2.4.2 Les modèles liés à une multitude de paramètres de QoS
Dans la même veine que les études précédentes, Wang [82] nous
propose un modèle qui prend en considération n dimensions de
QoS. Cette étude utilise le VQM (Video Quality Metric) [64] comme
paramètre de QoE avec :
VQM =
P1+ P2 ∗X1 + P3 ∗X21 + P4 ∗X2 + P5 ∗X22
1+ P6 ∗X1 + P7 ∗X21 + P8 ∗X2 + P9 ∗X22
(12)
avec 0 6 X1 6 5 et O 6 X2 6 5
Dans cette étude, l’auteur s’est concentré sur trois paramètres de
qualité de services qui sont :
• la latence,
• la gigue,
• et la perte de paquet
Cette étude est très intéressante, car elle prend en considération,
simultanément, plusieurs paramètres de qualité de service. Ceci per-
met un calcul rapide d’un niveau de QoE adéquat. Toutefois, cette
étude se concentre uniquement sur les problématiques réseau et ne
différencie pas les attentes personnelles de chacun des utilisateurs,
dans un contexte donné de consommation de service.
2.4.3 Les modèles statistiques
Les modèles utilisant une méthode d’analyse statistique apparaissent
à de nombreuses reprises dans la littérature scientifique [3, 20]. Ce
type de méthode est principalement utilisé afin de faire ressortir des
groupes d’utilisateurs pour lesquelles un niveau λ de qualité con-
viendrait. Cette méthode serait très performante si on prenait comme
hypothèse que des groupes d’utilisateurs sont facilement identifiables
au sein d’une population. Nous verrons dans le chapitre 5 que nous
trouvons de nouveau des résultats différents.
La méthode statistique consiste à faire passer un groupe d’utilisateurs
devant une session multimédia ayant un niveau de qualité qui diminue
dans le temps. Chaque utilisateur devant noter le moment où le change-
ment de niveau de qualité devient notable. On utilise donc la mé-
thode des limites [22]. Une fois les seuils d’acceptabilité de chaque in-
dividu trouvé, une analyse discriminante [42] est mise en place pour
trouver les groupes d’utilisateurs.
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Dans ses travaux, Agboma [3] propose d’utiliser une méthode statis-
tique afin de mettre en place un modèle prédictif corrélant les para-
mètres de QoS avec une valeur estimée de la perception des utilisa-
teurs. Pour cela, il emploie une analyse discriminante basée sur la
fonction :
fkm = u0 + u1X1km + u2X2km + ...+ upXpkm
(13)
où fkm = le score discriminant prédictif pour le cas m dans le groupe
k,
Xikm = la valeur des prédictions quantitatives Xi pour le cas m dans
le groupe k,
ui = des coefficients pour la variable i, pour i = 1, ..., p.
Il utilise ensuite un processus de classification afin de séparer les uti-
lisateurs en groupe. Ses résultats font ressortir des différences entre
les différents types de vidéo (Journaux télévisés, films romantiques...).
Grâce à l’utilisation d’une méthode de validation croisée, son modèle
permet de prédire la classification en terme de niveau de QoE d’une
vidéo à 76,9%. Ces résultats sont toutefois orientés vers une QoE glo-
bale et moyenne pour tous les utilisateurs.
Il est intéressant de noter que les modèles statistiques prennent
en compte un seuil d’acceptabilité pour chacun des utilisateurs. Ils
commencent par travailler sur la QoE de manière personnelle. Toute-
fois, ils utilisent les disparités trouvées afin de définir des groupes
d’utilisateurs et n’approfondissent pas le caractère personnel de la
QoE. Ils rejoignent donc les modèles précédemment cités qui lais-
seront de côté les utilisateurs ne rentrant dans aucun groupe.
2.4.4 Les modèles basés sur l’apprentissage automatique
Plusieurs études ont mis en avant l’intérêt de l’utilisation des métho-
des d’apprentissage automatique pour le calcul d’une QoE accept-
able pour les utilisateurs. Dans leurs publications, Menkovski [53] et
Mushtag [57] en utilisent principalement deux : les techniques util-
isant SVM et à arbre de décision. D’autres utilisent les arbres de déci-
sions, les réseaux de neurones, les classifications naïves bayésiennes,
les k plus proches voisins, les forêts d’arbres décisionnels ainsi que le
collaborat. Dans la suite de cette partie, nous détaillerons succincte-
ment chacun d’entre eux.
2.4.4.1 Les machines à vecteurs de support (SVM)
Cette première méthode est appelée SVM pour «Support Vector Ma-
chine ». Elle consiste dans un premier temps à afficher les données
dans un espace de dimension n, n étant équivalent au nombre d’attri-
buts. Après cette première étape, l’algorithme créé un hyperplan qui
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sépare les données d’une manière « optimale » [81]. Ainsi, lorsque
l’on insère de nouvelles données, l’utilisation de l’hyper plan comme
référence permet de savoir dans quelle classe elles se situent. La tech-
nique SVM permet de travailler avec un grand nombre de dimensions
tout en proposant de bons résultats en pratique.
Afin de réaliser son étude, Menkovski [53] à utilisé l’implémentation
appelée « Sequential Minimal Optimization » [65]. Les résultats de
cette étude, vérifiés grâce à la méthode de validation croisée montre
une précision comprise entre 88,59% et 91,45%. Ils sont donc très bons,
mais permettent uniquement de savoir si une vidéo sera acceptable
ou non pour la majorité des utilisateurs.
2.4.4.2 Les arbres de décision
Cette seconde méthode consiste à diviser le dataset initial en sous-
dataset contenant le plus possible de points appartenant à une même
classe. La subdivision étant faite sur un seul attribut, l’algorithme
recherche les subdivisions les plus pertinentes, le but étant d’avoir
un modèle général indépendant des spécificités des données de base
(erreurs de mesure, bruit...). Une fois l’arbre de décision trouvée, il
suffit de rentrer les nouvelles valeurs dans le modèle afin qu’elle soit
testée sur chaque nœud de décision. Un exemple d’arbres de décision
associée à la QoE sur PDA est proposé en figure 5. Menkovski [53]
compare dans son étude l’utilisation de SVM et des arbres de déci-
sion. La précision de ce type d’approche est comprise entre 90,29% et
95,46% donc légèrement supérieure à SVM. Cela est principalement
dû au fait que le nombre d’attributs utilisés est faible et qu’il est
facile de les séparer pour la création de l’arbre de décision. Ce tra-
vail est beaucoup plus complexe lorsque les paramètres sont dépen-
dants les uns des autres. Enfin, les classes de l’arbre de décision ne
sont que deux et logiques (Oui ou Non). L’utilisation d’ arbres de
décision est donc parfaitement adaptée dans cet exemple. De plus,
Menkovski utilise une base de données importante permettant de
générer un arbre pour l’ensemble des utilisateurs. Le caractère indi-
viduel de chaque utilisateur n’est donc pas pris en compte au sein de
cette étude.
2.4.4.3 Les réseaux de neurones
Une autre méthode largement utilisée est l’utilisation des réseaux de
neurones. L’une des implémentations les plus utilisées a été proposée
par Machado [52] et se nomme « Multilayer Artificial Neural Network
». L’utilisation de ce type de méthode a été utilisée à de nombreuses
reprises afin d’ajuster les paramètres réseau en fonction des attentes
de l’utilisateur [19, 26, 66]. L’utilisation des réseaux de neurones pro-
duit de très bons résultats, mais nécessite des jeux de données très
32 la qualité d’expérience
Figure 5: Arbre de décision lié à l’utilisation d’un PDA [53]
importants. Du fait de la nécessité d’avoir une base de données très
importante, toutes ces études se cantonnent à faire un lien entre une
qualité de service et une qualité d’expérience générale appliquée à
tous les utilisateurs.
2.4.4.4 Les autres méthodes
D’autres méthodes d’apprentissage automatique ont été utilisées au
travers de diverses études telles que la classification naïve bayésienne
(NB), la méthode des k plus proches voisins (k-NN), et les forêts
d’arbres décisionnels (RF). Les résultats sont tous approximativement
similaires, avec une précision d’environ 90% estimée grâce à des tech-
niques de validation croisée [43]. Ces bons résultats sont principale-
ment dus à l’utilisation d’un jeu de données important permettant
de réaliser un bon apprentissage de la méthode choisie. En pratique,
nous n’avons que trop peu de données de QoE exposées. L’utilisation
des méthodes décrites précédemment n’est donc pas viable dans le
cadre d’un apprentissage distinct pour chaque utilisateur.
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2.4.5 Les modèles utilisant le collaborat
Le collaborat ou « crowdsourcing » consiste à utiliser un grand nom-
bre de personnes afin de réaliser certaines tâches. L’un des services
Web les plus connus proposant le collaborat est celui de Amazon et
son « Mechanical Turk 1» permettant à chaque individu ou entreprise
d’utiliser l’intelligence humaine afin de réaliser des tâches que les or-
dinateurs ne sont pas capables de faire. La plate-forme MCP pour «
Microworkers crowsourcing platform » [31] a été proposée pour pou-
voir réaliser des études en ligne sur un grand groupe d’utilisateurs.
L’étude de Hossfeld [33] utilise cette technique afin de mesurer la
QoE sur les services de vidéo en ligne telle que YouTube. Les résul-
tats de celle-ci montrent que l’utilisateur est fortement perturbé par
les événements de dégradation de l’image durant la session multimé-
dia.
Il montre ainsi que les utilisateurs peuvent tolérer une perturbation
sous trois secondes, mais que leur niveau de QoE sera extrêmement
dégradé dès que l’on dépasse celui-ci. Par contre, ils n’ont détecté
aucun impact de certains facteurs tels que le niveau de connaissance
Internet, l’âge de l’utilisateur, ou le type de contenu de la vidéo sur
le niveau de QoE de l’utilisateur.
On peut d’ailleurs noter que ceci vient en contradiction avec l’étude
de Agboma [2] qui montre que les utilisateurs sont plus tolérants avec
certains types de contenus tels que les journaux télévisés, les films ro-
mantiques et les dessins animés. Au contraire, les contenus tels que
les matchs de football, les jeux vidéo, ou les concerts de musique sem-
blent beaucoup moins tolérants à une perturbation sur la vidéo.
Ce type de modèle est très intéressant pour des études d’envergure
nécessitant la création d’un jeu de données important comme réalisé
dans [57]. Par contre, à cause de l’anonymisation des utilisateurs, il ne
permet pas de prendre en compte les besoins personnels de chacun
des utilisateurs et de facto rend impossible la personnalisation du
modèle. Enfin, comme cité par Alreshoodi [5] on ne peut mesurer la
sincérité et le sérieux de chaque utilisateur lors de la conduite de ces
tests.
2.4.6 Bilan
Toutes les méthodes citées précédemment ont leurs avantages et leurs
inconvénients. Les modèles basés sur un seul paramètre sont simples
à mettre en place, mais ne permettent pas de prendre en compte tous
les paramètres rentrant en jeu dans la diffusion d’un contenu mul-
1 https://www.mturk.com/mturk/welcome
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timédia. Les méthodes multiparamétriques sont intéressantes, mais
sont actuellement trop orientées sur des paramètres de QoS et devi-
ennent rapidement compliquées dès que l’on augmente les dimen-
sions du modèle. La problématique de captation des informations
de contexte devient elle aussi prépondérante lorsque le nombre de
dimensions augmente. Les modèles statistiques permettent de faire
ressortir les grandes tendances grâce à l’utilisation de jeux de données
représentatifs de la population. Malheureusement, elles permettent
de faire ressortir uniquement des tendances et ne se focalisent pas
sur les besoins indépendants des utilisateurs. Les modèles d’appren-
tissage automatique sont très intéressants du fait de leurs très bons
résultats sur des jeux de données croisés, mais sont eux aussi très
éloignés des besoins personnels de chaque utilisateur. On peut aussi
noter que les résultats des différentes méthodes sont très proches (aux
environ de 90%). Un travail important consistant à proposer un mo-
dèle prenant en compte la QoE des individus de manière individuelle
et leur fournir un service adapté à leurs besoins propres doit donc
être réalisé.
Suite à cette constatation, il convient maintenant d’étudier l’évolution
des services numériques et de la QoE associée. Nous avons dans ce
chapitre abordé le sujet des services de diffusion vidéo ou la prise en
compte de la notion de QoE est primordiale dans la satisfaction de
l’utilisateur final (Cf 2.2.4). Ce type de service a beaucoup évolué ces
dernières années deux deux directions : la 3D et l’essor de la diffusion
en streaming.
La 3D n’étant pas actuellement gérée nativement par notre modèle,
nous ne présenterons pas ses spécificités dans l’état de l’art. Toute-
fois, nous avons travaillé sur sa possible intégration et avons valorisé
ce travail par une publication scientifique. Nous présentons donc ces
travaux au sein de l’annexe A.
Dans le chapitre suivant, nous étudierons la seconde évolution au
sein du l’environnement multimédia: l’essor du streaming.
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Il est important que les étudiants portent un regard neuf et irrévérencieux
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Les services de streaming multimédia représentant une part de
plus en plus importante du trafic web mondial, il devient primordial
d’étudier les méthodes actuelles de diffusion afin de proposer des
modèles plus intelligents permettant d’accompagner l’accroissement
fort de son utilisation au niveau mondial. De plus, le transfert d’un
multimédia d’un point d’origine à sa destination est critique sur la
qualité perçue par l’utilisateur, car cela peut engendrer des pertur-
bations importantes sur le service lui-même. Dans ce chapitre, nous
étudierons l’historique du streaming multimédia, nous présenterons
la révolution engendrée par l’arrivée des méthodes de streaming adap-
tatifs basées sur HTTP, et nous discuterons de l’intérêt de prendre en
compte la QoE au sein même de ces protocoles de diffusion.
3.1 evolution du streaming multimedia
Le 5 septembre 1995, la chaîne « ESPN SportsZone » a diffusé à des
milliers de ses clients autour du monde une émission de radio en
direct via une technologie de pointe développée par une start-up de
Seattle nommé « Progressive Networks ». Ce fut le premier live strea-
ming de la planète.
La question du streaming à travers Internet a toujours intéressé les
technophiles et les entrepreneurs du domaine. Les premiers temps
furent complexes avec des problèmes pragmatiques tels que la réus-
site d’une diffusion à travers une ligne de 56KBits/s. C’est dans les
années 2000 que le très populaire Flash Player fit son apparition et
détrôna la solution de Microsoft basée sur le Média Player. Une nou-
velle ère arriva basée sur plus d’interactivité, mais les problèmes ini-
tiaux restaient importants : la bande passante, le passage à l’échelle
et la disponibilité.
3.1.1 Les années 2000
Vers le milieu des années 2000, la grande majorité du trafic Internet
était basée sur le protocole HTTP et les réseaux ont été de plus en
plus utilisés pour assurer la livraison de contenu multimédia à un
large public. Le streaming, avec son assortiment de protocoles pro-
priétaires, basées principalement sur le protocole UDP peu populaire,
s’est retrouvé de lui-même à ne plus réussir à répondre à la demande
croissante des utilisateurs. C’est en 2007 que la société « Move Net-
works » introduisit un nouveau concept qui fit grandement évoluer
le streaming au niveau international : le streaming adaptatif basé sur
HTTP.
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3.1.2 L’arrivée du Streaming adaptatif basé sur HTTP
Au lieu de s’appuyer sur des protocoles propriétaires et de laisser
les utilisateurs à la merci des fluctuations de la bande passante sur
Internet, la société « Move Networks » décida d’utiliser le protocole
HTTP, dominant sur le marché, pour délivrer les contenus multimé-
dias sous forme de petits paquets de données. Cela permit aussi
d’utiliser l’application de lecture vidéo présente sur le terminal du
client pour superviser la vitesse de téléchargement et demander des
paquets de qualités variables en s’adaptant automatiquement aux
conditions du réseau disponible. Ce choix a eu un impact énorme,
car il a permis aux vidéos d’être distribuées un peu partout à l’aide
des réseaux standards opérateurs et d’être mis en cache pour le pas-
sage à l’échelle, tout en éliminant en même temps des problèmes de
tampon ennuyeux et des problèmes de connectivité pour les clients.
3.1.3 L’arrivée des géants du Web
Il n’a pas fallu longtemps pour que d’autres solutions de streaming
adaptatif basé sur HTTP fassent leur apparition. Microsoft lança sa
technologie « Smooth Streaming » en 2008. Apple a emboîté le pas
en 2009 avec son protocole propriétaire « HLS (HTTP Live Strea-
ming) » et Adobe rejoint ses collègues en 2010 avec un nouveau pro-
tocole nommé « HDS (HTTP Dynamic Streaming) ». Le streaming
est devenu très rapidement un outil de choix pour la diffusion en
live d’événement majeur (Jeux olympiques de Londres, Wimbledon,
Roland-Garros, etc.)
3.1.4 Le travail de normalisation
Dès 2009, des efforts ont été faits au sein de la 3GPP pour établir un
standard industriel concernant le streaming adaptatif. Très vite, ces
travaux de standardisation ont été transmis à des groupes de travail
de l’ISO et du comité MPEG. En 2010, les travaux se sont rapidement
transformés en « Draft » jusqu’à sa ratification en moins de deux ans.
C’est ainsi qu’en avril 2012, une nouvelle norme est née : le streaming
adaptatif dynamique sur HTTP, plus connu sous le nom de MPEG-
DASH [78].
3.1.5 Le développement des protocoles de streaming
La pénétration de ces technologies s’est faite plus ou moins rapi-
dement en fonction des protocoles. La technologie la plus utilisée
actuellement est celle d’Apple et son « HTTP Live Streaming ». Ceci
est dû à l’implémentation très rapide du protocole au sein des ter-
minaux de la marque. Les développeurs ont de fait très vite utilisé
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cette fonctionnalité pour gérer le streaming sous des terminaux iOS.
De plus, HLS a été implémentée dans « Adobe Flash Player » dès sa
version 11 et dans Android pour les navigateurs à partir de la ver-
sion 3. En parallèle, DASH a connu quelques soucis de jeunesse et
souffert de vouloir répondre à toutes les problématiques du domaine.
Dès fin 2011, les entreprises impliquées dans MPEG – DASH ont rapi-
dement formé un forum dans le but de promouvoir l’adoption de ce
protocole et de définir les contraintes d’interopérabilité nécessaire à
l’essor de cette technologie. C’est en 2013 que DASH264 a fait son ap-
parition. Il propose un support natif des codecs vidéo H264. Il définit
aussi d’autres exigences d’interopérabilité essentielles telles que le
support pour les codecs vidéo AAC-v2, le format ISO de base pour
les fichiers liés aux médias, le format de sous-titres SMPTE-TT et le
cryptage pour la protection des contenus (DRM). On peut imaginer
un essor significatif de cette technologie durant les deux prochaines
années.
3.1.6 Les limites actuelles des protocoles de streaming adaptatifs
On a pu voir précédemment que l’arrivée des protocoles de streaming
adaptatif sur HTTP a révolutionné la diffusion de multimédia sur
Internet. Cette technologie est principalement basée sur un paramètre
unique de qualité de service qui est la bande passante disponible.
En fonction de la fluctuation de celle-ci, le protocole va se charger
de demander des sections du multimédia qui n’engorgeront pas le
réseau et qui permettront une diffusion sans couture du service.
Il faut donc remarquer que le concept de « Best Effort » est adopté
dans ce schéma de fonctionnement. L’idée étant d’envoyer la qualité
maximale disponible pouvant transiter sur le réseau de l’opérateur.
Une deuxième remarque vient du fait qu’à aucun moment, la qualité
de l’expérience n’est abordée. Le ressenti utilisateur n’est pas pris en
compte et rien ne permet aux fournisseurs de services de savoir si
son contenu satisfait ses utilisateurs, et encore moins de considérer
la QoE comme une entrée dans le processus d’adaptation du flux de
diffusion.
3.1.7 Bilan
Nous avons présenté dans cette partie l’arrivée des protocoles de
streaming adaptatif basé sur HTTP. Ceux-ci ont été une vraie révolu-
tion dans le secteur de la diffusion multimédia. Plusieurs entreprises
ont travaillé en autonomie sur le développement de leur propre pro-
tocole (HDS, HLS, Smooth Streaming). Le travail de normalisation
ne s’est fait que plus tard, pour créer le protocole MPEG–DASH.
Malheureusement, n’étant pas ou peu intégré au sein des terminaux
clients, le principal protocole utilisé de nos jours est HTTP Live Strea-
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ming de Apple. Enfin, nous avons mis en avant les faiblesses de ce
type de protocole vis-à-vis de la QoE. Il serait donc intéressant de
proposer une amélioration de l’adaptation du streaming non plus
uniquement sur la bande passante disponible, mais sur le besoin réel
de l’utilisateur (QoE).
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3.2 les principales solutions de streaming adaptatif
Afin de comprendre les différences de conception et de point de vue
des principaux protocoles de streaming adaptatifs, nous détaillerons
dans cette partie les historiques et les spécificités de chacun.
3.2.1 HTTP Dynamic streaming
3.2.1.1 L’arrivée du protocole
Jusqu’à l’arrivée des protocoles de streaming adaptatifs, les métho-
des de transfert multimédia à travers HTTP étaient principalement
délivrées de manière progressive. Ce qui signifiait devoir attendre
que la partie de la vidéo demandée soit téléchargée avant de pou-
voir la visionner. Le protocole RTMP permet de demander n’importe
quelle partie d’une vidéo en streaming, mais nécessite une technolo-
gie serveur telle que la plus connue : Flash Media Server. Lors de
l’arrivée de HTTP Dynamic streaming, l’idée était de combiner HTTP
(téléchargement progressif) et RTMP (téléchargement en streaming).
Les avantages de ce concept sont :
• Le serveur de streaming et un serveur HTTP classique,
• les clients peuvent accéder et commencer à regarder leurs vidéos
instantanément,
• les clients peuvent avancer dans la vidéo même si la partie de-
mandée n’a pas encore été téléchargée.
• la possibilité de changer d’encodage vidéo, si plusieurs sont
disponibles.
3.2.1.2 Les spécificités de HDS
Certaines spécificités liées au protocole HDS sont à prendre en consi-
dération pour débuter avec cette technologie. Tout d’abord, un serveur
de streaming n’est pas nécessaire, mais un serveur Web Apache est
nécessaire au module Origine HTTP 1. Ce module gratuit, développé
par Adobe, est fourni en versions préinstallée et configurée avec «
flash média server ». Ensuite, le multimédia doit être « préparé » pour
être compatible avec le protocole HDS. Ainsi, il faut insérer dans le
workflow de création du contenu multimédia l’utilisation d’un logi-
ciel dédié aux protocoles d’Adobe nommé f4fpackager. Cela permet
la création d’un paquet sous un format F4F spécifique à l’utilisation
du protocole HDS. Un schéma de l’architecture globale du protocole
est représenté figure 6.
1 http://help.adobe.com/en_US/HTTPStreaming/1.0/Using/
WS7b362c044b7dd076-735e76121260080a90e-8000.html


































Figure 6: Architecture globale de HDS
3.2.2 HTTP Live streaming
HTTP live streaming est un protocole créé par Apple pour permettre
le streaming à destination des terminaux sous iOS, les Apple TV et
les Mac tournant sous OSX. HLS permet de distribuer des contenus
en direct et des fichiers à la demande et est l’unique technologie ca-
pable de streamer à destination des terminaux Apple. Sachant qu’en
janvier 2013, 49% des terminaux mobiles étaient sous iOS 2, HLS a
très vite été pris en main par les développeurs d’applications.
Enfin, le choix de compatibilité de beaucoup de serveurs de streaming
vis-à-vis de ce protocole tel qu’Adobe, Microsoft, RealNetworks, Aka-
mai ainsi que des clients terminaux tel que Google depuis Android
3.0 ont permis de positionner ce protocole comme le leader du strea-
ming adaptatif via HTTP.
Le fonctionnement de HLS est approximativement le même que HDS.
Les différences principales résident dans le fait que HLS ne nécessite
pas d’extension au serveur Web. Ainsi, toute la logique d’adaptation
est gérée au niveau du client. Pour distribuer un multimédia à des
clients utilisant HLS, il suffit d’encoder la source en plusieurs fichiers
de débit binaire différent et de les diviser en partie, généralement de
10 secondes. Ces fichiers sont hébergés sur un serveur HTTP et un
fichier supplémentaire de description leur est ajouté. Ce fichier de
description est utilisé par le client pour choisir la partie de la vidéo à
télécharger en fonction de la bande passante disponible à l’instant T.
La figure 7 schématise le fonctionnement du protocole HLS.
3.2.3 Dynamic Adaptive Streaming over HTTP
DASH est le dernier protocole de streaming HTTP adaptatif à avoir
vu le jour. L’idée principale est la création d’un standard pour les sys-
2 http://www.w3schools.com/browsers/browsers_mobile.asp
























Figure 7: Schéma du fonctionnement de HLS
tèmes de streaming adaptatif ayant le potentiel de remplacer toutes
les technologies propriétaires existantes comme Microsoft Smooth
Streaming, Adobe Dynamic Streaming et Apple HTTP Live Strea-
ming. Un standard unifié serait très intéressant pour les créateurs
de contenu, qui pourrait produire un seul service capable de jouer
surtout les terminaux compatibles.
Bien que Microsoft a indiqué qu’il intégrerait le standard dès que
celui-ci serait terminé, Adobe et Apple ne voient pas les choses de la
même manière. La non-implémentation de ce standard dans les ter-
minaux iOS est un frein considérable à son essor futur.
Au sein du protocole DASH, nous retrouvons les deux composants
principaux du système de streaming adaptatif basé sur HTTP, les
fichiers audio/vidéo encodés de différentes manières et le fichier
de description qui décrit au lecteur les URL de chaque source. Les
fichiers A/V sont appelés « Media Presentation » tandis que le fichier
de description est appelé « Media Presentation Description (MPD) ».
La figure 8 présente l’architecture de ce protocole.
3.2.4 Évaluation des protocoles
Dans ses travaux, Muller [56] compare les différents protocoles de
streaming adaptatifs sur HTTP. Les métriques utilisées sont le débit
binaire moyen, le nombre de changements de qualité durant la ses-
sion multimédia, la quantité de tampons utilisés et le nombre de
secondes sans saccades tampons vide. Le changement de bande pas-
sante est réalisé toutes les deux secondes. Tous les tests ont été réalisés
























Figure 8: Schéma du fonctionnement de DASH
avec la base de données [47]. Le contenu est encodé en x264. Le débit
binaire moyen varie entre 100Kbits/s et 4,5Mbits/s et les segments
sont d’une durée de deux secondes (cette restriction venant du pro-
tocole de Microsoft Smooth Streaming). Les résultats de cette étude
sont reportés sur le tableau 3. DASH ressort comme étant le protocole
le plus performant grâce à un nombre de changements de modalité
importants qui suit la bande passante disponible sur le réseau. HLS
est moins performant dû au non-changement de modalité lors d’un
changement de bande passante et à l’utilisation d’un tampon impor-
tant. C’est un protocole crée pour les terminaux mobiles donc sen-
sible aux économies d’énergie. Adobe HDS propose un système bi-
naire permettant de passer d’une qualité médiocre à haute. De plus,
le tampon mémoire se vide à chaque changement de modalité ce qui
entraîne des coupures pouvant avoir un impact très négatif sur la
QoE.
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3.2.5 Bilan
Au sein de cette partie, nous avons pu comparer les trois principaux
protocoles de streaming adaptatif basé sur HTTP. Nous pouvons re-
marquer que le protocole ayant réussi à s’imposer sur le marché est
HLS de Apple grâce à l’intégration native de celui-ci dans tous les ter-
minaux tournants sous iOS. De plus, les autres lecteurs vidéo et/ou
système d’exploitation ont très rapidement suivi le pas en l’intégrant
dans leurs solutions. Toutefois, le standard MPEG-DASH devrait con-
naître un essor dans les années à venir grâce un support natif des
codecs beaucoup plus larges que HLS, une gestion des métadonnées
(sous-titre, fichier lié aux médias) et un cryptage pour la protection
des données qui n’existent actuellement pas sous HLS.
Il est donc important de prendre en compte la multiplicité des pro-
tocoles actuels afin d’assurer une compatibilité au sein des futurs
travaux dans le domaine.
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3.3 la qoe au sein des multimédias adaptatifs
3.3.1 Une parcelle encore à explorer
Très peu de travaux ont encore abordé le sujet de la « qualité de
l’expérience » associée au concept de streaming adaptatif basé sur
HTTP. La contribution actuelle la plus notable a été conduite par
Mok [55], et aborde la QoE associée au protocole DASH. Leur con-
cept consiste à intégrer une mesure de bande passante disponible au
sein durant le transfert des flux vidéo grâce à l’utilisation d’une ar-
chitecture de type proxy.
Ce concept est intéressant, car il permet d’améliorer significative-
ment le changement de qualité au sein de la vidéo grâce à une mesure
précise de la bande passante à l’instant T. Le protocole n’est donc
plus dépendant des mesures effectuées par le terminal du client. Mal-
heureusement, ce modèle ne prend aucunement en compte le besoin
réel des utilisateurs et se base uniquement sur des mesures de qualité
de service.
3.3.2 Bilan
Nous avons pu constater au sein de cette partie, que la notion de «
qualité de l’expérience » est pour l’instant très peu développée au sein
des systèmes de streaming adaptatif basés sur HTTP. Ceci n’est pas
très étonnant quand on sait que le protocole DASH n’a été ratifié que
fin 2012 et qu’il n’est actuellement que très peu implémenté dans les
terminaux des utilisateurs. Les protocoles plus anciens tels que HLS
ou HDS sont quant à eux laissés totalement de côté dans la littérature
scientifique. Ceci étant principalement dû au fait que ce sont des pro-
tocoles propriétaires. Le protocole HLS étant actuellement, et de loin,
le plus présent dans les terminaux des utilisateurs, il nous paraît très
important de ne pas le laisser de côté dans les futures réalisations sur
le sujet.
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3.4 évolution du marché et importance de l’adaptation
3.4.1 Émergence des réseaux du futur
L’environnement des réseaux arrive dans une période de mouvements
très importants. L’arrivée des réseaux du futur (NGN) est une évolu-
tion majeure qui va intervenir dans les 10 prochaines années. Sans
entrer dans les détails et la définition des NGN, l’idée est de pro-
poser un réseau basé sur la distribution de paquets, ayant des fonc-
tions de transport gérant nativement la QoS, ayant une indépendance
complète entre les fonctions liées au service et les couches transport
et inférieures. Il permet aussi un accès sans restriction des utilisa-
teurs à différents fournisseurs de service. Enfin, il supporte la mo-
bilité généralisée permettant de fournir des services consistants et
ubiquitaires aux utilisateurs du réseau.
3.4.2 Neutralité des réseaux
La séparation fonctionnelle entre le réseau et le service crée une scis-
sion distincte des métiers associés. Ainsi nous aurons d’un côté l’ex-
ploitation du réseau géré par un opérateur de réseau, et de l’autre
un fournisseur de contenu proposant des services numériques. Nous
pourrons bien évidemment retrouver certains acteurs jouant les deux
rôles, mais l’ITU-T insiste sur la mise à disposition d’interfaces ou-
vertes permettant à tout fournisseur de services d’utiliser n’importe
quel réseau.
Ce concept est important pour assurer une neutralité au sein des
réseaux du futur afin d’empêcher les opérateurs de réseaux d’ appli-
quer arbitrairement des politiques de qualité de service en fonction
de leur bon vouloir. Pour l’ITU-T, un NGN est un écosystème proche
de celui d’Internet dans un réseau extrêmement performant et ouvert.
3.4.3 Modèle économique en mouvement
La révolution des NGN ne bouleversera pas que techniquement l’or-
ganisation des réseaux opérateurs. Il révolutionnera le modèle écono-
mique des entreprises du segment. Ainsi, afin de s’assurer de la qua-
lité de service appliqué sur le lien desservant leurs clients, les four-
nisseurs de services seront impactés financièrement par l’utilisation
des API des fournisseurs de réseaux. Le modèle actuel, où seuls les
clients finaux payent pour accéder à une bande passante λ, court à sa
perte. Pour exemple, le « Coup de force » de Free vis-à-vis de Google
en janvier 2013 en activant le blocage des publicités de Google pour
les motiver à financer une partie de l’investissement lié à l’augmenta-
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tion du débit du réseau cœur opérateur du aux énormes volumes de
données générées par YouTube.
3.4.4 Bilan
L’environnement macro-économique du monde des réseaux et de la
distribution de services informatiques débute une petite révolution.
Celle-ci touchant aussi bien les architectures que le modèle écono-
mique associé. Les politiques de distributions actuelles sont donc
amenées à évoluer en même temps que l’infrastructure. La méthode
« Best Effort » utilisée depuis la création d’Internet va vraisemblable-
ment péricliter avec l’essor des NGN du fait de leur coût trop élevé
sur une architecture de ce type. Le coût pour l’opérateur de services
étant lié principalement à la bande passante utilisée, une réflexion im-
portante sera nécessaire afin de proposer aux clients la qualité du ser-
vice suffisante pour qu’il soit satisfait, mais consommant le moins de
bande passante possible. La « qualité de l’expérience » prendra ainsi
une dimension économique vitale pour les entreprises du secteur,
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Aime la vérité, mais pardonne à l’erreur.
— Voltaire
Les premières approches scientifiques concernant la qualité des ser-
vices délivrés étaient basées sur une notion de qualité de service
(QoS). La non-maîtrise du réseau de distribution (avec des problé-
matiques de latence, de gigue, de perte de paquets) a orienté les
recherches dans l’amélioration continue de l’infrastructure réseau. C’
est ainsi que des politiques de différenciation de service et de réser-
vation de ressources ont vu le jour au sein des réseaux opérateurs (Cf
IntServ, DiffServ).
Maintenant que l’environnement réseau est maîtrisé, la capacité de
diffusion d’un média à un destinataire est possible de manière opti-
male. Pourtant, la majorité des vidéos proposées en streaming sont
disponibles sur internet et suivent donc une politique Best Effort qui
n’assure en rien une qualité de service suffisante pour la bonne diffu-
sion du multimédia.
L’arrivée des réseaux de nouvelle génération (NGN), proposant une
différenciation stricte des fournisseurs de services et de réseaux, va
vraisemblablement faire évoluer le modèle économique du secteur
et forcer les fournisseurs de service à basculer du modèle Best Effort
vers une diffusion plus intelligente des contenus. Or, le travail de tout
fournisseur de service étant de proposer une offre satisfaisant ses uti-
lisateurs, la notion de qualité de l’expérience devient importante.
Dans cet état de l’art, nous avons constaté que bien que pouvant
être liées, les notions de QoS et de QoE ne sont pas équivalentes. Pour-
tant, de nombreuses publications scientifiques ne se basent que sur
des variables de QoS pour aborder la QoE. On les retrouve bien sou-
vent via des approches objectives (MSE, PSNR, fonctions objectives).
A contrario, les approches subjectives basées principalement sur le
score d’opinion moyen (MOS) s’intéressent uniquement à l’utilisateur,
mais ont un coût important de mise en place, sont très chronophages
(test utilisateur à effectuer en laboratoire) et ne proposent pas du
temps réel. Il est de plus difficile de généraliser à de nouveaux utili-
sateurs qui à stimuli identiques, peuvent avoir une QoE différente.
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En parallèle, des géants de l’informatique (Microsoft, Adobe et
Apple) ont lancé leurs propres protocoles de streaming permettant
d’éviter les pare-feu bloquant les anciens protocoles (RTSP, MMS),
mais aussi d’adapter la diffusion du contenu en fonction de la bande
passante disponible sur le réseau et cela en temps réel. Ces solutions
permettent vraisemblablement d’améliorer l’expérience utilisateur en
évitant les saccades et les artefacts lors de la diffusion, mais ne per-
mettent pas de s’assurer de la satisfaction de l’utilisateur.
L’essor des services de streaming vidéo, représentant actuellement
près de la moitié du trafic web américain, requiert une recrudes-
cence des recherches cherchant à trouver des solutions permettant de
gérer plus efficacement le trafic multimédia. Une des approches pos-
sibles consiste à prendre en considération le besoin des utilisateurs.
Dans la suite de cette thèse, nous chercherons à étudier la meilleure
façon d’aborder la QoE au sein du streaming multimédia et nous pro-
poserons une solution permettant d’apporter une compatibilité des
protocoles existants à cette vision.
Part III
C O N T R I B U T I O N S

5
U N E A D A P TAT I O N P O U R C H A Q U E U T I L I S AT E U R
La raison fait l’homme mais c’est le sentiment qui le conduit.
— Jean-Jacques Rousseau
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5.1 d’un modèle général vers un modèle unique
Comme nous avons pu le voir dans l’état de l’art, la grande majorité
si ce n’est la quasi-totalité des études scientifiques abordant le con-
cept de « qualité de l’expérience » ont précédemment travaillé sur des
modèles permettant de fournir aux utilisateurs un service ayant un ni-
veau de qualité « moyens » pouvant convenir à la majorité d’entre eux.
Pourtant, le concept de QoE se référant à une notion de perception
subjective de chaque utilisateur, il serait intéressant de savoir si l’on
doit la traiter de manière globale (la même pour tous les utilisateurs),
de manière distinctive (en faisant ressortir des groupes d’utilisateurs
ayant tous la même perception des services numériques), ou bien de
manière totalement personnelle (en montrant que tous les utilisateurs
ont une perception différente d’un même service).
5.1.1 La pierre à l’édifice
On ne trouve actuellement que très peu d’études permettant de dif-
férencier la perception des utilisateurs de manière individuelle sur
un ou plusieurs services numériques. Il est donc essentiel de com-
mencer cette thèse en travaillant sur cette notion complexe et extrême-
ment subjective qu’est la perception humaine afin d’éclaircir de quelle
manière le concept de QoE devra être abordé dans la suite de nos
travaux.
Pour cela, les tests utilisateurs nous paraissent être les plus perti-
nents pour quantifier et comparer les niveaux de perception des uti-
lisateurs. Les études liées n’ayant jamais clairement défini l’écart des
perceptions utilisateurs confrontées à un même service vidéo, nous
proposons dans la première partie de notre contribution de réaliser
un test subjectif, permettant de mettre en avant cet élément. Nous
pourrons ainsi déduire des résultats, l’approche la plus pertinente
pour une prise en compte de la QoE au sein des protocoles de strea-
ming HTTP adaptatifs.
5.1.2 L’expérimentation
Afin de réaliser une étude complète nous permettant de comparer et
d’analyser les différences de perception humaine, nous avons choisi
de conduire un test subjectif sur un groupe d’utilisateurs. Afin de
pouvoir tirer des conclusions consistantes, plusieurs étapes ont été
nécessaires :
• Etudier les différences de perception entre les utilisateurs,
• Analyser la stabilité de perception des utilisateurs dans le temps,
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• Comparer pour chaque utilisateur le niveau de qualité le satis-
faisant.
Avant toute chose, il convient de définir précisément le contexte dans
lequel l’étude va se conduire. Ceci consiste à définir précisément la
plateforme de diffusion multimédia, les conditions expérimentales et
les méthodes utilisées. Dans la suite de ce document, nous présen-
terons et définirons ces éléments.
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Figure 9: Schéma de type macro d’une distribution multimédia
5.2 plateforme europ
Un des points cruciaux de la bonne réussite d’une étude subjective
est la maîtrise de l’environnement de diffusion des tests. Pour cela,
nous avons utilisé comme support de diffusion la plateforme d’Échan-
ge et Usages sur Réseaux OPérateur (EUROP). Cette plateforme que
nous avons créée nous permet de gérer de manière complète et trans-
parente toute la chaîne de distribution du multimédia en partant de
l’hébergement des services vidéo en passant par la distribution et la
priorisation des flux au sein d’un réseau opérateur (WAN MPLS, ges-
tion de la QoS) ainsi que les méthodes d’accès permettant de délivrer
le service au client final ( utilisation des technologies xDSL, fibres
optiques point à point et réseaux passifs optiques gigabits). La fig-
ure 9 représente une architecture complète de distribution de services
numériques allant de l’opérateur de service jusqu’au client final.
5.2.1 Architecture de la plateforme
Afin de réaliser la mise en place d’une plateforme complète de dis-
tribution de services multimédias nous permettant de réaliser des
tests subjectifs, notre réflexion s’est portée sur toutes les briques in-
tervenant dans la distribution d’un flux multimédia. La figure 10
reprend l’architecture globale de la plateforme EUROP. Nous détail-
lerons dans la suite de cette partie chacune de ces briques.
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5.2.1.1 L’hébergement des services
Afin de proposer à nos utilisateurs un système de diffusion multimé-
dia, nous avons recréé une « salle blanche » composée de plusieurs
serveurs permettant l’hébergement de ces services numériques. Elle
se compose de deux baies informatiques recensant chacune trois ser-
veurs physiques. Ceux-ci étant virtualisés et raccordés ensemble per-
mettant ainsi de recréer un « Cloud privé ». Celui-ci permet d’ in-
stancier de manière dynamique et en relation avec les besoins instan-
tanés ou récurrents de chaque service, des machines virtuelles perme-
ttant un passage à l’échelle horizontal de nos services de diffusion. La
section numéro 4 de la figure 10 schématise la zone d’hébergement
des services.
5.2.1.2 Le réseau cœur opérateur
Comme précisé dans 2.2.4, la QoS et la QoE ne sont pas situées au
même niveau au sein de l’architecture OSI. Cela sous-entend qu’avant
de pouvoir étudier le concept de « qualité de l’expérience », il est
nécessaire de maîtriser au préalable les couches basses du réseau as-
socié à la « qualité de service ».Au sein d’une architecture opérateur,
la maîtrise de ce paramètre intervient au coeur du réseau de distribu-
tion ainsi qu’au niveau du réseau d’accès.
Au sein de la plateforme EUROP, le réseau de distribution comprend
six routeurs permettant de configurer un Wan MPLS dont trois rou-
teurs cœur (LSR) et trois routeurs d’extrémité (Edge-LSR). Cette con-
figuration nous permet de nous adapter aux besoins spécifiques de
chaque application en termes de priorisation des flux pour assurer
une livraison du service optimale.
Au sein de la figure 10, le réseau cœur de l’opérateur est schématisé
par la section numéro trois.
5.2.1.3 Le réseau d’accès
Une des briques importantes d’un réseau opérateur pour maîtriser
la qualité de distribution des services numériques est la maîtrise du
réseau d’accès. Celui-ci est chargé de convertir le signal optique très
haut débit provenant du réseau WAN en une technologie d’accès éli-
gible pour distribuer le service au client final. Cette zone est aussi
importante, car elle représente souvent le « goulot d’étranglement »
du réseau de l’opérateur. En effet, cette partie de l’architecture pourra
actuellement proposer des débits variant entre 512 kbit/s avec des
technologies ADSL ayant une forte atténuation et 1 Gb/s avec une
technologie fibre 1).
La plateforme EUROP nous permet au sein de notre laboratoire de
tester toutes les technologies d’accès actuellement disponibles sur le
marché :
1 http://www.free.fr/adsl/internet.html







Figure 10: Architecture de la plateforme EUROP
• ADSL (de quelques kbit/s à 22Mbit/s en téléchargement en
fonction de l’atténuation sur la ligne cuivre)
• SDSL (de 512KBit/s à 2MBit/s sur une paire de cuivres. Débits
symétriques et garantis)
• VDSL (de quelques kbit/s à 100Mbit/s en téléchargement et en
fonction de l’atténuation sur la ligne cuivre)
• Fibre optique point à point (Débit actuellement limité dû à la ca-
pacité du nœud de raccordement optique et du marketing. Les
offres actuelles proposées par Free, seul opérateur à choisir cette
technologie d’accès est d’environ 1Gbit/s en téléchargement)
• Réseaux optiques passifs gigabits (Débit limité par la capacité
de l’arbre GPON utilisé. Une connexion fibre étant partagée
jusqu’à 64 clients. Les débits actuellement proposés sont d’ env-
iron 200Mbit/s).
Les zones numéro deux de la figure 10 représentent l’infrastructure
d’accès de l’opérateur.
5.2.1.4 Le client final
La brique la plus importante lors d’un test subjectif étant bien en-
tendu l’utilisateur final, nous avons reproduit au sein de la plateforme
le salon de tout un chacun. Celui-ci est composé des éléments tradi-
tionnels d’une zone de diffusion multimédia telle qu’un canapé, un
téléviseur grand écran haute définition, ainsi qu’une table basse pour
immerger les utilisateurs dans un environnement familier. Cette zone
est schématisée par le numéro un sur la figure 10.
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5.2.2 Bilan
Dans cette section, nous avons défini ce qu’était la plateforme EUROP
et l’intérêt qu’elle pouvait avoir sur la maîtrise des paramètres de QoS
lors de sessions de tests de diffusion multimédia. Dans la suite de
cette partie, nous présenterons les protocoles de test que nous avons
choisis pour la bonne réalisation de notre étude.
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5.3 macro-environnement du test
Afin de réaliser notre session de tests utilisateurs, nous avons d’abord
défini les paramètres d’environnements liés à l’étude (conditions ex-
périmentales, matériel et méthodes choisies, méthodologie utilisée et
choix techniques). Au sein de cette section, nous détaillerons ces élé-
ments importants pour assurer la reproductibilité des tests.
5.3.1 Les conditions expérimentales
Comme cité à la section précédente, nous avons recréé un salon au
sein de notre plateforme afin de recréer l’environnement personnel
des utilisateurs. Afin de nous assurer d’une pièce conforme à la réali-
sation de tests subjectifs, nous nous sommes basés sur la recomman-
dation de l’ITU-R BT.500 [37] concernant les méthodes d’évaluation
subjectives. Ceci comprend un rapport de luminance de l’écran in-
actif à la luminance de crête inférieur à 2.02, un angle maximal d’
observation de 30° par rapport à la normale, une prise en compte de
la Distance d’Observation (PVD) présentée sur la figure 11, une dés-
activation du traitement numérique du moniteur et une luminance
de l’environnement sur l’écran de 200 lux maximum. Enfin, le son ne
rentrant pas en compte dans ce test, toute perturbation sonore a été
supprimée.
5.3.2 Choix du matériel de test
Pour souligner la perception de la QoE des utilisateurs dans un con-
texte figé, nous avons choisi de baser notre test sur une vidéo unique
encodée suivant différents paramètres. Les terminaux ayant des ré-
solutions et des tailles d’écrans diverses et variées, les vidéos sont
généralement encodées avec des résolutions différentes.
Le premier paramètre est donc la taille de l’image. Trois résolutions
ont été retenues du fait de leur forte présence sur le marché: le hd480
(852 * 480 pixels), le hd720 (1280 * 720 pixels) et le hd1080 (1920 *
1080 pixels). La conservation de l’aspect ratio (nombre de pixels en
ligne / nombre de pixels en colonnes) est importante pour respecter
les proportions de l’image durant la diffusion de la vidéo. Chacune
des vidéos étant diffusée sur un écran de type « full HD 1080p ».
Le second paramètre est le débit binaire de la vidéo. Afin de déterminer
les niveaux d’encodage intéressants, nous avons conduit une série de
tests préliminaires. Dans un environnement 3G (UMTS, HSDPA), la
bande passante peut aisément varier de 10Mbits/s à quelques kbit/s
durant les basculements d’une antenne à une autre. Nous avons donc
choisi une plage comprise entre 10Mbit/s et 250Kbits/s qui est repré-
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Figure 11: PVD pour des images en mouvement
sentative des débits possibles sur réseaux mobiles. Afin d’en définir
les paliers, nous nous sommes référés aux recommandations du pro-
tocole HLS définissant les débits binaires recommandés en fonction
du contexte d’utilisation [6]. Les modalités choisies sont (en kbit/s):
250, 500, 800, 1000, 1500, 2000, 9653, avec 9653 étant le débit binaire
de la vidéo source.
5.3.3 Choix d’encodage
FFMPEG est le logiciel open source choisi pour encoder les sources
vidéo en différentes modalités (adaptation de la taille de débit bi-
naire). Le choix du codec utilisé s’est porté sur H264 à la suite des
tests sur différents encodeurs (H264, Vorbis, Theora). Ces tests ont
révélé une rapidité d’encodage supérieure pour un même niveau de
qualité finale. Il représente donc l’encodeur le plus intéressant et le
plus performant dans l’objectif futur d’une implémentation temps
réel. Ces résultats internes sont de plus corroborés avec les résultats
de l’étude de Halbach [29] qui montre une supériorité significative
d’H264 sur les tests objectifs et subjectifs de son évaluation.
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5.3.4 Méthodologie utilisée
Le test que nous avons réalisé est un dérivé de la « méthodologie
de stimuli unique » (SS Method). Elle est la plus utilisée parmi les
chercheurs travaillant sur la qualité visuelle au travers des algorithmes
d’évaluation des images (IQA) [67]. Cette méthode a été formalisée
au travers des recommandations de l’ITU-R BT.500-11 et l’ITU-T P.910,
mais s’applique particulièrement dans un contexte de différenciation
des images. Notre étude portant plus particulièrement sur les dif-
férenciations de perception des utilisateurs, quelques changements
ont été effectués sur la méthode originale.
Contrairement à la majorité des études où les clips vidéo ont une
durée variant entre 8 et 30 secondes [85], nous avons choisi d’utiliser
une vidéo complète d’une bande-annonce (le film Thor), d’une durée
de deux minutes et vingt-six secondes. Ce choix nous a permis de pro-
poser une vidéo avec différents types de scène ( Scènes lentes des dis-
cussions, scènes rapides pour l’action). Bien que la durée de chaque
vidéo soit importante, l’utilisateur peut mettre fin à la vidéo en cours
de diffusion à tout moment afin de passer à la suivante. Nous sommes
ainsi dans un environnement plus proche de la réalité où l’utilisateur
peut arrêter à tout moment la session si la qualité de l’image n’est pas
suffisante.
Enfin, pour respecter les recommandations de l’ITU-R BT.500, qui
préconise une limitation de temps de 30 minutes maximum de tests
par utilisateur, nous avons limité le nombre de vidéos à une. Nous
avons donc privilégié la qualité (le nombre de modalités) contraire-
ment à la quantité (nombre de vidéos).
Afin de tester l’influence des vidéos précédentes sur la lecture en
cours et l’objectivité des notations attribuées à chaque vidéo, nous
avons inclus des répétitions au sein de la liste de lecture. Une présen-
tation de celle-ci est faite au tableau 17. Les vidéos répétées sont res-
pectivement annotées par * et **. toutes les vidéos sont disponibles et
téléchargeables en ligne 1.
5.3.5 Bilan
Dans cette partie, nous avons défini le contexte macro environnemen-
tal de notre expérience. Nous avons d’abord suivi les recommanda-
tions de l’ITU concernant les méthodes d’évaluation subjective, et les
avons adapté à l’objectif particulier de notre test. Afin de rester le
plus proche possible des méthodes de diffusion actuelle, nous nous
sommes basés sur les prérequis du protocole HTTP Live Streaming de
1 http://datasets-satin.telecom-st-etienne.fr/alavignotte/QoeExperience/
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Apple concernant l’encodage d’un fichier source. Enfin, nous avons
adapté la « méthodologie de stimuli unique » afin de recréer pour les
utilisateurs un environnement plus proche de la réalité.




























Figure 12: Distribution des âges utilisateurs
5.4 micro-environnement du test
5.4.1 Le panel d’utilisateurs
La pierre angulaire d’un test subjectif étant les utilisateurs eux-mêmes,
nous avons tout d’abord débuté par la création d’un panel de testeurs.
Contrairement à la majorité des études qui se basent sur l’utilisation
d’une quinzaine de personnes, nous avons choisi d’augmenter ce
nombre à 51 afin d’avoir des résultats les plus consistants possible.
Au final, notre groupe d’utilisateurs se composait de cinquante et
un sujets d’âge variable compris entre 18 et 58 ans. Composé prin-
cipalement d’étudiants et de personnels de l’université (Enseignants
et BIATOS), il est difficile de pouvoir recréer une répartition de l’âge
des utilisateurs parfaitement conformes à la répartition nationale des
usagers. La répartition selon l’âge de l’utilisateur est présentée à la
figure 12. L’âge moyen est donc de 33 ans (représenté par la ligne
pleine) et la médiane est de 29 ans (lignes pointillées). En ce qui con-
cerne la répartition par sexe, un total de 65,38% d’hommes et 34,62%
de femmes ont pris part à ce test.
5.4.2 La méthode de notation
Durant ce test, nous avons demandé aux sujets d’utiliser l’échelle
MOS (Tableau 2) pour noter chacune des vidéos. Cette méthode per-
met de quantifier numériquement les résultats d’une expérimentation
subjective. Elle contient cinq notes uniquement composées de nom-
bres entiers. Aucune valeur décimale n’était donc autorisée dans ce
test. Cette échelle a été choisie du fait de sa forte utilisation au sein
66 une adaptation pour chaque utilisateur
de la littérature scientifique, et ainsi faciliter une comparaison avec
les études précédentes. Cette méthode permet de montrer la répar-
tition des jugements subjectifs utilisateurs sur une échelle de même
catégorie.
5.4.3 Déroulement du test
Afin de s’assurer qu’aucun utilisateur ne soit influencé par un autre,
tous les tests se sont réalisés dans un environnement en isolation com-
plète. Les utilisateurs sont assis sur un canapé, face à un téléviseur
de 40" en haute définition native (1080p). La pièce est plongée dans
le noir, volets fermés pour éviter toute perturbation liée à une source
lumineuse et respecter les 200 lux maximums. Une photo de la scène
de test est présentée à la figure 13.
Ensuite, une interface web invite l’utilisateur à saisir ses noms et
prénoms, âge et sexe. Suite à cela, le test peut débuter. Une première
vidéo est envoyée en streaming HTTP sans adaptation au travers de
la plateforme EUROP, ce qui nous permet de maîtriser la QoS et nous
assurer d’une disponibilité de la bande passante durant toute la ses-
sion du test. La vidéo est ensuite diffusée sur le téléviseur au travers
du navigateur Chrome via l’utilisation de la balise HTML5 « video ».
À partir de cet instant, l’utilisateur commence à se faire une opinion
sur la qualité de l’image qu’il reçoit. À tout instant, il peut choisir une
note comprise entre 1 et 5 via la mise à disposition d’un clavier dédié
au test. À cet instant, la note est sauvegardée sur nos serveurs et la
vidéo suivante est envoyée au player. Une sécurité de 10 secondes a
été ajoutée afin de prévenir toute erreur de manipulation du clavier
lors de l’arrivée d’une nouvelle vidéo. Ce déroulement se poursuit
jusqu’à la fin de la liste de lecture. Avant de terminer le test, nous
demandons à l’utilisateur un élément déterminant pour la prise en
compte des résultats : son seuil d’acceptation. Cette information nous
permet de savoir à partir de quelle note la qualité de l’image est suff-
isante pour regarder une session de diffusion complète (environ 1 h
30).
5.4.4 Plateforme de test
La plateforme a été développée en interne en HTML5 et JavaScript.
Afin d’isoler la logique métier de l’interface utilisateur et de perme-
ttre une indépendance des briques logicielles, l’architecture Modèle-
Vue-Contrôleur (MVC) a été choisie. L’architecture MVC est présentée
sur la Figure 14.
Le framework PHP « Lithium 1 » a été utilisé pour l’implémentation
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Figure 14: Organisation de l’architecture MVC
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Figure 15: Page HTML d’accueil du test
de cet outil. Le modèle organise le traitement des données et l’ inter-
action avec les bases de données. Dans notre cas, il communique avec
notre base MySQL 2. La vue rend les données du modèle sous une
forme agréable pour l’interaction avec les utilisateurs. Dans notre cas,
celles-ci sont des pages HTML. Enfin, le contrôleur détecte les inter-
actions de l’utilisateur et organise les réponses en questionnant les
objets du modèle. La page de réception du test est affichée sur la
Figure 15
5.4.5 Bilan
Dans cette partie, nous avons présenté la composition du panel utilisa-
teurs, la méthode de notation qui leur a été proposée, le déroulement
du test ainsi que la plateforme développée par nos soins comme sup-






Cette section présente les résultats que nous avons obtenus lors de
notre test subjectif et les analyse. Afin de définir et comparer les dif-
férences de perception entre les utilisateurs, plusieurs étapes ont été
nécessaires. La première a consisté à comparer la répartition des notes
des utilisateurs pour chacune des vidéos. La seconde a été d’étudier
les variations de répartition en fonction de la qualité de chacune des
vidéos. Puis, nous avons étudié la stabilité des appréciations sub-
jectives dans le temps pour une même vidéo. Nous avons ensuite
étudié la cartographie de perception de chaque utilisateur afin de
faire ressortir les possibles seuils présents et pouvoir comparer aisé-
ment les attentes de chacun. Enfin, nous avons étudié la différence
des attentes de chaque utilisateur et les avons comparé entre elles afin
de définir l’existence ou non de catégories d’utilisateurs ( exigeants,
moyens ...). Dans cette section, nous détaillerons chacune des étapes
de notre étude.
5.5.1 La distribution des notes par vidéo
Pour commencer, nous proposons d’étudier la répartition des notes
pour chacune des vidéos. Nous prendrons pour cela trois exemples
de vidéo prises de manière aléatoire et présentant des modalités d’
encodage différentes.
5.5.1.1 Exemple d’une distribution en 480p
Nous proposons d’étudier les résultats de perception utilisateurs sur
une vidéo encodée en 480p et un débit binaire de 1500Kbits/s. La fig-
ure 16 présente la distribution des perceptions utilisateurs sur cette
vidéo. Celle-ci reprend les résultats des cinquante-deux utilisateurs
et les trie en fonction de la note MOS attribuée. Un premier aperçu
montre une distribution importante des notations. Les résultats mon-
trent que 23% des utilisateurs ont choisi la note 3, 48% la note 4 et
27% la note 5. Un seul utilisateur à choisi la note 2 et aucun la note
1. La première conclusion que l’on peut en tirer est que les utilisa-
teurs ont une perception différente d’un même service consommé
dans un contexte fixe. Un quart des gens pensent qu’ils regardent une
image parfaite, sans altération. Un autre quart pense qu’il regarde
une vidéo avec une qualité moyenne. Dans un contexte de service
adaptatif, les modèles actuels étant basés sur la fourniture d’un ser-
vice d’une qualité moyenne permettant de contenter la majorité des
utilisateurs, nous pouvons vraisemblablement imaginer que l’on se
priverait d’une bonne partie des utilisateurs pour lesquels la qualité
ne serait pas suffisante.

























































Figure 17: Video 720p Débit 1Mbits/s. Distribution de la perception des uti-
lisateurs
5.5.1.2 Exemple d’une distribution en 720p
Dans cet exemple, nous avons choisi une vidéo encodée en 720p avec
un débit binaire de 1000Kbits/s. Nous augmentons donc la définition
de l’image tout en réduisant le débit binaire alloué à son transfert sur
le réseau. La figure 17 en présente les résultats. En comparaison de
la vidéo précédente, nous avons ici une répartition encore plus forte.
10% des utilisateurs ont choisi la note 5, 23% la note 4, 48% la note
3 et 17% la note 2. Seulement une personne a choisi la note 1. Nous
nous approchons donc d’une gaussienne centrée sur la note 3.
5.5.1.3 Exemple d’une distribution en 1080p
Intéressons-nous maintenant à un exemple présentant une vidéo sen-
sée être de haute qualité. Pour cela, nous avons choisi une vidéo com-
portant une haute définition de 1080p et un débit binaire de 2MBit-
s/s. Les résultats sont présentés sur la figure 18. Avec cette modalité «





























Figure 18: Video 1080p Débit 2Mbits/s. Distribution de la perception des
utilisateurs
des avis sur l’échelle MOS. 6% des utilisateurs ont choisi une note de
2, 33% la note 3, 44% pour la note 4 et 15% pour la note 5.
5.5.1.4 Bilan
À travers ces trois exemples, nous avons pu voir que, quelle que soit
la modalité d’encodage, il existe une répartition des avis utilisateurs,
donc un écart des perceptions entre les différents utilisateurs. Nous
observons donc la loi de Thurstone sur les jugements comparatifs [77],
qui est basé sur l’hypothèse que les tests subjectifs sont distribués au-
tour de la « vraie » valeur. Malheureusement, dans le cas d’utilisation
de la vidéo à la demande (VoD) ou du streaming, le fait d’envoyer
une qualité insuffisante à un utilisateur engendrera vraisemblable-
ment une coupure du service.
Après avoir fait ressortir les différences de perception sur ces trois
vidéos, nous allons analyser plus globalement l’ensemble des vidéos
afin de vérifier la présence d’une telle dispersion sur toutes les moda-
lités.
5.5.2 Évaluation globale de la dispersion
Afin d’avoir une meilleure vue sur la dispersion de chaque vidéo,
nous avons représenté dans un graphique de type « boite à mous-
taches » les résultats de toutes les vidéos obtenues. Ce graphique est
présenté à la figure 19. Pour rappel, la tableau 17 présente la liste des
modalités proposées.
Nous rappelons le mode de lecture de ce type de graphique: sur
chaque boite, le point central est la médiane. Les côtés de la boite sont
respectivement les 25e et 75e percentiles. Les moustaches s’étendent
aux points de données les plus extrêmes. Les valeurs aberrantes ne
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sont pas considérées par les moustaches, mais représentées individu-
ellement.
Les conclusions précédemment trouvées sont de nouveau répétées
que l’on soit en définition 480p, 720p ou 1080p.Presque tous les ré-
sultats ont des données similaires avec des répartitions importantes.
La moitié des vidéos ont des répartitions au-dessus de quatre notes
MOS, 30% au-dessus de trois notes. Enfin, toutes les vidéos ont une
distribution sur au moins 2 notes. Il est de plus notable que lorsque
l’image a une qualité vraiment trop mauvaise, tous les utilisateurs
sont d’accord sur la note 1. Il existe donc un seuil de tolérance mini-
mal pour tous les utilisateurs (vidéos 17, 21 et 23).
Ces résultats tendent à montrer qu’une mauvaise qualité est globa-
lement perçue, alors qu’une meilleure qualité est perçue différem-
ment par les utilisateurs, avec une différence significative. Cela sug-




























































































Figure 19: Boite à moustaches des valeurs MOS par vidéo


























Figure 20: Différence de perception par utilisateur entre la 13e et 16e vidéo
5.5.3 Stabilité d’une perception subjective
Après avoir montré que la perception subjective des utilisateurs était
personnelle, il est intéressant de tester sa stabilité dans le temps. Est-
elle fluctuante, en fonction des vidéos vues précédemment ou bien
peut-elle être considéré stable ?
Afin de répondre à cette question, nous avons intégré au test une
répétition de deux vidéos afin de pouvoir comparer leurs notations.
Conformément au tableau 17, la première répétition concerne une
vidéo de définition 720p et d’un débit binaire de 800Kbits/s situés à
la 13e et 16e place du test. Afin de pouvoir comparer les différences
de jugement pour chaque utilisateur, nous avons présenté ces résul-
tats en faisant la différence entre la première valeur donnée et la se-
conde pour chaque utilisateur. Le graphique 20 présente ces résultats.
Ces premiers résultats nous montrent que 60% des utilisateurs ont
exactement le même jugement sur cette vidéo.En valeur absolue, 96%
des utilisateurs ont une différence de jugement inférieure ou égale
à 1 sur l’échelle MOS. Ces premiers résultats prouvent que dans ce
contexte, la perception de l’utilisateur change peu.
Pour vérifier cela, nous avons inséré une autre répétition dans notre
test. Dans cet exemple, nous avons choisi une « haute qualité de
vidéo » qui, comme indiqué précédemment (chapitre 5.5.2), produit
une plus grande disparité de jugement chez les utilisateurs. Cette
vidéo a donc été encodée en 1080p avec un débit binaire de 2Mbit/s
et présentée à la 4e position (premier quartile) et à la 18e position
(dernier quartile). Le graphique 21 présente ces nouveaux résultats.


























Figure 21: Différence de perception par utilisateur entre la 4e et 18e vidéo
85% ont une différence inférieure ou égale à 1 en valeur absolue.
En comparant les deux paires de vidéos, les résultats sont en accord
avec seulement 10% des utilisateurs qui ont dispersé leur apprécia-
tion. Ceci nous montre que le jugement des utilisateurs est très peu
affecté dans le temps.
5.5.4 Représentation 3D
Afin de faciliter la comparaison des attentes de chaque utilisateur,
nous avons représenté les résultats sous forme de graphique en 3D.
Cette représentation permet d’identifier rapidement les attentes réelles
de chacun en terme de QoE. Pour cela, nous présentons les données
acquises grâce au test sous la forme :
MOS = f(Débit binaire, Résolution) (14)
Les graphiques des 51 testeurs sont disponibles en ligne 1.
Nous avons choisi de présenter trois courbes au sein des 51 possibles
afin de présenter les divergences de celles-ci ainsi que l’écart entre
la moyenne utilisée dans les études actuelles et les attentes réelles
de chacun. La figure 22 représente la cartographie des attentes QoE
de l’utilisateur 31. Cette représentation nous permet de constater la
présence de deux seuils pour cet utilisateur. Le premier apparaît à par-
tir d’un débit binaire de 800kbit/s et le second à partir de 1,2Mbit/s.
On peut de plus observer que cette personne est plus sensible au débit
binaire de la vidéo plutôt qu’à la résolution de l’image. La figure 23
représentant les caractéristiques de l’utilisateur 15, fait ressortir une
cartographie totalement différente. Un seul seuil apparaît pour les
1 http://datasets-satin.telecom-st-etienne.fr/




















































Figure 23: Utilisateur 15. Représentation 3D
vidéos de bonne qualité (à partir d’un débit binaire de 1,5Mbit/s).
En comparaison de l’utilisateur précédent, la résolution a un impact
plus important sur cette personne. Nous trouvons chez cet individu
deux seuils MOS pour le même débit binaire, mais avec différentes
résolutions. Dans ce contexte, le choix de l’adaptation pourrait être
décisif sur les décisions de l’utilisateur de poursuivre la diffusion ou
de l’interrompre. Enfin, la figure 24 met en avant un résultat différent.
Seul un seuil apparaît à 800Kbits/s puis la perception s’améliore pro-
portionnellement à l’augmentation du débit binaire alloué. Ces trois
exemples ainsi que la boite à moustaches ont mis en avant la multi-
plicité des opinions utilisateurs face à un même service numérique.
Il est maintenant intéressant de pouvoir comparer ces résultats per-
sonnels à la cartographie moyenne de tous les utilisateurs. Pour cela,
nous avons créé la figure 25 qui regroupe les résultats de tous les
participants au test. Cette donnée est importante, car c’est celle uti-
lisée actuellement au sein des modèles adaptatifs prenant en compte
la QoE. D’un simple coup d’œil, nous pouvons remarquer un lis-
sage complet des spécificités individuelles que nous avons décelé























































Débit binaire (kbit/s) Résolution
Figure 25: Moyenne des opinions utilisateurs. Représentation 3D
la linéarité. Ces résultats confirment donc une réelle différence de per-
ception de chaque individu et une difficulté évidente du modèle basé
sur la moyenne de répondre aux attentes individuelles.
5.5.5 Acceptabilité des utilisateurs
Il nous manque tout de même une notion importante pour tirer des
conclusions sur la capacité des modèles actuels à satisfaire les uti-
lisateurs. Il est important de faire ressortir le seuil d’acceptabilité
de chaque individu pour connaître le nombre de vidéos ayant une
qualité suffisante lors d’une session multimédia (durée traditionnelle
d’un film entre 1h30 et 2h15). Pour répondre à cette problématique,
nous utilisons le seuil d’acceptabilité saisi par chaque testeur à la fin
de la session et calculons le nombre de vidéos qui auraient été sus-
ceptibles de leur convenir. Nous les classons ensuite par nombre de





























(Triés par nb de vidéos acceptées)
Figure 26: Nombre de vidéos acceptées par utilisateur
vidéos acceptées pour les afficher sur la figure 26.
Les résultats nous montrent qu’il est impossible de faire ressortir
des groupes d’utilisateurs lorsque l’on aborde le sujet de la QoE. Le
nombre de vidéos accepté par utilisateur varie de 5 à 19 pour un
même contexte d’utilisation. Comment peut-on, dès lors, baser une
adaptation sur des groupes d’utilisateurs ? Enfin, ces résultats illus-
trent le fait que traiter la QoE de manière globale (avec un seuil de
MOS partagé entre tous les utilisateurs) n’est pas une manière op-
timisée de maximiser l’expérience personnelle de l’utilisateur tout
en minimisant les ressources allouées. Il est donc important de priv-
ilégier un système d’adaptation dédié à chaque utilisateur et qu’une
technique de type « partitionnement » ne permettra pas de maximiser
le nombre d’utilisateurs satisfaits.
5.5.6 Bilan
Dans cette partie, nous avons étudié la dispersion globale des notes
utilisateurs pour chacune des vidéos. Ceci nous a révélé de réels
écarts entre les appréciations des testeurs, sauf dans le cas des vidéos
de très mauvaise qualité.
Nous avons ensuite vérifié la stabilité de cette perception dans le
temps. Nous nous sommes rendu compte que l’avis d’un utilisateur,
bien que subjectif reste assez stable à court terme (tant que son référen-
tiel n’évolue pas).
Pour comparer les exigences de chaque utilisateur, nous avons pro-
duit des cartographies personnelles de leurs attentes. Celles-ci ont
révélé avoir des écarts importants et qu’il était difficile d’utiliser un
modèle général pour maximiser la satisfaction des utilisateurs in-
scrits.
Nous avons ensuite généré la cartographie moyenne de tous les tes-
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teurs. Ceci nous a donné une courbe se rapprochant d’une linéarité
entre le débit binaire, la résolution et la note MOS. Cette courbe a
révélé les limites d’une approche basée sur la moyenne.
Enfin, nous avons comparé le nombre de vidéos acceptées par chaque
utilisateur lors d’une diffusion multimédia traditionnelle (session de
1h30). Ceci a révélé un écart très important entre utilisateurs allant de
5 à 19 vidéos acceptées comprenant au maximum 10% des utilisateurs
par nombre de vidéo.
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5.6 conclusion
L’informatique ubiquitaire signifie rendre les technologies informa-
tiques transparentes à l’utilisateur final. La connaissance de ses at-
tentes est donc essentielle. Les systèmes actuels tentent d’optimiser
leurs services pour tous les utilisateurs afin d’en satisfaire la majorité.
Dans ce chapitre, nous avons essayé de comprendre si cette mé-
thode permettait de satisfaire réellement l’expérience personnelle des
utilisateurs et si elle était adaptée pour l’évolution future des réseaux
et du modèle économique associé (cf. chapitre 3.4). Pour cela, nous
avons mis en place et utilisé la plateforme EUROP permettant la diffu-
sion d’un service de streaming vidéo au travers d’un réseau opérateur
et une maîtrise des paramètres de QoS appliqués.
Nous avons ensuite défini les modalités d’un test permettant l’ anal-
yse des ressenties subjectifs utilisateurs lors d’une session multimé-
dia. L’environnement de tests étant un dérivé de la méthodologie du
stimuli unique et suivant en grande partie les recommandations de
l’ITU-R BT500-11.
Ce test réalisé sur 51 utilisateurs nous a permis de constater une
différence importante de perception des utilisateurs et une impossi-
bilité de faire ressortir des classements nets de grandes catégories de
profils. Nous pouvons donc affirmer que les modèles actuels ne sont
aucunement adaptés à la forte disparité des attentes utilisateurs. Il
faut donc réfléchir à une solution permettant de comprendre les be-
soins de chaque individu de manière personnelle et tirer les décisions
d’adaptation de contenu associées.
Afin d’accompagner l’essor du multimédia, il manque des modèles
tournés vers l’adaptation de contenu pour chaque utilisateur. Dans la
suite de cette thèse, nous nous proposons d’apporter des solutions
concrètes, permettant d’intégrer une réflexion d’adaptation person-
nelle au sein des protocoles de streaming adaptatifs.
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6.1 introduction
Après avoir constaté le manque de solutions gérant une adaptation
des contenus numériques pour chaque utilisateur (cf. Chapitre 5, nous
proposons d’ajouter une réflexion de ce type dans l’environnement
des services de streaming adaptatifs par HTTP. Cette proposition est
présentée sous le projet IpFhas1 (Intelligent & Personal Framework
for HTTP Adaptive Streaming).
Dans ce chapitre, nous présenterons notre solution permettant une
adaptation personnelle d’un service de streaming HTTP adaptatif.
Cette solution étant basée sur un apprentissage automatique des at-
tentes utilisateurs. Nous commencerons par détailler les deux métho-
des utilisées ainsi que leur adaptation à notre cas d’utilisation. Nous
poursuivrons par l’évaluation de ces différents modèles d’ apprentis-
sage. Nous terminerons par dresser le bilan de ces tests.
6.2 caractéristiques d’un apprentissage personnel
L’apprentissage automatique est la pierre angulaire de notre architec-
ture. Elle permet la prise en compte des besoins propres à chaque
utilisateur et l’adaptation du modèle général à chaque client d’un
service multimédia. Dans ce chapitre, nous allons présenter les spéci-
ficités de notre solution.
6.2.1 Caractéristiques du modèle
Comme vus au chapitre 2.4, de nombreux modèles d’apprentissages
ont déjà été utilisés afin d’approcher la notion de QoE au sein d’ appli-
cations multimédias. Ceux-ci se sont toujours basés sur une approche
globale permettant de faire ressortir un modèle moyen permettant de
contenter la majorité des utilisateurs. Contrairement à cette approche
qui nous semble trop peu satisfaisante en laissant de côté de nom-
breux utilisateurs, nous proposons un modèle adaptant le service à
chaque utilisateur. Cette approche doit donc fournir à notre système
une adaptation temps réel des exigences personnelles de chaque uti-
lisateur (d’un à plusieurs milliers). Ceci pose donc un problème de
passage à l’échelle.
L’apprentissage automatique intervient à deux niveaux au sein de
notre modèle. Ces deux phases sont schématisées à la figure 27 :
• Génération de la cartographie du MOS utilisateur :
Ce processus intervient lors de l’adaptation du modèle général
aux besoins de l’utilisateur. Cette étape génère la cartographie
1 [haepi feis]
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de l’utilisateur grâce aux données du modèle général et aux
données récupérées de l’utilisateur lors de la phase initiale de
test (première connexion: cf chap 7.3.1) et des retours utilisa-
teurs lors des sessions de visionnage.
• Processus d’adaptation du service :
Cette brique intervient lorsque la cartographie de l’utilisateur à
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Figure 27: Apprentissage de l’utilisateur et choix des modalités
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Dans la suite de cette section, nous détaillerons ces deux processus
distincts.
6.2.1.1 Phase de génération du MOS utilisateur
La phase de génération du MOS utilisateur intervient dès la première
connexion d’un utilisateur au service. Dès la fin du premier test uti-
lisateur (cf. chapitre 7.3.1). Nous avons donc deux informations en
notre possession à cet instant :
• la cartographie moyenne de tous les utilisateurs,
• les résultats du test de l’utilisateur en cours de visionnage.
Le but de cette phase étant la génération de la cartographie person-
nelle de l’utilisateur, nous avons implémenté deux méthodes permet-
tant de générer la cartographie de l’utilisateur. Nous détaillerons ces
deux méthodes aux sein des annexes C.2.1 et C.2.2. Cette phase est
gérée par le bloc d’apprentissage du MOS (1 sur la figure 28).
6.2.1.2 Phase d’adaptation du service
Cette seconde phase vient dès lors que la cartographie de l’utilisateur
a été générée par le bloc de génération MOS utilisateur. Elle consiste
à proposer les modalités intéressantes au fournisseur de service et à
définir les modalités d’encodage pour les différents niveaux de bande
passante au sein du protocole de streaming adaptatif. Cette phase est





































































































   "terminal":"iphone4",
   "tailleErcan":"4",
   ...},
   "adapt":{
    "MOS1":{
     "débitBinaire":"1500",
     "définition":"480p",
     ...},
    ...
    "MOS5":{
     "débitBinaire":"10000",
     ...}
    }
   },
  {"context": ...}
 ]
}
Figure 28: Schéma complet des modules d’apprentissage et de prise de décision





Bloc d’adaptation du service





























Figure 29: Schéma de l’apprentissage en continu du modèle IPFHAS
6.2.2 Problématique de cet apprentissage
L’apprentissage à mettre en place se doit de répondre à plusieurs
problématiques liées au fonctionnement de notre modèle :
• Il doit apprendre en continu (adaptation dès que de nouvelles
données utilisateurs sont apprises),
• Il doit pouvoir gérer un passage à l’échelle en cas d’augmentation
rapide de la charge (augmentation importante du nombre d’ uti-
lisateurs).
• Il doit pouvoir s’adapter à l’évolution du nombre de paramètres
de contexte
6.2.2.1 Apprentissage en continu
L’apprentissage en direct de nos modèles est un élément important
permettant la prise en compte immédiate des exigences de l’utilisateur.
Cette spécificité est prise en compte au sein même de l’architecture
via la boucle de rétroaction gérant la réception des nouvelles don-
nées utilisateurs et la mise à jour du modèle calculé grâce au bloc
d’apprentissage MOS. Dès qu’une nouvelle donnée est reçue par l’
utilisateur, celle-ci est stockée au sein de la base de connaissance puis
le bloc de rétroaction lance un nouvel apprentissage du modèle. Une
nouvelle cartographie des besoins de l’utilisateur est ainsi générée et
le bloc d’adaptation du service peut proposer les nouvelles modalités
d’encodage du service multimédia. Le graphique 29 en schématise le
fonctionnement.
6.2.2.2 Passage à l’échelle
Les services de streaming vidéo gérant des milliers voir des mil-
lions d’utilisateurs, il était important que notre modèle soit capable
de prendre nativement en charge une augmentation importante du
nombre d’utilisateurs. Le passage à l’échelle du modèle est donc géré
nativement au sein de l’architecture. Pour cela, nous proposons une
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Figure 30: Schéma de de la gestion du passage à l’échelle au sein du modèle
IPFHAS
solution interne des modules d’apprentissage et d’adaptation totale-
ment décentralisés. Ainsi, en cas d’augmentation rapide de l’utilisation
du modèle, une instanciation en direct de nouveaux serveurs gérant
les blocs d’apprentissage, les blocs d’adaptation et les bases de don-
nées est rendue possible. Le schéma 30 présente le passage à l’échelle
au sein de IpFhas.
6.2.2.3 Adaptabilité du nombre de paramètres
Les services multimédias présentant plusieurs paramètres d’encodage
possibles, le modèle d’apprentissage doit donc avoir la capacité d’être
évolutif à l’intégration de nouveaux paramètres en son sein. Comme
présenté à l’annexe A, de nouveaux paramètres apparaissent avec
l’arrivée de la 3D au sein des multimédias. Ainsi, le nombre de para-
mètres de contexte ou intrinsèques au multimédia doit pouvoir croître
aisément. Dans les parties suivantes, nous allons présenter les deux
types de modèles que nous proposons pour IpFhas.
6.3 présentation et évaluations de nos méthodes
6.3.1 Environnement de test
6.3.1.1 Contexte
Afin de tester nos apprentissages, nous nous baserons sur la base
de données de résultats QoE issus des tests utilisateurs réalisés au
chapitre 5. Celle-ci comprend les résultats de 51 utilisateurs testant un
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service numérique dans un contexte défini. Ce service vidéo contient
les 21 modalités différentes basées sur le débit binaire de l’image et
sur la taille de l’image (cf table 17).
6.3.1.2 Deux phases de test
Le test sera donc réalisé en deux phases:
• Un apprentissage initial :
Basé sur tous les utilisateurs ayant étudié la vidéo précédem-
ment. Cet apprentissage utilisera la base de données sus-citée.
Cela nous permettra de tester la consistance de notre modèle
dans le cas où l’on connaît parfaitement les exigences d’un uti-
lisateur.
• Un apprentissage en ligne :
Basé sur la première connexion des utilisateurs. Cela nous per-
mettra de vérifier l’évolution du modèle d’apprentissage et sa
rapidité de convergence.
Dans ces évaluations, nous étudierons les résultats de l’apprentissage
en les comparant aux résultats réels de l’utilisateur.
6.3.1.3 Données du test
Les données récoltées sur les utilisateurs lors du test présenté au
chapitre 5, sont basées sur 2 paramètres d’encodage des vidéos : le
débit binaire et la taille de l’image. Le débit binaire comprenant 7
valeurs possibles en kbit/s: 250, 500, 800, 1000, 1500, 2000, 9653 et la
taille de l’image pouvant varier autour de 3 valeurs : 480p, 720p, 1080p.
Nous supprimerons les modalités d’encodage comprenant le débit bi-
naire initial de la vidéo (9653kbit/s) afin de faciliter l’apprentissage
des modèles. Ceci représente donc 18 modalités d’encodage possible
donc 18 qualités possibles à envoyer à l’utilisateur final.
6.3.2 Régressions linéaires
Dans cette partie, nous allons présenter les résultats obtenus via l’ util-
isation d’une régression linéaire. Un rappel de cet outil est proposé
au sein de l’annexe C. Tous les tests ont été effectués via l’outil Mat-
lab. Aucune librairie logicielle n’a été utilisée et les fichiers sources
sont disponibles sur mon github personnel 1.
1 https://github.com/AntoineLav/ipfhasML
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6.3.2.1 Modèle d’apprentissage
Pour l’apprentissage via la méthode de régression linéaire multi vari-
ables, nous utiliserons l’hypothèse de la forme suivante:
hθ(x) = θ0 + θ1x1 + θ2x2
(15)
avec x1 la taille de l’image et x2 le débit binaire.
6.3.2.2 Apprentissage autour de la moyenne
La première phase de notre apprentissage consiste à suivre les mod-
èles actuels d’apprentissage en travaillant sur l’ensemble des utilisa-
teurs connus. Nous travaillerons donc sur la moyenne de tous les uti-
lisateurs connus. Cette phase consiste à définir une première qualité
lors de la connexion d’un nouvel utilisateur encore inconnu.
6.3.2.3 Normalisation moyenne
Les variables de notre modèle ayant des valeurs d’échelles très dif-
férentes, il convient de procéder à une normalisation de celles-ci au-
tour d’une moyenne de 0. Ceci permettra une convergence du modèle




valeur moyenne de xi et Si la déviation standard de xi. Le tableau 5
représente les paramètres d’entrée de notre modèle avant et après
normalisation.
Table 5: Paramètres avant et après normalisation
x y xn
480 250 2 -1e+00 -6e-01
480 500 2 -1e+00 -6e-01
480 800 4 -1e+00 -5e-01
480 1000 4 -1e+00 -4e-01
480 1500 4 -1e+00 -2e-01
480 2000 4 -1e+00 -8e-01
480 9653 4 -1e+00 2e+00
720 250 1 -2e-01 -6e-01
720 500 2 -2e-01 -6e-01
720 800 2 -2e-01 -5e-01
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Figure 31: Descente de gradient avec α petit
6.3.2.4 Minimiser la fonction de coût
Une fois les paramètres normalisés, nous pouvons calculer la fonction
de coût associée à notre modèle qui est de la forme:








Cette fonction de coût est minimisée via la méthode de descente
de gradient. Ceci afin de converger vers le minimum de la fonction.















Nous cherchons le nombre d’itérations nécessaires à la convergence
et nous définirons α pour éviter une convergence trop lente ou une
divergence dans le cas d’une valeur trop importante.
Le graphique 31 nous montre le résultat de la descente de gradient
avec une valeur trop faible de α. Après 50 itérations, nous n’avons
toujours pas convergé. Une convergence trop lente est problématique
lorsque l’on souhaite un modèle temps réel.
Le graphique 32 nous montre le résultat de la descente de gradient
avec une valeur trop grande de α. Le minimum étant dépassé après
la première itération, le modèle diverge rapidement et s’éloigne rapi-
dement de la valeur recherchée. Ainsi, cette divergence ne nous per-
mettra pas de trouver le minimum de la fonction de coût.
Enfin, trouver la bonne valeur de α nous permet de converger rapi-
dement et de s’approcher au plus près du minimum de la fonction
de coût. Le graphique 33 nous montre le résultat de la descente de
gradient avec une bonne valeur de α. Dès la cinquième itération, le
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Figure 32: Descente de gradient avec α trop grand














Figure 33: Descente de gradient avec une bonne valeur de α
modèle a convergé vers le minimum de notre fonction de coût.
Ainsi, nous trouvons une valeur alpha de 0.3, ce qui nous permet
de converger sous un nombre d’itérations inférieur à 10. L’échelle
MOS comprenant uniquement des valeurs entières, nous arrondirons
les résultats décimaux de notre modèle.
Ainsi, en comparant les résultats trouvés aux résultats réels, nous
trouvons 15 bons classements sur 18 soit 83, 33% des données bien
classées par l’apprentissage automatique. Le tableau 6 présente les
résultats chiffrés et calculés par l’apprentissage.
Une autre méthode que la descente de gradient peut être utilisée
afin de minimiser la fonction de coût. Nous avons aussi essayé la mé-
thode des équations normales. Elle a l’avantage de ne pas demander
de choisir α et de ne pas demander d’itération. Il faut par contre tra-
vailler sur des matrices et elle devient très lente lorsque le nombre de
paramètres est important. Dans notre exemple, le nombre de paramè-
tres étant limité à deux, cette méthode convient parfaitement. Pour
rappel, les valeurs de θ sont calculées via la formule:
θ = (XTX)−1XTy
(18)
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Nous trouvons les mêmes résultats avec cette méthode, c’est-à-dire
15 bons classements sur 18. Cette méthode sera donc privilégiée, car
elle permet la suppression du calcul d’ α. Ceci nous fera gagner du
temps pour le passage au temps réel.
6.3.2.5 Le modèle général vs les utilisateurs
Comme décrits au sein du chapitre 5, les besoins de chaque utilisa-
teur sont parfois éloignés du modèle moyen. Prenons l’exemple des
3 utilisateurs présentés au chapitre 5.5.4 et comparons-les aux exi-
gences moyennes de tous les utilisateurs. Le tableau 7 présente en
détail les résultats de tous les utilisateurs. La couleur verte signifie
que les vidéos sont bien classées.
Utilisateur 31
Dans le cas de l’utilisateur 31, un système de recommandation basé
uniquement sur les attentes moyennes de tous les utilisateurs ne réus-
sit à classer que 5 vidéos sur 18 soit un score de 28%.
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Utilisateur 15
Dans le cas de l’utilisateur 31, un système de recommandation basé
uniquement sur les attentes moyennes de tous les utilisateurs ne réus-
sit à classer que 9 vidéos sur 18 soit un score de 50%.
Utilisateur 30
Dans le cas de l’utilisateur 31, un système de recommandation basé
uniquement sur les attentes moyennes de tous les utilisateurs ne réus-
sit à classer que 10 vidéos sur 18 soit un score de 56%.
Consolidation sur tous les utilisateurs
En prenant les résultats de tous les utilisateurs, nous trouvons une
moyenne de 9.4 vidéos bien classées sur 18 soit un score de 52%.
La médiane est de 9 et l’écart-type de 2,5. Ces résultats nous mon-
trent bien que la corrélation entre le modèle moyen et les attentes
de chaque utilisateur est pauvre et surtout très insuffisante pour con-

























Table 7: Résultats de classement des vidéos via la méthode moyenne pour tous les utilisateurs
Def Bitrate U1 U2 U3 U4 U5 U6 U7 U8 U9 U10 U11 U12 U13 U14 U15 U16
480p 250k 1 2 3 2 1 2 2 1 1 3 1 1 1 1 2 2
480p 500k 2 4 3 2 2 3 2 2 2 4 2 2 2 2 3 1
480p 800k 3 4 4 4 4 3 3 4 3 4 3 3 4 3 4 4
480p 1000k 3 5 3 3 4 3 3 3 3 4 3 3 4 4 4 2
480p 1500k 4 5 3 3 4 4 4 4 3 5 3 3 5 4 5 3
480p 2000k 4 5 4 3 5 4 4 4 4 5 3 5 5 4 4 4
720p 250k 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1
720p 500k 1 3 1 1 1 2 2 1 1 2 1 1 1 2 1 1
720p 800k 2 4 3 2 2 3 2 3 2 4 2 2 3 3 3 2
720p 1000k 3 4 5 3 4 4 3 3 3 5 3 2 2 4 3 3
720p 1500k 4 5 4 3 5 4 4 3 4 4 3 4 5 3 4 2
720p 2000k 3 5 4 4 5 5 4 4 4 5 3 5 5 5 5 4
1080p 250k 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1
1080p 500k 1 2 1 1 1 1 2 1 1 2 1 1 1 1 1 1
1080p 800k 1 3 1 1 1 2 2 2 1 2 1 1 2 1 2 2
1080p 1000k 1 4 2 2 1 2 2 2 1 3 1 1 2 2 2 2
1080p 1500k 2 4 3 3 3 3 3 4 2 4 3 3 4 4 5 1
1080p 2000k 4 5 4 4 4 3 3 3 4 5 3 4 4 5 4 3
Nb classées 11 4 9 12 9 12 13 10 11 6 9 11 8 8 9 9




















U17 U18 U19 U20 U21 U22 U23 U24 U25 U26 U27 U28 U29 U30 U31 U32 U33 U34
1 1 1 1 2 1 2 1 1 1 1 2 1 1 1 1 1 3
2 2 2 2 3 1 2 1 3 1 2 3 2 2 4 2 3 1
4 4 3 3 3 3 5 3 4 2 3 4 4 3 5 4 4 3
4 4 3 3 3 3 4 4 3 2 3 4 3 3 4 4 4 4
5 5 3 3 4 4 5 5 4 3 4 5 4 5 5 4 4 4
5 5 4 3 4 5 5 5 4 4 3 4 5 4 5 5 4 5
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
2 1 1 1 1 1 2 1 2 1 1 3 2 2 2 2 1 1
3 2 3 2 3 2 2 2 3 1 2 3 2 3 1 2 2 1
3 2 3 2 3 3 3 2 3 3 2 4 5 3 4 2 5 2
5 4 4 3 4 5 4 3 5 4 4 4 4 4 5 4 5 4
5 5 5 3 4 5 5 4 5 3 4 5 4 3 5 5 5 5
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
2 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 2 1 2 2 1 1 1 2 1 1 3 1 2 1
2 1 2 2 2 1 3 2 1 1 2 3 1 1 3 2 2 1
3 3 3 3 3 3 4 2 3 1 3 4 3 2 5 3 3 3
5 3 4 3 4 4 4 2 5 3 3 4 4 4 5 3 5 3
8 8 11 9 14 11 11 9 8 5 12 7 13 10 5 11 8 8

























U35 U36 U37 U38 U39 U40 U41 U42 U43 U44 U45 U46 U47 U48 U49 U50 U51
2 1 2 1 2 2 2 2 1 2 2 1 1 2 2 2 2
2 2 2 2 3 1 2 3 2 3 3 4 3 3 3 3 4
3 3 4 2 4 4 2 4 3 3 4 5 4 3 3 4 4
4 3 4 4 3 5 4 4 5 4 3 5 4 4 5 4 3
4 4 4 3 3 3 2 4 4 4 4 5 5 4 5 4 4
4 3 4 4 2 5 2 3 5 5 4 5 5 5 5 5 5
1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1
2 1 2 2 1 1 2 3 1 2 3 2 1 1 1 3 2
2 2 3 3 2 3 2 3 1 2 3 4 3 3 1 3 2
4 3 4 1 3 4 3 3 3 3 3 4 3 4 3 5 4
3 5 5 3 3 3 2 5 3 5 4 5 5 4 5 5 4
4 4 4 4 3 5 4 5 4 5 5 5 5 5 5 4 4
1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 2 1 1 1 2 1 1 1 2 1 1
1 1 2 2 2 3 2 2 1 3 2 2 1 2 2 1 2
2 1 3 2 2 4 4 3 2 1 2 3 2 3 2 1 2
3 3 4 4 3 4 2 5 3 4 3 4 4 4 4 3 4
3 4 5 3 5 4 4 5 4 4 4 5 4 4 4 4 4
12 12 9 8 10 6 8 7 12 11 11 6 7 10 9 9 14
66,67 66,67 50,00 44,44 55,56 33,33 44,44 38,89 66,67 61,11 61,11 33,33 38,89 55,56 50,00 50,00 77,78
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6.3.2.6 Adaptation personnelle du modèle
Maintenant que les données moyennes de tous les utilisateurs sont
connues, il convient de tester notre approche dans les meilleures con-
ditions possibles afin de tester la convergence de notre modèle. Pour
ceci, nous utilisons les données connues de nos utilisateurs (ceci re-
vient à partir du postulat que nous connaissons exactement les notes
subjectives de notre testeur pour toutes les modalités du service). Une
fois les résultats trouvés, nous les comparerons avec ceux trouvés par
la méthode moyenne.
Pour chaque utilisateur, nous testons ses valeurs au sein de notre
modèle d’apprentissage pour vérifier s’il y a convergence une fois
toutes les données de celui-ci connues. Ces résultats nous montreront
le comportement de notre apprentissage dans un cas favorable. Afin
de tester ce modèle de manière personnelle, nous présenterons les ré-
sultats obtenus sur nos trois utilisateurs cités précédemment.
Utilisateur 31
Pour l’utilisateur 31, les résultats de la méthode moyenne nous per-
mettaient de trouver 5 vidéos sur 18 soit 28%. Cette même méthode
appliquée de manière personnelle nous permet de faire correspondre
9 vidéos sur les 18 soit 50%.
Utilisateur 15
Concernant l’utilisateur 15, la méthode moyenne nous permettait
de trouver 8 vidéos soit 44% de résultats positifs. Notre méthode per-
met d’atteindre 12 vidéos soit 67% de bons résultats.
Utilisateur 30
Enfin, pour l’utilisateur 30, nous trouvions 9 vidéos positives via la
méthode moyenne. Notre méthode arrive au même résultat, soit 50%
de bons classements.
Consolidation
Les résultats d’une régression linéaire multi variable sur notre jeu
de données nous ont permis d’améliorer le modèle basé sur la moyenne
des utilisateurs d’environ 20%. Toutefois, ces résultats ne nous per-
mettent pas d’offrir un service personnalisé aux utilisateurs, car le
modèle dépasse difficilement les 60% de vidéos bien classées même
dans le cas où l’on connaît parfaitement l’utilisateur.
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6.3.2.7 Bilan
Suite aux tests effectués via l’utilisation des régressions linéaires, nous
avons montré qu’il était possible d’améliorer les résultats obtenus
par la méthode moyenne d’environ 20%. Toutefois, ces résultats mon-
trent aussi que nous avons du mal à dépasser les 60% de vidéos bien
classés. La taille trop faible de notre base de données d’apprentissage
lors d’une approche personnelle et le faible nombre de modalités
disponibles pour un même service rend l’utilisation des régressions
linéaires multi variables désuètes. Ceci ne nous permettra donc pas
de proposer un service qui répondra de manière optimale aux exi-
gences des utilisateurs.
Afin d’améliorer notre modèle, nous avons travaillé sur l’intégration
d’une méthode basée sur les régressions logistiques. Dans la suite de
cette section, nous détaillerons les résultats obtenus avec cette nou-
velle approche.
6.3.3 Régressions logistiques
6.3.3.1 Adaptation de la méthode à notre environnement
L’utilisation des régressions logistiques va nous permettre de classi-
fier nos données ( jugements MOS des utilisateurs) afin de les trier et
par la suite trouver automatiquement dans quelle catégorie MOS se
trouve une nouvelle modalité de notre service. Un rappel du fonction-
nement des régressions logistiques est présenté au sein de l’annexe C.
Ainsi, dans la suite de cette section nous chercherons à classifier y de
la manière suivante:
yλ ∈ {0, 1}
(19)
avec 0 : classe négative (cette modalité de vidéo n’appartient pas à
la note MOS λ)
et 1 : classe positive (cette modalité de vidéo appartient à la note
MOS λ)
Afin de réaliser cette classification, nous utiliserons comme fonc-
tion d’hypothèse la fonction sigmoïde g(z) :
∗hθ(x) = g(θTx) g(z) = 1
1+ exp−z
(20)




Figure 34: Fonction sigmoïde
Le graphique 34 présente la fonction sigmoïde. Nous pouvons ainsi
prédire y = 1 si hθ(x) > 0.5 donc θTx > 0. Au contraire, nous pou-
vons trouver y = 0 si hθ(x) < 0.5 donc θTx < 0.
6.3.3.2 La frontière de décision
Le score d’opinion des utilisateurs choisis au sein de notre modèle
comprenant 5 niveaux différents (cf. chapitre 2.3.2.1), il revient de
classer nos données en cinq groupes distincts. Afin de réaliser cette sé-
paration, nous travaillerons avec deux types de frontière de décision.
La première concernera les MOS d’extrémité (1 et 5). Ces niveaux
étant situés aux extrêmes de notre intervalle de travail nous pou-
vons les séparer des autres groupes grâce à deux simples frontières
linéaires. Pour ces deux niveaux de MOS spécifiques, nous utiliserons
une fonction hypothèse de type:
∗hθ(x) = g(θ0 + θ1x1 + θ2x2)
(21)
avec x1 la taille de l’image et x2 le débit binaire. Le graphique 35
présente un exemple de frontière de décision linéaire applicable pour
les MOS d’extrémité (1 et 5).
Pour les MOS se situant au centre de notre intervalle (2,3 et 4),
la frontière de décision se doit d’être non linéaire afin de ne pas en-
glober les niveaux de MOS d’extrémité. Là encore, le choix du degré à
appliquer à la fonction est important, car il faut trouver le juste milieu
entre une fonction trop simple (qui passerait à côté d’une majorité de
points intéressants) et une fonction trop complexe (qui passerait par
tous les points de notre base de données, mais qui n’arriverait pas à
classifier de nouveaux points).






















Figure 35: Présentation des frontières de décision
Ainsi, nous prendrons une fonction d’hypothèse de type:
∗hθ(x) = g(θ0+θ1x1+θ2x2+θ3x21+θ4x22+θ5x1x2+θ6(x1x2)2+ ...)
(22)
Le graphique 35 présente un exemple de trois frontières de déci-
sion non linéaires permettant de séparer les données appartenant aux
notes MOS 2, 3 et 4.
Afin d’éviter un sur ajustement de notre frontière de décision avec
les données provenant de notre base de données, nous éviterons de
monter trop haut dans les dimensions. Notre cas d’utilisation actuel
comprenant uniquement deux paramètres, nous resterons sur une
dimension 2 pour notre fonction d’hypothèse.
6.3.3.3 Analyse autour de la moyenne
En appliquant un apprentissage automatique sur la notation moyenne
de tous nos utilisateurs, nous arrivons à bien classer 100% de nos 18
vidéos (en partant de la base de données complète des utilisateurs).
Le tableau 8 présente les 18 vidéos et leurs valeurs MOS moyennes
calculées depuis les résultats obtenus de nos 51 utilisateurs, ainsi que
les résultats de l’apprentissage par régression logistique. De plus,
nous pouvons noter qu’aucune vidéo n’est classée au sein de plu-
sieurs groupes MOS simultanément.
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Ces résultats sont très intéressants, car ils montrent qu’il est pos-
sible de proposer un service de streaming adaptatif performant basé
sur cette méthode. Il reste toutefois à valider ce résultat moyen sur
chacun de nos 51 utilisateurs.
Table 8: Moyenne de tous les utilisateurs
Moyenne




MOS 1 MOS 2 MOS 3 MOS 4 MOS 5 Bien Classé
480 250 1,53 0 1 0 0 0 X
480 500 2,37 0 1 0 0 0 X
480 800 3,53 0 0 0 1 0 X
480 1000 3,61 0 0 0 1 0 X
480 1500 4,00 0 0 0 1 0 X
480 2000 4,25 0 0 0 1 0 X
720 250 1,04 1 0 0 0 0 X
720 500 1,55 0 1 0 0 0 X
720 800 2,41 0 1 0 0 0 X
720 1000 3,24 0 0 1 0 0 X
720 1500 4,02 0 0 0 1 0 X
720 2000 4,41 0 0 0 1 0 X
1080 250 1,04 1 0 0 0 0 X
1080 500 1,16 1 0 0 0 0 X
1080 800 1,59 0 1 0 0 0 X
1080 1000 1,98 0 1 0 0 0 X
1080 1500 3,25 0 0 1 0 0 X
1080 2000 3,92 0 0 0 1 0 X
6.3.3.4 Approche personnelle
Afin de réaliser l’analyse de notre méthode d’apprentissage perme-
ttant une adaptation personnelle du contenu, nous avons d’abord
testé notre modèle sur nos 51 utilisateurs. Pour cela, nous avons in-
séré les résultats des 18 vidéos de notre service afin de vérifier le
comportement de notre modèle sur une quantité assez importante
d’utilisateurs.
Dans la suite de cette section, nous allons présenter les résultats de
nos trois utilisateurs précédents (30, 15 et 31) puis nous consoliderons
ces résultats avec les 51 utilisateurs testés.
Utilisateur 31
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Le tableau 9 présente les résultats de l’ utilisateur 31. L’utilisation
de notre modèle d’apprentissage nous permet de trouver 15 vidéos
bien classées sur 18 soit 83% de résultats positifs. Nous constatons
tout de même la présence d’une vidéo comptabilisée 2 fois et une
vidéo qui n’a été attribuée à aucune catégorie MOS. Ces résultats
sont très encourageants, car nous dépassons largement le résultat de
50% donné par l’utilisation de la régression linéaire. Nous pouvons
donc considérer que dans le cas de cet utilisateur, le modèle actuel
nous permet d’offrir un service personnalisé. De plus, ces résultats
peuvent encore être améliorés si nous arrivons à traiter les vidéos
non classées et celles classées en double.









480 250 1 1 1 0 0 0 X
Classé en
double
480 500 4 0 0 0 1 0 X
480 800 5 0 0 0 1 0
480 1000 4 0 0 0 1 1 X
480 1500 5 0 0 0 0 1 X
480 2000 5 0 0 0 0 1 X
720 250 1 1 0 0 0 0 X
720 500 2 1 0 0 0 0
720 800 1 0 0 0 0 0 non classé
720 1000 4 0 0 0 1 0 X
720 1500 5 0 0 0 0 1 X
720 2000 5 0 0 0 0 1 X
1080 250 1 1 0 0 0 0 X
1080 500 1 1 0 0 0 0 X
1080 800 3 0 0 1 0 0 X
1080 1000 3 0 0 1 0 0 X
1080 1500 5 0 1 0 0 1 X
1080 2000 5 0 0 0 0 1 X
Utilisateur 15
Le tableau 10 présente les résultats de l’utilisateur 15. Concernant
ce second utilisateur, nous arrivons là aussi à 15 vidéos bien classées,
soit 83% de résultats positifs. De plus, pour cet utilisateur, nous trou-
vons un nombre de 3 valeurs non classées ce qui est supérieur à notre
précédent utilisateur. Nous trouvons enfin 2 vidéos classées en dou-
ble.
Utilisateur 30
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480 250 2 0 1 0 0 0 X
480 500 3 0 0 1 0 0 X
480 800 4 0 0 0 0 0 Non classé
480 1000 4 0 0 0 1 0 X
480 1500 5 0 0 0 1 1 X Classé en double
480 2000 4 0 0 0 0 0 Non classé
720 250 1 1 0 0 0 0 X
720 500 1 1 0 0 0 0 X
720 800 3 0 0 1 0 0 X
720 1000 3 0 0 1 0 0 X
720 1500 4 0 0 0 1 0 X
720 2000 5 0 0 0 1 0 X
1080 250 1 1 0 0 0 0 X
1080 500 1 1 0 0 0 0 X
1080 800 2 0 1 0 0 0 X
1080 1000 2 0 1 0 0 0 X
1080 1500 5 0 0 0 0 0 Non classé
1080 2000 4 0 0 0 1 1 X Classé en double
Le tableau 11 présente les résultats de l’utilisateur 30. Enfin, nous
trouvons pour cet utilisateur 13 vidéos bien classées soit 72% de ré-
sultats positifs. Nous trouvons en outre 2 vidéos classées en double
et 2 non classées. Il est intéressant de noter que les vidéos classées en
double ne sont pas forcément classées sur des classes connexes. En
effet, la vidéo ayant les modalités [480p, 1500Kbits/s] est comprise
au sein de la classe MOS3 et MOS5.
Consolidation sur tous les utilisateurs
Afin de mieux appréhender les résultats de notre modèle, il con-
vient de le tester sur tous nos utilisateurs. Le tableau 12 présente les
résultats de nos 51 utilisateurs. Afin de pallier le problème lié à cer-
taines vidéos classées dans 2 groupes MOS, nous choisissons la valeur
la plus élevée. Ce choix sera détaillé dans la suite de cette section.
Nous obtenons ainsi une moyenne de 85, 62% de vidéos bien classées.
Cette valeur est de plus améliorable via la gestion intelligente des
vidéos non classées et celle multi classée. Il est donc tout à fait en-
visageable de délivrer un service adaptatif personnel aux utilisateurs
d’un service de streaming HTTP adaptatif via cette méthode de ré-
gression logistique.
Maintenant que nous avons validé cette méthode d’apprentissage,
il nous reste à tester son comportement dans le cas d’un nouvel utili-
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480 250 2 0 1 0 0 0 X
480 500 3 0 0 1 0 0 X
480 800 4 0 0 0 0 0 Non classé
480 1000 4 0 0 0 1 0 X
480 1500 5 0 0 0 1 1 X Classé en double
480 2000 4 0 0 0 0 0 Non classé
720 250 1 1 0 0 0 0 X
720 500 1 1 0 0 0 0 X
720 800 3 0 0 1 0 0 X
720 1000 3 0 0 1 0 0 X
720 1500 4 0 0 0 1 0 X
720 2000 5 0 0 0 1 0 X
1080 250 1 1 0 0 0 0 X
1080 500 1 1 0 0 0 0 X
1080 800 2 0 1 0 0 0 X
1080 1000 2 0 1 0 0 0 X
1080 1500 5 0 0 0 0 0 Non classé
1080 2000 4 0 0 0 1 1 X Classé en double
sateur. Dans la suite de cette section, nous présenterons le comporte-




















Table 12: Approche personnelle: Consolidation
Utilisateurs MOS 1 MOS 2 MOS 3 MOS 4 MOS 5 Total
Nb bien
classées
Nb non classées Nb bien classées Nb non classées Nb bien classées Nb non classées Nb bien classées Nb non classées Nb bien classées Nb non classées Nb bien classées
1 100% 0 100% 0 83% 2 89% 1 100% 0 83,33%
2 100% 0 100% 0 100% 0 100% 0 100% 0 100,00%
3 100% 0 100% 0 67% 3 89% 1 100% 0 77,78%
4 100% 0 100% 0 89% 1 89% 1 100% 0 83,33%
5 100% 0 100% 0 100% 0 89% 1 100% 0 94,44%
6 100% 0 100% 0 94% 0 83% 2 100% 0 83,33%
7 100% 0 100% 0 100% 0 94% 0 100% 0 94,44%
8 100% 0 100% 0 94% 0 89% 2 100% 0 88,89%
9 100% 0 100% 0 100% 0 100% 0 100% 0 100,00%
10 100% 0 100% 0 100% 0 94% 0 89% 1 88,89%
11 100% 0 100% 0 100% 0 100% 0 100% 0 100,00%
12 100% 0 100% 0 100% 0 100% 0 100% 0 100,00%
13 100% 0 83% 2 100% 0 100% 0 94% 0 83,33%
14 100% 0 89% 2 83% 2 83% 2 100% 0 66,67%
15 100% 0 100% 0 100% 0 78% 2 83% 2 72,22%
16 78% 2 67% 2 89% 2 94% 1 100% 0 61,11%
17 89% 1 89% 1 100% 0 100% 0 100% 0 88,89%
18 100% 0 100% 0 100% 0 100% 0 100% 0 100,00%
19 100% 0 100% 0 94% 0 89% 1 100% 0 94,44%
20 100% 0 100% 0 100% 0 100% 0 100% 0 100,00%
21 100% 0 100% 0 100% 0 100% 0 100% 0 100,00%
22 100% 0 100% 0 100% 0 100% 0 100% 0 100,00%
23 100% 0 100% 0 94% 1 100% 0 89% 1 83,33%
24 100% 0 100% 0 100% 0 100% 0 100% 0 100,00%
25 100% 0 100% 0 89% 1 89% 1 100% 0 88,89%

























Utilisateurs MOS 1 MOS 2 MOS 3 MOS 4 MOS 5 Total
Nb bien
classées
Nb non classées Nb bien classées Nb non classées Nb bien classées Nb non classées Nb bien classées Nb non classées Nb bien classées Nb non classées Nb bien classées
27 100% 0 100% 0 67% 3 100% 0 100% 0 83,33%
28 100% 0 100% 0 100% 0 83% 1 100% 0 94,44%
29 100% 0 83% 3 100% 0 89% 1 94% 1 66,67%
30 100% 0 83% 2 72% 2 89% 1 100% 0 66,67%
31 89% 1 100% 0 100% 0 94% 0 89% 1 83,33%
32 100% 0 100% 0 100% 0 100% 0 100% 0 100,00%
33 100% 0 100% 0 100% 0 100% 0 94% 1 94,44%
34 100% 0 100% 0 94% 1 100% 0 100% 0 94,44%
35 100% 0 100% 0 100% 0 89% 1 100% 0 88,89%
36 100% 0 100% 0 72% 3 100% 0 100% 0 83,33%
37 100% 0 78% 4 100% 0 89% 1 100% 0 72,22%
38 89% 1 94% 0 89% 2 78% 2 100% 0 66,67%
39 100% 0 72% 5 83% 1 100% 0 100% 0 66,67%
40 94% 0 100% 0 78% 3 100% 0 89% 1 72,22%
41 100% 0 78% 1 100% 0 78% 3 100% 0 77,78%
42 100% 0 100% 0 56% 6 100% 0 100% 0 66,67%
43 89% 1 100% 0 89% 1 100% 0 89% 1 77,78%
44 89% 1 83% 3 89% 1 100% 0 100% 0 72,22%
45 100% 0 94% 1 83% 2 83% 1 100% 0 77,78%
46 100% 0 100% 0 100% 0 100% 0 100% 0 100,00%
47 100% 0 100% 0 100% 0 100% 0 94% 0 94,44%
48 100% 0 100% 0 100% 0 100% 0 100% 0 100,00%
49 83% 2 94% 1 100% 0 100% 0 100% 0 83,33%
50 100% 0 100% 0 89% 1 94% 0 83% 2 72,22%
51 100% 0 100% 0 100% 0 94% 0 100% 0 94,44%
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6.3.3.5 Gestion des utilisateurs inconnus
La bonne gestion des nouveaux utilisateurs est primordiale pour les
fidéliser à un nouveau service. Afin d’apprendre quelques informa-
tions nous permettant de nous faire une première idée de ses attentes,
nous commençons par lui proposer une série de tests. Afin de ne pas
trop lui prendre de temps, nous limitons le test à 5 vidéos. Le détail
de ce test est décrit au chapitre 7.3.2. Pour réaliser le test de notre
modèle dans le cadre d’un apprentissage sur un utilisateur inconnu,
nous insérons les données reçues par l’utilisateur lors du test réalisé
lors de sa première connexion.
Afin de faciliter l’apprentissage, nous chercherons d’abord à borner
notre étude en lui proposant une vidéo ayant des paramètres d’ en-
codages minimaux et une autre ayant des paramètres les plus haut
possible. Une fois ces deux modalités apprises, nous en choisirons
trois autres prises de manière régulière entre nos bornes. Dans ce test,
nous choisirons comme bornes {1080p, 250Kbit/s} et {480p, 2000Kbit/s}.
Les trois vidéos restantes seront {1080p, 800Kbit/s}, {720p, 1000Kbit/s},
{480p, 1500Kbit/s}.
Ainsi, nous remplacerons dans notre base de données du modèle
général les résultats des valeurs précédemment citées par celles at-
tribuées par l’utilisateur. Dans la suite de cette section, nous détaille-
rons les résultats obtenus pour les utilisateurs 30, 15 et 31 puis nous
consoliderons ces résultats avec les 52 utilisateurs testés.
Pour chaque utilisateur, nous effectuerons le même test qu’en par-
tie 6.3.3.3 mais avec uniquement les réponses de l’utilisateur au test
d’initialisation, soit avec 5 modalités possibles. Ceci permet de tester
l’état de notre apprentissage avec peu de données d’entrée.
Utilisateur 31
Pour débuter, nous réalisons le premier test d’apprentissage de ce
nouvel utilisateur. Nous lui présentons 5 vidéos à noter sur une échelle
de 1 à 5.
Nous lançons ensuite un premier apprentissage sur ces données
afin de faire ressortir une première cartographie des attentes de l’ uti-
lisateur. Les résultats de cet utilisateur sont présentés sur le tableau 13.
Nous pouvons dès lors constater que nos 5 vidéos provenant du
test initial d’apprentissage d’un nouvel utilisateur sont bien classés.
Nous avons donc 100% des vidéos de notre base de données qui sont
bien classées. En comparant les résultats complets de notre apprentis-
sage (18 modalités) avec les résultats réels de l’utilisateur, nous trou-
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Table 13: Utilisateur inconnu: Utilisateur 31
Definition Bitrate MOS test MOS apprentissage MOS réel Bien classé
480 250 3 1
480 500 4 4 x
480 800 4 5
480 1000 4 4 x
480 1500 5 5 5 x
480 2000 5 5 5 x
720 250 1 1 x
720 500 3 2
720 800 4 1
720 1000 4 4 4 x
720 1500 4 5
720 2000 5 5 x
1080 250 1 1 1 x
1080 500 3 1
1080 800 3 3 3 x
1080 1000 4 3
1080 1500 4 5
1080 2000 4 5
vons 9 vidéos bien classées, soit 50% de celles-ci.
Utilisateur 15
Pour ce nouvel utilisateur, nous constatons de nouveau que nos
5 vidéos de test sont bien classées soit 100% de notre set de don-
nées. Les résultats de l’apprentissage nous montrent que 55,6% de
nos 18 vidéos sont bien classées soit 10 vidéos sur 18. Le tableau 14
représente les résultats cités ci-dessus.
Utilisateur 30
Pour ce dernier exemple, nous trouvons toujours 100% de nos vidéos
provenant du set de données bien classées. Après test de notre ap-
prentissage, nous trouvons 50% de vidéos bien classées. Le tableau 15
représente les résultats cités ci-dessus.
Consolidation sur tous les utilisateurs
Afin de consolider ces résultats, nous présentons sur le tableau 16
les valeurs trouvées par l’apprentissage pour tous les utilisateurs de
notre base de données. Pour chacun des testeurs et pour chaque
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Table 14: Utilisateur inconnu: Utilisateur 15
Definition Bitrate MOS test MOS apprentissage MOS réel Bien classé
480 250 2 2 x
480 500 3 3 x
480 800 5 4
480 1000 5 4
480 1500 5 5 5 x
480 2000 4 4 4 x
720 250 1 1 x
720 500 2 1
720 800 3 3 x
720 1000 3 3 3 x
720 1500 5 4
720 2000 5 5 x
1080 250 1 1 1 x
1080 500 2 1
1080 800 2 2 2 x
1080 1000 3 2
1080 1500 3 5
1080 2000 5 4
modalité testée, nous affichons la différence entre la note MOS trou-
vée par l’apprentissage et la note réelle présente dans notre base de
connaissance.
Si ce résultat est nul, la note MOS calculée est la bonne.
Si ce résultat est négatif, la note réelle est inférieure à la note trou-
vée par l’apprentissage. Dès qu’une de ces modalités sera envoyée
à l’utilisateur, celui-ci pourra envoyer un message via la boucle de
rétroaction indiquant sa non-satisfaction. Ceci permettra d’ajouter
une nouvelle valeur dans notre base de données et relancera l’ ap-
prentissage.
Si ce résultat est positif, la note réelle est supérieure à la note trou-
vée par l’apprentissage. Le système n’enverra probablement pas cette
modalité, car il pensera que sa qualité n’est pas suffisante. Ceci est
un problème, car nous ne pouvons actuellement pas corriger ce bi-
ais. Il faut donc limiter le nombre de modalités dans ce cas. Toute-
fois, dès que l’apprentissage est relancé suite à une interaction avec
l’utilisateur, la nouvelle cartographie calculée pourra avoir supprimé
un ou plusieurs de ces cas.
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Table 15: Utilisateur inconnu: Utilisateur 30
Definition Bitrate MOS test MOS apprentissage MOS réel Bien classé
480 250 1 1 x
480 500 3 2
480 800 5 3
480 1000 5 3
480 1500 5 5 5 x
480 2000 4 4 4 x
720 250 1 1 x
720 500 1 2
720 800 3 3 x
720 1000 3 3 3 x
720 1500 5 4
720 2000 5 3
1080 250 1 1 1 x
1080 500 1 1 x
1080 800 1 1 1 x
1080 1000 3 1
1080 1500 3 2




















Table 16: Résultats de l’apprentissage pour un utilisateur inconnu, consolidés sur tous les utilisateurs
Definition Bitrate U1 U2 U3 U4 U5 U6 U7 U8 U9 U10 U11 U12 U13 U14 U15 U16
480 250 0 1 -2 -1 0 0 0 1 0 -1 0 0 1 0 0 0
480 500 1 0 2 1 2 1 1 1 1 1 1 0 0 2 0 2
480 800 0 0 1 -1 0 1 0 -1 0 1 0 0 -2 1 1 -1
480 1000 0 -1 2 0 0 1 0 0 0 1 0 0 -2 0 1 1
480 1500 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
480 2000 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
720 250 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
720 500 0 0 0 0 0 0 0 1 0 0 0 0 1 -1 1 1
720 800 1 0 2 1 2 1 1 0 1 1 1 0 -1 1 0 1
720 1000 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
720 1500 -1 -1 1 0 -1 0 -1 0 -1 1 0 -1 -3 1 1 1
720 2000 1 0 -1 -1 -1 -1 0 0 -1 0 0 -2 0 -1 0 -1
1080 250 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1080 500 0 1 0 0 0 1 0 1 0 0 0 0 1 0 1 1
1080 800 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1080 1000 2 0 3 1 3 2 1 1 2 2 2 1 0 2 1 1
1080 1500 1 0 2 0 1 1 0 -1 1 1 0 -1 -2 0 -2 2
1080 2000 -1 -1 1 -1 0 1 0 0 -1 0 0 -1 -2 -1 1 0
Nb bien classées 11 13 8 11 12 9 14 11 11 10 15 13 9 10 10 8
% bien classées 61,11 72,22 44,44 61,11 66,67 50,00 77,78 61,11 61,11 55,56 83,33 72,22 50,00 55,56 55,56 44,44
Nb positifs 5 2 8 3 4 8 3 5 4 7 3 1 3 5 7 8

























U17 U18 U19 U20 U21 U22 U23 U24 U25 U26 U27 U28 U29 U30 U31 U32 U33 U34
0 0 0 0 0 0 0 1 0 0 0 0 0 0 2 0 1 -2
1 0 1 0 0 2 1 1 0 2 0 -1 -2 1 0 0 2 1
-1 -2 0 -1 0 1 -2 -1 -1 1 1 1 0 2 -1 0 1 1
-1 -2 0 -1 0 1 -1 -2 0 1 1 1 1 2 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
-1 0 0 0 1 0 0 1 -1 0 0 -1 -1 -1 1 -1 1 0
0 0 0 0 0 1 1 0 0 2 0 -3 -2 0 3 0 3 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
-2 -2 -1 -1 -1 -1 -1 -1 -2 -1 0 1 1 1 -1 0 0 0
0 0 -2 0 0 -1 0 1 -1 0 0 0 1 2 0 -1 -1 -1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
-1 0 0 0 1 0 0 1 0 0 0 1 0 0 2 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 1 0 1 2 0 0 2 2 0 1 4 2 1 0 3 1
0 -1 0 -1 0 0 -1 0 0 2 -1 0 2 1 -1 -1 2 -1
-2 -1 -1 -1 -1 0 -1 0 -2 0 1 1 1 1 -1 1 0 1
10 12 13 13 13 11 11 10 12 11 14 9 9 9 9 14 8 10
55,56 66,67 72,22 72,22 72,22 61,11 61,11 55,56 66,67 61,11 77,78 50,00 50,00 50,00 50,00 77,78 44,44 55,56
10 12 13 13 13 11 11 10 12 11 14 9 9 9 9 14 8 10




















U35 U36 U37 U38 U39 U40 U41 U42 U43 U44 U45 U46 U47 U48 U49 U50 U51
-1 0 0 1 -2 -2 0 0 0 1 0 1 0 0 0 -1 0
2 -2 2 0 0 3 1 -1 1 0 0 0 0 1 0 -3 0
1 1 0 1 -1 0 1 0 1 1 -1 -1 -1 1 0 0 0
0 1 0 -1 0 -1 -1 0 -1 0 0 -1 -1 0 -2 0 1
0 0 0 0 0 -3 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
-1 0 0 0 -1 -1 0 -1 0 1 -1 0 0 1 1 -2 0
2 -2 1 -2 1 1 1 -3 2 1 0 0 0 1 2 -3 2
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 -1 -1 0 0 1 1 -1 1 -1 -1 -1 -2 0 -2 0 0
0 0 0 -1 0 -2 -2 -1 0 -1 -1 0 0 -1 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 1 0 0 0 1 0 2 0 1 0 1 0 0 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 2 1 0 1 0 -1 0 1 2 1 1 1 1 1 4 2
1 0 0 -4 0 0 1 -2 0 -1 0 0 -1 0 -1 2 0
1 0 -1 0 -2 0 -1 -1 0 0 -1 -1 -1 0 -1 1 0
9 12 12 11 12 10 9 10 12 9 12 11 12 11 11 10 14
50,00 66,67 66,67 61,11 66,67 55,56 50,00 55,56 66,67 50,00 66,67 61,11 66,67 61,11 61,11 55,56 77,78
7 3 4 3 2 3 5 1 5 6 1 3 1 6 3 4 4
2 3 2 4 4 5 4 7 1 3 5 4 5 1 4 4 0
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Les résultats font ressortir une moyenne de 11 vidéos bien classées
pour nos 51 utilisateurs. Ceci représente 61% des vidéos bien classées
parmi les 5 classes de notes disponibles. Ces résultats sont très en-
courageants, car ils prouvent que le modèle propose déjà des résul-
tats intéressants et utilisables avec très peu de données en entrée.
Concernant les vidéos mal classées, nous trouvons une moyenne
de 4 vidéos pouvant engendrer une action de l’utilisateur indiquant
sa non-satisfaction. Ce sont ces modalités qui pourront faire évoluer
l’apprentissage et converger vers les besoins réels de l’utilisateur.
Nous trouvons une moyenne de 3 vidéos ayant un MOS réel meilleur
que celui calculé par l’apprentissage. Cela représente 16,67% des moda-
lités. Il faudra donc faire sans ces modalités en espérant qu’elles
soient supprimées par les futurs apprentissages liés aux modalités
sus-citées.
6.3.4 Bilan
Dans cette section, nous avons testé notre modèle d’apprentissage
par fonction linéaire multivariables. Bien que permettant d’améliorer
d’environ 20% les résultats basés sur une approche moyenne, elle
ne permet pas de dépasser les 60% de corrélation avec les données
réelles de nos utilisateurs. Cette approche n’est donc pas viable pour
une utilisation sur un système de streaming adaptatif.
Nous avons ensuite proposé une solution basée sur une approche
par régression logistique. Basée sur une frontière de décision linéaire
pour les notes d’extrémité (0 et 1), il s’est avéré nécessaire d’utiliser
une frontière non linéaire pour les notes au centre de l’intervalle (2,
3 et 4). Nous avons limité le degré de notre fonction au nombre de
paramètres présents au sein des modalités proposées afin de limiter
les effets de sur-apprentissage ou de sous-apprentissage. Les tests sur
l’ensemble de nos utilisateurs ont montré de bons résultats avec une
moyenne de 85,62% de vidéos bien classées. Enfin, les tests sur des
utilisateurs inconnus à permis de montrer la rapidité de convergence
de notre modèle avec 6O% des vidéos bien classées après le simple
test de connexion proposé pour tout utilisateur inconnu.
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6.4 conclusion
Ce chapitre présente les tests et analyses de nos modèles d’ apprentis-
sage. Le premier, basé sur sur une régression linéaire ne permet pas
de proposer un service personnalisé de qualité.
Le second, utilisant les régressions logistiques, permet de cartogra-
phier les besoins utilisateurs avec des résultats approchant les 90% de
vidéos bien classées.
Il a de plus montré sa rapidité de convergence via des tests de pre-
mière connexion qui montrent des résultats de plus de 60% de vidéo
bien classées pour des utilisateurs inconnus.
Dans la suite de cette thèse, nous présenterons l’architecture glo-
bale nous permettant de proposer un service de streaming HTTP
adaptatif basé sur la qualité de l’expérience utilisateur.
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Maintenant que nous connaissons une technique d’apprentissage au-
tomatique permettant de gérer une adaptation de nos flux vidéos de
manière personnelle, il nous reste à définir le moyen de l’intégrer
au sein des protocoles de streaming adaptatifs existants. Au sein de
ce chapitre, nous définirons l’architecture globale du projet IpFhas.
Nous détaillerons la gestion de la première connexion d’un utilisateur.
Nous poursuivrons par la présentation d’une nouvelle méthode de
découpage des segments vidéos permettant d’améliorer l’expérience
utilisateur. Nous terminerons par un test de l’implémentation actuelle
du protocole HTTP Live Streaming afin d’en connaître les limites
pour l’intégration de IpFhas.
7.2 architecture de notre solution
Avant d’envisager toute amélioration d’un système, il convient d’en
maîtriser les prérequis. Pour les lecteurs ne connaissant pas le fonc-
tionnement des protocoles de streaming HTTP adaptatifs, nous en
proposons une description au sein de l’annexe B. Une fois défini les
prérequis liés aux protocoles de streaming existants, aux architectures
informatiques liées, ainsi qu’aux réseaux de distribution du service,
nous pouvons présenter l’architecture de notre solution.
7.2.1 Modèle
L’architecture complète de notre solution est présentée à la figure 36.
L’objectif étant de rajouter une prise en compte de la QoE de manière
personnelle au sein des protocoles de streaming multimédia, nous
présenterons dans la suite de cette section chacune des briques de
notre modèle.
7.2.2 Serveur web
Comme cité au chapitre 3.2.5, l’important étant d’assurer une com-
patibilité la plus grande possible avec les systèmes existants, afin de
faciliter son adoption rapide, nous avons choisi de conserver une ar-
chitecture web traditionnelle. Il n’existe donc aucune contrainte sur
cette brique et le choix revient au fournisseur du service. Il peut donc
utiliser les solutions Apache, nginx, ligthttpd ou encore des solutions
moins conventionnelles telles que nodejs.










Figure 36: Architecture de notre modèle
7.2.3 Serveur d’adaptation QoE
Ce serveur, permettant l’adaptation du streaming adaptatif à chaque
utilisateur, se positionne derrière le serveur web. Son rôle consiste à
cartographier les besoins de l’utilisateur et de créer le fichier de méta-
donnée lui correspondant. Une fois celui-ci défini pour l’utilisateur en
cours, il positionne ce fichier sur le serveur web afin qu’il soit acces-
sible en téléchargement. Le graphique 37 présente le positionnement
de notre serveur d’adaptation et la base de son fonctionnement.
Dans un premier temps, l’ utilisateur doit se connecter au fournisseur
de service via son navigateur web. Cette phase permet tout d’abord
de s’identifier au système, mais aussi de fournir les éléments de con-
texte d’utilisation (type de terminal, taille-écran, type de multimédia
demandé...). Une fois celui-ci identifié, le serveur web se connecte au
serveur d’adaptation afin que celui-ci récupère dans sa base de don-
nées les caractéristiques de cet utilisateur. Une fois ceci effectué, il
génère un fichier de métadonnée adapté au besoin réel de l’utilisateur.
Le serveur peut ensuite envoyer ce fichier au lecteur du client. Dès
lors, le lecteur peut commencer à télécharger les segments de la vidéo
demandée.
Un élément supplémentaire est important dans ce modèle: la boucle
de rétroaction. Elle permet à l’utilisateur d’indiquer au système lorsqu’
une vidéo ne contient pas une qualité suffisante. Ainsi, en étudiant
le contexte d’utilisation, le serveur d’adaptation peut adapter la car-
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Figure 37: Intégration du serveur mandataire
7.2.4 Serveur d’adaptation du multimédia
Une des possibilités d’amélioration de l’expérience utilisateur que
nous proposons étant basé sur le découpage intelligent des vidéos
sources (Cf chapitre 7.4), nous proposons l’utilisation d’un serveur
dédié à cette tâche. Celui-ci permettant l’analyse de la vidéo source,
son découpage, ses différentes modalités d’encodages ainsi que la
génération des fichiers de métadonnées liées à chaque protocole de
streaming. Ce serveur est placé derrière le serveur web et échange
avec les serveurs d’adaptation QoE et web.
7.2.5 Internet
Internet est généralement le réseau utilisé lors d’une diffusion en
streaming multimédia. Il est impossible de connaître au préalable
la QoS disponible durant la session de streaming. Notre modèle est
donc compatible avec tous les débits possibles (de quelques kbit/s au
Gbit/s). Cette notion est importante, car elle augure une compatibilité
avec les médias demandant une bande passante importante (vidéos
3D, vidéos 4K, 8K).
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7.2.6 Les terminaux
L’une des briques les plus importantes se situe au niveau du ter-
minal. En effet, celui-ci doit héberger un lecteur de flux multimé-
dia compatible avec les protocoles de streaming adaptatif sur HTTP.
Il doit en outre pouvoir mesurer de manière fiable la bande pas-
sante disponible sur le réseau (ce qui n’est actuellement pas le cas)
et prendre les bonnes décisions d’adaptations en fonction de cette
bande passante mesurée (cette notion est détaillée au chapitre 7.5).
Enfin, l’implémentation du protocole se doit de respecter un nou-
veau téléchargement du fichier de métadonnée lors d’un changement
de qualité afin que le serveur de QoE puisse les faire évoluer en temps
réel. Nous pouvons ainsi proposer une mise à jour de notre apprentis-
sage en temps réel. Dans le cas où le rafraîchissement ne fonctionne
pas, nous ne pourrons proposer une adaptation du modèle que lors
d’une nouvelle session de visionnage.
7.2.7 Bilan
Dans cette partie, nous avons présenté l’architecture globale de notre
solution permettant une prise en compte en temps réel de la qualité
de l’expérience utilisateur au sein des protocoles de streaming adap-
tatifs basés sur HTTP. Dans la suite de ce chapitre, nous allons présen-
ter le processus d’adaptation et définir la méthodologie de prise de
décision.
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7.3 la prise de décision
La prise de décision est une partie critique du système de strea-
ming multimédia adaptatif, car il définit en grande partie les per-
formances du protocole de streaming. Au sein de cette section, nous
allons décrire le processus de décision dans son ensemble, de la pre-
mière connexion d’un utilisateur jusqu’à la diffusion du média.
7.3.1 Gestion de la première connexion
La gestion de la première connexion d’un utilisateur au système se
doit de définir les attentes personnelles de celui-ci. La première étape
consiste à récupérer les éléments de contexte de l’utilisateur. Au sein
de notre cas d’utilisation, ce contexte comprend plusieurs éléments:
• Le type de terminal utilisé,
• le type de média demandé par l’utilisateur,
• la bande passante disponible lors de la connexion de l’utilisateur.
Le modèle que nous avons créé permet de rajouter les éléments de
contexte supplémentaires. Ce choix revient au fournisseur du service
qui intégrera ou non à son service les modalités d’adaptations en re-
lation avec ces nouveaux paramètres.
Ces éléments de contexte, associés à la session de l’utilisateur, sont
conservés au sein du modèle pour les connexions futures. Le con-
cept est de réutiliser ses informations et de créer différentes cartogra-
phies de besoins pour cet utilisateur en fonction des différents con-
textes d’utilisation. Toutes les informations reçues par l’utilisateur
sont donc importantes pour l’évolution du modèle le représentant.
Une fois la session de l’utilisateur terminée, toutes ses données sont
sauvegardées au sein d’une base de données interne à l’architecture.
Le schéma 38 récapitule ce fonctionnement.
Nous verrons au sein du chapitre 8 les contraintes associées au
modèle qui ont orienté nos choix techniques d’implémentations.
7.3.2 La cartographie de l’utilisateur
Le système ne connaissant pas le nouvel utilisateur, la première ap-
proche consiste à se baser sur les résultats moyens de tous les utili-
sateurs afin d’avoir une première idée de la cartographie à utiliser.
Afin d’adapter rapidement le modèle aux exigences personnelles de
l’utilisateur, nous lui proposons un test de courte durée (inférieur à 3
minutes), permettant une première étape de personnalisation du mo-
dèle moyen. Ce test est composé de 5 vidéos encodées en 5 modalités
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Figure 38: Prise en compte du contexte utilisateur
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Figure 39: Adaptation à l’utilisateur
différentes. Ces modalités sont choisies afin de couvrir la majorité du
champ de modalités disponible au sein de notre service. Ceci revient
à tester les modalités extrêmes (la plus faible qualité et la meilleure)
et de répartir les autres de manière optimale au sein de cet intervalle.
Une fois ce test effectué, la cartographie de l’utilisateur est générée
grâce au modèle moyen et à ses nouvelles valeurs. Le poids des nou-
velles valeurs est supérieur aux valeurs moyennes afin d’adapter au
plus vite le modèle aux exigences propres ce cet utilisateur. La fig-
ure 39 en schématise le fonctionnement.
Une seconde approche consiste à n’utiliser que les données du test
d’initialisation pour créer la cartographie des attentes et de l’alimenter
au fur et à mesure des nouvelles interactions avec l’utilisateur. Nous
avons vu au sein du chapitre 6.3.3 que cette option a été retenue
lors des tests du modèle du fait de ses résultats meilleurs permet-
tant de converger plus rapidement vers les attentes personnelles des
utilisateurs (notamment pour les utilisateurs ayant une cartographie
éloignée de la moyenne).
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7.3.3 Adaptation du service à l’utilisateur
Une fois le premier modèle créé pour l’utilisateur, le choix de la
modalité à envoyer est effectué au sein de la cellule décisionnelle
du modèle. Les caractéristiques du service sont prises en compte
afin de remonter la modalité satisfaisant l’utilisateur final en fonc-
tion des modalités disponibles au sein du service numérique. Ce
choix est effectué au sein du bloc décisionnel du modèle où l’on ren-
seigne un contexte d’utilisation. Le résultat est une liste des modalités
d’encodage répondant aux exigences de l’utilisateur. La pondération
des paramètres est dépendante du fournisseur de service qui met en
avant ses priorités (satisfaction du client, coût associé ...).
7.3.4 Génération des fichiers de diffusion
Une fois la modalité définie par le module décisionnel, l’adaptation
des fichiers de métadonnées du protocole de streaming adaptatif de-
vient nécessaire. Comme vue au chapitre 3, afin de conserver une
compatibilité avec les principaux protocoles de streaming adaptatifs,
notre architecture ne travaillera que sur les fichiers de métadonnées
présents au niveau du serveur web. Le système, basé sur les informa-
tions reçues du module décisionnel, génère les fichiers de métadon-
nées et les dépose sur le serveur web (fichiers de type .m3u8 pour
HLS ou .mpd pour DASH). Ces fichiers seront donc utilisés durant
la session ouverte par l’utilisateur par le lecteur vidéo du client. La
figure 40 présente la génération des fichiers de métadonnées.
7.3.5 Adaptation continue du modèle
L’intérêt d’un système adaptatif est de pouvoir s’adapter de manière
continue. En effet, l’opinion d’un utilisateur peut varier dans le temps
en fonction de paramètres extérieurs pouvant modifier son jugement.
Afin de prendre en compte cette fonctionnalité, notre système reste
en perpétuelle écoute de ses utilisateurs. Toute nouvelle information
reçue de l’utilisateur doit être prise en compte et permettre à notre
modèle d’évoluer afin de correspondre aux nouvelles exigences de
celui-ci. Pour cela, nous avons inséré au sein de notre modèle une
écoute permanente des actions utilisateurs. Ceci permet au client de
faire part de sa non-satisfaction quant à la qualité du service actuelle-
ment délivré. Cette information, une fois reçue par le serveur web, est
transmise au bloc de rétroaction, permettant au modèle de lancer une
nouvelle génération de la cartographie de l’utilisateur. Cette nouvelle
cartographie générée vient remplacer la précédente au sein de la base
de données utilisateur et lance un nouveau processus de création de
fichiers de métadonnées. Ces nouveaux fichiers viennent remplacer
les précédents au niveau du serveur web afin de permettre une prise
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Figure 40: Génération des fichiers de métadonnées
en compte instantanée de ces nouvelles exigences.
Actuellement, l’implémentation des protocoles de streaming au ni-
veau des terminaux clients ne recharge pas toujours le fichier de mé-
tadonnées lors des changements de contexte. Ceci empêche la prise
en compte de ces nouvelles informations. Nous proposons donc une
vérification du fichier de métadonnées par signature MD5 présent au
niveau du serveur web et un nouveau téléchargement de celui-ci s’il
a changé.
7.3.6 Bilan
Dans cette section, nous avons présenté le fonctionnement de notre
modèle baptisé IpFhas. Dans la suite de ce chapitre, nous allons
présenter une nouvelle méthode de génération des segments de vidéos











Figure 41: Comparatif des méthodes de découpages HLS / IPFHAS
7.4 découpage des plans
Les protocoles de streaming adaptatifs découpent le fichier multimé-
dia source afin de ne diffuser que des portions de vidéo et permettre
une adaptation rapide du contenu. Le choix d’une durée fixée à 10
secondes par Apple au sein du protocole HLS peut être discuté, car
elle ne prend pas en compte le besoin du client, mais uniquement des
problématiques réseau.
Comme précisé par [87], l’amélioration de l’expérience utilisateur
peut aussi passer par le découpage intelligent des vidéos diffusées à
l’utilisateur. Afin de prendre en compte cette option, nous proposons
une version améliorée de la segmentation des vidéos sources afin
d’apporter une amélioration de la qualité perçue par les utilisateurs.
7.4.1 Un découpage plus intelligent
Notre modèle prend donc en compte le découpage des vidéos en fonc-
tion des changements de plans et non plus en fonction d’une durée
arbitraire. Le schéma 41 représente la différence de découpage en-
tre le protocole HLS et l’approche proposée par notre modèle. Notre
modèle propose donc un découpage variable des sections vidéos à
diffuser. Cette approche permet un changement possible de modal-
ité entre deux plans différents et réduit les possibilités d’apparition
d’artefact ou de coupure en plein milieu d’une scène. Afin d’éviter
une latence trop importante due à des segments trop longs, nous
limitons cette approche en affectant un seuil maximum de 10 secon-
des par plan. Ainsi, si un plan à une durée > 10 secondes, la scène
sera découpée en 2 ou plusieurs segments 6 10 secondes.
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Figure 42: Bloc Decoupage au sein du modèle IPFHAS
7.4.2 Le bloc de découpage
Afin de réaliser ce découpage, nous avons ajouté un bloc de découpage
au sein du modèle se chargeant de l’analyse de la vidéo et du dé-
coupage des scènes. Le schéma 42 présente l’implantation de ce nou-
veau bloc au sein de notre architecture. La première phase du proces-
sus consiste en l’analyse de la vidéo source afin de faire ressortir les
différents plans présents en son sein. Pour réaliser cette tâche, nous
avons utilisé une implémentation du modèle Steiner et al [73]. Une
seconde phase consiste à découper la vidéo afin de créer plusieurs
segments à diffuser au travers du protocole de streaming adaptatif.
Enfin, un bloc d’encodage s’occupe de créer n modalités de chaque
segment afin de proposer plusieurs qualités du service permettant de
s’adapter aux exigences du réseau et aux attentes de l’utilisateur.
7.4.3 Bilan
Dans l’objectif d’améliorer continuellement l’expérience utilisateur,
nous avons choisi d’intégrer une réflexion plus poussée quand à la
segmentation des vidéos diffusées via les protocoles de streaming
HTTP adaptatifs. Un changement de qualité d’image inattendu in-
tervenant au centre d’une scène pouvant engendrer un ressenti né-
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gatif sur l’utilisateur, il nous semble plus opportun de proposer des
changements de modalités entre les plans.
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7.5 évaluation du protocole hls
Afin de nous assurer de la compatibilité de notre modèle d’adaptation
personnelle des contenus via streaming adaptatifs, nous avons effec-
tué des essais sur l’implémentation du protocole HTTP Live Strea-
ming. Nous décrirons au sein de cette section le test ainsi que les
résultats trouvés.
7.5.1 L’adaptation lors d’un changement de QoS
La base des protocoles de streaming adaptatifs étant de s’adapter aux
changements du réseau, il convient d’avoir une mesure précise de
la bande passante éligible à l’instant t et d’en prendre une bonne
décision d’adaptation. Au sein du protocole HLS, le fichier de méta-
données contient les éléments de bande passante et les liens associés
à chacune des valeurs indiquées. Il revient donc à chaque terminal de
mesurer sa bande passante et de télécharger le bon fichier. Le code


















La bande passante est indiquée via l’utilisation des clés « BAND-
WIDTH » et pointe vers un autre fichier de métadonnées regroupant








Figure 43: Plateforme de test HTTP Live Streaming
7.5.2 Protocole de test
Afin de nous assurer que l’implémentation du protocole HLS sur les
terminaux tournant sur iOS suive bien les recommandations du pro-
tocole, nous avons testé la réaction de terminaux sous iOS 6. Cette
phase de test s’est déroulée au sein de la plateforme EUROP (Cf
section 5.2) et comprend une zone de diffusion, une zone de trans-
mission, une zone de perturbation et une zone de visualisation. La
figure 43 schématise la maquette de test.
La zone de diffusion est composée d’un serveur web Apache stan-
dard hébergeant une page web statique HTML5 contenant une balise
vidéo pointant vers un fichier de métadonnées HLS. La vidéo est dif-
fusée à travers un WAN opérateur représenté par un routeur CISCO
2800, le réseau de distribution étant reproduit grâce à un routeur WiFi
raccordant l’ordinateur de l’utilisateur.
Afin de simuler un changement de capacité de bande passante,
nous injectons au sein du réseau des paquets de types UDP au ni-
veau du WAN opérateur. Ces paquets UDP sont priorisés au sein du
WAN opérateur et viennent donc consommer une partie de la bande
passante disponible en réduisant celle disponible pour le streaming.
Quatre qualités de flux sont proposées: 4500, 1800, 1200, 600 kbit/s
et les fichiers sont découpés en sections de 10 secondes (recomman-
dations Apple).
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Figure 44: Comportement de l’implémentation du protocole HLS en situa-
tion de changement de contexte
7.5.3 Résultats
Les résultats de ce test sont reportés sur le graphique 44. La bande
passante est représentée par la courbe violette, le flux consommé par
le streaming en vert et le flux de perturbation UDP en rouge.
Dès le début du test, une bande passante d’environ 10Mbit/s est
disponible. Le protocole télécharge donc la meilleure qualité possible
en choisissant le flux proposant un débit binaire de 4,5Mbit/s. Un pre-
mier problème d’implémentation apparaît autour de la 12e seconde
lorsque le client décide de changer de qualité et de choisir le flux en
1,8Mbit/s. Cet évènement met en avant un problème récurrent des
protocoles de streaming adaptatifs: la mesure de la bande passante
[16].
Lors du premier changement de contexte (diminution de la bande
passante à 4,5Mbit/s), le flux utilisé de 1,8Mbit/s est parfaitement
adapté et aucun changement n’intervient. Lors du second change-
ment de bande passante (passage à 2Mbits/s), le protocole continue
d’utiliser le bon flux.
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Dès le changement suivant (passage à 1,5Mbit/s), le client détecte
ce changement et demande le flux encodé à 1,2Mbit/s. À la 110e
seconde, le changement de bande passante détecté par le client lui
indique de télécharger la qualité la plus faible. Il télécharge donc le
fichier de métadonnées lié à l’encodage en 600Kbits/s. À la 120e se-
conde, le client se rend compte de son erreur et bascule sur la qualité
encodée en 1,8Mbit/s alors qu’il pourrait là encore, décider d’utiliser
le flux en 4,5Mbit/s. Une dernière chose notable est le fait que le
client ne télécharge pas de nouveau le fichier m3u8 s’ il l’a déjà fait
précédemment. Ce choix n’est d’ailleurs pas spécifiquement déclaré
au sein du DRAFT déposé par Apple et laissé au bon vouloir du
développeur.
Ces résultats sont en phase avec les résultats trouvés par Muller [56]
qui met en avant le fait que HLS ne prend pas en compte une majorité
des changements de bande passante et qui privilégie l’affichage d’une
qualité plus faible afin de s’assurer de la diffusion du flux. Enfin, ce
protocole utilise une taille de buffer importante qui lui permet d’être
moins réactif lors des changements de contexte.
7.5.4 Bilan
Après le test du protocole HLS, nous nous sommes rendu compte de
plusieurs spécificités importantes:
• Il existe des problèmes de mesures de la bande passante dispo-
nible et le client ne prend pas forcément les bonnes décisions
de changement de qualité,
• Le client ne redemande pas au serveur web le fichier de méta-
données associé à une qualité s’ il l’a déjà téléchargé.
Ces deux notions sont importantes pour la suite (phase d’ implé-
mentation), car elles limitent la faisabilité de notre modèle. Dans la
suite de cette thèse, nous partirons du postulat que la mesure de la
bande passante est correctement gérée par le client. Nous laisserons
donc cette problématique aux développeurs et aux futures mises à
jour de l’implémentation.
7.6 conclusion
Dans ce chapitre, nous avons présenté la solution que nous proposons
pour adapter personnellement le service multimédia en fonction du
contexte d’utilisation et du besoin de l’utilisateur. Nous avons défini
les prérequis à prendre en compte afin de pouvoir rester compati-
ble avec les principaux protocoles de streaming adaptatifs au travers
d’HTTP. Nous avons présenté l’architecture globale de notre solution
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en définissant toutes les briques rentrant en jeu dans la diffusion d’un
contenu multimédia adapté aux exigences de l’utilisateur. Nous avons
défini notre méthodologie permettant de connaître les exigences de
l’utilisateur et présenter la retranscription de ces exigences au travers
des modifications d’adaptation au sein du protocole HTTP Live Strea-
ming. Enfin, nous avons modifié les méthodes de segmentation du
multimédia source afin d’améliorer la qualité perçue par l’utilisateur
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Tant de gens échangent volontiers l’honneur contre les honneurs.
— Alphonse Karr, Tout est perdu, fors l’honneur.
8.1 introduction
Au sein de ce chapitre, nous allons présenter l’implémentation de
notre modèle. Nous présenterons tout d’abord la problématique d’inté-
gration orientée Cloud Computing afin d’apporter une élasticité na-
tive à notre architecture. Puis, nous présenterons les choix technolo-
giques qui ont permis l’implémentation de notre modèle.
8.2 architecture physique
Le Cloud Computing ou l’informatique dans les nuages est une ter-
minologie à la mode qui se réfère à plusieurs concepts différents.
Bien souvent associé et une simple notion de stockage de documents
en ligne par les fournisseurs de services visant les particuliers 1, le
terme Cloud Computing fait référence à bien plus de notions que
cela. La définition du NIST (National Institute of Standards and Tech-
nology) le définit comme l’accès via un réseau de télécommunica-
tions, à la demande et en libre-service, à des ressources informatiques
partagées configurables. Cette définition fait ressortir un élément im-
portant ayant influencé les choix technologiques de développement
de notre modèle:
• Accès au service à la demande et en libre service :
Cette notion requiert une élasticité importante. Ne sachant pas
le nombre d’utilisateurs connectés à un instant t, il convient
d’être en mesure d’allouer à la volée des ressources supplémen-
taires en cas d’accroissement du trafic, ou bien au contraire sup-
primer des ressources lors des périodes creuses d’utilisation afin
d’en libérer pour d’autres utilisations.
8.2.1 Développement orienté élasticité
L’élasticité des architectures physiques est historiquement tournée
vers une vision verticale de celle-ci. Cette vision consiste à augmenter
les capacités de notre machine hébergeant le service informatique





Figure 45: Élasticité verticale des ressources informatiques
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Figure 46: Élasticité horizontale des ressources informatiques
être intéressant en terme de coût (limité au rachat d’un composant),
mais l’on atteint rapidement une limitation liée aux capacités maxi-
males de la carte mère. Le graphique 45 schématise ce concept.
A contrario, le Cloud computing favorise une gestion horizontale
de l’élasticité. Celle-ci permet d’interconnecter plusieurs machines
physiques et de partager leurs ressources de manière transparente.
Le média permettant l’échange d’information entre machines est le
réseau informatique. Il doit donc proposer une haute disponibilité et
un débit très important si la charge devient conséquente. Le graphique 46
présente cette solution d’élasticité.
Afin de réaliser notre plateforme de test, nous avons choisi cette
deuxième solution qui nous permet d’assurer une évolutivité dans le
cas d’un accroissement de son utilisation.
8.2.2 Support physique
La mise en place d’une telle infrastructure nécessite des ressources
physiques nous permettant la gestion de l’élasticité de notre modèle.
Pour cela, nous avons fait l’acquisition d’un Cloud privé composé de
deux serveurs montés en réseaux permettant l’utilisation de :
• 128 coeurs physiques pour la composante processeur,
• 256 GB de RAM,
• 584 GB de disque sécurisé en RAID 1 pour l’hyperviseur,
• 7,2 TB de disque sécurisé en RAID 5 pour les données,
















Figure 47: Architecture serveur de notre Cloud privé
• cartes réseaux 10GbE pour l’échange de données entre les ma-
chines.
Cette infrastructure a été acquise afin de supporter les besoins en
hébergement de notre équipe de recherche. L’architecture que nous
avons montée est présentée sur le graphique 47. Ce graphique présente
les différentes briques composant notre Cloud privé. La principale
est composée des deux serveurs raccordés ensemble via 2 réseaux
physiques distincts. Le premier est le réseau de données qui permet
l’échange de données à haute vitesse (10Gbits/s) entre plusieurs ma-
chines virtuelles hébergées sur différentes machines physiques. Le
second réseau est dédié au management de l’infrastructure. C’est
par ce lien que les images des systèmes d’exploitation à instancier
transitent. Ce lien permet aussi des échanges à haute vitesse (10Gbit-
s/s). L’architecture se compose aussi d’un NAS (Network Access Stor-
age), nous permettant via l’utilisation de CRON la sauvegarde de nos
VM de manière incrémentale chaque nuit. Le réseau API nous per-
met d’accéder au paramètre d’administration du Cloud tandis que
le réseau externe nous permet d’accéder à Internet et aux utilisateurs
externes. Cette architecture nous permet l’hébergement d’environ 200
machines virtuelles (avec une VM moyenne de 1 cœur et 2Go de
RAM et un coefficient de virtualisation de 1.5 machines par cœur
physique).
8.2.3 Support logiciel de l’architecture
Afin de gérer cette somme importante de ressources physiques et
d’en permettre une distribution équitable en fonction des besoins
réels de nos services, nous avons choisi une solution de virtualisa-
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Figure 48: Architecture de la solution Openstack sur nos serveurs
la fondation Openstack 1. Ce projet a été lancé en juillet 2010 et est
issu d’une association entre Rackspace et la NASA ayant pour but
d’offrir des services de Cloud computing via du matériel standard.
L’architecture de cette solution est présentée sur le graphique 48.
Il nous présente les briques logicielles déployées sur notre serveur
maître:
• La brique Controller :
Composée de plusieurs briques logicielles, elle s’occupe du con-
trôle de l’installation et des services annexes à l’instanciation
de machines. Nous retrouvons la gestion de stockage d’objets
(Swift), la gestion des images OS et snapshots (Glance), un pan-
neau de contrôle du système (Horizon), la gestion de la sécurité
(Keystone) ainsi qu’un service de disques persistants (Cinder).
Le controller node est déployé uniquement sur le serveur maître
de l’architecture. Toutes ces fonctionnalités sont sécurisées via
un système RAID 1.
• La brique Network:
Cette brique est basée sur la solution Neutron (ex. Quantum)
permettant la gestion des réseaux à la demande. Elle permet
de proposer une solution NaaS (Network as a Service). Nous
pouvons ainsi instancier des réseaux à la demande. Dès qu’un
1 http://www.openstack.org/foundation/
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nouveau projet arrive, nous lui créons un réseau dédié, géré
par un routeur virtuel au sein de notre Stack. Cette brique est
instanciée uniquement sur le serveur maître.
• La brique Compute:
Cette dernière brique est la plus importante, car elle est néces-
saire sur tous les serveurs de notre Stack (maître et esclaves).
Elle gère la virtualisation de nos machines virtuelles. Elle est
basée sur la solution Nova et gère la virtualisation via KVM.
8.2.4 Bilan
Au sein de cette section, nous avons présenté notre vision d’un Cloud
privé basé sur l’accès à des ressources informatiques partagées et
configurables. Pour mettre en place notre architecture, nous avons
choisi une solution nous permettant une élasticité horizontale des
ressources afin d’assurer une compatibilité en cas d’accroissement de
son utilisation. Nous avons fait l’acquisition de deux serveurs nous
permettant d’héberger environ 200 machines virtuelles. Enfin, nous
avons déployé une solution logicielle open source nommée Open-
Stack pour gérer la virtualisation et le partage des ressources.
Dans la suite de ce chapitre, nous présenterons l’architecture logi-













Figure 49: Fonctionnement du framework Gearman
8.3 architecture logicielle
8.3.1 Le choix de l’open source
Un logiciel open source peut être gratuitement utilisé, changé et par-
tagé (modifié ou non) par toute personne. Nous faisons explicite-
ment référence à l’open source et non au logiciel libre, car nous ne
souhaitons pas lier notre code source à une licence virale qui s’impose
aux ajouts de code. Chacun est donc libre de faire ce qu’il souhaite
avec le code fourni par le projet IpFhas. Tout le développement ef-
fectué au sein du projet est donc sous licence MIT et permet une
cohabitation avec des briques propriétaires.
8.3.2 Une élasticité gérée par Worker
Afin d’assurer la gestion de l’élasticité au niveau logiciel, nous nous
reposons sur un outil open source permettant le travail en parallèle, le
load balancing des tâches et l’appel de fonctionnalités entre plusieurs
langages. Ce framework se nomme Gearman. La figure 49 en présente
le fonctionnement.
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8.3.3 Architecture globale
L’architecture globale du projet IpFhas a été développée sous forme
de POC (Proof Of Concept) et est composée de trois blocs principaux
:
• Le bloc de présentation:
Chargé de l’interaction avec les utilisateurs et les administra-
teurs, il est composé de deux parties distinctes. La première
s’occupe de fournir le contenu de streaming aux utilisateurs.
Cette brique n’est pas fournie, car dépendante du fournisseur
de service. La seconde est une interface pour les administra-
teurs. Une version basique est fournie par le projet IpFhas, mais
nous préconisons un développement particulier afin de pro-
poser une intégration complète au sein d’un service de strea-
ming propriétaire.
• Le bloc de streaming:
Chargé de s’occuper de toute la partie diffusion de contenu,
ce bloc est composé de plusieurs briques permettant les dé-
coupages des vidéos sources, leurs encodages ainsi que la généra-
tion des fichiers de métadata permettant la diffusion en strea-
ming.
• Le bloc d’apprentissage:
Ce bloc d’apprentissage gère l’apprentissage automatique de
notre modèle. Il regroupe deux briques qui s’occupent de l’ ap-
prentissage en lui même et de la prise de décision permettant
l’adaptation du service de streaming.
La figure 50 présente l’architecture globale du projet IpFhas. Dans
la suite de cette section, nous détaillerons les différentes implémenta-
tions réalisées sur chacune de ces briques.
8.3.4 Bloc de présentation
8.3.4.1 Utilisateurs / Administrateurs
Comme cité précédemment, le bloc présentation est composé de deux
interfaces distinctes. La première, à destination des utilisateurs n’est
pas fournie par le projet IpFhas. Il se limite à proposer une interface
gérant l’affichage d’une ou plusieurs vidéos disponibles en streaming.
Cette interface étant propre à chaque fournisseur de services multi-
média, nous avons choisi de ne rien imposer.
Le second bloc s’occupe de gérer l’interface de l’administrateur. Là
aussi, chaque fournisseur de service ayant sa propre administration,


















Figure 50: Architecture globale de IpFhas
avons tout de même choisi de l’implémenter afin de donner un ex-
emple d’utilisation de la solution. Nous conseillons tout de même
l’utilisation de cette interface uniquement pour un cadre démonstratif
ou de test de la solution.
8.3.4.2 Choix technologiques
Afin de réaliser cette interface, nous nous sommes basés sur un frame-
work de développement rapide (RAD) JavaScript nommé Sails 1.
8.3.5 Bloc Streaming
Le bloc de streaming est composé de trois briques principales :
• La brique de détection des scènes:
Comme précisée au sein de la section B.2.1, elle s’occupe d’ ana-
lyser le média source à diffuser aux clients. Cette analyse per-
met de faire ressortir les différents plans de la vidéo. Afin de
l’ implémenter, nous avons choisi d’utiliser la méthode de dé-
tection de plans intégrés à la librairie OpenImaj 2 (Open Intel-
ligent Multimedia Analysis for Java). Cette brique est proposée
sous la forme d’un worker Gearman permettant le déploiement
simultané de plusieurs instances de celui-ci en fonction de la
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• La brique d’encodage:
Cette brique s’occupe quant à elle de diviser la vidéo source en
segments de x niveau de qualité (au choix du fournisseur de
service). Les données d’entrées de cette brique sont les résul-
tats de la brique de détection de scènes. Pour réaliser ce travail,
nous utilisons le logiciel libre FFmpeg. Notre code java attaque
directement l’interpréteur de commande de la machine. Cette
solution est aussi présentée sous forme d’un Worker Gearman
sous le nom de ipfhas-worker-videocompression 4.
• La brique de génération des fichiers de streaming:
Cette dernière brique gère la génération des fichiers de mé-
tadonnées liées au protocole de streaming choisi (m3u8 dans
le cas du protocole HLS). L’ implémentation du POC ne gère
pour le moment que le protocole HLS, mais permet le rajout
de tout autre protocole par la suite. Le code est disponible sous
la forme d’un worker Gearman sous le nom de ipfhas-worker-
playlistcreation 5.
8.3.6 Bloc Reasoning
Le bloc de raisonnement a été bâti autour de deux briques:
• Le bloc d’apprentissage:
L’apprentissage s’occupe d’apprendre les attentes de l’utilisateur.
Il crée la cartographie de chaque utilisateur et s’améliore à chaque
acquisition d’une nouvelle donnée. Il se base sur le modèle
d’apprentissage présenté à la section C.2.2.
• Le bloc d’adaptation:
Ce bloc se charge de choisir la modalité du service le plus per-
tinent à proposer à l’utilisateur à un instant t.
Dans le cadre du POC, l’ensemble de ce bloc a été développé sous
MATLAB et n’est donc pas encore déployé au sein du projet IpFhas.
L’ensemble du code est tout de même disponible de manière ouverte
sur mon github personnel à l’adresse https://github.com/AntoineLav/
ipfhasML.
8.3.7 Axes d’amélioration
L’amélioration du POC est envisagé sous plusieurs formes :
• Intégration du bloc reasoning au sein du projet IpFhas:
Cette phase est importante dans le but de proposer un frame-





• Test à grande échelle :
Comme explicités au chapitre 7, les résultats sur une population
de 50 personnes sont bons, mais ils sont limités à un seul type
de contenu. Afin de consolider ces résultats, il nous faudrait
tester l’architecture en condition réelle sur un service proposant
de multiples sources multimédias. Cette phase ne peut être réal-
isée qu’en utilisant un véritable service de streaming. Pour cela,
il nous faut nous rapprocher de fournisseurs de streaming pour
l’intégration du framework au sein de leur service.
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8.4 conclusion
L’implémentation de notre architecture nous a permis de créer un
POC permettant de prouver la faisabilité de cette solution. Au niveau
de l’architecture physique, nous avons mis en place un Cloud privé
basé sur la solution open source OpenStack, permettant l’hébergement
de notre solution et la gestion de l’élasticité de notre modèle. L’ implé-
mentation à proprement parler est basée sur de multiples langages
(Java, HTML5, CSS3, JavaScript et PHP). Ce travail est diffusé et dispo-
nible en open source au travers du projet IpFhas (http://ipfhas.github.io/).
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C O N C L U S I O N
Je me presse de rire de tout, de peur d’être obligé d’en pleurer.
— Beaumarchais.
Dans cette thèse, nous proposons un système permettant de pren-
dre en compte le concept de qualité de l’expérience au sein des proto-
coles de streaming HTTP adaptatifs. Nous privilégions une solution
permettant de prendre des décisions d’adaptation en temps réel et de
s’intégrer nativement aux protocoles de streaming existants.
9.1 contributions
Afin de quantifier les différences de perception et de ressenti durant
une séance de diffusion multimédia, nous avons tout d’abord réal-
isé une série de tests utilisateurs. Les résultats de ces tests ont fait
ressortir plusieurs éléments importants:
• Il existe une dispersion importante des utilisateurs autour de la
valeur MOS moyenne. Ces résultats confirment donc la loi de
Thurstone sur les jugements comparatifs [77]. Nous montrons
clairement que le jugement personnel d’une population sur une
même vidéo est très variable.
• La perception subjective d’un utilisateur est stable dans le temps.
Tant que son référentiel ne change pas, le niveau de perception
d’un service multimédia reste stable.
• On ne peut se fier aux résultats moyens d’une population si
l’objectif est de contenter tous les utilisateurs.
• Il est impossible de faire ressortir des catégories d’utilisateurs
(du type exigeant, moyen... ). La répartition du nombre de vidéos
acceptables est bien trop importante pour cela.
Ces résultats nous montrent qu’une approche personnelle est néces-
saire si l’on souhaite s’assurer de la satisfaction des utilisateurs. Nous
préconisons donc aux fournisseurs de services multimédias d’intégrer
ce type de schéma au sein de leurs offres de service.
Dans l’objectif de la réalisation d’un système capable de fournir
un service de streaming adapté pour chaque utilisateur, nous avons
présenté une infrastructure compatible avec les systèmes actuels. Cette
solution est composée de trois éléments principaux.
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Le premier élément s’occupe de la présentation des données com-
prend deux interfaces distinctes. Une pour l’administrateur, afin d’
insérer de nouveaux multimédias au sein du service de streaming, et
une pour l’utilisateur permettant de regarder la vidéo diffusée.
Le second élément s’occupe de la préparation des fichiers à diffuser.
Il comprend trois blocs distincts. Le premier s’occupe de l’analyse de
la vidéo permettant de rechercher les plans présents au sein du film.
Ces informations nous permettent de découper le fichier à diffuser au
client afin de créer des segments permettant le streaming adaptatif du
multimédia. Le second bloc s’occupe de l’encodage des segments. Il
permet de créer toutes les modalités proposées par le fournisseur de
service. Enfin, le dernier bloc crée les fichiers de métadonnées liés à la
solution de streaming adaptatif choisie par le fournisseur de service.
Le troisième et dernier élément s’occupe de l’apprentissage automa-
tique du modèle. Cet apprentissage basé sur une combinaison de ré-
gressions logistiques permet de fournir une adaptation personnelle
des flux multimédias diffusés.
La proposition d’architecture présentée au sein de cette thèse a
fait l’objet d’un développement spécifique sous forme de preuve de
concept au travers d’un projet open source disponible à l’adresse
ipfhas.github.io.
9.2 perspectives
Le modèle proposé permet une intégration native avec les princi-
paux protocoles de streaming HTTP adaptatifs, notamment HTTP
Live Streaming et DASH. L’implémentation actuelle présentée sous
forme de POC comprend tout de même certaines limites:
• L’implémentation ne gère actuellement que le protocole HLS.
Une perspective intéressante concerne le développement de la
brique gérant la génération des fichiers de métadonnées liées à
d’autres protocoles tels que DASH.
• Les tests du modèle d’apprentissage ont été effectués avec les
résultats subjectifs obtenus lors de l’analyse de la notion de qua-
lité de l’expérience. Il faudra tester le modèle sur un système de
streaming réel permettant de mesurer la vitesse de convergence
du modèle en condition réelle. Ceci implique l’investissement
d’un fournisseur de streaming acceptant d’intégrer le modèle
au sein de son service.
• Bien que les résultats de notre modèle d’apprentissage soient
satisfaisants, il serait intéressant de tester d’autres apprentis-
sages (réseaux de neurones, SVM...) afin de comparer nos ré-
sultats. Bien que Kohavi ait montré que les résultats sont à peu
près similaires (autour de 90%) [43], ces résultats ne valent que
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pour des bases de données importantes. Il serait donc intéres-
sant de travailler sur les modèles d’apprentissage utilisant de
faibles quantités de données en entrée.
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A N N E X E Q O E E T 3D
Il n’y a qu’une morale : vaincre tous les obstacles qui nous empêchent de
nous surpasser.
— Louis Pauwels, Blumroch l’admirable
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a.1 qoe et 3d
a.1.1 Introduction
Au sein de cette annexe, nous présenterons la 3D qui est l’une des évo-
lution majeure en multimédia ces dernières années. Notre modèle de
prise en compte de la QoE au sein des protocoles de streaming adap-
tatif n’ayant pas encore été utilisé dans ce cadre d’utilisation, nous
avons tout de même étudié ses possibilités d’évolution. Ces travaux
ont été valorisés dans le cadre d’une publication scientifique [46].
a.1.2 Evolution du multimedia
a.1.2.1 Historique du multimedia
Depuis de nombreuses années, le multimédia a beaucoup évolué.
Depuis 1879 et l’invention de la première télévision noir et blanc
par Constantin Senleck et Maurice Leblanc, la qualité et la défini-
tion des images n’ont eu de cesse de s’améliorer. En 1927, une vidéo
comportait 50 lignes et 18 images secondes. En 1950, le début offi-
ciel de la télévision française utilise un standard franco-français de
819 lignes. En 1967 la télévision couleur arrive en France. Une nou-
velle révolution en 1992, avec l’arrivée dans les foyers des premiers
téléviseurs au format 16/9 ainsi que l’adoption du codage MPEG2
pour les communications satellitaires. 2006 voit apparaître la com-
mercialisation des premiers lecteurs Blu-ray haute définition. Et c’est
en 2008 que l’arrivée de la haute définition devient accessible pour
tous les Français via la TNT utilisant le standard MPEG4 H264 et une
définition maximale de 1920 × 1080 pixels.
a.1.2.2 Évolution de la 3D
La technologie 3D est ancienne. Elle est née au milieu du XIXe siè-
cle afin de donner du relief aux premières photographies. De plus, le
brevet de stéréoscopie polarisante, utilisée lors de la création du film
« avatar » date de 1893. Dès lors, la technologie 3D est apparue puis
a disparu à de nombreuses reprises pour réapparaître dernièrement
dans les foyers via l’utilisation des Blu-ray et des téléviseurs com-
patibles. Dès 1950, de nombreux films utilisent la technologie 3D tels
que certains chefs-d’œuvre d’Alfred Hitchcock comme « le crime était
presque parfait ». Mais la qualité souvent inégale des productions a
fait tomber cette technologie en désuétude jusque dans les années 80.
En 1986, l’arrivée du procédé Imax proposé dans des parcs tel que
le Futuroscope prouve aux utilisateurs que la technologie 3D peut
être de qualité. La révolution du 3D passera donc par le numérique.
Depuis deux ans et l’arrivée des téléviseurs 3D ainsi que des supports
en haute définition et de grandes capacités telles que les Blu-ray a
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permis de rendre cette technologie accessible à tout un chacun. Mal-
heureusement, de grandes différences de qualité se font sentir entre
les différentes productions. Ceci pourrait à moyen terme, dégrader
l’image de cette technologie dans l’esprit collectif et engendrer un
déclin de son essor.
a.1.2.3 Fonctionnement de la 3D
Une projection en trois dimensions cherche à reproduire la sensation
naturelle de vision en profondeur et en relief de l’œil humain. Nos
deux yeux ayant un écart interpupillaire de 7 cm environ, les deux im-
ages captées par ceux-ci sont donc différentes. Notre cerveau cherche
à les superposer afin de reproduire l’image en relief. Ainsi le principe
de l’image en trois dimensions est basé sur une capacité humaine et
personnelle différente pour chaque utilisateur. L’étude et la prise en
compte de la « qualité de l’expérience » sont donc cruciales pour ce
type de services numériques.
a.1.3 Problématiques liées à la 3D
Une idée répandue véhicule le fait que la 3D est simplement la somme
de la technologie 2D ajoutée à une notion de profondeur. Si c’était le
cas, on pourrait probablement et simplement étendre les études et mé-
thodes faites sur la qualité de l’expérience en deux dimensions afin
de prendre en compte la notion de profondeur. Malheureusement, tel
que Goldmann le démontre [28], ce n’est pas le cas. Dans la suite de
cette partie, nous présenterons les critères importants de perception
3D puis nous étudierons les caractéristiques spécifiques de la percep-
tion de la profondeur lui donnant un caractères très personnel.
a.1.3.1 Les critères de perception des contenus 3D
La troisième dimension essaie d’imiter le système visuel humain. Mal-
heureusement, chaque personne possède un système de perception
de la 3D unique. La qualité de perception de la 3D dépend donc de
spécificités très personnelles propres à chaque individu.
Contrairement à d’autres évolutions technologiques, comme le pas-
sage du noir et blanc à la couleur, l’ensemble des utilisateurs étaient
unanimes sur l’amélioration engendrée par cette nouvelle technolo-
gie, le passage en trois dimensions ne reçoit pas le même accueil.
Certains spectateurs se plaignent d’un inconfort visuel, de fatigue, de
fatigue oculaire, de problèmes de dégradation et de distorsions sur
l’image projetée. . .
Afin de comprendre la cause de ces problèmes, il est important
de définir les différents critères jouant un rôle dans la qualité perçue
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par les utilisateurs. Comme cité par Bulat & Al [12], nous pouvons
trouver quatre critères principaux dans la littérature :
• la qualité d’image,
• le naturel de l’image,
• l’expérience visuelle,
• et la perception de la profondeur.
Les trois premiers critères sont traditionnels, équivalants aux études
en deux dimensions. Par contre, la perception de la profondeur est
un nouveau critère introduit par la 3D. Il comprend de nombreuses
caractéristiques importantes que nous allons détailler.
a.1.3.2 Caractéristiques liées à la perception de la profondeur
Dans cette partie, nous présenterons les caractéritiques humaines ren-
trant en jeu dans la perception de la profondeur.
La disparité binoculaire et stéréoscopique
Cette notion mise en avant par Woo et Howard [86, 34] est basée
sur la différence constatée par l’oeil gauche et l’oeil droit pour le
même objet. Le cerveau utilise la disparité binoculaire pour extraire
l’information de profondeur à partir des images perçues par les deux
yeux.
L’accommodation et la convergence
L’accommodation est l’adaptation et la modification optique qui per-
met de créer une image claire pour différentes distances de vision.
La convergence permet la mesure des propriétés de focalisation des
utilisateurs.
La combinaison binoculaire asymétrique et les différences indi-
viduelles
Un des éléments importants à prendre en considération est la spéci-
ficité de la perception de la 3D pour chaque utilisateur. Cet aspect a
été très étudié dans la littérature et contient plusieurs paramètres :
• la cécité stéréo : Richards [68] a montré qu’une part de la pop-
ulation était incapable de voir en trois dimensions via le sys-
tème de stéréovision due à l’impossibilité de percevoir les in-
formations de profondeur en combinant et en comparant des
images provenant de leurs deux yeux. Une étude récente de
Eyecaretrust, un organisme de santé anglais, a montré que 12%
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de la population anglaise avait une déficience visuelle et ne pou-
vait pas profiter pleinement de la 3D dans les films 1.
• Le strabisme : une part de la population souffre d’un non-
alignement des axes optiques de leurs deux yeux. Le regard de
chaque œil n’étant pas parfaitement aligné sur le même point
dans l’espace, ceci affecte leur perception de la profondeur.
• La distance interpupillaire : Dodgson et Bahn [18, 8] ont mon-
tré que la moyenne de la distance interpupillaire (IPD) est une
mesure importante et souvent citée dans les ouvrages concer-
nant la stéréoscopie. Ils ont prouvé que l’IPD moyenne et d’en-
viron 63 mm, mais une gamme comprise entre 40 et 80 mil-
limètres doit être prise en compte pour couvrir l’ensemble de la
population « adultes et enfants ».
• L’âge : L’âge est aussi une variable importante. Norman et Hayslip
[58, 30] ont démontré que les personnes âgées peuvent extraire
la profondeur et la forme des motifs optiques contenant des
mouvements différentiels ou des disparités binoculaires, mais
ces capacités se manifestent souvent avec des niveaux de perfor-
mance plus faible que le reste de la population.
• La durée d’affichage : Tam et Patterson [76, 60] ont étudié le
rôle de la durée d’affichage stéréoscopique sur la perception de
la profondeur. Les résultats ont confirmé les grandes différences
individuelles dans la durée d’affichage requis pour la percep-
tion de la profondeur stéréoscopique.
a.1.3.3 Conclusion
Suite à la lecture de toutes ces caractéristiques personnelles rentrant
en considération durant une session multimedia 3D, il en ressort que
tout individu aura une expérience de perception de la profondeur
plus ou moins differente de celle des autres. La 3D ajoute des données
personnelles au contexte d’utilisation. Toutefois, ces paramètres sont
de types objectifs et peuvent aisément être calculés ou mesurés. Seule
la perception finale de la profondeur sera soumise au jugement sub-
jectif de l’utilisateur. L’essort de la 3D aura donc un effet de levier im-
portant sur l’utilisation de modèles de QoE proposant une approche
individuelle des utilisateurs.
a.1.4 Spécificités des études QoE en 3D
Comme expliqué précédemment, l’ITU-R B.T500 est une recomman-
dation traditionnellement utilisée pour réaliser des tests de qualité
sur des vidéos 2D. Les singularités de la 3D par rapport à la deux
1 http://www.eyecaretrust.org.uk/view.php?item_id=566
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dimensions que nous avons exposées précédemment, rendent cette
recommandation inappropriée pour les réalisations de tests 3D. Chen
[14] propose d’étendre la recommandation de l’ITU pour une plus
grande exhaustivité et permet de prendre en considération les spéci-
ficités de la 3D.
a.1.4.1 Conditions d’observation générales
Les conditions d’observation pour une bonne expérience en trois di-
mensions sont nombreuses :
• Problème de rapport entre la luminance et le contraste :
Ces problèmes sont généralement liés à l’utilisation d’instru-
ments optiques additionnels pour la vision 3D (utilisation de
lunettes et de filtres). La présence de cet intermédiaire entre
eux l’image et l’œil de l’utilisateur engendre des perturbations
plus ou moins fortes sur le signal émis.
• Une plus grande importance de la position de l’écran :
En comparaison des tests 2D, la position de l’écran a une im-
portance capitale en trois dimensions. La perception de l’arrière-
plan réel et la profondeur d’affichage perçu en dépendent.
• Éclairage de la pièce :
Afin d’éviter tout conflit ou perturbation avec le multimédia dif-
fusé à l’utilisateur, l’éclairage de la pièce doit être précisément
spécifié et maintenu durant toute la phase des tests.
• La résolution de l’écran :
La corrélation entre la résolution de l’écran et la taille du multi-
média à afficher doit être respectée afin d’éviter des problèmes
liés à l’upscaling de l’image et à des perturbations engendrées
par l’extrapolation du multimédia.
• Recommandations :
Holliman [32] a montré que les valeurs minimales pour la ré-
solution de vue spatiale et temporelle ainsi que la résolution
stéréoscopique étaient les points essentiels à prendre en compte
pour une étude de QoE 3D reproductible.
• Le PVD :
Le PVD (Preferred Viewed Distance) représente la distance à
privilégier entre le moniteur et le spectateur pour une session de
tests efficaces. Cette distance est généralement liée à la taille de
l’écran du téléviseur. La recommandation BT – 500 de l’ITU ne
prend pas en compte la perception de la profondeur. Patterson
[61] propose une extension de cette recommandation afin de
prendre en compte ce paramètre supplémentaire.
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• La position du spectateur :
C’est en effet un paramètre important qui peut causer des ré-
ductions de luminance en fonction de l’angle de vue du specta-
teur ou de la parallaxe de mouvement sur les écrans autostéréo-
scopiques multivues.
• Le rendu de la profondeur :
Barkovsky [9] a montré que le rendu de la profondeur avait
une influence significative sur la qualité de l’expérience sur des
vidéos autos stéréoscopiques.
a.1.4.2 Les signaux sources
Actuellement, plusieurs formats vidéos sont disponibles pour la 3D
comme :
• Video plus depth [23],
• Multi-View video plus depth representation and Coding ( MVC
) [54],
• Layer Depth Video ( LDV ) [70],
En 2011, le comité MPEG 3D a publié un appel à propositions concer-
nant les technologies de codage vidéo 3D avec l’objectif de « définir
un format de données et la technologie de compression associée pour
permettre la reconstruction de haute qualité des vues synthétisées
pour les écrans 3D ». Contrairement à de nombreuses études qui ont
porté sur la technologie stéréoscopique, cet appel à propositions con-
tenait aussi les technologies d’affichage auto stéréoscopique ( tech-
nologies d’affichage 3D ne nécessitant pas le port de lunettes actives
ou passives ).
a.1.4.3 Les méthodes de test
Un élément nouveau a été révélé durant les études autour de la 3D :
l’inconfort visuel. Étant un point important pour la bonne réussite des
tests, il peut être mesuré par des tests optométriques, par la méthode
ERP (Event Related Potential) [50], par un système d’oculométrie (eye
tracker) ou via des questionnaires.
a.1.4.4 Les participants
Le nombre de 15 participants défini par l’ITU-BT.500 aurait besoin
d’être revu du fait des différences individuelles [80]. Comme vu pré-
cédemment, environ 10 à 15% de la population ne peut pas percevoir
la profondeur en 3D à cause de problèmes visuels. Nous ne sommes
donc pas en mesure d’avoir une réelle représentativité de la popula-
tion globale sur un seul test.
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a.1.4.5 La durée des tests
Lors d’une diffusion en 3D, nous avons vu qu’un temps d’accom-
modation était nécessaire pour le spectateur. Les dix secondes pré-
conisées pour une session de tests par la recommandation de l’ITU,
semble donc trop courte pour obtenir des résultats pertinents.
a.1.5 Un standard pour les évaluations de QoE 3D
Suite à l’appel à propositions du comité MPEG, le « European Co-
operation in Science and Technology » (COST) nommé « European
Network on Quality of Experience in Multimedia Systems and Ser-
vices » (QUALINET) a été invité par le comité pour participer aux
évaluations des différentes méthodes et algorithme de codage pour
la 3D.
L’objectif principal de QUALINET est le développement de métho-
dologie pour des métriques de qualité objective et/ou subjective en
prenant en compte les nouveaux systèmes de communication multi-
média comme en témoigne l’apparition de nouveaux types de con-
tenus et d’intéractions.
La possibilité de comparer les différentes méthodes d’évaluation de
qualité des vidéos est cruciale. Le développement de mécanismes de
certification standardisée est donc critique à la réussite de cet objectif.
Afin de démontrer l’importance d’une procédure de certification, qua-
tre institutions ont effectué une analyse transversale au sein de leur
laboratoire pour évaluer la corrélation des scores de qualité obtenue
par chacun pour un unique test [62]. Les résultats ont démontré que
les différents laboratoires employant différents sujets peuvent encore
produire des résultats fortement corrélés, car ils suivent les directives
similaires pour mener à bien leurs évaluations. C’est une base intéres-
sante pour les futurs tests de QoE pouvant être effectués par de nom-
breux laboratoires dans les mêmes conditions pour une plus grande
impartialité.
Le COST QUALINET travaille donc activement sur la mise en place
de standards permettant l’organisation de tests de QoE et permettant
de résoudre les problématiques spécifiques à la 3D.
a.1.6 Les bases de données pour la 3D
Afin d’unifier les futures recherches dans le domaine, l’École poly-
technique de Lausanne (EPFL) propose une approche globale basée
sur une base de données de vidéos stéréoscopiques qui contient une
grande variété de scènes et différents paramètres capturés [28]. Cette
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base de données peut être utilisée pour évaluer les performances des
métriques de qualité visuelle ainsi que pour la comparaison et la créa-
tion de nouvelles métriques. Plus d’informations peuvent être trou-
vées à l’adresse suivante : [17].
a.1.7 Conclusion
Suite à l’arrivée de la 3D, le champ d’action de la QoE s’est fortement
complexifié. Les paramètres à prendre en considération ne sont plus
uniquement liés au service, mais intègrent des notions personnelles
propres à chaque utilisateur. La mise en place d’un système de ges-
tion de la QoE sur multimédia 3D requiert donc un framework basé
sur chaque utilisateur et non plus un modèle général.
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Figure 51: HLS: génération des fichiers de métadonnées
b.1 introduction
Afin de pouvoir améliorer les méthodes de diffusion existantes ou
en cours de développement, il convient de maîtriser au préalable
la chaîne complète de distribution actuelle. Dans cette section, nous
présenterons les contraintes des protocoles existants ainsi que les spé-
cificités matérielles liées à la distribution de contenu multimédia en
streaming.
b.2 fonctionnement des principaux protocoles de strea-
ming
Comme indiqué à la section 3.2, il existe plusieurs protocoles de strea-
ming HTTP adaptatifs en cours de développement. Dans notre étude,
nous chercherons à proposer une compatibilité native de notre solu-
tion avec les deux principaux protocoles qui sont Apple HTTP Live
Streaming et MPEG DASH. Pour comprendre leur fonctionnement,
nous allons présenter succinctement le fonctionnement de HLS. Le
graphique 51 présente la génération des fichiers rentrant en jeux au
sein du protocole HLS à partir de la vidéo d’origine.
La phase de création du contenu s’articule autour de trois phases
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importantes:
• Le découpage de la vidéo d’origine,
• l’encodage des vidéos en différentes modalités,
• la création des fichiers média permettant de définir la localisa-
tion de chaque vidéo.
b.2.1 Le découpage du média source
Cette phase consiste à créer les segments de vidéo permettant un
changement de qualité en cours de diffusion sans avoir à télécharger
de nouveau toute la vidéo (cf. zone 1 dans la figure 51). Le choix de la
durée des segments est important, car une durée trop courte entraîne
des rafraîchissements plus fréquents des fichiers d’index qui peuvent
créer une surcharge importante du réseau. Des segments trop longs
entraînent une prolongation de la latence inhérente au streaming et
au démarrage de la diffusion. Pour toutes ces raisons, la durée priv-
ilégiée par Apple HLS est de 10 secondes.
b.2.2 L’encodage des vidéos
Une fois les vidéos partitionnées en segments, il revient de préparer
ces segments en différentes modalités d’encodage. Cette phase est
représentée par la zone 2 au sein de la figure 51. Il revient donc au
fournisseur de service de connaître au préalable les qualités corre-
spondant aux attentes de ses utilisateurs. Il n’existe pas de consensus
sur le nombre de modalités de qualité à proposer pour un même
service. Celui-ci peut donc varier entre 2 et n ( avec n ∈N∗− {2} ).
b.2.3 Les fichiers média
La phase de création des fichiers média consiste à référencer la locali-
sation de chaque segment créé à l’étape précédente. Envoyé au client
en début de lecture du flux, il permet au lecteur d’aller télécharger
la qualité de la vidéo compatible avec la bande passante disponible
sur le réseau. En cas de changement de contexte d’utilisation (dégra-
dation ou amélioration de la bande passante), le client changera de
qualité en téléchargeant les vidéos compatibles avec le nouveau con-
texte.
b.2.4 La compatibilité
La prise en compte de la QoE au sein des solutions de streaming
adaptatifs doit permettre une intégration native aux principales so-
lutions de streaming que sont HLS et DASH. Le fonctionnement de












Figure 52: Architecture physique d’une solution de streaming basée sur
HTTP
DASH étant très proche de la solution décrite précédemment, nous
nous concentrerons dans la suite de ce manuscrit à présenter une in-
tégration au sein de HLS. Au sein du chapitre 7.5, nous évaluerons
la compatibilité de notre approche avec le fonctionnement actuel du
protocole HLS.
b.3 architecture physique du streaming adaptatif
La distribution de contenu numérique via un système de streaming
est présentée figure 52. L’architecture de distribution est composée de
quatre briques importantes:
• Un serveur web pour l’hébergement du contenu numérique,
• le réseau WAN opérateur permettant d’acheminer le flux à travers
Internet,
• le réseau d’accès pour diffuser le flux jusqu’au logement de
l’utilisateur,
• le réseau de domicile et le terminal du client qui se charge
d’afficher le contenu.
b.3.1 Le serveur web
Toute l’intelligence des protocoles de streaming adaptatifs étant basée
principalement au niveau du client, l’utilisation d’un serveur web «
standard » convient parfaitement. Ceci signifie une parfaite compati-
bilité avec tous les serveurs web du marché (Apache, nginx, lighttpd,
IIS,...).
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b.3.2 Le réseau de distribution
Le réseau WAN étant géré par l’opérateur de réseau, il est difficile
de pouvoir influer sur les événements pouvant apparaître à ce ni-
veau. De plus, les clients n’étant pas tous chez le même opérateur
et/ou dans le même pays, ceci implique des accords d’échanges en-
tre pairs. Une première zone d’étranglement se situe donc à ce niveau
(Cf. Ralentissements Youtube chez l’opérateur Free 1). Si l’utilisation
d’un service devient trop importante vis-à-vis de l’accord d’échange
entre pairs, le GIX (Global Internet Exchange) ne supportera pas
l’augmentation de trafic et le débit disponible à son niveau sera par-
tagé entre tous les utilisateurs de l’opérateur. Ceci pose principale-
ment problème lors de l’utilisation de services numériques très con-
sommateurs en bande passante tels que le streaming de multimédia.
La figure 53 schématise ce problème.
b.3.3 Le réseau d’accès
Le second point critique sur une architecture opérateur se situe au
niveau du réseau d’accès. Il existe plusieurs technologies utilisées à
ce niveau (ADSL, SDLS, VDSL, fibre point à point et GPON). En fonc-
tion de la technologie utilisée, le client final aura un débit plus ou
moins important (allant de quelques kbit/s à plusieurs centaines de
Mbit/s). Chaque technologie apporte plus ou moins de stabilité au
débit fourni. L’activation sur paire de cuivres d’une ligne adjacente
peut perturber le signal d’un client et réduire sa bande passante de
manière ponctuelle ou définitive. Un lien fibre sur une architecture
GPON sera quand à lui dépendant du nombre de clients connectés
sur l’arbre de transmission.
b.3.4 Le réseau de domicile
Cette dernière partie du réseau comprend la distribution du signal
au sein du foyer ainsi que le traitement pour l’affichage du contenu.
Là aussi nous retrouvons différentes technologies tels que le câble RJ,
le CPL, le WiFi, le Bluetooth, le Wizbee, l’infrarouge... Bien que le
câble blindé permette une distribution sans trop de perte, les autres
technologies notamment sans fil peuvent aisément être perturbées.
b.3.5 Bilan des pré-requis
Après avoir listé le chemin emprunté par un service de streaming

















Figure 53: Interconnexion opérateurs via GIX: problème du goulot
d’étranglement
en conclure qu’à de nombreux endroits du réseau, le signal peut subir
des perturbations plus ou moins importantes et diminuer la qualité
du signal reçu. Ceci peut entraîner la réémission de paquets sur une
connexion TCP et ainsi diminuer le débit utile de la connexion.
b.4 conclusion
Dans cette section, nous avons abordé les différents prérequis néces-
saires à la mise en place de notre modèle d’adaptation basé sur la
qualité d’expérience. Souhaitant nous intégrer nativement au sein
des protocoles déjà en place, nous avons balayé les étapes principales
génériques aux protocoles de streaming HTTP adaptatifs (découpage,
encodage et génération des fichiers de métadonnées).
Nous avons aussi les problématiques liées à l’architecture physique
en définissant les caractéristiques nécessaires et à maîtriser pour une
bonne diffusion d’un contenu multimédia (serveur web, réseaux de
distribution, d’accès et de domicile).
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Table 17: Paramètres présents au sein du modèle IpFhas






Au sein de cette annexe, nous proposons de détailler le fonction-
nement des deux types de régressions utilisées au sein de notre ar-
chitecture : les régressions linéaires et logistiques.
c.2 bloc d’apprentissage mos
Au sein du bloc chargé de l’apprentissage des besoins utilisateurs et
donc de tracer la cartographie propre à chacun, nous avons retenu
deux modèles d’apprentissage automatique. Le premier, basé sur l’
utilisation du modèle moyen, utilise un modèle de type régression
linéaire multi variables, permettant de faire ressortir une cartogra-
phie linéaire des besoins de l’utilisateur. La seconde, basée sur une
régression logistique et se basant uniquement sur les résultats du
test de découverte d’un utilisateur permet de classifier rapidement
une modalité de type [X1, X2, ..., Xn] au sein de l’échelle MOS. Dans
la suite de cette section, nous détaillerons ces deux approches et les
comparerons.
c.2.1 L’apprentissage par régression linéaire multi variable
Le premier modèle que nous avons utilisé est basé sur une régres-
sion linéaire multi variables. La priorité de ce type d’approche étant
la maîtrise des variables rentrant en jeux au sein de l’apprentissage,
listons ci-dessous ceux présents dans notre étude de cas:
Une fois les paramètres du modèle définis, nous nous intéressons
au modèle lui-même. Notre modèle est constitué des éléments représen-
tés sur le schéma 54.
Le jeu de données d’apprentissage est, lors de la première connex-
ion d’un utilisateur, basé sur les résultats moyens de tous les autres
utilisateurs et sur les résultats du premier test de cet utilisateur. Nous



















































Figure 54: Modèle d’apprentissage de IpFhas
pouvons donc représenter la fonction d’hypothèse de la manière suiv-
ante :
hθ(x) = θ0 + θ1x1 + θ2x2 + ...+ θnxn
(23)
Au sein de notre exemple, seulement deux paramètres sont pris
en compte. Toutefois, le modèle général nous permet de prendre en
compte n nouveaux paramètres dans le cas d’un service plus complet.
Dans notre étude de cas, notre modèle est donc représenté par
l’équation :
hθ(x) = θ0 + θ1x1 + θ2x2
(24)
Il convient maintenant de définir la fonction de coût qui, en la
réduisant, nous permettra de trouver les valeurs de θ qui permet-
tent de se rapprocher au maximum des résultats du jeu de données
d’entraînement. La fonction de coût J(θ) associée à notre modèle est
de la forme:
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(25)
avec m le nombre de données dans le jeu de données.
Maintenant que nous avons notre fonction de coût, nous utilisons
l’algorithme à descente de gradient pour nous approcher au plus près
du minimum de cette fonction :




















avec θj mis à jour simultanément pour chaque j = 0, ..., n et α le
taux d’apprentissage.
Ainsi, l’algorithme utilisé revient à calculer simultanément pour
chaque j = 0, ..., n jusqu’à la convergence du modèle:

























L’utilisation de ce type d’apprentissage contenant des paramètres
de nature très différente nécessite l’utilisation d’une normalisation
moyenne afin de s’assurer d’une prise en compte similaire de chaque
paramètre.
Pour cela, nous remplaçons xi par xi − µi afin d’avoir tous les para-
mètres ayant une moyenne proche de 0. Nous n’appliquons pas cette
règle sur x0 = 1.
L’utilisation de la méthode de descente de gradient impliquant un
choix de la valeur α précis permettant de trouver un compromis en-
tre un nombre d’itérations limité pour converger et éviter une diver-
gence en passant à côté du minimum, nous avons utilisé la méthode
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des équations normales pour l’implémentation.
Cette méthode permet d’éviter le recours à une valeur de α et ne
requiert pas d’itération. Elle est par contre très lente si n (nombre de
paramètres) est important (n > 10000).
Pour rappel, cette méthode consiste à calculer :
θ = (XTX)−1XTy
(29)
c.2.2 L’apprentissage par régression logistique
L’approche par régression logistique est la seconde méthode choisie
agissant comme un modèle de régression binomiale. Il revient donc
à modéliser l’effet d’un vecteur de variables aléatoires (les modalités
d’encodage dans notre exemple) sur une variable aléatoire binomiale
(la note MOS dans notre cas).
Pour utiliser cette méthode, il revient de modifier les données liées
à la variable aléatoire y en notre possession afin de faire ressortir 2
classes.
y ∈ {0, 1}avec
0 : Classe négative (MOS ne convenant pas)
1 : Classe positive (MOS recherché)
(30)
Une fois la fonction hypothèse calculée et le seuil de classification
fixé étant de 0, 5 :
Si hθ(x) > 0, 5 la prédiction sera y = 1
Si hθ(x) < 0, 5 la prédiction sera y = 0
(31)
La méthode de régression logistique est basée sur l’utilisation de
















Cette méthode fonctionne pour les MOS d’extrémité (MOS = 1
ou MOS = 0), car il nous permet de séparer les éléments grâce à
une fonction linéaire. La prise en compte des autres MOS est plus
complexe, car elle nécessite le calcul de fonction non linéaire de degré
n avec n > 2. Nous présenterons au sein du chapitre ?? le degré choisi
pour notre modèle.
La fonction de coût associé à ce modèle est plus complexe que pour
les régressions linéaires, car elle diffère selon la valeur de y.
Cost(hθ(x), y) =
{
− log(hθ(x)) if y = 1
− log(1− hθ(x)) if y = 0
(34)
avec y > [0, 1]















(i))) + (1− y(i))log(1− hθ(x
(i)))
(35)
Afin de trouver minθJ(θ), il revient de répéter simultanément et
pour toutes les valeurs de θj:









Cette rapide présentation des méthodes de régressions linéaires et
logistiques permet de comprendre la méthodologie utilisée au sein
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de notre apprentissage. Pour plus de détail, je vous invite à suivre le
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