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Conditions are found under which a closed linear operator A in a Banach 
space X generates a continuous semigroup in a linear topological space Y 
which is dense in X. The space Y is an abstract Gevrey space associated with 
the operator A. This is an abstract setting for some results for hyperbolic systems 
with data in spaces of Gevrey functions. 
A linear operator A in a Banach space X which fails to generate a 
semigroup in X may nevertheless generate a continuous semigroup in 
a suitable linear topological space Y densely contained in X. That 
this is the case for certain hyperbolic equations and systems with 
multiple characteristics follows from work of Ohya [4] and Leray 
and Ohya [3]; here Y is a space of Gevrey functions. 
If suitable conditions are imposed on the existence and growth of 
the resolvent operator (zI - A)-l, then such a dense subspace Y 
exists and can be identified as an abstract Gevrey space associated 
with A. The conditions are satisfied for the Cauchy problem and 
initial boundary-value problems for a large class of hyperbolic 
equations and systems. We shall discuss these in a subsequent paper. 
The present investigation is a continuation of [I], particularly of 
section 1, but can be read independently. 
We assume throughout that A is a closed linear operator with 
domain D(A) dense in X. For 01 and E positive, let G(a, E) = G(a, E; A) 
be the set of all u E X such that u E D(A”), n = 1, 2, 3 ,..., and 
(1) 
The abstract Gevrey space of order 01 associated with A is 
G(a) = (J G(Lu, l ). 
s>o 
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It is easy to see that G(a, E) is a subspace of X which is complete 
with respect to the norm given by (1). Clearly G(a, E) C G(ol, 6) if 
0 < 6 < e. We equip G( CII with the corresponding inductive limit ) 
topology. 
By definition, G(a) C D(A). A simple and direct argument shows 
that AG(a, E) C G(ol, 6) if S/ E is small, and that A is continuous from 
the first to the second space. Thus G(a) is invariant for A and the 
restriction A,: G(a) + G(ol) is continuous. 
When X is the space of bounded continuous functions on a real 
interval and A = d/dx, then G(ol; A) is the classical space of Gevrey 
functions of order cy. [2]. In the general case, however, it is not clear that 
there is any 01 for which G(cw) # (0). 
THEOREM 1. Let A be a closed densely defined linear operator in a 
Banach space X. Suppose there are constants c0 > 0, 0 < a < 1, and 
x0 such that @I- A)-l exists for 
Re z > max(x,, q, 1 Im z I”}. (2) 
Suppose also that there is an M > 0 and an integer N > 0 such that 
IIW - Al-l II d M(1 + I z I)” (3) 
whenever x satisfies (2). Then G(ol) is dense in X when (II > 1. Moreover, 
for 1 < Q < a-l, A, generates a continuous semigroup in G(ru). 
What we mean by the last statement is that there is a semigroup 
{U(t) 1 t > 0} of continuous operators in G(ol) such that U(0) = 1, 
t --+ U(t) is continuous and continuously differentiable (with respect 
to the topology of uniform convergence on each G(cll, E)), and the 
derivative is A U(t). 
One has the expected consequence for differential equations. 
THEOREM 2. Let A satisfy the hypotheses of Theorem 1, and 
suppose 1 < 01 < a-l. Suppose u0 E G(ol) and f: [0, a) -+ G(a) 
is continuous. Then there is a unique continuously d@rentiable 
u: [0, a) + G(cu) such that u(0) = 0, u’(t) = Au(t) + f (t). This 
solution is 
u(t) = U(t) u. + s: U(t - s)f(s) ds, (4) 
where {U(t)/ t > 0 is the semigroup in G(cw) generated by A, . 
One consequence of [l, Theorem 2 or 2’1, is that the condition (2) 
on existence of the resolvent cannot be drastically weakened without 
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allowing examples in which there is no subspace #(0) in which A 
generates a semigroup. For example, the condition 
Re z > 1 Im z 1 [log(l + j Im z I)]-1 
is not sufficient. We discuss a slight weakening of (2), corresponding 
to the conditions of Theorem 1 of [l], at the end of this paper. 
To prove Theorem 1 we first introduce a second family (G*(or, E)) of 
subspaces of X. These yield the same inductive limit space G(or), but 
are easier to work with for the present problem. Note first that 
G(ol; A) = G(a; A + (x0 + 1)1), while semigroups (U(t)} generated 
by A and V-W)) g enerated by A - (x, + 1)1 are related by Ur(t) = 
exp[--t(x, + l)]U(t). Th ere ore f we can and shall replace A by 
A - (x0 + 1)1 and assume that (zI - A)-l exists when 
Rez>cc,(Imzja-1, (2)’ 
while (3) remains satisfied in this region (possibly with a different 
constant M). 
Given 0 < b < 1, let (-z)b be the branch of the power function 
which is holomorphic off the nonnegative reals and positive for 
x < 0. Let E be the sector {E E C 1 1 arg E 1 < ~(1 - b)/4}. Let 
h&4 = exp( -4 -Y), O<b<l, CEE. 
Let r be the curve (Re x = c,, 1 Im x I*), oriented from the lower to 
the upper half plane. When x E r and j z 1 is large, 1 arg(--z)[ < 
(& + 6)~ for any fixed 6 > 0. Thus for z on or to the left of r and 
1 x 1 large, 1 arg e(--z)Ib < 7r/2 - q for some r] > 0. Then 
and 
Re(4--z)*) 3 cl I c I I 2 lb 
I b(4l d c2 ev(--cl I E I I x 1% Rex <c,,IImzIa, E E E, (5) 
for some positive constants c1 , c2 . Let 
W, 4 = (274-l 1, k,&) R(z) dz, O<b<l, EEE, (6) 
where R(z) = (zI - A)-l. By (3) and (5) this integral converges and 
defines a bounded operator in X. 
LEMMA 1. Suppose u E D(AN+2) and 0 < b < 1. Then B(b, E) u -+ u 
as c --f 0, E E E. 
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Proof. We have assumed R( - 1) exists. Since 
R(2) q-1) = (2 + 1)-l[R(-1) - R(z)], 2 # 1. 
an induction gives 
R(2) q-l)” = “c’(-l)i(z + l)-j-lR(-1)“~j + (-l)“(z + l)k R(x). 
j-.0 
Let ui = (AN + I)%, 0 < j < N + 2, and let z, = ‘lN+2 . Then 
uj z (- I)“+“+( - l)N+2-$ so 
R(s)u = & R(2) R(-l)N+% 
N-l 
= g (2 + 1)-5-l 245 & (z + 1)--N-” R(x)a. 
B(b* B)U = C ](2ti)-l I, (2 + 1)-5-l h,,JZ) UT.1 Uj 
+ (274-l ,j-, (z + 1)-N-2 hb,&z) R(z)o dz 
= c WW &A- 1) ~5 
f (274-l s, (a + 1)-N-2 h&z) R(z)w dz. 
As E + 0, h,,, -+ 1 uniformly near - 1 and also on bounded subsets of 
r. Thus the terms for j > 1 converge to 0 and 
ts B(b, E)U = u -& (24-1 j-, (z + 1)-N-2 R(z)w dz. 
But the integrand on the right is holomorphic to the right of r and 
O(( z I-“) at co, so the integral vanishes. 
LEMMA 2. The operator B(b, ) E is a holomorphic function of E E E. 
Moreover B(b, E + 77) = B(b, E)B(b, 7) if E, r) E E. 
Proof. The integrand in (6) is holomorphic in E and it and its 
derivative vanish rapidly in z at co on r. Therefore B(b, l ) is holo- 
morphic in E. The second assertion is proved by a routine exercise in 
the operational calculus. Since we shall use the argument several more 
times, however, let us sketch it. Let r, be the curve {z - 1 1 z E r>. 
The integrand in (6) is holomorphic in x between I’, and r and 
304 BEALS 
vanishes rapidly at co. Therefore r may be replaced by r, in (6). 
Again we use the resolvent equation 
Then 
R(z) R(w) = (w - z)-l[R(x) - R(w)], z # w. 
= (2+F2 j,, j, k&4 h,,,(w) - (w - 4-VW - WQI da dw 
= P-Y j, h&4 R(z) 1 j, (w - z)-’ h&4 dj dz 
- (27W j, h,,,(w) R(w) 1 j,, (w - 4-l ~tv(4 dj dw 
= (274-1 j, h,,,(z) h&4 R(z) dz = B(b, E + v), 
since the second term in braces vanishes and the first is the Cauchy 
integral formula for h&z). 
LEMMA 3. ForeachO<b<landEEE,B(b,~)isl-1. 
Proof. Suppose B(b, E)U = 0. Let v = R(0)N+2~. Then v E D(AN+a). 
From (6) it is clear that the resolvent operator commutes with B(b, E). 
Therefore B(b, E)ZI = 0. By Lemma 2, B(b, 7) is holomorphic in v 
for 7 E E, while B(b, E + 7)~ = B(b, q)B(b, E)W = 0 for all 7 E E. It 
follows that B(b, 7) T.J = 0, all 77 E E. By Lemma 1, then, v = 0. Then 
also 2.4 = ( --JN+% = 0. 
Define G*(ol, E) f or 01 > 1, E > 0 to be the range of B(or-l, E). Let 
II 24 II& = II we 4-‘u IL u E G*(ol, e). (7) 
The operator B(&, c)-” is closed and the norm given by (7) defines 
the graph topology on D(B(cP, E)-’ = G(a, E). Thus G*(ol, c) is 
complete with respect to this norm. From Lemma 2, 
G*(a, c) C G*(a, S), o<s<c; 
in fact let 77 = E - 6. 
LEMMA 4. For a > 1, 
G(a) = u G*@, c), 
f>O 
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and the corresponding inductive limit topology on G(a) coincides with the 
previous topology. 
Proof. This will follow if we show 
G*(a, 6) C G(a, 6) for to8 < cb, (8) 
G(a, E) C G*(a, 6) for tOS < cb, (9 
where t, > 0 and the inclusion mappings are continuous. 
Note that AR(z) = &Z(z) - I. Therefore 
Inductively 
&(b, E) = (274-l j, xhb,+) R(Z) dz. 
A’?B(b, C) = (2-rri)-’ I, xnh,,,(z) R(Z) dz. (10) 
Here we take I’, = {z + 1 1 x E r>. Let b = a-l. From (5) we get for 
z E r, 
1 h&z)/ < cc--%! 1 z I-bm , m = 0, 1, 2 ,... . (11) 
Now (lo), (1 I), (2) imply 
II Anw, 411 < c’ j, I z I n m! cm 1 x (-bm 11 R(z)11 dx 
<cnm!e-m if bm > n + N + 2. 
Take m so that b-l(n + N + 2) < m < b-l(n + N + 3) = o1n + r. 
Then 
m! < mm < snn9z6 < P(n!) 
for suitable S, p, t > 0. Thus if u = B(b, E)V, then 
(n!)+ 6” 11 A% 11 < c”(t’S)n c-bn < C” 
if t’S < 8. This proves (8), with continuity of the inclusion. 
Conversely, suppose u E G(or, E). Again take b = a-l. We want 
to find 8, v such that B(b, 6)~ = U. Formally we want, say, 
w = (27ri)-l 
I 
exp[6( -z)“] R(z) u dz 
l-2 
= (2&)-l c (m!)-l jr1 P( --zz)~~ R(z)u dz. 
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Formally we can insert z-“A”, n = n(m), in the m-th summand 
without changing the value of the integral. To carry this out, 
take n = n(m) so that bm + N + 2 < n < bm + N + 3, so 
m < an < m + r. Then m! 3 (n!>or%P for suitable s > 0, so 
II( jr2 F(--,z)b" z-~+N+%-N-~R(z) A?.J dz /I 
< c(n!)- t%am I] A% 1) < c’@)~ ebm. 
It follows that for t6 < 8 we can define v by the convergent series 
v = C (m! &4-1/, (--~)~m Sm~n(~)A+(m)R(z)~ dz 
= 1 (m!)-l v, . (12) 
We have, using the estimates above, 
II v II G c II 24 IL - (13) 
The argument in the proof of Lemma 2, together with the remarks 
leading to (lo), gives 
w, 7) %n = (27ri)-1 Jr2 %( -2)” i&,,,(z) R(Z)?2 dz, 
B(b, 7)~ = (2&-l s exp[S( -z)” - q( -z)“] A(z)u dz 
J-z 
= B(b, r] - qu, 7 > 6. 
Now u E G(a) C D(AP’+~), so Lemma 1 applies: 
B(b, E)V = h& B(b, 7))v = 24. 
Thus u E G*(ar, 6). The estimate (13) shows that the inclusion mapping 
is continuous. This completes the proof. 
Now suppose a < 01- l = b -c 1. We define U(t, E): G*(ol, E) -+ X 
bY 
u(t, e) B(b, e) = (27ri)-1 Jr etzhb,,(z) R(2) dz, t 2 0, E > 0. (14) 
The integral converges, by (5), since Re(tx) < c,tj z la on lY The 
argument in the proof of Lemma 2 shows 
up + % E + 7) B@, e + 71) = w, 4 B(h 4 U(s, 7) B(h 7) 
= q4 4 qt + % 7) w, 7). (15) 
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LEMMA 5. Suppose 0 < 6 < E. Then U(t, t.) takes G*(or, E) z&c: 
G*(a, 6). Moreoaer, U(t, c) and U(t, 6) coincide on G*(ol, 6). 
Proof. Let 7,~ = E - 6, so E = 7 + S. Then both statement: 
follow from (15) with s = 0. 
Lemma 5 shows that there is a (unique) operator U(t): G(a) += G(ol] 
such that U(t) = U(t, C) on G*( (II, E), all E > 0. Clearly U(0) = I. 
Proof of Theorem 1. We take (U(t) 1 t > 01 to be the operators just 
defined. Equation (15) becomes 
w + 4 qb, E + 4 = U(t) B(h 4 U(s) w, 7) 
= w, 4 U(t + 4 B(h 4. (16) 
Using Lemma 1 and letting E -+ 0, we get 
Therefore {U(t)> is a semigroup. It is clear from (14) that 
t + W)B( 01 E is continuous and continuously differentiable from , ) 
[0, a) to the bounded operators in X with norm topology. Moreover, 
as in (lo), the derivative is AU(t)B(cz, l ). These facts and the case 
s = 0 of (16) imply that t --+ U(t) is continuously differentiable to the 
bounded operators from G*(ol, 6) to G*(cY, S), S = E + r], with the 
norm topology. The derivative is AU(t). 
The only remaining point is the density of G(a), 01 > 1. Since 
D(A) is dense in X, D(A2) = R(0) D(A) is dense in D(A), and 
inductively D(#+l) is dense in D(Ak), hence in X. In particular, 
@AN+“) is dense in X. Thus density of G(ol) is a consequence of 
Lemmas 1 and 4. 
Proof of Theorem 2. Suppose u,, E G(ol) and f: [0, co) --+ G(a) is 
continuous. Fix T > 0. Since the topology of G(a) is the inductive 
limit topology, there is an E > 0 so that f is continuous from [O, T] to 
G*(a, E). Then U(t - s) f ( ) s is continuous from [0, t] to G*(~L, 6) 
for any 0 < S < E, 0 < t < T. It follows that (4) defines an element 
of G(ar) for each t E [0, T]. Differentiation shows directly that the 
function u(a) so defined has u’(t) = Au(t) +f(t), t E [0, T]. Since 
T > 0 was arbitrary, (4) defines a solution for all t. 
To prove uniqueness we need to show that if u(e) is a solution for 
f z 0, u,, = 0, then u(a) = 0. The standard trick applies: Given 
T > 0, let v(t) = U( T - t)u(t). Then v(0) = 0, w’(t) = 0 on 
[0, T]; so 0 = o(T) = u(T). Th is completes the proof of Theorem 2. 
5S+“/3-4 
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Further remarks. In Theorem 1 of [I] we considered a generaliza- 
tion of the above situation, where (2) is replaced by 
Re x > max{x, , #(I Im z I)}. (2)” 
Here 4: [0, co) 4 [0, co) is continuous, strictly increasing, concave, 
and satisfies JT $(t)tm2 dt < co. Theorems 1 and 2 can be generalized 
to this situation, as follows. In [l] we introduced a function of the 
form 
M4 = exp(-•EW), 
defined for z on or to the left of a curve r contained in the region 
Re z - 1 < max{x,, #(I Im x I)} < Re x. This function is holo- 
morphic to the left of r and for each t > 0 the function et* h,(z) 
vanishes rapidly at 00 in this region. Let G*(k, E) be the range of 
B(k, E), where 
Let 
B(k, e) = (274-l j, k,(z) R(z) dz. 
G*(k) = u G*(k, c). 
E>O 
Then Theorems 1 and 2 hold with (2) replaced by (2)” and G(or) 
replaced by G*(k). The proofs are the same. However, in this case 
we have not obtained an intrinsic characterization of G*(k) as a 
subspace of X.l 
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