In this paper, Mallows'(1973) C p criterion, Akaike's (1973) AIC, Hurvich and Tsai's (1989) corrected AIC and the BIC of Akaike (1978) and Schwarz (1978) are derived for the leads-and-lags cointegrating regression. Deriving model selection criteria for the leads-and-lags regression is a nontrivial task since the true model is of in…nite dimension. This paper justi…es using the conventional formulas of those model selection criteria for the leads-and-lags cointegrating regression. The numbers of leads and lags can be selected in scienti…c ways using the model selection criteria. Simulation results regarding the bias and mean squared error of the long-run coe¢ cient estimates are reported. It is found that the model selection criteria are successful in reducing bias and mean squared error relative to the conventional, …xed selection rules. Among the model selection criteria, the BIC appears to be most successful in reducing MSE, and C p in reducing bias. We also observe that, in most cases, the selection rules without the restriction that the numbers of the leads and lags be the same have an advantage over those with it.
Introduction
Several methods have been proposed for e¢ cient estimation of cointegrating relations. Phillips and Hansen (1990) and Park (1992) use semiparametric approaches to derive 1 e¢ cient estimators that have a mixture normal distribution in the limit. Saikkonen (1991) , Phillips and Loretan (1991) , and Stock and Watson (1993) use the regression augmented with the leads and lags of the regressors' …rst di¤erences, yielding estimators as e¢ cient as those based on the semiparametric approach. This is called leads-and-lags regression or dynamic OLS regression. This method was also used for cointegrating smooth-transition regression by Saikkonen and Choi (2004) . Johansen (1988) uses vector autoregression to derive the maximum likelihood estimator of cointegrating spaces under the assumption of a normal distribution. In addition, Pesaran and Shin (1999) use an autoregressive distributed modelling approach for the inference on cointegrating vectors. Finite-sample properties of the aforementioned methods are studied by Hargreaves (1994) and Panopoulou and Pittis (2004) , among others.
This paper focuses on the leads-and-lags regression among the methods mentioned above. Though it has been used intensively in empirical applications 1 due to its optimal property and simplicity, the practical question of how to select the numbers of the leads and lags has not been resolved yet. Most empirical studies use arbitrary numbers of leads and lags and empirical results can di¤er depending on this choice.
Furthermore, a restriction that the numbers of leads and lags be the same is often imposed out of convenience. This situation is certainly undesirable from empirical viewpoints and indicates a need for methods that select the numbers of leads and lags in nonarbitrary ways.
The main purpose of this paper is to propose methods for the selection of the numbers of leads and lags in cointegrating regressions. More speci…cally, we will derive model selection criteria for the leads-and-lags regression so that the numbers of leads and lags can be chosen scienti…cally. These will make the leads-and-lags regression more useful for empirical applications. Deriving model selection criteria for the leads-and-lags regression is a nontrivial task since the true model is of in…nite dimension. Most model selection criteria in time series analysis are derived assuming that the true model is contained in a set of candidate models. The only exception that we are aware of is Hurvich and Tsai (1991) , which considers a bias-corrected Akaike information criterion (AIC) for the in…nite-order autoregressive model using a frequency-domain approach for the approximation of the variance-covariance matrices for the true and approximating models. Notably, the resulting formula from this study is di¤erent from that for the …nite-order autoregressive model (cf. Hurvich and Tsai, 1989) . By contrast, we will show that all the model selection criteria that we derive for the leads-and-lags regression are the same as those for the case of a …nite-dimensional true model.
In this paper, we will consider four model selection criteria: Mallows'(1973) C p criterion, Akaike's (1973) AIC, Hurvich and Tsai's (1989) corrected AIC, and the Bayesian information criterion (BIC) of Akaike (1978) and Schwarz (1978) . These methods are the most common in practice, 2 though there are many other methods available as documented by Rao and Yu (2001) . 3 We will also report extensive simulation results that compare the model selection criteria using bias and mean squared error (MSE) of the long-run coe¢ cient estimate as benchmarks. The simulation results show that the model selection criteria are successful in reducing bias and MSE relative the …xed selection rules. the BIC appears to be most successful in reducing MSE, and C p in reducing bias. We also observe that, in most cases, the selection rules without the restriction that the numbers of the leads and lags be the same have an advantage over those with it. 2 The Google citation numbers for these articles are 1, 060, 4,546, 741, 205 and 5,720, respectively, as of August 23, 2008. 3 Unfortunately, this review article focuses on the statistics literature only and neglects contributions to the subject of model selection that appeared in the econometrics literature. Some of the important works neglected there are Phillips and Ploberger (1994, 1996) . However, since the Phillips-Ploberger criterion assumes that the true model is contained in a set of candidate models (see Section 3 of Phillips and Ploberger, 1994) , it is inapplicable to our problem.
A recent paper related to the current one is Kejriwal and Perron (2008) . Since such selection rules as the AIC and BIC yield logarithmic rates of increase of the chosen numbers of leads and lags, they do not satisfy the upper bound condition for leadsand-lags regression (condition (9) in Section 2). However, Kejriwal and Perron (2008) show that the condition can be weakened without bringing changes to the asymptotic mixture normality of the long-run coe¢ cient estimates. The weakened condition is satis…ed by the AIC and BIC so that their use is justi…ed in practice. Kejriwal and Perron (2008) use the AIC and BIC without considering their appropriateness for the leads-and-lags regression. This paper establishes rigorously that using them and others is proper from the viewpoint of model selection.
This paper is organized as follows. Section 2 brie ‡y explains cointegrating leadsand-lags regression. Section 3 derives model selection criteria for leads-and-lags regression. Section 4 reports simulation results that compare the performance of the model selection criteria in …nite samples. Section 5 summarizes and concludes. All the proofs are contained in appendices.
A few words on our notation. Weak convergence is denoted by ) and all limits are taken as T ! 1. The largest integer not exceeding x is denoted by [x] . For an arbitrary matrix A, kAk = [tr(A 0 A)] 1=2 and kAk 1 = supfkAxk : kxk 1g.
When applied to matrices, the inequality signs > and mean the usual ordering of positive de…nite and semide…nite matrices, respectively. Last, for a matrix A,
Leads-and-lags regression
This section brie ‡y introduces the leads-and-lags regression of Saikkonen (1991) 4 and some required assumptions. Consider the cointegrating regression model y t = + 0 x t + u t ; (t = 1; 2; : : : ; T ) ;
where x t (p 1) is an I(1) regressor vector and u t a zero-mean stationary error term.
The main purpose of the leads-and-lags regression is to estimate the cointegrating 4 See also Phillips and Loretan (1991) and Stock and Watson (1993) .
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vector e¢ ciently such that it has a mixture normal distribution in the limit. Leads and lags will augment the regression model (1) for this purpose.
For the regressors and error terms, we assume that w t = ( x 0 t u t ) 0 = (v 0 t u t ) 0 satisfy conditions for the multivariate invariance principle such that
where B(r) is a vector Brownian motion with a positive-de…nite variance-covariance
. More primitive conditions for this are available in the literature (cf., e.g., Phillips and Durlauf, 1986) .
Furthermore, the summability condition
needs to be satis…ed. This implies that the process w t has a continuous spectral density matrix f ww ( ), which we assume to satisfy
This assumption means that the spectral density matrix f ww ( ) is bounded away from zero. Last, denoting the fourth-order cumulants of w t as ijkl , we also require a technical assumption:
Note that all of these assumptions are taken from Saikkonen (1991).
Under conditions (3) and (4), the error term u t can be expressed as
where e t is a zero-mean stationary process such that Ee t v 0 t j = 0 for all j = 0; 1; : : :, and
As is well known, the long-run variance of the process e t can be expressed as ! 2 e = ! uu ! uv 1 vv ! vu . Using equation (5), we can write model (1) as
where signi…es the di¤erence operator. Truncating the in…nite sum in model (6) at K U and K L , we obtain
where
In regression model (7), leads and lags are used as additional regressors. Saikkonen (1991) uses a common value for K U and K L for simplicity, but the results he obtained apply to the current case with some minor changes in notation.
The numbers of leads and lags should be large enough to make the e¤ect of truncation negligible, but should not be too large because this will bring ine¢ ciency in estimating the coe¢ cient vector . Conditions on K U and K L that provide asymptotic mixture normality of the OLS estimator of and asymptotic normality of the
and
In fact, Saikkonen (1991) did not derive asymptotic normality of the OLS estimator
, but this can be done using the same methods as for Theorem 4 of Lewis and Reinsel (1985) (see also Berk, 1974 For later use, write model (7) in obvious matrix notation as
The OLS estimator of the parameter vector K using model (7) is denoted by^ K .
In addition, model (6) is written in vector notation as y = + e, where e = [e K L +2 ; : : : ; e T K U ] 0 is the vector of errors.
C p criterion
The C p criterion of Mallows (1973) is an estimator of the expected squared sum of forecast errors. Assume that E(e t j Z K ) = 0 for any K U and K L . Then the forecast error for the C p criterion is de…ned by
This measures the distance between the …tted valueŷ t and the conditional expectation of y t . The expected squared sum of the forecast errors standardized by 2 e (= E(e 2 t )) is
of Saikkonen, 1991, and Theorem 4 of Lewis and Reinsel, 1985) , A is approximated by p(K L + K U + 2) + 1. Using the relation E(e 2 Kt ) = 2 e + E(V 2 t;K ), we approximate B by
The third term C is approximated by zero since^ K K converges to zero in probability. Let K U;max and K L;max be the maximum values used for selecting K U and K L , respectively. We estimate 2 e bŷ
t=K L;max +2ê 2 t;Kmax , whereê t;K max denotes the regression residual using K U;max and K L;max for K U and K L , respectively. Then, using the aforementioned approximations, the C p criterion that approximates K is de…ned by
In practice, we choose K U and K L so that the C p criterion is minimized. Note that this requires preselecting K U;max and K L;max .
Akaike information criterion
The AIC of Akaike (1973) is an estimator of the expected Kullback-Leibler information measure and is often used for regression and time-series models. In deriving the AIC and its variants, it is usually assumed 5 that candidate models include the true model (cf. Akaike, 1973; Hurvich and Tsai, 1989) , though it does not have to be so because the Kullback-Leibler information measure simply indicates how far apart the true and any candidate models are.
Since the true model of the current study (equation (6)) involves an in…nite number of parameters, candidate models cannot include the true model. However, it is still possible to derive the AIC using a general formula. 6 Assume that the error 5 A notable exception is Hurvich and Tsai (1991) , which considers a bias-corrected AIC for the autoregressive model of in…nite order. 6 The general formula assumes p T asymptotics, but it can straightforwardly be extended to the current case because the leads-and-lags coe¢ cient estimators for the nonstationary regressors have a mixture-normal distribution in the limit. The general formula is related to Takeuchi's (1976) information criterion. See Chapter 7, Section 2 of Burnham and Anderson (2002) for further details on this.
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terms of the candidate model (7) follow an iid normal distribution with mean 0 and variance 2 eK conditional on Z K , and denote the conditional log-likelihood function of the candidate model by l( K ; 2 eK ) = l( K ). Then, letting n = T K U K L 1, the general formula can be written as
where o = [
as shown in Appendix I and 2 o p ! 2 e as shown in Lemma A.2 in Appendix II, the AIC is de…ned by
Notably, this is the same as the usual AIC that assumes that candidate models include the true model. However, notice that the sample size n depends on the chosen model unlike in conventional regression models. Hurvich and Tsai's (1989) corrected AIC is also an estimator of the Kullback-Leibler information measure. First, it calculates the Kullback-Leibler information measure using unknown parameter values. Next, the unknown parameter values are replaced with the maximum likelihood estimators. These steps provide the corrected AIC.
Corrected Akaike information criterion
In our application, letting E F ( ) be an expectation operator using the true model (6) and assuming E F (e 2 t j Z 1 ) = 2 e where Z 1 denotes fz Kt g 1 t= 1 , the KullbackLeibler information measure using unknown parameter values is
Replacing K and 2 eK with corresponding maximum likelihood estimators, we obtain , respectively, under a normality assumption when T is large. Thus, using the mean values of the second and third terms in relation (10), we approximate f (^ K ;^ 2 eK ) by
This is the corrected AIC. Notice that this is exactly the same as the corrected AIC of Hurvich and Tsai (1989) , which assumes that candidate models include the true model. By contrast, Hurvich and Tsai's (1991) corrected AIC derived for the AR (1) model is di¤erent from that of the current work. 
Bayesian information criterion
The BIC of Akaike (1978) and Schwarz (1978) is an approximation to a transformation of the Bayesian posterior probability of a candidate model. Unlike the AIC, it does not require the probability density of the true model. Therefore, the true model of in…nite dimension as in this paper does not require any separate treatment and the usual formula,
can be used. Because we never use the true model in the leads-and-lags regression, consistency of the BIC cannot be an issue.
Simulation results
The ultimate purpose of the leads-and-lags regression is to estimate the long-run coe¢ cient precisely. This section investigates how model selection criteria of the previous section perform in relation to the estimation of the long-run coe¢ cient .
To this end, we consider the data generating process
where x t is a scalar unit root process with x 0 = 0. We set = 1 and = 1 throughout the simulations and set the sample size at 100 or 300. The error term
is generated from a VARMA(1,1) process: The parameters a ii and ii (i = 1, 2) are related to the strength of the serial correlation in w t , whereas 12 signi…es contemporaneous correlation. In the simulations, the parameters a ii and ii take values from {0, 0.4, 0.8} while 12 is equal to either 0:4 or 0.8. We consider two distributions for " t : a standard normal distribution and a log-normal distribution. Since AIC C is based on the assumption that the error terms are normally distributed, the nonnormal distribution of " t implies that the correction for the AIC C does not make much sense. In order to check the robustness of AIC C to nonnormal error terms, we try a log-normal distribution for the error terms. We also note that all the selection criteria depend on the maximum numbers of the leads and lags. We will use
for K U;max and K L;max in the simulations. All computations are carried out using the GAUSS matrix language with 10,000 replications.
Before reporting our simulation results, we note that the leads of x t = v t do not have to be included in the augmented regression model (7) when a 11 = 11 = 0. In this case, v t becomes equal to " 1t and
with L being the lag operator and " 2 1;t = " 2t 12 " 1t . Since the …rst term of (11) includes v t j = x t j only for j 0, while " 2 1;t is independent of v s = " 1s for all s and t, we can see that u t can be expressed as in equation (5) not required (i.e., a 11 = 11 = 0). Part II handles the case where either a 11 6 = 0 or 11 6 = 0 or both. Note that a di¤erent scale is used in each table depending on the sample size and the distribution of " t . For the purpose of comparison, we also select the leads and lags by the …xed rules K U = K L = 1, 2, 3, K 4 and K 12 . Although it is often the case that K U is conventionally set equal to K L in practice, we do not have to use the same numbers for the leads and lags. Especially, when a 11 = 11 = 0, we do not have to include the leads and then the selection rules without the restriction
We …rst summarize the simulation results regarding the bias.
(b-i) C p without the restriction of K U = K L tends to be most successful in reducing bias. Especially when there are high serial correlations in the data (see the last two columns in each table), C p shows much better performance than the other selection criteria and the …xed selection rules.
(b-ii) When a 11 = 11 = 0, the absolute value of the bias without the restriction
cases. This is well expected because the leads of x t are not required in this case for the augmented regression (7).
(b-iii) When a 11 = 11 = 0, the bias resulting from the use of C p is smallest whereas the BIC leads to the most biased estimates among the four selection criteria.
(b-iv) The AIC tends to perform slightly better than the AIC c , especially when a 11 = 11 = 0. But the di¤erences are marginal.
(b-v) There are a few cases where the model selection criteria with the restriction (b-vi) The …xed selection rules sometimes result in large biases. In most cases, they are dominated by one of the model selection criteria.
(b-vii) Overall, the bias with K max = K 12 tends to be smaller than that with
(b-viii) The log-normal distribution does not bring any noticeable changes in evaluating the selection rules. In particular, performance of the AIC c does not change much with the log-normal distribution.
(b-ix) As sample size grows, bias decreases as expected, but qualitative di¤erences are not observed with the increasing sample sizes in evaluating the selection rules.
Regarding to the MSE, the simulation results are summarized as follows.
(m-i) The BIC tends to perform best in almost all the cases, and the AIC c tends to follow. The MSE with C p tends to become largest in most cases. Overall, however, the di¤erences of the MSEs are relatively small among the four selection criteria.
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(m-ii) In most cases, the MSE without the restriction of K U = K L is smaller than that with K U = K L though there are exceptions, especially in Part II of the tables, but the di¤erences between the restricted and unrestricted cases are quite small.
(m-iii) The AIC c tends perform slightly better than the AIC.
(m-iv) In most cases, the …xed selection rules are dominated by one of the model selection criteria.
(m-v) Overall, the MSE with K max = K 12 tends to be larger than that with
(m-vi) The log-normal distribution does not bring any noticeable changes in evaluating the selection rules. In particular, performance of the AIC c does not change much with the log-normal distribution.
(m-vii) As sample size grows, MSE decreases as expected, but qualitative di¤erences are not observed with the increasing sample sizes in evaluating the selection rules.
We infer from the simulation results that the model selection criteria are successful in reducing bias and MSE relative the …xed selection rules. The BIC appears to be most successful in reducing MSE, and C p in reducing bias. We also observe that the selection rules without the restriction K L = K U have an advantage over those with K U = K L in most cases. For practitioners, therefore, we recommend using the selection rules of this paper without the restriction of K U = K L .
Conclusion and further remarks
We have derived Mallows' (1973) C p criterion, Akaike's (1973) AIC, Hurvich and Tsai's (1989) corrected AIC, and the BIC of Akaike (1978) and Schwarz (1978) for the leads-and-lags cointegrating regression. Our results justify using conventional formulas of those model selection criteria for the leads-and-lags cointegrating regression. These model selection criteria allow us to choose the numbers of leads and lags in scienti…c ways. Simulation results regarding the bias and mean squared error of the long-run coe¢ cient estimates are also reported. The model selection criteria are shown to be successful in reducing bias and mean squared error relative to the conventional, …xed selection rules. Among them, the BIC appears to be most successful in reducing MSE, and C p in reducing bias. We also observe that the selection rules without the restriction that the numbers of the leads and lags be the same have an advantage over those with it in most cases. The model selection criteria in this paper were derived for linear regression, but we note that they can also be used for the nonlinear leads-and-lags regression of Saikkonen and Choi (2004) .
The ultimate purpose of the model selection criteria for the leads-and-lags cointegrating regression is to estimate the long-run slope coe¢ cient e¢ ciently. Though it was shown through simulations that they improve on the …xed selection rules in terms of bias and mean squared error, a better rule that directly minimizes the mean squared error (or other e¢ ciency measures) of the long-run slope coe¢ cient estimate may exist. How this rule, if it exists, and the model selection criteria of this paper are related is a question one may be interested in investigating. Ignoring a constant, the Kullback-Leibler information measure is written as
we may write
Moreover, using
we …nd
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Appendix II: Proofs
The following lemma is required for the derivation of the corrected AIC in Subsection 3.
where l vv is the maximum eigenvalue of vv and the Cauchy-Schwarz inequality is used for the …rst inequality. Assumption (9) implies E V 2 t;K = o(T 1 ). Thus, 
where Lemma A1 of Saikkonen is used for the inequality. As shown in Saikkonen
Saikkonen (1991) does not consider an intercept term in his linear regression model, but extending his results to the model with an intercept term is straightforward.
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, which gives the stated result along with Assumption (8).
(
Thus, the stated result follows.
Proof:
+ 2 e and
by Lemma A.1 (i), we obtain the result.
Lemma A.3 Assume e t iid N (0; 2 e ).
when T is large.
Proof: (i) Since 
where m = p(K U + K L + 2) + 1. For the …rst term in relation (A.4), note …rst that Part II: a11 6 = 0 and/or 11 6 = 0 (bias 10, T = 100, "t: normal) Part II: a11 6 = 0 and/or 11 6 = 0 (bias 10 2 , T = 100, "t: log-normal) Part II: a11 6 = 0 and/or 11 6 = 0 (bias 10 3 , T = 300, "t: log-normal) Part II: a 11 6 = 0 and/or θ 11 6 = 0 (MSE×10, T = 100, ε t : normal) Part II: a 11 6 = 0 and/or θ 11 6 = 0 (MSE×10 3 , T = 100, ε t : log-normal) Part II: a 11 6 = 0 and/or θ 11 6 = 0 (MSE×10 2 , T = 300, ε t : normal) Part II: a 11 6 = 0 and/or θ 11 6 = 0 (MSE×10 5 , T = 300, ε t : log-normal) 
