A computationally efficient and robust methodology for transonic airfoil design is presented. The approach replaces the direct optimization of an accurate, but computationally expensive, high-fidelity airfoil model by an iterative re-optimization of a corrected low-fidelity model. The low-fidelity model is based on the same governing fluid flow equations as the high-fidelity one, but uses coarser discretization and relaxed convergence criteria. The shape-preserving response prediction technique is utilized to align the pressure distribution of the low-fidelity model with that of the high-fidelity model. Our method is applied to constrained airfoil lift maximization and drag minimization in twodimensional inviscid transonic flow. The optimized designs are obtained at substantially lower computational cost when compared to the direct high-fidelity model optimization. The savings are 85 to over 90 percent depending on the test case.
I. Introduction
he use of optimization methods in the design process, as a design support tool or for automated design, has now become commonplace. In aircraft design, the development of numerical optimization techniques started in the mid 1970's when Hicks and Henne 1 used gradient-based optimization methods coupled with computational fluid dynamic (CFD) codes to design airfoils and wings at both subsonic and transonic conditions. Substantial progress in gradient-based methods for aerodynamic design has been made since then. Jameson 2 introduced control theory and continuous adjoint methods to the optimal aerodynamic design for two-dimensional airfoils and three-dimensional wings. First using inviscid flow solvers 3, 4 and later using viscous flow solvers 5, 6 . The use of higher fidelity methods, coupled with optimization techniques, has led to improved design efficiency. However, simulation-driven aerodynamic design optimization involves numerous challenges. High-fidelity CFD simulations are computationally expensive. For a three-dimensional turbulent Reynolds-average Navier-Stokes (RANS) flow simulation with one million mesh points, the simulation time can take many days on a parallel computer. In the corresponding two-dimensional case, simulations on meshes with over one hundred thousand mesh points are not uncommon. A single simulation of this type on a typical desktop computer can take over one hour. Moreover, design optimization normally requires a large number of simulations. For example, in the case of a twodimensional airfoil shape optimization with three design variables, a gradient-based optimization method can require over one hundred function evaluations, and the optimization process could take over one week. Furthermore, aerodynamic optimization may involve a large number of design variables. Typically, an airfoil shape can be described accurately with, say, ten to fifteen design variables. An entire transport wing shape might require a few (say three to seven) airfoils at various spanwise locations, leading to at least thirty design variables, aside from the planform variables (e.g., span, sweep, twist). In addition to this, a typical airfoil and wing design may need to account for multiple operating conditions (e.g., take-off, cruise, landing), multiple objectives (e.g., minimum drag, minimum noise), uncertainty in the operating conditions and in the airfoil shape. Furthermore, the simulation results will include numerical noise and the objective functions can be numerically sensitive to the mesh resolution.
The above remarks indicate that high-fidelity CFD simulations are computationally far too expensive to be used in a direct, simulation-based design optimization, as shown in Fig. 1(a) , especially when using traditional, gradientbased techniques. Any further improvement to the overall efficiency of the design process can only be achieved by developing more efficient optimization methods, i.e., reducing as much as possible the number of required highfidelity CFD simulations, and/or using more powerful computing resources. 1 Associate Professor, School of Science and Engineering. 2 Assistant Professor, School of Science and Engineering, AIAA Senior Member. 12 . The low-fidelity models can be obtained using one of, or a combination of the following: simplified physics models (variable-fidelity physics models) 13 , the high-fidelity model with a coarser computational mesh discretization (variable-resolution models) 14 , relaxed convergence criteria (variable-accuracy models) 15 . These models are typically more expensive to evaluate than the function-approximation surrogates. On the other hand, less high-fidelity model data is needed to obtain a given accuracy level. In SBO with physics-based low-fidelity models, called multi-fidelity SBO, only a single high-fidelity model evaluation is typically required per algorithm iteration. Due to this the multi-fidelity SBO method is more scalable to larger numbers of design variables (assuming that no derivative information is required).
One of the popular SBO methods exploiting physics-based surrogates is space mapping (SM) 12 . SM surrogate is a composition of the low-fidelity model and simple, usually linear transformations that re-shape the model domain (input-like SM 12 )correct the model response (output-like SM 16 ) or change the overall model properties (implicit-like SM 16 ). SM is able to yield a satisfactory design after a few evaluations of the high-fidelity model, but its performance depends on the proper selection of the SM transformations and their parameters.
The Surrogate Management Framework (SMF) algorithm 17 is a mesh-based technique that uses the surrogate model as a predictive tool, while retaining the robust convergence properties of pattern search methods for a local grid search. Typically the surrogate model is constructed using kriging 9 . The surrogate is updated in each iteration using all accumulated high-fidelity data. Global convergence is ensured by the pattern search. Another generic SBO approach is the Approximation and Model Management Optimization (AMMO) 11, 13, 14 . AMMO is based on ensuring zero-and first-order consistency conditions between the high-fidelity model and the surrogate (i.e., agreement between the function values and first-order derivatives at the current iteration point) by using a suitable correction term. Unfortunately, AMMO requires high-fidelity model sensitivity. Therefore, it can be efficient if the derivatives can be computed cheaply, e.g., using adjoint methods.
Recently, a computationally efficient design optimization methodology for transonic airfoils was introduced that exploits a physics-based low-fidelity model (the transonic small-disturbance equation, TSDE) to construct a surrogate of a high-fidelity model based on the compressible Euler equations 18 . The low-fidelity model is corrected by aligning its airfoil surface pressure distribution with the corresponding distribution of the high-fidelity model. The alignment is carried out using a shape-preserving response prediction (SPRP) technique 19 . In this work, we enhance the optimization methodology in Ref. 18 by equipping it with the trust-region approach 20 and replacing the TSDE low-fidelity model by the Euler-equation-based one using coarse discretization and relaxed convergence criteria. This improves the generalization capability of the surrogate and, therefore, overall robustness of the optimization algorithm. In particular, we are able to handle various formulations of the shape optimization problem, including drag minimization as well as lift-to-drag maximization, which was not possible with the methods presented in Ref. 18 . The numerical demonstrations of our approach on transonic airfoil design show that rapid design improvement of airfoils can be achieved at a very low computational cost corresponding to a few evaluations of the high-fidelity model.
II. Variable-Resolution Modeling
The main focus of this work is to perform aerodynamic shape optimization in a computationally efficient way. The high-fidelity model (referred to as f) is computationally expensive, so it is desirable to reduce the number of evaluations of f as much as possible. The method presented here follows the general principles of SBO 7, 8 , where the optimization burden is shifted to the low-cost surrogate model (referred to as s), whereas the high-fidelity model is referenced occasionally for verification purposes and to obtain data necessary to update the surrogate, as shown in Fig. 1(b) .
A. High-Fidelity CFD Model
Transonic flow past airfoils is characterized by regions of locally subsonic (Mach < 0.8) and supersonic (Mach > 1.2) flow that occurs over a body which is moving at Mach numbers near unity. Assuming an inviscid, adiabatic flow with no body forces, the Euler equations are the most accurate description of the fluid flow. The Euler equations are a set of coupled, non-linear partial differential equations that represent the conservation of mass, momentum and energy, written in Cartesian coordinates as (Ref. 21) 
where U, E and F are vectors given by
, and
where ρ is air density, u and v are the velocity components in x and y direction, respectively, p is static pressure, and E t = ρ (e + V 2 /2) is the total energy per unit volume, e is the internal energy per unit mass, V 2 /2 is the kinetic energy per unit mass. These equations hold, in the absence of separation and other strong viscous effects, for any shape of the body, thick or thin, and at any angle of attack. However, these four scalar equations contain five unknowns, namely (ρ, p, e, u, v) . An equation of state is needed to close the system of equations. Assuming a perfect gas, the equation of state is
where R is the gas constant. In the current work, the flow is assumed to steady, so the first term of Eq. (1) vanishes. A numerical description of the airfoil shape is required for optimization, and there are several methods available in the literature, each with its own benefits and drawbacks. Widely used methods include the Hicks-Henne bump functions 1 , and the non-uniform rational B-splines (NURBS) 22 . Normally, these methods require between ten to thirty different parameters to describe the airfoil shape accurately. In this work, however, we use the airfoil shapes developed for aircraft wings by the National Advisory Committee for Aeronautics (NACA). The advantage of these methods is that only three parameters are required to describe the airfoil shape. The disadvantages are (1) that not all general airfoil shapes can be considered as the shapes are constricted to the NACA shapes, and (2) the airfoil shapes cannot be controlled locally. However, for the purposes of illustrating the optimization methodology, the NACA airfoil shapes are deemed adequate. In particular, we use the NACA four-digit airfoil parameterization method, where the airfoil shape is defined by only three parameters m (the maximum ordinate of the mean camberline as a fraction of chord), p (the chordwise position of the maximum ordinate) and t/c (the thickness-to-chord ratio). The airfoils are denoted by NACA mpxx, where xx is the thickness-tochord ratio, t/c. A detailed description of the NACA four-digit airfoil parameterization method can be found in Ref. 23 .
The computational meshes used in this study are all of structured curvilinear body-fitted C-topology and are generated using the computer code ICEM CFD 24 . The solution domain boundaries are placed at 24 chord lengths in front of the airfoil, 50 chord lengths behind it, and 25 chord lengths above and below it. An example computational mesh is shown in Fig. 2 . Further details of the mesh generation are given in Section II.B.
The numerical fluid flow simulations are performed using the computer code FLUENT 25 . Asymptotic convergence to a steady state solution is obtained for each case. The iterative convergence of each solution is examined by monitoring the overall residual, which is the sum (over all the cells in the computational domain) of the L 2 norm of all the governing equations solved in each cell. In addition to this, the lift and drag forces (defined here below) are monitored for convergence.
The aerodynamic forces are calculated by integrating the pressure distribution over the surface of the airfoil. The lift coefficient and the wave drag coefficient are calculated as (Ref . 21) α α cos sin
where C x and C z are the horizontal and normal force coefficients, respectively, and are calculated by integrating the pressure distribution counter-clockwise around the surface of the airfoil as
where ds is the panel length on the surface of the airfoil and θ is the angle the panel makes with the horizontal-axis, and is defined in Fig. 3 . 
B. Low-Fidelity CFD Model
In order for SBO to have an impact on the overall efficiency of the design process, the simulation time of the surrogate model needs to be substantially lower than that of the high-fidelity model. Here, we construct the lowfidelity CFD model by using the Euler equations (as described in Section II.A), but with a coarser computational mesh and relaxed convergence criteria.
We performed a parametric study on a computational mesh of a typical airfoil section by reducing the number of mesh points and reducing the number of required solver iterations. The NACA 2412 was selected for this study. The free-stream Mach number is taken to be M ∞ = 0.75 and the angle of attack is set to α = 1 deg. A fine mesh was developed for this case with a total of 320 points in the y-direction, 180 points on the airfoil surface and 160 points in the wake behind the airfoil, with a total of 106 thousand cells.
Initially the fine mesh is solved to full convergence to get the reference values. The solver needed 216 iterations to reach a converged solution based on the residuals, as shown in Fig. 4(a) . However, the lift and drag coefficient values have reached a converged value after approximately 50 iterations, as can be seen in Fig. 4(b) . Therefore, we set the number of iterations limit to 100 hundred iterations in the subsequent steps.
The reduction of mesh points is then performed in two steps. First, the number of mesh points in the y-direction and the number of mesh points behind the airfoil were halved in each step. Then, the number of mesh points on the airfoil surface was reduced incrementally. In each step the pressure distribution is plotted. This was done so the overall number mesh points could be reduced as much as possible, without reducing the mesh density on the airfoil surface, so that the shock could be resolved adequately.
The results of the first mesh reduction are shown in Fig. 5(a) . In the first four steps the number of cells is reduced from 106 thousand to 8295, but the pressure distribution does not change significantly, aside in the region of the shock, where the shock has strengthened and moved aft by less than 2.5% of the chord length. This has, however, led to a significant increase in the estimation of the drag coefficient (+23.7%), as can be seen in Fig. 6(a) , and a modest increase in the lift coefficient (+2.7%). The evaluation time has been reduced from 470 s to 40 s. In the last step the number of mesh points in the y-direction is reduced to only 12 and the total number of cells is 3750. Now there is a large change in the shock strength and location, but the pressure distribution is also altered in the front part the airfoil, leading to a large increase in the drag coefficient and a reduction in the lift coefficient.
We decided to use the fourth mesh for the second mesh reduction. The results are shown in Fig. 5(b) . The number of mesh points on the airfoil surface was reduced by 50 in the first two steps (meshes 6 and 7) and then by 20 (mesh 8). It is clear, as the mesh gets coarser on the airfoil surface, the shock is smeared over a larger area and the estimated shock strength is reduced. As can be seen from Fig. 6(a) , both the drag and lift coefficients are reduced in this process. The overall evaluation time is reduced to about 34 s in the last step.
We selected the second last mesh (number 7) to be used to construct the low-fidelity model. The mesh has 48 points in the y-direction, 115 points on the airfoil surface, and 20 points in the wake behind the airfoil, with a total of 8295 thousand cells. The reason for selecting this particular mesh is that the difference in evaluation time is insignificant between the last two meshes (7 and 8), but the difference in the shock is quite significant. It will also be easier to correct the low-fidelity model if the difference between it and the high-fidelity model is smaller. For the airfoil considered in this parametric study, the overall evaluation time for the low-fidelity model using the above mentioned mesh, and an iteration limit of 100, is about 35 s, which is approximately 13.5 times faster than the high-fidelity model using the fine mesh and traditional convergence criteria. The criteria used in this work for the high-fidelity model is a maximum residual of 10 -6 , or a maximum number of iterations of 1000. The overall evaluation time of the high-fidelity model in this parametric study is 471 s with a total of 216 iterations. In many cases the solver does not fully converge with respect to the residuals and goes on up to 1000 iterations. Then the overall evaluation time goes up to 2500 s, and the low-fidelity model is approximately 73 times faster. Note that the evaluation times reported here includes the time required for connecting to twice to the license server, once for the grid generator, ICEM CFD 24 , and once for the flow solver, FLUENT
25
.
III. Surrogate Modeling
The low-fidelity model has to be corrected in order to become a reliable representation of the high-fidelity one. The problem is that the figures of interest in an aerodynamic analysis (lift coefficient, drag coefficient, pitchingmoment coefficient, cross-sectional area, etc.) are scalars, which results in non-uniqueness of any alignment procedure that could be applied in order to match the low-fidelity model with the high-fidelity one at any given design. Here, the model alignment is performed using intermediate simulation results, more specifically, the pressure distribution, whose dimensionality can be made as large as necessary by selecting sufficient number of control points along the airfoil chord. As the objectives and constraints are uniquely determined by the pressure distribution (for an inviscid flow analysis), alignment of corresponding distributions for the low-and high-fidelity models will results in (unique) alignment of the figures of interest.
Here, we adopt a shape-preserving response correction (SPRP) methodology introduced in Ref. 19 in the context of microwave engineering. SPRP is easy to implement, unlike space mapping it does not need any auxiliary transformations or extractable parameters 19 . Also, it does not require high-fidelity model derivative information. As mentioned before, the surrogate model is constructed based on the pressure distribution rather than directly on the figures of interest such as the lift coefficient or the wave drag coefficient. The reason is that these figures are not uniquely determined by the design variable vector x. The pressure distribution, on the other hand, is uniquely determined by x, and uniquely determines the lift and drag at the same time. The pressure distribution for the highand low-fidelity models will be denoted as C p.f and C p.c , respectively.
The surrogate model is constructed assuming that the change of C p.f due to the adjustment of the design variables x can be predicted using the actual changes of C p.c . The change of C p.c is described by the translation vectors corresponding to certain (finite) number of its characteristic points. These translation vectors are subsequently used to predict the change of C p.f , whereas the actual C p.f at the current design, C p.f (x (i) ), is treated as a reference. (i) will denote a current design (at the ith iteration of the optimization algorithm; the initial design will be denoted as x (0) accordingly). Circles denote characteristic points of C p.c (x (i) ), here, representing, among others, x/c equal to 0 and 1 (leading and trailing airfoil edges, respectively), the maxima of C p.c for the lower and upper airfoil surfaces, as well as the local minimum of C p.c for the upper surface. The last two points are useful to locate the pressure shock. Squares denote corresponding characteristic points for C p.c (x), while small line segments represent the translation vectors that determine the "shift" of the characteristic points of C p.c when changing the design variables from x (i) to x. In order to obtain a reliable prediction, the number of characteristic points has to be larger than illustrated in Figure 7 (a). Additional points are inserted in between initial points either uniformly with respect to x/c (for those parts of the pressure distribution that are almost flat) or based on the relative pressure value with respect to corresponding initial points (for those parts of the pressure distribution that are "steep"). Figure 7(b) shows the full set of characteristic points (initial points are distinguished using larger markers).
The pressure distribution of the high-fidelity model at the given design, here, x, can be predicted using the translation vectors applied to the corresponding characteristic points of the pressure distribution of the high-fidelity model at x (i) , C p.f (x (i) ). This is illustrated in Figure 8 (a) where only initial characteristic points and translation vectors are shown for clarity. Figure 8(b) shows the predicted pressure distribution of the high-fidelity model at x as well as the actual C p.f (x). The agreement between both curves is very good. 
where ) as all translation vectors are zero at x = x (i) .
Our prediction method assumes that the high-and low-fidelity model pressure distributions have corresponding sets of characteristic points. This is usually the case for the practical ranges of design variables because the overall shape of the distributions is similar for both models. In case of a lack of correspondence, original definitions of characteristic points are replaced by their closest counterparts. The typical example would be non-existence of the local minimum of the pressure distribution for the upper surface for the high-and/or low-fidelity model at certain designs. In this case, the original point (local minimum) is replaced by the points characterized by the largest curvature.
IV. Optimization Methodology

A. Problem Formulation
In general, aerodynamic shape optimization can be formulated as a nonlinear minimization problem. For a given set of operating conditions
where f(x) is the objective function, x is the design variable vector, g j (x) are the design constraints, and l and u are the lower and upper bounds, respectively. The detailed formulation then depends on the particular design scenario. In this work, we consider three different formulations, namely, lift maximization, drag minimization, and lift-to-drag ratio maximization. For example, in case of lift maximization, the formulation is as follows: for a given operating condition of Mach number M ∞ and an angle of attack α, minimize the negative section lift coefficient, f(x) = -C l (x), subject to constraints on the section drag coefficient, g 1 (x) = C dw (x) -C dw desired ≤ 0, and the cross-sectional area,
Due to unavoidable misalignment between the pressure distributions of the high-fidelity model and its SPRP surrogate, it is not convenient to use a drag constraint directly, because the design that is feasible for the surrogate model, may not be feasible for the high-fidelity model. In particular, the design obtained as a result of optimizing the surrogate model C p.s
, will be feasible for C p.s
. However, if x (i+1) is not feasible for the high-fidelity model, it will not be feasible for C p.s (i+1) because we have C p.s
) by the definition of the surrogate model. In order to alleviate this problem, we shall use the penalty function approach to handle the drag constraint.
More specifically, the objective function is defined as
where ∆C dw.s = 0 if C dw.s ≤ C dw.s.max and ∆C dw.s = C dw.s -C dw.s.max otherwise, and ∆A = 0 if A ≥ A min and ∆A = A -A min otherwise. In our numerical experiments we use β = γ = 1000. Here the pressure distribution for the surrogate model is C p = C p.s , and for the high-fidelity model C p = C p.f . Also, C l.s and C dw.s denote the lift and wave drag coefficients (both being functions of the pressure distribution).
B. Optimization Algorithm
Our optimization algorithm exploits the SPRP-based surrogate model and a trust-region convergence safeguard 20 . It can be summarized as follows:
1. Set i = 0; Select λ (initial trust region radius); Evaluate C p.f (x (0) ); 2. Set up SPRP model; 3. Obtain
; Otherwise
6. Update λ;
7. Set i = i + 1; 8. If termination condition is not satisfied, go to 2. The SPRP surrogate model is updated before each iteration of the optimization algorithm using the high-fidelity model data at the design obtained in the previous iteration. The trust-region parameter λ is updated after each iteration, i.e., decreased if the new design was rejected or the improvement of the high-fidelity model objective function was too small compared to the prediction given by the SPRP surrogate, or increased otherwise. We use classical updating rules (see, e.g., Ref. 20, 26) . The algorithm is terminated if ||x (i+1) -x (i) || < 0.001 or λ < 0.001.
V. Verification Examples
The proposed optimization method is applied to airfoil shape optimization of several cases involving both lift maximization and drag minimization. Results of three lift maximization cases are presented in Table 1 . In each case the lift coefficient is maximized, while keeping the wave drag coefficient below a desired value, and the cross-sectional area above a minimum value. Both the direct method and the method proposed in this work are able to meet these design goals, within the given constraint bands, for all the cases. To meet the design goals, the optimizer does three fundamental shape changes: (1) the maximum ordinate of the mean camber line (m) is reduced or kept constant, (2) the location of the maximum ordinate of the mean camber line (p) is moved aft, thus increasing the trailing-edge camber, and (3) the thickness (t) is reduced. Shape changes (1) and (3) reduce the shock strength and, thus, reduce the wave drag coefficient. The associated change in the pressure distribution reduces the lift coefficient. However, shape change (2) improves (or recovers a part of) the lift by opening up the pressure distribution behind the shock. These effects are clearly demonstrated for case 2 in the pressure distribution plot in Fig. 9(a) , the airfoil shape plots in Fig. 9(b) , and the Mach contour plots in Figs. 10(a) and 10(b) .
Results of two drag minimization cases are presented in Table 2 . There the wave drag coefficient is minimized, while keeping the lift coefficient above a desired value, and the cross-sectional area above a minimum value. As in the previous cases, both the direct method and the proposed method are able to meet the design goals. In case 4 the initial airfoil shape is symmetric and the lift coefficient is close to essentially zero. The lift coefficient is increased to the specified value by increasing the camber (increasing m) and moving the location of maximum camber aft (increasing p). # Design obtained through direct optimization of the high-fidelity model using the grid-search algorithm 27 . $ Design obtained using the algorithm proposed in Section IV; surrogate model optimization performed using the grid-search algorithm 27 . * The total optimization cost is expressed in terms of the equivalent number of high-fidelity model evaluations. The ratio of the high-fidelity model evaluation time to the corrected low-fidelity model evaluation time varies between 13.5 to 73 depending on the design. For the sake of simplicity we use a fixed value of 50 here.
This opens up the pressure distribution over the entire airfoil surface as can be seen in Fig. 9(c) . Due to these shape changes, the flow accelerates into the shock, Figs. 10(c) and 10(d), and thus forms a strong shock on the upper surface, and leading to an increase in the wave drag coefficient. However, the thickness (t) is reduced to reduce the wave drag coefficient, and this makes the cross-sectional area constraint active. In case 5 the initial airfoil has a lift coefficient close to the desired value. The optimizer moves the location of maximum camber (p) aft to satisfy the lift constraint, and at the same time, reduces the maximum camber (m) and thickness (t) to reduce the wave drag coefficient. # Design obtained through direct optimization of the high-fidelity model using the grid-search algorithm 27 . $ Design obtained using the algorithm proposed in Section IV; surrogate model optimization performed using the grid-search algorithm 27 . * The total optimization cost is expressed in terms of the equivalent number of high-fidelity model evaluations. The ratio of the high-fidelity model evaluation time to the corrected low-fidelity model evaluation time varies between 13.5 to 73 depending on the design. For the sake of simplicity we use a fixed value of 50 here. It should be noticed that solving the airfoil shape optimization problem for minimizing the wave drag was not possible for the method reported in Ref. 18 . Although that technique was also based on shape-preserving response prediction, it exploited the physics-based low-fidelity model (the transonic small-disturbance equation, TSDE). It turns out that TSDE-based surrogate does not give a reliable prediction of the drag coefficient, particularly for small (local) changes of the design variables. The Euler-equation-based low-fidelity model exploited in this work exhibits much more consistent behavior, i.e., the changes of the pressure distribution (and, consequently, the figures of interest such as lift and drag) of the low-fidelity model closely follows that of the high-fidelity one.
The proposed method requires, for the design cases considered here, between 4 to 11 high-fidelity model evaluations and 120 to 330 low-fidelity model evaluations. As discussed in Section II.B, the ratio of the low-fidelity model evaluation time to the high-fidelity model evaluation time is between 13.5 and 73, depending on whether the flow solver converges to the residual limit of 10 -6 , or the maximum iteration limit of 1000. We express the total optimization cost of the proposed method in the equivalent number of high-fidelity model evaluations. For the sake of simplicity, we use a fixed value of 50 as the high-to low-fidelity model evaluation time ratio. The results show that the total optimization cost of the proposed method is between 7 to 18 equivalent high-fidelity model evaluations. The direct optimization method requires 110 to 147 high-fidelity model evaluations.
VI. Conclusions
We have presented a variable-resolution design optimization algorithm for transonic airfoils. The algorithm uses a computationally cheap low-fidelity model to construct a surrogate of an accurate but CPU-intensive high-fidelity model. The low-fidelity model is based on same governing equations as the high-fidelity model, but exploits coarser discretization and relaxed convergence criteria. The low-fidelity model is corrected by aligning the airfoil surface pressure distribution with the corresponding distribution of the high-fidelity model by means of the shape-preserving response correction prediction technique. This ensures a good generalization capability of the surrogate model with respect to both objectives and constraints. The algorithm performance is enhanced by embedding it in the trust region framework. Our approach is simple to implement. Its robustness is demonstrated through several test cases with optimized designs obtained at the computational cost corresponding to of a few high-fidelity model evaluations.
