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1.Introduction
One of the first projects to simulate state-level opinions using national data was undertaken by Pool, Abelson, and Popkin (1965) . When the three MIT scholars began their work, computer simulation was only about twenty years old. Weber, Hopkins, Mezey, and Munger (1972-1973) undertook a similar project. Their paper took issue with research that emphasized socio-economic variables as determinates of policy output in the American states. They attribute those results to invalid measures of state opinion and instead proposed to estimate state level opinion in much the same way as Pool et al.
But considering a wider range of models and settling on a method including 960 categories of voter types, they were able to estimate and report state-level opinions on favorability toward the 1 Pool et al. received the support of the Democratic Party and the Kennedy campaign to employ computer simulation for the purposes of bolstering their electoral odds. Highlighting the controversy surrounding the project, Theodore Sorenson would insist that no information from the simulations was used to craft Kennedy's campaign message (Sorenson 1965) . 2 The project was also the basis for a satirical novel by Eugene Burdick titled The 480.
death penalty and toward teacher unionization. They note, "The voter-type approach to creating synthetic electorates could also be employed to calculate such electorates for congressional districts, metropolitan areas, counties or cities" (Weber et al., 565) . In a follow-up article, Weber
and Shaffer (1972) tested for congruence between state-level opinions and state-policy outputs.
They found opinion to be a more important determinant of policy than other factors.
Erikson (1976) provided further evidence in support of these conclusions. He cleverly used forgotten large sample opinion data from the 1930's and showed that state policy reflected the opinions of their populace for capital punishment, child labor and female juror laws. Wright, Erikson, and McIver (1987) and Erikson, Wright, and McIver (1993) extended this analysis to generate state-level measures of partisanship and ideology and tested for representation across policy outcomes that fall on the left/right continuum. Their study was in part prompted by the deficiencies they found in Weber et al. (1972 Weber et al. ( -1973 and Weber and Shaffer (1972 
Regression Modeling in the Context of Poststratification
One can set up a logistic regression model for the probability j π of a "yes" for respondent in category j:
where X is a matrix of indicator variables (such as age, education, gender and sex), and X j is the j-th row of X. If a uniform prior distribution on β is assumed, then Bayesian inference (for different choices of X) under this model corresponds closely to various classical weighting schemes (Gelman and Little 1997).
Multilevel Logistic Regression Model 8
The multilevel model allows for partial pooling across the cells by modeling exchangeable batches of coefficients. The model then can be written in the standard form of a multilevel logistic regression as:
We write the vectorβ as ( α , 
This essentially noninformative prior distribution allows each m σ to be estimated from the data.
This can be contrasted to two extremes that correspond to classical analyses. Setting m σ to 0 corresponds to excluding a set of variables, i.e., complete pooling; setting m σ to ∞ corresponds to a noninformative prior distribution on the km γ parameters, i.e., no pooling.
Estimates Under the Model
To obtain the quantities of interest, the following strategy was used:
1. Perform Bayesian inference for the regression coefficients, β , and the hyperparameters, m σ , given the data y. where y i = 1 is assigned to supporters of Bush, y i = 0 to supporters of Dukakis, and NA for respondents who expressed "other" or were missing (we follow the standard practice and count respondents who "lean" toward one of the candidates as full supporters). 10 Predictor variables include sex, ethnicity, age and education (respondents were excluded if sex, ethnicity, age, or education were missing).
Even though no data were included from Hawaii and Alaska, they are included in the model.
11
Also, it is common practice to exclude Washington, D.C. because (i) its voting preferences are so different from the other states that a model that fit the 50 states would not fit D.C. and (ii) it would unduly influence the results for the other states. However, D.C. is included, and in order to mitigate against such problems, D.C. is given its own region code.
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9 ICPSR numbers 9152, 9153, 9154, 9155, 9156, 9157, 9158. 10 There are 1,978 respondents who expressed "other" or were missing. WinBUGS, when encountering missing data on a outcome variable in a regression-type setting, will make multiple imputations. See Jackman (2000) for a more detailed explanation of how WinBUGS handles missing data on the outcome variable. 11 WinBUGS will estimate 'phantom parameter' for these two states. It will treat them as nuisance parameters or missing data in the Bayesian sense. For the third subset of the data, and similar to 1988, y i = 1 is assigned to supporters of Bush and y i = 0 to supporters of Clinton, and NA for respondents who were missing. 12 Again, respondents were excluded if sex, ethnicity, age, or education were missing. Even though no data were included from Hawaii and Alaska, they are again included in the model, and D.C. is again given its own region code. In order to poststratify on all the variables listed above, along with the state, we need the joint population distribution of the demographic variables within each state: that is, population totals N j for each of the 2 x 2 x 4 x 4 x 51 cells of 'sex x ethnicity x age x education x state.' As an approximation to that distribution the Census of Population and Housing, 1990 is used:
National Census Data
Subject Tape File (SSTF) 6, Education in the United States. SSTF 6 contains the joint population distribution of the demographic variables within each state weighted to represent the total population. SSTF 6 contains sample data weighted to represent the total population. In addition, the file contains 100-percent counts and unweighted sample counts for total persons and total housing units. 13 It would be slightly preferable to adjust these for home-state and home-region effects..
Results
The method can be applied for any yes/no survey response. We use presidential choice because it can be compared with the actual election outcomes. 14 For 1988, we compare the multilevel model with three other models: CBS/NY Times, no pooling, and complete pooling. Surveys organizations assign weights to each respondent as the inverse of the probability of selection, modified by a series of ratio estimates. The first stage estimate is essentially a noninterview adjustment within geographic region. For each region, an adjustment is made to approximate the number of adults in that region. In the next stage, ethnicity by sex is the ratio estimate characteristics, and the final stage is age by education. On occasion, because of a small number of sample cases in some cells at the final stage, some educational groups are collapsed within age categories. To obtain state-level estimates we perform weighted averages within each state, using the weights provided by the survey organization.
The "no pooling model" estimates use demographic variables and also indicators for the states, regions, with no multilevel framework. Table 2 gives the mean national popular vote and mean absolute error of the states. At the national level, the five methods offer very similar results. The actual result was 53.9% support for Bush, the four models produced results that ranged from 54.8% to 58.2%. The real efficiency gained from the model-based estimates occurs in estimating individual states. The reduction in the mean absolute error of the states from 5.4% (CBS/NYT) to 3.7% (Multilevel I) can be attributable to the poststratification and multilevel modeling. Furthermore, Table 3 shows that the uncertainty (average width of the 50% interval) from Multilevel I is relatively small and with slightly less than 24 of the 51 states estimates falling inside the 50% intervals.
[Insert Table 2 Here] Table 3 presents the same estimates as Table 2 , but includes states with sample sizes less than 100. Table 3 clearly illustrates the gain from the multilevel models for small population estimation. Again, at the national level, the five models offer similar results (for states with sample size less than 100, the mean national popular vote was 53.9% and the five models produced estimates ranging from 50.7% to 58.7%). However, the reduction in the mean absolute [Insert Table 3 Here] Table 4 indicate, the multilevel model reduces variance, and thus estimation error, especially for states with sample sizes less than 100.
[Insert Figure 1 Here] For example, in Nevada (N=32), 59% supported Bush in the 1988 election, CBS/NY Times estimated 51% while the multilevel model estimated 59%; Vermont (N=12), 51% supported Bush, CBS/NY Times estimated 80% while the multilevel model estimated 55%. Table 4 gives the mean national popular support vote and the mean absolute error of the states. At the national level, the actual result was 46.5% support for Bush, while the weighted survey estimated 43.3% and the multilevel model 45.5%. As mentioned previously, the efficiency gained from the model occurs in estimating individual states. The reduction in the mean absolute error of the states falls from 7.9% for the weighted survey to 4.9% for the multilevel model. The average width of the 50% interval from the multilevel is 0.036 with 51
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states (including D.C.) falling inside the interval.
[Insert Table 4 Here] under Reagan, it was no more conservative than before. For example, the lead of conservative identifiers over liberals was virtually the same during Reagan's second term as during the Carter presidency!" (Erikson et al., 1993, 30) .
[Insert Table 6 Here] 
Conclusion
In the past twenty years, both historical and institutional scholars have pushed the discipline to reconnect the study of institutions and policymaking (and policy outcomes) to address the broader questions raised by democratic theory. 1978; Page, et al. 1984; Bartels 1991 Bartels , 2002 Erikson et al. 1993; Stimson, MacKuen and Erikson 1995) . However, these previous works were limited by the small sample size, either at the state or congressional district level. The method presented here does not completely solve the problem, but it does allow the researcher to potentially produce more reliable estimates of constituency preferences than previous methods. 
Tables
