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Abstract
A graph is integral if the spectrum (of its adjacency matrix) consists entirely of integers. In this paper we give a partial
answer to the question posed in the title.
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1. Introduction
Let G=(V; E) be a graph of order n= |V | and size m= |E|. The spectrum of A(G), the adjacency matrix of G, is also
called the spectrum of G, and denoted by Sp(G). We assume that the eigenvalues of G are given in non-increasing order
1(G)¿ 2(G)¿ · · ·¿ n(G):
Recall 1(G)¿2(G) if G is connected. 1(G) is called the index of G. For a given ∈ Sp(G), m(;G) denotes its
multiplicity. Mk(G)=
∑n
i=1 i(G)
k (k¿ 0) is the spectral moment of the kth order (cf. [4,5]). If G is connected, then the
distance partition of its vertex set with respect to a Dxed vertex (say r—the root of the partition), is deDned as follows:
V =
⋃
i¿0
Vi(r);
where Vi(r), the ith layer, are the vertices at distance i from r; ni(r)= |Vi(r)|, while mi(r) is the number of edges incident
to the vertices of the ith layer.
If u; v∈V , then d(u; v) denotes their distance; ecc(v;G) = maxu{d(u; v)} is the eccentricity of v and diam(G) =
maxv {ecc(v;G)} is the diameter of G. Additionally, deg(v) denotes the degree of v and i the number of vertices of
degree i. For other terminology see [7].
A graph is called integral if all its eigenvalues are integers. First observations on integral graphs were made by Harary
and Schwenk [8]. There are many results for some particular classes of integral graphs. In our previous papers (cf. [2,3])
we have studied the class of non-regular bipartite integral graphs with maximum degree four. In what follows, if not told
otherwise, all graphs considered are connected and belong to this class. Their spectrum is of the form
3; 2a; 1b; 0c; −1b; −2a; −3 (1)
with a, b, c standing for the multiplicities of the corresponding eigenvalues.
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Fig. 1. Graphs from S′ up to 16 vertices.
In [3] the case a = 0 was settled. Here we consider the case b = 0. These two particular cases, based on exclusions
of some numbers from the spectrum, gain some interest according to [2] (cf. Proposition 2.4). In addition to this fact,
the purpose of this paper is to give some directions on how to study our general problem (which still seems to be too
diLcult).
Let S be the set of all non-regular bipartite integral graphs with maximum degree four, and let S′ ⊂ S be the set of
these graphs not having ±1 in their spectra (with K1;4 excluded).
It is known in the spectral graph theory (cf. [4]) that for any graph G
M2(G) = 2m (2)
and that for any bipartite graph
M4(G) = 2m+ 4f + 8q (3)
with f being the number of (not necessarily induced) subgraphs isomorphic to P3 (paths of order 3), and q being the
number of subgraphs isomorphic to C4 (cycles of order 4). Next, the diameter of any connected graph G is bounded by
the number of distinct eigenvalues (cf. [4]), i.e. we have
diam(G)6 |Sp(G)| − 1: (4)
Thus, for G ∈S diam(G)6 6, while for G ∈S′
diam(G)6 4: (5)
Remark. It can be shown that 0∈ Sp(G) for G ∈S′. Namely, if 0 
∈ Sp(G), then the colour classes of G must be of
the same cardinality (see [4], p. 233), and since G has at least one vertex of degree two (and diameter at most three by
(4)), the number of vertices in each colour class is at most seven—now the claim follows from [2] (see also Fig. 1). So
the bound from (5) cannot be improved by making use of (4).
Since G ∈S′ is bipartite, the following proposition directly follows from (5):
(A) Any two vertices of G ∈S′, belonging to di:erent colour classes, are at distance either one (if adjacent) or three
(if non-adjacent).
Some special situations based on (A) will be given later. The next property of any graph G ∈S′ is related to (G), the
minimum vertex degree. As proved in [3]
(G) = 2: (6)
Remark. It was proved in [3] that if G ∈S then G is neither a tree, nor a unicyclic graph. Making use of a (sharp)
bound on the index given in [9] (which is expressed in terms of n, m and (=(G))), we can show that m− n+ 1¿ 3
if = 2. Thus, if G ∈S′, it is neither a bicyclic graph (see also the remark below Lemma 3.1).
2. Some further properties of graphs from S′
Note Drst that, for any graph G ∈S′,
m= 4a+ 9 (7)
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holds, where m is the size of G and a the multiplicity of the eigenvalue ±2. This can be obtained from formulas (1) and
(2). Thus, in particular, m is odd. Moreover, since G is bipartite, there exists in G an odd number of vertices of degree
three belonging to a Dxed colour class; hence, the number of vertices of degree three (in G) is greater than or equal to
two, i.e. 3¿ 2.
In [2] all elements of S of order n6 16, S1; : : : ; S20, have been determined. Two of them, S9 and S17, belong to S′
(see Fig. 1).
We Drst prove that, in contrast to graphs from S, the graphs from S′ have a higher degree of connectedness.
Proposition 2.1. If G ∈S′ then G is 2-connected.
Proof. Assume the contrary, and let v be a cut vertex of G. If ecc(v;G)¿ 3, there is a component of G− v containing a
vertex, say u, such that d(u; v)= 3. Hence, all the vertices in the other components (of G− v) are adjacent to v (by (5)).
Since G is bipartite, their degrees are one, a contradiction (by (6)). So ecc(v;G)6 2. By considering a distance partition
with respect to v, the latter implies that G has less than 17 vertices (precisely, the bound of 17 is attained, but it holds
only for trees; on the other hand, as already noted, G is not a tree). So G is one of the graphs S9 or S17, and for both
of them the statement holds.
The spectrum of any vertex deleted subgraph of each graph from S′ whose order is greater than 16 is described by
the next lemma.
Lemma 2.2. Let G ∈S′ be a graph having at least 17 vertices. Assume that its spectrum is given by (1). Then, for
any v∈V , the spectrum of G − v reads:
x; 2a−1; y; 0c−1; −y; −2a−1; −x;
where x∈ (2; 3) and y∈ (0; 2).
Proof. First recall that the index of any connected graph decreases with the removal of an arbitrary vertex. By the
interlacing theorem (see [4], p. 19), we get that x, the index of G − v, belongs to [2; 3). If x = 2, then (again by the
interlacing theorem) m(2;G−v) 
= m(2;G)−1, and hence |P2ev|=0. Here P is a projection matrix of A(G) corresponding
to the eigenvalue = 2 in its spectral decomposition (cf. [5], p. 3); ev is a vector from the standard basis corresponding
to vertex v. In this situation (cf. [6]) ecc(v;G)6 2 (since the number of non-zero terms of the form |Pev| (∈ Sp(G)) is
at most three). So, by considering a distance partition with respect to v as a root, we easily get that n6 17, with equality
if and only if G is a tree. Since G is not a tree (as already noted), x∈ (2; 3), and consequently, the multiplicity of ±2
in G − v is a− 1. Assume next, that there is no y, the eigenvalue of G − v, such that y∈ (0; 2). Then, by (2), we have
m(G) = 4a+ 9; m(G − v) = 4(a− 1) + x2:
Therefore, deg(v) = 13− x2, i.e. x¿ 3, a contradiction.
We now use spectral moments to get some forbidden structural details. Let fv and qv denote the number of subgraphs
of some graph containing vertex v, and isomorphic to P3 and C4, respectively.
Proposition 2.3. If G ∈S′ is a graph having at least 17 vertices and v∈V then:
1. if deg(v) = 2 then fv + 2qv¿ 6;
2. if deg(v) = 3 then fv + 2qv¿ 7.
Proof. Consider the spectral moments M2 and M4 for graphs G and G− v. If the spectral moments of the same order of
these graphs are subtracted (see (1)–(3) and Lemma 2.2), then after routine calculations we get
1(G − v) =
√
13− dv +
√
25 + 24dv − d2v − 4fv − 8qv
2
;
where dv =deg(v). Now, since 1(G− v)¡ 3, we immediately get parts 1 and 2, in addition to (G) = 2 (note, if dv =1
then 1(G − v)¿ 3; see also (6)).
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Fig. 2. Smith graphs (orders are in brackets).
Applying (A) we obtain:
(A′) There exists a path of length three from each vertex of the >rst layer to any vertex of the fourth layer.
Following [2], let G6i(r) (G¿i(r)) be the subgraph of G induced by the vertices from
⋃
j6i Vj(r) (resp.
⋃
j¿i Vj(r)),
r being the root (of the corresponding distance partition).
Proposition 2.4. Let G ∈S′, and let u be a vertex of degree two such that fu6 5. Then (fu; qu)∈{(4; 1); (5; 1); (5; 2)}.
In addition, the following holds:
1. if (fu; qu) = (4; 1), then n6 16;
2. if (fu; qu) = (5; 1), then n6 23 (or, n6 20 depending on G62(u));
3. if (fu; qu) = (5; 2), then n6 15.
Proof. If fu6 3, then qu6 1, and thus fu+2qu6 5, a contradiction (by Proposition 2.3, part 1). If qu¿ 3, then fu¿ 7,
contrary to assumptions. Since (fu; qu) cannot be equal to (4; 2), the Drst statement of this proposition follows. To prove
the rest, consider the distance partition with u as the root. Then n0 = 1 and n1 = 2. Next, let V1(u) = {v; w}, with
deg(v)6 deg(w).
Case 1: Now n2 = 2 and n36 5. Next n46 6 (by applying (A′) on v). Namely, at most six vertices at the fourth layer
are reachable from v by paths of length three. So n6 16.
Case 2: We distinguish two situations depending on G62(v), i.e. depending on the degrees of v and w. In both situations
n2 = 3 and n36 8. So consider:
(i) deg(v) = deg(w) = 3: Assume Drst that n36 7. By counting the edges between the third and the fourth layer, we
get 2n46 3n3. Therefore, n46 10, and consequently n6 23. So assume n3 = 8. If n46 9, we are done (n6 23). On
the other hand, n46 11 (since 2n4 + 16 3n3(6 24); now 1 is added since at least one vertex from the fourth layer has
degree three, cf. (7). Thus, assume 106 n46 11, and consequently 246 n6 25. We next have: m(=m1 +m3)6 38, and
m(=m0 +m2 +m4)¿ 34. Therefore, since m=4a+9 for some a, we get m=37. Since the average vertex degree of G is
less than three (see also Proposition 3.2, part 1), we get n¿ 25, and thus n=25. But then (4; 3; 2)= (10; 4; 11) (recall,
i being the number of vertices of degree i in G). Now the contradiction follows from the inequality of Hofmeister. It
states that the quadratic mean of the vertex degrees is not less than the index of a graph; see [4], p. 381 (third edition)
—see also Proposition 3.2. Thus, we have n6 23.
(ii) deg(v) = 2 and deg(w) = 4: Then n46 6 (by (A′)—see also Case 1). Therefore n6 20.
Case 3: Now n2 = 2 and n36 4. Next n46 6 (by (A′), as above). So n6 15.
We now invoke some results from [2]. Let R be the set of vertices of G of degree four. For any r ∈R consider the
distance partition of G with respect to r (as its root). Let GA =G62(r) (GB =G¿3(r)) be the upper (resp. lower) part of
G. Recall also that each component of GB is either a Smith graph (i.e. a graph whose index is two), or a proper subgraph
of some Smith graph (i.e. a graph whose index is less than two); see Fig. 2 (cf. [4, p. 79]).
Remark. If G ∈S′, then the following Smith graphs can be considered as components in GB: T1(n) for n even (since G
is bipartite), T2(n) for n odd (since the vertices of degree one must be at the third layer), T4(8) and T5(7). Notice, T3(9)
is not allowed (the reason is the same as with T2(n) for n even; see above); in addition, it can be shown that T6(5) is
not allowed, but the proof is too long (further on we shall not use this fact).
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Some relevant parameters of G in view of (GA; GB) are
k(r)—the cardinality of the second layer;
s(r)—the number of components of GB that are Smith graphs;
t(r)—the number of components of GB other than Smith graphs;
t′(r)—the number of non-trivial components of GB other than Smith graphs;
t′′(r)—the number of trivial components of GB.
Notice, the non-trivial components (of GB) are trees, while the trivial ones are isolated vertices.
The following relation was also proved in [2] (cf. pp. 18, 19):
a6 k(r) + s(r)− 1: (8)
Moreover, s(r)6 3. The proof was based on the following proposition also useful in what follows (see [2, Proposition
2.2]):
(B) If H is a component of GB, and H is a Smith graph, then any vertex from the second layer is adjacent to at least
one vertex from H.
We now prove:
Proposition 2.5. If G ∈S′ then, for any r ∈R, s(r)6 2.
Proof. Assume the contrary, and take that s(r) = 3 (then GB consists of three components, each being a Smith graph).
From (7) and (8), we Drst get m6 4k(r) + 17. On the other hand, m= m0 + m2 + m4, with m0 = 4 and m2 = 4k(r) (by
(B)). Therefore, m46 13. Since each Smith graph has at least four edges, m4¿ 12. Next, m4 
= 12 (since m is odd, see
(7)). If m4 = 13, then some of the Smith graphs (from GB) has Dve edges, a contradiction (see Fig. 2). So the result
follows.
From the above proposition we get a6 k(r) + 1. In view of this bound we introduce &(G) = minr∈R {k(r)}. So
a6 &(G) + 1: (9)
Remark. Clearly, &(G)6 12. It can be shown that &(G)6 10 for any graph from S (the proof will appear in [1]). For
the graphs from S′ (see Proposition 3.5) we have &(G)6 8.
3. Degree sequences of graphs from S′
In this section we examine the degree sequences of graphs from S′ described by 3-tuples (4; 3; 2). We Drst note:
Lemma 3.1. If G ∈S′ is a graph of order n and size m, then
4 = t; 3 = 2(m− n)− 2t; 2 = 3n− 2m+ t;
for some t¿ 1.
Proof. We have 2 + 3 + 4 = n, 22 + 33 + 44 = 2m and 4 = t (for some t¿ 1). Therefore, the lemma follows.
Remark. Since 3¿ 2, we get m− n− t¿ 1, and therefore m− n + 1¿ t + 2¿ 3 (or n6m− 2). Thus, if G ∈S′, it
is not a bicyclic graph (an alternative proof).
Proposition 3.2. If G ∈S′, then
1. n¿ 23 m;
2. 2 ¿ 75 4.
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Proof. To prove part 1, observe that the average vertex degree of any non-regular graph is less than its index (note, the
index for G is three). On the other hand, part 2 directly follows from the inequality of Hofmeister (see the proof of
Proposition 2.4).
Notice next that any graph from S′ is homeomorphic (i.e. topologically equivalent) to some multigraph with vertex
degrees three or four. The corresponding multigraph will be denoted by Gˆ. If some edge of Gˆ has k − 1 other edges in
parallel, it will be called a k-fold edge. Clearly, k6 4 for G ∈S′. Some basic properties of graphs Gˆ are summarized
below.
Proposition 3.3. If G ∈S′, then the following holds:
1. there are no loops in Gˆ;
2. Gˆ has nˆ= 3 + 4 vertices, and mˆ= 12 (33 + 44) edges;
3. at most two vertices can be inserted into any edge of Gˆ (to get G from Gˆ);
4. if just two vertices are inserted into some edge of Gˆ, then it must be a multiple edge, just one of the edges parallel
to it is not subdivided, and n6 20;
5. Gˆ has neither 3-fold, nor 4-fold edges.
Proof. Firstly, part 1 follows since G is 2-connected (see Proposition 2.1), while part 2 is obvious. To prove part 3,
assume that at least three vertices are inserted into some edge of Gˆ. But then, there exists a vertex v of degree two (one
of the inserted vertices) such that fv = 3, qv = 0, a contradiction by Proposition 2.3, part 1.
To prove part 4, assume that v and w are the two vertices that are inserted into the same edge of Gˆ, say e. If e is a
single edge, then fv6 5, qv = 0, a contradiction (by Proposition 2.3, part 1). Otherwise, notice Drst that all but possibly
one of the edges parallel to e is subdivided by two vertices (since G is a simple and bipartite graph). If all edges parallel
to e are subdivided, then fv6 5 and qv = 0, and we get the same contradiction as above. Finally, to prove that n6 20,
consider a distance partition with respect to v. Then n0 = 1, n1 = 2, n26 3, n36 8 and n46 6 (by (A′)), and part 4
follows.
To prove part 5, assume Drst that there exists a 3-fold edge in Gˆ. If any of these edges is subdivided by two vertices,
then (by part 4), exactly one of the edges parallel to it is also subdivided, and moreover, by just two vertices (note G is
bipartite). But then n6 14. Indeed, n0 = 1, n1 = 2, n26 3, n36 5 and n46 3 (by (A′) again). So assume that each of
the three edges in question are subdivided by just one vertex (this is the only possibility since G is bipartite). Consider
now K2;3, the resulting subgraph. It is joined to the rest of the graph by at most two vertices, say x and y; moreover, one
is not enough since G is 2-connected. Consider now G− x−y. All its components other then K2;3 have their indices less
than two (cf. [2], Theorem 1.4 or see [10]). Therefore, by the same theorem, a6 2, and consequently (by (7)) m6 17.
But since G is not a tree, nor a unicyclic graph, we get n6 16. On the other hand, for n6 16, the Drst claim from part
5 is true (cf. Fig. 1). Assume next that there exists a 4-fold edge in Gˆ. But then n6 10 (by part 3). On the other hand,
no graph from S′ has such a small order (cf. Fig. 1).
Remark. Concerning 2-fold edges, we have: n6 20 if just two vertices are inserted into precisely one of the two edges
forming a double edge (see part 4); otherwise, each of the edges forming a double edge is subdivided by exactly one
vertex (note, both edges forming a double pair must be subdivided since G is bipartite).
Proposition 3.4. If G ∈S′ and n¿ 21, then 26 3 + 24.
Proof. To start, consider Gˆ. Since n¿ 21, at most one vertex can be inserted into each edge of Gˆ (to reconstruct G
from Gˆ). Assume Drst that we have inserted just one vertex into each edge of Gˆ. Since 3¿ 2 (cf. (7)), there appears
in a corresponding graph a vertex, say v, of degree three such that fv + 2qv = 6 or fv + 2qv = 8. The former contradicts
Proposition 2.3, part 2. In the latter case we get n6 18, a contradiction to our assumptions. Namely, if we consider a
distance partition with v as a root then: n0 = 1, n1 = 3, n2 = 2, n36 5, n46 7 (since 2n46 3n3), and thus n6 18 as
required. To eliminate these contradictions, we need to take out some of the inserted vertices (which produce the forbidden
situations). Each time we take one such vertex, at most two vertices of degree three can be turned to allowed ones. So
we must take at least 12 3 vertices. Thus G has at most mˆ− 12 3 vertices of degree two, i.e. 26 mˆ− 12 3. Therefore (by
Proposition 3.3, part 2), 26 3 + 24, as required.
From Proposition 3.2 (part 1) and the above proposition (by making use of Lemma 3.1) we easily get
2
3
m¡n¡
4
5
m (n¿ 21): (10)
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Proposition 3.5. Let G ∈S′ with at least 24 vertices. Then
1. if 2¿ 4 + 1 then & (G)6 8;
2. if 2¿ 24 + 1 then & (G)6 6;
3. if 2¿ 34 + 1 then & (G)6 4.
In addition to part 2, the following holds:
1. if 4 ¿3 and 2¿ 3 + 4 + 1 then &(G)6 6.
Proof. Assume Drst there is a vertex in G of degree two, say u, non-adjacent to any vertex of degree four. Then, fu ¡ 6,
and by Proposition 2.4, n6 23, a contradiction. So each vertex of degree two is adjacent to at least one vertex of degree
four. Consider next any vertex of degree four, say w, and assume that it is adjacent to i vertices of degree two. Then
k(w)6 3(4 − i) + i. If 2¿ j4 + 1 (16 j6 3), then there exists a vertex of degree four, say v, adjacent to i¿ j + 1
vertices of degree two. But then k(v)6 10− 2j. Therefore, we get parts 1–3 at once.
To prove part 4, take that at most one vertex is inserted into any edge of Gˆ—recall, if two vertices are inserted
into some edge of Gˆ, then n6 20 (see Proposition 3.3, part 4). We next partition the edges of Gˆ into sets Eˆ33; Eˆ34
and Eˆ44 according to the degrees of their end-vertices, i.e. an edge e (= uv) is in Eˆij if and only if deg(u) = i and
deg(v) = j (i; j∈{3; 4}). Notice Drst that the edges from Eˆ33 cannot be subdivided—otherwise, n6 23 (by Proposition
2.4). Next, at most 23 edges from Eˆ34 can be subdivided. Otherwise, there exists in graph (under the reconstruction) a
vertex v of degree three such that (as in the proof of Proposition 3.4) fv + 2qv = 6, or fv + 2qv = 8; but then we get
the same contradictions as in the previous proof. So assume that 23 − t (t¿ 0) edges from Eˆ34 are subdivided. Then,
by assumptions on 3 and 4, it follows that at least 4 − 3 + 1 + t edges from Eˆ44 are subdivided. But then the average
number of edges (of Gˆ) that are subdivided and incident to some vertex of degree four is equal at least to
2(4 − 3 + 1 + t) + 23 − t
4
(
=2 +
2 + t
4
¿ 2
)
:
So there exists at least one vertex of degree four (in G) adjacent to at least three vertices of degree two. Therefore
&(G)6 6.
Remark. By Proposition 3.2 part 1, we Drst note that n¿ 24 whenever m¿ 37 (or, by (7), a¿ 7). On the other hand,
2 ¿4 in any graph from S′ (otherwise, the average vertex degree is not less than 3; see also Proposition 3.2). So, if
a¿ 7, &(G)6 8 (by part 1). But then, a6 9 (by (9)).
We shall now show that a 
= 9. For this aim we need:
(A′′) If two vertices of G, also regarded as vertices of GB, belong to di:erent colour classes, and if their distance (in
GB) is greater than three, then there exists (in G) a vertex (at the second layer) adjacent to one of them and to
at least one neighbour of the other one.
Proposition 3.6. If G ∈S′ then a6 8.
Proof. Suppose the contrary, and assume (in view of the above remark) that a=9 (or, equivalently m=45). If so, there
exists in G a vertex r ∈R such that k(r)6 8 (by the same remark). Next, since a6 k(r) + 1 (by (9)), k(r)¿ 8. Hence
k(r) = 8. Due to arguments used to prove parts 1–3 (of Proposition 3.5), we can take that r is adjacent to just two
vertices of degree two (and thus to two vertices of degree four). In addition, from (8), we get s(r) = 2.
Next, the following observations are useful:
(i) Any vertex at the third layer has at most two neighbours at the fourth layer. Otherwise, since each vertex of G
is of degree at least two, either a supergraph of C4 appears in GB (a contradiction, since C4 is Smith graph), or T5(7)
appears (but then, r′, the central vertex of T5(7) is of degree four in G, and also k(r′)6 6, which in turn implies that
a6 7, a contradiction).
(ii) t′(r)6 1 (by (A′) applied to one of the vertices of degree two at the Drst layer).
(iii) If t′(r) = 0, then one of the Smith graphs (of GB) has at most two (the other at most four) vertices at the fourth
layer (to see this, use (A′) and (B), and recall (i)).
(iv) If t′(r) = 1, then both Smith graphs (of GB) have at most two vertices at the fourth layer (for the proof see (iii)).
(v) If t′(r) = 1, then the corresponding tree (of GB) has at most two vertices at the fourth layer (for the proof, see
(iii)). So it can have at most six vertices: vertices at the third layer are of degree one or two; vertices at the fourth
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layer are of degree two, or three (at most one being of degree three). Next if v is a vertex of this component placed
at the fourth layer, then qv = 0 (note, maximal vertex degree of G is four), and thus fv¿ 6 (by Proposition 2.3, note
deg(v)¡ 4). Thus there are at least seven edges in total that in this component or incident to it.
In what follows let S1 and S2 be the Smith graphs of GB, while T (if any) is the non-trivial component of GB. Denote
by (1, (2 and ) their sizes, respectively.
Assume Drst that t′(r) = 0 (i.e. that T does not exist). Then we have
m= m0 + m2 + m4¿ 4 + (3k(r) + 2t
′′(r)) + ((1 + (2): (11)
Therefore we get (1 + (2 + 2t′′(r)6 17 (recall, m= 45, k(r) = 8). On the other hand we have
n= |V (GA)|+ |V (GB)|6 13 + ((1 + (2 + 2 + t′′(r)): (12)
Here 2 is added (in estimating |V (GB)|) since S1, S2 can be trees. Therefore, since n¿ 31 (see Proposition 3.2, part 1),
we get (1 + (2 + t′′(r)¿ 16. From this condition and the former one, we Drst deduce that t′′(r)6 1.
If t′′(r) = 0 then 166 (1 + (26 17. For (1 + (2 = 16, by (iii), we get: (1 = 4 (or 6); so (2 = 12 (resp. 10). But
(2 
= 12 (because S2 has Dve vertices placed at the fourth layer, a contradiction by (iii)). Also, (2 
= 10 (if S2 is a cycle,
then the former argument applies; if S2 is a tree, then, in view of (B), m2¿ 3k(r) + 2 due to argument (A′′), and thus
m¿ 45, a contradiction). For (1 + (2 = 17, since (1 ∈{4; 6}, we have (2 ∈{11; 13}, a contradiction. If t′′(r) = 1 then
(1 + (2 = 15. But then, since (1 ∈{4; 6}, we have (2 ∈{9; 11}, the same contradiction as above.
Assume next that t′(r) = 1 (i.e. that T exists). Then we have
m= m0 + m2 + m4¿ 4 + (3k(r) + 2t
′′(r) + 7− )) + ((1 + (2 + )): (13)
Here 7 − ) is added (in estimating m2) because of T (see (v)). Therefore we get (1 + (2 + 2t′′(r)6 10. On the other
hand we have
n= |V (GA)|+ |V (GB)|6 13 + ((1 + (2 + 2 + )+ 1 + t′′(r)): (14)
Here 2 is added (in estimating |V (GB)|) since S1, S2 can be trees (also 1 is added since T is a tree). Therefore, since
n¿ 31 (as already noted) and )6 5 (see (v)), we get (1 + (2 + t′′(r)¿ 10. From this condition and the former one we
deduce that t′′(r) = 0, (1 + (2 = 10 and )¿ 5. But then (in estimating m2 as in (13)) we have to take 9 − ), and then
from (13) we get m¿ 47, a contradiction.
Some further rejections of degree sequences are due to the following proposition.
Proposition 3.7. If G ∈S′ and n¿ 24, then 4¿ 3.
Proof. We Drst note that fv¿ 6 for any vertex v of degree two (by Proposition 2.4, since n¿ 24). Thus, each vertex of
degree two must be adjacent to some vertex of degree four.
Assume Drst that 4 = 1, and thus R= {r}. Then each vertex of degree two is adjacent to r, and thus 26 26 4. By
considering the distance partition with respect to r, we have: m = m0 + m2 + m4 = 4 + 3(n2 + n4) = 4a + 9. Therefore,
a = 1 or a = 4, since n26 6, while n46 4 (by applying (A′) to one of the vertices of degree two from the Drst layer).
If a= 1 then m= 13, and n is too small (¡ 17); if a= 4, then m= 25 and for n we have: n6 23 since n6m− 2 (as
already noted).
We now assume that 4 = 2, and thus R= {r; r′}. In this situation, we also have that 2¿ 3 (by Proposition 3.2, part
2). Let r (r′) has i (resp. i′) neighbours of degree two. Assume next that i¿ i′, and consider the distance partition of
G with respect to r. By the same reasoning as above (which includes the discussion of the relative position of r′ with
respect to r), we easily get that n46 4. Starting from the fact that n0 = 1 and n1 = 4, we next have:
(i) i = 4: Then n26 4, while n36 9. Therefore, we get n6 22.
(ii) i = 3: We consider two cases depending on the position of r′. If r′ is at the Drst layer, then n26 6, and thus
m6 37 (by (7) and (9)). On the other hand, m = m1 + m3 = 10 + 3n3. So n36 9. But if we assume n¿ 24, then
n3¿ 9. So m = 37, and n6 24. But this contradicts Proposition 3.2, part 1. If r′ is not at the Drst layer, then n26 5,
and thus m6 33 (again by (7) and (9)). Next n3¿ 10 (since n¿ 24). On the other hand, m1 = 9, while m3¿ 27 (since
m3¿ 2i′ + 3(n3 − i′) = 3n3 − i′), and thus m= m1 + m3¿ 36, a contradiction.
(iii) i = 2: We again consider two cases depending on the position of r′. If r′ is at the Drst layer, then n26 7, and
thus m6 41 (as in (ii)). On the other hand, since m1 = 11, we have m = m1 + m3 = 11 + 3n3, and thus n36 10. So
n6 26. But then m¡ 39 (by Proposition 3.2, part 1). Next, m 
= 37; 33 (then m 
= 11 + 3n3 for any n3). If m6 29,
then n36 6, while n6 22, contrary to the assumptions. If r′ is not at the Drst layer, then n26 6, and thus m6 37 (as
above). If m=37, then n¿ 25 (by Proposition 3.2, part 1), and therefore n3¿ 10. Since m1 = 10, while m3¿ 28 (recall,
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Table 1
Degree sequences (taken as 3-tuples (4; 3; 2)) of graphs from S′ of order n (176 n6 29) with a—the multiplicity of ±2 in the
spectrum (and m = 4a + 9—the number of edges)
a = 3 (m = 21)
n = 17: (1; 6; 10); (2; 4; 11); (3; 2; 12)
n = 18: (1; 4; 13); (2; 2; 14)
n = 19: (1; 2; 16)
a = 4 (m = 25)
n = 17: (1; 14; 2); (2; 12; 3)
n = 18: (1; 12; 5); (2; 10; 6); (3; 8; 7); (4; 6; 8); (5; 4; 9); (6; 2; 10)
n = 19: (1; 10; 8); (2; 8; 9); (3; 6; 10); (4; 4; 11); (5; 2; 12)
n = 20: (1; 8; 11); (2; 6; 12); (3; 4; 13); (4; 2; 14)
a = 5 (m = 29)
n = 20: (1; 16; 3); (2; 14; 4); (3; 12; 5); (4; 10; 6)
n = 21: (1; 14; 6); (2; 12; 7); (3; 10; 8); (4; 8; 9); (5; 6; 10); (6; 4; 11); (7; 2; 12)
n = 22: (1; 12; 9); (2; 10; 10); (3; 8; 11); (4; 6; 12); (5; 4; 13); (6; 2; 14)
n = 23: (1; 10; 12)
a = 6 (m = 33)
n = 23: (1; 18; 4); (2; 16; 5); (3; 14; 6); (4; 12; 7); (5; 10; 8); (6; 8; 9); (7; 6; 10)
n = 24: (3; 12; 9); (4; 10; 10); (5; 8; 11); (6; 6; 12); (7; 4; 13); (8; 2; 14)
n = 25: (5; 6; 14); (6; 4; 15); (7; 2; 16)
a = 7 (m = 37)
n = 26: (3; 16; 7); (4; 14; 8); (5; 12; 9); (6; 10; 10); (7; 8; 11); (8; 6; 12); (9; 4; 13); (10; 2; 14)
n = 27: (3; 14; 10); (4; 12; 11); (5; 10; 12); (6; 8; 13); (7; 6; 14); (8; 4; 15); (9; 2; 16)
n = 28: (5; 8; 15); (6; 6; 16); (7; 4; 17); (8; 2; 18)
a = 8 (m = 41)
n = 28: (3; 20; 5); (4; 18; 6)
n = 29: (5; 14; 10); (6; 12; 11); (7; 10; 12); (8; 8; 13); (9; 6; 14)
m3¿ 3n3− i′), we get m=m1+m3¿ 38, a contradiction. If m6 33, then n3¿ 9 (since n¿ 24). But this implies m3¿ 25
(again, m3¿ 3n3 − i′), and we get m= m1 + m3¿ 35, a contradiction.
(iv) i = 1: Now 26 2, a contradiction.
We next Dx a Drst (or, equivalently m), and then n to get the corresponding degree sequences of G. We can also take
a¿ 3. Otherwise, if a6 2 then m6 17 thus n6 15 (G is neither a tree, nor a unicyclic graph, nor a bicyclic graph).
The following constraints from the above are used for getting the list below:
(a) n¿ 23 m;
(b) n¡ 45 m, or 26 3 + 24 (if n¿ 21);
(c) n6m− 2;
(d) 2 ¿ 75 4;
(e) 3¿ 2;
(f) 4¿ 3 (if n¿ 24).
In addition, by making use of Proposition 3.5 (parts 2–4) and (9), some graphs of large size (and order) were rejected
(e.g., graphs of size 41 and order greater than 30). The non-excluded degree sequences (taken as 3-tuples (4; 3; 2)) are
given in Table 1.
4. Concluding remarks
So far we have shown that any graph from S′ has at most 29 vertices (this is also the order of the largest graph from
S, known so far; see [2]). Next, we have listed the degree sequences that we have not yet been able to exclude, i.e., for
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graphs from S′ of orders between 17 and 29. Actually, we believe that they do not exist (so that all graphs from S′
are the two graphs from Fig. 1). This conjecture is based on the following arguments: (i) computer search performed by
M. Lepovi+c (which is not yet completed); (ii) our search based on exact and randomized algorithms; (iii) some further
theoretical arguments not included in this paper.
Note. Computer search for non-regular bipartite integral graphs with maximum degree four has been completed by M.
Lepovi+c (2003). One more graph from S′ has been found with n = 18, m = 25, a = 4, and (4; 3; 2) = (4; 6; 8) (cf.
Table 1).
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