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Abstract
When stakeholders commit to building infrastructure as part of strategic,
long-term planning, the final facilities are not normally amenable to modifica-
tion after completion. A consequence of this is that users are forced to operate
within the original specifications for, at least, as long as it takes to carry out
major refurbishments or retrofitting, and even then, the constraints imposed
by the original layout may be inescapable.
On one hand, the original infrastructure plans enhance (or limit) the users’
ability to operate efficiently for years to come. As time passes and the payback
period approaches, changing operating conditions and unforeseen bottlenecks
in the original blueprint can, at best, affect the economic returns and, at worst,
defeat the purpose of the whole project (see, for example, Castello´n airport in
Spain, which was built but is grossly underutilised), producing unanticipated
economical, social and political repercussions. On the other hand, managers and
operators (that is, those living with the consequences of the strategic planning)
have some leeway to compensate for miscalculations by means of their tactical
and operational planning.
In this chapter, we explore the use of quantitative techniques to, first, amend
bottlenecks and uncertain market and operating conditions that affect the per-
formance of infrastructure investments (the tactic and operational levels), and
second, validate the effectiveness of the original infrastructure design (the strate-
gic level) under these changing conditions.
More specifically, we present a rail scheduling case study where we combine
demand forecasting using Machine Learning techniques and formal Operations
Research methods to assess and maximise the value of already-existing infras-
tructure. Rail scheduling is a typical optimisation problem popular in the lit-
erature, but its potential value is bounded not only by its technical properties
and specifications (“how good the algorithm is”) but also by the accuracy of
data feeding the algorithm. Such data is critical in specifying the demand that
a facility will experience in the future, and the costs that will be incurred to
operate it. The use of intensive data analytics and appropriate Machine Learn-
ing techniques can resolve this and provide a substantial competitive edge for
investors and operators of rail inter-modal terminals.
We anticipate that Machine Learning algorithms that predict future de-
mand, coupled with optimisation techniques that streamline operations of fa-
cilities, can be integrated to create tools that help policy makers and terminal
operators maximise the value of their current infrastructure, while meeting
ever-changing demand.
1. INTRODUCTION
When governments or industry commit to building infrastructure, the resulting fa-
cilities are not normally amenable to modification after completion. Since these
facilities are the product of strategic planning, they normally require very large in-
vestments and are meant to operate continuously for many years in the future, pos-
sibly with a few major refurbishments or retrofitting during the course of their life-
times. This means that, despite having little flexibility to accommodate for changes
in market conditions or in the natural environment, they must still face the con-
straints and bottlenecks produced by these changes, and which may not have been
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foreseen originally. This can produce unanticipated economical, social and political
repercussions. A clear example is Castello´n airport in Spain, which is currently in
use but underutilised 1.
Fortunately, managers and operators have some margin to compensate for mis-
calculations by playing with their operational and tactical plans. Managers and
operators must take advantage of the infrastructure available to them and “juggle”
their resources in order to maximise their productivity, even in cases where the ex-
tant facilities represent more a limitation (or, in extreme situations, a liability) than
an asset. In this chapter, we centre the discussion on quantitative approaches to
assess the performance of large infrastructure investments when there are unforeseen
changes in economic and environmental conditions, not taken into account at the
strategical planning stage. These changes may be caused by:
1. Variability in demand and supply. Supply and demand are the most commonly
used design variables for determining the capacity of new infrastructure invest-
ments, and their variability impacts directly on payback periods and facility
utilisation.
2. The economic environment. In addition to supply and demand, other economic
variables affect substantially the performance in time of large infrastructure
facilities. These include fluctuations in market prices, labour costs, debts and
subsidies, interest rates, insurance, and country risks.
3. Social conditions. Political will is not only the trigger to develop large con-
struction projects, but often is also the engine that keeps them in operation,
shuts them down, or carries out extensive refurbishment or auditing. Deci-
sion makers often know from the outset that some projects are not profitable,
but they are realised nonetheless because they are indispensable to serve the
population’s needs. This is commonly the case with water networks and some
transport infrastructure.
4. The natural environment. Increasingly, the environment is a crucial concern
not only because of the need to preserve and maintain sustainable ecosystems,
but also because of the massive changes that human activity is producing
on global natural equilibria. Projects must now be designed to cope with in-
creasing temperatures, rising sea levels, drought, floods, and higher population
densities in most cities.
5. Disruptions caused by market conditions. In addition to the social and eco-
nomic factors listed in items 1 to 3 above, less predictable situations can also
affect projected operation plans. These include economic crises, conflicts, shifts
in public attitudes, bankruptcies and disruptions caused by new technologies.
6. Accidents and natural disasters. Accidents and natural disasters can seriously
affect the integrity of physical infrastructure, but even in cases where the effects
1https://en.wikipedia.org/wiki/Castell%C3%B3n%E2%80%93Costa_Azahar_Airport, ac-
cessed on the 11 of April 2016
i
i
“facility-location” — 2016/5/25 — 8:58 — page 4 — #4 i
i
i
i
i
i
4 Garc´ıa-Flores, R., Banerjee, S. and Mathews, G.
of these events on operations are short-term, they may derail strategic and
tactic objectives and thus compromise the long-term viability of the facilities.
Often, these changes occur simultaneously and it becomes difficult to calculate the
magnitude of their individual contributions.
Adopting a quantitative approach for infrastructure assessment has many advan-
tages, besides the objective comparison of scenarios: by verbalising their problem,
the stakeholders are forced to reflect on the rules and constraints that actually de-
fine their operations; they are compelled to adjust their expectations and articulate
trade-offs explicitly; they can visualise alternatives of what is viable and what is
not by examining exact or approximate solutions. Finally, delivering software to au-
tomatically solve the problem repeatedly allows operators to test what-if scenarios
and can release valuable staff time for use in other business priorities.
The purpose of this chapter is to demonstrate that the combination of Operations
Research (OR) and Machine Learning (ML) is an appropriate methodology to assess
the value of existing infrastructure: if, on one hand, by using the best possible
operation schedules calculated with plausible scenarios, the existing infrastructure
and resources can cope with demand and avoid bottlenecks, the infrastructure is
valuable and adequate. If, on the other hand, only uncertain forecasts and poor
infrastructure are available, the calculation of a good schedule can still provide
insights on where resources should be invested in the future and what aspects of the
operation require improved collection of data.
Figure 1 is a schematic of the main quantitative techniques reported in the lit-
erature that have been used to validate the value of infrastructure investments.
The focus of the reviewed projects, which use a variety of analytical tools (simula-
tion, optimisation and various heuristics), is normally on assessing the economics,
the value to society, or the effect of disruptions over the normal operations of the
infrastructure.
The structure of this chapter is as follows. Section 2. presents a non-exhaustive
literature review of papers organised by the quantitative technique used, and
grouped by area of application, using as a rough guide the schematic in Figure 1.
Section 3. introduces the rail scheduling case study where we combine demand fore-
casting using ML techniques and formal OR methods to assess and maximise the
value of already-existing infrastructure. Rail scheduling problems are defined not
only by the system’s own resources and constraints, but also by the accuracy of
the parameters used, which are critical to correctly assess the value of the infras-
tructure. The discussion in this section and of the results in Section 4. will centre
on the combined use of OR and ML techniques. Finally, Section 5. rounds up the
discussion.
2. PREVIOUS WORK
The following review is organised around quantitative techniques to assess the value
of infrastructure, and within the techniques, by the domain of application of the in-
frastructure being assessed. Many other concepts could have been used to organise
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SIMULATION
OPTIMISATION
MACHINE 
LEARNING/
HEURISTICS
Focus on Market Focus on Society
Focus on Disruptions
● Effect of supply and 
demand
● Economic environment
● Changing market 
conditions
● Competitiveness
● Water supply
● Sewage
● Energy supply
● Renewables
● Telecommunications
● Natural disasters
● Climate change
● Accidents
● Technology
Figure 1. The main quantitative techniques used to validate the value of infras-
tructure investments. The area of application of the validation tools is normally the
economics, the value to society or the effect of disruptions over the normal operations
of the infrastructure.
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the existing bibliography, as for example motivations (e.g., climate change mitiga-
tion, sector the infrastructure is used in, understanding economic cycles), cause of
uncertainty (planned or unplanned), and solution approaches (empirical, quantita-
tive, network-based, statistical, survey-based), all of which are equally valid. For
a review on actions to mitigate climate change, we refer the reader to Tru¨ck et al.
(2010), who presented an extensive study of the alternatives at the local level on the
cost of mitigation and adaptation to climate change effects. For a complete review
for managing disruptions in the abstract using OR techniques, please refer to Sny-
der et al. (2016), and for a similar review in the context of disaster management,
to Galindo and Batta (2013).
2.1. Simulation
Simulation is the most popular approach to assess the performance of existing in-
frastructure. It works on the principle that the system’s behaviour emerges from
replicating its underlying structure, and has the advantage over analytical optimisa-
tion methods that it can describe large and complex systems. The following review
illustrates major areas on which simulation has been used to validate the value of
existing and planned infrastructure investments: services (such as water networks
and energy), risk assessment (i.e., natural disasters and accidents), transportation
and logistics, energy and industrial facilities, and is by no means exhaustive.
Simulation is widely used to validate investments in water infrastructure, as
population grows and cities continue to develop while governments’ resources become
increasingly limited. Aleisa et al. (2011) presented a simulation model to make
projections of future demand for Kuwait’s water network, including the outputs
of four existing waste water treatment plants, and concluded that only one of the
plants will require a significant upgrade. Etchells and Malano (2005) focused on
the increasing uncertainty in water supplies, analysed the sources of uncertainty in
water allocation models, and reviewed a few existing models. They emphasised the
current deficiencies of software models to validate existing infrastructure, given the
uncertainty of all the factors involved. Harris et al. (2009) presented an extensive
validation of a model that considers existing infrastructure at Cockburn Sound,
Western Australia. The model took into account the capacity and influence of a
desalination plant, the effect of harbour modifications and the development of quays,
although the objective of this study was to simplify the environmental approval
process, rather than assess performance of existing infrastructure. Smajgl et al.
(2013) discussed an agent-based model to assess the impact of mainstream dams in
the Mekong river area, land use changes, large-scale irrigation, and sea level rise.
The model was useful to understand unintended side-effects of new investments
(hydro-power, rubber plantations, irrigation schemes for food and energy crops, and
mining), paying especial attention on their effect in achieving poverty alleviation
targets. Tjandraatmadja et al. (2013) presented a modelling framework for Makassar
City, Indonesia, that assesses the suitability of existing and proposed infrastructure
to ensure fresh water supply. The framework considered the effects of population
growth and climate change and proposes alternatives to enhance the city’s water
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security.
Power load balance is a common theme of simulation projects dedicated to as-
sess the value of electricity network infrastructure. To cite a few examples, Quezada
et al. (2014) present an ambitious agent-based system to assess the effect of socio-
technical factors that cause stress in the electric distribution network in southeast
Queensland, including climate change and investment inertia, and propose adapta-
tion strategies. Ko¨pp et al. (2010) developed a demand and supply forecast method
based on neural networks to help cope with the unavoidable intermittency of supply
by solar and wind electricity generators. Additionally, they used a simulation to
demonstrate that a smooth load balance is possible by using adequate control tech-
nology on both the consumer and the producer sides. Huang et al. (2015) combined
simulation and optimisation to smooth the power load in electricity distribution
networks. In this paper, time-varying supply and demand information is used to
obtain smooth schedules with minimal peak power and generation costs by using a
non-linear model, and the results are validated via simulation.
Some simulation-based assessments of private industrial premises exist, although
they are not as numerous as government-funded energy and water projects. This is
partly because they tend to be not as capital-intensive, and partly because they are
not open to public scrutiny, and thus they are not often reported in the literature.
For example, Berends and Romme (2001) used simulation to understand the causes
and effects that economic cycles have on capital-intensive industries, and in par-
ticular in the paper industry. Like many activities that require large investments,
the paper industry is exposed to economic downturns, economies of scale, the need
to “keep the machines running”, the incentives to keep investing large amounts of
capital in order to remain competitive (often in detriment of market prices), and the
lag between investment decisions and the moment the new capacity is available for
actual production2. Berends and Romme validated the model for price and capacity,
and demonstrated that cyclicality is to a large extent endogenous (e.g., produced by
adoption of new technology) and not only dependent on external market conditions.
Regarding the assessment of logistics and transportation infrastructure, we no-
tice that much recent work uses newly collected data sets that were not available until
recently, thanks to recent advances in on-site sensing and data collection. Thekdi
and Lambert (2015) introduced the Corridor Trace Analysis tool for assessing the
impact of developments on adjacent land on road transport networks. The tool pri-
oritised corridor segments that are vulnerable to adjacent land development. Thekdi
and Lambert made use of a wealth of data not previously available, thanks to in-
creased digitisation of transport operations, advances in satellite imagery, increased
data storage capacities, and increased access to public data resources. Similarly, Hig-
gins et al. (2013) and Garc´ıa-Flores et al. (2014) used recently collected data sets
related to cattle movements to assess the robustness of road and cattle-producing
infrastructure for the northern states of Australia, which is prone to disruption due
to environmental change. The three models presented are strategic and operational,
and cover simulation and optimisation aspects in order to provide recommendations
2Like in many industries, these circumstances foster consolidation into a few major players.
i
i
“facility-location” — 2016/5/25 — 8:58 — page 8 — #8 i
i
i
i
i
i
8 Garc´ıa-Flores, R., Banerjee, S. and Mathews, G.
on infrastructure repairs and new investments. Tsekeris (2014) used a database pro-
vided by the Greek government concerning all public investment projects funded by
the European Commission. The database comprises road, railways, airports, sea-
ports and urban public transport, and was used in an ambitious project to assess
public expenditure inter-dependencies.
Some simulation studies are aimed specifically to understanding the disruptive
effect of accidents and natural disasters. For example, Bruzzone et al. (2000) pre-
sented a simulation model of harbour and maritime environments with the aim of
designing harbour and maritime infrastructures in order to determine the resources,
structures and services needed to face possible emergencies. A case study of an oil
spill was used to determine the amount of oil that could reach the coast of Genoa.
Ferrario and Zio (2014) proposed an assessment framework to study the safety of
a nuclear power plant in case of earthquake, and used Monte Carlo simulation to
calculate the probability that the plant enters into an unsafe state. This model
enable operators to determine the likelihood of certain parts of the plant recovering
earlier than others.
2.2. Mathematical programming
Simulation can model large and complex systems, but has the disadvantage of be-
ing only a tool for investigating a system’s behaviour, unable by itself to suggest
‘good’ solutions; simulation is a descriptive modelling approach. By contrast, Math-
ematical optimisation aims at finding the ‘best’ possible solution. This solution is
the ‘best’ in the sense that it is the most profitable set of actions a decision maker
can possibly take, among a very large number of possible combinations of actions:
optimisation is a prescriptive modelling approach. Because the number of possible
combinations of actions is so large, optimisation models tend to be not as complex
and detailed as simulation models. Uncertainty can be incorporated in these models
by using different methodologies, which have been widely applied to infrastructure
value assessment. Some of these include
1. Stochastic programming. Aims at producing a solution that, although may not
be as good as a deterministic, optimal solution of a problem for which all the
parameters are known with certainty, is far from being the worst given the
possible uncertain scenarios (Kall and Wallace, 1994).
2. Approximate dynamic programming. Based on the idea that decisions should
be made using estimates of the value of the states to which an action can take
us, in contrast to ‘myopic’ policies that depend only on what is known at every
time step (Powell, 2009).
3. Robust optimisation. Uses a measure of ‘robustness’ in the face of uncertainty,
which is represented as deterministic variability in the value of the parame-
ters (Bertsimas and Sim, 2004, Gabrel et al., 2014).
Detailed discussion of mathematical programming and related methodologies is be-
yond the scope of this chapter, and the interested reader is referred to the included
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references. We next review some of the applications of these techniques to infrastruc-
ture assessment projects. As in the case of simulation above, the following review
covers industry, services, risk assessment and transportation, and is by no means
exhaustive.
Regarding the assessment of logistics and transportation infrastructure, Burdett
et al. (2015) considers the problem of earthwork planning, that is, the problem of
strategically moving earth material from one place to another, a necessary task in
any infrastructure project. Burdett et al. propose accurate mixed-integer program
(MIP) strategic models for linear infrastructure projects that explicitly incorpo-
rates fuel consumption and terrain gradients. Mishalani and Koutsopoulos (2002)
proposed a general methodology, based on dynamic programming, for modelling
the spatial variation of causal variables (such as traffic, soil conditions, pavement
design characteristics, weather) and the identification of regions of physical infras-
tructure that deteriorate uniformly over time. The methodology is useful to assign
maintenance work to regions of similar deterioration. The model was validated
satisfactorily using detailed data from three roadway facilities.
Regarding the design and operation of water networks, D’Ambrosio et al. (2015)
presents a review on the use of mathematical programming techniques in fresh water
supply and distribution. Among this paper’s findings is that design, operation, con-
tainment detection, and water quality management are the main areas of application
of mathematical optimisation. Optimal operation of water networks is intrinsically
related to giving existing infrastructure the best possible use. Projects of this type
are normally difficult to solve and require simplifications, such as aggregating in
the time dimension or linear approximation of nonlinear functions. The interested
reader should also refer to Martin et al. (2012), which is a review that is broader
in scope than D’Ambrosio et al.’s: it considers mostly mathematical programming
models, but multi-objective optimisation and optimal control models are reviewed
as well. Applications to optimise the operation of fresh water in industry are also
common, such as Arzate et al. (2012), who presented a methodology to perform
sensitivity analysis on the costs of investment required to upgrade treatment plants
in water networks of refineries.
Regarding energy and electricity networks, a review is provided by Froger et al.
(2016) in the context of maintenance scheduling, both corrective and preventa-
tive. Froger et al. note that there are differences between the needs of networks
in regulated and unregulated markets: deregulated markets often present conflicts
of interest between generation and transmission companies, whereas regulated mar-
kets focus mainly on reliability and costs. Uncertainty deserves a special mention
in this review, and includes papers that use stochastic programming and heuristics.
Many OR papers dedicated to disaster management are related to the mainte-
nance of system flow in emergency situations. For example, Matisziw and Murray
(2009) proposed a novel constraint structure for network flow optimisation, and
tested in Ohio’s road network. The aim of the problem they solved was to identify
network facilities most vital to network flow, more specifically, by identifying nodes
and arcs associated to worst impact to system flow, given restrictions on the number
of facilities damaged.
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Approximate solutions for optimisation problems that are too large and diffi-
cult can be obtained by using heuristics. These are briefly reviewed in the next
subsection.
2.3. Heuristics and metaheuristics
Heuristics provide fast ways of solving problems approximately, but they do not
provide any proof of optimality or give an estimation of the quality of a solution.
Efficient heuristics for certain problems use information that is specific for that type
of problem, so that the heuristic can take advantage of the mathematical structure of
the problem’s search space. This was proved in the no free lunch theorem (Wolpert
and McReady, 1997). The implication for us as practitioners is that the knowledge
about the class of problems that are better suited for the optimisation heuristic
method of choice must also hold for the practical problem at hand we are trying to
solve. Rothlauf (2011), distinguish three types of heuristic methods: heuristics (for
construction or improvement of solutions), approximation algorithms and modern
heuristics. Modern heuristics are general, problem-invariant and widely applicable
search strategies, and are often called metaheuristics. some applications related to
infrastructure validation are reviewed next.
Won et al. (2012) introduce a heuristic based on genetic algorithms and rule
extraction to, through future dividend policy, determine an optimal portfolio of
investments; dividend policy is understood as the decisions about the relative pro-
portion of dividends out of earnings over time. The proposed algorithm was used
to evolve rules that represent the policy. It refines the multiple rules extracted
through rule-based algorithms from dividend data sets using a genetic algorithm.
Benchmarking on test data sets shows better results that when using rule extraction
algorithms alone. Closely related to infrastructure, Zanakis and Becerra-Fernandez
(2005) focused on the use of data mining techniques to identify important factors
associated with determining a country’s competitiveness and the development of
knowledge-based models to predict a country’s competitiveness score. Many of the
factors Zanakis and Becerra-Fernandez used to train neural networks and regres-
sion tree models were related to the countries’ existing infrastructure, including
telecommunications, water networks, and percentage of urban population.
Regarding transportation infrastructure, Chou (2009) presented a case-based
reasoning expert prototype system to determine preliminary project and mainte-
nance costs, using existing information from previous experience of pavement main-
tenance and construction. The system was used to assist decision makers in project
screening and budget allocation, reusing existing project management information
and reducing the impact of subsequent cost changes. In a similar vein, Deng et al.
(2011) solved the problem of predicting passenger volume in Chinese highways to
better estimate investment, management and maintenance decisions by using a com-
bination of rough set theory and neural networks. Their combined rough set theory
and neural network approach appeared to be more robust and stable than previ-
ously reported approaches. For risk assessment in port infrastructure, Mokhtari
et al. (2012) present a decision support framework based in fuzzy set theory and
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evidential reasoning. The framework defined a hierarchy of risks and was applied
to three Iranian ports. The results were tested using sensitivity analysis and the
authors report that the methodology is being adapted to other engineering applica-
tions.
Regarding urban water networks, Marlow et al. (2015) noted that water distri-
bution infrastructure is undervalued because it is buried and out of sight. This poses
an additional challenge on managing the pipe networks, and Marlow et al. proposed
a rule-based expert system to provide suggestions about the technical and economic
risks related to pipeline repair and maintenance. The paper discussed at length the
trade-offs between renovation, replacement and rehabilitation of water distribution
infrastructure.
2.4. Machine Learning
Machine learning and statistical data analytics techniques play an important role
in the valuation process by extracting from data the critical information needed
by a simulation or mathematical programming model. This may be just a single
nominal value, or a full probability distribution that defines the uncertainty, in a
model parameter that defines how the infrastructure may perform in the future. This
includes two key problems: predicting the future demand for the infrastructure, and
predicting the useful life left in the existing infrastructure.
The work of Li et al. (2014) developed an approach to failure prediction for pipes
within underground water distribution networks. The approach was data driven
and combined information regarding the pipe’s age, diameter, depth, construction
material, protective coating, internal water pressure, surrounding soil type, and
others, with historical failure records to predict the probability of a pipe failing
in the future. This is critical in determining when pipe renewal should occur and
minimising the overall cost incurred by preventative and reactive maintenance.
Assessing damage in civil structures such as bridges is also an important applica-
tion of machine learning. For instance the construction of bridges require significant
upfront investment and any unplanned closures can cause significant disruption to
the wider economy of the region. There are a number of approaches to detecting
the early onset of damage to such structures that allow preventative maintenance
to be scheduled in advance to avoid disruption at peak times. The work of Gul
and Catbas (2009) provides an example of how anomaly detection and time series
analysis techniques can be used to detect structural health. In Diez et al. (2016)
similar unsupervised data driven techniques are being applied to detect the early
onset of damage to the iconic Sydney harbour bridge.
Ports represent a critical piece of infrastructure for most economies. The ability
to forecast port throughput enables stakeholders to make efficient decisions that
not only covers infrastructure investments, but includes management of port devel-
opment, operational restructuring and tariffs policy. There exist may studies that
have developed forecasting methods and range from simple univariate techniques, for
example auto-regressive integrated moving average Kim et al. (2011) and exponen-
tial smoothing Abraham and Ledolter (2009) models, to more complex multivariate
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methods that model the interdependencies between a broader set of predictor vari-
ables such as socio-economic indicators, gross domestic products, commodity prices,
etc. These methods include multivariable adaptive regression splines, dynamic fac-
tor models, vector autogreressive and auto-regressive integrated moving average with
exogenous variables (Geng et al., 2015, Angelopoulos and Chlomoudis, 2015, Intihar
et al., 2015). All of these methods are capable of extracting the models from data
and capturing the uncertainty in how the demand will evolve in the future.
2.5. Hybrid and other approaches
Combinations of solution methodologies are common and some examples in the liter-
ature have already been mentioned; a review with a taxonomy of hybrid approaches
can be found in Talbi (2013). In this subsection we briefly review matheuristics
and other methodologies that have been used to validate the value of infrastructure.
2.5.1. Matheuristics
Matheuristics are a special type of hybrid optimisation approach where mathemat-
ical programming algorithms interact with metaheuristics. For an algorithm to be
considered a matheuristic, there must be a point in the algorithm where the so-
lution strategy takes advantage of the mathematical structure of the problem or
sub-problem being solved. These are also known as “model-based heuristics”. One
example in the assessment of energy networks is Fischetti et al. (2015), who present
a new matheuristic that combines MIP optimisation and a greedy algorithm to solve
the smart grid energy management problem. The proposed application addresses
the demand side energy management problem by solving a scheduling problem in-
volving multiple appliances with different operational constraints, user preferences,
renewable energy sources, and batteries. Matheuristics are currently a very active
area of research.
2.5.2. Other approaches
Finally, some papers adopt other quantitative approaches to validate infrastructure.
For example, Tsekeris (2014) presented an ambitious regression model to assess
inter-dependencies among infrastructure investments, and assessed the effect of rail,
road, air and sea transport investments on each other. Among other findings, the
analysis demonstrated that increased relative growth share of maritime transport
expenditure can stimulate the investment activity in other non-road transport ex-
penditure categories. Also focusing on inter-dependencies, Ouyang (2016) presented
a literature review of existing models for assessing the inter-dependencies of criti-
cal infrastructure systems, including empirical and agent-based approaches, which
are beyond the scope of our discussion. Vandermeulen et al. (2011) used traditional
cost-benefit analysis to assess the economic value of green infrastructure, which is
normally not included in land use plans, but which has important social and envi-
ronmental benefits.
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Figure 2 shows some of the most relevant papers reviewed in this Section in the
context of their focus and the techniques used.
3. CASE STUDY: STRATEGIC RAIL PLANNING
The following case study considers containerised freight transport to and from Syd-
ney’s Port Botany. Containers can be transported directly between the premises of
the freight owners and the port with trucks via the road network. Alternatively, they
can be transported via an intermediate intermodal rail terminal. The case study
considers the Greater Sydney metropolitan region that extends out 50km from the
port. Critical to this study is an assessment of whether the existing network of
railway lines and intermodal terminals is adequate to support future growth. This
section addresses this issue by combining detailed demand forecasting methods with
rail scheduling techniques to assess capacities and determine bottlenecks.
The system comprises the following components
1. Production Areas. These areas contain producers that send containers with
goods for export and also contain the end customers for imports. The areas
aggregate the total supply of containers for export as well as demand of con-
tainers imported, to the suburb level. Customers within each suburb area
determine their transport choice by selecting the service provider that best
satisfies their price and service time requirements. The case study considers
ten production areas.
2. Inter-modal terminals (IMT) An IMT is a transfer facility with road and
rail access, and on-site warehousing. In the model presented here, each IMTs
run its own rail assets (wagons/locomotives) and container handling assets
(forklifts or cranes); in the real world, trains are operated by train companies
that may or not own an IMT. For example, some logistics companies own
trains and an IMT, but Cooks River IMT does not own any trains. Import
containers change from trains to trucks at the IMT facilities on their way
to the production areas, and export containers are placed into train consists
from trucks on their way to the port terminals for shipping. The rate at which
containers can be processed by the facility is determined by the number of
handling assets, while the rate at which containers can be transported to and
from the port is determined by the rail assets. Six IMTs are considered.
3. Port terminals. Terminals are export-shipping points and entry points for
imports, and also have warehousing facilities available. Two terminals are
included in the case study.
A simulation model of this system is described in Banerjee et al. (2016), with
further details found in Chi Thai (2011). It is worth remarking here that, unlike
the simulation model or real life operations, the optimisation model presented in
this chapter seeks the greater benefit of all participants in the system. The model
suggests to producers the amounts and routes to use to transport their containers
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Optimisation to Validate the Value of Infrastructure 15
to maximise global benefit, and individual IMTs, who in real life compete with each
other, have to follow these transportation plans, which may not strictly be reflected
in reality.
A schematic of the system is depicted in Figure 3, and a map with the physical
location of all the sites is shown in Figure 4. Producers have the option to send
containers for export and receive imports directly from terminals by truck, or to use
IMTs. If this is the case, containers are transferred from trains to trucks and vice
versa in the IMTs for imports and exports, respectively. Storage facilities exist at
terminals and warehouses.
  
Producers IMTs Terminals
Warehouse 
IMT
Warehouse
terminal
truck train
truck
Consumption 
and 
Production
Export 
and 
Import
Figure 3. Schematic of the strategic rail tool. Containers are transported by truck
between producers and IMTs and between producers and terminals. Transport
by rail occurs only between IMTs and terminals. IMTs and terminals count with
warehousing space to store containers.
The importance of understanding this system resides in the fact that, on one
hand, IMTs reduce road congestion and exploit economies of scale by pooling de-
mand from surrounding areas and using rail to transport containers to and from
ports. Additionally, it may be in the interest of local government authorities to
encourage rail transport in order to reduce congestion and extend the life of valu-
able road infrastructure. On the other hand, rail requires additional handling of
containers (lift on and lift off), while direct transport from and to ports by truck
may be more convenient and save the need for extra-handling in IMTs. In other
words, there is a trade-off to be analysed in the attractiveness of truck versus rail
that depends on a number of variables such as cost, total travel time, frequency of
services, risk etc.
In Banerjee et al. (2016), we simulated this system with emphasis on IMTs by
capturing costs, capacities and service times for different asset mixes, a demand fore-
cast model, and competition from other offerings. By contrast, the present model,
introduced in detail in Appendix A, assesses the value of existing infrastructure,
namely the rail capacity, road usage and warehousing capacities at IMTs and termi-
nals and provides a means for comparing quantitatively rail and road transportation
modes by combining optimisation and the forecasting models developed in Banerjee
et al. (2016). To be more precise, the aim of the present problem is to minimise
the total costs of operating the entire supply chain, which comprise transportation
costs, the costs of violating the soft inventory limits at warehouses, the costs of
i
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Figure 4. Location of all sites that form the case study. Producers are marked in
blue, IMTs in green and terminals in gray. The model considers that all producers
are connected to all terminals and to all IMTs by road (light green lines), and that
all IMTs are connected to all terminals by rail (black lines); these links are not
shown explicitly in the map.
i
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Optimisation to Validate the Value of Infrastructure 17
moving containers to and from warehouses, and the costs of hiring extra trains and
container-handling equipment. The model is useful to assess the value of infrastruc-
ture because the magnitude of all these costs indicates if the available resources are
sufficient or not.
We should point out that the optimisation model presented in Appendix A seeks
the greater benefit for all participants in the system, although this may not be
strictly true for individual IMTs, who compete with each other and try to maximise
their own gains. However, the model is still useful to assess economic trade-offs and
infrastructure value and use, and can be adapted to assess trade-offs for individual
IMTs.
3.1. Facility Capacities
The basic set of parameters used for sites that hold inventories (IMTs and terminals)
is shown in Table 1. The model considers that there is a fleet of 50 trains available,
each able to carry 32 wagons. In turn, each wagon can accommodate three TEUs
slots, which is the same as three one-TEU containers, or two one-TEU container
and one two-TEU container. The road transport cost is AUD $360.00 plus AUD
$30.00 per additional kilometre, and the rail transport cost is fixed at AUD $200.00.
These values reflect the market conditions discussed in Piyapatroomi et al. (2006),
Chi Thai (2011).
Table 1. Parameters of IMTs and terminals in containers
Name Type Soft inventory
limit
Hard inven-
tory limit
Container
handling
capacity
Minto IMT 4000 5000 2000
Yennora IMT 10000 13000 3000
Chullora IMT 5000 6000 2000
Enfield IMT 4000 5000 2000
Cooks River IMT 4000 5000 2000
Villawood IMT 4000 5000 2000
Terminal 1 Terminal 80000 100000 4000
Terminal 2 Terminal 80000 100000 4000
3.2. Predicted Demand
The figures for supply (at producers/terminals) and consumption (at termi-
nals/producers) of the exports/imports, respectively, are the main parameters we
vary to assess the value of infrastructure. Figure 5 displays the production of export
containers, specified in terms of a twenty-foot equivalent unit (TEU), for a base
case scenario. This corresponds to a representative 60 day window. In addition to
this base case, a more variable demand scenario is also considered. This scenario
is displayed in Figure 6. Similar graphs for imports are not shown due to space
limitations.
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Figure 5. Base case scenario for production of one TEU containers for export by
producer along the time horizon of 60 days.
The two cases have been determined by analysing the statistical properties of
throughputs of forecasted import and exports. The base case figures were obtained
from publicly available data sources and are approximately correct. The variable
demand scenario was calculated using the same mean but with a higher standard de-
viation than the observed data, representing higher future volatility in the through-
put volumes. This represents an extreme but plausible scenario to assess the value
and effectiveness of existing infrastructure. The two scenarios we analyse in Sec-
tion 4. are the following: a) effect of reducing the number of total available trains,
b) comparing the base case scenario with a peaky demand scenario.
4. RESULTS
The problem was implemented in version 1.5 of the Clojure3 language with an
Excel interface. We obtained all the following results using version 12.4 of the
CPLEX4 optimiser in a 64-bit Intel Xeon CPU with two processors of eight cores
(2.27GHz) each and 48 GB of RAM. The problem has 32220 integer variables and
55352 constraints. A typical run takes around ten minutes to complete.
3http://clojure.org/, accessed on the 8 of April 2013.
4http://www-01.ibm.com/software/commerce/optimization/cplex-optimizer/index.html, ac-
cessed on the 16 of May 2016.
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Figure 6. Variable scenario for production of one TEU containers for export by
producer along the time horizon of 60 days.
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Figure 7. The total number of import containers handled by each site in the opti-
mised bi-modal supply chain along the total time horizon. Producers are marked in
red, IMTs in blue and terminals in gray. The size of the circle is proportional to the
number of import containers handled. A similar map can be produced for exports
(not shown).
For the base case, the flow of one and two TEU containers for import per site,
as calculated by the optimiser, is shown on Figure 7. Similar maps can be produced
for exports, but these are not shown due to space restrictions. The actual amounts
of exports and imports and percentage delivered directly to and from each source,
or via an IMT are shown in Tables 2 and 3. The optimal solution for the base
case does not recommend transfer of containers in either direction at Villawood
IMT, while Yennora takes the largest proportion of transported containers both for
imports and exports, followed by Chullora and Cooks River. Most of the transport
to terminals should be done by rail, as only Maroubra is close enough to send and
receive containers exclusively by truck. Figure 8 shows the road infrastructure that
actually get used at some moment of the 60-day time horizon. Increasing the cost
of rail transport does little to modify this road layout, except for encouraging Taren
Point to use roads directly to Terminal 2 instead of sending containers via Cooks
River IMT (map not shown).
Table 4 shows the effect of reducing the size of the fleet, scenario a). It is clear
that the system collapses below a fleet size of thirty trains, as the number of trains
needed and the number of days when these extra trains are needed also increase
substantially. The variable demand scenario also wreaks havoc in the system, with
204 extra trains needed distributed in 34 days. Figure 9 show the result of having
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Table 2. Total number of export containers and percentage received at terminals
from IMTs or directly from producers for base case.
Terminal 1 Terminal 2 % Terminal 1 % Terminal 2
Minto 819 977 7.72 14.89
Yennora 3266 1884 30.77 28.71
Chullora 2084 1584 19.64 24.14
Enfield 1066 704 10.04 10.73
Cooks River 1835 1414 17.29 21.55
Villawood 0 0 0.00 0.00
Lance Cove West 0 0 0.00 0.00
Marrickville 0 0 0.00 0.00
Maroubra 1543 0 14.54 0.00
Taren Point 0 0 0.00 0.00
Minto Prod 0 0 0.00 0.00
Bankstown 0 0 0.00 0.00
Camellia 0 0 0.00 0.00
Prospect 0 0 0.00 0.00
St Marys 0 0 0.00 0.00
Castle Hill 0 0 0.00 0.00
TOTAL: 10613 6563 100.00 100.00
a more variable demand, scenario b). Under this scenario, some producers use
multiple IMTs at different times to avoid the storage and handling bottlenecks that
are present. For example, in the map we can observe that Camellia uses Yennora,
Villawood and Chullora IMTs at different times during the 60-day horizon. Selecting
these transport scheduling decisions is not trivial and requires a quantitative analysis
tool like the model we presented. This analysis shows that the existing infrastructure
can handle the two scenarios considered, provided that adequate decision support
is available to the participants.
5. CONCLUDING REMARKS
When large infrastructure projects are built, they are not normally amenable to
modification after completion, but instead they must operate continuously for many
years in the future, possibly with only a few refurbishments during the course of their
lifetimes. However, they must still face the constraints and bottlenecks produced by
market changes and other disruptions, most of which may not have been foreseen
originally and which can have unanticipated repercussions. Fortunately, managers
and operators can compensate for miscalculations by playing with operational plans.
In this chapter, we adopted the point of view of an operator who must make
the most out of the existing infrastructure through optimal operation plans and
accurate estimates of parameter data. The combination of OR and ML is an ap-
propriate way to assess the value of existing infrastructure: if, on one hand, by
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Figure 8. The optimised bi-modal supply chain of the base case. In this map,
producers are marked with a blue marker, IMTs are indicated with orange, terminals
with green, road links are shown in orange and rail links in black.
Figure 9. The optimised bi-modal supply chain of a variable demand and supply
case scenario. In this map, producers are marked with a blue marker, IMTs are
indicated with light blue, terminals with gray, road links are shown in white and
rail links in light blue.
i
i
“facility-location” — 2016/5/25 — 8:58 — page 23 — #23 i
i
i
i
i
i
Optimisation to Validate the Value of Infrastructure 23
Table 3. Total number of import containers and percentage sent from terminals to
IMTs or directly to producers for base case
Terminal 1 Terminal 2 % Terminal 1 % Terminal 2
Minto 5018 4489 8.37 13.29
Yennora 15308 13643 25.54 40.39
Chullora 11014 7488 18.37 22.17
Enfield 6256 3882 10.44 11.49
Cooks River 14531 4274 24.24 12.65
Villawood 0 0 0.00 0.00
Lance Cove West 0 0 0.00 0.00
Marrickville 0 0 0.00 0.00
Maroubra 7818 0 13.04 0.00
Taren Point 0 0 0.00 0.00
Minto Prod 0 0 0.00 0.00
Bankstown 0 0 0.00 0.00
Camellia 0 0 0.00 0.00
Prospect 0 0 0.00 0.00
St Marys 0 0 0.00 0.00
Castle Hill 0 0 0.00 0.00
TOTAL: 59945 33776 100.00 100.00
using the best possible operation schedule calculated with plausible scenarios, the
existing infrastructure and resources can cope with demand and avoid bottlenecks,
the infrastructure is valuable and adequate. If, on the other hand, only uncertain
forecasts and poor infrastructure are available, the calculation of a good schedule
will provide insights of where resources should be invested in future.
Our literature review shows that simulation, optimisation and machine learning
are widely used, alone or in combination, to study the economic and social value of
existing infrastructure, and to analyse the impact of disruptions. The application
areas span services (water and electricity networks), industry (mostly capital inten-
sive, such as paper, oil and energy), and sudden, unforeseen events (e.g., climate
change, technological innovations and disaster management). We also presented a
case study case study based on the Greater Sydney rail system and studied a scenario
with reduced number of trains, and a scenario with variable supply and demand.
The results show that Villawood IMT may be an unnecessary facility for the base
case from a global point of view, and that Yennora, Chullora and Cooks River take
the largest proportion of transported containers both for imports and exports. We
also demonstrated that a fleet size of less than 30 trains would struggle to cope with
the volume of containers that need to be transported.
The quantitative model presented in Appendix A combines OR and ML, for-
malises operation rules in the supply chain, and facilitates comparison of scenarios.
However, we should note that this model seeks the benefit of all participants in the
system, although this may not strictly be in the interest of individual IMTs, who
actually compete with each other. In any case, the model is still useful to assess
i
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Table 4. Effect of fleet size. Between 20 and 30 trains the fleet cannot cope with
demand. The cost of additional trains is set to AUD $ 100,000 per train.
Fleet size Additional
trains
Cost of addi-
tional trains
No. of days
when trains
are needed
50 2 200000.00 1
40 8 800000.00 2
30 6 600000.00 4
20 184 18400000.00 28
economic trade-offs and infrastructure value and use, and can be modified to analyse
the situation of individual participants in the suppy chain.
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A MATHEMATICAL MODEL
A1. Nomenclature
Sets
K EXP set of commodities (containers) that are exported
K IMP set of commodities (containers) that are imported
K set of commodities (containers)
LEXPP set of valid links where containers for export are transported by rail (i.e.,
from IMTs to terminals)
LEXPR set of valid links where containers for export are transported by truck (i.e.,
from producers to IMTs and from producers to terminals)
LIMPP set of valid links where containers for import are transported by rail (i.e.,
from terminals to IMTs)
LIMPR set of valid links where containers for import are transported by truck (i.e.,
from IMTs to producers and from terminals to producers)
LP set of valid links where containers are transported by rail (i.e., from IMTs to
terminals and vice versa)
LR set of valid links where containers are transported by truck (i.e., from pro-
ducers to IMTs and vice versa, and from producers to terminals and vice
versa)
P set of terminals
R set of IMTs
S set of sources
T total number of planning periods (weeks) in the model
Decision variables
α↓ikt number of containers of type k ∈ K short of the preferred lower inventory
level at site i ∈ R ∪P at time t ∈ T
α↑ikt number of containers of type k ∈K in excess of the preferred upper inventory
level at site i ∈ R ∪P at time t ∈ T
δit number of additional container-handling equipment (cranes or forklifts) at
site i ∈ R ∪P at time t ∈ T
i
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γt number of additional trains needed at time t ∈ T
ni jt number of trains running in rail track segment (i, j) ∈ LP at time t ∈ T
u+ikt number of containers of type k ∈K that go into the warehouse of IMT i ∈ R
at time t ∈ T
u−ikt number of containers of type k ∈ K that go out of the warehouse of IMT
i ∈ R at time t ∈ T
v+ikt number of containers of type k ∈ K that go into the warehouse of terminal
i ∈ P at time t ∈ T
v−ikt number of containers of type k ∈K that go out of the warehouse of terminal
i ∈ P at time t ∈ T
wikt number of containers of type k ∈ K that are stored in the warehouse of site
i ∈ R ∪P at time t ∈ T
xEXPi jkt number of containers of type k ∈ K EXP that travel by truck through link
(i, j) ∈ LEXPR at time t ∈ T
xIMPi jkt number of containers of type k ∈ K IMP that travel by truck through link
(i, j) ∈ LIMPR at time t ∈ T
yEXPi jkt number of containers of type k ∈K EXP that travel by rail through link (i, j) ∈
LEXPP at time t ∈ T
yIMPi jkt number of containers of type k ∈K IMP that travel by rail through link (i, j) ∈
LIMPP at time t ∈ T
zEXPikt number of containers of type k ∈K that go to export from terminal i ∈ P at
time t ∈ T
zIMPikt number of containers of type k ∈ K that come as import to producer i ∈ S
at time t ∈ T
Parameters
CCi cost of additional container-handling equipment (cranes or forklifts) at site
i ∈ R ∪P at any time
CMikt cost of moving containers at site i ∈ R ∪P of commodity k ∈K at time t ∈ T
CONSikt number of containers of type k ∈K that are imported to producer i ∈ S at
time t ∈ T
EXPikt number of containers of type k ∈K that are exported from terminal i ∈ P at
time t ∈ T
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FCt cost of setting up additional trains at time t ∈ T
MAXNT maximum number of trains available at any moment
N number of wagons in a train (normally 32)
NSk number of slots taken by container of type k ∈K
PRODikt number of containers of type k ∈K produced at i ∈ S at time t ∈ T
PTCi jkt cost of transporting commodity k ∈ K at time t ∈ T from site i ∈ R ∪P to
site j ∈ R ∪P , i 6= j by rail
Qi j maximum capacity of road segment (i, j) ∈ LR
RTCi jkt cost of transporting commodity k ∈ K at time t ∈ T from site i ∈ S ∪R to
site j ∈ S ∪P , i 6= j by truck
SPkt selling price of container of type k ∈K at time t ∈ T
SVCit cost of violating the soft inventory limits of site i ∈ R ∪P at time t ∈ T
W maxi maximum number of containers that cranes (or forklifts) at site i∈R ∪P can
move at any time
WDESmaxi desirable upper limit on storage capacity at site i ∈ R ∪P at any time
WDESmini desirable lower limit on storage capacity at site i ∈ R ∪P at any time
WLIMi maximum limit on storage capacity at site i ∈ R ∪P at any time
Sub-indexes
i, j site
k commodity (i.e., type of container)
p terminal
t planning period
A2. Formulation
The aim of the problem is to minimise the total costs of operating the entire supply
chain, which comprise transportation costs, the costs of violating the soft inventory
limits at warehouses, the costs of moving containers to and from warehouses, and
the costs of hiring extra trains and container-handling equipment if the available
resources are not sufficient.
Let us define the decision variables xEXPi jkt and y
EXP
i jkt as the containers for export
that travel between sites i and j carrying commodity k at period t by truck and
i
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by rail, respectively; xIMPi jkt and y
IMP
i jkt as the containers for import that travel between
sites i and j carrying commodity k at period t by truck and by rail, respectively;
zEXPikt and z
IMP
jkt the containers that go to export and that come as import at terminal
i, respectively; u+ikt and u
−
ikt the containers that are moved into and out of the IMTs’
warehouses, respectively; v+ikt and v
−
ikt the containers that are moved into and out of
the terminals’ warehouses, respectively; wikt and wikt the containers that are stored
in the IMT and terminal warehouses, respectively; α↑ikt and α
↓
ikt the amount by which
the minimum and maximum desired inventory levels at sites with warehouses (i.e.,
IMTs and terminals) are violated, respectively; γt the number of additional trains
needed at time t and δit the number of additional container-handling equipment at
IMT i at time t. We can now define the objective function as
Minimise ∑
(i, j)∈LEXPR
∑
k∈K EXP
∑
t∈T
RTCi jkt xEXPi jkt + ∑
(i, j)∈LIMPR
∑
k∈K IMP
∑
t∈T
RTCi jkt xIMPi jkt+
∑
(i, j)∈LEXPP
∑
k∈K EXP
∑
t∈T
PTCi jkt yEXPi jkt + ∑
(i, j)∈LIMPP
∑
k∈K IMP
∑
t∈T
PTCi jkt yIMPi jkt+
∑
i∈R ∪P
∑
t∈T
SVCit ∑
k∈K
(α↑ikt +α
↓
ikt)+
∑
i∈R
∑
k∈K
∑
t∈T
CMikt
[
u+ikt +u
−
ikt +∑
j∈S
(xEXPjikt + x
IMP
i jkt )+ ∑
j∈P
(yEXPi jkt + y
IMP
jikt )
]
+
∑
i∈P
∑
k∈K
∑
t∈T
CMikt
[
v+ikt + v
−
ikt +∑
j∈S
(xEXPjikt + x
IMP
i jkt )+ ∑
j∈R
(yEXPjikt + y
IMP
i jkt )+ z
EXP
ikt + z
IMP
ikt
]
+
∑
t∈T
FCtγt + ∑
i∈R
CCi∑
t
δit . (1)
The problem is subject to the following constraints:
1. Soft inventory capacity constraints. There is a penalty for exceeding the desir-
able limits to the amount of containers that may be stored in the warehouses.
For both IMTs and terminals:
WDESmini − ∑
k∈K
α↓ikt ≤ ∑
k∈K
wikt ≤WDESmaxi + ∑
k∈K
α↑ikt
∀i ∈ R ∪P ∀t ∈ T . (2)
2. Hard inventory capacity constraints. There is a maximum number of containers
that can be stored at sites with warehousing capability:
WDESmaxi + ∑
k∈K
α↑ikt ≤WLIMi ∀i ∈ R ∪P ∀t ∈ T . (3)
3. Crane capacity constraints. There is a limit on how many containers the
cranes (or forklifts) can move at any time period, and a penalty if the available
container moving resources are not sufficient. For IMTs, containers must be
i
i
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moved in and out of the warehouses, as well as to trucks or trains if they are
going to be brought into and sent out of the facility at the current planning
period:
∑
k∈K
(u+ikt +u
−
ikt +∑
j∈S
xEXPjikt +∑
j∈S
xIMPi jkt
+ ∑
j∈P
yEXPi jkt + ∑
j∈P
yIMPjikt )−δit ≤W maxi ∀i ∈ R , ∀t ∈ T . (4)
For terminals, in addition to all the containers moved into and out of the
warehouses and the train and truck loading and unloading operations, we
need to consider that the containers for export must be loaded into the ships,
and containers for import must be unloaded from the ships:
∑
k∈K
(v+ikt + v
−
ikt +∑
j∈S
xEXPjikt +∑
j∈S
xIMPi jkt + ∑
j∈R
yEXPjikt + ∑
j∈R
yIMPi jkt+
zEXPikt + z
IMP
ikt )−δit ≤W maxi ∀i ∈ P , ∀t ∈ T , (5)
where δit is the number of additional container-handling equipment needed at
site i at time t and
zEXPikt = EXPikt ∀i ∈ P , ∀k ∈K EXP, ∀t ∈ T , (6)
zIMPikt = IMPikt ∀i ∈ P , ∀k ∈K IMP, ∀t ∈ T . (7)
4. Conservation constraints at IMTs. The expressions that define the flow of
containers at IMTs and their warehouses are, respectively,
∑
j∈S
xEXPjikt + ∑
j∈P
yIMPjikt +u
−
ikt = ∑
j′∈S
xIMPi j′kt + ∑
j′∈P
yEXPi j′kt +u
+
ikt
∀i ∈ R , ∀k ∈K , ∀t ∈ T , and (8)
wik,t+1 = wikt +u+ikt −u−ikt ∀i ∈ R , ∀k ∈K , ∀t ∈ T . (9)
We consider that the initial inventory level at all warehouses is zero.
5. Conservation constraints at terminals. The expressions that define the flow of
containers at terminals and their warehouses are, respectively,
∑
j∈S
xEXPjikt + ∑
j∈R
yEXPjikt + v
−
ikt + z
IMP
ikt = ∑
j′∈S
xIMPi j′kt + ∑
j′∈R
yIMPi j′kt + v
+
ikt + z
EXP
ikt
∀i ∈ P , ∀k ∈K , ∀t ∈ T , and (10)
wik,t+1 = wikt + v+ikt − v−ikt ∀i ∈ P , ∀k ∈K , ∀t ∈ T . (11)
6. Conservation constraints at producers. It is assumed that the producers do
not hold inventory and that all containers produced must enter the supply
chain. The expressions that define the flow of containers in these sites are
∑
j∈R ∪P
xIMPjikt =CONSikt ∀i ∈ S , ∀k ∈K IMP, ∀t ∈ T , (12)
∑
j∈R ∪P
xEXPi jkt = PRODikt ∀i ∈ S , ∀k ∈K EXP, ∀t ∈ T , (13)
i
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where PRODikt and CONSikt are the amounts of produced and consumed con-
tainers of export and import commodities, respectively, in producer i.
7. Constraints for consist assembly. The space for containers in the trains
is limited. We know that wagons have room for three slots; a slot is
more properly known as a twenty-foot equivalent unit (TEU). We also know
that containers can be 40 foot and occupy two TEUs, or 20-foot and oc-
cupy one TEU. For the time being, the model only distinguishes between
containers for export or import. Thus, we have four commodities, k =
{20ft-EXP,40ft-EXP,20ft-IMP,40ft-IMP}. Let n be the number of wagons
in a consist (normally 32), ni jt the number of trains that travel between sites
i and j, and γt the number of additional trains needed in excess of the total
available, MAXNT . To accommodate containers into trains, we need to define
additional constraints. First, knapsack-like constraints so that the number of
containers transported by rail in a road segment is not more than the capacity
of all the trains travelling in that road segment at any given period:
∑
k∈K IMP
NSk yIMPi jkt −3 N ni jt ≤ 0 ∀(i, j) ∈ LIMPP , ∀t ∈ T , and (14)
∑
k∈K EXP
NSk yEXPi jkt −3 N ni jt ≤ 0 ∀(i, j) ∈ LEXPP , ∀t ∈ T , (15)
where NSk is the number of slots a container of type k takes. The total number
of additional trains needed is
∑
(i, j)∈LP
ni jt − γt ≤MAXNT ∀t ∈ T . (16)
The model assumes that every truck can only carry one container.
8. Road capacity constraints. We assume that roads have a fixed capacity:
∑
k∈K
xEXPi jkt ≤ Qi j ∀(i, j) ∈ LEXPR , ∀t ∈ T , (17)
∑
k∈K
xIMPi jkt ≤ Qi j ∀(i, j) ∈ LIMPR , ∀t ∈ T , (18)
where Qi j is the capacity of the road segment (i, j).
9. Upper bounds. Finally, the upper bounds of the amounts transferred to and
from warehouses are:
u+ikt ≤W maxi ∀i ∈ R , ∀k ∈K , ∀t ∈ T , (19)
u−ikt ≤W maxi ∀i ∈ R , ∀k ∈K , ∀t ∈ T , (20)
v+ikt ≤W maxi ∀i ∈ P , ∀k ∈K , ∀t ∈ T , (21)
v−ikt ≤W maxi ∀i ∈ P , ∀k ∈K , ∀t ∈ T . (22)
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