Two-scale homogenization of a stationary mean-field game by Ferreira, Rita et al.
ar
X
iv
:1
90
5.
02
04
6v
1 
 [m
ath
.A
P]
  6
 M
ay
 20
19
TWO-SCALE HOMOGENIZATION OF A STATIONARY
MEAN-FIELD GAME
RITA FERREIRA, DIOGO GOMES, AND XIANJIN YANG
Abstract. In this paper, we characterize the asymptotic behavior of a first-order station-
ary mean-field game (MFG) with a logarithm coupling, a quadratic Hamiltonian, and a
periodically oscillating potential. This study falls into the realm of the homogenization the-
ory, and our main tool is the two-scale convergence. Using this convergence, we rigourously
derive the two-scale homogenized and the homogenized MFG problems, which encode the
so-called macroscopic or effective behavior of the original oscillating MFG. Moreover, we
prove existence and uniqueness of the solution to these limit problems.
1. Introduction
Mean-field games (MFGs), introduced by Lasry and Lions [18, 19] and by Huang, Caines, and
Malhame´ [16, 17], model the behavior of rational and indistinguishable agents in a large popu-
lation. When the number of elements in the population goes to infinity, the Nash equilibrium
is characterized by a system of two partial differential equations (PDEs), a Hamilton–Jacobi
(HJ) equation and a Fokker–Plank (FP) equation. The HJ equation determines the cost of a
typical agent and the FP equation gives the evolution of the agents’ distribution.
Here, we characterize the asymptotic behavior of a stationary first-order MFG that has
rapidly periodically oscillating terms. More precisely, the MFG whose (homogenization) limit
we study is stated in the following problem.
Problem 1. Let Td be the d-dimensional torus and let Yd be the set [0, 1)d. Let P ∈ Rd, let
V : Td×Rd → R be a smooth function, Yd-periodic in the second variable, and let ǫ > 0. Find
(uǫ,mǫ, Hǫ) ∈ C
∞(Td)× C∞(Td)× R, with mǫ > 0, solving
|P+∇uǫ(x)|
2
2 + V (x,
x
ǫ ) = ln(mǫ(x)) +Hǫ(P ), in T
d,
− div(mǫ(x)(P +∇uǫ(x))) = 0, in T
d,∫
Td
uǫ(x)dx = 0,
∫
Td
mǫ(x)dx = 1.
(1.1)
Stationary MFGs as in Problem 1 describe a MFG where agents seek to minimize an infinite
horizon cost [2, 18, 20] and appear in the large-time behavior of time-dependent MFG [6, 7, 8].
Here, with a rapidly periodically oscillating potential, V , Problem 1 models the behaviour
of agents in the world with ǫ-periodic heterogeneities. This potential determines the spatial
preferences of each agent, whose parameters, (x, xǫ ), provide the spacial information of an
agent at the macroscopic and the microscopic scales separately. For instance, in the traffic-
flow problem with periodically, fast changing road conditions, V may give the cost of a typical
car according to the location, given by x, of the car on the road and to current road conditions,
indexed by xǫ . Another example would be agents moving on a grid of regularly spaced obstacles
such as a forest or a minefield.
We further mention that, in Problem 1, P determines the preferred direction of motion,
uǫ : T
d → R gives the cost of a typical agent at the state x ∈ Td, mǫ : T
d → R is a probability
measure determining the agents’ distribution, and Hǫ is a real number depending on P that
is required to ensure that the normalization condition
∫
Td
mǫ(x)dx = 1 is satisfied.
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Our goal is to study the asymptotic behavior of the solutions to Problem 1 as ǫ → 0,
where, we recall, ǫ represents the length-scale of the heterogeneities characterizing the MFG
under study. This analysis falls into the realm of homogenization theory, aimed at describing
the macroscopic or effective behavior of a microscopically heterogeneous system. A typical
homogenization problem involves two scales; a microscale associated with the size of the het-
erogeneities of the system, and a macroscale associated with the size of the state-space of the
system. The goal is to replace equations with microscales, which are hard to resolve numeri-
cally, by averaged macroscopic equations that are easier to solve and whose overall properties
approximate well those of the initial oscillating equations. The problem comprising the macro-
scopic equations is the homogenized problem and encodes the macroscopic or effective behavior
of the initial microscopically heterogeneous problem. We refer to [10] for a comprehensive in-
troduction to the theory of homogenization and for an overview of the different homogenization
methods to derive the homogenized problem.
To the best of our knowledge, apart from the works [4, 9], little is known on the characteri-
zation of the effective behavior of MFGs with rapidly periodically oscillating terms. In [4], the
authors consider a second-order, time-dependent MFG with a local coupling and a quadratic
Hamiltonian. Using (formal) asymptotic expansion techniques, they derive and study the as-
sociated homogenized problem. Moreover, for a particular class of initial-terminal conditions,
they rigourously justify their asymptotic expansion procedure. In [9], the authors provide some
qualitative descriptions and some numerical results regarding the MFG introduced in [4].
Here, we consider a first-order, stationary MFG with a logarithmic coupling and a quadratic
Hamiltonian with rapidly periodically oscillating terms. We study the effective behavior of this
MFG using the two-scale convergence method. The notion of two-scale convergence was first
introduced by Nguetseng [22], and further developed by Allaire [1], to provide a rigorous
justification of formal asymptotic expansions used in periodic homogenization problems.
Besides providing a rigorous derivation of the effective behavior, the two-scale convergence
method takes full advantage of the periodic microscopic properties of the system, enabling the
explicit characterization of its local behavior encoded in the so-called two-scale homogenized
problem. This problem accounts for the asymptotic behavior of the original problem at both
macroscopic and microscopic levels, through the two space variables x (the macroscopic one)
and y (the microscopic one), and through two unknowns u and u1 (see Problems 3 and 6 below).
Then, using an average process with respect to the microscopic variable y of the two-scale
homogenized problem, one obtains the homogenized problem (see Problems 5 and 8 below).
Typically, this problem only involves the macroscopic space variable x, has u0 =
∫
Yd
u(·, y)dy
as solution, and its coefficients are determined by an auxiliary problem, called the cell problem
(see Problems 4 and 7 below).
As pointed out in [1, Remark 2.4], in spite of doubling the variables (x and y) and unknowns
(u and u1), in most cases, the two-scale homogenized problem is of the same form of the original
one, sharing the same existence and uniqueness properties. In contrast, in several cases, the
homogenized problem has complicated forms by involving, for instance, integro-differential
operators and non-explicit equations. Consequently, the homogenized problem may belong to
a class for which an existence and uniqueness theory is not available. Hence, both problems,
the two-scale homogenized and the homogenized, have their own advantages and one should
not be discarded in favor of the other.
To use the two-scale convergence method to study the asymptotic behavior of Problem 1 as
ε→ 0, we take advantage of its variational structure, revealed in the next problem.
Problem 2. Under the same assumptions of Problem 1, find uǫ ∈ C
∞(Td) satisfying
∫
Td
uǫ(x)dx =
0 and
Iǫ[uǫ] = inf
u∈C1(Td)∫
Td
u(x)dx=0
Iǫ[u], (1.2)
where
Iǫ[u] =
∫
Td
e
|P+∇u(x)|2
2 +V (x,
x
ǫ
)dx. (1.3)
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We stress that Problems 1 and 2 are equivalent and admit a unique smooth solution. In fact,
by [11, Theorem 5.2], (1.1) is the Euler-Lagrange equation of (1.3) and there exists a unique
smooth solution, (uǫ,mǫ, Hǫ), to Problem 1. Thus, uǫ is the smooth minimizer for Problem 2.
Conversely, if uǫ is the smooth solution to Problem 2, defining
Hǫ(P ) = ln Iǫ[uǫ] (1.4)
and
mǫ = e
|P+∇uǫ(x)|
2
2 +V (x,
x
ǫ
)−Hǫ(P ), (1.5)
we conclude that (uǫ,mǫ, Hǫ) solves Problem 1.
We observe that in contrast with the majority of the variational homogenization problems
in the literature, the integrand in (1.3) does not admit a polynomial upper bound with respect
to the gradient variable. This fact prevents us from mimic the arguments in, for instance, [1] to
derive the two-scale homogenized functional. Problems with non-standard growth conditions
were studied in [5] using a Γ-convergence approach. However, here we use a distinct approach
based on two-scale convergence that, as we mentioned before, is known to take full advantage
of the periodic structure of the problem, enabling us to provide an explicit characterization of
both the two-scale homogenized and the usual homogenized problems.
In what follows, we use the subscript # to refer to functions defined on Rd that are Yd-
periodic; for instance, C∞# (Y
d) = {u ∈ C∞(Rd) : u is Yd-periodic}. Moreover, given p ∈
(1,+∞), W 1,p# (Y
d) denotes the closure of C∞# (Y
d) with respect to the W 1,p(Yd)-norm.
Next, we introduce the two-scale homogenized problem that, as stated in Theorem 1.2,
provides a characterization of the effective behavior, at both macroscopic and microscopic
levels, of Problem 1 as ǫ→ 0.
Problem 3 (Two-scale homogenized problem). Under the same assumptions of Prob-
lem 1 and for some α ∈ (0, 1), find u0 ∈ C
∞(Td) with
∫
Td
u0dx = 0, u1 ∈ C
∞(Td;C2,α# (Y
d)/R),
m ∈ C∞(Td;C1,α# (Y
d)) with
∫
Td
∫
Yd m(x, y)dydx = 1, and H ∈ R satisfying
|P+∇u0(x)+∇yu1(x,y)|
2
2 + V (x, y) = ln(m(x, y)) +H(P ), in T
d × Yd,
− divx(
∫
Yd
m(x, y)(P +∇u0(x) +∇yu1(x, y))dy) = 0, in T
d × Yd,
− divy(m(x, y)(P +∇u0(x) +∇yu1(x, y))) = 0, in T
d × Yd.
(1.6)
Next, we introduce the usual homogenized problem, together with the associated cell prob-
lem that, as stated in Theorem 1.2, characterize the effective behavior of Problem 1 as ǫ→ 0.
Problem 4 (Cell problem). Suppose that the assumptions in Problem 1 hold. For some
α ∈ (0, 1) and for each x ∈ Td and Λ ∈ Rd, find w˜ ∈ C2,α# (Y
d)/R, m˜ ∈ C1,α# (Y
d), and H˜ ∈ R,
depending on x and Λ, such that (w˜, m˜, H˜) solves
|Λ+∇yw˜(x,Λ,y)|
2
2 + V (x, y) = ln m˜(x,Λ, y) + H˜(x,Λ), in Y
d,
− divy
(
m˜(x,Λ, y)(Λ +∇yw˜(x,Λ, y))
)
= 0, in Yd,∫
Yd
m˜(x,Λ, y)dy = 1.
(1.7)
Problem 5 (Homogenized problem). Suppose that the assumptions in Problem 1 hold
and that (w˜, m˜, H˜) solves Problem 4. Find u0 ∈ C
∞(Td) with
∫
Td
u0dx = 0, m0 ∈ C
∞(Td)
with m0 > 0, and H ∈ R satisfying
H˜(x, P +∇u0(x)) = ln(m0(x)) +H(P ), in T
d,
− div
(
m0(x)DΛH˜(x, P +∇u0(x)
)
= 0, in Td,∫
Td
m0dx = 1.
(1.8)
The proof of Theorem 1.2 is strongly hinged on a variational analysis based on the equiva-
lence between Problems 1 and 2. For this reason, we now introduce the variational formulation
of Problems 3, 4, and 5. We start with the variational formulation of the two-scale homogenized
problem, Problem 3.
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Problem 6 (Variational two-scale homogenized problem). Fix p ∈ (1,+∞). Under the
same assumptions of Problem 1 and for some α ∈ (0, 1), find u0 ∈ C
∞(Td) with
∫
Td
u0dx = 0
and u1 ∈ C
∞(Td;C2,α# (Y
d)/R) satisfying
I[u0, u1] = inf
u∈W1,p(Td),
∫
Td
udx=0
w∈Lp(Td;W 1,p
#
(Yd)/R)
I [u,w],
where I : W 1,p(Td) × Lp(Td;W 1,p# (Y
d)/R) → R is defined, for all (u,w) ∈ W 1,p(Td) ×
Lp(Td;W 1,p# (Y
d)/R), by
I[u,w] =
∫
Td
∫
Yd
e
|P+∇u(x)+∇yw(x,y)|
2
2 +V (x,y)dydx.
Finally, we introduce the variational formulation of the homogenized and its associated cell
problems, Problems 4 and 5.
Problem 7 (Variational cell problem). Fix p ∈ (1,+∞) and suppose that the assumptions
in Problem 1 hold. For some α ∈ (0, 1) and for each x ∈ Td and Λ ∈ Rd, find w˜ ∈ C2,α# (Y
d)/R,
depending on x and Λ, satisfying
I˜[x,Λ; w˜] = inf
w∈W 1,p# (Y
d)/R
I˜[x,Λ;w], (1.9)
where I˜[x,Λ; ·] :W 1,p# (Y
d)/R→ R is defined, for all w ∈W 1,p# (Y
d)/R, by
I˜[x,Λ;w] =
∫
Yd
e
|Λ+∇w(y)|2
2 +V (x,y)dy. (1.10)
Problem 8 (Variational homogenized problem). Fix p ∈ (1,+∞) and assume that the
assumptions in Problem 1 hold. Let H˜ : Td ×Rd → R be defined, for each x ∈ Td and Λ ∈ Rd,
by
H˜(x,Λ) = ln I˜[x,Λ; w˜], (1.11)
where w˜ solves Problem 7. Find u0 ∈ C
∞(Td) satisfying
∫
Td
u0dx = 0 and
Î[u0] = inf
u∈W 1,p(Td),
∫
Td
udx=0
Î[u], (1.12)
where Î :W 1,p(Td)→ R is defined, for all u ∈ W 1,p(Td), by
Î[u] =
∫
Td
eH˜(x,P+∇u(x))dx.
Remark 1.1. As what we stated for the relation between Problem 1 and Problem 2, Prob-
lem 4 is equivalent to Problem 7. More precisely, (1.6) is the Euler-Lagrange equation to (1.10).
Moreover, if (w˜, m˜, H˜) solves Problem 4, then w˜ is the minimizer for Problem 7. Conversely,
if w˜ is a solution to Problem 7, defining H˜ as in (1.11) and m˜ = e
|Λ+∇yw˜|2
2 +V−H˜ , we see that
(w˜, m˜, H˜) solve Problem 4. Similar arguments hold for Problem 5 and Problem 8 and for
Problem 3 and Problem 6.
Our main result is stated in the following theorem. We refer to Section 3 for the definition
and some properties of the notion of two-scale convergence.
Theorem 1.2. Let (uǫ,mǫ, Hǫ) ∈ C
∞(Td) × C∞(Td) × R solve Problem 1. If d > 1, we
assume further that V is separable in y; that is, there exist smooth functions, Vi : T
d×R→ R,
where 1 6 i 6 d, such that for all x ∈ Td and y ∈ Rd, y = (y1, . . . , yi, . . . , yd), we have
V (x, y) =
d∑
i=1
Vi(x, yi). (1.13)
Then, there exists α ∈ (0, 1) and there exist u0 ∈ C
∞(Td) with
∫
Td
u0(x)dx = 0, u1 ∈
C∞(Td;C2,α# (Y
d)/R), m ∈ C∞(Td;C1,α# (Y
d)) with
∫
Td
∫
Yd m(x, y)dxdy = 1, and H(P ) ∈ R
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such that (∇uǫ)ǫ weakly two-scale converges to ∇u0 +∇yu1 in L
p(Td ×Yd) for all p ∈ [1,∞),
(mǫ)ǫ weakly two-scale converges to m in L
1(Td × Yd), and (Hǫ(P ))ǫ converges to H(P) in
R. Moreover, (u0, u1,m,H) is the (unique) solution to Problem 3, and (u0, u1) is the (unique)
solution to Problem 6.
Furthermore, setting m0 =
∫
Yd m(·, y)dy, we have that (uǫ)ǫ weakly converges to u0 in
W 1,p(Td) for all p ∈ [1,∞), (mǫ)ǫ weakly converges to m0 in L
1(Td), (u0,m0, H) is the
(unique) solution to Problem 5, and u0 is the (unique) solution to Problem 8. In addition,
Î[u0] = I[u0, u1] = lim
ǫ→0
Iǫ[uǫ] (1.14)
and H(P ) = ln I[u0, u1] = ln Î[u0].
Remark 1.3. The term ∇yu1 in the two-scale limit of (∇uǫ)ǫ in the previous theorem may
be regarded as the gradient limit at the microscale y. This extra information on the oscillatory
behavior of a bounded sequence in W 1,p is one of the key features of the two-scale convergence
(see Proposition 3.12).
Theorem 1.2 shows that Problems 3–8 provide the effective behavior of Problems 1 and 2.
Before proving Theorem 1.2, we illustrate how the asymptotic expansion method heuristically
leads to the two-scale homogenized and the homogenized problems. Then, in Section 3, we
recall the definition and some properties of the notion of two-scale convergence, which is our
main tool to prove Theorem 1.2. In Section 4, we establish uniform bounds in ǫ of the solutions
to Problems 1 and 2 that yield the compactness properties stated in Theorem 1.2. Next,
in Section 5, we derive and explicitly solve the two-scale homogenized problem as stated in
Theorem 1.2 by explicitly solving Problem 1 using the current method introduced in [14].
In the one-dimensional case, the arguments in Section 5 constitute an alternative to those in
Section 7, where, using the lower semi-continuity of convex functionals with respect to two-scale
convergence and the regularity of the minimizer to Problem 6, we prove Theorem 1.2 in any
dimension. We establish the existence, uniqueness, and regularity of solutions to Problem 6 in
Section 6. To this end, we first use the continuation method to prove the existence, uniqueness,
and regularity for the solution to Problem 4. Thus, equivalently, Problem 7 admits a unique
solution. For Problems 5 and 8, the well-posedness follows directly by Evans’ work [11] after
checking that H˜ satisfies the assumptions in [11]. We then conclude that Problems 3 and 6
admit a unique solution.
Notation. Throughout this manuscript, ǫ stands for a small parameter taking values on a
sequence of positive numbers converging to zero. Besides, given p ∈ (1,+∞), p′ represents
the real number satisfying 1/p + 1/p′ = 1. We denote the transpose of a vector v by vT .
For simplicity, we use the Einstein notation; that is, when an index appears twice in a single
term, it means that we sum that term over all the values of the index. For example, we
write
∑d
i=1 aijvi as aijvi for short, where aij and vi are real values indexed by 1 6 i, j 6 d.
For two Banach spaces, X and Y , the set Lp(X ;Y ) is the Lp-space on X with values in Y .
Similarly, C∞(X ;Y ) denotes the space of smooth functions on X with values in Y . We denote
X/R the quotient space consisting of equivalent classes and each class contains elements in X ,
which only differ from each other by a real number. We denote by C∞# (Y
d) the space of C∞
functions on Rd that are Yd-periodic. The spaces Ck,α# (Y
d), with k ∈ N and α ∈ (0, 1), are
defined analogously. Moreover, given p ∈ (1,+∞), W 1,p# (Y
d) denotes the closure of C∞# (Y
d)
with respect to the W 1,p(Yd)-norm. Finally, |A| stands for the Lebesgue measure of the set A.
2. Asymptotic Expansions
In this section, we review the asymptotic expansion method and find its relation with two-
scale convergence. The key step of the asymptotic expansion method is to introduce an ansatz
for the solution of (1.1) and expand (1.1) in Taylor series. Then, by matching asymptotic
terms in the resulting equations, we find the homogenized system.
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Here, we postulate the following forms for uǫ and mǫ:{
uǫ(x) = u˜0(x) + ǫu˜1(x,
x
ǫ ),
mǫ(x) = m˜0(x)(m˜1(x,
x
ǫ ) + ǫm2(x,
x
ǫ ))
(2.1)
and use (2.1) in (1.1).
At order ǫ0 in the first equation, we get
|P +∇u˜0(x) +∇yu˜1(x,
x
ǫ )|
2
2
+ V
(
x,
x
ǫ
)
= ln m˜0(x) + ln m˜1
(
x,
x
ǫ
)
+H. (2.2)
Denote Λ˜ = P +∇u˜0(x), y =
x
ǫ , and
Ĥ(x, Λ˜) = ln m˜0(x) +H. (2.3)
Then, (2.2) becomes
|Λ˜ +∇yu˜1(x, y)|
2
2
+ V (x, y) = ln m˜1(x, y) + Ĥ(x, Λ˜). (2.4)
The terms of order ǫ0 in the expansion of the second equation of (1.1) give
− divx
(
m˜0(x)m˜1(x, y)(Λ˜ +∇yu˜1(x, y))
)
= 0. (2.5)
Integrating (2.5) over y, we obtain
− divx
(
m˜0(x)
∫
Yd
(m˜1(x, y)(Λ˜ +∇yu˜1(x, y)))dy
)
= 0. (2.6)
Meanwhile, at order ǫ−1 in the expansion of (1.1), we get
− divy
(
m˜0(x)m˜1(x, y)(Λ˜ +∇yu˜1(x, y))
)
= 0.
Since m˜0 > 0, we have
− divy
(
m˜1(x, y)(Λ˜ +∇yu˜1(x, y))
)
= 0. (2.7)
Thus, considering (2.3) and (2.6), the expected homogenized system of (1.1) is{
Ĥ(x, P +∇u˜0(x)) = ln m˜0(x) +H,
− div
(
m˜0(x)˜b(x, P +∇u˜0(x))
)
= 0,
(2.8)
where
b˜(x, Λ˜) =
∫
Yd
m˜1(x, y)(Λ˜ +∇yu˜1(x, y))dy (2.9)
and (Ĥ, u˜1, m˜1) solves (2.4) and (2.7), called the cell system; that is, for fixed x ∈ T
d and
Λ ∈ Rd, (Ĥ, u˜1, m˜1) solves{
|Λ˜+∇y u˜1(x,y)|
2
2 + V (x, y) = ln m˜1(x, y) + Ĥ(x, Λ˜),
− divy
(
m˜1(x, y)(Λ˜ +∇yu˜1(x, y))
)
= 0.
(2.10)
Finally, we differentiate the first equation of (2.10) with respect to Λ˜ and get(
Λ˜ +∇y u˜1
)
+
(
Λ˜ +∇yu˜1
)T
∇y
(
∇Λ˜u˜1
)
=
∇Λ˜m˜1
m˜1
+∇Λ˜Ĥ.
Multiplying both sides of the prior equation by m˜1 and integrating the resulting equation over
Yd, we obtain ∫
Yd
m˜1
(
Λ˜ +∇yu˜1
)
dy +
∫
Yd
m˜1
(
Λ˜ +∇y u˜1
)T
∇y
(
∇Λ˜u˜1
)
dy
=
∫
Yd
∇Λ˜m˜1dy +
∫
Yd
m˜1∇Λ˜Ĥdy.
(2.11)
Using integration by parts and the second equation of (2.10), we get∫
Yd
m˜1
(
Λ˜ +∇yu˜1
)T
∇y
(
∇Λ˜u˜1
)
dy = 0. (2.12)
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Besides, assuming that
∫
Yd m˜1dy = 1, we have∫
Yd
∇Λ˜m˜1dy = 0 and
∫
Yd
m˜1∇Λ˜Ĥdy = ∇Λ˜Ĥ. (2.13)
Combining (2.11), (2.12), and (2.13), we conclude that
∇Λ˜Ĥ =
∫
Yd
m˜1
(
Λ˜ +∇yu˜1
)
dy,
which implies that ∇Λ˜Ĥ = b˜ according to the definition of b˜ in (2.9).
Therefore, the homogenized system in (2.8) found by the asymptotic method is consistent
with (1.8) in Problem 5 and the cell system (2.10) corresponds to (1.7) in Problem 4.
3. Two-scale convergence
Because functions on Td can be viewed as Zd-periodic function on Rd, the results on two-
scale convergence for functions on bounded domains can be easily adapted to those on Td.
Here, we review some essential results from [21, 23, 25]. Throughout this section, p ∈ (1,+∞)
and p′ = pp−1 .
Definition 3.1. Let q ∈ [1,+∞]. We say that a sequence, (wǫ)ǫ, in L
q(Td) weakly two-
scale converges to a function w ∈ Lq(Td × Yd), written as wǫ
2
⇀ w in Lq(Td × Yd), if for all
ψ ∈ C∞(Td;C∞# (Y
d)), we have
lim
ǫ→0
∫
Td
wǫ(x)ψ
(
x,
x
ǫ
)
dx =
∫
Td
∫
Yd
w(x, y)ψ(x, y)dydx. (3.1)
Furthermore, we say that (wǫ)ǫ strongly two-scale converges to w, denoted by wǫ
2
→ w in
Lq(Td × Yd), if wǫ
2
⇀ w in Lq(Td × Yd) and
lim
ǫ→0
‖wǫ‖Lq(Td) = ‖w‖Lq(Td×Yd).
Remark 3.2. If it exists, the two-scale limit is unique.
Remark 3.3. Assume that (wǫ)ǫ is a bounded sequence in L
p(Td). Then, a density ar-
gument shows that (3.1) holds for all ψ ∈ C∞(Td;C∞# (Y
d)) if and only if it holds for all
ψ ∈ Lp(Td;C#(Y
d)).
The next proposition relates the usual strong and weak convergence with the two-scale
counterpart. In particular, it shows that the two-scale weak limit contains more information
on the periodic oscillations of a sequence than the usual weak limit in Lp. This is because the
usual weak limit equals the average over the periodicity cell Yd of the two-scale weak limit.
Proposition 3.4 (cf. [23, Theorem 1.3]). Let (wǫ)ǫ be a bounded sequence in L
p(Td) and
w ∈ Lp(Td × Yd). Then,
wǫ
2
⇀ w in Lp(Td × Yd)⇒ wǫ ⇀
∫
Yd
w(·, y)dy in Lp(Td).
Moreover, if w does not depend on y or, in other words, w ∈ Lp(Td), then
wǫ
2
→ w in Lp(Td × Yd)⇔ wǫ → w in L
p(Td).
Next, we give a necessary and sufficient condition for two-scale strong convergence.
Proposition 3.5 (cf. [25, Definition 4.3 and Lemma 4.4]). Let (wǫ)ǫ be a bounded
sequence in Lp(Td). Then, wǫ
2
→ w in Lp(Td × Yd) for some w ∈ Lp(Td × Yd) if and only if
lim
ǫ→0
∫
Td
wǫ(x)φǫ(x)dx =
∫
Td
∫
Yd
w(x, y)φ(x, y)dydx
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for any bounded sequence (φǫ)ǫ ⊂ L
p′(Td) and any function φ ∈ Lp
′
(Td×Yd) such that φǫ
2
⇀ φ
in Lp
′
(Td × Yd).
Below, we state a compactness result for the two-scale convergence. This result asserts that
bounded sequences in Lp(Td) are pre-compact with respect to the weak two-scale convergence
in Lp(Td).
Proposition 3.6 (cf. [21, Theorem 14]). Let (wǫ)ǫ be a bounded sequence in L
p(Td).
Then, there exists a function, w ∈ Lp(Td × Yd), such that, up to a subsequence, wǫ
2
⇀ w in
Lp(Td × Yd).
The next result asserts that Proposition 3.6 holds for p = 1 under an equi-integrability
additional assumption.
Proposition 3.7 (cf. [3, Theorem 1.1]). Let (wǫ)ǫ be a bounded sequence in L
1(Td).
Assume further that (wǫ)ǫ is equi-integrable; that is, for all δ > 0, there exists τ > 0 such that
sup
ǫ
∫
E
|wǫ|dx 6 δ
whenever E ⊂ Td is a measurable set with |E| 6 τ . Then, there exists a function, w ∈ L1(Td×
Yd), such that, up to a subsequence, wǫ
2
⇀ w in L1(Td×Yd). In particular, wǫ ⇀
∫
Yd w(·, y)dy
in L1(Td).
The Lp-norm is lower semi-continuous with respect to the weak topology in Lp. The next
proposition shows that a similar result holds with respect to weak two-scale convergence.
Proposition 3.8 (cf. [21, Theorem 17]). Let (wǫ)ǫ be a bounded sequence in L
p(Td) such
that wǫ
2
⇀ w in Lp(Td × Yd) for some w ∈ Lp(Td × Yd). Then,
lim inf
ǫ→0
‖wǫ‖Lp(Td) > ‖w‖Lp(Td×Yd) >
∥∥∥∥ ∫
Yd
w(·, y)dy
∥∥∥∥
Lp(Td)
.
Next, we recall the notion of Carathe´odory functions. These functions are used to pro-
vide an important example of sequences that two-scale converge, as stated in the subsequent
proposition.
Definition 3.9. A function Φ : Td×Rd → R is a Carathe´odory function if Φ(·, y) is contin-
uous for a.e. y ∈ Rd and Φ(x, ·) is measurable and Yd-periodic for every x ∈ Td.
Proposition 3.10 (cf. [25, Lemma 4.5]). Let Φ : Td×Rd → R be a Carathe´odory function
such that |Φ(x, y)| 6 Φ0(y) for all x ∈ T
d, for a.e. y ∈ Yd, and for some Φ0 ∈ L
p
#(Y
d). Let
ǫ > 0 and x ∈ Td, and set Φǫ(x) = Φ(x,
x
ǫ ). Then,
Φǫ
2
→ Φ in Lp(Td × Yd).
The next proposition allows us to extend the class of test functions in the definition of
two-scale convergence.
Proposition 3.11 (cf. [25, Lemma 4.6]). Suppose that (wǫ)ǫ ⊂ L
p(Td) is such that wǫ
2
⇀ w
in Lp(Td ×Yd) for some w ∈ Lp(Td ×Yd). Let Φ be as in Proposition 3.10 with p′ in place of
p. Then,
lim
ǫ→0
∫
Td
wǫ(x)Φ
(
x,
x
ǫ
)
dx =
∫
Td
∫
Yd
w(x, y)Φ(x, y)dydx.
Next, we recall the characterization of the two-scale limit of bounded sequences in W 1,p.
Proposition 3.12 (cf. [21, Theorem 20]). Let (wǫ)ǫ be a bounded sequence in W
1,p(Td)
such that wǫ ⇀ w for some w ∈ W
1,p(Td). Then, wǫ
2
⇀ w in Lp(Td × Yd) and there exists
TWO-SCALE HOMOGENIZATION OF A STATIONARY MEAN-FIELD GAME 9
a function w1 ∈ L
p(Td;W 1,p# (Y
d)/R) such that, up to a subsequence, ∇wǫ
2
⇀ ∇w +∇yw1 in
[L
p
(Td × Yd)]d.
The next proposition, which provides a simple generalization of [25, Theorem 7.1], entails
the lower semi-continuity of certain convex functionals with respect to the two-scale conver-
gence (also see [24, Proposition 3.1(iii)]).
Proposition 3.13. Let (wǫ)ǫ be a bounded sequence in [L
p(Td)]d such that wǫ
2
⇀ w in
[L
p
(Td × Yd)]d for some w ∈ [Lp(Td × Yd)]d. Suppose that f : Rd × Rd → [0,+∞] is a Borel
function, Yd-periodic in the first variable and such that for each fixed y, f(y, ·) is convex and
lower semi-continuous on Rd and f(y, 0) = 0. Then, for all φ ∈ C∞(Td;C∞# (Y
d)) with φ > 0,
we have
lim inf
ǫ→0
∫
Td
f
(x
ǫ
, wǫ(x)
)
φ
(
x,
x
ǫ
)
dx >
∫
Td
∫
Yd
f(y, w(x, y))φ(x, y)dydx. (3.2)
Proof. The proof is a simple adaptation of the proof of Theorem 7.1 in [25], which corresponds
to (3.2) with φ ≡ 1. We first recall the main arguments in [25], after which we describe how
to adapt these arguments to the present setting.
In what follows, f∗ is the convex conjugate of f ; that is, for all (y, η) ∈ Rd × Rd,
f∗(y, η) = sup
ξ∈Rd
{ηT ξ − f(y, ξ)}.
The proof in [25] is done in two steps. In the first step, one assumes that for all (y, ξ) ∈ Rd×Rd
and for some c0 > 0, f satisfies
f(y, ξ) > c0|ξ|
p. (3.3)
Due to the preceding condition, f∗ is continuous in η. Let wǫ and w be as in the claim. A key es-
timate in [25] follows from the definition of f∗; more precisely, for any ψ ∈ [C∞(Td;C∞# (Y
d))]d,
we have
f
(x
ǫ
, wǫ(x)
)
>
〈
wǫ(x), ψ
(
x,
x
ǫ
)〉
− f∗
(x
ǫ
, ψ
(
x,
x
ǫ
))
. (3.4)
Then, (3.2) with φ ≡ 1 is obtained by integrating (3.4) over Td and letting ǫ → 0 as follows.
For the first term on the right-hand side of (3.4), it suffices to use the definition of two-scale
convergence. Regarding the second term, we first set Φ(x, y) = f∗(y, ψ(x, y)) for (x, y) ∈ Td ×
R
d. Then, the continuity of f∗ in η, which is implied by (3.3), gives that Φ is a Carathe´odory
function. Thus, it suffices to use Proposition 3.10 to pass the (integral over Td of the) second
term on the right-hand side of (3.4) to the limit as ǫ → 0. As in [25], the conclusion then
follows by taking the supremum of the right-hand side of the resulting equation over ψ ∈
[Lp
′
(Td ×Yd)]d, the definition of the convex conjugate of f∗, denoted by (f∗)∗, and (f∗)∗ = f
implied by the lower semi-continuity of f and f(y, 0) = 0.
The second step in [25] consists in proving (3.2) with φ ≡ 1 without assuming (3.3) on f .
To do that, the author uses the function g defined, for all (y, ξ) ∈ Rd × Rd and for a positive
real number δ > 0, by
g(y, ξ) = f(y, ξ) + δ|ξ|p. (3.5)
Since g satisfies the conditions in the first step, (3.2) with φ ≡ 1 holds for g. Then, it suffices
to let δ → 0 to conclude.
To obtain (3.2) for all φ ∈ C∞(Td;C∞# (Y
d)) with φ > 0, we can proceed exactly as in [25].
More precisely, we assume that f satisfies (3.3) first. From (3.4), we get
f
(x
ǫ
, wǫ(x)
)
φ
(
x,
x
ǫ
)
>
〈
wǫ(x), ψ
(
x,
x
ǫ
)〉
φ
(
x,
x
ǫ
)
− f∗
(x
ǫ
, ψ
(
x,
x
ǫ
))
φ
(
x,
x
ǫ
)
for φ ∈ C∞(Td × Yd) with φ > 0. Thus,∫
Td
f
(x
ǫ
, wǫ(x)
)
φ
(
x,
x
ǫ
)
dx
>
∫
Td
〈
wǫ(x), ψ
(
x,
x
ǫ
)〉
φ
(
x,
x
ǫ
)
dx−
∫
Td
f∗
(x
ǫ
, ψ
(
x,
x
ǫ
))
φ
(
x,
x
ǫ
)
dx.
(3.6)
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Because φ is smooth and does not depend on ξ, setting Φ(x, y) = f∗(y, ψ(x, y))φ(x, y) for
(x, y) ∈ Td × Yd, we can use the definition of two-scale convergence and properties of f∗ to
pass (3.6) to the limit as ǫ → 0. Then, as we did when φ ≡ 1, using the definition and
properties of (f∗)∗, we conclude that (3.2) holds under the assumption (3.3) on f . To remove
this assumption, we use the previous case applied to g in (3.5) as in [25]. Letting δ → 0, we
obtain (3.2). 
Remark 3.14. In [25], the condition f(y, 0) = 0 is used only to guarantee that (f∗)∗ = f .
We observe that this identity holds if f(y, ·) is a real-valued and convex function, bounded
from below on Rd. Hence, it can be checked that Proposition 3.13 holds for Borel functions
f : Rd ×Rd → R bounded from below by some constant, Yd-periodic in the first variable, and
convex in the second variable.
Finally, we discuss two-scale convergence for the composition of a strongly two-scale con-
vergent function with a Lipschitz function (also see [24, Proposition 3.1(ii)]).
Proposition 3.15. Let f : R→ R be a Lipschitz function and (wǫ)ǫ be a bounded sequence
in Lp(Td) such that wǫ
2
→ w in Lp(Td × Yd) for some w ∈ Lp(Td × Yd). Then, f(wǫ)
2
→ f(w)
in Lp(Td × Yd).
Proof. Let (φǫ)ǫ be a sequence in L
p′(Td) such that φǫ
2
⇀ φ in Lp
′
(Td × Yd) for some φ ∈
Lp
′
(Td×Yd). We prove that
∫
Td
f(wǫ(x))φǫ(x)dx→
∫
Td
∫
Yd f(w(x, y))φ(x, y)dydx and, hence,
by Proposition 3.5, we establish the claim.
Let (wn)n ⊂ C
∞(Td;C∞# (Y
d)) be a sequence that strongly converges to w in Lp(Td × Yd).
For x ∈ Td, define wn,ǫ(x) = wn(x,
x
ǫ ). We have∣∣∣∣ ∫
Td
f(wǫ(x))φǫ(x)dx −
∫
Td
∫
Yd
f(w(x, y))φ(x, y)dydx
∣∣∣∣
6
∣∣∣∣ ∫
Td
f(wǫ(x))φǫ(x)dx −
∫
Td
f(wn,ǫ(x))φǫ(x)dx
∣∣∣∣
+
∣∣∣∣ ∫
Td
f(wn,ǫ(x))φǫ(x)dx −
∫
Td
∫
Yd
f(wn(x, y))φ(x, y)dydx
∣∣∣∣
+
∣∣∣∣ ∫
Td
∫
Yd
f(wn(x, y))φ(x, y)dydx −
∫
Td
∫
Yd
f(w(x, y))φ(x, y)dydx
∣∣∣∣.
(3.7)
For (x, y) ∈ Td × Rd, let Φn(x, y) = f(wn(x, y)). From the Lipschitz continuity of f , we have
that Φn is continuous and there exists a constant C such that
|Φn(x, y)| = |f(wn(x, y))| 6 C(1 + |wn(x, y)|) 6 C
(
1 + sup
x,y
|wn(x, y)|
)
∈ R.
Thus, we use Proposition 3.11, with Φn in place of Φ, to conclude that
lim
ǫ→0
∫
Td
f(wn,ǫ(x))φǫ(x)dx =
∫
Td
∫
Yd
f(wn(x, y))φ(x, y)dydx. (3.8)
Because wn strongly converges to w in L
p(Td×Yd), the Lipschitz continuity of f and Ho¨lder’s
inequality yield
lim
n→∞
∫
Td
∫
Yd
f(wn(x, y))φ(x, y)dydx =
∫
Td
∫
Yd
f(w(x, y))φ(x, y)dydx. (3.9)
Similarly, we have∣∣∣∣ ∫
Td
f(wǫ(x))φǫ(x)dx −
∫
Td
f(wn,ǫ(x))φǫ(x)dx
∣∣∣∣ 6 C‖wǫ − wn,ǫ‖Lp(Td)‖φǫ‖Lp′(Td). (3.10)
As shown in [21, (33) in the proof of Theorem 18], using Clarkson’s inequalities, we have
lim sup
n→∞
lim sup
ǫ→0
‖wǫ − wn,ǫ‖Lp(Td) = 0.
Thus, recalling that (φǫ)ǫ is bounded in L
p′(Td), from (3.10), we obtain
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lim sup
n→∞
lim sup
ǫ→0
∣∣∣∣ ∫
Td
f(wǫ(x))φǫ(x)dx −
∫
Td
f(wn,ǫ(x))φǫ(x)dx
∣∣∣∣ = 0. (3.11)
Therefore, letting ǫ→ 0 first and then n→∞ in (3.7), we conclude that
lim
ǫ→0
∣∣∣∣ ∫
Td
f(wǫ(x))φǫ(x)dx −
∫
Td
∫
Yd
f(w(x, y))φ(x, y)dydx
∣∣∣∣ = 0
from (3.8), (3.9), and (3.11). Hence, f(wǫ)
2
→ f(w) in Lp(Td × Yd) by Proposition 3.5. 
Remark 3.16. A simple modification of the arguments above show that Proposition 3.15
still holds if f is locally Lipschitz and wǫ and w take values on a compact subset of R.
4. Bounds for solutions to Problems 1 and 2
In this section, we examine uniform bounds in ǫ for the solution to (1.1). We recall that, by
the results in [11], there exists a unique smooth solution to Problems 1 and 2.
Proposition 4.1. Let uǫ ∈ C
∞(Td) solve Problem 2 and Hǫ be as in (1.4). Then,
inf
(x,y)∈Td×Yd
V (x, y) 6 Hǫ(P ) 6
|P |2
2
+ sup
(x,y)∈Td×Yd
V (x, y). (4.1)
Moreover, ∫
Td
|∇uǫ(x)|
2dx 6 2
(
sup
(x,y)∈Td×Yd
V (x, y)− inf
(x,y)∈Td×Yd
V (x, y)
)
. (4.2)
Proof. Choosing u = 0 in (1.2) and using the definition of Hǫ in (1.4), we have
Hǫ(P ) 6 ln
∫
Td
e
|P |2
2 +V (x,
x
ǫ
)dx 6
|P |2
2
+ sup
x,y
V (x, y). (4.3)
By Jensen’s inequality, we get
Hǫ(P ) = ln Iǫ[uǫ] = ln
∫
Td
e
|P+∇uǫ(x)|
2
2 +V (x,
x
ǫ
)dx
>
∫
Td
(
|P +∇uǫ(x)|
2
2
+ V
(
x,
x
ǫ
))
dx > inf
x,y
V (x, y).
(4.4)
Thus, (4.3) and (4.4) yield (4.1). Besides, combining the first inequality in (4.4) with (4.3), we
obtain ∫
Td
|P +∇uǫ(x)|
2
2
dx 6 Hǫ(P )− inf
x,y
V (x, y) 6
|P |2
2
+ sup
x,y
V (x, y)− inf
x,y
V (x, y),
which gives
|P |2
2
+ PT
∫
Td
∇uǫ(x)dx +
∫
Td
|∇uǫ(x)|
2
2
dx 6
|P |2
2
+ sup
x,y
V (x, y)− inf
x,y
V (x, y).
Since
∫
Td
∇uǫ(x)dx = 0, we have∫
Td
|∇uǫ(x)|
2
2
dx 6 sup
x,y
V (x, y)− inf
x,y
V (x, y).
Therefore, we conclude that (4.2) holds. 
Proposition 4.2. Let (uǫ,mǫ, Hǫ) solve Problem 1 and q ∈ [1,∞). Then, there exist positive
constants, C = C(P ), Cq = C(q, P ), and Cǫ = C(ǫ, P ), such that
sup
ǫ
‖uǫ‖W 1,q(Td) 6 Cq, (4.5)
1
C
6 inf
Td
mǫ 6 sup
Td
mǫ 6 Cε, (4.6)
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and
sup
ǫ
∫
Td
mǫ(x) ln(mǫ(x))dx 6
|P |2
2
+ sup
(x,y)∈Td×Yd
V (x, y)− inf
(x,y)∈Td×Yd
V (x, y). (4.7)
Proof. The estimate in (4.5) follows by Lemma 2.1 in [11]. Regarding the estimates in (4.6),
we first observe that from the first equation in (1.1) and (4.1), we get, for all x ∈ Td,
lnmǫ(x) > V (x,
x
ǫ
)−Hǫ(P ) > inf
x,y
V (x, y)− sup
x,y
V (x, y)−
|P |2
2
.
Thus, for all x ∈ Td,
mǫ(x) > e
inf
x,y
V (x,y)−sup
x,y
V (x,y)− |P |
2
2
.
Besides, by Theorem 5.1 in [11], sup
Td
mǫ 6 Cǫ for some positive constant Cǫ, depending on ǫ
and P . Hence, we conclude that (4.6) holds.
Finally, multiplying the first equation in (1.1) by mǫ and the second equation by uǫ, and
then integrating over Td the difference between the resulting equations, we obtain∫
Td
mǫ(x)
|∇uǫ(x)|
2
2
dx+
∫
Td
mǫ(x) ln(mǫ(x))dx = −Hǫ(P ) +
|P |
2
2
+
∫
Td
mǫ(x)V
(
x,
x
ǫ
)
dx,
where we used the condition
∫
Td
mǫ(x)dx = 1. Using this last condition once more and Propo-
sition 4.1, we conclude that∫
Td
mǫ(x)
|∇uǫ(x)|
2
2
dx+
∫
Td
mǫ(x) ln(mǫ(x))dx
6
|P |2
2
+ sup
(x,y)∈Td×Yd
V (x, y)− inf
(x,y)∈Td×Yd
V (x, y).
(4.8)
Because the first term on the left-hand side of (4.8) is nonnegative, we obtain (4.7). 
Proposition 4.3. Let (uǫ,mǫ, Hǫ) solve Problem 1 and q ∈ [1,∞). Then, there exists
α ∈ (0, 1) and there exist u0 ∈ C
0,α ∩W 1,q(Td) with
∫
Td
u0dx = 0, u1 ∈ L
q(Td;W 1,q# (Y
d)/R),
m ∈ L1(Td×Yd) with
∫
Td
∫
Yd
m(x, y)dydx = 1, and H(P ) ∈ R such that, up to a subsequence,
uǫ → u0 in L
∞(Td), uǫ ⇀ u0 in W
1,q(Td), (4.9)
∇uǫ
2
⇀ ∇u0 +∇yu1 in [L
q(Td × Yd)]d, (4.10)
mǫ
2
⇀m in L1(Td × Yd), mǫ ⇀m0 =
∫
Yd
m(·, y)dy in L1(Td), (4.11)
Hǫ(P )→ H(P ) in R. (4.12)
Proof. The existence of u0 ∈ C
0,α ∩ W 1,q(Td), for some α ∈ (0, 1), with
∫
Td
u0dx = 0 and
satisfying (4.9) follows from the uniform estimate in (4.5) together with Morrey’s embedding
theorem and the condition
∫
Td
uǫdx = 0. Then, from Proposition 3.12, we conclude that
there exists u1 ∈ L
q(Td;W 1,q# (Y
d)/R) for which (4.10) holds. Next, we observe that the
map t ∈ R+ 7→ t ln t is bounded from below and limt→∞
t ln t
t = ∞. Hence, the existence of
m ∈ L1(Td × Yd) satisfying (4.11) follows from Proposition 3.7 and the uniform estimate in
(4.7) together with the de la Valle´e Poussin criterion for equi-integrability. We observe further
that the condition
∫
Td
mǫ(x)dx = 1 yields 1 =
∫
Td
m0(x)dx =
∫
Td
∫
Yd
m(x, y)dydx. Finally,
(4.12) follows from the uniform estimates in (4.1), which conclude the proof. 
5. Two-scale homogenization in one dimension
In this section, we consider the two-scale homogenization of (1.1) in one dimension, for
which we have an explicit solution. Here, we denote T1 = T and Y1 = Y, and we identify T
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with [0, 1]. If d = 1, (1.1) becomes
(P+(uǫ(x))x)
2
2 + V (x,
x
ǫ ) = lnmǫ(x) +Hǫ(P ), in T,
−(mǫ(x)(P + (uǫ(x))x))x = 0, in T,∫ 1
0
uǫ(x)dx = 0,
∫ 1
0
mǫ(x)dx = 1.
(5.1)
5.1. The current formulation. To find the explicit solution of (5.1), we use the method
introduced in [14]. Let (uǫ,mǫ, Hǫ) ∈ C
∞(T)× C∞(T)× R, with mǫ > 0, solve (5.1), and set
jǫ = mǫ(P + (uǫ)x). (5.2)
The second equation of (5.1) gives (jǫ)x = 0. Then, jǫ is a constant independent of x. Thus,
the first equation in (5.1) becomes
j2ǫ
2m2ǫ(x)
+ V
(
x,
x
ǫ
)
= lnmǫ(x) +Hǫ(P ), in T. (5.3)
Next, we find the explicit formulas for uǫ,mǫ, Hǫ, and their two-scale limits, u0, m0, and
H, whose existence is asserted in Proposition 4.3. We discuss the P = 0 case first, and then
the general case.
Proposition 5.1. Let (uǫ,mǫ, Hǫ(0)) ∈ C
∞(T)×C∞(T)×R, with mǫ > 0, solve (5.1), let jǫ
be given by (5.2), and let u0, m, and H(0) be given by Proposition 4.3, with P = 0. Then, for
all x ∈ T, uǫ(x) = 0, mǫ(x) = e
V (x,x
ǫ
)−Hǫ(0), Hǫ(0) = ln
∫ 1
0
eV (x,
x
ǫ
)dx, and jǫ = 0. Moreover,
for all x ∈ T and y ∈ Y, u0(x) = 0, m(x, y) = e
V (x,y)−H(0), and H(0) = ln
∫ 1
0
∫ 1
0 e
V (x,y)dydx.
Furthermore, mǫ
2
→ m in Lp(T× Y) for all p ∈ (1,∞).
Proof. By (5.2) with P = 0, we have jǫ = mǫ(uǫ)x. Because uǫ ∈ C
∞(T) and
∫ 1
0
uǫdx = 0,
there exists xε ∈ T such that (uǫ)x(xǫ) = 0. Hence, recalling that jǫ is independent of x and
mǫ > 0 in T, it follows that jǫ = 0 and (uǫ)x = 0 in T. This last condition together with the
fact that
∫ 1
0
uǫdx = 0 yields uǫ = 0 in T. Consequently, also u0 = 0 in T.
Next, using (5.3) with P = 0 and
∫ 1
0 mǫ(x)dx = 1, we get
mǫ(x) = e
V (x, x
ǫ
)−Hǫ(0) for all x ∈ T, and Hǫ(0) = ln
∫ 1
0
eV (x,
x
ǫ
)dx.
Since V is smooth, Φ(x, y) = eV (x,y) satisfies the conditions of Proposition 3.10 for any p ∈
(1,∞). Accordingly, setting Φǫ(x) = Φ(x,
x
ǫ ), we have Φǫ
2
→ Φ in Lp(T×Y) for all p ∈ (1,∞);
in particular,
lim
ǫ→0
∫ 1
0
eV (x,
x
ǫ
)dx =
∫ 1
0
∫ 1
0
eV (x,y)dydx,
which yields Hǫ(0)→ H(0) in R. Moreover, using the uniqueness of two-scale limits, m(x, y) =
eV (x,y)−H(0) for all (x, y) ∈ T× Y and mǫ
2
→ m in Lp(T× Y) for all p ∈ (1,∞). 
Next, we examine the general case P ∈ R.
Proposition 5.2. Let (uǫ,mǫ, Hǫ) ∈ C
∞(T) × C∞(T) × R, with mǫ > 0, solve (5.1) and jǫ
be given by (5.2). Let Fǫ : R
+ → R be the function defined, for t > 0, by
Fǫ(t) =
j2ǫ
2t2
− ln t. (5.4)
Then, for all x ∈ T,
jǫ =
P∫ 1
0
1
mǫ(s)
ds
,
mǫ(x) = F
−1
ǫ
(
Hǫ(P )− V
(
x,
x
ǫ
))
, (5.5)
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and
uǫ(x) =
∫ x
0
jǫ
mǫ(s)
ds− Px+ P −
∫ 1
0
∫ z
0
jǫ
mǫ(s)
dsdz.
Furthermore, there exists j ∈ R such that, up to a subsequence, jǫ → j as ǫ→ 0.
Proof. We start by observing that Fǫ belongs to C
∞(R+) and is a decreasing and convex
function in R+. Then, (5.3) yields
mǫ(x) = F
−1
ǫ
(
Hǫ(P )− V
(
x,
x
ǫ
))
.
Moreover, by Jensen’s inequality,
j2ǫ
2
= Fǫ(1) = Fǫ
(∫ 1
0
mǫ(x)dx
)
6
∫ 1
0
Fǫ(mǫ(x))dx =
∫ 1
0
(
Hǫ(P )− V
(
x,
x
ǫ
))
dx.
This estimate, Proposition 4.1, and the smoothness of V imply that jǫ is uniformly bounded;
thus, up to a subsequence jǫ → j in R for some j ∈ R.
On the other hand, from (5.2), recalling that mǫ > 0 and
∫ 1
0 uǫ(x)dx = 0, we obtain
uǫ(x) =
∫ x
0
jǫ
mǫ(s)
ds− Px+ P −
∫ 1
0
∫ z
0
jǫ
mǫ(s)
dsdz.
Moreover, by the periodicity of uǫ, we have uǫ(0) = uǫ(1), which implies that∫ 1
0
jǫ
mǫ(x)
dx− P = 0.
Therefore,
jǫ =
P∫ 1
0
1
mǫ(s)
ds
· 
Let j be the limit of jǫ given in Proposition 5.2, and let F : R
+ → R be the function defined,
for t > 0, by
F (t) =
j2
2t2
− ln t. (5.6)
Note that F belongs to C∞(R+) and is a decreasing and convex function in R+.
Lemma 5.3. Let F−1ǫ and F
−1 be the inverse functions of Fǫ and F defined in (5.4) and
(5.6), respectively. Then, Fǫ, F
−1
ǫ , F , and F
−1 are Lipschitz continuous on any closed and
bounded interval, [a, b], of their domains and the corresponding Lipschitz constants on [a, b] are
bounded uniformly as ǫ→ 0.
Proof. By the definition of Fǫ, we have, for all 0 < a 6 t 6 b < +∞,
−
j2ǫ
a3
−
1
a
6 F ′ǫ(t) = −
j2ǫ
t3
−
1
t
6 −
j2ǫ
b3
−
1
b
< 0.
Since jǫ is convergent by Proposition 5.2, we have that F
′
ǫ is uniformly bounded on [a, b].
Hence, Fǫ is Lipschitz on [a, b] and the corresponding Lipschitz constant is bounded uniformly
as ǫ → 0. By the inverse function theorem, a similar statement holds true F−1ǫ . Moreover,
analogous arguments hold for F and F−1. 
Lemma 5.4. Let F−1ǫ and F
−1 be the inverse functions of Fǫ and F defined in (5.4) and
(5.6), respectively, and let −∞ < c < d < +∞. Then, there exists a subsequence of (F−1ǫ )ǫ
that converges uniformly to F−1 on [c, d] as ǫ→ 0.
Proof. By Proposition 5.2, we have, up to a subsequence that we do not relabel, jǫ → j in R.
Then, using the definitions of F and Fǫ, we obtain, for any 0 < a 6 t 6 b < +∞,
lim sup
ǫ→0
sup
t∈[a,b]
|Fǫ(t)− F (t)| = lim sup
ǫ→0
sup
t∈[a,b]
∣∣∣∣ j2ǫ2t2 − j22t2
∣∣∣∣ 6 limǫ→0 |j2ǫ − j2|2a2 = 0. (5.7)
Thus, (Fǫ)ǫ converges uniformly to F on every compact subset of R
+.
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Fix −∞ < c < d < +∞, and set a = F−1(d) and b = F−1(c). Then, by the uniform
convergence just established, there exist c′ 6 c and d′ > d such that Fǫ([a, b]) ⊂ [c
′, d′] for all
ǫ > 0 sufficiently small. Moreover, by Lemma 5.3, there exists a constant Cc′,d′,ǫ > 0 depending
on c′, d′, and ǫ, and uniformly bounded as ǫ→ 0, such that
|F−1ǫ (z)− F
−1
ǫ (z
′)| 6 Cc′,d′,ǫ|z − z
′| for all z, z′ ∈ [c′, d′].
Hence,
sup
z∈[c,d]
|F−1ǫ (z)− F
−1(z)| = sup
z∈[c,d]
|F−1ǫ (F (F
−1(z)))− F−1(z)| = sup
t∈[a,b]
|F−1ǫ (F (t)) − t|
= sup
t∈[a,b]
|F−1ǫ (F (t))− F
−1
ǫ (Fǫ(t))| 6 Cc′,d′,ǫ sup
t∈[a,b]
|F (t)− Fǫ(t)|
for all ǫ > 0 sufficiently small. Thus, by (5.7), we conclude that (F−1ǫ )ǫ that converges uniformly
to F−1 on [c, d] as ǫ→ 0. 
Proposition 5.5. Let (uǫ,mǫ, Hǫ) ∈ C
∞(T)×C∞(T)×R, with mǫ > 0, solve (5.1) and let
m and H(P ) be given by Proposition 4.3. Then, for all (x, y) ∈ T× Y, we have
m(x, y) = F−1(H(P )− V (x, y)). (5.8)
Moreover, (mǫ)ǫ is uniformly bounded in L
∞(T) and mǫ
2
→ m in Lp(T×Y) for all p ∈ (1,∞).
Proof. For x ∈ T and y ∈ Y, set wǫ(x) = Hǫ(P )− V (x,
x
ǫ ) and w(x, y) = H(P )− V (x, y). By
Proposition 3.10, (4.12), and the smoothness of V , we have
wǫ
2
→ w in Lp(T × Y) for all p ∈ (1,∞) (5.9)
and there exists c ∈ R, independent of ǫ, such that |wǫ(x)| 6 c for all x ∈ T. On the other
hand, by Lemma 5.4, there exists c˜ ∈ R, independent of ǫ, such that F−1ǫ ([−c, c]) ⊂ [−c˜, c˜].
Recalling (5.5) and the lower bound in (4.6), we conclude that 1C 6 mε(x) 6 c˜ for all x ∈ T.
Then, by Proposition 3.5, to show that mǫ
2
→ F−1(w) in Lp(T×Y) for all p ∈ (1,∞), it suffices
to show that
lim
ǫ→0
∫
Td
mǫ(x)φǫ(x)dx = lim
ǫ→0
∫
Td
F−1ǫ (wǫ(x))φǫ(x)dx =
∫
Td
∫
Yd
F−1(w(x, y))φ(x, y)dydx
(5.10)
for any bounded sequence (φǫ)ǫ ⊂ L
p′(T) and any function φ ∈ Lp
′
(T × Y) such that φǫ
2
⇀ φ
in Lp
′
(Td × Yd). Fix any such sequence (φǫ)ǫ, and let cφ = supε ‖φε‖L1(T). Then, we have∣∣∣∣ ∫ 1
0
F−1ǫ (wǫ(x))φǫ(x)dx −
∫ 1
0
∫ 1
0
F−1(w(x, y))φ(x, y)dydx
∣∣∣∣
6
∣∣∣∣ ∫ 1
0
F−1ǫ (wǫ(x))φǫ(x)dx −
∫ 1
0
F−1(wǫ(x))φǫ(x)dx
∣∣∣∣
+
∣∣∣∣ ∫ 1
0
F−1(wǫ(x))φǫ(x)dx −
∫ 1
0
∫ 1
0
F−1(w(x, y))φ(x, y)dydx
∣∣∣∣
6 cφ sup
z∈[−c,c]
|F−1ǫ (z)− F
−1(z)|
+
∣∣∣∣ ∫ 1
0
F−1(wǫ(x))φǫ(x)dx −
∫ 1
0
∫ 1
0
F−1(w(x, y))φ(x, y)dydx
∣∣∣∣.
(5.11)
By Lemma 5.4, F−1ǫ converges to F
−1 uniformly on [−c, c]. Moreover, F−1 is locally Lipschitz
by Lemma 5.3, which together with (5.9) and the boundedness of wǫ and w, yields F
−1(wǫ)
2
→
F−1(w) by Proposition 3.15 (also see Remark 3.16). Consequently, letting ǫ→ 0 in (5.11), we
obtain (5.10). Finally, we observe by the uniqueness of two-scale limits, we have m(x, y) =
F−1(w(x, y)) = F−1(H(P )− V (x, y)). 
Proposition 5.6. Let (uǫ,mǫ, Hǫ) ∈ C
∞(T) × C∞(T) × R, with mǫ > 0, solve (5.1) and jǫ
be given by (5.2). Let u0, u1, and m be given by Proposition 4.3 and j by Proposition 5.2.
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Then, for (x, y) ∈ T× Y, we have
j =
P∫ 1
0
∫ 1
0
1
m(x,y)dydx
, (5.12)
u0(x) =
∫ x
0
∫ 1
0
j
m(s, y)
dyds− Px+ P −
∫ 1
0
∫ z
0
∫ 1
0
j
m(s, y)
dydsdz, (5.13)
and
u1(x, y) = u1(x, 0) +
∫ y
0
j
m(x, s)
ds− y
∫ 1
0
j
m(x, z)
dz. (5.14)
Proof. We first prove that for all (x, y) ∈ T× Y, we have
(u0)x(x) + (u1)y(x, y) =
j
m(x, y)
− P. (5.15)
Note that m > 0 in T×Y by Proposition 5.5. Let ϕ ∈ C∞(T;C∞# (Y)), and set ϕǫ(x) = ϕ(x,
x
ǫ )
for x ∈ T. By Propositions 3.10 and 5.2 and by (5.2), we have∫ 1
0
∫ 1
0
jϕ(x, y)dxdy = lim
ǫ→0
∫ 1
0
∫ 1
0
jεϕǫ(x)dx = lim
ǫ→0
∫ 1
0
∫ 1
0
mε(x)
(
P + (uǫ)x(x)
)
ϕǫ(x)dx.
(5.16)
We claim that
lim
ǫ→0
∫ 1
0
∫ 1
0
mε(x)
(
P + (uǫ)x(x)
)
ϕǫ(x)dx
=
∫ 1
0
∫ 1
0
m(x, y)
(
P + (u0)x(x) + (u1)y(x, y)
)
ϕ(x, y)dxdy,
(5.17)
which, together with (5.16), yields (5.15). To prove (5.17), we first observe that (mǫϕǫ)ǫ is
a bounded sequence in L∞(T), and thus in Lp(T), by Proposition 5.5; next, we observe that
(P+(uǫ)x)ǫ is a bounded sequence in L
p′(T) that weakly two-scale converges to P+(u0)x+(u1)y
in Lp
′
(T×Y) by Proposition 4.3. Hence, if we show that mǫϕǫ
2
→ mϕ in Lp(T×Y), then (5.17)
follows by Proposition 3.5. To prove this last convergence, we first note that if (φǫ)ǫ ⊂ L
p′(Td)
is a bounded sequence such that φǫ
2
⇀ φ in Lp
′
(T×Y) for some φ ∈ Lp
′
(T×Y), then φ˜ǫ = φǫϕǫ
defines a bounded sequence in Lp
′
(Td) such that φ˜ǫ
2
⇀ φϕ in Lp
′
(T×Y) by Proposition 3.11 and
Definition 3.1. Then, Proposition 3.5 and the convergence mǫ
2
→ m in Lp(T× Y), established
in Proposition 5.5, yield mǫϕǫ
2
→ mϕ in Lp(T × Y). Hence, (5.17), and consequently (5.15),
holds.
Integrating (5.15) over Y and using the periodicity of u1(x, ·), we get
(u0)x =
∫ 1
0
j
m(·, y)
dy − P. (5.18)
Integrating (5.18) over T and using the periodicity of u0, we conclude that (5.12) holds. On
the other hand, integrating (5.18) on [0, x] and using the condition
∫ 1
0 u0(x)dx = 0, we obtain
(5.13). Finally, we observe that from (5.15) and (5.18), we get
(u1)y(x, y) =
j
m(x, y)
−
∫ 1
0
j
m(x, y)
dy,
from which we deduce (5.14) by integration over [0, y]. 
Remark 5.7. Note that if P = 0, then j = 0 (see (5.12)), and the formulas for u0, u1, H , and
m in Propositions 5.5 and 5.6 reduce to those in Proposition 5.1. Moreover, the smoothness
of V combined with the smoothness on F−1 on compact sets yield m smooth. Hence, so is
u0; also, choosing an appropriate representative, we may assume that u1 is smooth. Moreover,
one can check that P +∇u0(x) +∇yu1(x, y) =
j
m(x,y) ; from this identity, (5.6), and (5.8), we
conclude that (u0, u1,m,H) solves Problem 3.
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6. The homogenized problem
To obtain the two-scale homogenization of Problems 1 and 2 in higher dimensions, we need
to examine in detail the existence, uniqueness, and regularity of the solution to the two-scale
homogenized problem, Problem 6.
To do that, we study two subproblems: the cell problem, Problem 7, and the homogenized
problem, Problem 8. The two preceding problems are analyzed separately in Sections 6.1 and
6.2 below.
6.1. The cell problem. Here, we study Problem 7. We stress that Problems 7 and 4 are
equivalent (see Remark 1.1). Thus, if we prove existence and uniqueness of the solution to
Problem 4, Problem 7 admits a unique minimizer.
6.1.1. Uniqueness. Here, we prove uniqueness of the solution Problem 4.
Proposition 6.1. For each x ∈ Td and Λ ∈ Rd, Problem 4 admits at most one solution.
Proof. Here, we use the Lasry-Lions monotonicity argument. For each x and Λ, we assume
that (w˜1, m˜1, H˜1) and (w˜2, m˜2, H˜2) are two solutions of Problem 4 as in the statement. Then,
we have {
|Λ+∇yw˜1|
2
2 −
|Λ+∇yw˜2|
2
2 = ln m˜1 − ln m˜2 + H˜1(x,Λ)− H˜2(x,Λ),
− divy
(
m˜1(Λ +∇yw˜1)
)
+ divy
(
m˜2(Λ +∇yw˜2)
)
= 0.
(6.1)
Multiplying the first equation by (m˜1−m˜2), subtracting it from the second equation multiplied
by (w˜1 − w˜2), integrating by parts, and using
∫
Yd m˜1dy =
∫
Yd m˜2dy = 1, we get
1
2
∫
Yd
(m˜1 + m˜2)|∇yw˜1 −∇yw˜2|
2dy +
∫
Yd
(ln m˜1 − ln m˜2)(m˜1 − m˜2)dy = 0,
which implies m˜1 = m˜2 and ∇yw˜1 = ∇yw˜2. Thus, using (6.1), we see that H˜1 = H˜2.
Meanwhile, since w˜1, w˜2 ∈ C
2,α
# (Y
d)/R, ∇yw˜1 = ∇yw˜2 implies that w˜1 = w˜2. Therefore, we
conclude that there exists at most one solution to Problem 4. 
6.1.2. A priori estimates. We say that solutions to a PDE are classical if they have enough
smoothness to solve the PDE. To prove existence of the solution to Problem 4, we use the
continuation method, which is similar to the argument in [11]. For that, we begin by assuming
that Problem 4 admits a classical solution, (w˜, m˜, H˜). Then, we establish various uniform
bounds for w˜, m˜, and H˜ .
Proposition 6.2. Let (w˜, m˜, H˜) solve Problem 4. Then, for any x ∈ Td and Λ ∈ Rd, H˜ is
coercive in Λ; that is,
|Λ|2
2
+ inf
x,y
V (x, y) 6 H˜(x,Λ) 6 sup
x,y
V (x, y) +
|Λ|2
2
, (6.2)
and ∫
Yd
|∇yw˜(x,Λ, y)|
2dy 6 2
(
sup
x,y
V (x, y)− inf
x,y
V (x, y)
)
. (6.3)
Proof. As stated in Remark 1.1, H˜ in (1.11) is the same as H˜ in the solution to (4). Thus, for
each x ∈ Td and Λ ∈ Rd, choosing w = 0 in (1.9) and using the formulation of H˜ in (1.11), we
get
H˜(x,Λ) 6 ln
∫
Yd
e
|Λ|2
2 +V (x,y)dy 6
|Λ|2
2
+ sup
x,y
V (x, y). (6.4)
Using Jensen’s inequality and the periodicity of w˜, we obtain
H˜(x,Λ) = ln
∫
Yd
e
|Λ+∇yw˜(x,Λ,y)|
2
2 +V (x,y)dy >
∫
Yd
(
|Λ +∇yw˜(x,Λ, y)|
2
2
+ V (x, y)
)
dy
>
|Λ|2
2
+
∫
Yd
ΛT∇yw˜(x,Λ, y)dy +
∫
Yd
|∇yw˜(x,Λ, y)|
2
2
dy + inf
x,y
V (x, y)
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=
|Λ|2
2
+
∫
Yd
|∇yw˜(x,Λ, y)|
2
2
dy + inf
x,y
V (x, y) >
|Λ|2
2
+ inf
x,y
V (x, y).
Thus, the preceding estimate and (6.4) yield (6.2). Furthermore, combining the second to last
equality in the preceding estimate with (6.4), we get∫
Yd
|∇yw˜|
2
2
dy 6 H˜ −
|Λ|2
2
− inf
x,y
V 6 sup
x,y
V − inf
x,y
V.
Therefore, we conclude (6.3). 
The above estimates combined with the first equation of (1.7) immediately gives us a lower
bound for m˜.
Corollary 6.3. Let (w˜, m˜, H˜) solve Problem 4. Then, for any x ∈ Td and Λ ∈ Rd and for
any y ∈ Yd,
m˜(x,Λ, y) > e
inf
x,y
V (x,y)−sup
x,y
V (x,y)− |Λ|
2
2
.
Proof. Using the first equation of (1.7), we get for any x ∈ Td and Λ ∈ Rd and for any y ∈ Yd,
m˜(x,Λ, y) = e
|Λ+∇yw˜(x,Λ,y)|
2
2 +V (x,y)−H˜(x,Λ).
Using (6.2) and the boundedness of V , we get
m˜(x,Λ, y) > eV (x,y)−H˜(x,Λ) > e
inf
x,y
V (x,y)−sup
x,y
V (x,y)− |Λ|
2
2
. 
Next, we obtain an upper bound for m˜. To do that, we get an upper bound on the norm
of m˜ in Lθ for some 0 < θ < +∞. Then, we use Moser’s argument to bound m˜ in Lp1 by the
norm of m˜ in Lθ for all p1 satisfying θ < p1 < +∞. Finally, we consider the limit p1 → +∞
and conclude that m˜ is bounded.
Proposition 6.4. Let (w˜, m˜, H˜) solve Problem 4. Define θ = 2d−2 if d > 3 and any positive
number if d = 2 or d = 1. Then, there exists a constant, C, independent of x and Λ such that(∫
Yd
m˜θ+1dy
) 1
θ+1
6 C. (6.5)
Proof. We define
K = Λ+∇yw˜ (6.6)
and denote each component of K by Ki, where 1 6 i 6 d. Let
h =
|Λ +∇yw˜|
2
2
+ V.
Then, the second equation in (1.7) becomes − divy(m˜K) = 0. Next, we use Einstein’s notation.
Multiplying both sides of − divy(m˜K) = 0 by ∆yw˜ and integrating, we get
0 =
∫
Yd
divy(m˜K)∆yw˜dy =
∫
Yd
(m˜Ki)yiw˜yjyjdy =
∫
Yd
(m˜Ki)yj w˜yiyjdy
=
∫
Yd
(m˜yjK
i + m˜Kiyj)w˜yiyjdy.
(6.7)
From the first equation in (1.7), we get m˜yj = m˜hyj . Using this identity in the last equality
in (6.7), we obtain
0 =
∫
Yd
(m˜hyjK
i + m˜Kiyj)w˜yiyjdy.
Because hyj = K
iw˜yiyj + Vyj and K
i
yj = w˜yiyj , we have∫
Yd
m˜hyjhyjdy +
∫
Yd
m˜w˜yiyj w˜yiyjdy =
∫
Yd
m˜hyjVyjdy.
Using a weighted Cauchy’s inequality and the smoothness of V , we conclude that there exists
a constant, C, independent of x and Λ such that
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∫
Yd
m˜|∇yh|
2dy 6 C.
Since ∇ym˜ = m˜∇yh and
∫
Yd
m˜dy = 1,∫
Yd
(∣∣∇ym˜ 12 ∣∣2 + (m˜ 12 )2)dy = ∫
Yd
(1
4
m˜|∇yh|
2 + m˜
)
dy 6 C.
Using Sobolev’s inequality, we obtain(∫
Yd
m˜θ+1dy
) 1
θ+1
6 C
∫
Yd
(∣∣∇ym˜ 12 ∣∣2 + (m˜ 12 )2)dy 6 C, (6.8)
where θ = 2d−2 for d > 3 and any positive real number for d = 2. If d = 1, Morrey’s inequality
gives
sup
y
m˜
1
2 6 C
∫
Y
(∣∣∇ym˜ 12 ∣∣2 + (m˜ 12 )2)dy 6 C. (6.9)
Thus, for d = 1 and any θ > 0, we also have (6.8). Therefore, we conclude that (6.5) holds. 
Next, we use Moser’s iteration method to obtain an upper bound of m˜.
Proposition 6.5. Let (w˜, m˜, H˜) solve Problem 4. Then, there exists a constant, C, such
that for any x and Λ,
sup
y
m˜(x,Λ, y) 6 C (6.10)
and
sup
y
|Λ +∇yw˜(x,Λ, y)| 6 C + |Λ|. (6.11)
Proof. First, we show that (6.10) implies (6.11). Assume that there exists a constant, C,
such that for any x and Λ, (6.10) holds. Using the first equation in (1.7), we have m˜ =
e
|Λ+∇yw˜|
2
2 +V−H˜ , we obtain
|Λ +∇yw˜|
2
2
+ V − H˜ = ln m˜ 6 lnC.
Then, using Proposition 6.2, we have
sup
y
|Λ +∇yw˜| 6 C + |Λ|.
Thus, we conclude that (6.11) holds. Next, we prove (6.10). If d = 1, (6.10) follows by (6.9)
in the proof of Proposition 6.4. Thus, in what follows, we suppose that d > 2.
As before, we define K as in (6.6) and use Einstein’s notation. Multiplying the second
equation in (1.7) by − divy(m˜
qK) for q > 0 and integrating, we get
0 =
∫
Yd
divy(m˜K) divy(m˜
qK)dy =
∫
Yd
(m˜Ki)yi(m˜
qKj)yjdy =
∫
Yd
(m˜Ki)yj (m˜
qKj)yidy
=
∫
Yd
(m˜yjK
i + m˜Kiyj)(qm˜
q−1m˜yiK
j + m˜qKjyi)dy
=
∫
Yd
qm˜q−1m˜yjm˜yiK
iKjdy +
∫
Yd
m˜q+1KiyjK
j
yidy
+
∫
Yd
(m˜yjm˜
qKiKjyi + qm˜
qm˜yiK
i
yjK
j)dy =:
∫
Yd
A1dy +
∫
Yd
A2dy +
∫
Yd
A3dy,
(6.12)
where using (6.6),
A1 = qm˜
q−1m˜yjm˜yiK
iKj = qm˜q−1
∣∣(∇ym˜)TK∣∣2, (6.13)
A2 = m˜
q+1KiyjK
j
yi = m˜
q+1w˜yiyj w˜yjyi = m˜
q+1|∇2yw˜|
2, (6.14)
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and
A3 = m˜yjm˜
qKiKjyi + qm˜
qm˜yiK
i
yjK
j = (q + 1)m˜qm˜yjK
iKjyi
= (q + 1)m˜q(m˜yjK
iw˜yjyi) = (q + 1)m˜
q(∇ym˜)
T∇2yw˜(Λ +∇yw˜).
(6.15)
Combining (6.12)–(6.15), we have∫
Yd
(
qm˜q−1|(∇ym˜)
TK|2 + m˜q+1|∇2yw˜|
2 + (q + 1)m˜q(∇ym˜)
T∇2yw˜(Λ +∇yw˜)
)
dy = 0. (6.16)
Differentiating the first equation in (1.7) with respect to y, we get
∇2yw˜(Λ +∇yw˜) +∇yV =
∇ym˜
m˜
·
Then, multiplying both sides in the prior equation by (q + 1)m˜q∇ym˜, we obtain
(q + 1)m˜q(∇ym˜)
T∇2yw˜(Λ +∇yw˜) + (q + 1)m˜
q(∇ym˜)
T∇yV = (q + 1)m˜
q−1|∇ym˜|
2.
Combining the previous identity with (6.16), we get∫
Yd
(
qm˜q−1|(∇ym˜)
TK|2 + m˜q+1|∇2yw˜|
2 + (q + 1)m˜q−1|∇ym˜|
2
)
dy
6
∫
Yd
∣∣(q + 1)m˜q(∇ym˜)T∇yV ∣∣dy
6
q + 1
2
∫
Yd
m˜q−1|∇ym˜|
2dy +
q + 1
2
∫
Yd
m˜q+1|∇yV |
2dy,
where we use Cauchy’s inequality in the last inequality. Since the first two terms on the most
left-hand side of the preceding inequalities are positive, we have∫
Yd
m˜q−1|∇ym˜|
2dy 6
∫
Yd
m˜q+1|∇yV |
2dy 6 sup
x,y
|∇yV |
2
∫
Yd
m˜q+1dy. (6.17)
Let θ = 2d−2 if d > 3 and θ any positive number if d = 2. By Sobolev’s inequality and (6.17),
there exists a constant, C, independent of x and Λ such that(∫
Yd
m˜(q+1)(1+θ)dy
) 1
1+θ
6C
∫
Yd
(∣∣∇y(m˜ q+12 )∣∣2 + m˜q+1)dy
6C(q + 1)2
∫
Yd
m˜q−1|∇ym˜|
2dy + C
∫
Yd
m˜q+1dy
6C(q + 1)2
∫
Yd
m˜q+1dy.
Let β = (1 + θ)
1
2 > 1. Using Ho¨lder’s inequality, we obtain(∫
Yd
m˜(q+1)β
2
dy
) 1
β2
6 C(q + 1)2
∫
Yd
m˜q+1dy 6 C(q + 1)2
(∫
Yd
m˜(q+1)βdy
) 1
β
.
Thus, letting
γ = (q + 1)β > β, (6.18)
we get (∫
Yd
m˜γβdy
) 1
β
6 Cγ2β
∫
Yd
m˜γdy. (6.19)
Then, we use Moser’s method. We choose a sequence (qs)s such that q1 = 0 and qs+1 =
(qs+1)β−1 for s ∈ N and s > 1 and let γs = (qs+1)β. Then, by (6.18), γs+1 = β(qs+1+1) =
β(qs + 1)β = γsβ. Hence, γs = β
s. Using (6.19), we have(∫
Yd
m˜γs+1dy
) 1
γs+1
6 C
1
γs γ
2β
γs
s
(∫
Yd
m˜γsdy
) 1
γs
.
Iterating the preceding inequality, we get
‖m˜‖Lγs+1(Yd) 6 C
∑s
t=2
1
βt β
∑s
t=2
2t
βt−1
(∫
Yd
m˜β
2
dx
) 1
β2
.
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Letting s→∞ and using β = (1 + θ)
1
2 and Proposition 6.4, we get
‖m˜‖L∞(Yd) 6 C
∑∞
2
1
βs β
∑∞
2
2s
βs−1
(∫
Yd
m˜β
2
dx
) 1
β2
6 C.
Therefore, we conclude that (6.10) holds. 
Next, we examine the Ho¨lder continuity of w˜. To do that, we consider the regularity of
∇yw˜. First, we rewrite (1.7) as
− divy
(
e
|Λ+∇yw˜|
2
2 +V (Λ +∇yw˜)
)
= 0. (6.20)
We stress that (1.7) and (6.20) are equivalent. More precisely, suppose that w˜ satisfies (6.20),
we define for any x ∈ Td and Λ ∈ Rd
H˜(x,Λ) = ln
∫
Yd
e
|Λ+∇y(x,y)w˜|2
2 +V (x,y)dy (6.21)
and for any y ∈ Yd,
m˜(x,Λ, y) = e
|Λ+∇yw(x,Λ,y)|2
2 +V (x,y). (6.22)
Then, (w˜, m˜, H˜) solves Problem 4.
Denote v = w˜yl , where l = 1, . . . , d. Differentiating (6.20) with respect to yl, we get
− divy
(
e
|Λ+∇yw˜|
2
2 +V
(
(Λ +∇yw˜)(Λ +∇yw˜)
T + I
)
∇yv
)
= divy
(
e
|Λ+∇yw˜|
2
2 +V Vyl(Λ +∇yw˜)
)
,
(6.23)
where I is the Identity matrix. For simplicity, we denote
A = e
|Λ+∇yw˜|
2
2 +V
(
(Λ +∇yw˜)(Λ +∇yw˜)
T + I
)
and φ = e
|Λ+∇yw˜|
2
2 +V Vyl(Λ +∇yw˜). Then, (6.23) becomes
− divy(A∇yv) = divy φ. (6.24)
By the definition of A, for any ξ ∈ Rd, we have
ξTAξ = e
|Λ+∇yw˜|
2
2 +V ξT
(
(Λ +∇yw˜)(Λ +∇yw˜)
T + I
)
ξ
= e
|Λ+∇yw˜|
2
2 +V
∣∣(Λ +∇yw˜)T ξ∣∣2 + e |Λ+∇yw˜|22 +V |ξ|2 > einf V |ξ|2.
Let η = einf V . The preceding expressions yield
η|ξ|2 6 ξTAξ, ∀ξ ∈ Rd. (6.25)
From Proposition 6.5, we know that there exists a positive constant cΛ independent on x such
that
‖φ‖L∞(Yd) 6 cΛ (6.26)
and
‖A‖L∞(Yd) 6 cΛ. (6.27)
In the rest of this section, CΛ denotes any positive real number depending on Λ and cΛ and
independent on x, whose value may change from one expression to another and is uniformly
bounded in Λ on compact sets; that is, if (Λn)n is a bounded sequence, so is (CΛn)n.
To get the regularity of v in (6.24), we consider (6.24) restricted to a small ball, B(y0, R),
with a radius R > 0 around the point, y0 ∈ Y
d. After obtaining estimates on B(y0, R), the
compactness of Yd implies bounds on the whole Yd. First, we split v into two parts. Let
v = ψ + z, where ψ solves
− divy(A∇yψ) = divy φ, ∀y ∈ B(y0, 2R) (6.28)
and ψ = 0 on the boundary of B(y0, 2R), denoted by ∂B(y0, 2R), and z solves
− divy(A∇yz) = 0, ∀y ∈ B(y0, 2R) (6.29)
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and z|∂B(y0,2R) = v|∂B(y0,2R). To get the boundedness of ψ and the oscillation of z and v, we
proceed as in the proof of Theorem 8.13 in [12].
Proposition 6.6. Let ψ be a weak solution to (6.28). Suppose that A satisfies (6.25) and
(6.27) and that φ satisfies (6.26). Then, there exist a constant, CΛ, and a number, δ > 0, such
that
‖ψ‖L∞(B(y0,2R)) 6 CΛR
δ,
where δ = 1 if d > 2 and 0 < δ < 1 if d = 2 or d = 1.
Proof. For a function ϕ, we denote by ϕ+ the nonnegative part of ϕ. Multiplying by (6.28)
(ψ − k)+, where k ∈ N, and integrating the resulting equation over B(y0, 2R), we get∫
B(y0,2R)
(∇yψ)
TAT∇y((ψ − k)
+)dy =
∫
B(y0,2R)
−φT∇y((ψ − k)
+)dy,
taking into account that (ψ − k)+ = 0 on ∂B(y0, 2R). Thus,∫
B(y0,2R)∩{ψ>k}
(∇yψ)
TAT∇yψdy =
∫
B(y0,2R)∩{ψ>k}
−φT∇yψdy. (6.30)
For simplicity, we denote
E(k) = B(y0, 2R) ∩ {ψ > k}.
Using (6.25), (6.26), and (6.30), we get
η
∫
E(k)
|∇yψ|
2dy 6
∫
E(k)
(∇yψ)
TAT∇yψdy =
∫
E(k)
−φT∇yψ 6 cΛ
∫
E(k)
|∇yψ|dy.
Then, by Cauchy’s inequality, we obtain∫
E(k)
|∇yψ|
2dy 6
c2Λ
η2
|E(k)|. (6.31)
Let θ = 11
2−
1
d
if d > 2 and θ any positive number greater than 2 if d = 2 or d = 1. For any
a > k, there exists a constant C1 > 0, independent on R, x, and Λ, such that
(a− k)2|E(a)|2/θ =
(∫
E(a)
(a− k)θdy
)2/θ
6
(∫
E(a)
((ψ − k)+)θdy
)2/θ
6
(∫
B(y0,2R)
((ψ − k)+)θdy
)2/θ
6 C1
∫
B(y0,2R)
∣∣∇y(ψ − k)+∣∣2dy
=C1
∫
E(k)
|∇yψ|
2dy.
(6.32)
The second to last inequality in the prior expressions follows by Sobolev’s inequality. Combin-
ing (6.31) and (6.32), we get
|E(a)| 6
C
θ
2
1 c
θ
Λ|E(k)|
θ
2
ηθ(a− k)θ
.
We denote C˜Λ = C
θ
2
1 c
θ
Λ/η
θ and define
M =
(
C˜Λ|E(0)|
θ
2−12
θ2
θ−2
) 1
θ
. (6.33)
Furthermore, let (kn)n be a sequence such that
kn =M(1−
1
2n
). (6.34)
Then, we obtain
|E(kn+1)| 6
C˜Λ
(kn+1 − kn)θ
|E(kn)|
θ
2 6 C˜Λ
2θ(n+1)
Mθ
|E(kn)|
θ
2 . (6.35)
We claim that
|E(kn)| 6
|E(0)|
2nν
, (6.36)
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where ν = θθ
2−1
. We prove this claim by induction. For n = 0, k0 = 0. Hence, (6.36) is trival.
Suppose that (6.36) holds for some n ∈ N, n > 0. Then, using (6.33), (6.35), and (6.36), we
get
|E(kn+1)| 6 C˜Λ
2θ(n+1)
Mθ
|E(kn)|
θ
2 6 C˜Λ
2θ(n+1)
Mθ
|E(0)|
θ
2
2nνθ/2
= C˜Λ2
θ(n+1)−nνθ/2|E(0)|
θ
2
1
C˜Λ|E(0)|
θ
2−12
θ2
θ−2
= |E(0)|2−(n+1)ν .
Thus, we conclude (6.36). As n → +∞, we see from (6.34) that kn → M . Hence, letting
n→ +∞ in (6.36), we get |E(M)| = 0. From (6.33), there exists a constant CΛ such that
M = CΛ|E(0)|
1
2−
1
θ 6 CΛ|B(y0, 2R)|
1
2−
1
θ 6 CΛR
d( 12−
1
θ
).
Therefore, letting δ = d(12 −
1
θ ), we have
‖ψ‖L∞(B(y0,2R)) 6 CΛR
δ. 
Next, we bound the oscillation of the solution, z, satisfying (6.29).
Proposition 6.7. Let z solve (6.29). Then, there exists a constant, 0 < ρ < 1, such that
osc
(
y0,
R
2
, z
)
6 ρ osc(y0, R, z),
where
osc(y0, R, z) = sup
B(y0,R)
z − inf
B(y0,R)
z.
Proof. The claim follows directly from the DeGiorgi–Nash–Moser estimate [13, Theorem 8.22].

Corollary 6.8. Let v solve (6.24) and z solve (6.29). Then, there exists a constant CΛ > 0
such that
osc
(
y0,
R
4
, v
)
6 CΛR
δ + osc
(
y0,
R
4
, z
)
6 CΛR
δ + ρ osc(y0, R, v), (6.37)
where δ is given in Proposition 6.6.
Proof. Since v = ψ + z, we have
osc
(
y0,
R
4
, v
)
= sup
B(y0,
R
4 )
(ψ + z)− inf
B(y0,
R
4 )
(ψ + z)
6 sup
B(y0,
R
4 )
ψ + sup
B(y0,
R
4 )
z − inf
B(y0,
R
4 )
ψ − inf
B(y0,
R
4 )
z.
By Proposition 6.6, there exists a positive constant CΛ such that
sup
B(y0,
R
4 )
ψ − inf
B(y0,
R
4 )
ψ 6 2‖ψ‖L∞(B(y0,2R)) 6 CΛR
δ.
Using Proposition 6.7, we obtain
osc
(
y0,
R
4
, z
)
6 ρ osc(y0, R, z).
Therefore, the above estimates give (6.37). 
Proposition 6.9. Let v solve (6.24). Then, there exist constants CΛ > 0 and 0 < β < 1
such that for any 0 < R < 1,
osc(y0, R, v) 6 CΛR
β.
Proof. Let 0 < β < min
{
− ln ρln 4 , δ
}
, where δ is given in Proposition 6.6 and ρ in Proposition 6.7.
For n ∈ N, we set
Tn = sup
1
4n+1
6r6 14n
osc(y0, r, v)
rβ
. (6.38)
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Let
1 < γ < min
{
4δ−β ,
1
4βρ
}
and C˜Λ be the constant given in Corollary 6.8; that is,
osc
(
y0,
R
4
, v
)
6 C˜ΛR
δ + ρ osc(y0, R, v). (6.39)
Then, we claim that there exists a large number T > 0 such that
Tn 6 Tγ
−n. (6.40)
We prove (6.40) by induction.
Because the prior choice of γ implies 4βργ < 1, there exists a real number T satisfying
max
{
4
1
2+β‖v‖L∞(Yd), C˜Λ4
δ + ρ4βTγ
}
< T.
Thus, for any n ∈ N, we have
C˜Λ4
δ
( γ
4δ−β
)n+1
+ ρ4βTγ < T.
When n = 0, we have
T0 = sup
1
46r61
osc(y0, r, v)
rβ
6 4β osc(y0, 1, v) 6 4
1
2+β‖v‖L∞(Yd) < T.
Next, we assume that (6.40) holds for some n > 0. Then, using 6.39, we get
Tn+1 = sup
1
4n+2
6r6 1
4n+1
osc(y0, r, v)
rβ
6 sup
1
4n+1
6r6 14n
4β
C˜Λr
δ + ρ osc(y0, r, v)
rβ
6 C˜Λ4
β
( 1
4n
)δ−β
+ 4βTnρ 6 C˜Λ4
β
( 1
4n
)δ−β
+ 4βTγ−nρ
=
(
C˜Λ4
δ
( γ
4δ−β
)n+1
+ ρ4βTγ
)
γ−(n+1) 6 Tγ−(n+1).
Thus, we conclude that (6.40) holds. For any 0 < R < 1, we can find n ∈ N such that
1
4n+1 6 R 6
1
4n . Hence, using the definition of Tn in (6.38), we obtain
osc(y0, R, v) 6 R
βTn 6 R
βTγ−n 6 TRβ. 
Proposition 6.10. Let w˜ solve (6.20). Then, w˜ is Ho¨lder continuous. More precisely, there
exists a positive constant, CΛ, such that
‖w˜‖C2,β# (Yd)
6 CΛ,
where β is given in Proposition 6.9.
Proof. By Proposition 6.9, we conclude that for any compact subset Yd1 of Y
d, there ex-
ists a constant CΛ such that ‖v‖C0,β# (Yd1 )
6 CΛ, where v = w˜yl for l = 1, . . . , d. Then,
‖∇yw˜‖C0,β# (Yd)
6 CΛ. Besides, since (6.24) is uniformly elliptic, Schauder’s estimate gives
that ‖v‖C1,β# (Yd)
6 CΛ. Then, ‖w˜‖C2,β# (Yd)
6 CΛ. 
6.1.3. The existence of the solution to the cell problem. Here, we use a continuation argument
similar to the one in Chapter 11.3 of [15] to prove existence of the solution to (6.20). The key
difference is that we work in Ho¨lder spaces instead of Sobolev spaces. Let 0 < α < β < 1,
where β is as in Proposition 6.10. Thus, C2,β# (Y
d) is compactly embedded in C2,α# (Y
d), denoted
by C2,β# (Y
d) ⊂⊂ C2,α# (Y
d). We define F : C2,α# (Y
d)× [0, 1]× Td × Rd → C0,α# (Y
d) by
F (w˜, λ, x,Λ) = div
(
e
|Λ+∇yw˜|
2
2 +λV (x,y)(Λ +∇yw˜)
)
. (6.41)
For fixed x ∈ Td and Λ ∈ Rd, we define
S = {λ ∈ [0, 1] : ∃w˜ ∈ C2,α# (Y
d) such that F (w˜, λ, x,Λ) = 0}. (6.42)
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If S is not empty and both open and closed in [0, 1], we have solutions for all λ ∈ [0, 1].
Thus, F (w˜, 1, x,Λ) = 0 admits a solution in C2,α# (Y
d), which in return prove the existence of
a solution to Problem 4.
Clearly, when λ = 0, for any x ∈ Td and Λ ∈ Rd, w˜ ≡ 0 solves F = 0. Thus, S is not empty.
Next, we prove S is open.
Let L : C2,α# (Y
d) → C0,α# (Y
d) be the linearized operator of F with respect to w˜. For
v ∈ C2,α# (Y
d), we have
L(v) = div
(
e
|Λ+∇yw˜|
2
2 +λV (x,y)
(
(Λ +∇yw˜)
T∇yv(Λ +∇yw˜) +∇yv
))
. (6.43)
It is sufficient to prove that L is invertible. We define
H =
{
v ∈ W 1,2# (Y
d) :
∫
Yd
vdy = 0
}
and endow H with the norm
‖v‖2H = ‖v‖
2
W 1,2# (Y
d)
.
For v,̟ ∈ H, and m˜ ∈ S, we define B : H×H → R as
B[v,̟] =
∫
Yd
e
|Λ+∇yw˜|
2
2 +λV
(
(Λ +∇yw˜)
T∇yv(Λ +∇yw˜) +∇yv)
)T
∇y̟dy. (6.44)
Proposition 6.11. Let B be the bilinear form in (6.44). Then, B is bounded; that is, for all
v,̟ ∈ H, there exists a positive number CΛ such that
|B[v,̟]| 6 CΛ‖v‖H‖̟‖H.
Proof. Using Proposition 6.5 and Ho¨lder’s inequality, there exists a constant CΛ such that
|B[v,̟]| 6 CΛ
∫
Yd
|∇yv||∇y̟|dy 6 CΛ‖v‖H‖̟‖H. 
Thus, by the Riesz Representation theorem, there exists a linear continuous injective map-
ping, A : H → H, such that, for all v,̟ ∈ H,
B[v,̟] = 〈Av,̟〉H. (6.45)
Proposition 6.12. Let A be the operator defined in (6.45). Then, there exists a constant
CΛ > 0, such that
‖A̟‖H > CΛ‖̟‖H (6.46)
for all ̟ ∈ H.
Proof. We prove the result by contradiction. Suppose that (6.46) does not hold. Then, there
exists a sequence, (̟n)n, in H such that ‖̟n‖H = 1 and A̟n → 0. Then,
‖A̟n‖H = B[̟n, ̟n]
=
∫
Yd
e
|Λ+∇yw˜|
2
2 +λV
(
(Λ +∇yw˜)
T∇y̟n(Λ +∇yw˜) +∇y̟n)
)T
∇y̟ndy
=
∫
Yd
e
|Λ+∇yw˜|
2
2 +λV
((
(Λ +∇yw˜)
T∇y̟n
)2
+ |∇y̟n|
2
)
dy → 0.
Since V is smooth, e
|Λ+∇yw˜|
2
2 +λV (x,y) does not vanish. Thus,
∫
Yd |∇y̟n|
2dy → 0. Since∫
Yd
̟ndy = 0, by Poincare´’s inequality, we conclude that ̟n → 0 in H, which contradicts
with ‖̟n‖H = 1. 
Corollary 6.13. Let A be as in (6.45). Then, the range of A, R(A), is closed in H.
Proof. Let (vn)n ⊂ R(A) be a Cauchy sequence and (̟n)n ⊂ A such that A̟n = vn. By
Proposition 6.12, we know that ̟n is Cauchy. Thus, there exists ̟ in H, such that ̟n → ̟.
By the continuity of A, we have A̟n → A̟. Since A̟ ∈ R(A), vn converges to an element
in R(A). Therefore, R(A) is closed. 
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Corollary 6.14. Let A be as in (6.45). Then, R(A) = H.
Proof. Suppose that R(A) 6= H. Since R(A) is closed in H, there exists ̟ ∈ H such that
̟ ⊥ R(A). Then, we have
0 = 〈A̟,̟〉 = B[̟,̟] =
∫
Yd
e
|Λ+∇yw˜|
2
2 +λV
((
(Λ +∇yw˜)
T∇y̟
)2
+ |∇y̟|
2
)
dy.
Due to the smoothness of V , e
|Λ+∇yw˜|
2
2 +λV (x,y) is strictly positive. Thus,
∫
Yd |∇y̟|
2dy = 0.
Since
∫
Yd
̟ndy = 0, by Poincare´’s inequality, we conclude that ̟ = 0. Hence, R(A) = H. 
Proposition 6.15. Let B be the bilinear form given in (6.44) and L as in (6.43). For any
v0 ∈ C
0,α
# (Y
d), there exists a unique v ∈ H such that B[v,̟] = 〈v0, ̟〉H0 for all ̟ ∈ H.
Moreover, v ∈ C2,α# (Y
d) and solves L(v) = v0.
Proof. Let v0 ∈ C
0,α
# (Y
d). By the Riesz representation theorem, there exists a unique σ ∈ H
such that for all ̟ ∈ H,
〈σ,̟〉H = 〈v0, ̟〉H0 . (6.47)
By Corollary 6.14 and the injectivity of A, A is invertible. Thus, defining v = A−1σ and using
(6.45) and (6.47), we obtain
B[v,̟] = 〈Av,̟〉H = 〈σ,̟〉H = 〈v0, ̟〉H0 .
Therefore, v is a weak solution of
div
(
e
|Λ+∇yw˜|
2
2 +λV (x,y)
(
(Λ +∇yw˜)
T∇yv(Λ +∇yw˜) +∇yv
))
= v0.
By Schauder’s estimate, since all coefficients are in C0,α# (Y
d), we see that v ∈ C2,α# (Y
d). 
Proposition 6.16. S defined in (6.42) is open.
Proof. According to Proposition 6.15, L : C2,α# (Y
d)→ C0,α# (Y
d) is an isomorphism. Let λ ∈ S.
By the implicit function theorem, given x ∈ Td and Λ ∈ Rd, there exist a neighborhood U of λ
and a unique solution w˜ ∈ C2,α# (Y
d) to F (w˜, λ˜, x,Λ) = 0 for any λ˜ ∈ U . Thus, S is open. 
Remark 6.17. In the proof of Proposition 6.16, the implicit function theorem also gives that
w˜ is smooth in λ, x, and Λ.
Proposition 6.18. S given in (6.42) is closed.
Proof. Let (λn)n be a Cauchy sequence in S converging to λ ∈ R. Moreover, we take (w˜n)n ⊂
C2,α# (Y
d) such that
F (w˜n, λn, x,Λ) = 0. (6.48)
According to Proposition 6.10, w˜n is uniformly bounded in C
2,β
# (Y
d). Since C2,β# (Y
d) ⊂⊂
C2,α# (Y
d), there exists a function w˜ ∈ C2,α# (Y
d) such that, up to a subsequence, w˜n converges
to w˜ in C2,α# (Y
d). Thus, considering the limit of (6.48), as n → +∞, we conclude that
F (w˜, λ, x, λ) = 0. Therefore, S is closed. 
Then, we have existence of the solution to (1.7).
Proposition 6.19. There exists a unique function w˜ ∈ C∞(Rd ×Td;C2,α# (Y
d)/R) such that
for Λ ∈ Rd and x ∈ Td, w˜(x,Λ, ·) solves (6.20). Moreover, let m˜ be defined in (6.22) and
H˜ be given in (6.21), then (w˜, m˜, H˜) solves Problem 4. Accordingly, w˜(x,Λ, ·) is the unique
minimizer to Problem 7.
Proof. By Propositions 6.16 and 6.18, S in (6.42) is open and closed. Thus, for F as in (6.41),
F = 0 has a solution in w˜ ∈ C2,α# (Y
d) when λ = 1. Thus, let m˜ be as in (6.22) and H˜ be as
in (6.21), then (w˜, m˜, H˜) solves Problem 4. By the uniqueness in Proposition 6.1, we conclude
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that (1.7) admits a unique solution. According to Remark 6.17, w˜ depends smoothly on Λ and
x. Thus, w˜ ∈ C∞(Rd × Td;C2,α# (Y
d)/R). 
6.1.4. Lower bounds for m˜. Next, we prove a uniform lower bound for m˜, which is used to
prove the existence of solutions to Problem 8. According to Corollary 6.3, it is sufficient to
prove a lower bound for m˜ as |Λ| → ∞.
Proposition 6.20. Let (w˜, m˜, H˜) solve Problem 4. If d > 1, we assume further that V
satisfies (1.13). Then, there exists a constant C > 0 such that m˜ > C for all x ∈ Td, y ∈ Yd,
and Λ ∈ Rd.
Proof. For d = 1, we use the current method introduced in [14] to get an explicit formula for
the solution of (1.7) as in Section 5. According to the second equation in (1.7),
j = m˜(Λ +∇yw˜) (6.49)
depends only on x. Integrating the prior equation and using
∫
Yd
m˜dy = 1, we get
j = Λ+
∫
Yd
m˜∇yw˜dy.
By Propositions 6.2 and 6.5, there exists a constant C > 0, independent on x, such that∫
Yd
m˜∇yw˜dy 6 C
∫
Yd
|∇yw˜|dy 6 C.
Thus,
|Λ| − C 6 |j| 6 |Λ|+ C. (6.50)
Using (6.49), the first equation of (1.7) becomes
j2
2m˜2
+ V = ln m˜+ H˜.
According to (6.50) and Proposition 6.2, we rewrite H˜ = j
2
2 + H˜1, where H˜1 ∈ R and H˜1 is
bounded as |j| → ∞. Thus, when j 6= 0, we divide both sides of the prior equation by j2 and
get
1
2m˜2
+
1
j2
V =
1
j2
ln m˜+
1
2
+
1
j2
H˜1. (6.51)
We consider the Banach space
B =
{
m ∈ L2#(Y
d) :
∫
Yd
mdy = 0
}
and its subset
B1 =
{
m ∈ L2#(Y
d) : m > −
1
2
,
∫
Yd
mdy = 0
}
.
Then, (6.51) inspires us to define G : Td × [0,+∞)× B1 → L
2(Td;L2#(Y
d)) as
G(x, ǫ,m) =
1
2(m+ 1)2
+ ǫV − ǫ ln(m+ 1)−
1
2
.
For given x ∈ Td and ǫ = 0, we see that m = 0 solves G(x, 0,m) = 12(m+1)2 −
1
2 = 0.
Differentiating G with respect to m, we obtain
∂G
∂m
= −
1
(m+ 1)3
− ǫ
1
m+ 1
.
Then, ∂G∂m 6= 0 when ǫ = 0. By the implicit function theorem, there exists a neighborhood,
U ⊂ B, of x and a positive number, ǫ0, such that for any x̂ ∈ U and 0 < ǫ̂ < ǫ0, there exists a
unique function m̂ ∈ B such that G(x̂, ǫ̂, m̂) = 0. Moreover, for ǫ̂ small enough, m̂ is bounded
uniformly below by − 12 . Thus, given x and when j in (6.51) is large enough, by the uniqueness
of the solution to (6.51) given in Proposition 6.19, H˜1 = 0 and m˜ is uniformly bounded by
below in j. In particular, using the compactness of Td, it is possible to choose ǫ0 that is valid
for all x. Thus, combining the previous arguments with Corollary 6.3, which gives a uniform
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bound of m˜ when j is small, we see that m˜ is uniformly bounded by below for all x ∈ T, y ∈ Y,
and Λ ∈ R.
For d > 1. We assume that V satisfies (1.13). In this case, the solution (m˜, w˜, H˜) of (1.7)
is separable in y and can be written as
m˜(x, y) =
d∏
i=1
m˜i(x, yi), w˜(x, y) =
d∑
i=1
w˜i(x, yi), H˜(x,Λ) =
d∑
i=1
H˜i(x,Λi), (6.52)
where m˜i : T
d×Y → R, w˜i : T
d×Y → R, and H˜i : T
d×R→ R are defined for all i = 1, . . . , d.
Accordingly, (1.7) can be split into one-dimensional systems; that is, for each i = 1, . . . , d, we
have 
|Λi+(w˜i(x,yi))yi |
2
2 + Vi(x, yi) = ln m˜i(x, yi) + H˜i(x,Λi),(
m˜i(x, yi)(Λi + (w˜i(x, yi))yi)
)
yi
= 0,∫ 1
0
m˜i(x, yi)dy = 1.
By the above arguments, m˜i is bounded below as |Λi| → ∞ for each i = 1, . . . , d. Therefore,
m˜ satisfying (6.52) is uniformly bounded by below. 
Remark 6.21. When d > 1 and V is non-separable, the lower boundedness of m˜ is still
unknown. Here, we present the difficulty we faced. Let Λ = λΓ, where λ ∈ R+, Γ ∈ R
d, and
|Γ| = 1. Besides, let ǫ = 1λ and H˜ =
λ2
2 +H˜1. Then, multiplying both sides of the first equation
in (1.7) by ǫ and rearranging, we get
ΓT∇yw˜ + ǫ
(
|∇yw˜|
2
2
+ V − ln m˜− H˜1
)
= 0.
Similarly, the transport equation of (1.7) becomes
ΓT∇ym˜+ ǫ
(
∇ym˜
T∇yw˜ + m˜∆yw˜
)
= 0.
Thus, we can define an operator F such that
F (ǫ, w˜, m˜) =
(
ΓT∇yw˜ + ǫ
(
|∇yw˜|
2
2 + V − ln m˜− H˜1
)
ΓT∇ym˜+ ǫ
(
∇ym˜
T∇yw˜ + m˜∆yw˜
) ) .
The linearized operator of F with respect to (w˜, m˜) when ǫ = 0 is given by
Lw˜,m˜(v, µ) = (Γ
T∇yv,Γ
T∇yµ),
which fails to be an isomorphism. Therefore, in this case, we cannot use the implicit function
theorem as we did for the one-dimensional case.
6.2. The homogenized problem. Here, we study existence of minimizers for Problem 8.
Since (1.12) is considered in [11], we only need to check that the Hamiltonian H˜ satisfies
the assumptions in [11] and apply the results there directly. First, we give uniform bounds
for derivatives of H˜ with respect to Λ and x. For simplicity, we use Einstein’s notation and
remark that all the constants denoted by C are independent on x and Λ.
Proposition 6.22. Let (w˜, m˜, H˜) solve Problem 4. Then, there exists a positive constant C
such that
|H˜xj | 6 C.
Proof. Differentiating the equations in (1.7) with respect to xj , we obtain
(Λi + w˜yi)w˜yixj + Vxj =
1
m˜m˜xj + H˜xj ,
−
(
m˜xj (Λi + w˜yi) + m˜w˜yixj
)
yi
= 0,∫
Yd m˜xjdy = 0.
(6.53)
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Multiplying the first equation in the prior system by m˜, integrating the resulting terms, and
using
∫
Yd
m˜dy = 1, we get
H˜xj =
∫
Yd
(Λi + w˜yi)w˜yixjm˜dy +
∫
Yd
Vxjm˜dy −
∫
Yd
m˜xjdy
= −
∫
Yd
(
(Λi + w˜yi)m˜
)
yi
w˜xjdy +
∫
Yd
Vxjm˜dy −
∫
Yd
m˜xjdy.
(6.54)
From the second equation of (1.7), we know that∫
Yd
(
(Λi + w˜yi)m˜
)
yi
w˜xjdy = 0. (6.55)
The third equation of (6.53) gives that ∫
Yd
m˜xjdy = 0. (6.56)
By the smoothness of V , the positivity of m˜, and
∫
Yd
m˜dy = 1, there exists a constant C such
that ∣∣∣∣ ∫
Yd
Vxjm˜dy
∣∣∣∣ 6 C. (6.57)
Therefore, (6.54)–(6.57) yield
|H˜xj | 6 C. 
Proposition 6.23. Let (w˜, m˜, H˜) solve Problem 4. Then, there exists a positive constant C
such that ∫
Yd
1
m˜
m˜2xjdy +
∫
Yd
m˜w˜2yixjdy 6 C. (6.58)
Proof. Multiplying the first equation in (6.53) by m˜xj , integrating the resulting terms in Y
d,
and using
∫
Yd
m˜xjdy = 0, we get∫
Yd
(Λi + w˜yi)w˜yixjm˜xjdy +
∫
Yd
Vxjm˜xjdy =
∫
Yd
1
m˜
m˜2xjdy. (6.59)
Multiplying the second equation of (6.53) by w˜xj and integrating by parts, we obtain∫
Yd
m˜xj (Λi + w˜yi)w˜xjyidy +
∫
Yd
m˜w˜yixj w˜xjyidy = 0. (6.60)
Subtracting (6.60) to (6.59) and using Cauchy’s inequality, we have∫
Yd
1
m˜
m˜2xjdy +
∫
Yd
m˜w˜2yixjdy =
∫
Yd
Vxjm˜xjdy 6
∫
Yd
1
2m˜
m˜2xjdy +
∫
Yd
V 2xj
2
m˜dy.
Thus, by the smoothness of V and
∫
Yd
m˜dy = 1, there exists a constant C such that∫
Yd
1
m˜
m˜2xjdy +
∫
Yd
m˜w˜2yixjdy 6 C. 
Proposition 6.24. Let (w˜, m˜, H˜) solve Problem 4. Then, there exists a positive constant C
such that
|H˜xjxl | 6 C.
Proof. Differentiating (6.53) with respect to xl, we get
w˜yixlw˜yixj + (Λi + w˜yi)w˜yixjxl + Vxjxl = −
1
m˜2 m˜xlm˜xj +
1
m˜m˜xjxl + H˜xjxl ,
−
(
m˜xjxl(Λi + w˜yi) + m˜xj w˜yixl + m˜xlw˜yixj + m˜w˜yixjxl
)
yi
= 0,∫
Yd
m˜xjxldy = 0.
(6.61)
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Multiplying the first equation in (6.61) by m˜, integrating the resulting terms, and using∫
Yd
m˜dy = 1, we have
H˜xjxl =
∫
Yd
m˜w˜yixlw˜yixjdy +
∫
Yd
(Λi + w˜yi)w˜yixjxlm˜dy +
∫
Yd
Vxjxlm˜dy
+
∫
Yd
m˜xlm˜xj
m˜
dy −
∫
Yd
m˜xjxldy.
(6.62)
From (6.61), we know that ∫
Yd
m˜xjxldy = 0. (6.63)
By the smoothness of V , the positivity of m˜, and
∫
Yd
m˜dy = 1, there exists a constant C such
that ∣∣∣∣ ∫
Yd
Vxjxlm˜dy
∣∣∣∣ 6 C. (6.64)
Using Ho¨lder’s inequality and (6.58), we get∣∣∣∣ ∫
Yd
m˜w˜yixlw˜yixjdy
∣∣∣∣ 6 (∫
Yd
m˜w˜2yixldy
) 1
2
(∫
Yd
m˜w˜2yixjdy
) 1
2
6 C (6.65)
and ∣∣∣∣ ∫
Yd
m˜xlm˜xj
m˜
dy
∣∣∣∣ 6 (∫
Yd
m˜2xl
m˜
dy
) 1
2
(∫
Yd
m˜2xj
m˜
dy
) 1
2
6 C. (6.66)
From the second equation of (1.7), we obtain∫
Yd
(Λi + w˜yi)w˜yixjxlm˜dy = −
∫
Yd
(
m˜(Λi + w˜yi)
)
yi
w˜xjxldy = 0. (6.67)
Therefore, (6.62)–(6.67) give that
|H˜xjxl | 6 C. 
Proposition 6.25. Let (w˜, m˜, H˜) solve Problem 4. Then, there exists a positive constant C
such that ∫
Yd
m˜w˜2yiΛjdy +
∫
Yd
m˜2Λj
m˜
dy 6 C. (6.68)
.
Proof. Let δ˜ij = 1 if i = j and δ˜ij = 0 if i 6= j. Differentiating (1.7) with respect to Λj , we
obtain 
(Λi + w˜yi)(δ˜ij + w˜yiΛj ) =
1
m˜m˜Λj + H˜Λj ,
−
(
m˜Λj (Λi + w˜yi) + m˜(δ˜ij + w˜yiΛj )
)
yi
= 0,∫
Yd m˜Λjdy = 0.
(6.69)
Multiplying the first equation of the prior system by m˜Λj , integrating the resulting terms, and
using
∫
Yd m˜Λjdy = 0, we get∫
Yd
(Λi + w˜yi)δ˜ijm˜Λjdy +
∫
Yd
(Λi + w˜yi)w˜yiΛj m˜Λjdy =
∫
Yd
m˜2Λj
m˜
dy. (6.70)
Multiplying the second equation in (6.69) by w˜Λj and integrating by parts, we have∫
Yd
m˜Λj (Λi + w˜yi)w˜Λjyidy +
∫
Yd
m˜(δ˜ij + w˜yiΛj )w˜Λjyidy = 0. (6.71)
Subtracting (6.71) to (6.70) and rearranging, we obtain∫
Yd
m˜w˜2yiΛjdy +
∫
Yd
m˜2Λj
m˜
dy =
∫
Yd
(Λi + w˜yi)δ˜ijm˜Λjdy −
∫
Yd
m˜δ˜ijw˜Λjyidy
=
∫
Yd
Λiδ˜ijm˜Λjdy +
∫
Yd
w˜yi δ˜ijm˜Λjdy −
∫
Yd
m˜δ˜ijw˜Λjyidy.
(6.72)
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Since
∫
Yd m˜Λjdy = 0, we have ∫
Yd
Λiδ˜ijm˜Λjdy = 0. (6.73)
By Young’s inequality, (6.58), and Propositions 6.2 and 6.5, there exists a constant C such
that ∣∣∣∣ ∫
Yd
w˜yi δ˜ijm˜Λjdy
∣∣∣∣ 6 12
∫
Yd
m˜w˜2yidy +
1
2
∫
Yd
m˜2Λj
m˜
dy 6 C +
1
2
∫
Yd
m˜2Λj
m˜
dy. (6.74)
Using Young’s inequality again, we get∫
Yd
m˜|w˜Λjyi |dy 6
∫
Yd
m˜
2
dy +
∫
Yd
w˜2Λjyim˜
2
dy 6 C +
∫
Yd
w˜2Λjyim˜
2
dy. (6.75)
Thus, (6.72)–(6.75) yield ∫
Yd
m˜w˜2yiΛjdy +
∫
Yd
m˜2Λj
m˜
dy 6 C. 
Proposition 6.26. Let (w˜, m˜, H˜) solve Problem 4. Then, there exists a positive constant C
such that
|H˜Λj | 6 C(1 + |Λ|).
Proof. Multiply the first equation in (6.69) by m˜, we get
(Λi + w˜yi)(δ˜ij + w˜yiΛj )m˜ = m˜Λj + H˜Λj m˜.
Integrating the preceding identity over Yd and taking into account that
∫
Yd m˜dy = 1 and∫
Yd m˜Λjdy = 0, we obtain
H˜Λj =
∫
Yd
(Λi + w˜yi)δ˜ijm˜dy +
∫
Yd
(Λi + w˜yi)w˜yiΛj m˜dy. (6.76)
Multiplying the second equation of (1.7) by w˜Λj and integrating by parts, we have∫
Yd
(Λi + w˜yi)w˜yiΛjm˜dy = 0. (6.77)
By Proposition 6.5, there exists a constant C such that∣∣∣∣ ∫
Yd
(Λi + w˜yi)δ˜ijm˜dy
∣∣∣∣ 6 C(1 + |Λ|). (6.78)
Therefore, (6.76)–(6.78) give
|H˜Λj | 6 C(1 + |Λ|). 
Proposition 6.27. Let (w˜, m˜, H˜) solve Problem 4. Then, there exists a positive constant C
such that
|H˜ΛjΛl | 6 C.
Proof. Differentiating the first equation in (6.69) with respect to Λl, we get
(δ˜il + w˜yiΛl)(δ˜ij + w˜yiΛj ) + (Λi + w˜yi)w˜yiΛjΛl = −
m˜Λlm˜Λj
m˜2
+
m˜ΛjΛl
m˜
+ H˜ΛjΛl .
Multiplying both sides of the prior equation by m˜, integrating, and using
∫
Yd m˜ΛjΛldy = 0 and∫
Yd
m˜dy = 1, we obtain∫
Yd
(δ˜il + w˜yiΛl)(δ˜ij + w˜yiΛj )m˜dy +
∫
Yd
(Λi + w˜yi)w˜yiΛjΛlm˜dy
= −
∫
Yd
m˜Λlm˜Λj
m˜
dy + H˜ΛjΛl .
(6.79)
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We multiply the second equation in (1.7) by w˜ΛjΛl , integrate by parts, and get∫
Yd
(Λi + w˜yi)w˜yiΛjΛlm˜dy = 0. (6.80)
By Young’s inequality and (6.68), there exists a constant C such that∫
Yd
|m˜Λlm˜Λj |
m˜
dy 6
∫
Yd
m˜2Λl
2m˜
dy +
∫
Yd
m˜2Λj
2m˜
dy 6 C (6.81)
and ∫
Yd
|w˜yiΛl w˜yiΛj |m˜dy 6
1
2
∫
Yd
w˜2yiΛlm˜dy +
1
2
∫
Yd
w˜2yiΛj m˜dy 6 C. (6.82)
Therefore, combining (6.79)–(6.82), we conclude that
|H˜ΛjΛl | 6 C. 
Proposition 6.28. Let (w˜, m˜, H˜) solve Problem 4. Then, there exists a positive constant C
such that
|H˜Λlxj | 6 C.
Proof. Differentiating the first equation in (6.53) with respect to Λl, we get
(δ˜il + w˜yiΛl)w˜yixj + (Λi + w˜yi)w˜yixjΛl = −
m˜xjm˜Λl
m˜2
+
m˜Λlxj
m˜
+ H˜Λlxj .
Multiplying both sides by m˜, integrating, and taking into account that
∫
Yd
m˜dy = 1 and∫
Yd m˜Λlxjdy = 0, we obtain
H˜Λlxj =
∫
Yd
m˜xjm˜Λl
m˜
dy +
∫
Yd
(δ˜il + w˜yiΛl)w˜yixjm˜dy +
∫
Yd
(Λi + w˜yi)w˜yixjΛlm˜dy. (6.83)
Using the second equation of (1.7), we have∫
Yd
(Λi + w˜yi)w˜yixjΛlm˜dy = 0. (6.84)
By Young’s inequality (6.58) and (6.68), there exists a constant C such that∫
Yd
|m˜xjm˜Λl |
m˜
dy 6
1
2
∫
Yd
m˜2xj
m˜
dy +
1
2
∫
Yd
m˜2Λl
m˜
dy 6 C (6.85)
and ∫
Yd
|w˜yiΛl w˜yixj |m˜dy 6
1
2
∫
Yd
w˜2yiΛlm˜dy +
1
2
∫
Yd
w˜2yixjm˜dy 6 C. (6.86)
Therefore, (6.83)–(6.86) yield
|H˜Λlxj | 6 C. 
Proposition 6.29. Let (w˜, m˜, H˜) solve Problem 4. Then, under the assumptions of Propo-
sition 6.20, H˜ is uniformly convex; that is, for any ξ ∈ Rd, ξ = {ξ1, . . . , ξd}, there exists a
positive constant C such that
ξjH˜ΛjΛlξl > C|ξ|
2. (6.87)
Proof. Using (6.79) and (6.80), we have
H˜ΛjΛl =
∫
Yd
(δ˜il + w˜yiΛl)(δ˜ij + w˜yiΛj )m˜dy +
∫
Yd
m˜Λlm˜Λj
m˜
dy.
Then,
ξjH˜ΛjΛlξl =
∫
Yd
|ξT∇Λm˜|
2
m˜
dy +
∫
Yd
ξT (I +∇2yΛw˜)
T (I +∇2yΛw˜)ξm˜dy
>
∫
Yd
∣∣(I +∇2yΛw˜)T ξ∣∣2m˜dy,
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where I is the identity matrix. By Proposition 6.20 and Jensen’s inequality, there exists a
constant C such that∫
Yd
|(I +∇yΛw˜)ξ|
2m˜dy > C
∫
Yd
|(I +∇yΛw˜)ξ|
2dy > C
∣∣∣∣ ∫
Yd
(I +∇yΛw˜)ξdy
∣∣∣∣2 = C|ξ|2.
Therefore, we conclude that (6.87) holds. 
Remark 6.30. In the proof of Proposition 6.29, the uniform lower bound of m˜ is given by
Proposition 6.20, where we assume that the potential V is separable when d > 2. Proposi-
tion 6.20 is the only point where we use the structure hypothesis given by (1.13) to get the
uniform convexity of H˜.
The next proposition gives a proof for existence and uniqueness of the solution to the
homogenized problem.
Proposition 6.31. Suppose that V is smooth. Assume further that when d > 1, V satisfies
(1.13). Then, Problem 8 admits a unique smooth minimizer and Problem 5 has a unique
solution.
Proof. By Propositions 6.22–6.29, H˜ satisfies the assumptions required in [11]. Therefore,
Problem 8 has a unique smooth minimizer. Accordingly, Problem 5 admits a unique solution.

Next, we prove that Problem 6 has unique smooth minimizer.
Proposition 6.32. Problem 6 admits a unique minimizer, (û0, û1), where û0 ∈ C
∞(Td) is
the solution to Problem 8 and û1 ∈ C
∞(Td;C2,α# (Y
d)/R). Moreover, let Î be given in Problem
8 and I be as in Problem 6. Then, Î[û0] = I[û0, û1].
Proof. As pointed out in Remark 1.1, Problem 3 and Problem 6 are equivalent. Thus, if we
prove the uniqueness of the solution to Problem 3, Problem 6 has a unique minimizer. To do
that, we use a similar argument as what we did in the proof of Proposition 6.1. Assume that
(u0, u1,m,H1) and (u0, u1,m,H2) are two solutions to Problem 3 such that u0, u0 ∈ C
∞(Td),
u1, u1 ∈ C
∞(Td;C2,α# (Y
d)/R), m,m ∈ C∞(Td;C1,α(Yd)), H1, H2 ∈ R,
∫
Td
u0dx =
∫
Td
u0dx =
0, and
∫
Td
∫
Yd mdydx =
∫
Td
∫
Yd mdydx = 1. Then, we have
|P+∇u0+∇yu1|
2
2 −
|P+∇u0+∇yu1|
2
2 = lnm− lnm+H1 −H2,
− divx(
∫
Yd m(P +∇u0 +∇yu1)) + divx(
∫
Yd m(P +∇u0 +∇yu1)) = 0,
− divy(m(P +∇u0 +∇u1)) + divy(m(P +∇u0 +∇u1)) = 0.
(6.88)
Multiplying the first equation by m−m, subtracting it from the sum of the second equation
multiplied by u0 − u1 and the third equation multiplied by u1 − u1, integrating by parts, and
using
∫
Td
∫
Yd
mdydx =
∫
Td
∫
Yd
mdydx = 1, we get
1
2
∫
Td
∫
Yd
(m+m) |∇u0 +∇yu1 −∇u0 −∇u1|
2
dydx+
∫
Td
∫
Yd
(lnm− lnm)(m−m)dydx = 0.
Thus,
m = m
and
∇u0 +∇yu1 = ∇u0 +∇yu1. (6.89)
We integrate (6.89) over Yd and get ∇u0 = ∇u0. Since
∫
Td
u0dx =
∫
Td
u0dx = 0, we have
u0 = u0. Thus, according to (6.89), ∇yu1 = ∇yu1. Because u1, u1 ∈ C
∞(Td;C2,α# (Y
d)/R), we
have u1 = u1. Then, by (6.88), H1 = H2. Therefore, Problem 3 admits at most one solution.
Accordingly, Problem 6 has at most one minimizer.
Next, we prove the existence of the minimizer to Problem 6. According to Propositions 6.19
and 6.31, we let w˜ ∈ C∞(Rd × Td;C2,α# (Y
d)/R) be as in Proposition 6.19 and û0 ∈ C
∞(Td)
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minimize Problem 8. For x ∈ Td, y ∈ Yd, we define Λ = P + ∇û0(x) and û1 = w˜(P +
∇û0(x), x, y). Then, û1 ∈ C
∞(Td;C2,α# (Y
d)/R). Recalling the definition of I in Problem 6, we
see that
inf
u∈W1,p(Td)
w∈Lp(Td;W 1,p# (Y
d)/R)
I[u,w] 6 I[û0, û1]. (6.90)
Let Î be given in Problem 8. Then, by the definition of û0 and û1, we obtain
Î[û0] = I[û0, û1],
and
I[û0, û1] =
∫
Td
∫
Yd
e
|P+∇û0(x)+∇yû1(x,y)|
2
2 +V (x,y)dydx
= inf
u∈W 1,p(Td)
∫
Td
inf
w∈Lp(Td;W 1,p# (Y
d)/R)
∫
Yd
e
|P+∇u(x)+∇yw(x,y)|
2
2 +V (x,y)dydx.
(6.91)
For any u ∈W 1,p(Td) and w˜ ∈ Lp(Td;W 1,p# (Y
d)/R), we have
inf
w∈Lp(Td;W 1,p# (Y
d)/R)
∫
Yd
e
|P+∇u(x)+∇yw(x,y)|
2
2 +V (x,y)dy 6
∫
Yd
e
|P+∇u(x)+∇yw˜(x,y)|
2
2 +V (x,y)dy.
Thus,
inf
u∈W 1,p(Td)
∫
Td
inf
w∈Lp(Td;W 1,p
#
(Yd)/R)
∫
Yd
e
|P+∇u(x)+∇yw(x,y)|
2
2 +V (x,y)dydx
6 inf
u∈W1,p(Td)
w˜∈Lp(Td;W 1,p# (Y
d)/R)
∫
Td
∫
Yd
e(
|P+∇u(x)+∇yw˜(x,y)|
2
2 +V (x,y))dydx.
(6.92)
By (6.91), (6.92), and the definition of I, we get
I[û0, û1] =
∫
Td
∫
Yd
e
|P+∇û0(x)+∇yû1(x,y)|
2
2 +V (x,y)dydx 6 inf
u∈W1,p(Td)
w∈Lp(Td;W 1,p# (Y
d)/R)
I[u,w].
Combining the preceding equation with (6.90), we conclude that
I[û0, û1] = inf
u∈W1,p(Td)
w∈Lp(Td;W 1,p# (Y
d)/R)
I [u,w].
Therefore, (û0, û1) solves Problem 6. 
7. Two-scale homogenization in Higher dimensions
Here, we establish the asymptotic behavior of (1.1) in any dimension by proving Theo-
rem 1.2.
Proof of Theorem 1.2. Let (uǫ,mǫ, Hǫ) solve Problem 1 as in the statement. Meanwhile, let
α ∈ (0, 1) and q ∈ [1,∞), let u0 ∈ C
0,α ∩W 1,q(Td) with
∫
Td
u0dx = 0, m ∈ L
1(Td × Yd) with∫
Td
∫
Yd m(x, y)dxdy = 1, u1 ∈ L
q(Td;W 1,q# (Y
d)/R), andH(P ) ∈ R be given by Proposition 4.3.
Let (û0, û1) ∈ C
∞(Td) × C∞(Td;C2,α# (Y
d)/R), with
∫
Td
uˆ0dx = 0, be the unique solution to
Problem 6 provided by Proposition 6.32.
Using Proposition 3.13, Remark 3.14, the two-scale convergence (4.10), and the smoothness
of V , we obtain
lim inf
ǫ→0
Iǫ[uǫ] = lim inf
ǫ→0
∫
Td
∫
Yd
e
|P+∇uǫ(x)|
2
2 eV (x,
x
ǫ
)dydx
>
∫
Td
∫
Yd
e
|P+∇u0(x)+∇yu1(x,y)|
2
2 +V (x,y)dydx = I[u0, u1] > I[û0, û1],
(7.1)
where in the last inequality, we used that (û0, û1) is the minimizer of I.
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Let ψ0 ∈ C
∞(Td), with
∫
Td
ψ0dx = 0, and ψ1 ∈ C
∞(Td;C2,α# (Y
d)/R). For x ∈ Td, set
ψǫ(x) = ψ0(x) + ǫψ1(x,
x
ǫ ), cǫ =
∫
Td
ψǫdx, and ψ˜ǫ = ψǫ − cǫ. Because uǫ minimizes Iǫ[·] (see
(1.2)), we have
lim sup
ǫ→0
Iǫ[uǫ] 6 lim sup
ǫ→0
Iǫ[ψ˜ǫ] = lim sup
ǫ→0
∫
Td
e
|P+∇ψ0(x)+ǫ∇xψ1(x,
x
ǫ
)+∇yψ1(x,
x
ǫ
)|2
2 +V (x,
x
ǫ
)dx
=
∫
Td
∫
Yd
e
|P+∇ψ0(x)+∇yψ1(x,y)|
2
2 +V (x,y)dydx = I[ψ0, ψ1],
where we used Propositions 3.10 and 3.15 and Remark 3.16. Hence,
lim sup
ǫ→0
Iǫ[uǫ] 6 inf
ψ0∈C
∞(Td),
∫
Td
ψ0dx=0
ψ1∈C∞(Td;C
2,α
# (Y
d)/R)
I[ψ0, ψ1] 6 I[û0, û1]. (7.2)
By (7.1) and (7.2), we conclude that
lim
ǫ→0
Iǫ[uǫ] = I[û0, û1] = I[u0, u1] = min
u∈W1,p(Td),
∫
Td
udx=0
w∈Lp(Td;W 1,p# (Y
d)/R)
I[u,w].
(7.3)
Using the strict convexity of the map ξ ∈ Rd 7→ e
|P+ξ|2
2 , we conclude that the previous identities
yield u0 = û0 and u1 = û1. Hence, invoking Proposition 6.32 once more, we conclude that
(1.14) holds. Moreover, recalling (1.4) and (4.12), we have
H(P ) = ln I[u0, u1]. (7.4)
For (x, y) ∈ Td × Yd, define
m˜(x, y) = e
|P+∇u0(x)+∇yu1(x,y)|
2 +V (x,y)−H(P ). (7.5)
Let φ ∈ C∞(Td;C∞# (Y
d)) be such that φ > 0. By (1.5), (4.11), (4.10), (4.12), Proposition 3.13,
Remark 3.14, the smoothness of φ and V , and (7.5), we obtain∫
Td
∫
Yd
m(x, y)φ(x, y)dydx = lim
ǫ→0
∫
Td
mǫ(x)φ
(
x,
x
ǫ
)
dx
= lim
ǫ→0
∫
Td
e
|P+∇uǫ(x)|
2
2 eV (x,
x
ǫ
)−Hǫ(P )φ
(
x,
x
ǫ
)
dx
>
∫
Td
∫
Yd
e
|P+∇u0(x)+∇yu1(x,y)|
2
2 eV (x,y)−H(P )φ(x, y)dydx
=
∫
Td
∫
Yd
m˜(x, y)φ(x, y)dydx.
Thus, ∫
Td
∫
Yd
m(x, y)φ(x, y)dydx >
∫
Td
∫
Yd
m˜(x, y)φ(x, y)dydx.
Because φ is an arbitrary nonnegative, smooth function, we have m > m˜ almost every-
where. By Proposition 4.3,
∫
Td
∫
Yd m(x, y)dydx = 1. Meanwhile, by (7.4) and (7.5), also∫
Td
∫
Yd m˜(x, y)dydx = 1. Hence,∫
Td
∫
Yd
(m(x, y) − m˜(x, y))dydx = 0,
which, together with m − m˜ > 0, yields m˜ = m almost everywhere. Finally, in view of
(7.3),(7.4), and (7.5), we conclude that (u0, u1,m,H) solves (1.6).
We conclude by observing that the uniqueness of solution to Problems 3, 6, 5, and 8 guar-
antees that the convergences in Proposition 4.3 hold for the whole sequence (and not just for
a subsequence). 
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