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SUMMARY 
The rapid decrease in available frequencies in the longer wave-
length portion of the electromagnetic spectrum has stimulated interest 
in the millimeter and submillimeter regions, Of primary concern in 
these regions is the problem of oscillator frequency stability and the 
selection of suitable references for control systems. 
The existence of numerous molecular resonance absorption lines 
throughout the millimeter portion of the spectrum has been demonstrated 
by the microwave spectroscopists. Moreover, they have shown that each 
line possesses a spectral shape that is accurately predicted by the 
theory of Van Vleck and Weisskopf. In addition, the microwave spectro-
scopists have shown that individual absorption lines may be shifted 
under the influence of a perturbing electric field. This effect is 
known as the Stark effect. 
This investigation was undertaken to determine the feasibility of 
using Stark shifted molecular absorption lines as oscillator AFC 
references. Utilizing known molecular characteristics a molecular 
resonance frequency discriminator was predicted. 
An oscillator AFC system, based on the J = 1 •-*- 2 transition of 
methyl fluoride, CH F, was constructed and evaluated at Georgia Tech 
under NASA Institutional Grant NsG-657. The system consists of a 
98-104 GHz reflex klystron, a waveguide absorption cell, a Stark modu-
lation source, a crystal detector, a tuned amplifier, a synchronous 
demodulator, a low-pass amplifier, and various power supplies. 
Vlll 
Application of an 11 kHz alternating Stark field to an electrode 
within the specially constructed waveguide absorption cell provided 
modulation of the amplitude of a wave transmitted through the cell. 
This modulation was effected by periodic variations in the natural 
molecular resonance frequency and thus contained information regarding 
the mean separation of the oscillator and molecular resonance frequen-
cies , 
The crystal detector, tuned amplifier, and synchronous demodulator 
were used to develop a control voltage based on the modulation of the 
absorption cell output produced by the Stark field. This voltage was 
then employed, in a feed-back system, to control the frequency of the 
klystron. 
Utilizing observed molecular characteristics and the character-
istics of the microwave components and electronic circuitry, a closed 
loop gain of approximately 1200 was predicted. Laboratory tests indi-
cated that an actual closed-loop gain in excess of 900 was obtained. 
Thus fair agreement of the observed and calculated gains was achieved, 
5 
In addition, an open-loop drift of about one part in 10 per hour 
was measured for the klystron selected. Closed-loop data indicate that 
. . . . 7 
a stability of approximately one part m 10 per hour was achieved with 
the methyl fluoride AFC system. Due to the presence of noise, however, 
. . . . 7 
the short-term stability was limited to about three parts m 10 for 
time intervals much less than one second-
The long-term stability of the system compares favorably with 
that of crystal oscillator referenced phase-lock techniques used at 
ix 
lower frequencies. The observed stability, however, was limited 
somewhat by the quality of the crystal detector and dc Stark field 
sourceo The technique reported here appears to be reliable, and 
should be applicable at other frequencies. Furthermore, recent 
advancements in the development of new detectors indicate that 




Technical developments during the last quarter of a century have 
made systems operating at frequencies up to the order of 25 GHz common-
place. With the advent of new signal sources capable of generating 
usable quantities of microwave power at higher frequencies, considerable 
interest in the utilization of the spectrum above 25 GHz has arisen. 
Communications systems, precision radars, and telemetry systems are 
rapidly being developed to meet the needs of industry and government 
for wider system bandwidths, thereby creating greater information hand-
ling capacity. As these systems are placed in operation, the unoccupied 
portion of the spectrum decreases, providing further impetus to examine 
the spectrum between 25 GHz and optical frequencies. Furthermore, the 
higher frequencies provide certain inherent advantages. Components may 
be made smaller than corresponding elements at lower frequencies. Also, 
complicated mathematical analysis may frequently be replaced by simpler 
optical analysis. For example, ray tracing may be used in the design of 
such elements as antennas. 
The existence of several maxima and minima in atmospheric absorp-
tion throughout the millimeter portion of the spectrum may be a problem 
when long atmospheric paths are involved„ The judicious selection of 
operating frequencies, however, can usually provide satisfactory per-
formance. A more serious problem is that of oscillator frequency 
2 
stability. Certain laboratory systems, such as microwave spectroscopes, 
and various types of communications systems require a high degree of fre-
quency stability. In situations where the inherent stability of the 
oscillators involved is unsatisfactory, an automatic frequency control 
system must be employed„ 
Essential to the operation of any automatic control system is a 
method for obtaining an error signal which is proportional to the dif-
ference between the frequency of the source and a reference. In general, 
there are three types of stabilization systems <, The first type may be 
identified by the use of a reference frequency much greater than the 
operating frequency. The second type employs a reference which is much 
lower in frequency than the desired operating frequency while the third 
system utilizes a reference at, or near, the desired frequency of opera-
tion. In each case, the reference must be compared with the oscillator 
to be stabilized so that a control signal may be developed. 
The two most common methods for obtaining the control signal are 
based on either a static comparison of reference and source frequencies, 
which is usually impractical at millimeter wavelengths, or a comparison 
of a frequency modulated source with a fixed reference„ A third alterna-
tive, although very uncommon, employs a fixed source and a frequency 
modulated reference. This latter method may be beneficial if the mean 
frequency of the reference retains its stability while the instantaneous 
frequency is modulated. Moreover, modulation of the reference allows 
the desirable condition of stabilizing an unmodulated oscillator, 
At the lower microwave frequencies, stabilization systems employ-
ing references at the operating frequency, or much lower than the 
3 
operating frequency, are very common0 For example, radar transmitters 
are often stabilized by comparison of the source frequency with a 
resonant metallic cavity or a harmonic of a low frequency crystal 
oscillator. The ammonia, cesium, hydrogen, and rubidium clocks, on the 
other hand, are representative of systems of the third type. That is, 
these devices employ an atomic resonance, occurring at a microwave 
frequency, to stabilize crystal oscillators at frequencies of a few MHz. 
Obviously, systems of the first type (reference frequency much 
greater than the operating frequency) are not feasible at millimeter 
wavelengths since references at yet higher frequencies would be 
extremely difficult to obtain. As an alternative, the second type of 
stabilization, employing a low frequency reference, may be used- How-
ever, a large amount of equipment is usually required. Also, the fabri-
cation and maintenance problems often are prohibitive. 
Resonant devices such as the Fabry-Perot interferometer may be 
utilized for the third type of stabilizatione To achieve long term 
stability some form of temperature compensation must be employed. In 
addition to the complex temperature regulation equipment, difficulties 
in maintaining mechanical tolerances in fabrication may present severe 
limitations. 
In contrast to man-made resonant devices for stabilization at, 
or near, the reference frequency are molecular resonances„ Examination 
of the literature reveals a large number of observed molecular rota-
tional resonances throughout the millimeter wavelength portion of the 
spectrum. These resonances, as they are normally applied in frequency 
control systems, exhibit themselves as extremely stable narrow-band 
4 
absorption regions. In fact, since the spectral widths of these regions 
are often small compared to the center frequencies, the term line is 
commonly used when referring to each narrow region of absorption<, 
Existing techniques employing molecular resonances rely on the 
inherent stability of stationary absorption lines and obtain a control 
signal by sampling the resonance through modulation of the source fre-
quency. Microwave spectroscopists, however, have shown that the appli-
cation of a controlled electric field may produce calculable shifts in 
the resonant frequencies of particular molecules. This effect, known 
as the Stark effect3 thus presents itself as a logical candidate for a 
stabilization system of the third type, utilizing modulation of the 
reference frequency. 
This investigation was undertaken to determine the feasibility 
of using Stark-shifted molecular rotational resonance lines for stabili-
zation of a millimeter wavelength reflex klystron oscillator. The 
objective was to show that application of microwave spectroscopy tech-
niques may produce a new type of frequency discriminator which is both 
simple and inexpensive. On the basis of known molecular parameters, 
the molecular discriminator, when employed in a feed-back loop, is shown 
to be theoretically capable of providing a significant improvement in 
oscillator frequency stability. 
To demonstrate the validity of the calculations and the simplicity 
of the method, an experimental system based on the J = 1 ->- 2 rotational 
transition of methyl fluoride, CH~F, at approximately 102 GHz, was con-
structed. Utilizing a waveguide absorption cell filled with the molec-
ular gas at a pressure of about 0.1 mmHg and a Stark modulation system, 
5 
the predicted discriminator action of a moveable absorption line was 
verified and evaluated. 
A discussion of the molecular resonance theory essential to an 
understanding of the molecular frequency discriminator is presented in 
Chapter II. Chapter III describes the mathematical model of the system. 
Chapter IV contains a discussion of measurement techniques required for 
a determination of various parameters in the mathematical model. Chapter 
V describes the experimental stabilization system used to verify and 
evaluate the molecular resonance frequency discriminator. Chapter VI 
presents conclusions resulting from this investigation and recommenda-
tions for future work. The Appendices contain additional information 
on resonant frequencies, line shapes, the Stark effect, and a method 
for predicting the loss due to the material supporting the Stark elec-
trode within the absorption cell. 
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CHAPTER II 
A MOLECULAR RESONANCE FREQUENCY DISCRIMINATOR 
The historic experiments of Cleeton and Williams (1) in 1934-
first demonstrated the absorption of microwave energy by ammonia mole-
cules . More recently, microwave spectroscopists have shown that 
numerous other molecules, each possessing a permanent electric or 
magnetic dipole moment, also exhibit absorption in one or more regions 
of the spectrum. This absorption of microwave energy is manifested 
through a reduction in the amplitude of electromagnetic waves of par-
ticular frequencies as the waves propagate through space containing the 
dipolar molecules. At low pressures, and hence low molecular densities, 
the frequencies of the electromagnetic waves for which appreciable 
absorption is observed are found to lie in relatively narrow regions 
scattered throughout the microwave spectrum. Although the regions of 
absorption are finite in spectral width, they often appear as discrete 
lines when a wide spectral region, showing one or more peaks of 
absorption, is presented graphically. Hence, the term "line is commonly 
used when referring to each narrow region of absorption. Upon close 
inspection, though, the lines are shaped, as a function of frequency, 
much the same as the impedance plot of an RLC network in the vicinity 
of a resonance. 
Further investigations by the microwave spectroscopists revealed 
that the application of a static, or slowly varying, electric field, to 
7 
a region of molecules having permanent electric dipole moments^ may pro-
duce observable shifts in the frequencies at which maximum absorption 
occurs. In addition, lines that appear as a single line in the absence 
of the applied field may spread apart when the field is applied, thereby 
forming more than one line. This effect is known as the Stark effect. 
In the case of molecules possessing permanent magnetic dipole moments, 
a magnetic analog known as the Zeeman effect is observed when a static 
or slowly varying magnetic field is applied. 
In the following sections, a review of the pertinent theory of 
molecular resonances, linewidths, and the Stark effect will be presented0 
The significant aspects of the theory will be tied together to demon-
strate the possibility of molecular resonance frequency discriminators. 
Such devices, possessing the inherent stability of a molecular system, 
have obvious applications in the field of automatic frequency control of 
millimeter oscillators. 
Molecular Resonance 
To explain the phenomena observed by the microwave spectroscopists, 
one might consider the molecule as a small rotating dipole. If classi-
cal methods are used, however, no explanation of the discreteness of the 
observed absorption lines will be provided. Quantum mechanical models, 
on the other hand, predict that only certain, discrete values of total 
molecular energy are allowed. The various components of the total energy, 
such as electronic, nuclear, vibrational, and rotational energies, are 
also allowed only discrete values„ Furthermore, a quantum of energy, 
£.., equal to the difference in total energies of two allowed states i 
and j, must be absorbed or emitted when a transition between these two 
states occurs. Also, wave-particle duality requires that a frequency 
f. . be associated with each quantum according to Planck's law, e <, . = 
i] i] 
hf.., where h is Planck's constant. Hence, a molecular system may 
absorb energy from an electromagnetic wave if the frequency of the wave 
is such that the energy of the Individual quanta corresponds exactly to 
the energy difference between two allowed states and provided that the 
upper level is not already completely filled. 
In the microwave region the primary source of absorption has 
been shown to be produced by transitions between rotational energy 
states. Thus a knowledge of the allowed rotational energies is required 
for an accurate prediction of absorption frequencies. A method for 
calculating the discrete, or quantized, energy levels of a rigid 
rotating molecule is described in an early paper by Reiche and Rade-
macher (2). In particular, the wave functions, or equations of motion, 
for symmetric-top molecules are discussed. Utilizing an operator method 
suggested by Schrodinger (3), a wave equation is formulated and solved, 
thereby yielding wave functions that describe all allowed rotational 
states of the molecule. A review of the procedures of Reiche and Rade-
macher is presented in Appendix A. 
A significant conclusion from the aforementioned work is that each 
particular allowed rotational state may be completely characterized by 
Symmetric top molecules are molecules possessing an axis of at 
least three-fold rotational symmetry and with equal moments of inertia 
about two axes, each orthogonal to the symmetry axis and to each other. 
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three integers, called quantum numbers. These numbers are commonly 
denoted J, K, and M. As shown in Appendix A, they may be associated 
with various components of the molecule's angular momentum and satisfy 
the relationships |K| < J and |M| < J. Consequently, a particular 
energy state may be designated e(J,K,M) and the expression for the 
absorption frequency, f , corresponding to a transition from an energy 
state e(Jn,K_,M_) to another state e(J0,K0,M.) may be written as 1 1 1 2 2 2 J 
e(J_,K_,M ) - e(J K,M ) 
f - -—-—- L L L (2-1) 
o 
For absorption to occur, the frequency of an incident electromag-
netic wave must equal the natural molecular frequency, f , predicted by 
(2-1). Hence, f is commonly called the molecular resonance frequency. 
A further consequence of the quantum theory is that transitions 
between any two arbitrary states may not necessarily be allowed. Since 
the wave functions are actually probability functions, certain transi-
tions may have a zero probability of occurrence. In the case of a 
symmetric-top molecule, it has been shown that the following conditions, 
or selection rules, must be obeyed for a nonzero rotational transition 
probability to exist: 
J2 = J-L ± 1, K2 - Kl5 and M2 = M± 
Thus, as shown in Appendix A, Equation (2-1) may be recast in the 
10 
form (see Equation (A-14-)) 
f = 2B(J + 1) (2-2) 
o 
where B is a molecular constant. 
Contrary to the assumed conditions, experimental evidence indi-
cates that the molecules are not perfectly rigid, and may, therefore, be 
deformed by vibrations or centrifugal forces0 Generally, however, the 
effects of vibrations and centrifugal distortion are small and may be 
treated as perturbations. Nielson (4) presents general expressions to 
account for centrifugal distortion in certain symmetric-top molecules„ 
He concludes that stretching of the molecule due to centrifugal forces 
increases the molecular moment of inertia, thereby altering the rotation-
al energy and, hence, the observed transition frequencies. Furthermore, 
a study of the effect of vibrations by Gordy et al. (5), led to the con-
clusion that vibrations introduce negligible splitting of the transition 
frequencies for most symmetric-top molecules. However, as in the case 
of centrifugal distortion, the effective moment of inertia may be 
altered by vibrations. To compensate for these effects, Equation (2-2) 
is commonly written in the form 
f = 2(B - D K2)(J + 1) - 4DT(J + D
3 (2-3) 
o e JK J 
where the constants D and D account for centrifugal distortiono In 
J JK 
addition, the constant B of (2-2) has been replaced by B to include 
vibrational effects. In succeeding sections, the molecular resonance 
11 
frequency will be assumed to be given by (2-3), unless perturbing fields 
are known to be present. In such cases, appropriate modifying terms, to 
be discussed later, must be added to (2-3), 
Line Widths 
The variation of the observed linewidths with a reduction in pres-
sure has led various analysts to examine the theoretical effect of 
molecular collisions on the linewidths. The most widely accepted theory 
is that of Van Vleck and Weisskopf (6). A review of their work, repro-
duced in Appendix B, reveals that the fraction, a, of the energy absorbed 
from a plane electromagnetic wave per unit of thickness traversed may be 
represented in the frequency domain by an expression of the form0 
a = a 
(Af)' (Af)' 




where a is a constant, f is the molecular resonance frequency, and Af, 
_]_ 
the line width parameter, is equal to (2TT) times the reciprocal of the 
mean time between collisions. 
Since the mean time between collisions is proportional to the 
reciprocal of the density and, hence, pressure, Af is linearly propor-
tional to pressure (7)„ Thus, the operating pressure may be reduced 
sufficiently so that Af is much smaller than f 0 The second term within 
J o • 
the brackets of (2-4) may then be neglected, in which case, 
12 
a ~ a 
(Afr 
° (f - f ) 2 + (Af)2 
o 
(2-5) 
Hence, for the low pressures commonly used in microwave spectro-
scopy, a maximum attenuation a is observed at the frequency f - f <, 
Moreover, Af is evidently the half-line width at half maximum absorption 
a 
(i.e., when a = — ) . 
In the event that the second term in (2-4-) may not be neglected, 
the frequency at which maximum a is observed may be found by differenti-
ating the right-hand member of (2-4) with respect to f. Setting this 
derivative equal to zero yields an expression for the frequency of maxi-
mum absorption. Following this procedure, the desired frequency is 
n 
Thus, the deviation of the frequency of maximum absorp-i+ m 
Af> 
f 
tion from that observed at very low pressures (where Af << f ) is second 
o 
order in Af and may be neglected for sufficiently small Af. 
An additional factor that must be dealt with at extremely low 
pressures is the effect of random molecular velocities. Because of 
thermally induced linear motion, each molecule "sees" a Doppler shift in 
the frequency of an incident electromagnetic wave. On the basis of the 
commonly assumed Boltzmann distribution of molecular velocities, the pre-
dicted line shape is Gaussian and has a half-line width at half maximum 
absorption given by 
Af 
Doppler 
= — J2kN £n2 >/ £ 
c c V o | M 
where c is the velocity of light, k is Boltzmann's constant, N is 
13 
Avogadro's number, T is the absolute temperature of the molecular gas, 
and M is the molecular weight (8). 
With the exception of very low pressures, the line width 
parameter Af is determined primarily by collision effects. However, at 
pressures where the effect of Doppler broadening must be included, 
Townes and Schawlow (9) show that the total line width parameter is 
given very nearly by 





For pressures greater than several hundredths of a millimeter of 
mercury, Af . . dominates, the Van Vleck-Weisskopf theory applies, 
and a linear variation of Af with pressure is predicted. 
The Stark Effect 
As noted previously, the application of an electric field to a 
molecule possessing a permanent electric dipole moment alters the transi-
tion frequencies. Thus, it may be assumed that the observed line is 
centered at a frequency f given by 
' 2 
f = f + anE + aJE + o o 1 2 
(2-6) 
where f is the line center in the absence of the applied electric field 
intensity, E, and where the coefficients a , a , etc., relate the 
observed frequency shift to the applied field. In most cases of interest 
t 
it has been experimentally demonstrated that the total shift, f - f , 
14 
is small relative to the transition frequency, f . Hence, f may be 
calculated according to Equation (2-3) and the coefficients a , a_, 
etc., evaluated by means of quantum mechanical perturbation techniques. 
A general method by which these coefficients may be calculated is 
discussed in Appendix C. 
Assuming that the applied electric field is parallel to the 
electric field vector of the electromagnetic wave, the first two coef-
ficients, a and a , are shown in reference (10) to have the form 
= y 2MK 
Sl J(J + 1)(J + 2)h W /a) 
y2 3M2(8J2 + 16J + 5) - 4J(J + 1)2(J + 2) ,„ „ , 
a = _ (2-7b) 
(J + l)Bh J(J + 2)(2J - 1)(2J + 1)(2J + 3)(2J + 5) 
where y is the permanent electric dipole moment and the remaining 
symbols are as defined earlier. Additional coefficients could be 
calculated as needed. 
In the case of symmetric-top molecules with K ^ 0, it may be 
2 
shown that the contribution of the term a E and higher order terms 
in (2-6) may be neglected with respect to a, E for values of E less than 
several tens of volts per centimeter. Thus, the shift in the center 
frequency of the absorption line is essentially a linear function of E. 
The appropriate expression for the center frequency of a Stark shifted 
absorption line of a symmetric top molecule is, therefore, 
15 
' (yE)2MK 
o o J(J + 1)(J + 2)h W ti) 
As noted earlier, M and K are each integers and satisfy the 
relations |M| < J and |K| < J . Consequently, lines which correspond to 
K values of equal magnitude but opposite sign and which coincide in the 
absence of an applied E now shift in opposite directions. Moreover, 
the shifted frequencies are dependent upon M when a field is applied. 
Further discussion of these effects will be presented later. 
For linear molecules, which have a very small moment of inertia 
about the molecular axis, the energy associated with rotation about that 
axis is extremely large. Thus, it is highly improbable that a linear 
molecule will be in a state possessing angular momentum about the 
molecular axis as a result of thermal energy. Furthermore, the energy 
associated with the quanta of microwave signals is also insufficient to 
excite such states. As a consequence, the quantum number K, as defined 
in Appendix A, may be assumed to be identically zero for linear mole-
cules. The coefficient a is, therefore, also zero and the dominant 
coefficient is found to be a . Hence, the center frequency of a Stark 
shifted absorption line of a linear molecule is given by 
f ' - f (yE)2 3M2(8J2+16J+5) - 4J(J+l)2(J+2) , . 
o ~ o (J+2)Bh
2 J(J+2)(2J-1)(2J+1)(2J+3)(2J+5) 
16 
A Molecular Frequency Discriminator 
Examination of Equation (2-4) reveals that the magnitude of an 
electromagnetic wave passing through a region containing dipolar mole-
cules may be modulated simply by varying either the molecular resonant 
frequency, f , or the frequency, f, of the incident wave„ Hence, one 
may consider the line shape as a transfer function relating frequency 
changes to variations in the amplitude of the wave. Since f and f occur 
2 
only in the term (f - f ) , either one may be considered as the variable 
while the remaining one is assumed constant. For sinusoidally varying f, 
f being fixed, the variations in the wave amplitude may be determined 
from Figure 1. From this figure, it is evident that the amplitude modu-
lation of the wave is dependent upon both the maximum change in f and 
the relative separation of the line center and the mean frequency of 
the wave. Thus, for frequencies far removed from the line center, in 
either direction, little or no amplitude modulation is detected. When 
the mean frequency of the wave is below the line center, but within a 
few linewidths, the wave amplitude is shown to be nearly sinusoidal 
and with the same period as the modulation frequency. However, the wave 
amplitude decreases for increasing wave frequencies resulting in a 180° 
phase relationship between the modulating signal and the wave amplitude. 
When the mean frequency of the wave in coincident with the line center, 
it is evident that both positive and negative excursions of the wave 
frequency yield an increase in the wave amplitude. Hence, the wave 
amplitude is shown to vary periodically at twice the frequency modula-
tion rate. Finally, for a mean wave frequency greater than the line 







Figure 1. Absorption Cell Output Variations due to Oscillator 
Frequency Modulation 
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amplitude modulation is nearly sinusoidally and in phase with the fre-
quency modulation. It should be evident, therefore, that the component 
of the wave amplitude which varies at the modulation rate exhibits the 
typical S-curve discriminator function when plotted versus the separa-
tion between the mean wave frequency and the line center, 
A stabilization scheme utilizing this type of discriminator is 
described by Fletcher and Cook (11) and is shown in Figure 2. A sealed 
section of waveguide, filled with a molecular gas at a suitable pressure, 
and terminated with a detector, is used to convert the wave frequency 
variations to voltage variations which are proportional to the modula-
tion of the wave amplitude0 A phase sensitive device is then used to 
compare the amplitude and phase of the detector output with the signal 
used to modulate the wave frequency. A control voltage is thereby 
derived which allows the mean frequency of the wave to be forced toward 
the line center. Although simple in concept and design, this system 
possesses the inherent disadvantage of having an output which is frequency 
modulated. 
An alternative to modulating the frequency of the gas, or the 
frequency of the oscillator to be stabilized, was proposed by Hersch-
berger and Norton (12). Their system, as illustrated in Figure 3, 
requires a separate oscillator for examining the molecular resonance. 
A comparison of the envelope of the intermediate-frequency amplifier 
output with the amplified absorption cell detector voltage provides 

















Figure 2. A Molecular Resonance AFC System-After Fletcher 
and Cooke (11) 
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Figure 3. A Molecular Resonance AFC System-After Hershberger 
and Norton (12) 
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the necessary stabilizing voltage. This method of stabilization is based 
on the following facts: 
1. If the beat between the sweep oscillator and the stabilized 
oscillator is centered in the pass-band of the intermediate-frequency 
amplifier at the same instant the sweep oscillator frequency passes 
through maximum absorption, the output of the coincidence detector is 
zero . 
2. Whenever the maximum of the intermediate-frequency amplifier 
output and the absorption cell detector output occur at different times, 
a correction voltage is developed whose polarity depends upon which 
signal occurs first. Although the system allows stabilization at a 
frequency different from the molecular resonance by selection of the 
center frequency of the intermediate-frequency amplifier, the cost of 
the additional oscillator and power supply may be prohibitive„ More-
over, some sacrifice in stability may result due to variations in the 
amplifier center frequency. 
A simple and inexpensive alternative to the above methods, is 
found in an application of the previously described Stark effect» 
Shifting the molecular resonance frequencies enables the wave 
amplitude to be modulated while the wave frequency is held fixed. 
Thus, f in (2-5) may be assumed to be of the form (for a symmetric-
top molecule) 
f = f + 6f t a,(E. t E0sinw t ) (2-10) 
o 1 1 2 m 
where f is the frequency of the oscillator to be stabilized, 6f is the 
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separation between the oscillator frequency and the line center when the 
Stark field is zero, a is the Stark shift coefficient given by (2-7a), 
E and E are the dc and alternating components of the Stark voltage, 
respectively, and co /2IT is the modulation frequency. 
From (2-10), the difference (f - f ) may be formed and inserted 
into (2-5) to give 
a(t) 
(Af)' 
(6f + 3sinco t) 2 + (Af)2 m 
(2-11) 
where E is assumed zero and a E is replaced by 3. 
The above closed-form expression may also be represented as a 
Fourier series: 
* ( t ) = a i + ) c .smico t + d.cosico t 
o . L,n l m l m 
i=l 
(2-12) 
If it is assumed that any variations in f are slow compared to 
co /2TT, 6f may be considered as a constant. Hence, the coefficients c. 
m J l 
and d. may be calculated by standard Fourier techniques. Thus c, is 
obtained by equating the right-hand members of (2-11) and (2-12), 
. . . . 7T 7T 
multiplying by smco t, and integrating from t = - — to t = + — 
m m 
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(Af) sinoo t d t 
m 
TT/OO J m 
_7T/Wm (5f + gsinoo t ) 2 + ( A f ) 2 
m 
f m . 2 





The c o e f f i c i e n t d i s obtained in a s i m i l a r manner except t h a t 
sinoo t i s r ep laced by cosoo t . m m 
TT/OO 
m 
(Af) cosoo t d t 
m 
•TT/OO (5 f + 3sinoo t ) 2 + ( A f ) 2 
m m 
ff/oo 0 
I cos oo t d t 
J . m 
- T T / O O 
m 
(2-14) 
In (2-13) and (2-14) the calculations may be simplified by find-
ing the odd and even parts of the integrand in each numerator. 
After considerable algebraic manipulation, it may be shown that 
d is identically zero. Furthermore, when 5f << Af (i.e., the oscil-
lator frequency is very near the line center) c may be shown to be given 
approximately by 




Thus, a null in the output component varying at the modulation 
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CO 
frequency -— is evident from (2-15) when 6f = 0. Moreover, the sign 
2IT 
associated with c is dependent upon the sign of 6f. A digital com-
puter was used to evaluate (2-13) for larger values of 6f. The 
resulting data are presented in Figure 4. 
Discriminator Output 
ii 
Figure 4. Calculated Discriminator Response 
In the preceding discussion a single absorption line was assumed. 
However, as shown earlier in this chapter, lines which coincide in the 
absence of an applied Stark field to yield a single line, are split 
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apart when such a field is present. For example, the J ->• J + 1 transi-
2 
tion of a symmetric top molecule must consist of (2J + 1) lines cor-
responding to the allowed values of K and M. However, as shown by 
(2-3), the observed field free resonances are independent of M. Also, 
positive and negative K values are not discernable» Thus, only 
2 
(J + 1) lines, corresponding to the number of allowed K values are 
observed in the absence of a Stark field. The presence of M in (2-8) 
and (2-9), however, indicates a possible increase in the number of 
observed lines when a Stark field is present. 
For each absorption line that shifts under the influence of a 
varying Stark field a discriminator characteristic may be observed. 
Thus, the actual discriminator curve which may be employed in a frequency 
control system consists of a superposition of the individual curves. 
Consider, for example, a situation involving the J = 1 -> 2 
transition of a symmetric-top molecule. Here, two moveable lines, cor-
responding to MK = +1 and MK = -1, are observed. One of these may be 
designated as the desired line, while the second is undesired. The 
amplitude variations due to the motion of the desired line may be 
assumed to be proportional to c of (2-15) with &f replaced by 6f : 
' 5 f i 
Af Af 
1 + ' # 
3/2 
From (2-8) it is evident that the two lines shift in opposite 
directions when a Stark field is applied. Moreover, when the applied 
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field is zero, the lines are coincident. Thus, the variation in a due 
to the desired line is cancelled by a similar, but oppositely directed, 
change due to the undesired line. Hence, no variation in a at the Stark 
frequency is observed. 
If, however, it is assumed that the two lines may be separated 
an amount 6f , operation near the peak of one line will be only slightly 
influenced by the presence of the second line when &f >> Af. For this 
case, the amplitude variations due to the undesired line may be shown 
to be proportional to 
- ' ( & Af-
6f, 
Af 
Superposition of the variations due to the two lines leads to the 
conclusion that the observed discriminator null occurs when 
6f. 







If, however, only the desired line were present, the null would occur 
when Sf = 0. For the null to occur close to the position of the null 
for a single line, the term c must be small compared to c . 
Fortunately, a dc Stark field may be applied to separate the 
individual ines. One of the shifted lines may then be selected as the 
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reference frequency. This reference frequency, therefore, differs 
from the molecular resonance frequency by an amount SL E Hertz, 
according to (2-10). Hence, the observed discriminator null occurs 
when 
6f + a E 1 
E + ^ 2 ] 
3/2 ' 
f > 
6 f 2 
Af 
3 = 0 
In the case under consideration, the dc Stark voltage causes each 
line to shift a-,E Hertz, but in opposite directions. Hence, the 
separation, <Sf_, between the peaks of the two lines is merely 2a E , and 




Thus, the null, and consequently the stabilization frequency, will occur 
when 6f + a E = 0. 
A similar procedure may be followed in cases involving more than 
two lines. However, both the intensity and maximum Stark induced devia-
tion, $, of each line may be different, thus requiring appropriate 
changes in the expressions for the null frequency. Linear molecules may 
also be utilized if (2-10) is replaced by an expression of the form 
f = f + 6f + a0(En + Ê sinoo t)' o 2 1 2 m 
where a is now given by (2-76). 
The above discussion outlines the method for determining the null 
frequency of the molecular resonance discriminator. To complete the 
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characterization of the device, one needs to know its slope, or fre-
quency rate of change of the modulation frequency component of its 
output. For this purpose the device is assumed to be a sealed section 
of gas-filled waveguide, terminated with a detector to monitor the 
amplitude of an electromagnetic wave transmitted through the waveguide. 
Hence, the relationship between the modulation frequency component of 
the detected signal and the separation of the wave frequency from the 
null frequency is desired. 
If one assumes that the detected voltage, e , is linearly propor-
tional to the incident power, the following expression applies 
-(a +a)L 
e = yP.e C volts (2-17) 
o 1 
where 
Y = detector sensitivity, volts per watt 
P. = input power to the waveguide, watts 
. . . -1 
a = attenuation coefficient due to waveguide losses, cm 
c to 
a = attenuation coefficient due to molecular gas, cm 
L = length of the waveguide, cm 
Furthermore, since one is concerned only with the variations in e due 
o 
to a, the component of e due to gaseous absorption is given by 
-a^L -(a +a)L 
Ae = yP.e C - fcP.e c 
o ' I I 
-a L -aL 
= yP. e ° (1 - e ) 
i 
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Also, aL is usually small compared to unity, thereby allowing the 
bracketed term to be replaced by aL, 
-a L 
Ae ~ vP.e aL 
o ' 1 
(2-18) 
From (2-15), however, the component of a that varies at the Stark modu-
03 






1 + ' # 
Replacing a in (2-18) with the term results in an expression for the 
amplitude of the modulation frequency component of the detected output 
Hence, the discriminator slope, designated 1C, is given by 
K = A- Ae 
D of o 
-a L r 
2^Pie C a o L £ 








where the factor V2 is required to convert from peak values to rms 
values. Since the modulation frequency output voltage is zero at the 
null frequency, Equation (2-18) relates the amplitude of a measurable 
voltage to the frequency separation of the molecular resonance and the 
frequency of the incident wave- A method for utilizing these charac-
teristics in a practical system is discussed in the next chapter, 
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CHAPTER III 
A MATHEMATICAL AUTOMATIC FREQUENCY CONTROL MODEL 
This chapter presents a mathematical description of a typical 
automatic frequency control system. Although the model chosen is not 
unique, it provides insight into the use of a molecular discriminator 
in a feedback control loop* 
As shown in the preceding chapter, the error signal appears as 
a modulation on an ac carrier voltage. Hence, the system may be 
classified as a carrier-type servo-system. For analytical purposes, 
however, the error signal is assumed to be the demodulated informa-
tion contained on the carrier, the details of the demodulation process 
being presented in a later chapter. The effect of various parameters 
on both short-' and long-term stability is investigated. Furthermore, 
the relationship of the amplifier gain and bandwidth to the closed loop 
transfer function is discussed. 
The molecular resonance stabilization method may be represented, 
as shown in Figure 5, by a block diagram having two inputs and a single 
output, The inputs are the molecular resonance frequency and the fre-
quency of the oscillator when the feedback loop is opened„ The output 
Since the time intervals involved in short- and long-term sta-
bility measurements have never been clearly specified, it will be 
arbitrarily assumed that short-term applies to averaging intervals of 
one second or less and that long-term applies to averaging times much 
greater than one second. 




Figure 5. An AFC Mathematical Model 
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is the closed loop frequency of the oscillator. Thus the transfer 
function of this system may be represented in Laplace transform nota-
tion by 
f +(s) - f (s) out o 1 
&f (s) 1 + A(s)Kr,K o D m 
where 
f = stabilized klystron frequency 
out J 
f = molecular transition frequency 
6f = open-loop error between the klystron and reference 
frequencies 
A = amplifier gain 
K = molecular discriminator slope 
K = klystron modulation sensitivity. 
m 
Of particular interest is the steady state error lim(f ^(t) - f ) 
^ out o 
which occurs for various open loop errors 6f (t). This error may be 
readily obtained through application of the Final Value Theorem (13). 
Thus, for the case where 6f (t) suddenly increases from zero to a con-
o 
stant value, d, at t = 0 the steady state error may be shown to be 
d 
s — , 
lLm ( f o u t ( t ) " f o ) = ""J 1 + A(s)KnK
 = 1 + A(0)K K (3"2) 
t-*» ŝ -0 D m D m 
It is evident from (3-2) that the error may be arbitrarily small pro-




If, however, noise is assumed to be present at the discriminator 
output, the block diagram must be modified as shown in Figure 6, 
Assuming the noise voltage to be V , the applicable transfer function is 
6f (s) AK V (s) 
f 4.(s) " f (s) = i .i. i/ f fw v
 + i J. A ^ W v (3-3) 
out o 1 + A(s)lCK 1 + A(s)lCK 
D m D m 
For a loop gain much greater than unity, the term containing V may be 
replaced by V /K . Therefore, the minimum frequency error is determined 
by the noise voltage and the discriminator slope as well as the open 
loop error &f. It should be noted, however, that the noise voltage V 
will usually have a zero mean value so that the long-term average 
frequency will be determined primarily by the open-loop error. The 
short-term stability, though, will depend on the instantaneous fluctua-
tions in V . Hence it is desirable to minimize the term V /1C. 
n n D 
The presence of noise at the terminals of the absorption cell 
output detector requires that one consider a region of uncertainty in 
the vicinity of the discriminator null, as shown in Figure 7. Thus, 
for signal voltages whose magnitudes are less than the noise voltage 
V , the frequency error producing this signal is indeterminate. The 
n 
minimum detectable frequency error is therefore V /1C. Hence, the 
n D 
quantity ± V /Lf represents the maximum short-term stability (minimum 
fractional frequency error) that may be achieved by the system when 6f 
has no rapid time variations. 
f + 6f(s) o 
**• f 
out 





Figure 7. Discriminator Null Ambiguity Due to Noise 
Moreover, since a and Af are functions of the electromagnetic 
o 
power P. (14), an optimum line width Af may be selected for a given 
power to maximize IC . The relationships between a , Af, and P. demon-
r D r o l 
strating the saturation of the absorption coefficient and observed 
linewidth are given by 




Af' = Af/l + CP. , Hz (3-4) 
The primed values represent saturated parameters and the constant 
C is equal to 
8TT y 
01 
3ch2S(Af ) 2 
x 107 , 
i i 2 
where |yn1| is the square of the effective dipole moment matrix 
element for the desired transition and S is the cross-sectional area of 
the waveguide absorption cell in square centimeters. 
Inserting (3-3) and (3-1-0 into Equation (2-18) and setting 
8K /3(Af) = 0, the value of Af which maximizes K may be obtained. 
This value, Af , is found to be 
opt 
Af 
o p t 
167T|y n n |
2 P . x l 0 7 
1 01' l 
3ch2S 
(3-5) 
and the resulting value of K is 
K 
D.max 











An additional increase in K may be obtained by operating at 
L), max 
lower temperatures. For a symmetric-top molecule, it has been shown 
-5/2 
that the absorption coefficient varies as T . Thus, assuming that 
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the pressure is adjusted for the optimum linewidth as temperature is 
decreased, the discriminator slope, and hence stability, may be sub-
stantially increased. 
The noise voltage, V , may be due to a combination of random 
fluctuations in the klystron output, noise in the detector itself, or 
noise generated within the amplifier connected to the detector„ 
Haggblom (15), however, has shown that amplitude modulation noise in 
reflex klystrons is generally much greater than 120dB below the carrier 
power for a one Hz bandwidth separated from the carrier frequency by 
more than one kHz. Thus, even for bandwidths of several hundred Hz, 
the oscillator noise power will be greater than lOOdB below the desired 
carrier power and may be neglected. Then, assuming that the detector 
may be represented as a voltage source in series with a video resistance 
R , the noise voltage may be predicted by an expression of the form 
V = /4ktTR B , volts (3-7) 
n v 
where 
k = Boltzmann's constant 
t = effective noise temperature ratio (including the effects of 
rectified or applied bias and amplifier noise) 
T = ambient temperature 
B = effective noise bandwidth to the system. 
Recalling from (3-3) that the rapid variations in the closed-loop 
frequency are given approximately V /K , the fractional short-term 
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s t a b i l i t y i s 
K n f D o 
A k t T R B 
v _ 
K n f D o 
(3 -8 ) 
To further characterize the system one needs to determine the 
response of the system to various functions, 6f (t). For this purpose, 
the spectral shape of the amplifier response must be included in the 
system equations. In one of its most simple forms, the loop amplifier 
may be represented by a simple low-pass function: 
A(s) = 
A wn o 1 
s + w. 
Hence, the system transfer function, or ratio of the closed loop fre-
quency deviations to the open loop deviations is given by 




s + w„ 
s + (1 + A K K )wn o D m 1 
(3-9) 
A plot of this function is shown in Figure 8. From this figure it is 
evident that the output deviation will always be smaller than any 
periodic open-loop deviation 6f . As the frequency of a periodic vari-
ation approaches zero, the magnitude of the output deviation approaches 
a value equal to the open-loop deviation divided by the dc loop gain. 
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1+A K_K 
o D m 
f +(s) - f 
out o_ 
6f(s) 
w, (1 + A K_K )w_ o D m 1 
Figure 8. The Loop Transfer Function for a 
Single Pole Amplifier System 
On the other hand, as the frequency of the variation is 6f is increased, 
the loop gain is reduced, thereby allowing closed-loop deviations to 
approach the open-loop level. 
In many cases the gain function actually employed is slightly more 
complicated than the simple low-pass function described above. For 
instance, a second break-frequency, w , above which an increased roll-
off in gain occurs, may be employed to further reduce such undesirable 
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signals as harmonics of the modulation signal. Hence, an amplifier gain 
function of the form, 
A(s) = 
A w_,ŵ  
o 1 2 
(s + w )(s + w ) 
(3-10) 
may be assumed. The resulting ratio of the closed and open loop devia-
tions is therefore, 




(s + w )(s + w ) 
s + s(wn + w_) + (1 + A K_K )w_w_ 1 I o D m 1 2 
(3-11) 
For analytical purposes, the right-hand side of (3-11) may be 





s + s s + s 
(3-12) 
where K and K are constants, and s and s are the roots of the 
denominator of (3-11). For any given 6f (t), the output error 
f (t) - f may be computed from (3-12). 
out o 
The roots s and s are given by 
S l > S 2 
(wn + w 0 ) ± / (w n + w . )
2 - 4 ( 1 + A KnK )w.w0 1 2 1 2 o D m ! 2 
Since A K^K , wn, and w^ are positive numbers, o D m 1 . 2 
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(w. + w ) 2 - 4(1 + A K K )w w < (w + w ) . 
1 2 o D m 1 2 1 2 
Hence, the roots s and s will have negative real parts for all 
values of w and w and the system response to a step discontinuity in 
6f (t) remains bounded„ 
o 
If w is assumed equal to w , it is evident that for real fre-
quencies (s = jw) the phase of A(jw) in (3-10) rapidly approaches 180° 
for frequencies only a few times w . Therefore, slight deviations in 
the system may allow the phase to reach 180° and produce an unstable 
response. 
However, if one assumes that the amplifier response is essen-
tially a single pole function with increased roll off in gain at 
frequencies considerably above the -3dB low-pass frequency (i.e., 
w >> w ) the roots s and s are given approximately by 
w w / w 
A plot of the loci of these roots as a function of the dc loop gain 
(1 + A K^K ) is shown in Figure 9. For 1 - 4(1 + A K_K )w., /wn < 0, o D m o D m l 2 
the roots are obviously complex and have a fixed negative real part, 
As the loop gain is decreased, a point is reached where 
1 - 4(1 + A K K ) — = 0 
o D m w 








Figure 9. Root Locus Plot of a Two-Pole Amplifier System 
For any lower loop gain, the roots remain real and negative, but 
separate from each other along the negative real axis. To ensure that 
the ratio of closed-loop deviations to open-loop deviations is minimized 
for all real frequencies, the roots s and s should both be as large as 
possible. An obvious method for achieving this is to make w large „ 
To provide sufficient loop gain for the suppression of rapid open 
loop variations w must be large. Noise within the system, however, may 
require that narrow bandwidths (small w,) be employed. As evidenced by 
Figure 9, this provides improved long-term stability, but may have 
negligible effect on the short-term stability. With sufficiently noise 
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free detectors and amplifiers, w may be made large enough so that 
oscillator frequency deviations due to power supply ripple or other 
rapid perturbations can be cancelled., 
To evaluate the performance of a specific system, it is evident 
from the above discussion that a number of system parameters must be 
known. In the next chapter, the methods by which numerical values may 
be assigned to these parameters will be discussed. 
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CHAPTER IV 
EXPERIMENTAL PROCEDURES AND PRELIMINARY DATA 
The techniques of frequency measurement depend, to a large 
extent, on the portion of the spectrum in which the measurements are 
to be made. At low frequencies, the period of oscillation may be 
directly observed. In the radio frequency region, passive discriminators 
and period measurements may be employed. At microwave frequencies 
heterodyne measurements utilizing an oscillator of known characteristics 
is often used to produce a low frequency beat note. Then, direct 
measurement of the period of the low frequency note yields information 
which may be used to characterize the microwave oscillator. In each 
case, however, either a known time or frequency standard must be 
employed. 
A complete specification of an oscillator's characteristics will 
usually include three items: (1) absolute frequency, (2) short-term 
stability, and (3) long-term stability. With appropriate modifications, 
the methods mentioned above may be used for measurement of these charac-
teristics. Extreme precision, however, can be guaranteed only if the 
reference possesses satisfactory characteristics. Thus, the reference 
should have characteristics which are at least an order of magnitude 
better than the expected values of the corresponding characteristics of 
the oscillator under examination. 
A knowledge of the absolute frequency is often of far less 
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significance than the variations of the oscillator frequency about an 
established operating frequency. Thus, a reference having a known 
stability, but whose absolute frequency is not precisely known, may be 
employed to characterize the stability of the given oscillator. In 
the example under consideration, several measurements will be made which 
utilize a rotational resonance of methyl fluoride, CH F, as a reference. 
This reference frequency will be assumed to be stable, based on natural 
laws governing molecular motion. Additional frequency measurements 
will employ a low frequency temperature-stabilized crystal oscillator 
as the basis for comparison. 
Determination of the ultimate stability which might be achieved 
through employment of the molecular frequency discriminator in an 
oscillator control system requires a knowledge of several parameters. 
Of primary concern are the parameters which describe the molecular be-
havior, the characteristics of the silicon-crystal detector, and the 
inherent instability of the oscillator. In the following paragraphs, 
these characteristics, techniques for measuring them and certain previ-
ously unused frequency measurement techniques will be discussed. 
Detector Characteristics 
The silicon crystal detector, employed in several of the prelimi-
nary measurements, as well as in the stabilization system, will be 
examined first. 
According to Uhlir (16) and Whitford (17), the silicon crystal 
detector employed at the output of the absorption cell may be charac-
terized by an equivalent circuit consisting of a voltage source in series 
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with a resistance. The open circuit voltage is directly proportional to 
the power incident on the detector, the proportionality constant being 
designated y. Moreover, the resistance is nearly constant over a wide 
range of incident power levels and, for computational purposes, a real 
resistance of R ohms may be assumed. 
v 
Measurement of y requires a knowledge of the power incident on 
the detector. For this purpose, a calibrated bolometer and modulated 
source, shown in Figure 10 was employed. The output of the klystron is 
turned on and off, at a 1000 Hz rate by applying a square wave modula-
tion voltage to the reflector. Adjustment of the power level incident 
on either the bolometer (TRG-W990) or the silicon crystal detector is 
accomplished by setting the calibrated adjustable attenuator. To deter-
mine the output of the attenuator, a bias current of four milliamperes 
dc was applied to the bolometer and the voltage developed across the 
unit was observed with the oscilloscope„ According to the manufacturer's 
specifications, the bolometer resistance changes about 7.5 ohms for each 
milliwatt of applied power. Thus, application of a one milliwatt rf 
signal should provide a change in voltage across the bolometer of about 
30 millivolts. Since the signal is turned completely off and back on 
again 1000 times per second, the voltage present at the oscilloscope 
should be square-wave modulated, the amplitude of the modulation being 
directly proportional to the change in incident power as the source is 
switched off and on. 
Based on the above power level calibration, the silicon crystal 
detector may be substituted for the bolometer and the detector sensi-
tivity y determined. A plot of the crystal output as measured by a high 
TfTVQT A TTirMTT A T Hi. 
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Figure 10. Power Level Calibration Set-up 
-P 
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input impedance oscilloscope versus incident power is shown in Figure 11. 
The slope of the curve represents the detector sensitivity y and is 
approximately 100 volts/watt. It should be noted, however, that a dc 
bias of about 25 microamperes was required to maintain this sensitivity 
at modulation frequencies greater than a few kiloHertz. 
The value of the resistance R is determined by loading the out-
put of the crystal detector with a resistance R while observing the 
peak to peak variations of the modulated signal with the oscilloscope. 
As R is decreased from infinity to a certain value, the peak to peak 
voltage at the input of the oscilloscope will decrease to one half the 
open circuit value. For this particular condition R = R „ The value 
obtained in this manner, experimentally, is about 5000 ohms and is 
independent of power for levels below about one milliwatt. Several 
1N53 crystals were examined and each exhibited R values near 5000 ohms 
while the values of y varied by as much as a factor of five. 
Molecular Characteristics 
The resonant frequencies of various molecular transitions in the 
region of two to three millimeters wavelength have been investigated by 
Johnson et al. (18). Their results show that the transition frequen-
cies of methyl fluoride are 102, 142.62 ± .20 and 102, 140 „85 ± ,20 MHz 
for the J = 1 ->• 2, K = 0 and J = 1 •-> 2, |K| = 1 transitions, respectively. 
Additional molecular parameters, such as the permanent dipole 
moment \i, the line width parameter Af, measured at one mmHg pressure, 
and the symmetry axis rotational constant C, are tabulated in Appendix 
















Figure 11. Observed Detector Voltage versus Input Power 
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1.79 Debye , 20 MHz, and 154,000 MHz, respectively. 
Line Intensities 
Observed values" of the line intensities are not available in the 
literature. However, values were calculated and then compared with those 
obtained in the laboratory. 
The following expression was used to predict the maximum value of 
the absorption coefficient a: 
max 
-90 — 9 
1.23 x 10 f S(I9K)i/C y v 
4I2 + 4 1 + 1 
- r- 3 
1 -
K 





41 + 4 1 + 1 
= fraction of molecules in vibrational state of 
interest, 
= statistical weighting factor, 
= spin quantum number of off axis atoms, 
= rotational constant about symmetry axis, MHz, 
= dipole moment, debye units, 
= half line width at half maximum at one mmHg 
pressure, MHz, 
f = resonant frequency, MHz, 






1 Debye = 10 electrostatic units 
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The statistical weighting factor S(I,K)/4I + 41 + 1 is required 
in (4-1) to account for degeneracy of the energy levels due to atomic 
spin and inversion. A detailed discussion of Equation (4-1) and the 
statistical weighting factor is presented by Townes and Schawlow (19)„ 
For methyl fluoride, having three identical atoms off the symmetry axis, 
the statistical weighting factor is 3/2 for both the K = 0 and |K| = 1 
lines. 
In addition, a knowledge of the individual vibrational modes of 
the molecule is required for the computation of the parameter f „ The 
frequencies of the vibrations of methyl fluoride are also tabulated by 
Townes and Schawlow (20). Referring again to (19), it may be shown that 
f is nearly unity at room temperatures. 
Thus, the maximum absorption coefficient of methyl fluoride, 
CHqF, is given by 
cm""1 (4-2) 
To be consistent with the notation of microwave spectroscopy, J in 
(4-1) and (4-2) represents the smaller of the two values involved in 
a particular transition. Hence, the intensity of the K = 0 line is 
-3 -1 
characterized by a peak absorption coefficient of about 1.2 x 10 cm 
I I - 3 - 1 
while the peak intensity of the |K| = 1 line is about 0.9 x 10 cm 
Verification of the intensities thus predicted was achieved by 
monitoring the detected voltage at the output of an absorption cell as 
the signal source was slowly swept in frequency through the molecular 
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resonance. A pressure of 0.5 mmHg was sustained within the waveguide 
cell throughout the measurement. Since the line width at this pressure 
is 10 MHz, the lines for K = 0 and |K| = 1 cannot be distinguished. 
Therefore, the observed intensity should be approximately equal to the 
sum of the intensities of the individual lines. 
Recalling expression (2-16), which has been experimentally 
verified, the voltage out of the detector is given by 
-(a +a)L 
- TD C 
e = yt.e o I 
Then, if a and P. are independent of frequency over a range of fre-
quencies near the molecular resonance frequency f , the peak line 
intensity may be determined by measuring e at a frequency where a is 
negligible and again at the frequency f . Since a = a at f = f , the 
difference 6e in the voltages thus measured is given by 
< 
-a L -(a +a )L 
6e = yF.e ° - yP.e ° ° (4-3) 
O i l 
-a L -a L 
= y?Le
 C (1 - e ° ) 
For a L << 1, typical of most observed molecular absorption, (4-3) may 
be approximated by 
-a L 
6e = P.e C a L (4-4) 




Furthermore, yP-e represents the maximum detector voltage, e , 
max 
which occurs when the absorption due to the gas is negligible. 
Thus, Equation (4-4) may be rewritten in the form 
i 6 e 1 o 
a = — o L e 
o 
max 
The experimentally observed value of 6e /e was found to be 0.12 for 
max 
CH F. The cell length used in 122 cm, thereby yielding a value of 
-3 -1 10 cm for a . This is approximately one half of the value predicted 
by the combined intensities of the K = 0 and |K| = 1 lines predicted from 
(4-2). 
Since the absorption line employed in the stabilization system is 
obtained by Stark splitting of the ]K] = 1 line, a line intensity which 
is less than that of the field-free |K| = 1 line is expected,, Recog-
nizing that the intensity of a particular transition is proportional to 
the difference in populations of the upper and lower energy states in-
volved in the transition, it may be shown that the MK = 1 line should be 
9/70 of the combined intensity of the K = 0 and |K| = 1 lines. Experi-
mental observations show the peak intensity of the MK = 1 line to be 
approximately 1/8 of the total field-free intensity, or about 
-3 -1 
0.125 x 10 cm Hence, the relative magnitude of the Stark shifted 
line is in close agreement with the theoretically predicted fraction. 
Stark Shift 
The magnitude of the frequency shift produced by the Stark field 
is readily obtained by inserting the known value of the molecular dipole 
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moment in Equation (2-8). In addition, the dimensions of the Stark 
cell (Figure 12), described in detail in Chapter V, may be used to 
calculate the Stark Field intensity E as a function of the applied 
voltage V ; hence, 
E = 1.56 V x 10 2 e.s.u.' 
s 
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Figure 12. Stark Cell Cross-Section 
"e.s.u. or electrostatic units = volts/cm divided by 300. 
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Experimental verification of Equation (4-5) was obtained by direct 
observation of the frequency shift produced by a known voltage applied 
to the Stark cell. Utilizing the discriminator action of either the 
MK = +1 or MK = -1 lines, the klystron frequency was adjusted to provide 
a null, in the fundamental frequency component present at the absorption 
cell output detector for several values, of applied dc Stark voltage. 
Each value of applied voltage was measured with a digital voltmeter 
and the klystron frequency shift was noted on a calibrated spectrum ana-
lyzer having a stability of at least a few kiloHertz per minute„ 
Further experimental verification of Equation (4-5) was achieved 
by utilizing the known separation (1.76 MHz) of the K = 0 and |K| = 1 
lines in the absence of the Stark field. Reduction of the pressure in 
the absorption cell to a sufficiently low pressure allows the K = 0 and 
|K| = 1 lines to be resolved on a swept frequency oscilloscope presenta-
tion. The separation of the two observed peaks thus enables the hori-
zontal scale of the oscilloscope to be calibrated in frequency, as shown 
in Figure 13. Application of a static Stark field will then split the 
|K| = 1 line into three components, one of which remains stationary and 
two that shift in opposite directions. The separation of the oppositely 
shifted lines is simply twice the shift of one line and may be readily 
determined from the calibrated oscilloscope scale. From this observed 
separation and the known value of applied voltage Equation (4-5) may be 
verified. The data thus obtained indicates that both methods agree with 















K =1 line K=0 line 
1.76 MHz for CH F 
Reflector Voltage 
Figure 13. Typical Oscilloscope Presentation 
of K = 0 and |K| = 1 Lines 
Inherent Klystron Stability 
In the absence of adequate facilities for direct comparison of 
the stabilized and unstabilized oscillator frequencies with a primary 
frequency standard, two methods of relative frequency comparison were 
selected. The first method is based on the assumed stability of the 
microwave molecular transition frequencies while the second method 
employs a spectrum analyzer having an internal reference, or secondary 
standard with a specified stability. In each case, absolute frequency 
measurements are not possible, but the relative separation of oscillator 
frequency and the reference may be readily determined. 
The discriminator characteristics of the molecular resonance lines 
provide the basis for the first method of frequency measurement. These 
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resonance lines may be used either by calibrating the slope of the 
discriminator response or by tuning the null frequency of the discrimi-
nator through variation of the dc component of the Stark field. In 
situations where the total frequency drift of the source over periods 
of a few hours exceeds one or two linewidths, the latter method has 
proven to be quite satisfactory. However, the magnitude of the dc 
component of the Stark field and the coefficient relating the magnitude 
of this component to the shift in the null frequency must be accurately 
known. Calibration of this dc Stark shift has already been discussed. 
The use of the calibrated slope, or nontracking discriminator, 
is acceptable in situations where it is known a ipriovi that the fre-
quency drift of the signal source will lie between the positive and 
negative peaks of the discriminator curve. For frequencies outside of 
this range, the multivalued nature of the curve introduces an undesirable 
ambiguity into the measurements. This method of measurement, however, 
may be readily employed for determination of the drift of a stabilized 
oscillator when the probability that the stabilized frequency will 
deviate from the null by more than a linewidth is negligible. 
A plot of observed frequency drift over a period of two hours is 
presented in Figure 14. The data were obtained by tracking the null 
and converting the dc Stark voltage to an equivalent frequency drift 
by means of Equation (4-5). 
Further characterization of the unstabilized klystron was obtained 
by the spectrum analyzer method. This method of frequency determination 
is based on a measurement of the beat frequency produced by mixing a 





3 Time (h) 
Figure 14. Observed Open-Loop Drift—Null Tracking Method 
the klystron. The Polarad Model 2992A Spectrum Analyzer utilized for 
this measurement employs a backward wave oscillator (BWO) which is 
phase locked to a harmonic of a crystal oscillator. The crystal fre-
quency is approximately 30 MHz and may be electrically tuned over a 
small range. This arrangement, according to the manufacturer, has a 
9 
stability of a few parts m 10 /second while the claimed stability 
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for periods of an hour is one part in 10 . Thus, frequency drifts of 
the order of one MHz at a nominal operating frequency of 100 GHz should 
be readily observable. A plot of observed klystron stability utilizing 
the spectrum analyzer is shown in Figure 15. 
2 Time (h) 
Figure 15. Observed Open-Loop Drift-
Spectrum Analyzer Method 
Each of the methods used indicated that frequency drifts of one 
or more MHz may occur over periods of a few seconds to a few minutes, 
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even after an hour of warm up time. It should be noted, however, that 
no attempt was made to stabilize the temperature of the klystron other 
than that achieved by forced air cooling. 
In the next chapter, an experimental AFC system, based on methyl 
fluoride, will be discussed. Utilizing data presented above, the mathe-
matical model will be used to predict the performance of the system. 




AN EXPERIMENTAL METHYL FLUORIDE AFC SYSTEM 
A stabilization system based on the molecular frequency discrimi-
nator was constructed at Georgia Tech under NASA Institutional Grant 
NsG-657. The system has been used to stabilize a reflex klystron oscil-
lator at a frequency of approximately 102 GHz. The J = 1 •* 2 rotational 
transition of methyl fluoride, CHqF, was used to provide the required 
discriminator characteristics. 
The stabilization system consists of a millimeter signal source, 
waveguide components, a specially constructed waveguide absorption cell, 
and various signal processing devices. In addition, a vacuum pump and 
facilities for filling the waveguide cell with the gas were utilized„ 
Figure 16 is a simplified diagram of the complete stabilization system 
showing interconnections of the various components. 
The frequency control voltage for the signal source was developed 
by processing a sample of the oscillator output. Various waveguide com-
ponents were used to obtain the sample and control its level. The 
sample was then passed through the gas-filled waveguide absorption cello 
Application of an alternating electric (Stark) field to an electrode 
within the cell modulated the intensity of the wave present at the out-
put of the cell by shifting the resonant frequency of the gas. The 
modulation of the wave was then detected and amplified. A comparison of 





















Figure 16. Block Diagram of a Molecular Resonance AFC System 
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provided a new signal which, after passage through a low-pass amplifier, 
was used to control the reflector voltage, and hence frequency, of the 
klystron oscillator. 
Signal Oscillator 
To demonstrate the stabilization of a millimeter wave source, a 
Varian VC-710D reflex klystron was selected. This particular device 
is capable of being tuned over the range of 98 to 104 GHz„ Regulated 
supply voltages for the various klystron elements were supplied by an 
FXR Universal Klystron Power Supply. 
Waveguide Components 
A calibrated waveguide attenuator was connected to the klystron 
to provide a level control and to minimize the return of reflections to 
the oscillator. Following the attenuator, a cavity wavemeter was 
inserted in the waveguide for coarse frequency measurements„ This device 
may be used to set the oscillator frequency to within a few hundred 
megaHertz of the desired molecular resonance frequency. These com-
ponents are shown in Figure 17. 
To allow observation of the oscillator spectrum while operating 
the molecular resonance AFC system, a "hybrid Tee" was used to obtain a 
sample of the oscillator output. The output of the wavemeter was con-
nected to the shunt port of the Tee while the series port was terminated 
in a matched waveguide load. Hence, a 3dB power split was obtained 
between the two remaining ports. One of these ports was connected via 
an uncalibrated adjustable attenuator to the absorption cell. The 
other port was connected via a second uncalibrated adjustable attenuator 
6k 
Figure 17. A View of the Millimeter-Wave Compents 
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to the spectrum analyzer. The attenuators were used to reduce reflec-
tions between the absorption cell and the spectrum analyzer input. 
Each of the above waveguide components are standard W band (75-110 GHz) 
devices. Spectrum analysis of the oscillator output was performed with 
a Polarad Model 2992-A Spectrum Analyzer, shown in Figure 18. 
Waveguide Absorption Cell 
The absorption cell employed in this investigation consists of a 
four-foot length of standard K-band (18-26.5 GHz) rectangular copper 
waveguide. The selection of this particular size of waveguide was 
based primarily on a consideration of mechanical assembly. However, 
a waveguide of even larger cross-sectional area could have been 
selected to further decrease the power density within the cell. This 
would increase the power level at which deleterious power saturation 
effects (14-) first occur. The cross section of the K-band waveguide, 
though, is sufficiently large that fabrication problems are not 
excessive, yet small enough to be structurally rigid. Electroformed 
tapered waveguide transitions were used at each end to transform to 
W-band waveguide. 
The Stark modulation electrode, or septum, consists of a 0 0003-
inch thick stainless steel (Type 302) ribbon located parallel to the 
broad walls of the waveguide as shown in Figure 13. Grooved Teflon 
strips were used to insulate the septum from the waveguide and to 
support it midway between the broad walls. Electrical connection to 
the Stark septum was made through a small hole drilled in one of the 
narrow walls. A steel wire, insulated with a small plastic bushing, 
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Figure 18. A View of the Spectrum Analyzer. 
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was placed through the hole and arc welded to the stainless steel. A 
small, general purpose, capacitor discharge welder was used for this 
task. Clear Glyptol was used to provide a vacuum-tight seal around 
the wire and bushing at the point of passage into the waveguide. 
To contain the gas within the cell, vacuum-tight windows were 
used at each end of the absorption cello They consist of thin (0.003-
inch) Mylar film and indium-solder gaskets, cut out to form a seal 
between the Mylar and the absorption cell waveguide flanges. These 
windows, shown in Figure 19, provide a low-loss path for the microwave 
energy, yet enable the gas to be contained within the cell at a low 
pressure. 
Evacuation of the waveguide and subsequent filling with the 
molecular gas was accomplished through a pair of 0.02-inch holes drilled 
along the center line of one of the broad walls of the guide. In this 
region coupling to the electromagnetic fields is minimized and, pro-
vided that the dimensions of the holes perpendicular to the direction 
of power flow in the waveguide are small compared to the wavelength, 
very little energy will be coupled out through these holes. To allow 
gas flow into or out of the system, a section of copper tubing was 
silver-soldered to the waveguide with the drilled holes forming an 
aperture between the waveguide and the tubing. 
A series of bellows-type vacuum valves were arranged so that 
evacuation and filling can be accomplished through the single piece 
of tubing connected to the cell. In addition, the valve arrangement 
provides some control of the volume of gas injected into the system. 
That is, only the gas trapped between the two valves nearest the 





Figure 19. Absorption Cell Vacuum Seals 
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reservoir is allowed to flow into the cello A pictorial diagram of 
the gas system is shown in Figure 20. 
Approximate vacuum levels were determined by means of a Veeco 
thermocouple gauge. In addition, line width parameters obtained from 
the literature were used to estimate actual pressures within the cell 
on the basis of observed line widths. 
A two-stage mechanical vacuum pump having a pumping rate of 35 
liters per minute was used to evacuate the cell and to adjust the gas 
-M-
pressure after filling. Ultimate vacuums as low as 10 mmHg may be 
achieved with this pump. Since this level is substantially lower than 
levels ordinarily employed in absorption cells, nearly total removal 
of any air or other gases from the cell prior to filling may be 
obtained. 
-a L c 
The absorption cell insertion loss, e , required in calcu-
lating the discriminator slope, was measured by a substitution method 
utilizing a calibrated attenuator. The loss of the cell, with the Stark 
electrode and Teflon supports in place, was observed to be about 7.9dB. 
Of this amount, 0.7dB was attributed to losses in the two tapered wave-
guide transitions used at each end of the absorption cell- Hence, an 
actual absorption cell loss of approximately 7.2dB was noted. 
For purposes of comparison, standard perturbational techniques 
were applied to estimate the losses due to the finite conductivity of 
the waveguide walls, the stainless steel septum, and the Teflon sup-
No facilities were available for accurately calibrating the 




Figure 20. Methyl Fluoride Gas System -J 
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porting structure. Assuming a conductivity of 5.7 x 10 mhos per meter 
and a relative permeability of unity for copper, the procedure outlined 
by Jordan (21) led to a predicted waveguide loss of 0.5 dB at 100 GHz« 
Since the position of the Stark electrode is such that there is 
no component of E tangent to the electrode, the field distribution is 
unaltered by its presence. In addition, there are no variations in 
either E or H as a function of position in a direction normal to the 
electrode and the broad walls of the waveguide0 Therefore, the formulas 
used to compute losses due to the finite conductivity of the broad walls 
could also be applied to compute losses due to the Stark septum„ Type 
302 stainless steel has a resistivity of approximately 40 times that 
of copper. Hence, the loss due to the internal electrode was predicted 
to be about 3.0 dB. 
A perturbational technique, similar to that proposed by Harring-
ton (22), was employed to estimate the losses introduced by the Teflon 
supports. The method, outlined in Appendix D, assumes that the Teflon 
does not substantially perturb the fields, thereby allowing the true 
dominant mode fields of an empty waveguide to be used in the computa-
tions. Moreover, a complex dielectric constant, characterized by a real 
dielectric constant 2 e (e - free space permittivity) and a loss 
_3 
factor, tan 6 ~ 10 (23), was assumed. Utilizing this approach, a loss 
of approximately 2,0 dB was predicted as a result of the introduction of 
the Teflon Stark-electrode supports. 
A total absorption cell loss of about 5.5 dB was thus predicted. 
As noted previously, the measured loss of the absorption cell and its 
internal structure was about 7.2 dB. On the basis of the relatively 
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small discrepancy (2.8 dB) between the predicted and observed losses, 
it may be concluded that predicted values should be satisfactory for 
use in estimating discriminator slopes. 
A major portion of the loss, not accounted for in the theoretical 
predictions, may be due to the excitation of higher order modes within 
the absorption cell. The presence of physical discontinuities at each 
end of the Stark electrode and the Teflon supports may sufficiently 
perturb the fields, thereby exciting these higher order modes within 
the absorption cell. These modes, however, cannot propagate in the 
smaller waveguide leading to the detector„ Hence, they may be observed 
as undesired loss. Some improvement, therefore, could possibly be 
achieved by tapering the ends of the electrode and the insulating 
strips, or by inserting tuning elements within the waveguide. 
Signal Processing Components 
A coaxial-cartridge point-contact silicon crystal detector was 
used to monitor the amplitude modulation present at the output of the 
absorption cell due to the alternating Stark field. To obtain maximum 
sensitivity, it was found that several detectors had to be individually 
evaluated. Since the semiconductor wafer in such detectors is coupled 
to the waveguide through a short section of coaxial line, instead of 
being mounted flush with the walls of the guide, positioning of the 
device was found to be critical. Both the depth of penetration into 
the mount and the angular orientation of the cartridge about its axis 
had a noticeable effect on the sensitivity. Additional tuning of the 
device was provided by an adjustable waveguide short in shunt with the 
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the detector. Hence, several adjustments were required to ensure 
maximum detector output for a given input power level. 
As shown in Chapter II, the output of the absorption cell detector 
may contain all of the harmonics of the modulation frequency„ Moreover, 
the temporal dependence of the frequency separation of the oscillator 
and the reference introduces sidebands about each harmonic. Since the 
desired error information is contained in that portion of the spectrum 
which is centered on the Stark modulation frequency, a tuned amplifier 
was used to selectively boost the information bearing, or carrier, sig-
nal . A synchronous demodulator was then employed to recover the 
amplitude and phase information on the carrier signal, thereby yielding 
a low frequency or dc control voltage. A low-pass amplifier provided 
additional amplification and filtering of the oscillator control 
voltage. 
Selection of the Stark modulation frequency, and hence frequency 
of the tuned amplifier, was based on a consideration of anticipated 
linewidths and system noise. To ensure that the molecular resonance 
frequency can follow the Stark field variations, the modulation fre-
quency must be low. A high modulation frequency, however, is desirable 
so that the effects of system noise having a spectral amplitude which 
varies as the reciprocal of frequency are minimized„ Moreover, the 
Stark modulation, or carrier, frequency should be large compared to the 
system bandwidth so that spurious signals at, or near, the Stark fre-
quency will not be present on the output control voltage. 
After consideration of available components, a Stark modulation 
frequency of 11 kHz, was selected. An amplifier, tuned to this fre-
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quency was then constructed. The amplifier, shown schematically in 
Figure 21, has a voltage gain of 20,000 and a -3 dB bandwidth of 
approximately 400 Hertz. To minimize loading of the detector, the 
input impedance of the input transistor Q was increased by reducing 
the static collector current of Qj to approximately 10 microamperes. 
This resulted in an input impedance of about 50,000 ohms and, at the 
same time reduced the semiconductor noise to a very low level„ 
Measurements of noise at the amplifier output as a function of resistance 
placed across the amplifier input indicated that the internally generated 
noise is approximately the same as that produced by a 600 ohm resistance 
in series with the base lead of Q . Thus, for source impedances much 
greater than 600 ohms, the amplifier noise will be negligible compared 
to the noise of the source. 
A problem of a highly practical nature arises from the fact that 
the klystron reflector operates at a potential of about -2500 volts 
relative to the microwave components and the chassis ground. Hence, 
some point in the signal path must be broken to provide a large dc off-
set between the potential of the microwave components and the control 
voltage circuity. Obviously, a point in the carrier frequency portion 
of the path is desirable so that either capacitive or inductive coupling 
may be used to provide continuity of the signal path while allowing a 
large difference in dc potential. 
Tests on standard 6.3 volt, 1.2 ampere filament transformers 
indicated satisfactory performance at 11 kHz and yet are capable of 
providing the necessary voltage isolation. Moreover, a voltage gain of 
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Figure 21. Tuned Amplifier Schematic Diagram 
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system. One was connected between the tuned amplifier and the syn-
chronous demodulator while the second was used to supply the Stark 
frequency reference to the demodulator. Hence, the demodulator and 
low-pass control voltage amplifier are allowed to float at the reflector 
potential. 
A schematic diagram of the demodulator circuit, including the 
low-pass amplifier to boost the control voltage, is presented in Figure 
22. This circuit is mounted in a small aluminum box which is insulated 
from the remainder of the microwave components. Inputs for both the 
amplified signal from the detector and the Stark modulation reference 
are provided via BNC connectors. The output to the klystron reflector 
and power supply is connected via two UHF-type coaxial connectors. 
Power for the active circuits on the phase comparison unit may be 
obtained either from two 15-volt batteries or from an ac operated 
supply. 
The demodulator provides an output voltage which is proportional 
to the amplitude of the 11 kHz signal from the tuned amplifier and whose 
polarity is fixed by the phase relationship between the input signal and 
the reference obtained from the Stark modulation source. Coincidence 
of the klystron and the molecular resonance frequencies is evidenced by 
a null in this output voltage. When the klystron frequency is below 
the resonance of the gas, the 11 kHz signal from the detector will be 
in phase with the Stark voltage. Conversely, the 11 kHz signal will be 
180 degrees out of phase with the modulating signal when the oscillator 
is tuned above the resonant frequency of the gas. Thus, a dc voltage 
is produced which is proportional to C of Equation (2-12). Further 
i.OM 
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Figure 22. Synchronous Demodulator Schematic Diagram 
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amplification and filtering was obtained with an encapsulated opera-
tional amplifier whose feedback was adjusted according to the desired 
gain and low-pass bandwidth. Interconnections between the tuned 
amplifier, the synchronous demodulator, and the Stark modulator are 
shown in Figure 23, 
A Hewlett-Packard 651A Oscillator was used to supply the 11 kHz 
Stark modulation voltage and the reference for the synchronous demodu-
lator unit. A simple RC phase shifter was inserted in the line from 
the 651A oscillator and the isolation transformer leading to the input 
of the phase comparison unit to provide compensation for phase shift 
in the tuned amplifier. 
The dc component of the Stark voltage was supplied by a Hewlett-
Packard 7 21A Power Supply. For the methyl fluoride system a dc voltage 
of approximately 10 volts was used. The selection of this dc Stark 
voltage was based on a consideration of the influence of undesired 
absorption lines. For the J = 1 -> 2 transition of methyl fluoride, a 
single undesired line is present. Hence, recalling (2-16), it may be 
shown that the shift in the position of the discriminator null from the 
center of the desired line is given by 
i * ( j y 
AfJ 
2 6f0 -3 
If the magnitude of $ is assumed to be optimized to Af//2 , for 
6f 
discriminator slope, the observed null shift will be 1.83 (~7T~) 
maximum 
Af 































Figure 23. Interconnections of Stark Field Sources, Tuned 
Amplifier and Synchronous Demodulator to 
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the desired line is twice the shift of either line from the zero field 
position. Thus if the dc Stark field shifts each line 5 Af, the null 
will move less than 0.2 per cent of Af. Increasing the shift to 10 Af 
reduces the null shift to less than 0.025 per cent of Af. From (4-5), 
the predicted separation of the desired and undesired lines is 2.8 V x 
c 
10 Hertz. In terms of the dc Stark voltage V, , the shift in the 
to dc 
_3 14 -20 
discriminator null is approximately 8(V ) (Af) x 10 . For a dc 
c 
Stark voltage at 10 volts and a linewidth, Af, of 2 x 10 Hz, the null 
shift from the center of the desired line is less than 1.5 kHz. The 
center of the desired line, though, is about £4" MHz from the line center 
in the absence of the dc Stark field. 
Preliminary Test»Configuration 
To facilitate testing of the system, jacks were provided to 
monitor the outputs of the tuned amplifier and the phase shifter„ When 
connected to an oscilloscope as shown in Figure 24, the discriminator 
action of the molecular gas can be readily observed by the change in 
the slope of the oscilloscope trace as the oscillator frequency or dc 
Stark voltage, and hence reference frequency, is varied„ When the 
oscillator and reference frequencies coincide, the Stark modulation 
component of the absorption cell output is zero. Thus zero voltage 
will be applied to the vertical deflection system of the oscilloscope 
and a horizontal trace will be observed. If either the oscillator 
frequency or the reference frequency is changed, the oscilloscope trace 
will tilt according to the magnitude and direction of change. 
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Figure 24. Preliminary Test Configuration for Observaticn 
of Molecular Discriminator Action 
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Calculated Loop Gain 
To estimate the performance expected from the methyl fluoride 
AFC system, the loop gain, 1 + AK K , was computed. For this purpose 
the following parameters were assumed: 
2 
Y = 10 volts per watt 
_3 
P. = 2 x 10 watts 
I 
-a L 
e ° = 0.16 (-7.9 dB) 
a = 0.125 x 10 3 cm 1 o 
L = 122 cm 
Af = 2 x 10 Hz 
It was further assumed that the amplitude of the alternating 
Stark voltage was adjusted so that 3 was approximately Af//2 for 
maximum discriminator slope. Hence from (2-18) it was shown that 
K = 1.3 x 10"10 
The amplifiers and transformers employed in the methyl fluoride 
stabilization system provided a maximum voltage gain of slightly more 
c. 
than 2 x 10 . This gain figure may be separated into the following: 
4 
2 x 10 for the tuned amplifier, approximately 18 for the lsolation-
Theoretically, Af could be optimized to further increase K to 
2.6 x 10~10 according to (3-6). However, there appeared to be contami-
nation of the methyl fluoride, which at lower pressures, broadened the 
absorption line and reduced the intensity. Thus, the full benefit of 
a reduced linewidth could not be achieved. 
83 
coupling transformer, and 6 for the synchronous demodulator-low pass 
amplifier combination. Hence, for a power level of two milliwatts, 
and an observed klystron modulation sensitivity of 4.5 x 10 Hz/volt, 
3 
the predicted loop gain was about 1.2 x 10 . 
Evaluation of the Methyl Fluoride System 
To evaluate the performance of the methyl fluoride AFC system, 
a comparison of open- and closed-loop drift was made. In addition, 
the influence of noise within the system was observed by means of a 
spectrum analyzer. 
Measurement of the closed-loop klystron frequency drift was 
accomplished by calibrating the output level of the tuned amplifier 
as a function of oscillator frequency. The spectrum analyzer was 
used to determine the frequency shift of the klystron, with the loop 
closed, as the reflector voltage was slowly varied. Observation of the 
tuned amplifier output at various settings of the oscillator frequency 
enabled calibration of the discriminator slope. Since an ac voltmeter 
was used to monitor the modulation frequency output, the klystron fre-
quency had to be tuned away from the null of the discriminator for 
unambiguous measurement of drift in either direction about the present 
frequency. A plot of the closed loop variations thus obtained, is 
presented in Figure 25. Over a period of two hours, the total drift 
did not exceed 12 kHz from the preset frequency. On the basis of the 
open-loop drift (Figures 14 and 15) and the predicted loop gain (~ 1200) 
this might seem excessive. However, the position of the discriminator 
null, which depends on the dc Stark voltage, may have shifted, thereby 
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Figure 25. Observed Closed Loop Drift 
introducing the possibility of erroneous observations. The Stark shift 
is 1.4 mHz per volt, thus allowing a one kiloHertz shift in the reference 
frequency for each 0.7 millivolt change in the dc Stark supply. Since 
the supply used for this voltage has a regulation of 15 millivolts for 
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10 per cent changes in line voltage, there may be some error in the 
observed 12 kHz drift. 
An additional check on the system performance was obtained by 
manually varying the klystron reflector voltage over a ±10 volt range 
(the limits of the output swing of the low-pass amplifier) while ob-
serving the frequency on the spectrum analyzer. This change in voltage 
corresponds to an open-loop frequency shift of about 90 MHz. Under 
closed-loop conditions, however, the stabilized oscillator frequency 
changed less than 100 kHz for the same reflector voltage variation. 
Therefore the measured loop gain, the ratio of open-loop deviations to 
closed-loop deviation, appears to be in excess of 900, and in fair 
agreement with the theoretically predicted value of 1200. 
The spectrum analyzer was also used to monitor the rapid varia-
tions of the closed loop frequency. The observed spectrum consisted of 
the stabilized signal and sidebands produced by noise. With a loop 
bandwidth of one Hertz, the spectral width occupied by the noise side-
bands was about 60 kHz. Hence, a short-term stability of no better than 
7 
approximately 3 parts m 10 can be expected. 
The observed spectral width, on the basis of Equation (3-8), 
indicates that an effective noise voltage of about 4 yV was present at 
the input of the tuned amplifier. However, for a detector exhibiting 
only thermal noise, the noise temperature ratio, t, in (3-7) is unity. 
If the ambient temperature is assumed to be 300°K and the video 
resistance is 5000 ohms, a noise voltage of only 0.01 yV is predicted 
for an effective noise bandwidth of TT/2 HZ (-3 dB bandwidth = 1 Hz), 
Since the observed noise voltage is greater than two orders of magnitude 
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more than that predicted on the basis of thermal noise alone, a noise 
4 . 
temperature ratio m excess of 10 is indicated. This value, however, 
is not in disagreement with the noise ratios observed in other systems, 
such as CW Doppler radars, where the carrier is used as a local oscil-
lator to demodulate the information bearing signal. In the Stark modu-
lation system a similar demodulation process, in which the sidebands 
produced by the Stark field are mixed with the signal frequency at the 
absorption cell detector, exists. This similarity to the demodulation 
process used in the CW Doppler radar therefore provides a suitable 
comparison. 
Thus, it may be concluded from the above discussion that an 
automatic frequency control system, based on a molecular resonance, 
may readily provide at least two orders of magnitude improvement in the 
stability of a 100 GHz klystron oscillator. Furthermore, the proposed 
method can be easily adapted for use at many other frequencies merely 
by selecting a different gas and by making appropriate adjustments to 
the Stark voltage and amplifier gain. 
87 
CHAPTER VI 
CONCLUSIONS AND RECOMMENDATIONS 
The existence of numerous energy absorbing molecular resonances 
throughout the microwave and millimeter-wave regions of the electro-
magnetic spectrum has been demonstrated by several investigators, 
principally in the area of microwave spectroscopy. To explain the 
spectral shape of the absorption lines observed by the microwave 
spectroscopists, Van Vleck and Weisskopf (6) developed a theory of 
gaseous absorption due to molecular resonances. Utilizing the 
theoretically predicted line shapes, the author demonstrated that these 
resonances, when modulated by application of the Stark effect, may be 
used as frequency discriminators. 
A feedback control system, based on a "molecular" discriminator 
employing methyl fluoride gas, was constructed. Observed data demon-
strated that a substantial improvement in the long-term stability of 
a 100 GHz reflex klystron oscillator was obtained. To the author's 
knowledge, this is the first time that a Stark-shifted molecular 
resonance has been used to stabilize the frequency of a millimeter-wave 
oscillator. On the basis of data found in the literature (20,24), the 
characteristics of the methyl fluoride molecule may be assumed to be 
representative of several other molecules, each having known resonances 
in the millimeter region of the spectrum. Hence, it is therefore con-
cluded that the proposed system could be employed at other frequencies 
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without sacrifice of performance. 
The values of detector sensitivity observed during the course of 
this investigation appear to be disproportionately low. If the sensi-
tivities cited by Uhlir (16) and Whitford (17) may be assumed to be 
typical, the loop gain, for a fixed amplifier gain, could then be 
expected to be at least an order of magnitude greater than actually 
observed in the laboratory. Thus, further investigation of crystals 
for use in detecting the modulation present at the absorption cell out-
put is warranted. 
The long-term stability obtained with the methyl fluoride stabili-
zation system compares favorably with the quoted stability of several 
commercial frequency control units. Generally these systems are based 
on a quartz crystal oscillator reference and employ phase-lock tech-
niques . Thus, no steady state errors can exist between the reference 
frequency and the stabilized output frequency. Hence, the overall 
system stability is determined by the stability of the crystal oscillator 
reference. The molecular discriminator, on the other hand, is a fre-
quency-lock system. In such a system, the closed-loop stability is a 
function of the open-loop drift of the signal oscillator since steady 
state errors between the controlled oscillator frequency and the stable 
molecular resonance frequency may exist. In the laboratory system, the 
loop gain was sufficiently high so that existing steady state errors 
were reduced to an acceptable level. 
The system reported here appears to be a satisfactory approach 
to the problem of frequency control at millimeter-wavelengths <, Certain 
limitations, however, should be pointed outc Unlike crystal oscillator 
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referenced systems, stabilization may be achieved only near a natural 
molecular resonance frequency. Recent developments in microwave single-
sideband techniques may enable the molecular discriminator stabilization 
system to be used at frequencies up to several hundreds of megaHertz 
from the molecular resonances. In such systems, the oscillator fre-
quency could be offset a fixed amount by modulating the signal oscillator 
with the output of a crystal controlled oscillator, the offset frequency 
being compared with, and stabilized by, the molecular reference. The 
stability of the signal oscillator will then be dependent on both the 
feedback system and the crystal oscillator used to provide the offset 
frequency. 
Some difficulty might also be encountered in obtaining satis-
factory detector sensitivities at frequencies above 100 GHz. Uhlir (16), 
though, presents data on a crystal detector designed for operation in 
the vicinity of 150 GHz. In addition, TRG, Inc. has recently announced 
development of bolometer detectors having a resistance sensitivity of 
120 ohms per milliwatt of power with a bias current of 0.5 ma. These 
devices are intended for use at frequencies up to 220 GHz. Thus, 
voltage sensitivities of 60 volts per watt should be readily attainable 
in the millimeter region. Moreover, their time constants are such that 
Stark modulation frequencies of 10 kiloHertz or higher may be employed. 
In contrast to the biased crystal detectors, the bolometers exhibit no 
1/f semiconductor noise. Hence, wider bandwidths could be employed in 
the amplifier portion of the feedback loop with a resulting improvement 
in short-term stability. 
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It is recommended, therefore, that millimeter-wave single-
sideband techniques be investigated in order that increased flexibility 
may be incorporated into the system. Also, new bolometers, as they 
become available, should be investigated. Finally, the inclusion of a 
servo-motor to provide mechanical tuning of the oscillator should be 
investigated as a means of further counteracting long-term drift. The 
same techniques employed in this research could also be used to advantage 
in an investigation of random fluctuations of the propagation delay of a 





THE QUANTIZED ENERGY LEVELS OF A SYMMETRIC-TOP MOLECULE 
The quantized rotational energy levels for a rigid rotating 
molecule may be determined by solving the wave equation of the system, 
subject to certain boundary conditions, as shown by Reiche and 
Rademacher (2). In the following paragraphs, a review of their work 
is presented. 
Let it be assumed that the total kinetic energy of the molecule 
may be represented by 
T = I l AikPiPk
 ( A - 1 } 
1 k 
where p. and p are components of the angular momentum in the directions 
of the ith and kth coordinates, respectively, and A. is the coefficient 
of the cross-product p.p, • In a three-dimensional system, both i and k 
1 K 
may take on the values 1, 2, and 3. Moreover, it is assumed that the 
molecule possesses no translational or potential energy. 
Having obtained the above coefficients, A , Schrodinger's steady 
IK 
s t a t e wave equat ion ( 3 ) , 
^ A2 I / -
k *% 
2 V „ J± A " I A-t ik 3q. 
l ^ i 
eijj = 0 ( A - 2 ) 
may be employed to determine the allowable energy levels e. In (A-2) 
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?T = -r— , qn is the kth coordinate of the system, and A is the value of 
2TT ^k 
the determinant of the coefficients A.n . In the case of a rigid 
IK 
symmetric-top molecule, the orientation and motion of the molecule is 
most conveniently expressed in terms of the Euler angles, 0, x» and $• 
Thus, it is assumed that a rectangular coordinate system x, y, z fixed 
relative to the molecule may be obtained from a series of simple rota-
tions of a space-fixed coordinate system X, Y, Z. If z is considered 
to be in the direction of the molecular axis of highest symmetry, the 
position of the body is then specified from an initial position in 
which the two systems coincide. Hence, the body is first rotated 
through an angle $ about the Z axis, then about the x axis through an 
angle 0, and finally through an angle x about the z axis. The coordi-
nates of interest are, therefore, q = 0, q = x» an<^ Q.o = ^ • 
In this coordinate system the total kinetic energy is given by, 
T - 1 r, 2 +
 1 
T - 2I^P0 + 2 
2a 1 cos 0 
I _ . 2( 
P 2 t 
X 
COS0 
21 sin' IAsin 27 V x
 (A"3) 
where I. is the moment of inertia about either the x or y axes and I is 
A c 
the moment of inertia about the z axis. 
The coefficients A., may be obtained from (A-3). Insertion of 
these terms into"(A-2) yields the desired wave equation after some alge-
braic manipulations, 
(A-4) 
d ip cos0 9^ 
80 s i n e 80 
L 2A 
A cos 9 
c s i n 0 
2 2 2 21 £ 
9 \p 1 3 ^ 2cos0 3 ip A , 
—\ + - f - ^ + —r * = 0 
dx s i n 0 3<|) s i n 0 3c}>3x h 
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The solution of (A-4) is generally obtained by the method of separation 
of variables. Hence, it is postulated that ip = 0( 0 )e x where 
0(0) represents the functional dependence of ip on 0, j and M and 
K are integers. The resulting equation for 0 is 
0" cos0 0 ' -M2 -K2 
I . 2„ A cos 0 
0 s in0 0 1 . 2 s in 0 1 ' ' 2 A 
c s m 0 
A 2 I 4 E 
+ 2MK ££ii + _JL = o 
sinfl , 2 
h 
(A-5) 
where the prime indicates a derivative with respect to 0. 
Further simplification may be achieved through the substitution 
y = cos0. Thus, (A-5) is transformed to 
2 2 
/-, 2 N d u ~ , , 2 N d u r j- - , 2 - , 
(1 - y ) — - - 2 y ( l - y ) ^ - + [ f + ey - Ay ]u = 0 
dy •* 
(A-6) 
where 0 is replaced by u and 
21 e I 
f = — £ - - -A K2 - M2 = A - (M2 + K2) 
h c 
9 = 2MK 
A = —|- - JL K2 + K2 
h c 
Now, letting y = 1 - 2t, (A-6) is further transformed to 
(A-7) 
2 
4t2(l-t2)iy - 4T(1 -2t)(l-t)~ - [(A- e-f)+ (2e -4A)t + 4At2]u = 0 
dt 
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N o t e , howeve r , t h a t A - e - f = (M - K) 2 and 2e = (M + K) 2 - (M - K ) 2 . 
Hence , l e t t i n g IM + KI = s > 0 and | M - K I = d > 0 , we o b t a i n 
2 2 2 
d r w i ^ d u n d + ( s - d ) t . , 
— [ t ( l - t ) ^ ] | t t ( 1 _ t ) u + Au = 0 (A-8) 
2 2 
Replacing u by wt (1 - t ) in (A-8) y i e l d s 
(A-9) 
t ( l - t ) ^ - + [ ( 1 + d ) - (2 + d + s ) t ] ^ 
d t 2 d t 
rd + s> rd + s > 
I—Q-) l—r~ + X J " A 
w = 0 
Equation (A-9) may be shown to be the form of Gauss' Hypergeometric 
Equation if we let Y = l + d , a + B = l + d + s, and [———) [ + l) -
A = a$, 
t(l - t ) ^ - + [Y - (a + $ + D t ] ^ - - a6w = 0 
dt d t 
(A-10) 
The solution of (A-10), known as a hypergeometric function, is a power 
series in t. For the solution to be a satisfactory normalizable wave 
function, though, the series must terminate and become a polynomial. 
Thus it is required that A = [ * s + n] [ *
 S + n + l) wh< lere 
n = 0,1,2,* •• and n is the degree of the resulting polynomial. 
d + s * 
Moreover, it may be shown that — - — is an integer, TH , and is 
numerically equal to the greater of the two values |K| and |M|„ Hence, 
A A 
A = (m +n)(m + n + l ) = J ( J + l ) where J is also an integer. In 
addition, the following inequalities must hold: |M| < J and |K| < J. 
The resulting expression for the allowable energy levels (J,K,M) is, 
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2 2 2 
/ T ,, ,,\ J(J + l)tr .,2 fh~ "h" > /„-,-, \ 
e(J,K,M) = -^r- - + K [—- - ^j-j (A-ll) 
^A c A 
A physical interpretation of the numbers J, K, and M may be 
derived from an analysis of the energy equation of a classical rotating 
top. That is, the total energy of rotation is given by 
2 2 2 
P P P x y z 
21 21 21 
x y z 
where p , p , and p are the components of angular momentum about each 
2 2 2 2 of the coordinate axes x, y, z. In addition, p + p + p = p , 
x y z 
2 
where p is the square of the total angular momentum. In the case of a 
symmetric-top molecule, the moments of inertia I and I are equal and 
are generally designated I., while I2 is represented by 1^. Thus, 
2 2 2 
P - P P 
e = ^rr-^+2i- (A"12) 
A c 
p 4 2 f l 1 > = 2T~ + Pz ^2I~ " 2T"J Z1A Z c A 
2 
and the quantity J(J + l)"n" may be interpreted as the square of the 
total angular momentum. On the other hand, the term K^r may be 
interpreted as the square of the component of momentum about the axis 
of highest symmetry. Furthermore, since J and K may assume only 
integer values, the energy is said to be quantized. 
Finally, the similarity of the wave function dependence on x 
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2 2 
and (f> indicates that M tr may be interpreted as the square of the com-
ponent of angular momentum about the space-fixed Z axis. Hence, the 
state of rotational energy of the molecule is completely specified by 
the three "quantum numbers" J, K, and M. 
It may also be shown that the probability of a transition from 
one energy level to another will be nonzero only if 
AJ = 0, ±1; AK = 0; and AM = 0, ±1 
In the absence of external fields the last rule may be ignored. Rota-
tional absorption spectra result for AJ = +1, emission spectra for 
AJ = -1, and inversion spectra for AJ = 0. Thus, applying Bohr's 











L_ 2IA 21. 21 c _i 
= 2B(J + 1) (A-14) 
where B = 
ilT I, 
is a constant for a particular molecule. 
Having specified the total angular momentum J(J + l)ti and its 
components, Kir and Mtr, one may determine appropriate coefficients which 
normalize the wave functions ii of (A-4) so that f iK„„ ty T1/„dx = 1, 
J JKM rJKM ' 
when T is the entire coordinate space. These wave functions may then 
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be used to predict the effect of small perturbations of the system 
energy as will be shown in Appendix C. 
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APPENDIX B 
THE VAN-VLECK-WEISSKOPF LINE SHAPE 
A theory of resonant absorption has been developed by Van Vleck 
and Weisskopf (6) which yields predicted line shapes that agree with 
experimentally observed microwave molecular resonance spectra. More-
over, the Van Vleck-Weisskopf theory reduces to the nonresonant case 
examined by Debye (25) when the rotational energy of the molecule is 
negligible. A summary of their derivations is presented by Townes 
and Schawlow (26) and will be reproduced here for completeness. 
The derivation of an expression for the absorption coefficient 
of a rotating, polarized molecule is based upon the assumption that 
the molecule is in thermal equilibrium with the surrounding electro-
magnetic field and that the phases of motion follow a Boltzmann 
distribution. In addition, the rotational motion may be resolved into 
orthogonal linear vibrations. Hence, only a single linear oscillator 
need be examined. 
From the classical equation of motion for a linear oscillator, 
the complex dielectric constant of a molecular gas may be determined. 
For an oscillator whose mass is m and charge is e, the equation of 
motion is of the form, 
2 eE 
x + w x = — cosurt (B-l) 
o m 
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where co ( = 2irf ) is the angular frequency of the oscillator and a)(=2Trf) 
o o J 
is that of the applied electric field. The intensity of the applied 
field is assumed to be of the form Ecoswt. 
The usual definition of the complex dielectric constant k is 
D P 
k = — - 1 + 4-TT — , where P is the polarization (dipole moment) per unit 
volume. Since the dipole moment per unit volume is given by the product 
of charge and displacement, the solution of (B-1) may be used to calcu-
late the quadrature component of k. This, in turn, may be related to 
the absorption coefficient a. For a gas containing N particles per unit 
volume, P = Nex where x is the average of the displacements of each 
individual charge from their equilibrium positions. The displacement x 
obtained from (B-1), when averaged over all molecules, yields the 
following form for x, 
x = aEcoscot + bEsinwt (B-2) 
Thus, the in-phase and quadrature-phase components of k are given by 
k. = 1 + 47TNae (B-3a) 
and 
k = 4rrNbe (B-3b) 
q 
To determine the coefficients a and b in Equation (B-2), the 
general solution of (B-1) and the process of averaging must be examined 
in greater detail. For the sake of brevity, only the pertinent results 
will be discussed. 
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m(co - co'~) 
o 
noo t -noo t 
- + ci ° + V ° 
where the coefficients C and C are functions of the time of occur-
rence of the last collision experienced by the molecule. Moreover, 
C and C depend on the initial values of x and x. Thus, the evaluation 
of C and C requires an average taken over the distribution of colli-
sions. The resulting value of b is found to be 
b = coe 
2mco T 
o 
(co - co ) 2 + (-] (co + co ) 2 + (-1 
O ^TJ O ^TJ 
(B-4) 
where T is the mean time between collisions. 
Since the absorption coefficient a is merely the amount of radia-
tion absorbed per unit length divided by the total radiation energy 
passing through a unit cube perpendicular to one of the faces, the 
following equation applies 
a = 
( - & ) 





—(k.Ecos t + k Esin t) 






where ( > denotes a time average over one cycle of the electromag-
/ av 
netic field and cgs units are assumed. 
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( f - f ) 2 + ( -±- ) ( f + f ) 2 + {^-) 
o ^2v:xJ o ^2v:xJ 
To generalize (B-6) to the quantum mechanical case, it is found 
2 2 
Q TT O 
that — must be replaced by 777—I y. . I f , where |y..| is the effective 
m r J 3h ' i]' o' i] 
dipole moment for a transition from an energy state i to another state 
j. Moreover, since the probability of a transition from the upper state 
to the lower one is the same as from the lower to the upper, the inten-
sity is proportional to the difference in the population of the two 
states. If n is the number in the lower energy state, Boltzmann's 
distribution function requires that the number in the upper state be 
_hf_ 
kT ne , where hf is the difference in energy of the two levels and T is 
the absolute temperature. The difference in the population of the states 
_hf 
is, therefore, n(l - e ̂  )• Furthermore, the possibility of the exist-
ence of other allowable energy states necessitates the inclusion of 
another factor f., representing the fraction of the total number of 
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molecules that are in the lower of the two states of interest. 
Consequently, the resulting expression for a is 
a = 
2 i 12 2 




(f - f Q)
2 + (Af)2 (f + f ) 2 + (Af)2 o 
= a, 
(Af)' (Af)' 
(f - f ) 2 + (Af)2 (f + f ) 2 + (Af)2 
o o 
(B-7) 
where Af = 
27TT 
and it is assumed that hf << kT . 
104 
APPENDIX C 
THE STARK EFFECT 
The fundamental property of the Stark effect is that it changes 
the natural resonant frequencies of a system when the system is sub-
jected to an applied electric field. In the case of molecules possess-
ing a permanent dipole moment, the applied field exerts a torque upon 
the molecules thereby perturbing the total energy of the system. 
Although considerable discussion of the Stark effect may be found in 
the literature, a short review of the techniques for computing the 
magnitude of the change in energy levels, and hence transition frequen-
cies, will be presented. Both symmetric-top and linear molecules will 
be considered. 
In a typical case, the change in the energy levels produced by 
an applied field will be small compared to the total rotational energy. 
Therefore, standard perturbational techniques may be used to estimate 
the changes in the wave functions (eigenfunctions) and allowable energy 
states (eigenvalues) of a polarized rotating molecular top when an 
electric field is applied. 
Assume, then, that the exact Hamiltonian of the perturbed system 
is given by 
H = H ( 0 ) t XH(1) (C-l) 
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where H is a solution of the wave equation for the unperturbed 
system 
H ( % <°> = e <°V
0 ) (C-2) 
n n 
with known eigenfunctions i> and eigenvalues £ , n being an 
to rn to n to 
index denoting a particular rotational state. In addition, the term 
H is the perturbation term and A is a constant (0 < A < 1) which 
allows adjustment of the magnitude of the perturbation from zero to 
its full value. 
We further assume that the eigenfunctions ip and eigenvalues 
e of the perturbed system may be represented as a power series in A: 
* = • (0> + A*
 ( 1 )
 + A
2* ( 2 ) + ••• (C-3) 
rn n rn n 
and 
(0) . (1) ,2 (2) A (n . . 
£ = £ +A£ + A £ + ... (C-4) 
n n n n 
Thus, the true wave function of the perturbed system is found from 
Hip = £ip (C-5) 
where only those solutions which obey 
Hip = e ip (C-6) 
n n n 
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are possible eigenfunctions of real systems. 
To find an approximate solution of (C-6), expressions (C-l), 
(C-3), and (C-4) may be inserted into (C-6). After rearranging terms 
according to powers of A, we obtain 
(C-7) 
,U(0)A0) ( 0 ) . ( 0 ) W W u ( 0 ) . ( 1 ) u ( l ) , (©) ( O K U ) U ) . ( P K (H xL> - e ill ) + A ( H ill +H \b - e ffi - e ill ) 
n n n n n n r n n n 
4 , 2 , H ( 0 ) | ( 2 ) J . H ( 1 ) . ( 1 ) ( 0 ) . ( 2 ) U ) . U ) ( 2 ) . ( 0 K _,_ , 3 , , . + A ( H iLi +H iii - e U» - e iL» - e iL» ) + A ( • • • ) = 0 
n n n n n n n n 
This equation must hold for any .arbitrary A, hence, if the series is 
convergent, each of the coefficients of powers of A must vanish 
separately. The zero order solution is obtained by setting the coeffi-
cient of A° to zero, 
„(0). (0) (0), (0) n 
H \b - e U» = 0 
n n n 
This is merely Equation (C-2) again. 
The first order equation is 
„(0). (1) (0). (1) _ . (1) (1) (0) 
H Ui - e \b = (e - H )iii 
n n n n n 
(C-8) 
Furthermore, we may assume that A) , tii , etc. . .,, can also be 
n n 
expressed in terms of the zero order wave functions ty. since these 
form a complete set of orthonormal functions. 
Letting 
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. (1) V , <°> 
\\> = > a . \\>. 
n ? 1 1 
l 
and substituting this into (C-8) we find 
> a.(e. - e m. = (e - H )ip (C-9) 
? l l n l n n 
To obtain e , the correction to the zero order energy required by the 
addition of the perturbation H to the zero order Hamiltonian H , 
we multiply to the left, each side of (C-9), by ip (the complex 
conjugate of \b ): 
n 
V , (0) (OK.(O)* (0) (l).(O)* (0) .(0)* (1).(0) fn ... ) a.(e. - e W \b. - e ip ip - ip H ty (C-10) 
V l l n n I n n n n n 
l 
In (C-10), it is assumed that the a's and the e's are constants and 
may be interchanged, in order, with ty H , being an operator, 
however, cannot be interchanged with ty in general. Next, each term 
in (C-10) is multiplied by the volume element dT and integrated over the 
entire coordinate space x, 
(C-ll) 
V f (0) (0)J .(0)* (0), _ (l)f ,(0)*(0), f .(0)* (1).(0), 
) a . (e . -e ) ^ ^. dx = e ip ip d x - i p H ip dx 
V l I n J n l n J n n J n n 
Based on the orthonormality of the ip. , all of the terms on the left 
are zero. Hence, 
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(1) . (0)* (1). (0). , ... 
e = \ i> K i> dx (C-12) 
n n n 
and the first order perturbation to the nth energy level may be readily 
found from the known zero order eigenfunctions \b 
n 
The coefficients a. in the expression for the correction term 
ty may be obtained by multiplying, to the left, each side of (C-9) by 
ii (m i n) and subsequently integrating each term over the entire 
m ' 
coordinate space as before, 
(C-13) 
r , ( 0 ) ( 0 ) J , ( 0 ) * . ( 0 ) , ( l ) f , ( 0 ) * . ( 0 ) , f 
) a . ( e . - e ) M > V- dx = e ib T1> d T -
h I l n J Tm T i n J Tm Tn J 
. O ft.(O  .(0)* (1).(0). 
i> i>  ^ H \b dr 
™ ~ ' m Tn 
Again, the orthonormality of the eigenfunctions ip. indicates that the 
only nonzero term on the left of (C-13) is that for i = m. Hence, 
a (
 ( 0 ) (0)^ - I i (0)*u(D, (0), 1  (e - e ) - - \ ^ H ^ dT, m ? n 
m m n m n ' 
Solving for a , the coefficients of the terms in \b may be determined 
° m Tn J 
Thus, the first order correction to \b is, 
n 
r . (0)* (1). (0), 
->T *m
 H *n d T 
* (1) = I — * (0\ m + n (C-14) 
n m (0) (0) m 
£ - £ 
m n 
The second order equation is, from (C-7), 
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„(0). (2) + „(1). (1) (0). (2) (1). (1) (2). (0) _ 
H ^ + H ib - e ib - e ib - e u> = 0 (C-15) 
rn n n n n rn n n 
(?) 
This time it is assumed that ib may be represented by 
* (2) = I b $ (0) 
n . i n 
I 
and that e and i> are given by (C-12) and (C-14), respectively, 
n n 
Therefore, we may rewrite (C-15) in the form 
r r . (o)* (i), (o),~i 
I b . H ( 0 V 0 ) t I L"JT " — " J H(1>J (0) - e (0)I b.*.(0) 
. 1 1 L /^N /^x m n h l i (0) (0) 
£ - £ 
m n 
/ * <°>*Ha>* (0)dT 
^ n n x 
: - / , 
. (0)* (1). (0).~| 
4J H ib dxl f . 
r ~- Trm n -1 (0) 
^ (0) (0) Wm 
m £ - £ 
m 
- e (0)* ( 0 ) = 0 
n n 
(C-16) 
Since H \b. = £. ib. , the first term may be recast in the form 
£ b.£. ^ • . Combining this with the third term, multiplying all 
terms by ip and dx, and finally integrating over the coordinate 
space, one obtains: 
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v , / ( o ) ( O K 
) b . ( e . - e ) 
v i i n 
( 0 ) * , ( 0 ) *:uj"*rax+i 
m 
r . ( 0 ) * ( 1 ) . ( O K 
•\ ty H ty di J T m n 
( 0 ) ( 0 ) 
z - z 
m n 
. ( 0 ) * ( l ) . ( O ) , 
ty H ty di 
n m 
( 0 ) * ( 1 ) . , ( 0 ) •3 f . I U J " U j I U J f , ( 0 ) * ( 1 K ( 0 K y L ~ j A H ^n d ^ f , ( 0 ) ^ , ( 0 ) , 
tp H ty d T > T7TT TTTT \ ty f ( l l 
rn n L (0) (0) I n m 
m z - z J 
T m n T 
- z 
(2) , (0)*, (0), _ . 
\b lb dT = 0 
n n 
m T n (C-17) 
In (C-17), as a consequence of the orthonormality of the ty 's, the 
first and third terms are identically zero while the coefficient of 
(2) 
z is unity. Hence, the second order correction to the energy 
n 
eigenvalue is 
(2) - I 
r .(0)* (1).(0) 
J ty H ty 
Lii m n 
dTlIf * ( 0 ) * H ( 1 ) « ( 0 ) d 





(0) m tn (C-18) 
m 
Having obtained expressions for the correction terms which must 
be added to the energy eigenvalues of an unperturbed molecule when an 
electric field is applied, the change in transition frequencies may now 
be determined. Utilizing Equations (C-12) and (C-18) and the eigen-
functions obtained as shown in Appendix A, Gordy and his colleagues 
have shown that the correction terms for the (J,K,M) state due to the 
additional potential energy -yEcos8 (0 is the angle between the direc-










3M - J(J + 1) 
J(J + 1)(2J - 1)(2J + 3) 
(C-20) 
In the preceding it is assumed that the dipole moment y is in the 
direction of the axis of highest symmetry. Obviously, z is zero 
for symmetric top molecules with K = 0 and, hence, for all linear 
molecules. Thus, the need for computing the second order term is 
apparent. For K \ 0, it may be demonstrated that the second order term 
is negligible with respect to the first order term. Therefore, only 
z need be calculated in determining the effect of perturbations to 
n 
(9) 
symmetric-top molecules for K =}= 0, while z is necessary for linear 
molecule calculations. 
Consequently, the transition frequencies for a symmetric-top 





£JKM £JKM (C-21) 
= 2B(J + 1) + 2(^-) MK 
h J J(J + 1)(J + 2) 
(C-21) 
where B is a molecular constant (described in Appendix A). 
For a linear molecule, or symmetric-top molecule with K = 0, the 
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corresponding expression is 
(0) (2) (0) (2) 
f =
 £J+1,M eJ+l,M CJM CJM (c_22) 
h 
= 2B(J + 1) + (uE)2 3M2(8J2 + 16J + 5) - 4 J ( J + 1 ) 2 ( J + 2) 
(1 ^ n._, 2 J(J + 2)(2J- 1)(2J +2)(2J+ 3)(2J+ 5) (J + l)Bh 
Hence, the shift in the resonant frequencies of symmetric-top and 
linear molecules when a Stark field E is applied, may be predicted by 
(C-21) and (C-22). 
113 
APPENDIX D 
A PERTURBATIONAL FORMULA FOR PREDICTING THE CHANGE IN 
PROPAGATION FACTOR DUE TO THE TEFLON STARK ELECTRODE SUPPORTS 
An estimate of the loss introduced by the presence of the Teflon 
strips used to support the Stark electrode may be obtained from a 
formula based on perturbational techniques. 
Consider a rectangular waveguide which is filled with a medium 
having constitutive parameters e and y . If a portion of the medium 
° o o 
within the waveguide is then replaced with a new material having 
parameters e and y, as shown in Figure D-1, the propagation factor for 
the perturbed waveguide will differ from that of the original waveguide 
(a) (b) 










In the following paragraphs, a procedure will be described which yields 
an exact expression for the change in the propagation factor in such a 
situation., Utilizing certain simplifying assumptions, the exact formula 
may be modified to obtain a reasonable estimate of the true change. 
It is assumed that the fields in the unperturbed waveguide are 
given by 
" ^ z 




H = H (x,y)e ° (D-lb) 
o o 
while the actual fields in the perturbed waveguide are represented by 
E = E(x,y)e j 3 z (D-2a) 
and 
H = H(x,y)e lBz (D-2b) 
M a x w e l l ' s e q u a t i o n s t h e n r e q u i r e t h a t 
V x E = -jooy H (D-3a) 
o o o 
V x H = jwe E (D-3b) 
o J o o 
V x E = -jcoy H (D-3c) 
115 
and 
V x H = jtoe E (D-3d) 
where y and e assume values appropriate to the region of interest. 
Then, scalarly multiply (D-3d) by the conjugate of E and the 
conjugate of (D-3a) by H. The resulting two equations are 
E • V x H = jtoenE • E o J 1 o 
and 
H • V x E = jtoy H • H 
o J o o 
Subtracting these and applying the identity 
V ' A x B = B ' V x A - A » V x 
r e s u l t s i n t h e e x p r e s s i o n 
V • H x E = jtoen E • E - jtoy H • H (D-4) 
o 1 o J o o 
Analogous operations on (D-3b) and (D-3c) yield 
V • H x E = -jtoe E • E + jtoy, H • H (D-5) 
o J o o J 1 o 
The sum of (D-4) and (D-5) is 
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• ( H x E " ) + V • (H "x E) = joj(e1 - e )E • E " - j a ) ( y n - y )H • H o o 1 o o l o c 
(D-6) 
Both s i d e s of (D-6) may now be i n t e g r a t e d over a volume i of waveguide 
of i n f i n i t e s i m a l l e n g t h d z , and t h e i d e n t i t y V • AdT = (J J A • ds 
a p p l i e d t o o b t a i n 
f f 
i L_ 
V • (H xE ) + V • (H x E) 
o o 
_jT A A 
dx = O (Hx E " + H " x E)« n ds (D-7) 
rr ° ° 
where S is the surface which bounds the volume T and n is a unit vector 
normal to S. It is evident from (D-6) however, that the only portion 
of the volume which will contribute to the left side of (D-7) is that 
for which yn - urt and en - e are not both identically zero. 1 0 1 o 
Thus, 
V « ( H x E ) + V • H x E 
o o 
dx = (D-8) 




- ja)(y - V H dx o 
where T represents the volume occupied by the perturbing material. The 
surface integral on the right of (D-7) must be taken over the walls of 
the guide of length dz and over two cross-sections of guide separated 
by the infinitesimal distance dz. Since the components of E and E 
tangent to the waveguide walls must be identically zero, the surface 
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integral over the walls must be zero. Hence, the right side of (D-7) is 
given by 
C) (H x E " + H " x E) • n ds = 
-̂/ o o 
(D-9) 
(H x E + H x E) • nds + 
o o 1 
(H x E + H x E) • n^ds 
o o 2 
where S is a cross-section of the waveguide at one position and S is 
a cross-section located dz units down the waveguide. In addition, n 
and n are unit normal vectors directed out of the volume formed by 
1 
S , S and the walls of the guide. Thus, n and n are equal in magni-
tude but point in opposite directions. Also, since the thickness of 




+ Or )* 
t 
where S is a surface between S and S . Hence we obtain 
O (H x E + H x E) • nds = ~ o o 9 z (H x E + H x E) • n0ds (D-ID) o o 2 
Now, the fields given by (D-1) and (D-2) may be inserted into the right-
hand member of (D-10). The result of this manipulation is 
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(") (H x E " + H " x E) • nds = 
yr ° ° 
(D-ll) 
-j(3 - 3 )e 
-j(3-3 )z 
dz (H x E + H x E) 
JJ o o 
Sf 
• n2ds 
Thus from (D-7), (D-8), and (D-ll) we find 
joo(e - e ) J o 
E • E dx - joo(u - u ) 
o o 
H • H dT = (D-12) 
o 
-j(3-3o)z rr 
-j(3 - 3 )e dz o (H x E + H x E) • nnds o o 2 
Also, E • E and H • H may be expressed in terms of E • E and 
o o J r o 
H • H , respectively. Then, the left side of (D-12) may be rewritten 
as 
jw(e - e ) o 
E • E dT - jco(u - u ) 
o o 
H • H dT = (D-13) 
o 
jaj(e - e )e o 
- j ( 3 - 3 )z - j ( 3 - 3 ^ ) z 
E • E dx - ico (u - u )e o o 
H • H dr o 
Finally, it is assumed that 
(•)dx = dz (Ods , 
SM 
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where S" is the cross-section of the perturbing material. Combining 
(D-12) and (D-13) yields the desired expression: 
OJ(E - £ ) // E • E "ds - w(y - y ) // H • H "ds 
S" S" 
// (H x E " + H " x E) • n^dj 
S< 2 
(D-14) 
Equation (D-14) is an exact expression for the change in the propaga-
tion factor in terms of the true fields before and after the perturba-
tion and of the parameters of the perturbing material. 
In the case of interest it will be assumed that y = y , e = e» 
o 1 
(1- jtan6), and that the fields E, H in the perturbed waveguide are 
identical in form to the dominant mode in the unperturbed waveguide. 
Also, since the dominant mode is symmetric with respect to a plane 
normal to the broad walls and located midway between the narrow walls, 
the integrals in the numerator of (D-14) need be evaluated only over 
the cross-section of one of the Teflon strips and the result subsequently 
doubled. The resulting expression is 
r2~ r
b ,~,2 
-2w(en - e - je.tanS) \ \ E dyd: 1 o 1 £ £ 'o' 
a b 
0 0 
(H x E + H x E ) • n^dydx 
o o o o 2 
,2r2 . 2 TTX -2w(£n - £ - J£- tan6)bC / sin — d x 1 o  1 J a 
^2 a 
o C > f • 2 TTX 
-2 — D J sin — dx 





= U ( e i - eQ - ie± tan6)(£ - ̂  sin ^ ) Z T E 
10 
In the oversized waveguide absorption cell X ~ X_ Thus 
f r e e s p a c e . 
ZmTn ~ / u / e = 3 /we and E q u a t i o n (D-15) may be r e c a s t a s TE o o o o 
e - e e 
C 1 o . 1 . » ) f t 1 . TTt̂  
2a 2TT 
( D - 1 6 ) 
Finally, for 7— << 1, the term [— •7-— sin — 1 is very nearly T-— (—) 
J 2a ^2a 2TT a J J J 12 ̂ a; 
In this case, the change in propagation factor due to the thin dielec-
tric slabs along each sidewall of the waveguide is approximated by 
2 3 E- - e e, 
77 £ (^-^-i/tana) 
o 12 ^ 
(D-17) 
This expression may then be utilized to predict both the change in the 
velocity of propagation and the appearance of an attenuation factor due 
to a lossy dielectric characterized by e and tan6. 
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