INTRODUCTION
Today it has been made possible that people are consulting their email online through webmail clients, working on collaborative documents using web browsers and creating virtual albums. People are running applications on servers and even storing their crucial data on servers rather than on their systems. All this has been made possible because of cloud computing. The cloud environment is shown in Fig. 1 .
The name cloud computing has been given because of a metaphor about the internet as the user can see the entire system as a cloud but can view what"s inside it.
 The IT encyclopedia whatis.com explains cloud computing as a general term for anything that involves delivering hosted services over the internet. The three main features that distinguish cloud from traditional hosting are  It is available to be sold on demand as required, by a minute or by an hour.
 It is elastic as one can use as much service as they desire at any time.
 All this provided service is managed by the provider.
 IEEE defines cloud computing as a model in which information is stored permanently on servers on the internet and temporarily cached on clients.
 Wikipedia illustrates cloud computing as computation, data access, software and storage services which are not confined to end-user knowledge of the physical location and configuration of the system that delivers services.
So, it can be concluded that cloud computing is a computational model based on consumption of resources, applications, and hardware offered on the internet and used on demand.
Cloud Computing Actors
Cloud environment comprises three main actors performing different roles and interactions. These actors are mentioned as under.
 Cloud Service Provider (CSP)
CSP possesses the cloud infrastructure on which services related to the cloud are to be deployed. CSP is responsible for management and control of cloud resources for handling user"s requests.
 Cloud User
An enterprise/company/organization or an individual who consumes the services provided by CSP are referred as cloud user.
 Cloud Broker
The intermediary between above two mentioned actors is referred as a cloud broker. Cloud Broker is responsible for distribution of incoming requests between different providers based on users" needs and requirements.
Classic Cloud Service Models
Classic cloud service models are categorized as under (Fig. 2 ).
Fig2. Service models in Cloud Computing
 Infrastructure-as-a-Service (IaaS)
IaaS is a most simple model for delivering services related to cloud. It comprises provisioning and delivering of basic resources like physical servers, virtual machines, network, and storage. It enables companies to rent resources and use them on demand instead of possessing their own resources locally. It enables users to have direct access to the lowest level in the stack and begin building their application environments from scratch. For example, Amazon EC2.
 Platform as a Service (PaaS)
Compared to Iaas, Paas is more complicated and higher level service. It provides environment for application development and software platforms to develop, deploy and manage cloud applications while not worrying about the kind of technology being used and also hides low-level details from users. For example, Google App Engine and Microsoft Azure Services.
 Software as a Service (SaaS)
SaaS is the highest level of cloud service model. SaaS provides complete applications to users through the internet. SaaS providers have complete control on application software"s and manage infrastructure. Users access the desired applications as if they were placed locally and don"t need to have any idea about working on cloud and technologies involved. For example, Google Documents, Google Apps, social media platforms, emails, and project management.
As the cloud computing is enhancing itself in every field and sector, the data centers are becoming large in scale and consume more energy. The CO 2 emissions made by these data centers is further increasing the level of global warming and also the power consumption made by these data centers. According to Gartner Report, average power consumption by a Data Center is so high that it can be used to provide power to 25000 homes. Today every enterprise is shifting itself from traditional to online and further enhancing the demand for servers. To name few of the major Cloud Service Providers (CSP) are Amazon Web Services, Google App Engine, and Microsoft Azure. The new data centers require more energy consumption each year. It is mentionable here that an idle server consumes approximately 70% of its peak power. It means that even if server is not in use, it is consuming 70% of its peak power. In this regard, Intel"s focused on the need for dynamic resource scheduling which emphasizes on switching off the idle servers. To minimize the power consumption, the concept of virtualization is used in the cloud computing. The Virtual Machines (VMs) used resembles the physical environment and reduces the need for hardware [6, 7] . The concept is depicted in Fig. 3 where each physical server comprises n number of VMs and Data Centers comprises of n number of physical servers. By managing these VMs and DCs, we can contribute largely in achieving Green Cloud Computing. The purpose of energy efficient algorithms is to shift VMs from servers having fewer loads to servers having larger loads. During different loads, these energy savings are significant. Every enterprise does not have its own cloud, these companies outsource the cloud services from other companies [3, 8] .
Fig3. Concept of Virtualization
It is also necessary that provided solutions in regard with energy efficiency scales in multiple dimensions and CSPs should deal with user requirements which are complex enough. Requested services are more complicated and complete since there is a need for users to deploy their own applications with the topology they choose and having control on both infrastructure and programs. Another important factor is the type of virtualization. CSPs are adopting new container-based virtualization technologies like Docker and LXC that enable the deployment of applications into containers.
Another important dimension to be considered is the resource provisioning plan. CSPs can offer two types of resource provisioning: on-demand and advance or long-term reservation. Advance reservation concept has many advantages for co-allocation of resources. It offers provision for resource planning and reservation in future and offers a promise of providing resources when required. Despite, it advantages, more focus is laid on on-demand plan [9] .
VIRTUALIZATION AND ITS TYPES IN CLOUD COMPUTING
Virtualization [19, 20] acts as the backbone of cloud computing. It is a kind of abstraction in which several virtual resources are multiplexed on physical one as shown in Fig. 4 . The objectives behind utilizing virtualization are to achieve higher resource utilization, easy resource management, isolation, and resource elasticity and to enable heterogeneous services to co-exist on same physical hardware [10] .
Fig4. Existence of multiple virtual servers on single physical machine

Server Virtualization
Server utilization is the most common resource abstraction technique in Cloud Computing. This virtualization allows multiple isolated virtual servers to execute on a single one and be implemented in multiple ways. Implementation includes full virtualization, para-virtualization, and OS-level virtualization. Full virtualization and para-virtualization makes use of hardware but are different on how the host and guest operating systems are modified to support virtualization and also on how they interact with each other. On the other hand, operating system level virtualization does not use hypervisor at all. In this virtualization, all the virtual servers run same host OS that performs all functions of fully virtualized hypervisor [2, 4, 11] .
Server utilization can be classified into two main categories.
 Hypervisor-Based Virtualization
It is a traditional method of performing virtualization in cloud computing. This technology works on hypervisor which is a layer of software responsible for managing physical server resources. For example, VMWare, Microsoft Hyper-V, Xen and Virtual Box. Guests are referred as Virtual Machines (VMs) and run different operating systems like Linux and Window on top of the same physical host.
OS or Container-based virtualization. If additional software layer is introduced by this kind of virtualization, it enables resource consolidation into virtualized servers and offers live migration feature to move VMs to other servers without any need of shutting them down [12] .
 Container Based Virtualization
It is a lightweight alternative to hypervisors. It involves technology similar to operating system level which provides provision of running multiple isolated environments on the same host. Containers are based on shared operating systems and unlike conventional VMs, they do not execute on multiple operating systems and makes use of the single operating system. For example, Docker, Linux containers, Solaris Containers, OpenVZ and Virtuozzo Containers. When performance matters, container-based servers are regarded best. It provides most efficient resource usage as it supports a large number of instances on the single host. It also provides portability, transport and process-level isolation across hosts [13, 14] .
Although being different, both hypervisor and container-based virtualization are not exclusive but complementary and increasingly used together. Container-based virtualization is building lightweight PaaS environments and hypervisors are used for IaaS cloud services. Complex services can deploy both the applications over hybrid IaaS/PaaS providers. For example, Proxmox has both technologies on same physical layer [18] .
ENERGY EFFICIENCY IN CLOUD DATA CENTERS
To improve energy efficiency in the cloud environment, it is important to have a deep insight of power distribution and consumption in data centers. It is estimated that server consumes 80% of total IT load and 40% of total data center power consumption. Remaining power is consumed by other devices like distribution wiring, air conditioners, transformers, pumps, and lighting. The big giants like Google, Facebook, eBay has taken steps to reduce power consumption utilized on cooling data centers. In this approach, the air temperature is lowered by using natural cool air or water instead of mechanical refrigeration. In some climates, these savings can reach 100% as zero refrigeration is required [1, 15] .
Major causes of energy waste are mentioned as under.
 Low Server Utilization
With the increase in a number of data centers, the number of servers is also multiplying. It has been observed that most data center servers are underused. Servers draw between 60 to 90% of peak power while average server utilization is much low ranging near 20%. Consolidating virtual servers on a lesser number of hosts allows running the same applications with much low power consumption.
 Idle Power Waste
About 85 to 95% of the time, data servers sit idle and are not processing any useful work. An idle server consumes 70% of its peak power when not in use. So, it is needed to turn off the idle servers when they are not in need.
 Lack of Standardized Metric
To optimize energy efficiency, it is important to use energy efficiency metrics for servers to sort them according to energy efficiency and enable scheduling algorithms to make decisions and select the best resource available.
 Energy Efficient Solutions are Not Adopted
The big cloud giants do a great job in saving energy and represent less than 5% of the total energy usage. The other 95% are much less energy efficient and involves small, medium, corporate and multi-tenant operations. So, it is needed that small data centers consider this matter seriously and adopt appropriate steps in this regard.
POWER MEASUREMENT AND MODELING IN CLOUD COMPUTING
Power and energy have a deep relationship. Power consumption refers to the rate at which machine can perform its work and can be found by multiplying voltage [1, 2] . Power is measured in Watt (W). Energy is referred as an amount of power used over a period of time. Energy is measured in Watt-hour (Wh). The relation between energy and power is mentioned below where P is power consumption, I is current, V is voltage, T is time interval and E is energy.
P=I*V E=P*T
Power metering models estimate the power consumption of servers and VMs using OS-provided metrics or hardware-provided metrics.
 Power Measurement for Servers
The best method to get accurate information about the energy consumed by servers is to directly measure it. But this needs extra hardware to be installed, add intelligent monitoring capabilities and deal with enormous amount of data. For example, Green Open Cloud (GOC) is one such example of energy monitoring and measurement framework that depends on energy sensors to measure the electricity consumed by Cloud resources.
 Power Measurement for VMS
Unlike power measurement of servers, power measurement of VMs is not possible and cannot be done by any sensor and neither be connected to any hardware measurement device. Although efforts have been made in this regard by retrieving the idle power from the power consumption of server when it hosts VM, which is not very precise.
Because it is not possible to measure power consumed by VM, the models that estimate the energy consumption and VM migration power cost are more attractive for power metering. As the CPU of a server consumes the most important amount of power and also the relationship between power and CPU utilization is linear, CPU based linear models represent a lightweight and simple way to estimate server"s power usage. Many simple utilization power models for servers have been proposed. All these assume that CPU is the only factor in their power models and present an approximation for total power against CPU utilization (Fig. 5) .
P= P idle + U * (P peak -P idle ) P is total power consumption, P Peak is peak power consumption, P idle is idle powerconsumption, and U is CPU utilization (a fraction between 0 and 1).
Fig5. Figure depicts relationship between CPU utilization and Power dissipation
RESOURCE ALLOCATION IN CLOUD COMPUTING
Resource scheduling [16, 17] is the most important tasks in cloud computing. It involves identifying and assigning resources to every user request in such a manner that user requirements are met and goals of CSP are satisfied. These goals are primarily related to energy consumption or cost optimizing. The wider adoption of cloud computing and virtualization technologies has led to tremendous increase in cluster sizes ranging to hundreds in case of mini data centers and to thousands in case of large data centers. This has resulted in high demand for electricity consumption, enhancing data center ownership and maintenance cost further. It also impacted the environment by increasing carbon footprints. It is because of all this; energy efficiency is turned to be a matter of concern in cloud computing. Fig. 6 depicts the resource allocation concept involved in cloud computing.
Fig6. Resource Allocation in Cloud Computing
CSP can offer different types of provisioning plans. Two most commonly known are on-demand and advanced reservation plans [5] .
 On-Demand Resource Allocation
Majority of CSPs depend on on-demand policy to allocate resources. In this kind of policy, the request is accepted if the resource is available or else it is simply rejected. The stress is laid on proposing energy aware heuristic algorithms and policies in order to save energy by reducing the number of running servers. The central idea is to consolidate tasks and applications on a minimum number of servers and switch off surplus machines. In this regard, a nature-inspired VM consolidation algorithm resembling Ant Colony optimization has also been proposed whose aim is to reduce the number of physical machines and save energy.
 Advanced Resource Reservation
This policy provides a feature for resource planning in future and offers increased expectation that resources can be provided when demanded. Besides this provision, CSP still prefers simple resource allocation policies like on-demand.
SCHEDULING ALGORITHMS
The algorithm describing the working of three most prominent scheduling algorithms are mentioned as under. Below is a detailed explanation of what each code does.
FCFS (First Come First Serve)
1. The first come first scheduling algorithm executes the process that comes first, finishes it and then take on the next process in the queue.
2. The burst times of processes are hard coded in the array 'btime'.
3. Then the wait time of each process can be found by adding the waiting time and burst time of process preceding it.
4. These values are stored in an array 'wtime'. The total waiting time 't1' can be found by adding the waiting times of individual processes.
5. The turnaround time is found using adding the burst time and waiting time of each process and it is stored in the array 'tatime'.
6. 't2' is the total turnaround time found by adding individual turnaround times.
SJF (Shortest Job First)
1. The shortest job first algorithm runs the process whose burst time is lowest.
2. We assumethat all the processes have already arrived.
3. The burst times are hard coded in the array 'ptime'.
4. As all the processes have arrived and burst times are known they are sorted using appropriate loops.
5. Then the wait time of each process can be found by adding the waiting time and burst time of process preceding it.
6. These values are stored in an array 'wtime'.The total waiting time 'total' can be found by adding the waiting times of individual processes.
7. The turnaround time is found using adding the burst time and waiting time of each process and it is stored in the array 'tatime'.
8. 'total2' is the total turnaround time found by adding individual turnaround times.
RR (Round Robin)
1. The round robin algorithm runs a process for a given quantum time. If the process gets completed in the given time it is dequeued else it is put at the end of the queue so that it can run again later.
2. The burst time and quantum time are hard coded in array 'btime' and variable 'q' respectively.
3. Initially the remaining time array 'rtime' is equated to the burst time as no process has run yet.
4.
A process which is present in the starting of the array is selected and its remaining time is compared with the quantum time.
5. If remaining time (rtime) of process is greater than the selected process is run for quantum time(q) and this q is subtracted from rtime. For other processes q is added to waiting time which is an array 'wtime'.
6. If quantum time is greater the process is run to completion and rtime is set to 0 for the process selected. For other processes q is added to waiting time.
7. There is also a 'flag' variable which is set if the rtime of one or more processes is greater than zero.
8. So if the flag is set the 4, 5, 6 steps are repeated.
9. The turnaround time is found using adding the burst time and waiting time of each process and it is stored in the array 'tatime'.
10. The variables 'b' and "t" store values of total waiting time and total turnaround time which is found by summing values of all the processes.
CONCLUSION
The paper has analyzed and reviewed the potential impact of energy saving strategies for managing an integrated system that comprises a computer system and networks and discussed the three scheduling algorithms (FCFS, SJF, RR). There are few major components of cloud architecture which are responsible for the high amount of power dissipation in the cloud. The paper proposed following concepts in brief.
