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ABSTRACT
We present 610-MHz Giant Metrewave Radio Telescope observations of 0.84 deg2 of the
AMI001 field (centred on 00h23m10s, +31◦53′) with an r.m.s. noise of 18 µJy beam−1 in the
centre of the field. 955 sources are detected, and 814 are included in the source count analysis.
The source counts from these observations are consistent with previous work. We have used
these data to study the spectral index distribution of a sample of sources selected at 15.7 GHz
from the recent deep extension to the Tenth Cambridge (10C) survey. The median spectral
index, α, (where S ∝ ν−α) between 0.08 < S 15.7 GHz/mJy < 0.2 is 0.32 ± 0.14, showing that
star-forming galaxies, which have much steeper spectra, are not contributing significantly to
this population. This is in contrast to several models, but in agreement with the results from
the 10C ultra-deep source counts; the high-frequency sky therefore continues to be dominated
by radio galaxies down to S 15.7 GHz = 0.1 mJy.
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1 INTRODUCTION
The sub-mJy radio source population has been the subject of con-
siderable study over the last decade, particularly at 1.4 GHz, with
observations pushing down to the µJy level (e.g. Biggs & Ivison
2006; Owen & Morrison 2008; Condon et al. 2012). Studies of the
differential source counts derived from these observations allow us
to probe how the different galaxy populations contribute to the total
number of objects in the universe, and how the luminosity functions
of these objects change with cosmic epoch. It is now widely accep-
ted that the inflection in the differential source counts observed at
S 1.4 GHz ∼ 1 mJy is due to the emergence of star-forming galaxies
and radio-quiet AGN, which begin to contribute significantly to the
radio sky below S 1.4 GHz ∼ 1 mJy (e.g. Jarvis & Rawlings 2004;
Seymour et al. 2008; Smolcˇic´ et al. 2008; Padovani et al. 2009;
White et al. 2015). An in-depth review of radio source counts and
their implications is given by de Zotti et al. (2010).
There is significant scatter in different measurements of the
differential source counts at 1.4 GHz, many of which do not agree
with each other within their respective errors (see e.g. Huynh et
al. 2005; Biggs & Ivison 2006; Condon 2007; Owen & Morrison
2008). There has been significant debate about the origin of this
scatter, but Heywood et al. (2013) showed that sample variance
alone cannot account for the differences found, pointing towards
instrumental effects.
Interest in the faint radio sky was heightened by the Abso-
? email: iwhittam@uwc.ac.za
lute Radiometer for Cosmology, Astrophysics and Diffuse Emis-
sion (ARCADE2; Fixsen et al. 2011) balloon experiment, which
showed that there was a significant excess in the sky brightness
temperature at 3 GHz which cannot be explained by current mod-
els (Seiffert et al. 2011). If this result is genuine, it suggests that
there is a population of unknown radio sources at the µJy or nJy
level.
The extragalactic source population at higher frequencies (&
10 GHz) has been much less widely studied, mostly due to the in-
creased telescope time required to carry out a survey to an equi-
valent depth over a significant area at higher frequencies. One ex-
ception is the Tenth Cambridge (10C; AMI Consortium: Franzen et
al. 2011; AMI Consortium: Davies et al. 2011) survey made with
the Arcminute Microkelvin Imager (AMI) Large Array (Zwart et al.
2008), in the deep part of which 12 deg2 were observed at 15.7 GHz
to a completeness limit of 0.5 mJy across ten different fields. Study
of the 10C sources (AMI Consortium: Davies et al. 2011; Whittam
et al. 2013) has shown that their properties do not match those pre-
dicted by several leading models (e.g. de Zotti et al. 2005; Wilman
et al. 2008), demonstrating the need to study this population rather
than rely on extrapolations from lower frequencies. Specifically,
Whittam et al. (2013) showed that there is a population of faint,
flat-spectrum sources present in the 10C survey which is not pre-
dicted by the models. Further study has shown that these sources
are the cores of faint radio galaxies (Whittam et al. 2015; Whit-
tam et al. 2016a), which are both more numerous and have flatter
spectra than expected.
A recent deeper continuation of the 10C survey (10C ultra-
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deep, Whittam et al. 2016b) has extended the 10C survey to 0.1 mJy
in two fields. Due to telescope scheduling, the deeper of these
15.7 GHz surveys is in the AMI001 field, a region of the sky with
very little in the way of complementary data as the field was chosen
purely on radio grounds. In order to investigate this sample fur-
ther and constrain the proportions of different source types which
contribute to this population it is vital that we have observations
at other frequencies; we have therefore used the Giant Metrewave
Radio Telescope (GMRT) to observe this field at 610 MHz. This pa-
per describes these 610-MHz observations, and their implications
for the nature of the higher-radio-frequency source population.
The first part of this paper describes deep 610-MHz GMRT
observations of the AMI001 field; in Section 2 the observations
and data reduction are explained, the source extraction is described
in Section 3.2 and the source counts are presented in Section 4. We
then show how these observations can provide vital information
about the higher-frequency population; the spectral index distribu-
tion of a 15.7-GHz-selected sample is presented in Section 5 and
the conclusions are given in Section 6.
2 OBSERVATIONS AND DATA REDUCTION
The AMI001 field was observed with a single pointing centred
on 00h23m10, +31◦53′ (J2000 coordinates, used throughout) on
7 January 2012 with the Giant Metrewave Radio Telescope
(GMRT) operating at 610 MHz. The pointing centre was chosen
to be away from bright sources so as to minimise dynamic range
issues. At this frequency the GMRT has a primary beam of 44 ar-
cmin (FWHM) and an angular resolution of ≈ 7 arcsec. The field
was observed for 11 hours, including calibration, with a bandwidth
of 32 MHz which was split into 256 spectral channels. The radio
sources 3C286 and 3C48 were observed at the beginning, in the
middle and at the end of the run as primary flux density calibrators.
The nearby radio source J0029+346 was observed for 5 minutes
every 30 minutes as a secondary flux density and phase calibrator.
The total time on source was 400 minutes. The resulting (u, v) cov-
erage is shown in Fig. 1.
The data reduction was performed using the Astronomical Im-
age Processing Software (aips)1 package. The aips task setjy was
used to calculate 610-MHz flux densities of 3C286 and 3C48 as
21.1 and 29.4 Jy respectively (Perley & Butler 2013). Standard aips
tasks were used to flag bad channels, baselines and antennas suf-
fering from interference. A bandpass correction was then applied
using the primary calibrators. Five central channels which were re-
latively free from interference were averaged to create a pseudo-
continuum channel and an antenna-based phase and amplitude cal-
ibration was created using observations of J0029+346. This calib-
ration was then applied to the full 256 channel dataset. The dataset
was then compressed into 23 channels, each containing 10 original
channels (the first and last few spectral channels were omitted as
they tend to have large bandpass corrections). Further flagging was
then performed on the 23 channel dataset. One antenna required re-
weighting as it was noticed that the weights were discrepant. This
was carried out using a custom aips task.
If we had imaged the whole field at once the non-planar nature
of the sky would have caused the introduction of phase errors. To
avoid this, the field was split into 31 smaller facets which were im-
aged separately with different phase centres, and then recombined.
1 http://www.aips.nrao.edu/
Figure 1. The (u, v) coverage. Baselines shorter than 1 kλwere not included
in the imaging and are omitted from this plot.
An additional six small facets around bright sources outside the
imaging area were also included to account for contributions from
these sources.
The lack of bright sources in the field meant that care had to
be taken when performing the self-calibration (the brightest source
in the field has a flux density of 8 mJy). For the self-calibration
a lower resolution image, with beam size 8.3 arcsec, was created.
This lower-resolution image then went through three iterations of
phase self-calibration with 15-, 5- and 2-minute solution intervals
before a final iteration of phase and amplitude self-calibration with
15-minute intervals. The overall amplitude gain was held constant
to ensure the flux density of the sources was not altered. A final,
full resolution image was then created with a synthesised beam size
of 7.6 × 7.3 arcsec, PA −7.5◦ and with a pixel size of 1.4 arcsec
to ensure the beam was oversampled. Natural weighting was used
(imagr parameter robust = 5); baselines shorter than 1 kλ were
omitted from the imaging as the GMRT has a large number of short
baselines which would otherwise dominate the beam shape, and
are also prone to interference. (This corresponds to scales larger
than 1 arcmin; few, if any, sources in the field are expected to have
emission on this scale.) The image was cut off at the point where
the primary beam fell below 10 per cent. The r.m.s. in the centre
of the field is 18 µJy beam−1 before primary beam correction. The
central part of the image is shown in Fig. 2 and the noise map of
the field is shown in Fig. 3. The dynamic range (ratio of peak flux
density to lowest noise in the map before primary beam correction)
in the map is ≈ 8000; an alternative very conservative definition
of dynamic range is the ratio of the peak flux density to the largest
known artefact nearby, estimated using the largest ‘negative peak’,
which gives a dynamic range of 50.
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Figure 2. The central 40 × 30 arcmin of the 610-MHz GMRT image after primary beam correction. The synthesised beam size is 7.6 × 7.3 arcsec and the
primary beam has a full-width half maximum of 44 arcmin.
3 SOURCE CATALOGUE
3.1 Source finding
The source fitting was carried out using the source_find software,
which is described in AMI Consortium: Franzen et al. (2011) and
summarised briefly here. A noise map is produced by the software
as follows; at each pixel position, the noise is taken as the r.m.s.
inside a square centred on the pixel with a width of approximately
ten times the synthesized beam. The software then uses the im-
age along with the noise map to identify peaks in the map above
a given signal to noise value γ (here, γ = 5). All peaks with flux
densities greater than 0.6γσ (where σ is the local noise value) are
identified initially to ensure that all peaks greater than γσ after in-
terpolation between the pixels are included. The position and value
of each peak (RApk, Decpk and S pk) are then found by interpola-
tion between the pixels, and any peaks less than γσ are discarded.
The error on the peak flux density (∆S pk) is taken to be the thermal
noise error combined in quadrature with a conservative ten per cent
calibration error, ∆S pk =
√
σ2 + (0.1S pk)2. The integration area,
consisting of contiguous pixels down to a lowest contour value of
2.5σ, is then calculated for each component. Sources are classified
as being part of a ‘group’ if more than one peak is found inside the
same integration area.
The integrated flux density, position and angular size (S int,
RAint, Decint and emaj) are estimated for each component automat-
ically using the aips task jmfit, which fits a 2D Gaussian to each
component. The error on the integrated flux density (∆S int) is es-
timated as the error due to thermal noise (estimated by jmfit) com-
bined in quadrature with a conservative ten per cent calibration er-
ror, ∆S int =
√
σ2 + (0.1S int)2.
A source is considered to be extended if the major axis of the
deconvolved Gaussian (emaj) is larger than a critical value ecrit (see
AMI Consortium: Franzen et al. 2011), where
ecrit =
{
3.0 bmaj ρ−1/2 if 3.0 bmaj ρ−1/2 > 6.0 arcsec,
6.0 arcsec otherwise, (1)
where bmaj is the major axis of the restoring beam and ρ = S pk/σ
(i.e. the signal-to-noise ratio). Sources with emaj > ecrit were clas-
sified as extended (flag E), otherwise the source was considered
point-like (flag P).
3.2 The source catalogue
There are 955 components in the catalogue, 151 of which are
flagged as being part of a group. The full source catalogue is avail-
MNRAS in prep., 1–11 (2016)
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Figure 3. Noise map of the 610-MHz GMRT observations of the AMI001
field after primary beam correction. Contours are at 30 and 60 µJy.
able online2, with a sample of ten rows shown in Table 1, where the
columns are:
(1) – source name;
(2) – group designation (group name followed by number of com-
ponents in group in brackets);
(3) and (4) – peak right ascension and declination (J2000);
(5) – peak flux density (mJy);
(6) – error on the peak flux density (mJy);
(7) – integrated flux density (mJy);
(8) – error on the integrated flux density (mJy);
(9) and (10) – deconvolved source major and minor axes (arcsec);
(11) – deconvolved position angle, measured from North through
to East (◦);
(12) – local r.m.s. noise (mJy beam−1);
(13) – source type (E = extended, P = point-like), as classified using
equation 1.
The ratio of the integrated to peak flux densities is shown as a
function of signal-to-noise ratio in Fig. 4, with sources classified as
point-like and extended shown separately. A total of 312 sources,
approximately a third of those detected, are extended. Three ex-
amples of extended sources are shown in Fig. 5.
3.3 Completeness
The completeness of the catalogue was estimated by inserting 500
ideal point sources with equal flux density S into the map in ran-
dom positions. The sources were inserted in the image plane using
the aips task immod. The source finding was then carried out on
this simulated map in the same way as described in Section 3.1.
An inserted source was considered to be detected if there was a
source in the output catalogue within 2.8 arcsec (2 pixels) of the
inserted source position. This process was repeated several times
with a range of flux densities, and the results are shown in Fig. 6.
Assuming the noise is Gaussian, the theoretical completeness can
be estimated from the noise map. The probability of detecting a
2 http://vizier.u-strasbg.fr/viz-bin/VizieR
101 102 103
Speak / σn
100S
in
t 
/ 
S
p
ea
k
 
Point-like
Extended
Figure 4. Ratio of the integrated flux density to peak flux density as a
function of signal-to-noise ratio (S peak/σ). Sources which are classified as
point-like and extended during the source-fitting procedure (see Section 3.1)
are shown separately. The dashed line is at S int/S peak = 1.
source with true flux density S i located on a pixel with correspond-
ing noise-map value of σ is given by:
P(S i > 5σ) =
∫ ∞
5σ
1√
2piσ2
exp
(
− (X − S i)
2
2σ2
)
dX, (2)
which is shown as the solid line in Figure 6. The results using the
simulated sources agree with this curve within the errors.
3.4 Reliability
Assuming the noise is Gaussian, the probability of a false detection
in the map can be calculated. The probability of drawing a value
more than 5 standard deviations away from the mean in a Gaussian
distribution is 1.5× 10−6. There are 1.4× 105 synthesised beams in
the map, so we expect less than one false detection in the image.
Residual phase and amplitude errors mean that the noise is not
purely Gaussian. To investigate the effects that these may have on
the false detection rate we have run the source-finding algorithm
on an inverted image. The rationale behind this is that noise fluc-
tuations are equally likely to be positive or negative, but we expect
signals from real sources to be positive only. The source finding
algorithm only detects positive peaks, so by inverting the image
and running source_find on the inverted map in exactly the same
way as described in Section 3.1 any sources detected result from
noise on the map. 14 sources were detected in the inverted image
(compared to 955 in the real image), giving a false detection rate
of 1.5 per cent, which indicates, as expected, that the noise in the
image is not purely Gaussian.
We expect source confusion to contribute approximately 3 µJy
beam−1 to the noise (Condon et al. 2012).
3.5 GMRT primary beam
The half-power beam width (HPBW) of the primary beam varies
slightly between the GMRT antennas. To test the effect that this
might have on the final images, two different images were made,
one with a HPBW of 44.0 arcmin and one with 44.8 arcmin (a
value of 44.4 arcmin was used in the image described in Section 2).
These values represent an over-estimate of the possible range of
the mean HPBW, as the variations between the individual antennas
MNRAS in prep., 1–11 (2016)
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Table 1. A sample of ten rows from the source catalogue. See Section 3.2 for a full description of the columns.
Source ID Group RA Dec. S peak ∆S peak S int ∆S int θmaj θmin PA σ Type
(mJy) (mJy) (mJy) (mJy) (arcsec) (arcsec) (◦) (mJy beam−1)
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13)
002117+315202 - 00:21:17.06 +31:52:02.03 0.553 0.077 0.85 0.173 8.7 6.1 128.8 0.054 E
002118+315907 - 00:21:18.85 +31:59:07.48 0.332 0.055 0.599 0.158 11.8 7.1 157.8 0.044 E
002119+315639 - 00:21:19.05 +31:56:39.15 2.931 0.297 3.439 0.345 4.1 1.4 141.1 0.049 P
002120+315900 002121+315914(02) 00:21:20.80 +31:59:00.22 1.134 0.123 2.136 0.245 8.8 5.0 24.2 0.048 E
002120+320438 - 00:21:20.36 +32:04:38.66 0.44 0.073 0.65 0.178 12.3 3.1 72.4 0.058 E
002120+321025 - 00:21:20.98 +32:10:25.07 1.948 0.21 4.418 0.45 10.4 5.2 7.7 0.079 E
002121+315914 002121+315914(02) 00:21:21.63 +31:59:14.94 1.319 0.138 2.144 0.229 6.8 4.6 70.5 0.041 E
002121+320307 - 00:21:21.62 +32:03:07.89 0.271 0.053 0.308 0.104 7.7 0.0 129.7 0.046 P
002122+314613 - 00:21:22.89 +31:46:13.02 0.75 0.086 0.907 0.122 4.5 2.6 106.5 0.042 P
002122+314901 - 00:21:22.38 +31:49:01.35 0.256 0.052 0.263 0.097 8.2 0.0 178.4 0.045 P
(a) (b) (c)
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Figure 5. Three examples of extended sources found in the image. Crosses mark the peaks identified in the source fitting process. The contours are drawn at
(±2√2n, n = 0, 1...7) × σ µJy where σ is the local r.m.s. noise. (σ = 67 for (a), 199 for (b) and 49 for (c) ).
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Figure 6. The completeness function (given by Equation 2, solid line) used
to correct the source counts, and the fraction of simulated sources detected
as a function of flux density in the completeness check (points). The errors
plotted are Poisson errors.
is ∼ 2 arcmin (N. G. Kantharia, private communication), result-
ing in an estimated error on the mean HBPW of 0.3 arcmin. The
source fitting procedure described in Section 3.1 was carried out on
both of these images and the resulting two catalogues were com-
pared. These two catalogues proved to be extremely similar: all the
sources in one image were found in the other and vice versa and
the ratio of the flux densities in the two images is 1.03± 0.03. Thus
the possible small variations in the HPBW value used when apply-
ing the primary beam correction to the final image do not have a
significant effect on the sources detected in the image.
3.6 Astrometry
There are two other catalogues available in this field: the 10C sur-
vey (AMI Consortium: Davies et al. 2011; AMI Consortium: Fran-
zen et al. 2011; Whittam et al. 2016b) and the National Radio As-
tronomy Observatory (NRAO) Very Large Array (VLA) Sky Sur-
vey (NVSS; Condon et al. 1998). Both of these catalogues are re-
latively low resolution, with synthesised beam sizes of 30 and 45
arcsec respectively; this means they are not ideal for assessing the
astrometric accuracy of our catalogue (this field is not covered by
the Faint Images of the Radio Sky and Twenty-one cm).
Nevertheless we matched our source catalogue to both the 10C
ultra-deep and NVSS catalogues (using a match radius of 15 arcsec
in both cases) and found 132 matches to the 10C ultra-deep cata-
logue and 56 to NVSS (see Section 5.1 for further details of the
matching to the 10C catalogue). The mean offsets in right ascen-
sion and declination between our work and these two catalogues
are shown in Table 2. These offsets are all less than 1.5 arcsec,
which is smaller than the positional accuracies of both the 10C and
NVSS catalogues. We therefore believe our astrometry is accurate
at the ∼arcsec level.
MNRAS in prep., 1–11 (2016)
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Table 2. Mean positional offsets between this work (GMRT) and the NVSS
and 10C catalogues.
RA offset (arcsec) Dec offset (arcsec)
NVSS - GMRT −0.8 ± 0.4 0.2 ± 0.5
10C - GMRT −0.6 ± 0.3 −1.2 ± 0.3
4 SOURCE COUNTS
To reduce uncertainty when calculating the source counts, only
sources within the 20 per cent power point of the primary beam
are included in the catalogue used. This means that 62 sources to-
wards the edge of the map included in the catalogue described in
Section 3.2 are not included in the catalogue used to calculate the
source counts. If a source is classified as extended using the criteria
described in Section 3.1, the integrated flux density is used when
calculating the source counts. If, however, a source is point-like the
peak flux density is used, as this provides a better measure of the
flux density of unresolved sources.
4.1 Sources with multiple components
A fraction of the detected radio sources are resolved into multiple
components, which needs to be considered when calculating the
source counts. Components of a multiple source are listed as separ-
ate entries in the source catalogue produced by source_find, but are
flagged as being part of a group if more than one peak lies inside
the same integration area (see Section 3.1). A total of 145 sources
form 66 groups in this catalogue. To calculate the source counts we
‘collapsed’ the flux densities of these multiple sources by summing
the flux densities of all the sources listed as being part of any one
group and listing that as a single entry in the source catalogue used
for calculating the source counts. We therefore have 814 sources in
the final source count catalogue.
As a check, the source count of the 893 individual compon-
ents, and the catalogue after the groups have been collapsed, are
compared. We find that the difference between the two counts is
smaller than the size of the errorbars.
4.2 Area around bright sources
Artefacts close to bright sources in radio images can lead to false
detections in regions around bright sources. However, the region
covered by these observations was chosen to avoid bright sources
so there are very few bright sources in the catalogue. When invest-
igating the effects of this, we consider the signal-to-noise ratio of a
source, rather than the peak flux density, as the noise varies signific-
antly across the image. Garn et al. (2007) studied the spatial density
of sources found close to bright sources in their deep GMRT obser-
vations and found that false detections were an issue for sources
with S peak > 10 mJy, which is equivalent to S peak/σ = 200. The
lack of bright sources in our observations means that there are only
two sources with S peak/σ > 200. Inspecting these two sources by
eye we find no evidence for false detections due to artefacts close
to either of them (there are no sources within 45 arcsec of either
source). The effect of false detections close to bright sources is
therefore not a significant issue in this catalogue so we make no
attempts to correct for it.
4.3 Calculating the source counts
As this observation consists of a single pointing, the noise varies
across the field according to the primary beam shape (see Fig. 3). In
order to take this into account when calculating the source counts,
we correct the contribution from each source by the area over which
it could have been detected. Assuming the noise is Gaussian, which
is the case away from bright sources, the probability of detecting
a source with a peak flux density S i larger than 5σ is given by
Equation 2.
The variation in the noise across the map can be taken into
account by averaging the probability of detecting a source (given
by Equation 2) at each pixel position given the noise map. The res-
ulting probability of detecting a source of a given peak flux density
anywhere in the image is shown in Fig. 6. The contribution from
each source is therefore corrected by the inverse of this fraction.
The source count in each flux density bin is therefore given by:
1
A
N∑
i=1
1
P(S i > 5σ)
(3)
where A is the total area of the field, N is the number of sources in
the bin and P(S i > 5σ) is the probability of detecting a source with
flux density S i in the field, given by Equation 2.
4.4 Resolution bias
When calculating source counts we require a catalogue which is
complete in terms of integrated flux density, whereas sources are
detected in terms of their peak flux density. This means that an ex-
tended source of a given integrated flux density is more likely to fall
below the peak flux density detection limit than a point source with
the same integrated flux density. This effect causes the number of
sources to be underestimated, particularly near the detection limit
of the survey. We correct for this effect in a similar way to Prandoni
et al. (2001) and Williams et al. (2016), as described below.
The following relation can be used to calculate the maximum
angular size that a source can have and still be detected for a given
total flux density (S int):
S int
5σ
=
θminθmaj
bminbmax
(4)
where θmin and θmaj are the source FWHM axes, bmin and bmax are
the synthesised beam FWHM axes and 5σ is the peak flux density
detection limit (where σ is the local r.m.s. noise in the image). We
use this relation to calculate the maximum size Ψmax that a source
can have and still be detected, where Ψ is the geometric mean of the
source major and minor axes, for a given total flux density and local
r.m.s. noise. As the noise varies significantly across the map the cor-
rection for resolution bias has been calculated for each source using
the local r.m.s. noise and applied to the overall count in a similar
way to the completeness correction described in Section 4.3.
The correction is calculated as follows. Ψmax is calculated for
each source in the catalogue and the distribution as a function of
flux density is shown in Fig. 7. Given Ψmax, we calculate the frac-
tion of sources expected to be larger than this value (h(> Ψmax)),
following Windhorst et al. (1990), using:
h(> Ψmax) = exp
−ln(2) (Ψmaxθmed
)0.62 (5)
where θmed is the median angular size. We use two different versions
of θmed for comparison; the first is
θmed = 2(S 1.4 GHz)0.3 arcsec (6)
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Figure 7. Ψmax as a function of integrated flux density for each of the 814
sources in the source count catalogue. Ψmax is the maximum angular size
(geometric mean of the source major and minor axes) that a source can have
and still be detectable (this depends on both the total flux density of each
source and its local r.m.s. noise). Points are coloured according to their local
r.m.s. noise using the cubehelix colour scheme (Green 2011).
with S 1.4 GHz in mJy (flux densities are scaled from 610 MHz to
1.4 GHz using a spectral index of 0.75, which is appropriate for
these frequencies), and the second used a constant size of 1.2 arcsec
below 1 mJy (based on recent eMERLIN results, Brown et al. 2015)
as follows:
θmed =
{
1.2 arcsec for S 1.4 GHz < 1 mJy,
2(S 1.4 GHz)0.3 arcsec otherwise.
(7)
Using this we can calculate the resolution bias correction factor to
be applied to the source counts: c = 1/[1− h(> Ψmax)]. The correc-
tion factors calculated using the two different median size distribu-
tions (given by equations 6 and 7) are plotted as a function of flux
density in Fig 8. We use the mean of these two correction factors
to correct the source counts in this paper. The difference between
these two correction factors is used to estimate the uncertainty in
the source counts due to resolution bias; this is added in quadrature
to the overall uncertainty in the source counts. Some of the bright-
est sources still have large correction factors (∼ 1.1) as they are
located near the edge of the map where the noise is highest.
The resolution-bias corrected and completeness-corrected
source count in each flux density bin is given by:
1
A
N∑
i=1
c
P(S i > 5σ)
(8)
where A is the total area of the field, N is the number of sources in
the bin, P(S i > 5σ) is the probability of detecting a source with flux
density S i in the field (given by Equation 2) and c is the resolution
bias correction.
4.5 Sample variance
The influence of source clustering on radio source counts at
1.4 GHz was investigated by Heywood et al. (2013). They extrac-
ted a series of independent samples from the Wilman et al. (2008)
simulation and used this to present a method for estimating the un-
certainty induced by sample variance on an arbitrary radio survey.
Their analysis assumes that the noise is constant across the survey,
which is not the case in our observations. The best r.m.s. noise in
Table 3. 610-MHz differential source counts. The counts are listed both
before and after the resolution bias correction has been applied.
Flux density bin mid.a dN/dS uncorr. dN/dS corr. ∆ dN/dS
bin (mJy) (mJy) (Jy−1 sr−1) (Jy−1 sr−1) (Jy−1 sr−1)
0.08 – 0.13 0.11 5.44×1010 5.98×1010 0.72×1010
0.13 – 0.19 0.16 2.70×1010 2.95×1010 0.25×1010
0.19 – 0.28 0.23 1.02×1010 1.10×1010 0.09×1010
0.28 – 0.42 0.35 4.31×109 4.65×109 0.42×109
0.42 – 0.62 0.50 1.96×109 2.10×109 0.21×109
0.62 – 0.92 0.76 1.00×109 1.06×109 0.12×108
0.92 – 1.37 1.13 4.43×108 4.64×108 0.65×107
1.37 – 2.04 1.67 1.28×108 1.35×108 0.29×107
2.04 – 3.04 2.42 7.81×107 8.16×107 1.82×107
3.04 – 4.62 3.75 5.25×107 5.48×107 1.23×107
4.52 – 6.72 5.52 2.12×107 2.22×107 0.64×106
6.72 – 152.0 8.04 8.30×106 8.75×106 0.33×106
Notes: (a) This is the mean flux density in the bin.
our image is 18 µJy, while the r.m.s. noise towards the edge of the
field used to calculate the source counts is 90 µJy. Using Fig. 2
from Heywood et al. (2013), and converting to 610 MHz using a
spectral index of 0.75, we expect the uncertainty due to sample
variance on these observations to be ≈ 7 per cent (this remains re-
latively constant with flux density as the effective area covered by
our observations increases as flux density increases). This uncer-
tainty is included when calculating the overall uncertainty in our
source counts.
4.6 Other possible biases
Statistical fluctuations due to thermal noise can alter the flux dens-
ity of sources, causing them to be put into the ‘wrong’ bins (Ed-
dington Bias; Eddington 1913). Due to the shape of the source
counts this causes more sources to be scattered into a bin than out
of it, and therefore introduces a positive bias. This effect is only
significant near the detection limit of a survey. We follow Garn et
al. (2008a) and make no correction for Eddington Bias, but note
that this could cause the number of observed sources to be slightly
too high in the fainter bins.
4.7 Final source counts
The source counts are presented in Table 3 and are plotted in Fig. 9.
The Euclidean normalised counts are shown in Fig. 10. The points
are plotted at the mean flux density in each bin. The vertical er-
ror bars are the
√
n Poisson uncertainties combined in quadrature
with the resolution bias uncertainty (the difference between the two
possible correction factors described in Section 4.4) and the 7 per
cent uncertainty due to sample variance (see Section 4.5). The hori-
zontal error bars represent the bin widths. In Table 3 and Fig. 10 the
source counts are given both before and after the correction for res-
olution bias has been applied; this correction increases the source
counts by a small amount.
Previous 610-MHz GMRT source counts by Garn et al.
(2008b) and Ibar et al. (2009), as well as the 610-MHz counts from
the semi-analytic SKADS Simulated Skies (S3) produced by Wil-
man et al. (2008) are shown in Figs. 9 and 10 for comparison. The
Garn et al. source counts are from areas of 5 deg2 in the Lockman
Hole field, 9 deg2 in the ELAIS-N1 field (Garn et al. 2008a) and
4 deg2 in the Spitzer extragalactic First Look Survey field (Garn et
al. 2007). The Ibar et al. (2009) source counts are from 1 deg2 in
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Figure 8. The resolution bias correction factor c = 1/[1 − h(> Ψmax)] as a function of flux density. The left-hand panel shows two different versions of the
correction factor for each source; correction factors shown as ‘+′ (blue in the online version) are calculated using a variable θmed = 2(S 1.4 GHz)0.3 arcsec, while
the values shown as ‘×′ (red in the online version) used a constant θmed = 1.2 arcsec for S 1.4 GHz < 1 mJy (and the same variable θmed = 2(S 1.4 GHz)0.3 arcsec
for sources brighter than 1 mJy). The right-hand panel shows the mean of these two correction factors, which is applied to the counts.
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Figure 9. 610-MHz source counts. The result from this work is shown,
along with previous results from Garn et al. (2008b) and Ibar et al. (2009),
as well as from the Wilman et al. (2008) semi-analytic model (labelled S3).
the Lockman Hole. In all three cases the error bars plotted are the√
N Poisson errors.
The source counts show good agreement with these previous
results, except between 0.6 < S 610 MHz/mJy < 1.4, where our ob-
servations show values of S 5/2dN/dS which are higher by a factor
of ≈ 1.5 when compared to the other catalogues. Garn et al. (2008b)
compared the differential source counts from several different sur-
veys at 610 MHz and found a difference of a factor of two in
S 5/2dN/dS below 1 mJy, which shows that this sort of discrep-
ancy between source counts derived from different observations is
not unusual. There is also significant scatter in different measure-
ments of the differential source counts at 1.4 GHz, many of which
do not agree with each other within their respective errors (see e.g.
Huynh et al. 2005; Biggs & Ivison 2006; Condon 2007; Owen &
Morrison 2008). As discussed in Section 4.5, the expected uncer-
tainty in these counts due to cosmic variance estimated from the
Heywood et al. study is ≈ 7 per cent at the flux limit, which is
not large enough to account for the difference seen here. If these
discrepancies are not due to source clustering, other possibilities
include issues relating to calibration uncertainties, different meth-
ods for correcting for resolution bias (e.g. Bondi et al. 2008), or
uncertainties in the primary beam correction and smearing effects
(e.g. Fomalont et al. 2006).
The Wilman et al. (2008) simulation under-predicts the 610-
MHz source counts observed by both our results and those by Ibar
et al. below approximately 0.5 mJy by a factor of 1.4. This could
be because either the density of star-forming galaxies, or AGN (or
both) are under-estimated in the simulation. However, as we have
seen that differences of this order of magnitude between different
surveys are relatively common, this difference could be due to in-
strumental effects as discussed above, rather than a failure in the
simulation. (Massardi et al. 2010 also present source count models
at 610 MHz, but these do not go below a few mJy.)
5 SPECTRAL INDEX DISTRIBUTION
The spectral index of a source α, where S ∝ ν−α, can provide useful
information about its nature. Star-forming sources generally have
steep spectra, with spectral indices of α ≈ 0.7, due to synchro-
tron emission from supernovae (Condon 1992). AGN, however,
can display a wide range of spectral indices, from rising through
to very steep, depending on their structure and orientation with re-
spect to the observer (de Zotti et al. 2010). Classical double radio
galaxies (e.g. Fanaroff and Riley type I and II sources, Fanaroff &
Riley 1974) display powerful extended jets which produce steep-
spectrum (α > 0.5) synchrotron emission, while their cores have
much flatter spectra (α < 0.5) due to the superposition of many
synchrotron self-absorbed spectra. The overall spectral index of a
radio galaxy can inform us about the relative contributions of the
extended structure and the core to the total emission observed.
Whittam et al. (2013) studied the spectral index distribution
of sources selected from the 10C survey at 15.7 GHz and found
a significant change with flux density; above S 15.7 GHz ∼ 1 mJy
the sample was dominated by steep-spectrum sources, while at
S 15.7 GHz . 1 mJy sources with much flatter spectra dominated the
population. This showed that the nature of the population was chan-
ging as flux density decreased. Using the recent deeper extension
to the 10C survey (10C ultra-deep; Whittam et al. 2016b), along
with the GMRT observations described in this paper, we are able to
extend this study to fainter flux densities.
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5.1 Matching the catalogues
The GMRT observations described in this paper cover the deepest
part of the 10C ultra-deep observations in the AMI001 field. The
10C ultra-deep observations where made with the AMI Large Array
at 15.7 GHz and have a lowest r.m.s. noise of 16 µJy beam−1. The
AMI data (synthesised beam 30 arcsec) has a lower resolution than
the 610-MHz GMRT data (synthesised beam 7 arcsec). The 10C
ultra-deep catalogue contains 159 sources in the area covered by
the GMRT observations.
A match radius of 15 arcsec was used in the earlier work at
higher flux densities (Whittam et al. 2013), as this was found to
maximise the number of real associations while mostly avoiding
false matches. For consistency, the same match radius is used here.
133 out of the 159 10C sources have a match to the GMRT cata-
logue within 15 arcsec.
The difference in resolution between the 610-MHz and 15.7-
GHz observations can cause problems when matching the two cata-
logues, as sources which are unresolved in the AMI data may be re-
solved into several components in the GMRT data. We therefore ex-
tracted 2.5 arcmin ‘postage stamp’ images from the GMRT map at
the position of each 10C source and examined them by eye. If there
was only one GMRT source within 15 arcsec of the 10C source
and that GMRT source was flagged as a point source by the source
fitting algorithm then the flux density of that GMRT source was ac-
cepted as a match. If the GMRT source was extended, the GMRT
map was convolved with a 30 arcsec Gaussian, to create a map with
similar resolution to the AMI map (synthesised beam size 30 arc-
sec), and the flux density of the GMRT source was extracted from
the smoothed map using the aips task jmfit. If the GMRT source
was resolved into several components in the smoothed map, or jm-
fit did not converge (which was the case for a small number of
sources), then the flux density of the source was extracted from
the smoothed map by hand using the aips task tvstat down to the
2.5σ-level.
26 10C ultra-deep sources do not have a match in the GMRT
catalogue. The smoothed GMRT postage stamp images of these
sources were examined by eye to see if there was a source visible
which had fallen below the signal-to-noise threshold for inclusion
in the GMRT catalogue, nothing was detected at the positions of the
26 sources. Therefore, an upper limit on the 610-MHz flux density
of these sources was taken to be three times the local noise in the
smoothed postage stamp image (estimated with the aips task imean).
In order to increase the sample size and reduce the possible
effects of cosmic variance, spectral indices are also calculated for
sources in the second 10C ultra-deep field, the Lockman Hole field.
The 15.7-GHz observations in this field are less deep than those in
the AMI001 field, with a lowest r.m.s. noise of 21 µJy beam−1 as
opposed to 16 µJy beam−1, and cover a smaller area. To calculate
spectral indices, the 10C ultra-deep catalogue in the Lockman Hole
field is matched to the catalogue from a deep 1.4-GHz image of the
region observed with the Westerbork Synthesis Radio Telescope
(WSRT) (Guglielmino et al. 2012). The image has an r.m.s. noise
in the centre of 11 µJy and a synthesised beam size of 11×9 arcsec2.
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Figure 11. Distribution of spectral index between 610 MHz and 15.7 GHz
(α where S ∝ ν−α) of 15.7-GHz selected sources in the AMI001 field.
Values shown in white are upper limits, and could therefore move to the
left.
1.0 0.5 0.0 0.5 1.0 1.5
0
2
4
6
8
10
12
14
0. 08< S15. 7/mJy< 0. 25
Values
Upper limits
1.0 0.5 0.0 0.5 1.0 1.5
0
5
10
15
20
N
u
m
b
e
r 
o
f 
so
u
rc
e
s
0. 25< S15. 7/mJy< 0. 75
1.0 0.5 0.0 0.5 1.0 1.5
α15. 7GHz0. 61GHz
0
2
4
6
8
10
12
14
0. 75< S15. 7/mJy< 25
Figure 12. Distribution of spectral index between 610 MHz and 15.7 GHz
(α where S ∝ ν−α) for 15.7-GHz selected sources in the AMI001 field in
three different 15.7-GHz flux density bins. Values shown in white are upper
limits, and could therefore move to the left.
10-1 100 101
15.7-GHz flux density / mJy
0.0
0.2
0.4
0.6
0.8
1.0
1.2
M
e
d
ia
n
 α
10C LH
10C ultra-deep LH
10C ultra-deep AMI001
Figure 13. Median spectral index (α where S ∝ ν−α) in different 15.7-GHz
flux density bins for sources in the 10C ultra-deep surveys in the Lock-
man Hole and AMI001 fields, and for 10C sources from Whittam et al.
(2013). For the two Lockman Hole samples spectral indices are between
1.4 and 15.7 GHz while for the AMI001 field they are between 610 MHz
and 15.7 GHz. Medians are calculated using survival analysis to take into
account upper limits.
This WSRT catalogue was matched to the original 10C catalogue
by Whittam et al. (2013) using a match radius of 15 arcsec, and we
follow the same procedure here when matching it to the 10C ultra-
deep catalogue. The resolutions of the two catalogues are similar so
there are fewer potential pitfalls when matching these catalogues.
There are 137 sources in the 10C ultra-deep Lockman Hole
field (this includes 58 sources in the original 10C catalogue), 131
of which have a match in the WSRT catalogue within 15 arcsec.
Several sources are flagged as having multiple components in the
WSRT catalogue; these sources were examined by eye to determ-
ine whether they are also resolved into multiple components in the
10C ultra-deep catalogue. This was found to be the case in most
instances so the flux densities of the separate components were
used; for the remaining sources the flux densities of the 1.4-GHz
components were combined. WSRT images of the six unmatched
sources were examined by eye and in no case was a source vis-
ible below the detection threshold; an upper limit of three times the
local noise was therefore placed on the 1.4-GHz flux densities of
these sources.
5.2 The spectral index distribution
The spectral index distribution of all 159 sources in the 15.7-GHz
selected sample in the AMI001 field is shown in Fig. 11. Upper
limits are plotted for the 26 sources without a counterpart in the
GMRT catalogue and are shown in white, these values could there-
fore move to the left. The median spectral index for the sample is
0.52 ± 0.05. Throughout this section, the median values are cal-
culated using the asurv Rev. 1.2 package which takes into account
upper limits by implementing the survival analysis methods presen-
ted in Feigelson & Nelson (1985).
The sample is split into three separate flux density bins in
Fig. 12, which shows that the highest flux-density bin (0.75 <
S/mJy < 25) has a higher proportion of steep spectrum sources
than the two lower flux density bins, in which there are increasing
numbers of flat-spectrum sources. This result is shown more clearly
in Fig. 13, which shows the median spectral index in several 15.7-
GHz flux density bins. The 10C ultra-deep Lockman Hole sample
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Figure 14. Fraction of steep-spectrum (α > 0.5) sources in different 15.7-
GHz flux density bins for 10C ultra-deep sources in the Lockman Hole and
AMI001 fields, and for 10C sources from Whittam et al. (2013). For the
two Lockman Hole samples α15.71.4 is used while for the AMI001 field α
15.7
0.61
is used.
and the original 10C results from Whittam et al. (2013) are also
shown in this figure. Note that for the two samples in the Lock-
man Hole the spectral indices are between 1.4 GHz and 15.7 GHz
(α15.71.4 ), while for the AMI001 field they are between 610 MHz and
15.7 GHz (α15.70.61). Fig. 13 shows that the median spectral index de-
creases (indicating that the source spectra become flatter) as the
flux density decreases, and that the median spectral index remains
less than 0.5 down to S 15.7 GHz = 0.1 mJy. There is, however, signi-
ficant scatter in the median spectral indices from the three samples,
particularly around S 15.7 GHz = 1 mJy. Fig. 14 shows the fraction
of steep-spectrum (α > 0.5) sources in the same flux density bins
for the three samples and indicates that the proportion of steep-
spectrum sources decreases as flux density decreases.
These results suggest that star-forming galaxies are not mak-
ing a significant contribution to the 15.7-GHz source population
at flux densities down to S 15.7 GHz ∼ 0.1 mJy, as these sources
typically have steeper spectra (with α ≈ 0.75). This is consistent
with the conclusions of Whittam et al. (2016b), who used the 10C
ultra-deep data to calculate the 15.7-GHz source counts down to
0.1 mJy and found no evidence for the emergence of a significant
new population of sources, such as star-forming galaxies. It is in
contrast to the predictions made by the SKADS Simulated Skies
(Wilman et al. 2008), which predicts that 20 per cent of the sources
with 0.1 < S 18 GHz/mJy < 0.3 should be star-forming galaxies. It
seems that star-forming galaxies are not contributing to the high-
frequency source population at the levels predicted by the simula-
tion.
Assuming they have steep spectra, the population of star-
forming galaxies which are responsible for the inflection in the
1.4-GHz source counts observed at 1 mJy (e.g. Jarvis & Rawlings
2004; Seymour et al. 2008) should begin to contribute to the 15.7-
GHz source counts at around S 15.7 GHz = 0.1 mJy, the limit of this
study. Extending this work to fainter flux densities should therefore
allow us to detect these star-forming galaxies, and see whether or
not they contribute to the high-frequency sky at the levels expected
at fainter flux densities. We refer the reader to Section 7 of Padovani
(2016) for a recent review of the future prospects for studying the
faint radio sky with upcoming surveys.
6 CONCLUSIONS
We have made new 610-MHz observations with the GMRT of
0.84 deg2 with a lowest r.m.s. noise of 18 µJy beam−1. The dif-
ferential source counts derived from these observations between
0.1 < S 610 MHz/mJy < 10 are in agreement with other work within
the expected scatter between different surveys. The SKA Simulated
Skies underestimate the Euclidean normalised source counts by a
factor of 1.4 at S 610 MHz < 1 mJy; however as this difference is a
similar order of magnitude to the scatter found between different
surveys, it could be due to cosmic variance and instrumental effects
rather than a failure in the model.
These deep 610 MHz observations enable us to investigate the
spectral index distribution of an unique sample of radio sources se-
lected at 15.7 GHz. We find that this population continues to be
dominated by flat spectrum sources down to S 15.7 GHz = 0.1 mJy,
with a median spectral index of 0.32 ± 0.14 between 0.08 <
S 15.7 GHz/mJy < 0.2. This suggests that star-forming galaxies make
no significant contribution to this population. This is in agreement
with a recent study of the source counts of this sample (Whittam et
al. 2016b) and provides further evidence that the SKA Simulated
Skies do not accurately model the radio source population at high
frequencies.
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