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Resumen 
El Total Focusing Method es una técnica que para un phased array recoge de forma 
separada todas las señales individuales que intervienen en el proceso de generación de 
imagen, e implementa sobre todas ellas un proceso de conformación de haz que 
permite focalizar de forma dinámica la imagen tanto en emisión como en recepción. 
Esta técnica proporciona la máxima calidad que es posible obtener pero implica un alto 
coste computacional que en muchas ocasiones limita su uso práctico en aplicaciones 
de campo e imposibilita su desarrollo en tiempo real. 
El presente trabajo estudia la paralelización de los procesos de conformación de haz de 
la imagen ultrasónica para su implementación con técnicas de GPGPU. Se presentan 
aspectos prácticos de su implementación y se estudian los compromisos que se 
establecen entre la calidad de la imagen y el tiempo a partir del número de señales 
involucradas y las dimensiones de la imagen deseada. Los resultados obtenidos, 
implementados sobre tarjetas NVIDIA Quadro y GeForce, muestran que mediante el 
uso de la GPU es posible reducir en varios órdenes de magnitud el tiempo de 
generación de la imagen acercándonos al tiempo real y proporcionando la máxima 
calidad posible. 
  




Total Focusing Method is a technique that using a phased array separately collects all 
the individual signals involved in the image generation stage and implements a 
beamforming process that allows dynamic focusing in emission and reception. This 
technique provides the highest quality that is possible to obtain although it also 
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involves a high computational cost. This often limits its practical use in field 
applications and precludes real-time development. 
This work studies the parallelization of the beamforming processes for ultrasonic 
imaging and its implementation using GPGPU techniques. We present practical 
implementation aspects and we examine the commitments established between 
image quality and time from the number of signals involved and the desired image 
dimensions. The experimental results obtained, which are implemented on NVIDIA 
Quadro and GeForce graphic cards, show that the use of GPU technology can reduce, 
in more than one order of magnitude, the execution times of image generation making 
possible the development of real time imaging systems and providing the highest 
quality. 
 
Keywords: parallel algorithms, ultrasonic imaging, digital signal processing. 
 
1. INTRODUCCIÓN 
El término imagen ultrasónica hace referencia a aquellas imágenes generadas por la 
composición de las señales de eco obtenidas por las diferencias de impedancia 
acústica que encuentra una onda mecánica de frecuencia ultrasónica cuando atraviesa 
un material. Para crear una imagen ultrasónica se requiere un conjunto de 
transductores organizados en un array, que junto con la electrónica de excitación de 
los mismos, la de recepción y una etapa de procesamiento componen el sistema de 
imagen ultrasónico y determinan las características finales de la imagen [1,2]. 
Una alternativa al empleo de sistemas paralelos phased array son las técnicas de 
apertura sintética, que originariamente se plantearon como soluciones para la 
reducción de la complejidad del sistema de imagen. Se basan en la captura 
independiente,  a partir del disparo de cada elemento, de la totalidad o parte de las 
señales recibidas por los elementos que forman la apertura componiendo una imagen 
de características similares a la producida con un phased array. Actualmente se usan 
por la gran calidad de imagen que son capaces de proporcionar [3-4].  
El Total Focusing Method o TFM [5] es una de las técnicas de imagen con las que se 
obtiene una mayor calidad. Se trata de una técnica de post-procesamiento que utiliza 
todo el conjunto de señales adquiridas por el sistema y hace uso por tanto, de todos 
los elementos en el array para focalizar en cada punto de la imagen. Como principal 
ventaja está el hecho de permitir compensar emisión y recepción simultáneamente 
ofreciendo la mejor resolución posible y un muy buen margen dinámico. El principal 
problema es que el volumen de señales es alto (considerando un array de 128 
elementos esto supone un total de 16384 señales) lo que ocasiona un coste 
computacional elevado y un uso prohibitivo para sistemas en tiempo real. 




Recientemente los fabricantes de hardware han dotado a las GPUs con nuevas 
funcionalidades de programación. Las tarjetas gráficas se han convertido no solo en 
procesadores gráficos, sino también en pequeñas unidades de computación general 
que ahora están disponibles para cualquier persona con un PC convencional o un 
portátil. Aumentan la velocidad y la potencia de cálculo en otros campos de trabajo 
que difieren de las aplicaciones gráficas tradicionales. Este nuevo paradigma se ha 
denominado Computación de Propósito General en Unidades de Procesamiento 
Gráfico, o GPGPU.   
NVIDIA fue la primera empresa en el mercado en agregar este nuevo concepto de 
programación [6]. Hoy en día, sus GPUs pueden ser programadas directamente usando 
diferentes interfaces de programación de aplicaciones o APIs, como CUDA (Computed 
Unified Device Architecture) [7] un estándar desarrollado por NVIDIA; u OpenCL [8] un 
nuevo estándar en la industria que permite un computo paralelo heterogéneo entre 
CPUs y GPUs. De esta manera es posible explotar el poder computacional de las GPUs 
simplemente codificando nuestros algoritmos en código C y ejecutándolos en cientos 
de hilos de cómputo paralelo dentro de la GPU. 
 
En este trabajo se presenta el uso de hardware gráfico como herramienta eficaz en el 
desarrollo de sistemas ultrasónicos y concretamente en los procesos de conformación 
de haz, con el objetivo de reducir el alto coste asociado al post-procesamiento y 
facilitar su implementación en sistemas en tiempo real. Asimismo, se propone una 
solución que mantiene un buen compromiso entre precio y rendimiento. 
 
2. TOTAL FOCUSING METHOD  
El conjunto completo de los datos para un array de 𝑁 elementos tiene un tamaño 
conocido siendo una matriz de 𝑁 × 𝑁 señales, una por cada posible combinación de 
elemento emisor y receptor. Este conjunto de datos es comúnmente conocido en la 
bibliografía como Full Matrix y el procedimiento para obtenerlo se suele llamar FMC 
(Full Matrix Capture) [4,5]. Todos los posibles algoritmos de conformación de imágenes 
pueden ser implementados procesando en mayor o menor medida la matriz completa 
de señales. 
Fig. 1. Diagrama esquemático del Total Focusing Method 
Focos 
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Como se ha comentado anteriormente, el método TFM focaliza el haz en cada punto 
de la región a inspeccionar. A continuación se discretiza la región (en el plano x-z) en 
una rejilla espacial de puntos (figura 1). Las señales de todos los elementos del array se 
suman entonces para sintetizar un foco en cada punto de la rejilla espacial. La 
intensidad de la imagen 𝐼(𝑥, 𝑧) en cualquier punto de la región viene dada por [5]: 
donde ℎ𝑒,𝑟(𝑡) es la transformada de Hilbert de la señal perteneciente a los elementos 
emisor y receptor 𝑒, 𝑟 respectivamente, 𝑥𝑒 y 𝑥𝑟  son las coordenadas del los elementos 
del array, 𝑐 es la velocidad en el medio y (𝑥, 𝑧) son las coordenadas del punto en la 
rejilla espacial. Esta suma se lleva a cabo por cada combinación de elemento emisor-
receptor y por tanto utiliza la cantidad máxima de información disponible en cada 
punto. 
Por tanto, esta técnica proporciona la máxima calidad que es posible obtener aunque 
implica un alto coste computacional que en muchas ocasiones limita su uso práctico en 
aplicaciones de campo e imposibilita su desarrollo en tiempo real. A partir de la 
ecuación (1) se observa como esta función es independientemente ejecutada muchas 
veces sobre datos diferentes lo que hace de los procesos de conformación de haz unos 
buenos candidatos a ser ejecutados en una GPU como veremos más adelante. 
 
3. SISTEMA DE IMAGEN  
3.1 Adquisición 
Un diagrama del sistema de imagen puede verse esquemáticamente representado en 
la figura 2. El sistema consta de dos partes claramente diferenciadas: el subsistema de 
adquisición y el subsistema de procesamiento.  
Fig. 2. Representación esquemática del sistema de adquisición 
Por un lado, el sistema de adquisición se basa en un equipo comercial SITAU (fabricado 
por Dasel Sistemas, España) que contiene de 128 canales paralelos en emisión y que se 
comunica con el PC mediante un puerto USB. El sistema SITAU dispone de un 
procesador que gestiona el proceso de adquisición y permite programar la adquisición 
              𝐼(𝑥, 𝑧) = � � ℎ𝑒,𝑟 ��(𝑥𝑒 − 𝑥)2 +  𝑧2 + �(𝑥𝑟 − 𝑥)2 +  𝑧2𝑐 �
𝑝𝑎𝑟𝑎 𝑡𝑜𝑑𝑜 𝑒,𝑟 � (1) 
Sistema de 
adquisición Array 
PC + GPU 




continua de un Full Matrix Array. El PC se ocupa de recoger los datos conforme se van 
produciendo a partir del bus USB 2.0. Se ha empleado un array lineal de 128 elementos 
con una frecuencia central de 5 𝑀𝐻𝑧 (fabricado por Imasonic, Francia) con una 
separación entre elementos o pitch igual a 0.6 𝑚𝑚 que aseguran una supresión de los 
lóbulos de rejilla en aluminio. 
 
3.2 Conformación de haz basada en hardware grafico  
El resto del sistema se compone fundamentalmente de una GPU que se encarga de 
copiar las señales adquiridas desde la CPU a la memoria de la tarjeta gráfica y de 
procesarlas adecuadamente siguiendo el algoritmo encargado de los procesos de 
conformación de haz. Por último, las imágenes generadas se representan por pantalla. 
Antes de discutir la implementación especifica de nuestro conformador de haz, es 
necesario comentar brevemente algunos aspectos acerca de la arquitectura de las 
tarjetas graficas, su modelo de programación y de mostrar algunos detalles prácticos 
sobre como paralelizar los algoritmos en este tipo de hardware. 
  
3.2.1 Computación paralela en GPU  
Aunque no es necesario conocer la arquitectura hardware de una GPU para programar 
sobre ella, si que es apropiado comprender sus principales características para obtener 
el mayor beneficio posible. En esencia, una GPU se compone de una serie de 
multiprocesadores (MPs) compuestos por 8 procesadores escalares (SPs). Además, 
cada MP contiene pequeña memoria compartida de muy baja latencia y alto ancho de 
banda, similar a una cache de primer nivel de una CPU. Tanto la GPU como la CPU 
gestionan su propia memoria.  
El concepto fundamental del modelo de programación CUDA es trabajar con cientos de 
hilos que ejecutan la misma función pero con diferentes datos. Por tanto, una 
aplicación se organiza como un programa secuencial en la CPU que incluye funciones 
especiales, llamadas kernels, que son ejecutadas varias veces sobre diferentes datos. El 
programador organiza los datos a procesar por un kernel en estructuras lógicas que 
consisten en bloques de hilos y rejillas de bloques. Así, una rejilla o grid es una 
estructura 1D, 2D o 3D de bloques y un bloque es una estructura 1D, 2D o 3D de hilos. 
Únicamente se puede definir un grid dentro de un kernel. A modo de ejemplo, la figura 
3 muestra la ejecución de un programa escrito en CUDA donde se han programado dos 
kernels donde el primero esta formado por un grid de [2 × 3] bloques y el segundo de [2 × 2] bloques de 2x6 hilos cada uno respectivamente. 
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Fig. 3. Estructuras lógicas de bloques y rejillas. El código secuencial se ejecuta en la 
CPU mientras que el código paralelo lo hace sobre la GPU 
Existen diferentes tipos de memoria disponible en CUDA definidas para diferentes usos 
en los kernels. Desafortunadamente, una implementación directa de los algoritmos 
diseñados para CPU a GPU no es normalmente la mejor opción. Es importante 
enfatizar que las transacciones entre CPU y GPU son lentas, por lo que deben ser 
minimizadas lo máximo posible para mejorar el rendimiento global. Además, la 
memoria del dispositivo es limitada por lo que en muchos casos puede ser necesario 
tener que reducir el volumen de datos que se debe procesar en paralelo. Asimismo, el 
tiempo de lectura desde memoria global es lento y por tanto se recomienda usar 
algunos otros mecanismos para acelerar las lecturas, como la memoria de textura (que 
esta cacheada) o la memoria compartida siempre que sea posible [6]. Finalmente, 
simplificar las operaciones por hilo, minimizar las escrituras a memoria de la GPU y 
homogeneizar el tiempo de ejecución de todos los hilos puede resultar muy 
beneficioso en la programación sobre GPUs.  
De esta manera podemos decir que aquellas funciones que son independientemente 
ejecutadas muchas veces sobre datos diferentes, como es el caso de los procesos de 
conformación de haz, son buenos candidatos a ser ejecutados en una GPU. En nuestro 
caso, las operaciones a realizar son simples: sumas y multiplicaciones con los datos 
almacenados. El principal problema es encontrar la mejor estrategia para paralelizar 
los algoritmos y así obtener el máximo beneficio del poder computacional de la GPU. 
En este contexto, presentamos aquí la solución que hemos encontrado para nuestro 
sistema basado en la composición de imagen sobre GPU. 
 
3.2.2 Paralelización del conformador 
La implementación del conformador en GPU requiere el desarrollo de una serie de 










sea necesario. En este trabajo se ha diseñado una solución específica para cada paso 
del algoritmo para maximizar la eficiencia en GPU. Para comprender las estrategias de 
paralelización empleadas a continuación se describen en profundidad las etapas y los 
aspectos prácticos de las mismas (figura 4). 




Fig. 4. Conformación de haz implementado en GPU 
Como se puede ver, lo primero que se hace es copiar el conjunto completo de señales 
desde la CPU a la GPU. Recordemos que en nuestro ejemplo 𝑁𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑜𝑠 = 128.  
Debido a que esta transacción es lenta, es recomendable copiar todas las señales al 
mismo tiempo en lugar de ir una por una. 
A continuación las señales se filtran para eliminar los diferentes off-sets introducidos 
durante la etapa de captura y para reducir el ruido que resulta muy beneficioso para 
las etapas posteriores. Para ello se crea un hilo de ejecución en GPU por señal 
almacenada (kernel 1), de tal manera que cada hilo se encargue de filtrar una señal (de 
un total de 𝑁𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑜𝑠 × 𝑁𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑜𝑠  , en el ejemplo que aquí consideramos son 16384 
señales) organizados en un grid de [𝑁𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑜𝑠/ 𝑇𝑏𝑙𝑜𝑞𝑢𝑒 ×  𝑁𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑜𝑠] bloques siendo 
𝑇𝑏𝑙𝑜𝑞𝑢𝑒 = 64 hilos. Previamente, los datos de las señales se han cargado en memoria 
de textura.  
Después se aplica la transformada de Hilbert a cada señal filtrada para poder obtener 
las señales analíticas. En este caso, se usan algoritmos para el cálculo de FFTs 
optimizados en GPU (librería CUFFT [7]) para calcular la IFFT del producto entre las 
señales y el transformador de Hilbert. Con estas librerías no es necesario preocuparse 
de la estrategia de paralelización puesto que ellas son responsables de adecuar el 
algoritmo lo mejor posible. Las señales resultantes (F+Q en la figura 4) se almacenan 
en memoria de textura para la próxima etapa. 
El paso mas importante es la conformación (delay and sum). Debido a que las 
operaciones por pixel son totalmente independientes se optó por paralelizar a nivel de 
  GPU 
     KERNEL 1                              HILBERT FFT                         KERNEL 2: DAS                      VISUALIZACIÓN 
  MEMORIA DE LA GPU 
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pixel de la imagen. Para una imagen de dimensiones 𝐷𝑖𝑚𝑥  y 𝐷𝑖𝑚𝑧 esto significa que 
un hilo calcula el valor correspondiente en ese punto de la imagen lanzando un total 
de 𝐷𝑖𝑚𝑥 ×  𝐷𝑖𝑚𝑧 hilos organizados en un grid de [𝐷𝑖𝑚𝑥/ 𝑇𝑏𝑙𝑜𝑞𝑢𝑒 × 𝐷𝑖𝑚𝑧] bloques y 
fijando el tamaño de bloque  𝑇𝑏𝑙𝑜𝑞𝑢𝑒 = 128 hilos (kernel 2). El cálculo de las lentes se 
computa dinámicamente para cada pixel cada vez evitando las transacciones de 
memoria CPU-GPU lo que permite incrementar el rendimiento y adecuar la imagen 
rápidamente a operaciones de zoom y/o desplazamiento. Posteriormente, el valor de 
la muestra de señal se obtiene de las señales complejas mediante una función de 
interpolación (trabajando separadamente con los componentes de fase y cuadratura). 
Por ultimo,  se calcula el modulo del valor complejo resultante obteniendo de ese 
modo el valor del pixel de la imagen de la envolvente y se almacena en la memoria 
global de la tarjeta gráfica. 
Finalmente, la imagen generada se visualiza por pantalla (puede existir una conversión 
previa a decibelios si se desea mostrar en ese tipo de escala) usando la librería gráfica 
OpenGL. Entonces un nuevo conjunto actualizado de señales se copian desde CPU a 
GPU y el proceso vuelve a empezar. 
 
4. RESULTADOS 
Para testear los algoritmos paralelos desarrollados, se ha utilizado una tarjeta NVIDIA 
GeForce GTX 295 formada por 240 cores con 1GB de memoria global. Se ha instalado 
en un PC de 4-cores y procesador Intel Q9450 2.66 GHz con 4GB de RAM. 
Tabla 1. Tiempos de ejecución del conformador en CPU 
 CPU 
Operaciones en muestras  
Copia de las señales - 
Filtrado 54.48 ms 
Transformada de Hilbert 21.64 ms 
 Dimensiones de la imagen 
 300x300 500x500 700x700 
Operaciones en pixeles    
DAS y Envolvente 2281.64 ms 6451.80 ms 10942.25 ms 
Visualización 0.34 ms 0.47 ms 0.65 ms 
Tiempo 2358.12 ms 6528.41 ms 11019.05 ms 
 
Una evaluación sobre los tiempos de la etapa de reconstrucción de la imagen se ha 
llevado a cabo usando precisión simple. Las tablas 1 y 2 muestran respectivamente el 
desglose de tiempos obtenidos usando la CPU y la GPU para diferentes tamaños de 
imagen y un conjunto de señales igual a Nelementos ×  Nelementos = 16384  de longitud Lseñal = 1024 muestras.  




Tabla 2. Tiempos de ejecución del conformador en GPU 
 GPU 
Operaciones en muestras  
Copia de las señales 5.60 ms 
Filtrado 1.32 ms 
Transformada de Hilbert 0.92 ms 
 Dimensiones de la imagen 
 300x300 500x500 700x700 
Operaciones en pixeles    
DAS y Envolvente 30.78 ms 175.90 ms 342.71 ms 
Visualización 0.12 ms 0.19 ms 0.25 ms 
Tiempo 38.74 ms 183.93 ms 350.80 ms 
Los resultados obtenidos muestran una mejora considerable en tiempo cuando 
operamos sobre la GPU. Como se puede observar, la frecuencia de trama obtenida 
para una imagen de 300 ×  300 pixeles es de 25 imágenes por segundo en el caso de 
la GPU en comparación con las 0.42 imágenes por segundo en el caso de la CPU.  En 
este sentido si las imágenes son grandes las diferencias pueden llegar a ser de varios 
órdenes de magnitud.  
Fig. 5. Imágenes obtenidas con TFM (300 ×  300 pixeles). Rango dinámico −50 𝑑𝐵 
Por último, la figura 5 muestra varias capturas de imágenes calculadas en GPU. Las 
imágenes corresponden a una pieza de aluminio (𝑐 = 6.300 𝑚/𝑠) que contiene dos 
taladros separados 2 𝑚𝑚 entre sí repartidos a diferentes profundidades. El array lineal 
que se ha utilizado es de 128 elementos con una frecuencia central 𝑓𝑐 = 5 𝑀𝐻𝑧 y una 
separación entre elementos 𝑝𝑖𝑡𝑐ℎ = 0.6 𝑚𝑚. Debido a que la lente se calcula de 
forma dinámica dentro del mismo kernel, las operaciones de zoom y desplazamiento 
en la imagen tienen un coste nulo, presentando las imágenes un aspecto suavizado y 
preservando las características de la imagen original. 
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Una de las características de la generación de imagen ultrasónicas es que requiere de 
un alto paralelismo, pues se necesita aplicar un conjunto de algoritmos de 
procesamiento a una gran cantidad de señales digitalizadas y a un denso volumen de 
puntos espaciales. En este trabajo se ha explorado el paralelismo de las GPUs, para 
reducir el tiempo de procesamiento durante la etapa de conformación de la imagen. 
Utilizando una tarjeta gráfica sencilla equipada con tecnología NVIDIA CUDA, los 
resultados experimentales muestran unas buenas tasas de imagen Por tanto, la 
paralelización en GPU constituye un excelente método para acelerar la formación de la 
imagen a alta velocidad y a bajo precio y complejidad, que puede aplicarse a otros 
muchos casos de estudio.  
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