Abstract : This paper proposes a new analytical method for stability and control performance of a robust model reference adaptive control system (MRACS). In the past studies, the following analytical policy has been adopted, that is, deriving tight and quantitative conditions for a stable robust MRACS is not important since those conditions depend on unknown factors such as the transfer characteristic of the controlled object. As a result, the most important things about stability and control performance disappear in algebraic calculations based on many inequalities. Naturally, it is not easy to answer the following questions. How is the stabilization of a robust MRACS achieved? What can we prepare for design of a robust MRACS which has a sufficient stability margin and a better control performance? The motivation of this paper is to answer these questions. For the purpose, this paper defines a desired system for the model reference control, and uses an analytical model parameterized with the desired controller parameters. Especially in a main loop analysis, a certain equivalent feedback system is derived, and the stability of a robust MRACS is explained with an expanded notion of the L 2 stability. According to this method, it is possible to understand stabilization of a robust MRACS. Furthermore, some useful findings for design of a robust MRACS can be obtained from the results of analysis and a numerical simulation.
Introduction
A model reference adaptive control system (MRACS) is designed to achieve the model reference control (MRC) adaptively when the transfer characteristic of a controlled object is unknown and/or changes greatly. The MRC is known as a method of making a control variable track to a desired signal generated as an output of stable reference model ( [1] Chap. 6. 3). The controller in an MRACS has adjustable parameters and those are updated by an adaptive law. It is possible to design a stable MRACS under the environment that there are no uncertainties such as measurement noise, system disturbances and the gap among the degree and/or relative degree of the controlled object and those estimates. However, if that situation is broken, an MRACS may be unstable since the adjustable parameters may not correctly updated ( [1] Chap. 8. 3). The MRACS whose adaptive law is modified to be robust to those uncertainties is especially called a robust MRACS ( [1] Chap. 8. 5) .
The studies to analyze stability and control performance of a robust MRACS have a long history (for instance, it is surveyed in [1] , [2] ). This may be due to the fact that it is not easy to find a Lyapunov function for a robust MRACS since its feedback system consists of an adaptive loop as well as a main loop. Under these situations, the analytical method proposed by Ioannou et al. [3] seems useful because it does not impose a certain condition on the relative degree of the controlled object, and it is regarded as an expanded idea of the L 2 stability [4] and the * Doctoral Course in Equipment and Structural Engineering, National Defense Academy (NDA), 10-20, Hashirimizu 1-chome, Yokosuka, Kanagawa 239-8686, Japan * * Department of Electrical and Electronic Engineering, NDA, Japan E-mail: g47092@nda.ac.jp (Received May 6, 2010) (Revised September 27, 2010)
integral input to state stability [5] . However, Ioannou et al. have adopted the following analytical policy, that is, deriving tight and quantitative conditions for a stable robust MRACS is not important since those conditions depend on unknown factors such as the transfer function of the controlled object ( [1] , Remark 9. 3. 4). As a result, the most important things about stability and control performance disappear in algebraic calculations based on many inequalities. Naturally, it is not easy to answer the following questions. How is the stabilization of a robust MRACS achieved? What can we prepare for design of a robust MRACS which has a sufficient stability margin and a better control performance? The motivation of this paper is to answer these questions.
The robust MRACS considered in this paper consists of a continuous-time linear time-invariant controlled object, and an adaptive controller based on the CE (Certainty Equivalent) or DyCE (Dynamic CE) principle [6] whose adjustable parameters are updated by an adaptive law or a high order tuner with the deadzone. This paper defines a desired system for the MRC, and uses an analytical model parameterized with the desired controller parameters. Especially in the main loop analysis, a certain equivalent feedback system is derived, and stability of the robust MRACS is explained with an expanded notion of the L 2 stability. According to this method, the stabilization of the MRACS can be considered simpler and like other non-linear feedback systems [4] . Furthermore, the following findings for design of the MRACS can be obtained from the results of the analysis. (i) A sufficient condition for the stable MRACS is quantitatively given as a certain inequality condition which depends on the property of the controlled object, system disturbances, measurement noise and the design parameters of the adaptive controller. This specifies a trade-off relation among them for the stable MRACS. (ii) The lower bound of the setting range of the dead-zone width gives an optimal performance in the meaning that the upper bound of the tracking error is asymptotically minimized. (iii) The class of controlled objects for the stable MRACS is broader than that in the past study [7] . This paper is organized as follows. Section 2 sets a problem formulation. The main results are presented in Section 3. Section 4 concludes this paper.
[Notation] Symbols written in the bold face mean vectors or matrices. For a = [a 1 , a 2 , · · · , a n ] T ,ā means [a 2 , a 3 , · · · , a n ]
T . (W(s)[x])(t) shows the output of the system whose transfer matrix function is W(s) and the input vector signal is x(t). For a natural number j and design parameters λ, σ h > 0, x [ j] (t) and 
Problem Formulation
The controlled object and the robust adaptive controller are explained in turn. Secondarily, the outlines of the past studies [3] , [7] and motivation of this paper are revealed.
Controlled Object
The controlled object is a single-input single-output continuous time linear time-invariant system shown as Fig. 1 . where y c (t) is the controlled variable, y o (t) is the measurement value of y c (t), u c (t) is the controller output, d u (t) is the input disturbance, d y (t) is the output disturbance, and d o (t) is the measurement noise. The transfer function N p (s)/D p (s) is assumed to be strictly proper without loss of generality and its degree, and relative degree are n p and n * p respectively. The controlled object is assumed that 
Robust Adaptive Controller
The control input is synthesized as follows.
T ;θ u (t),θ y (t) ∈ R n are adjustable parameters. ζ(t) and the desired signal y m (t) are defined as
where n and n * are the estimates of n p and n * p . The reference model N m (s)/D m (s) is asymptotically stable. The signal r(t) is a piecewise continuous and uniformly bounded signal. When f (t) is identically 0, u c (t) is based on the CE principle. On the other hand, u c (t) is based on the DyCE principle when f (t) is defined as f (t) :
[n * −i] (t) which is derived from the surrogate model control [6] . Figure 2 shows a block diagram of the system whose control input is u c (t) of (1). It is possible to design an adaptive law to achieve lim t→∞ On the other hand, a robust adaptive law is used for the update ofθ(t) in order to guarantee the stability of an MRACS if the assumptions from (i) to (iii) are broken. The adaptive law or high order tuner with the deadzone are defined as follows. θ 1 (t) := P(φ 1 (t) ) ; P(φ 1 (0) ) 0 ( 7 )
where P(·) is a projection function forθ 1 (t) 0. The positive constant γ 1 and positive definite matrixΓ := diag{γ 2 , γ 3 , · · · , γ 2n } are design parameters. The cost function J(θ(t), t) and the switching function s d (t) in order to realize dead-zone type robust adaptive law are designed as follows.
(a) When the control input is based on the CE principle,
where σ h and g 0 are positive design parameters. This robust adaptive law stops the update ofθ(t) if J 1/2 (θ(t), t) ≤ g 0 holds. A normalizing signal N(t) is defined as follows.
where ρ and σ N (< 2λ) are positive design parameters. (b) When the control input is based on the DyCE principle,
where σ d > 0 is a design parameter. The high order tuner based on J 3 (θ(t), t) and s d (t) of (18) makes it possible to generate the n * th time derivatives ofθ(t) without time derivative of y o (t) [8] .
For example, a robust adaptive law based on J 1 (θ(t), t) can be defined as follows.
A concrete robust adaptive laws based on J 2 (θ(t), t) or J 3 (θ(t), t) can be designed similarly ([1] Chap. 8. 5, [8] ).
(Notice 1) A realization of the above adaptive law needs an assumption about θ 1, min and θ 1, max . That condition is assumed in the later section. Figure 3 shows a block diagram of the robust MRACS considered in this paper. [3] , [7] and the Motivation of this Paper
Outlines of the Past Studies

Ioannou et al. have shown that a robust MRACS is stable if
c > 0 is a finite constant and v(·) ∈ L 2δ means that v t 2δ is uniformly bounded (see appendix A). The L 2 and L ∞ properties of the signals such asθ(t) andθ(t) play an important role in showing v(·) ∈ L 2δ . The conditions for v(·) ∈ L 2δ are derived in the process of evaluating v t 2δ , and the control performance is evaluated from the result of the stability analysis. Suzuki et al. modified the Ioannou's analytical manner for an adaptive law with the deadzone [7] .
Ioannou et al. have adopted the following analytical policy, that is, deriving tight and quantitative conditions for v(·) ∈ L 2δ is not important because those conditions depend on unknown factors such as
. For this policy, the conditions for v(·) ∈ L 2δ are derived with many inequalities. Naturally, it is not easy to answer the following questions. How is the stabilization of a robust MRACS achieved? What can we prepare for design of a robust MRACS which has a sufficient stability margin and a better control performance? This is due to the fact that the most important things about the stability and control performance disappear in such algebraic calculations. The motivation of this paper is to answer these questions. For this end, this paper proposes a new analytical method to show v(·) ∈ L 2δ .
Main Results
Before analyzing a stability of the robust MRACS, a desired system for the MRC is defined, and y o (t) is parameterized with the desired controller parameters. The stability analysis is divided into two phases, that is, an analysis of the adaptive loop and an analysis of the main loop. Finally, some findings for design of the robust MRACS are derived from the results of analysis and a numerical simulation.
Definition of a Desired System for the MRC
Let us assume the following condition first. (A5) There exists some set Θ s of θ, where Θ s is defined as
}. This is regarded as a general well-posed condition for the existence of stabilization controller withθ(t) ≡ θ (const.) in the system shown in Fig. 2 . The stability analysis comes to nothing if Θ s does not exist. Then, let us assume (A5) here. (Notice 2) Clarifying the condition for (A5) or developing the method for the check of (A5) is significant and open studies.
The controller parameters of a desired system for the MRC is defined as follows.
where η (θ, t) is defined corresponding to J(θ(t), t) as follows.
The cost function η(θ, t) depends on θ under the MRC law; where (A, b, c) is the system matrix for the minimal realization of the controlled object and x(0) is the initial value of internal state corresponding to the realization.
Furthermore, let us assume the following condition.
This assumption is required for the realization of the projection algorithm defined by (19) ∼ (22).
Parameterization of y o (t)
The signal y o (t) can be parameterized with θ * as follows.
where, w Δ (θ * , t) and w d (t) are defined as follows.
the remaining signals which represent the uncertainties. This analytical model of (30) is used in the following analyses.
Analysis of the Adaptive Loop in the Robust MRACS
In this subsection, the properties guaranteed by the robust adaptive law are revealed. Lemma 1: If the deadzone width g 0 of s d (t) can be set as
then, the adaptive law with the deadzone guarantees
where κ 1 (t) and κ 2 (t) are defined as κ 1 (t) := J 1/2 (θ(t), t) and
This lemma shows that there is a limit in order to hold the properties from (P1) to (P3). The under conditions of g 0 from (36) to (38) specifies this limit. It can be seen that sup t η 1/2 (θ * , t) is the most minimal value of sup t η 1/2 (θ, t) from (26). This is owing to using the analytical model of (30). 
Analysis of the Main Loop in the Robust MRACS
The proposed analytical idea is to derive a certain equivalent system whose output signal is v(t). The policy for the derivation of such a system is to transform v(t) into the signals which hold (P1) ∼ (P3) and the others. The equivalent system teaches us how the stabilization of the robust MRACS is achieved.
Proposed analytical idea for a simple example
Let us consider the simplest case, that is, an MRACS is designed in the ideal case. The control input based on the CE principle is synthesized as u(t) := {y [1] m (t) −θ T (t)ζ [1] (t)}/θ 1 (t), where
T . The adaptive law based on J 1 (θ(t), t) is defined from (19) to (25) when s d (t) is identically set on 1. In the ideal case, the following conditions and properties hold (for instance, see [3] 
Result 1: Equivalent system of v(t) in the ideal case The signal v(t) := [u(t), y(t)]
T in the ideal case can be transformed into the following feedback system (see Fig. 4 ). where β o (t) and y 2 (t) are defined as follows.
M(t),w(s), w(s) and f (s) are defined by (E. 11), (42), (43) and (E. 12) respectively, where n and n * are 1. (see appendix C) It can be seen that β o (t) is an uniformly bounded signal which does not depend on the size of v(t) and y 2 (t) is an output signal of system whose input signal is v(t) from the following block diagram of y 2 (t) (see Fig. 5 ). The signal y 2 (t) has a zero convergence property especially from (P2) if v(·) ∈ L ∞ holds, that is, if the MRACS is stable. Therefore, it can be seen that y 2 (t) is the signal to show the success of the model reference adaptive control because the model matching or the exact model matching control are achieved when (P2) holds. It can be verified that v(·) ∈ L 2δ holds from the properties of β o (t) and y 2 (t) (see appendix D).
By considering the above facts, let us think over the nonideal case. The control input is same. The adaptive law with the deadzone is defined from (19) to (25), where n and n * are 1.
Result 2: Equivalent system of v(t) in the non-ideal case The signal of v(t) := [u c (t), y o (t)]
T in the non-ideal case can be transformed into the following feedback system (Fig. 6 ). Fig. 6 Block diagram of the system of v(t) with β o (t), y 2 (t) and y 11 (t).
where β o (t), y 2 (t) and y 11 (t) are defined as follows. (43) and (E. 12) respectively, where n and n * are 1. (see appendix C) The remaining signal y 11 (t) is generated when v(t) is expressed with β o (t) and y 2 (t) like the ideal case. This is due to the facts that (i) the adaptive law with the deadzone is used for (P1) ∼ (P3), and (ii) the robust MRACS is designed in the nonideal case. It can be confirmed that v(·) ∈ L 2δ depends on the stability of the local loop through Σ 11 , and a sufficient condition for v(·) ∈ L 2δ can be derived with the small gain theorem.
M(t),w(s), w(s) and f (s) are defined by (E. 11), (42),
For the sake of simplicity, the proposed analytical idea is explained with the control input based on the CE principle and the adaptive law defined by (19) ∼ (25) when n and n * are 1. Of course, this idea is available for the robust adaptive law based on J 2 (θ(t), t), and robust MRACS whose control input is based on the DyCE principle and adaptive law is the high order tuner with the deadzone (see appendix C). Furthermore, this analytical method is applicable to any n and n * . The above-mentioned analytical method is generalized in the following.
Proposed analytical method for a general case Theorem 1 :
Consider that an MRACS is designed with the robust adaptive controllers in the section 2 under (A1) ∼ (A6), and its robust adaptive law guarantees the properties of (P1) ∼ (P3). Then, v(t) := [u c (t), y o (t)]
T can be transformed into v(t) = β o (t) + y 2 (t) + y 11 (t). (Proof) See appendix E.
The definitions of β o (t), y 2 (t) and y 11 (t) seem complicated at a glance since those are expressed with recurrence formulas. However, those structures are simple. The hierarchical structure of β o (t), y 2 (t) and y 11 (t) depends on the estimate of relative degree n * . Furthermore, the numbers of the filter σ h /(s + σ h ) of J 2 (θ(t), t) or J 3 (θ(t), t) also have an effect on the hierarchical structure if the robust adaptive law based on J 2 (θ(t), t) or the robust high order tuner based on J 3 (θ(t), t) are used.
The following lemma derives a sufficient condition for v(·) ∈ L 2δ with the small gain theorem [4] . Lemma 2 : For the MRACS considered in the theorem 1, v(·) ∈ L 2δ holds if there is a constant 0 < γ 11 < 1 such that (y 11 ) t 2δ ≤ γ 11 v t 2δ holds , where γ 11 is defined as (i) when J(θ(t), t) is J 1 (θ(t), t),
(ii) when J(θ(t), t) is J 2 (θ(t), t) 
w(s) := w(s)
(Proof) See appendix F. The considerable feature of this main loop analysis is to transform the expression of v(t) into β o (t), y 2 (t) and y 11 (t), and to reveal that those signals make a certain feedback system. By considering the properties and physical meanings of those signals, the stabilization mechanism of the robust MRACS becomes clear. On the other hand, the past studies also derive the conditions for v(·) ∈ L 2δ with (P1) ∼ (P3). However, those were derived by using many inequalities. It is easily seen that the algebraic calculations without considering the structure of v(t) with β o (t), y 2 (t) and y 11 (t) may become complicated since the definitions of those signals are intricate even if those are defined with the equalities. Furthermore, the analytical methods based on the inequalities generate the conservativeness of condition for v(·) ∈ L 2δ compared with that based on the equalities. 
with the L 2δ norm regardless of the fact that the right hand side of v(t) contains the terms of Δ m (s)/(s + λ) n * . On the other hand, this paper assumes (A5). Under θ ∈ Θ s , the expression of v(t) without the terms of modeling error can be derived. The past researchers conclude that the only controlled object which is physically divided into a dominant part and a parasitic part is applicable to the design of a stable robust MRACS since the degree and relative degree of G o (s) are known, and Δ m (s)/(s + λ) n * ∞δ is less than 1/c. Therefore, the result of this paper shows that a class of controlled object for the stable robust MRACS is broader than that in the past study [7] .
Stability and Control Performance of the MRACS
This subsection summarizes the stability and a control performance of the robust MRACS, and derives some findings for design of the robust MRACS. The condition ofḡ 0 − g
is regarded as a trade-off condition among them for the stable robust MRACS.
In order to realize the stable robust MRACS, g 0 must be set by trial and error. Then, it can be seen that broadening the setting range of g 0 is significant. When J(θ(t), t) is J 1 (θ(t), t), a necessary condition forḡ 0 − g 0 > 0 can be expressed as c 1s > 0, where c 1s is defined as
is not evaluated directly is thatḡ 0 − g 0 contains the variable which cannot be estimated in advance such as max t θ (t) /θ 1,min . The condition c 1s is a function of λ in (2), σ N in (15) and θ * of (26). Then, let us derive sup t η
and θ * by changing the value of λ and σ N numerically, where u c (t) is the square signal whose magnitude is 1 and frequency is 0.025 [Hz] . Θ s is defined as θ 2 /θ 1 > −1. The value of c 1s is calculated from the results of the simulation. Figure 7 shows the σ N and λ dependency on c 1s , where * , • and × denote σ N = 1.99λ, σ N = 1.5λ and σ N = λ respectively. It can be verified that the setting range of σ N and λ for c 1s > 0 is limited, and the ways to set σ N and λ which contributes toḡ 0 − g
Moreover, let us conduct a similar simulation when J(θ(t), t) is J 2 (θ(t), t) or J 3 (θ(t), t). A necessary condition forḡ 0 − g 0 is defined as c 2s > 0, where c 2s is defined as c 2s :
(t) . The condition c 2s also depends on σ h in (12) or (17). Then, the σ N and λ dependency on c 2s is derived first with the value of σ h fixed. As a result, it is revealed that the way to set σ N and λ for g 0 − g 0 > 0 is same in the case of c 1s . Then, σ h dependency on c 2s is derived with σ N = 1.99λ and λ = 0.5[rad/s] (see Fig. 8 ). It can be confirmed that the way to set σ h which contributes tō This paper never intends to insist that the above results teach us a general setting policy of the design parameters. However, the thing emphasized here is that deriving tight and quantitative conditions makes it possible to conduct this kind of simulation. are asymptotically less
(β o ) t 2δ , where γ 11 and β o (t) are defined (39), (40) or (41) and (E. 1), (E. 4) or (E. 7) respectively. (Proof) Theorem 3 can be confirmed from lim t→∞ J 1/2 (θ(t), t) ≤ g 0 , lim t→∞θ (t) = θ # , the control law, (10), (11), (16), (14), (15), the zero convergence property of y 2 (t) and lemma2.
It can be verified that the right hand side of the above inequalities is the nonlinear and strictly increasing function of g 0 from the definitions of (39) ∼ (41) and the definitions of β o (t). Therefore, it can be seen that the lower bound of g 0 < g 0 <ḡ 0 gives the optimal performance in the meaning that the upper bound of the tracking error is asymptotically minimized.
Conclusion
The motivation of this paper was to reveal how the stabilization of a robust MRACS is achieved, and what we can prepare for design of a robust MRACS which has a sufficient stability margin and a better control performance. For the purpose, this paper defined a desired system for the MRC, and used an analytical model parameterized with the desired controller parameters. Especially in the main loop analysis, a certain equivalent feedback system was derived, and the stability of the robust MRACS was explained with an expanded notion of the L 2 stability. According to this method, the stabilization of the robust MRACS could be considered simpler and like other non-linear feedback systems [4] . Furthermore, some useful findings for design of the robust MRACS could be obtained from the results of the analysis and a numerical simulation.
The authors really hope that these results would contribute to the theoretical studies and applications of robust MRACSs.
Appendix A Stability of a Robust MRACS
It can be confirmed that an MRACS is stable if v(t) is uniformly bounded since all states of the controlled object and the robust adaptive controller designed in the section 2 are uniformly bounded under (A2), (A4),θ(·),θ(·),θ(·), · · · ,θ (n * ) (·) ∈ L ∞ andθ 1 (t) > θ 1,min > 0. It can be seen that ζ(t), ζ [1] (t), · · · , ζ [n * −1] (t) and w Δ (θ * , t) can be regarded as output signals of the system whose input signal is v(t) and transfer function is stable and strictly proper. Then, it can be verified that 
Appendix B Proof of the Lemma 1
The case of the adaptive law with deadzone defined by (19) ∼ (25) is explained here. Other cases are basically same.
Let an adjusting error ofθ(t) andψ 1 (t) defined asθ(t) := θ * −θ(t) andψ 1 (t) :=ψ 1 (t) − ψ * 1 ; ψ * 1 := 1/2 · ln(θ 1,max − θ * 1 )/(θ * 1 − θ 1,min ) respectively.θ 1 (t) can be rewritten asθ 1 
. Under these preparations, let a non-negative function V(t) [9] be
The time derivative of V(t) along the trajectory of (22) and (23) can be rearranged aṡ
from (30), (24),θ 1 (t),θ(t) and tanh = sinh / cosh. When J 1/2 1 (θ(t), t) is less than or equal to g 0 ,V(t) = 0 holds from (13). When J
(P2) is proved by contradiction. Let the time interval Ω t1 and Ω t2 defined as
Then, assume that Ω t1 is an infinite set of time interval. This means that g 0 < J 1/2 1 (θ(t), t) holds for all times. Therefore, V(t) converges on the lowest value of V(t) fromV(t) < −s d (t)g 0 c. Then,θ(t) converges on θ * , and ε N (t) = w ΔN (θ * , t) + w dN (t) + N (t) holds from (24) and (30). As a result, it can be seen that
| is satisfied. This contradicts the setting condition of g 0 of (36). Then, Ω t1 is a finite set of the time interval. Consequently, it can be seen that lim t→t 1 s d (t) = 0 and lim t→t 1 J(θ(t), t) ≤ g 0 are guaranteed from (13), and lim t→t 1θ (t) = θ # holds from (22), (23) and
(P3) can be proved from (P1), (P2) and
Appendix C Main Loop Analysis for n = n * = 1 (a) When the control input and robust adaptive are based on the CE principle and J 1 (θ(t), t) respectively Fromθ T (t)ζ [1] (t) =θ 1 (t)u c (t) +θ T (t)ζ [1] (t),θ(t) := θ * −θ(t), [1] (t) = (D + λ)θ T (t)ζ(t) −θ T (t)ζ(t) and v(t) = ζ [1] (t), it can be confirmed that v(t) can be grouped into β o (t), y 2 (t) and y 11 (t). Notice that s d (t) ≡ 1, w Δ (t) ≡ 0 and w d (t) ≡ 0 hold in the ideal case. (b) When the control input and robust adaptive are based on the CE principle and J 2 (θ(t), t) respectively
The deriving process of ζ(t) of (C. 1) is same as (a). Conduct same manipulation for (w(s)[θ T ζ])(t) in the right hand of (C. 1), too. From (30), (14), (15) andθ(t) := θ * −θ(t), θ T (t)ζ <−1> (t) can be rewritten asθ T (t)ζ <−1> (t) = ρ Furthermore,θ T (t)ζ [1] (t) = θ * T ζ [1] (t) −θ T (t)ζ [1] (t) = (D + λ)θ * T ζ(t) − y [1] m (t) andθ T (t)ζ(t) = (D + σ h )/σ hθ T (t)ζ <−1> (t) − 1/σ hθ T (t)ζ <−1> (t) holds fromθ(t) := θ * −θ(t) and y [1] m (t) = θ T (t)ζ [1] (t). By considering these facts and v(t) = ζ [1] (t), it can be verified that v(t) can be grouped into β o (t), y 2 (t) and y 11 (t). (c) When the control input and robust adaptive are based on the DyCE principle and J 3 (θ(t), t) respectively Fromθ T (t)ζ [1] (t) =θ 1 (t)u c (t) +θ T (t)ζ [1] (t),θ(t) := θ * −θ(t), θ * T ζ [1] (t) = θ * 1 (t)u c (t) +θ * Tζ [1] (t) and (1/(s + λ)[θ T ζ [1] ])(t) = θ T (t)ζ(t) − (1/(s + λ)[θ By considering y m (t) =θ T (t)ζ(t), (30) andθ(t) := θ * −θ(t), y o (t) can be expressed as y o (t) =θ T (t)ζ(t) + w Δ (θ * , t) + w d (t) + y m (t) + (t)
The following manipulations are same as (b).
+
