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Abstract – Two virtual windows are used to determine the path 
of a single uniformly moving obstacle. If the path of the obstacle 
crosses the two virtual windows, then its path can be easily 
determined. A few simulations were implemented to ascertain the 
viability and effectiveness of this technique. A table with 
recommended maximum speed of the uniformly moving obstacle 
was also provided, given the specified pixel resolution and gap 
between the virtual windows. 
Index Terms – virtual window, uniformly moving obstacle, path 
determination. 
I.   INTRODUCTION 
In recent years, many researchers have their attention 
pointed to the solution of obstacle avoidance in path planning. 
This in part is due to the extension and interest in cruise 
control in land vehicles, unmanned vehicle and autonomous 
mobile robots in an environment cluttered with obstacles. Path 
planning is an important problem in the navigation of 
autonomous mobile robots. There are many path planning 
algorithms with obstacle avoidance, such as potential 
field [1][2][3][4], visibility graphs [5][6], grid methods [7], 
Lee-Algorithm [8][9], and virtual window [10]. 
Potential field method assumes that all entities in the 
environment generate an artificial field around themselves in 
such a way that a mobile robot is attracted to its goal or target, 
while at the same time is repulsed by obstacles. The potential 
field approach can be used as a global motion planning 
algorithm. 
The visibility graph method constructs a graph of vertices 
of polygons representing obstacles. It means that two vertices 
are connected in the graph if they are mutually visible. 
Lee's algorithm is a path finding algorithm and is normally 
applied for the placement of circuits on the printed circuit 
board. It guarantees to find a path between two points if it 
exists. 
This work concentrates on determining the path of a 
uniformly moving obstacle using two virtual windows. Once 
the path is determined, the mobile robot can then decides the 
next step in its action to avoid colliding with the obstacle. 
A description of a virtual window is given along with its 
implementation within the context of this work. Then, the 
technique that is applied using two virtual windows to 
calculate the path of the uniformly moving obstacle is 
presented. 
A simulation applying this technique is performed to 
corroborate the effectiveness of the proposed system. 
II. METHODOLOGY
A. Discussion of the Virtual Window 
A virtual window is basically a rectangular plane that is 
projected ahead of a mobile robot for the purpose of detecting 
obstacles. In a vision system, an image of the view forward of 
the mobile robot is captured. This contains information of not 
only the plane of interest, but also of anything before and after 
that plane. The image maybe sharp at the plane of interest and 
blur in the vicinity of the plane of interest. A virtual window 
captures image just of the plane of interest. Information before 
and after the plane is disregarded. A full and complete 
discussion of the virtual window and its implementation is in 
[11]. The intersection of this virtual window with an obstacle 
will provide the mobile robot with the position of the obstacle. 
With this information, the mobile robot can then decide on the 
appropriate step to avoid collision with the obstacle. 
Consider a single virtual window having a size of 1m × 1m 
and is placed 1m away from the mobile robot. As in a digital 
display or camera, a display resolution can be associated with 
this virtual window. This resolution is very much similar in 
concept to the pixels in a charge-coupled device chip. 
The size (length and height of the virtual window) and 
pixel resolution can be set to any value that is required. 
Ideally, the size is usually rendered a little bigger than the size 
of the mobile robot. This allows for a bigger forward image to 
be monitored and thus a greater amount of information 
available for processing. This will give better protection to the 
mobile robot from collision with a moving obstacle compared 
to a similar or smaller size virtual window. 
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Fig. 1: A visual image representation of the virtual window. 
Let’s assumed that the width of an obstacle in this scenario 
is not less than 0.1m, thus in order not to miss detecting the 
intersection with the virtual window, the recommended lowest 
resolution of the virtual window must be at least 10 × 10 
pixels (Fig. 1). Assuming the speed of light in air to be 
2 × 108ms-1, then the time taken for a single laser beam to a 
pixel on the virtual window and back to the sensor is about 
10nsecs. For a total pixel count of 100, the total time is 
1µsecs. 
For smaller obstacle sizes, higher resolution is 
recommended, though this will impact the processing time. 
However, for all practical purposes, current mobile robots are 
much bigger than 0.1m [12][13][14]. 
As another example, consider an obstacle having a width 
of 0.01m. The recommended lowest resolution for the virtual 
window is then at least 100 × 100 pixels. For this total pixel 
count of 10,000, the total time taken for the scanning of the 
whole virtual window is 100µsecs or 0.1ms. 
B. Discussion of the implementation of two virtual windows 
The aim of this research work is to determine the path of 
the uniformly moving obstacle. For any path to be determined 
there must be at least two points of intersection. Since the 
obstacle is a uniformly moving object (having a straight path 
with constant speed), then obviously there must be two virtual 
windows placed forward of each other in order for the two 
intersections to occur (Fig. 2). Intersections with the two 
virtual windows will give sufficient information to calculate 
the path of the uniformly moving obstacle. 
Fig. 2: Top view showing the two virtual windows with respect to the mobile 
robot. 
Similarly, the maximum theoretical speed for a gap of 2cm 
and pixel resolution of 100 × 100 is 100ms-1. Maximum 
theoretical speeds for values of the other two parameters are 
shown in Table I. 
TABLE I. RELATIONSHIP BETWEEN MAXIMUM SPEED OF 
OBSTACLE TO THE PIXEL RESOLUTION AND GAP BETWEEN THE 
VIRTUAL WINDOWS. 
Gap bet. virtual 
windows (cm) 
Pixel resolution 
10 × 10 100 × 100 
1 5,000ms-1 50ms-1 
2 10,000ms-1 100ms-1 
5 25,000ms-1 250ms-1 
10 50,000ms-1 500ms-1 
III. SIMULATION AND RESULTS
A. Determining the path of the obstacle with respect to the 
step time of the simulation 
For this simulation using Microsoft Excel™, the nearest 
virtual window (first virtual window) to the mobile robot is set 
at 1m (or 100cm), while the second virtual window is located 
a further 0.02m (or 2cm) from the first virtual window (Fig. 
3). The start position of the obstacle is (110, 112) and the end 
point is (2, 4). The obstacle moves in a straight line as shown 
by the red dashes. The resolution of the virtual windows is 
100 × 100 pixels and it is located 100cm from the mobile 
robot, thus the time it takes to completely scan the two virtual 
windows is about 0.2ms (0.0002s). The relative speed of the 
obstacle is assumed to be 5ms-1 (or 500cms-1). 
Fig. 3: Top view showing relative position of the mobile robot and the 
obstacle, along with other relevant parameters. 
It is obvious from Fig. 3 that the straight line equation of 
the path of the obstacle is: 
ݕ ൌ ݔ ൅ 2 (1)
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This equation will be used to verify the result from the 
simulation. The path of the moving obstacle will be calculated 
using the points of intersection with the two virtual windows. 
The simulation is basically the calculation of the position 
of the moving obstacle every 0.0002s. A sample of the 
calculations for the positions of the obstacle every 0.0002s is 
shown in Fig. 4. For this calculation, the speed of the obstacle 
is given as 500cms-1 (or 5ms-1, which is half of the theoretical 
maximum speed as shown in Table I), thus having component 
speeds for both ݔ and ݕ direction as 353.5534cms-1. 
From Table II, for the second virtual window, the 
intersection is only detected when the location of the obstacle 
is at (99.4, 101.4). The intersection coordinates with the first 
virtual window is at (98, 100). The coordinate (100.1, 102.1) 
is not valid because the obstacle has not intersect the second 
virtual window yet. 
Using Eqn. 1 for the path of the moving obstacle, 
conventional calculation gives the intersections as (100, 102) 
with the second virtual window, and (98, 100) with the first 
virtual window. The offset percentage error for the coordinates 
at the second virtual window is around 0.04%, while the 
percentage error at the first is around 0.02%. 
Fig. 4a: A sample of the calculations as an image captured from Microsoft 
Excel™ at a time step of 0.0002s. 
Fig. 4b: A sample of the results with the two intersections highlighted and 
high precision simulated values. 
TABLE II. THE POSITION COORDINATES OF THE MOVING 
OBSTACLE IN THE VICINITY OF FIRST (Y=100CM) AND SECOND 
(Y=102CM) VIRTUAL WINDOWS. 
Virtual window Coordinates (cm) x y
Second 100.03 102.0399.96 101.96
First 98.05 100.0597.98 99.98
From the coordinates of intersection in Table II, the 
equation of the path of the obstacle is found to be: 
ݕ ൌ ݔ ൅ 2 (2)
The path of the obstacle obtained through the simulation is 
exactly the same as the set path of the obstacle (Eqn. 1). 
Figure 5 shows the path of the obstacle achieved through 
simulation and conventional calculation. The reason for the 
offset is that the system is assumed to detect the intersection 
with the second virtual window at y=101.96, instead of 102. 
This is because the calculation was done in steps of 0.0002s, 
corresponding to the time taken for the system to scan the two 
virtual windows. The errors as shown above are all very small, 
less than 0.05%. The average offset percentage error is 
calculated by taking the average of all the four errors at all the 
coordinates. This average offset percentage error is found to 
be 0.03% 
For comparison, another example is given with a time step 
of 0.005s. Figure 6 show a sample of the output from the 
simulation and Fig. 7 the path plotted as a graph. 
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Fig. 5: Comparison of the simulated path against the calculated path of the 
moving obstacle for a time step of 0.0002s. 
The simulated path is the same as the calculated path. 
Again, the offset percentage error for the coordinates at the 
second virtual window is around 0.6%, while the percentage 
error at the first is around 0.4%. The average offset percentage 
error is found to be 0.49% 
Fig. 6: A sample of the calculations as an image captured from Microsoft 
Excel™ at a time step of 0.005s. 
This indicates that the technique with the two virtual 
windows is still able to determine the path of the moving 
obstacle even though the offset percentage error is large, so 
long as the two intersections with the two virtual windows are 
detectable. What this means is that even though the path is 
obtainable, the system (the software and firmware) may not be 
able to indicate with a high accuracy the value for the 
intersection if it is too far away from the virtual windows. Of 
course, from the two examples above (Fig. 5 and Fig. 7), the 
offset percentage error is less than 1%. Figure 8 depicts how 
this discrepancy can happens. The laser system was not able to 
detect the exact intersection coordinates, thus, the actual point 
of measurement is different from the point of intersection. 
If only one intersection can be detected, then obviously 
there is no way to find the path of the moving obstacle. This is 
shown in Fig. 9 where the time step is at 0.007s. 
Fig. 7: Comparison of the simulated path against the calculated path of the 
moving obstacle for a time step of 0.005s. 
Fig. 8: The system on the right will give a better result on the point of 
intersection compared to the one on the left. 
Fig. 9: A sample of the calculations as an image captured from Microsoft 
Excel™ at a time step of 0.007s. 
B. Determining the path of the obstacle with respect to the 
speed of the moving obstacle 
The previous exercise showed the simulation with different 
time steps. In this exercise, a different speed for the moving 
obstacle will be implemented and the resulting data will be 
discussed. 
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From Table III, for the second virtual window, the 
intersection is only detected when the location of the obstacle 
is at (99.8, 101.8). The intersection coordinates with the first 
virtual window is (96.4, 98.4). 
TABLE III. THE POSITION COORDINATES OF THE MOVING 
OBSTACLE IN THE VICINITY OF FIRST (Y=100CM) AND SECOND 
(Y=102CM) VIRTUAL WINDOWS WITH SPEED 120MS-1. 
Virtual window Coordinates (cm) x y
Second 101.51 103.5199.82 101.82
First 98.12 100.1296.42 98.42
The simulated path has the same slope or gradient and the 
same y-intercept as the calculated path (Fig. 10). However, the 
offset percentage error is relatively large at 1.6% for the 
intersection with the first virtual window. The offset 
percentage error with the second virtual window is 0.2%. The 
average offset percentage error is 0.89%. 
Fig. 10: Comparison of the simulated path against the calculated path of the 
moving obstacle with speed of 120ms-1. 
IV. CONCLUSION
It was shown that the system was able to determine the 
path of the moving obstacle so long as there is an intersection 
each with the two virtual windows. The best average offset 
percentage was found to be 0.03%. The other two exercises 
gave average offset percentage error of more than 0.1%. These 
are to be expected since one of the exercise a time step of 
0.005sec. The time step is too large to make a fine detection. 
The third exercise has the speed of the obstacle at 120ms-1, 
which is larger than the suggested maximum speed for the 
resolution and gap size. 
This bodes very well for the system as the offset error does 
not affect the correct determination of the path of the 
uniformly moving obstacle. 
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