Real complex systems are not rigidly structured; no clear rules or blueprints exist for their construction. Yet, amidst their apparent randomness, complex structural properties appear to universally emerge 1 . We propose that an important class of complex systems can be modelled as a construction of potentially infinitely many levels of organization all following the same universal growth principle known as preferential attachment. We give examples of such hierarchy in real systems, for instance in the pyramid of production entities of the movie industry. More importantly, we show how real complex networks can be interpreted as a projection of our model, from which their scale independence 2-4 , their clustering or modularity 5-7 , their hierarchy 8,9 , their fractality 10,11
Real complex systems are not rigidly structured; no clear rules or blueprints exist for their construction. Yet, amidst their apparent randomness, complex structural properties appear to universally emerge 1 . We propose that an important class of complex systems can be modelled as a construction of potentially infinitely many levels of organization all following the same universal growth principle known as preferential attachment. We give examples of such hierarchy in real systems, for instance in the pyramid of production entities of the movie industry. More importantly, we show how real complex networks can be interpreted as a projection of our model, from which their scale independence 2-4 , their clustering or modularity [5] [6] [7] , their hierarchy 8, 9 , their fractality 10, 11 and their navigability 12-14 naturally emerge. Our results suggest that complex networks, viewed as growing systems, can be quite simple, and that the apparent complexity of their structure is largely a reflection of the hierarchical nature of our world.
The science of complexity is concerned with systems displaying emerging properties; i.e., systems where the properties of the parts do not directly dictate the properties of the whole 15 . In what follows, we show how one property of the whole, hierarchy, can alone be the origin of more complex features. We describe hierarchical systems through a general model of balls in embedded bins which itself explains the emergence of other features through the projection of these hierarchical systems unto complex networks.
Real networks tend to be sparse and appear highly disorganized, but they also tend to feature properties not found in any classic models of sparse random networks: scale-independence, fat-tailed degree distribution 4, 16 ; modularity, the grouping of nodes in denser groups [5] [6] [7] ; hierarchy, the embedding of multiple levels of organization 8, 9 ; fractality, the self-similarity between levels of organization 10, 11 ; and navigability, the possibility of efficient communication through a hidden metric space [12] [13] [14] . Complex algorithms can be designed to reproduce most of these features, often based upon a multiplicative process to force their emergence by reproducing a basic unit on multiple scale of organization 17, 18 . These models are useful as they can create realistic structures and test hypotheses about measured data. However, these complex constructions are not intended to provide any insights on the underlying mechanisms behind a system's growth.
On the other hand, simple generative models are quite successful at suggesting principle of organization leading to specific properties. For example, simple models exist to propose possible origins for scale-independence 4 or of the small-world effect 5 , but they fail to model the emergence of properties not included by design. Consequently, the identification of new universal properties require the creation of new generative models, such that a single unifying principle has yet to be proposed.
In this paper, we bridge the gap between complex deterministic algorithms and simple stochastic growth models. To this end, we propose that to accurately model a complex network, we should first ignore it. The hierarchical nature of networks suggests that the observed links between nodes are merely projections of higher structural units 7, 9, 19 (e.g. people create groups within cities in given countries). These subsystems will be our focus. We use one general assumption to design an equally general model of hierarchical systems: embedded levels of organization all follow preferential attachment. We validate this model on the well documented dataset of production entities in the movie industry (i.e. producers produce films within companies in given countries). We then study the structure of the projection of this system unto a complex network of co-production between film producers. Interestingly, the resulting networks feature a scale-independent hierarchical organization, community structure, fractality and navigability.
By reducing the complex to the simple, we provide new insights on the mechanism behind the growth of complex networks at the level of individual nodes and open new perspectives on the origins of networks as we know them.
Preferential attachment. The preferential attachment principle is a ubiquitous right-get-richer mechanism modelling complex systems of all nature 3, 4, 7, 16, [20] [21] [22] . Simply put, it implies that the likelihood for a given entity to be involved in a new activity is roughly linearly proportional to its past activities. For instance, an individual with 10 acquaintances in a social network is roughly 10 times more likely to gain a new connection than one with a single acquaintance. This simple mechanism leads to a scale-independent organization of the distribution of the activity in question; modelling any system where the distribution of a resource among a population roughly follows a power-law distribution. Consequently, the number N s of individuals with a share s (∈ N) of the resource scales as s −γ , where γ is the scale exponent.
We consider a discrete time process where, during an arbitrary time step ∆t, a new element i of share s i = 1 is
Schematization of hierarchical preferential attachment. HPA process frozen as a green ball (labeled 4) is added to structure f3. In this event, structure a1 was chosen for growth (probability 1 − p1), then structure c2 (probability (1 − p2) · 3/6), then structure f3 (probability (1 − p3) · 3/8). The colour had to be new for structure f3 (q3 = 1), and was chosen to be new for structure c2 (probability q2), but old for structure a1 (probability 1 − q1). At this point, the accessible colours were those labeled 1, 2, 3 and 4 and all had the same probability of being chosen as they all belong to a single level 2 structure.
(top left) Representation as coloured balls in embedded levels of structure (urns in bins in boxes). (top right) Hierarchical representation as an inverted tree. Navigating downward corresponds to moving in smaller structure until we reach the balls therein. (bottom left) Network representation of links between balls. In this case, two nodes share an edge if they belong to a same level 3 structure. Other projection could be considered: for example, the network of level 2 structures sharing at least one type of ball. In this case, adding ball number 4 to structure f3 would connect b2 and c2 while a2 remains disconnected. introduced within the system with probability B (birth event) and that the share s j of one existing element j is increased to s j + 1 with probability G (growth event). We can write a mean-field equation governing the distribution of individuals N s with a given share s:
where (B + G) t = sN s (t), the sum of all shares, is used to normalize the transition probabilities. This simple model is easily shown (see Supplementary Information) to converge toward the following asymptotic organization
Considering that this organization is found in distributions of friends 4 , of members in social groups 7 and of city population 2 , it is natural to ask: how would a preferential attachment occurring on multiple levels influence the created structure? It is a popular idea that complexity frequently takes the form of hierarchy and that a hierarchical organization influences the property of the whole independently of the nature of its content 15 . With the recent successes of preferential attachment models, we hereby propose a generalization for hierarchical systems.
Hierarchical preferential attachment (HPA). We propose the following growth mechanism for a system consisting of an arbitrary number d of embedded levels of organization. For simplicity, let us describe the process as a scheme of throwing coloured balls in d embedded levels of structures (say, urns in bins in boxes for d = 3). Note that we shall refer to level 1 as the top, or superior, level (i.e. the biggest boxes). See Fig. 1 for visual representations of the process.
During a time step ∆t, one event takes place: a ball is thrown in a structure. This event marks the birth of a new structure at the first level with probability p 1 , or the growth of an existing level 1 structure with complementary probability 1 − p 1 . If a new structure is created, this forces the creation of one structure on all inferior levels. If an existing structure is chosen for growth, this is done preferentially to their size, i.e., the number of level 2 structures that they contain. Within the chosen structure, the process is repeated. A new level 2 structure is created with probability p 2 or an existing one grows with probability 1 − p 2 . Once the level d structure (the smallest structure, the urn) in which the event occurs has been chosen -which implies that either a level x structure has been created or that we have reached the lowest level (x = d) -the colour of the involved ball must then be determined.
With probability 1 − q x−1 the colour is chosen, among all colours already occurring within this particular level x − 1 structure, proportionally to the number of level x structures in which they appear; whereas with probability q x−1 the colour is chosen according to a superior level. In this second scenario, we move to the superior level and then repeat the operation (with q x−i using i = 2 then higher values if necessary) until one of two situations is encountered. If the colour has to be chosen within a level y structure, which occurs with probability (1 − q y )
x−1 z=y−1 q z , the colour is chosen among all colours occurring in this level y structure, proportionally to the number of level y + 1 structures in which they appear. If the colour has to be chosen according to a level superior to level 1, a new colour is introduced with probability q 0 or chosen in the other level 1 structures with probability 1 − q 0 . Thus, for an HPA process with d levels, the needed parameters are p i with i ∈ [1, d] and q j with j ∈ [0, d − 1]. Some trivial parameters that will be useful are p 0 = 0 and q d = p d+1 = 1; respectively meaning we never create a new "universe", never put a ball twice in the same urn nor put balls within balls. Probability of a new structure appearing at level k during a time step
Probability of a level k structure getting a new level k − 1 structure B (N ) k Probability of a new ball colour appearing at level k, B
Probability of a ball colour appearing in a new level k structure Q Probability of a new colour/node being born in a time step, B
Probability that a level k + 1 structure belongs to a level k structure of size one R k
Probability that the colour of the ball involved in an event was chosen according to level k
We then map these construction rules unto an embedded systems of preferential attachment equations. For each ∆t, the structures of level k have probabilities of birth, B (S) k , and growth, G
since birth events occur if structures are created at level k or at a superior level (k < k), but growth events require a creation at level k + 1. From these probabilities, the number S k,n (t) of structures of level k with size n can be approximately followed using Eq. (1) (a more complete set of embedded equations is given in Supplementary Information):
From Eq. (2), we obtain the asymptotic scaling of structure sizes:
While the description of structure sizes is a straightforward problem, things get convoluted for the number N k,m (t) of colours appearing in m structures of level k. An important logical constraint occurs for structures of level k < d with size equal to one: if the colour is new for its sole inferior structure of level k + 1, it must logically be new for the structure of level k. Thus, the probabilities {q k } are not strictly respected, but instead follows a corrected set of probabilities: (4) and (12) and by direct Monte-Carlo simulation of HPA respectively for 10 6 time steps using p1 = 0.0005, p2 = 0.185, p3 = 0.385, q1 = 0.80, q2 = 0.60, and q3 = 0.50. The correspondence between the observed scale exponents and our mathematical results implies that the model is not over parametrized, such that only one combination of six parameters fits these distributions. Simulated results of S1,n are not shown to avoid cluttering the figure (note that the plateau observed in the empirical data is due to finite size).
where P k−1 (t) is the probability that the structure of interest at level k is the sole substructure of the selected structure of level k − 1. In other words, if the colour is new at level k, it can either be because of the initial probability q k , or because it was logically forced to be new. These corrected probabilities q k take this logical constraint into account. The probabilities P k−1 (t) can be obtained from Eq. (4) in the limit t → ∞, which is done in SI, from which it follows that
It is then a simple matter of evaluating the birth and growth probabilities, B for colours occurrences within level k. As a new colour must simultaneously appear in one structure of all levels, the birth probabilities are simply given by the global birth probability Q (total probability that a new colour is introduced during a time step):
To obtain the growth probabilities, we first write the probability R k that the chosen colour is a reappearing one selected according to level k. These probabilities are easily calculated for the two lowest structural levels (e.g. R d implies that we reach level d and select an existing colour at level d − 1):
Extrapolating from the construction of these probabilities yields a recursive expression:
starting from R d given above. The terms G (N ) k can then be written as the sum of the probabilities of choosing an existing node according to level k or any superior level: and can be verified to respect Q + G
where we make the time dependency of Q(t) and G following {q i } given by Eq. (7) and:
To validate Eqs. (4) and (12), we reproduce the pyramid of production entities in the movie industry. Based on the Internet Movie Database (IMDb), we study a system with 3 structural levels where producers (coloured balls: one ball is one producing credit, while a colour represents a unique producer) are thrown in films (urns) which are associated with one principal production company (bins), itself associated with one country (boxes). The results of this case study are presented in Fig. 2 .
Projection on networks. Even with the advent of large databases, few hierarchical systems are categorized and referenced as such. Consequently, research tend to focus on a single level of activity. For instance, the IMDb is often studied as a network of co-actors 4, 5 . Or, in the case of the producing systems used in Fig. 2 ., a network of co-production where producers are connected if they produced a film together (if their balls are found within a common level d structure). Effectively, this implies that the system is reduced to a projection of all structural levels unto the chosen activity. While the involvement of actors and producers in movies are well captured, their involvement in different companies and countries is then encoded (and usually lost) in the structure of the resulting network.
Figure 3 presents basic properties obtained by projecting the movie production hierarchical system unto a network of co-producing credits. Namely, we investigate the degree distribution p k (co-producing link per producer) and the clustering function C(k) (probability that two links of a degree k producer are part of a triangle) of a network projection of a HPA system based on the parameters used in Fig. 2 . The non-trivial clustering 5,8 and the power-law tail of the degree distribution 4 , properties ubiquitous in real networks, are reproduced here as emergent features of our HPA model. Consequently, we can be confident that the model effectively reproduces the structure of the real hierarchical systems beyond the statistical properties previously considered in Fig. 2 .
Besides scale-independent degree distribution and non-trivial clustering function, the fractality of complex networks is often a tell-tale sign of hierarchical organization 10, 11 . One can unravel the fractal nature of a network using a box counting method: groups of nodes within a distance (number of links) r of each other are grouped assigned to the same box. The fractal dimension d b of a network manifests itself as a scaling relation between the number N b of boxes needed to cover all nodes and the size r of the boxes (N b ∝ r −d b ). The self-similarity of network structure was previously assumed to stem from a repulsion or disassortativity between the most connected nodes 11 . However, 13 for details on the method.) Both the Internet and its HPA model are the same as presented on the left and share a similar scaling exponent for their degree distribution (see inset: distribution p k versus degree k). The CCM corresponds to a rewired network preserving degree distribution and degree-degree correlations, but obviously lacking the more complex structural correlations. Fig. 4 demonstrates that fractality can also emerge from a scale-independent hierarchical structure, without further assumptions. Interestingly, Fig. 4 (left) also illustrates how, even if fractality might imply hierarchy, the opposite is not necessarily true.
The box decomposition method tells us something about how networks cover the space in which they are embedded, and consequently at what speed a walker might encounter new nodes in this network. However, it tells us nothing about the geometrical space that supports the network, or how a walker could find one specific node. In that respect, the navigability of complex networks has recently been a subject of interest for two reasons. First, the development of a mapping of networks to a geometrical space allows to predict the probability of links as a function of geometrical distance between nodes, which in turn enables an efficient navigation through the network 12, 13 . Second, network growth based on preferential attachment fails to capture this geometrical property 14 . In a recent paper 14 , this metric was consequently considered as evidence of an opposition between two organizational forces: popularity (preferential attachment) and similarity (assortativity). Our last case study, shown in Fig. 4(right) , indicate that geometrical constraints, or network navigability, can emerge under a strict preferential attachment; which implies a growth driven by popularity only, but one occurring on multiple structural levels. The projected HPA system can be represented by the same connection probability function, meaning it could potentially be used to predict connections between nodes.
In contrast, we also compare the results obtained on the actual network and on its HPA model with those obtained on a rewired network that preserves the degree distribution and degree-degree correlations (Correlated Configuration Model) 23 . The fact that this last process does not preserve the navigability of the Internet structure indicates that it emerges mostly from long-range correlations. As the HPA network does reproduce the navigability of the Internet, these long-range correlations could very well be consequences of the hierarchical structure. It would thus be very interesting to investigate whether the inferred structure corresponds to the actual hierarchy of the Internet (probably of geographical nature: continents, countries, regions).
Conclusion. This paper is a proof of concept for the Hierarchical Preferential Attachment model (HPA) which reproduces the hierarchical nature of complex systems.We have illustrated with case studies how complex networks are better reproduced by modelling the hierarchical organization of a system, and projecting this structure unto a network. Not only does this procedure reproduce the non-trivial clustering of networks and their degree distributions at multiple levels, but it also gives access to the hidden geometrical metrics of these networks and the way they occupy space.
The fact that so many key features of network structure are modelled using two minimal assumptions, hierarchy and preferential attachment, indicates that HPA provides more than theoretical insights; it leads credence to these assumptions. HPA could therefore be be used to infer the possible hierarchical structure of networks where this information is not directly available.
Finally, while HPA is essentially a simple stochastic growth process, it is one which perfectly illustrates how complex structural features of real networks -e.g. scale-independence, clustering, self-similarity, fractality and navigability -can emerge through the hierarchical embedding of scale independent levels. Perhaps this is the greater lesson here, that to gain insights on the structure of complex systems as a whole, one should look at its hidden hierarchical organization, rather than focus on a single level and make sense of a projection one property at a time.
Solving a preferential attachment process
We study any process where the evolution of the number of elements N s (t) with share s at time t follow a master equation of the type:
Since B is the birth probability, the evolution of the normalized distribution {n s (t)} can be obtained by replacing N s (t) by Btn s (t):
Since ∆t is an arbitrary time step, and B and G are just as arbitrary (only both smaller than 1), we can use an equivalent process in continuous time by using ∆t → dt,
from which the following set of ordinary differential equations is obtained:
or more directly 2 On structure sizes in HPA
In the main text, structure sizes were approximated to follow simple equations under the general form of Eq. (1.1). However, while this is exact for the first structural level, the probability that a structure of size n in level 2 will depend on the size m of the level 1 structure in which it is nested. Mathematically, level 1 evolves according to
and level 2 follows
where S 2,n,m (t) is the number of level 2 structure which are of size n and nested in level 1 structure of size m and i iS 2,i,m (t)/mS 1,m (t) = n 2,m is the average value of these sizes n for a given m.
To obtain a master equation following the form of Eq. (1.1) one must sum over all m while assuming n 2,m = n 2 ∀ m, such that p 1 + (1 − p 1 )p 2 t · n 2 = p 1 + (1 − p 1 )p 2 + (1 − p 1 )(1 − p 2 )p 3 t; yielding the form presented directly in the main text by considering uncorrelated levels of organization. These approximations are the source of the error observed in the mean-field description of distribution S k,n (t) for k > 1 and are progressively worse for higher k (lower structural levels). The progression in error is essentially caused by the fact that a strict description of the third level, for instance, should not only be given in terms of S 3,n,m (t), but of S 3,n,m,l (t) describing the number of level 3 structures of size n nested in level 2 structures of size m themselves nested in level 1 structures of size l.
On node memberships in HPA
We are interested in obtaining the thermodynamic limit, i.e. when t → ∞, for the distribution of node memberships at level k (the distribution of level k structures in which a given color appears). In the main text, we solved the problem of logical constraints on node memberships by introducing a biased set of probabilities {q i }:
Within our mean-field description of time evolution, these probabilities can be explicitly calculated at each time step using the current size distribution at level k − 1. In the thermodynamic limit, we can instead use the steady-state distributions described by Eq. (1.6). Doing so yields
where the average size n k−1 is straightforwardly calculated as the ratio of total events to birth events:
This set of probabilities is then used to obtain master equations following Eq. (1.1) by assuming that memberships and structure sizes are uncorrelated, meaning that a node with m memberships at level k, has memberships in nested in level k − 1 structures following the same distribution as those of a node with m memberships. Such that an event at level k is m/m times more likely to involve the first node and not the latter, notwithstanding whether these memberships are within the correct structure or not. Similarly, when a structure is created at level k − 1, we are effectively adding a membership at level k. Assuming that the node with m memberships at level k has m/m more memberships at level k − 1 than the node with m memberships, these events affect the distribution in the same manner than regular growth events.
Multiple scale independence
We showed how we can only approximately follow the time evolution of the size distributions. However, we can mathematically derive the scale exponents in the thermodynamic limit t → ∞. In the main text, we found the general scaling exponent for the size distribution of level k structures and, using the steady-state value of the corrected probabilities, we also found the scaling exponent for node memberships. When looking at projected properties of a hierarchical system, for instance the degree distribution of the resulting network, we can compose the membership and size distributions of the lowest level (where links are created) and deduce the resulting scaling exponent. As done in [Hébert-Dufresne et al., Phys. Rev. E, 85, 026108 (2012)], the idea is to define the following propability generating functions (pgf):
As a community of size n implies n − 1 links for each node, this last distribution can be generated by
The degree distribution is then generated by a pgf D(x, t) combining the distribution of memberships m and of link obtained from each of this membership:
which simply scales as the slowest falling function between N(x, t) and S (x, t). The scale exponent of the degree distribution is thus given by min γ
The same method could of course be used to determine the scaling of other projections; e.g., network of companies sharing or having shared at least one producer).
On the fractality of projected networks
As shown in the main text, HPA can produce both fractal and non-fractal networks. As the definition of network fractality is somewhat ambiguous, so is the distinction between set of HPA parameters leading to fractality or not. That being said, a rule of thumb can be established. The dimensionality of a network is analyzed through standard box-counting: boxes of sizes r cover groups of nodes all within a distance r − 1 or less of one another (the distance being measured in number of links). Most models of stochastic network growth produce networks with very low mean shortest paths, low clustering and no long-range correlations. Consequently, the number of boxes needed to cover the whole network falls very rapidly. In HPA, we can control the way boxes cover the network since the distance between higher structural level is directly influenced by the memberships at this level. Hence, HPA can generate networks that are robust to box covering (i.e. such that N b (r) falls slower with regards to r) if higher structural levels feature less nodes that act as bridges between structures and levels. For example, in Supp. Fig. 1 , only nodes 1, 2 and 3 can be used by boxes to move from one level to the other (from cities to countries, here illustrated as an inverted tree). More precisely, let us consider two different networks: A and B, built using the parameters given in Supp. Table 1 . Roughly speaking, in network A, level 2 structures contain on average two level 3 structures whereas nodes belong to over 4 level 3 structures. Therefore, a single node typically grants access to all level 3 structures contained within any of its level 2 structure, such that a box covering at least part of a level 2 structure typically covers all of it. The network is thus easily invaded as higher levels are not any harder to navigate.
In contrast, level 2 structures of network B contain on average eleven level 3 structures. An average node may be found within four level 3 structures, so that even a single average level 2 structure may have nodes at a distance greater than three steps. The network is thus harder to cover and can be expected to be much more robust to box-covering. Our intuition is confirmed in Supp. Fig. 2 . As a general rule of thumb, we found that to feature measurable network self-similarity the average size of a structure (at level x) had to be at least greater than the memberships of a node at the lower level (at level x + 1). 
