In nonlinear regression choosing an adequate model structure is often a challenging problem. While simple models (such as linear functions) may not be able to capture the underlying relationship among the variables, over-parameterized models described by a large set of nonlinear basis functions tend to overfit the training data, leading to poor generalization on unseen data. Piecewiseaffine (PWA) models can describe nonlinear and possible discontinuous relationships while maintaining simple local affine regressor-to-output mappings, with extreme flexibility when the polyhedral partitioning of the regressor space is learned from data rather than fixed a priori. In this report, we describe a numerically very efficient two-stage approach for PWA regression based on a combined use of (i) recursive multi-model least-squares techniques for clustering and fitting linear functions to data, and (ii) piecewise linear multi-category discrimination, either offline (batch) via a Newton-like algorithm for computing a solution of unconstrained optimization problems with objective functions having a piecewise smooth gradient, or online (recursive) via averaged stochastic gradient descent. The resulting PWA regression method is shown very effective in identifying multi-input multi-output hybrid dynamical models and linear parameter-varying models.
Introduction
Regression analysis is a supervised learning method which aims at reconstructing the relationship between feature vectors x ∈ R nx and continuous-valued target outputs y ∈ R ny from a set of training data. PieceWise Affine (PWA) functions provide simple yet flexible model structures for nonlinear regression, as they can describe nonlinear and possible discontinuous relationships between the regressor x and the output y. They are defined by partitioning the regressor space into a finite number of polyhedral regions with non-overlapping interiors, and by considering an affine local model on each polyhedron. The PWA regression problem amounts to learning, from a set of training data, both the partition of the regressor space and the parameters defining each affine submodel. PWA regression algorithms were proposed in the last years, mainly for the identification of PWA dynamical systems, see [17, 24] for an overview. Although quite powerful in fitting PWA models to data, most algorithms suffer from computational complexity.
In [25] the authors solve the PWA regression problem via mixed-integer programming. As the number of integer variables increases with the number of training samples, the approach is limited to problems with a small number of observations in which global optimality is sought.
The algorithms proposed in [8, 15, 18, 22] first compute the parameters of the affine local models, then partition of the regressor space. The observations are clustered by assigning each datapoint to a submodel according to a certain criterion, estimating at the same time the parameters of the affine submodels. In a second stage, linear separation techniques are used to compute the polyhedral partition. These algorithms have shown good performance in practice, but can be numerically inefficient.
The greedy algorithm of [8] to partition infeasible sets of linear inequalities can be computationally heavy in case of large training sets. The Expectation Maximization (EM) algorithm used to numerically implement the statistical clustering method of [22] can become inefficient in case of PWA maps with many parameters. In [18] , the submodel parameters are described through probability density functions, which are iteratively updated through particle filtering algorithms; however, an accurate approximation of the probability density functions might require a high number of particles. In [15] , the regressor vectors are clustered through a K-means-like algorithm and the submodel parameters are obtained via weighted least-squares. Although [15] is able to handle large training sets both in the clustering and in the parameter estimation phase, poor results might be obtained when the affine local submodels are over-parametrized (i.e., the local models depend on redundant regressors), since the distances in the regressor space (i.e., the only criterion used for clustering) turns out to be corrupted by redundant, thus irrelevant, information.
Another limitation affecting all of the PWA regression algorithms mentioned above is that they can be executed only in a batch mode, and thus they are not suitable for online applications, in which the PWA model must be updated in real-time when new data are acquired. A computationally efficient algorithm for online PWA regression was proposed in [3] , where training samples are clustered iteratively and model parameters are updated through recursive least-squares techniques. A main limitation of the approach is that the polyhedral partition of the regressor space is given by the Voronoi diagram of the clusters' centroids, a less flexible structure than general piecewise linear separation maps that may limit regression capabilities.
This report describes a novel approach for approximating vector-valued, and possibly discontinuous, functions in PWA form, trying to overcome the aforementioned limitations of existing algorithms. The proposed algorithm consists of two stages: (S1) simultaneous clustering of the regressor vectors and estimation of the model parameters, performed recursively by processing the training pairs {x(k), y(k)} sequentially; (S2) computation of a polyhedral partition of the regressor space through efficient multi-class linear separation methods, either performed in a batch way via a Newton-like method, or online (recursively) via an averaged stochastic gradient descent algorithm. Overall, the PWA regression algorithm is computationally very effective for offline learning and very suitable for online learning, as will be shown in examples.
The proposed PWA regression approach is employed for the identification of discrete-time multi-input multi-output PWA dynamical systems and Linear Parameter-Varying (LPV) systems, in which the main tuning knob is the number of submodels the user must select, trading off quality of fit and model complexity. Overall, we show that the advantages of the proposed PWA regression algorithm over other existing methods is twofold: computationally very effective for offline learning, very suitable for online learning.
The report is organized as follows. The PWA regression problem is formulated in Section 2. First, the general problem of reconstructing a PWA map from a set of experimental data is introduced. The more specific problems of data-driven modeling of discrete-time PWARX models and LPV models are formulated in Section 2.1 and Section 2.2, respectively. Section 3 describes the algorithm used to simultaneously cluster the observed regressors and update the model parameters, and the multi-category discrimination algorithms used to compute the polyhedral partition of the regressor domain. The proposed PWA regression algorithm is tested in Section 4 on five examples. In the first two examples, static nonlinear functions are approximated, based on a set of training samples, with static PWA maps. In the third example, experimental data taken from the UCI machine learning database repository [21] is used to test the performance of the proposed approach on a real case study. The last two simulation examples concern the identification of PWARX models and LPV models.
Notation
Let R n be the set of real vectors of dimension n. Let I ⊂ {1, 2, . . . , } be a finite set of integers and denote by |I| the cardinality of I. Given a vector a ∈ R n , let a i denote the i-th entry of a, a I the subvector obtained by collecting the entries a i for all i ∈ I, ∥a∥ 2 the Euclidean norm of a, a + a vector whose i-th element is max{a i , 0}. Given two vectors a, b ∈ R n , max(a, b) is the vector whose i-th component is max{a i , b i }. Given a matrix A ∈ R n×m , A ′ denotes the transpose of A, A i the i-th row of A, A I the submatrix of A obtained by collecting the rows A i for all i ∈ I, A I,J the submatrix of A obtained by collecting the rows and columns of A indexed by i ∈ I and j ∈ J, respectively. Given two matrices A and B, A⊗B denotes the Kronecker product between A and B. Let I n be the identity matrix of size n, and 1 n and 0 n be the n-dimensional column vector of ones and zeros, respectively. The symbol "∝" denotes linear proportionality.
Problem statement
Consider a vector-valued PWA function f : X → R ny defined as
where x ∈ R nx , X ⊆ R nx , s ∈ N denotes the number of affine local models defining f , A i ∈ R ny×(nx+1) are parameter matrices, and the sets X i , i = 1, . . . , s are polyhedra, that form a complete polyhedral partition 1 of the space X. Function f is not assumed to be continuous over the boundaries of the polyhedra {X i } s i=1 ; therefore, to avoid that f might take multiple values at the boundaries of
, some inequalities can be replaced by strict inequalities in the definition of the sets X i to avoid ambiguities when evaluating f on the boundary between neighboring polyhedra.
We address a PWA regression problem, which aims at computing a PWA map f fitting a given set of N input/output pairs {x(k), y(k)} N k=1 . Computing the PWA map f requires (i) choosing the number of affine submodels s, (ii) computing the parameter matrices {A i } s i=1 that characterize the affine local models of the PWA map f , and (iii) finding the polyhedral partitioning
of the regressor space X where those local models are defined.
When choosing s, one must take into account the tradeoff between fitting the data and avoiding model complexity and overfit, with consequent poor generalization on unseen data. This is related to one of the most crucial aspects in function learning, known as bias-variance tradeoff [29] . In this work, we assume that s is fixed by the user. The value of s can be chosen through cross-validation based procedures, with a possible upper-bound dictated by the maximum tolerable complexity of the estimated model.
PWA regression is quite a general problem and, as described in the following subsections, covers the case of identification of dynamical systems in PieceWise Affine autoRegressive with eXogenous inputs (PWARX) form and of Linear Parameter-Varying (LPV) systems.
Identification of PWARX models
The function (1) represents a Multi-Input Multi-Output (MIMO) PWARX discretetime dynamical system if the regressor vector x(k) at the sampling step k is a collection of past input and output observations, i.e.,
where u(k) ∈ R nu and y(k) ∈ R ny denote the observed input and output signals at time k, respectively.
is a complete partition of the regressor domain X if
Identification of LPV models
LPV systems can be seen as an extension of Linear Time-Invariant (LTI) systems, as the dynamic relation between input and output signals is linear but it can change over time according to a measurable time-varying signal p(t) ∈ R np , the so-called scheduling variable. LPV models can accurately describe the dynamic behaviour of a large class of nonlinear and time-varying systems, while preserving a linear relation between the input and output signals. Practical use of LPV models is stimulated by the fact that the theory of LPV control is well established, mainly based on the extension of the results of optimal and robust LTI control theory [2, 23, 27] and its direct use in Model Predictive Control (MPC) [9] .
The identification problem of MIMO LPV systems can be formulated as a PWA regression problem by adopting the following MIMO LPV-ARX form
where a j (p(k)), j = 0, . . . , n a + n b , are PWA functions of p(k) defined as:
and p(k) ∈ P ⊆ R np is the value of the scheduling variable at time k. By imposing that each entry of matrix A j i (p(k)) depends affinely on the scheduling variable p(k), the LPV identification problem reduces to reconstructing the PWA mapping of the p-dependent coefficient functions {a
of the scheduling variable set P. In this case, the N -length sequence of observations {x(k),
Remark 1
In case the entries of the sub-model matrices A j i (p(k)) (with i = 1, . . . , s and j = 0, . . . , n a + n b ) do not depend on the scheduling variable p(k) (i.e., the p-dependent functions a j (p(k)) are approximated by piecewise constant functions), the LPV model (3)-(4) becomes a switched linear model, where each subsystem is LTI and the switching behaviour depends on the scheduling signal p(k).
Remark 2 Since the polyhedral partition {P
is not fixed a priori, the underlying dependencies of the functions a j (p(k)) on the scheduling variable p(k) are directly reconstructed from data. This represents one of the main advantages w.r.t. widely used parametric LPV identification approaches (see, e.g., [4, 28] ), which in turn require to parameterize a j (p(k)) as a linear combination of some basis functions specified a priori (e.g., polynomial or trigonometric functions). Indeed, the choice of the number and type of basis functions is a critical issue in the identification procedure. In fact, an inaccurate selection of the set of basis functions could lead to a structural bias. Therefore, in order to capture the underlying dependence of the coefficient functions a j (p(k)) on the scheduling variable p(k), a large set of basis functions is often used. As a consequence, besides numerical problems in the implementation of the identification schemes, overfitting may occur and the estimated model may show poor generalization to unseen data.
PWA regression algorithm
As mentioned in Section 1, the general PWA regression problem will be tackled in two stages: S1 (iterative clustering and parameter estimation) and S2 (polyhedral partition of the regressor space).
Recursive clustering and parameter estimation
Stage S1 is carried out as described in Algorithm 1. The algorithm is an extension to the case of multiple linear regressions and clustering of the (computationally very efficient) approach proposed in [1] for solving recursive least squares problems using inverse QR decomposition. Algorithm 1 updates the clusters and the model parameters iteratively, and thus it is also suitable for online applications, when data are acquired in real-time.
The algorithm requires an initial guess for the parameter matrices A i and cluster centroids c i , i = 1, . . . , s. Because of the greedy nature of Algorithm 1, the final estimate depends on the chosen initial conditions, and no fit criterion to minimize {∥y(k) − f (x(k))∥} N k=1 is optimized. Zero matrices A i , randomly chosen centroids c i , and identity covariance matrices R i are a possible initialization. In alternative, if Algorithm 1 can be executed in a batch mode, one can initialize the parameter matrices A 1 , . . . , A s all equal to the best linear model
that fits all data, classify the regressors {x(k)} N k=1 through k-means clustering, compute the cluster centroids c i =
When working in a batch mode, estimation quality may be improved by repeating Algorithm 1 iteratively, using its output as initial condition for its following execution. It is worth remarking that a prior knowledge of the noise covariance matrix Λ e is barely available in practice. A possible choice for Λ e can be, for instance, Λ e = I ny (i.e., the regression errors are not weighted in eq. (A1.1)). Alternatively, if Algorithm 1 is executed in a batch mode and iteratively repeated by using the output as initial condition for the next execution, an estimateΛ e of Λ e can be computed at the end of each execution as the sample covariance matrix
Algorithm 1 Recursive clustering and parameter estimation algorithm
, desired number s of affine submodels, noise covariance matrix Λ e , forgetting factor κ, 0 < κ ≤ 1, inverse matrix init parameter δ, δ ≫ 1; initial condition for matrices A i , cluster centroids c i , and covariance matrices R i , i = 1, . . . , s.
3.3.4.5. end for; 3.4.3. end for;
3.5. end for;
4. end for;
5. end.
Output: Estimated matrices
Step 2 initializes the inverse matrices T i,j needed by the recursive least squares updates at a value δI nx+1 , where δ is a large number, for all output components j = 1, . . . , n y and for all local linear models i = 1, . . . , s.
After computing the estimation error e i (k) for all models i at Step 3.1, Step 3.2 picks up the "best" submodel i(k) to which the current sample x(k) must be associated with, based on a tradeoff between reducing the prediction error e i (k) and penalizing the distance (weighted by matrix R −1 i ) between x(k) and the corresponding centroid c i . This is motivated by the stochastic interpretation described in Section 3.1.1. The clustering rule in eq. (A1.1) is similar to the clustering criterion used in [3] for online PWA regression. However, [3] does not provide guidance to properly weight the prediction error and the distance from the cluster centroids. Instead, we motivate the use of the chosen weighting parameters in Section 3.1.1.
Steps 3.4.1-3.4.4 are derived from the inverse QR factorization algorithm of [1] and recursively update each row ℓ of matrix A i(k) only for the selected submodel i(k), for all ℓ = 1, . . . , n y . Step 3.6 updates recursively the corresponding centroid c i(k) and the corresponding cluster covariance matrix R i(k) . Note that the remaining clusters' centroids and covariance matrices are not updated.
Cluster selection: a stochastic interpretation
In eq. (A1.1) each vector x(k) is assigned to a cluster C i(k) by trading off between minimizing the (weighted) regression error and the (weighted) distance between x(k) and the clusters' centroids. This criterion is justified by the following stochastic interpretation. Assume that the conditional probability density function f x of x(k) given that x(k) belongs to the cluster C i is a Gaussian function centered at the centroid c i with covariance matrix R i , i.e.,
Further, suppose that the residual
given that x(k) belongs to the cluster C i follows a Gaussian distribution with zero mean and covariance matrix Λ e . Thus, the conditional probability density function f y of the observed output y(k) given the regressor x(k) and the information that x(k) belongs to the cluster C i is:
The criterion in eq. (A1.1) thus maximizes over i = 1, . . . , s the conditional posterior probability
, which is given by:
Partitioning the regressor space
We propose here a variation of the multicategory discrimination technique of [10] to separate the clusters
that partitions the regressor space in a much more computationally efficient way, especially when dealing with a large number N of data points.
For i = 1, . . . , s, let M i be a m i × n x dimensional matrix (with m i denoting the cardinality of cluster C i ) obtained by stacking the regressors x(k) ′ belonging to C i in its rows. The linear multicategory discrimination problem aims at computing a piecewise affine separator function ϕ : R nx → R discriminating between the clusters C 1 , . . . , C s . The piecewise affine separator ϕ is defined as the maximum of s affine functions
and, based on the definition of ϕ, each polyhedron X i turns out to be described by:
The affine functions ϕ i (x) are described by the parameters ω i ∈ R nx and γ i ∈ R, namely:
In case of piecewise linearly separable clusters, the affine functions ϕ i (x) satisfy the inequality constraints
or, equivalently,
where the constant vector 1 mi on the right side of eq. (9) is used only for normalization purposes. The piecewise-affine separator ϕ thus satisfies the conditions:
Remark 3 According to the definition of ϕ (eq. (6)) and ϕ i (eq. (8)), and the conditions in (10), the polyhedra
are defined as
Rather than solving a linear program as in [10] , we determine {ω
by solving the convex unconstrained optimization problem
, with λ > 0, is an ℓ 2 -regularization term introduced to better conditioning problem (11) and to guarantee that (11) has a unique solution (no regularization in case λ = 0). Problem (11) generates a piecewise-affine function that minimizes the (averaged) squared 2-norm of the violation of the inequalities (9) . The problem is solved by using a regularized piecewise-smooth Newton method with Armijo's line search similar to the one proposed in [6] for functions g :
where g j : R n ξ → R are convex and twice continuously differentiable functions. In particular, we exploit the linearity of functions g j 's. In fact, for the special case of solving Problem (11), the optimization vector is
, and g j 's are affine functions:
where n g = N (s − 1) and a j ∈ R n ξ , b j ∈ R are easily obtained from (11) as a function of matrices
given a vector ξ ∈ R n ξ , let
are, respectively, the function to minimize, its gradient, and its generalized Hessian at ξ. The proposed approach to solve (11) is summarized in Algorithm 2. The algorithm uses the solution d of the linear system
at the current ξ as a search direction, where δ(ξ) = ζ∥∇g(ξ)∥ and ζ ∈ (0, 1). Due to the special structure of ∇ 2 g in (15c), the linear system (16) 
using the QR factorization of
Note that since ∇g(ξ) > 0 during iterations, δ(ξ) is also positive, and therefore R is full column rank, so that the upper-triangular linear system in Step 5.2 is always solvable.
A good initial guess for ξ ∈ R n can be obtained by running Algorithm 2 first on decimated clusters, then use the result as the new initial condition in Algorithm 2 for the full problem with N regressors.
Numerical experiments have shown that allowing a varying ζ = ζ 0 min{1,∥∇g∥} ∥∇g∥ , where 0 < ζ 0 ≪ 1, reduces the number of iterations and prevents excessive regularization in (16) when ∥∇g∥ is large. Moreover, while setting λ > 0 complicates the number of operations required by the algorithm at each iteration (in particular to compute the solution of eq. (A2.1)) and bias the solution, it leads to a smaller number k of iterations, and overall to a reduced computation time.
Recursive multicategory discrimination via online convex programming
As an alternative to Algorithm 2, or in addition to it for refining the partition ϕ on line based on streaming data, we introduce a recursive approach to solve problem (11) based on techniques of online convex programming. Let us treat the data-points x ∈ R nx as random vectors and assume that an oracle function i : R nx :→ {1, . . . , s} exists that to any x ∈ R nx assigns the corresponding mode i(x) ∈ {1, . . . , s}. Function i implicitly defines clusters in the data-point space R nx . Let us also assume that the following values
Each value π i represents the relative "volume" of cluster i, where clearly
Problem (11)- (12) can be generalized to the following unconstrained convex stochastic optimization problem
Algorithm 2 Piecewise-smooth Newton method for solving the multicategory discrimination problem (11) 1) ; ℓ 2 -regularization hyper-parameter λ ≥ 0; initial guess ξ ∈ R n ; maximum number K of iterations; tolerances g tol > 0 and δ tol > 0.
Initialize matrices M i ∈ R
mi×nx , whose rows are the transposed regres-
5. while g > g tol and δ > δ tol and k < K do
5.2. solve the upper-triangular linear system with E x [·] denoting the expected value w.r.t. x. The solution of problem (18) provides the piecewise affine multicategory discrimination function (6)- (8) . This aims at violating the least, on average over x, the condition in (9) for i = i(x). We assume that the ℓ 2 -regularization hyper-parameter λ is such that λ > 0, so that the objective function in (18) is strongly convex 2 . When learning the discrimination function ϕ online, the data-points x k are acquired in real-time and one would like to update ϕ recursively, without the need of storing all past data-points x 0 , . . . , x k−1 . We achieve this by solving problem (18) by online convex optimization, and in particular the averaged stochastic gradient descent method of [26] as proposed in [11] (cf. also [30] ), whose application to the linear multicategory discrimination problem (18) is described in Algorithm 3. 1. for k = 0, 1, . . . do:
as follows:
, defining the separator ϕ in (6)- (8) 
Examples
We consider five examples, one of which using experimental data, to test the effectiveness of the proposed PWA regression algorithm and to compare its performance with other existing regression approaches.
All computations are carried out on an i7 2.40-GHz Intel core processor with 4 GB of RAM running MATLAB R2014b. In the considered simulation examples, the output used in the training phase is corrupted by an additive zero-mean white noise e o with Gaussian distribution. The effect of measurement noise on the output signal is quantified through the Signal-to-Noise Ratio (SNR), that is defined for the i-th output channel as
with e o,i (k) denoting the i-th component of e o (k).
In validating the obtained models on a data sequence not used for training, we will denote by y o andŷ the vector stacking the measured and estimated outputs, respectively, byȳ o the vector staking the sample mean of the measured output, and use the Best Fit Rate (BFR) indicator BFR = max
to assess model quality.
Example 1: Identification of a mono-dimensional PWA map
Let the data be generated by the following (unknown) function
which is proposed as an example for PWA regression in the Hybrid Identification Toolbox [14] . The map (23) is characterized by s o = 5 affine submodels. The regressor x(k) ∈ R is a white noise sequence with uniform distribution in the interval [−4, 8] and length N = 1000. The output of the function f o is corrupted by an additive zero-mean white noise e o (k) ∈ R, with Gaussian distribution and variance Λ e = 0.01 (i.e., y(k) = f o (x(k)) + e o (k)). This corresponds to a Signalto-Noise Ratio (SNR) of 27 dB. We run Algorithm 1 with s = s o = 5, with initial guess A i as in (5) and Λ e = 1. No forgetting factor is considered (i.e., κ = 1) and δ is set equal to For comparison, the same regression problem is solved through the regression algorithm of [15] 3 , using a linear Support Vector Classifier (SVC) [29] to compute the partition. The obtained BFR is 95.04 % and the CPU time needed to solve the regression problem is around 63 s (i.e. 459x slower than the method proposed in this work). To provide another element of comparison, Table 1 shows the parameters estimated through the approach of this report and of [15] .
Convergence properties
As the accuracy of the final model estimate and the total CPU time is influenced by the number M of runs of Algorithm 1, the performance of the proposed learning approach has been tested with respect to both M and the dimension N of the considered training set. The obtained BFR as a function of iterations of Algorithm 1 is plotted in Fig. 1 for different lengths of the training dataset. Algorithm 1 converges after 2 runs.
Performance of multicategory discrimination algorithms
We compare the following four multicategory discrimination algorithms used to generate the partition of the regressor space against the 200-length validation dataset previously used in Section 4.2.1:
• robust linear programming (RLP) [10] 4 ; • multicategory support vector machines (MSVM) with linear kernels [20] , implemented in the MSVMpack 1.5 toolbox [19] 5 .
The obtained BFRs are reported in Table 2 , along with the BFR obtained when the Voronoi diagram induced by the clusters' centroids is used to partition the regressor space. The CPU time required to generate the polyhedral partition of the regressor space is given in Table 10 . The performance of the MSVM approach is evaluated only in relation to the smaller training set, as larger data sets take too long to be processed. Results in Table 2 show that the first three multi-category discrimination algorithms lead to an accurate estimate of the true function in terms of output prediction, with BFRs larger then 95 % (note that a lower performance is achieved by the MSVM approach). Furthermore, the estimated models become more accurate as the number of training samples increases. This does not hold when the Voronoi diagram is used as a partition, showing that the "true" partition cannot be described by a Voronoi diagram induced by the clusters' centroids. As a matter of fact, the Voronoi diagram only depends on the clusters' centroids, and it does not take into account how the points are spread around the centroids. It is also worth noting that, for a large training set (i.e., N = 100000), Algorithms 2 and 3 are about 234x and 1126x faster, respectively, than the robust linear programming method of [10] .
Example 2: Identification of a static three-dimensional nonlinear function
The data are generated by the following (unknown) function
problem. 5 The default parameters of the MSVMpack toolbox are used. 
. The regressor x(k) ∈ R 3 is a white noise sequence with uniform distribution on the box [−1 1] 3 and length N = 1250. The output of the function f o is corrupted by an additive zero-mean white noise e o (k) ∈ R, with Gaussian distribution and variance Λ e = 0.02
. This corresponds to a Signal-to-Noise Ratio (SNR) of 25 dB.
Estimation results
We run Algorithm 1 with initial guess A i as in (5) and Λ e = 1. No forgetting factor is considered (i.e., κ = 1) and δ is set equal to 10 3 . The initial guess for the cluster centroids and covariance matrices {R i } , and ξ = 0 as initial guess. A sensitivity analysis with respect to the tuning parameters σ and ζ is also performed. Fig. 2 shows the BFRs computed on 250 samples (not used for training) for different values of the tuning parameters. We can observe that Algorithm 2 is basically not sensitive to σ and ζ.
The number s of local affine submodels is chosen by means of cross validation. Specifically, the quality of the estimated function is assessed w.r.t. a calibration data set with 250 samples not used for training. For each value of s, the BFR is computed and, among the estimated PWA functions, we selected the one providing the largest BFR. This is achieved for s = 12.
The quality of the estimated PWA model is assessed w.r.t. a validation dataset of noiseless N V = 200 samples. The obtained BFR is 85.19 %. The total CPU time for solving the regression problem is 3 s, of which 0.257 s are taken to compute the polyhedral partition through Algorithm 2.
For comparison, the same regression problem is solved through the regression algorithm of [15] 6 , using the Proximal Support Vector Classifier (PSVC) [16] to compute the partition. The CPU time needed to solve the regression problem is around 149 s (i.e. 49x slower than the method proposed in this paper). The obtained BFR is 53.40 %. To provide another element of comparison, Fig. 4 shows the true output y o and the outputŷ of the functions estimated with the method proposed in this paper and the approach in [16] . The error y o (k) −ŷ(k) is also plotted. For a better visualization, only the samples from time 141 to 180 are reported.
Convergence properties
As the accuracy of the final model estimate and the total CPU time is influenced by the number M of runs of Algorithm 1, the performance of the proposed learning approach has been tested with respect to both M and the dimension N of the considered training set. The obtained BFR as a function of iterations of Algorithm 1 is plotted in Fig. 5 for different lengths of the training dataset. Algorithm 1 converges after 15 runs.
Performance of multicategory discrimination algorithms
• robust linear programming (RLP) [10] 7 ;
• regularized piecewise-smooth Newton (RPSN) method (Algorithm 2), using the same parameters reported in Section 4.2.1;
6 The Hybrid Identification Toolbox [14] has been used. 7 The solver Gurobi is used to compute the solution of the formulated linear programming problem. • averaged stochastic gradient descent (ASGD) method (Algorithm 3), with λ = 10 −5 and ν 0 = 0.01. The weights π i and the initial estimate ξ 0 are computed by executing the batch Algorithm 2 on the first 50 training samples. The remaining training samples are processed recursively. A sensitivity analysis w.r.t. the parameter ν 0 is also performed. Fig. 3 shows the BFRs computed for different values of ν 0 . We observe that the performance of Algorithm 3 decreases as ν o increases. This is a typical behaviour of stochastic gradient descend methods, where convergence to the global optimum improves as the parameter ν o decreases, at the price of a lower convergence speed.
• multicategory support vector machines (MSVM) with linear kernels [13] , implemented in the MSVMpack 1.5 toolbox [19] 8 .
The CPU time required to generate the polyhedral partition of the regressor space is given in Table 4 . The performance of the MSVM approach is evaluated only in relation to small/medium training sets, as large data sets take too long to be processed. Notice that, for a large training set (i.e., N = 125000), Algorithms 2 and 3 are about 454x and 65200x faster, respectively, than the robust linear programming method of [10] .
The obtained BFRs are reported in Table 5 , along with the BFR obtained when the Voronoi diagram induced by the clusters' centroids is used to partition the regressor space. Results in Table 5 show that the employed multi-category discrimination algorithms lead to an accurate estimate of the true function in terms of output prediction, with BFRs larger than 80 % also in the case of small training set (N = 1250). This aspect indicates that the training samples are accurately clustered by Algorithm 1. Furthermore, the first three discrimination algorithms lead to BFRs larger than 90 % for a large training set (N = 125000).
In the latter case, the Voronoi diagram does not achieve similar performance. This suggests that the Voronoi diagram induced by the clusters' centroids is not flexible enough in partitioning the regressor space. As a matter of fact, the Voronoi diagram only depends on the clusters' centroids, and it does not take into account how the points are spread around the centroids.
Monte-Carlo simulation
A Monte Carlo simulation with 100 runs, with new realizations of both the input u and the measurement noise e o at each run, is carried out to assess the robustness of the estimation algorithm w.r.t. different realizations of the training data. The obtained results are reported in Table 6 , which shows the mean and the standard deviation of the BFR over the Monte Carlo simulation for training data sets of length N = 12500.
Example 3: Modeling of concrete strength
The proposed PWA regression algorithm is used to estimate from experimental data a PWA function modeling the concrete compressive strength as a function of age and some of its ingredients, namely: superplasticizer content, fine aggregate content, and cement-to-water ratio. The used data set is taken from the UCI machine learning database repository [21] and it consists of 1030 records gathered from laboratory tests (see [31] for details). After shuffling the data, 730 samples are used for training and 50 samples are used to tune the number Table 6 : Example 2. Monte Carlo simulation: BFR (mean ± std). The input/output pairs are clustered through Algorithm 1, and Algorithm 2 is used to partition the input space. The parameters and the starting conditions of the two algorithms are the same as the ones used in the previous example. For the sake of comparison, a Neural Network (NN) with a single hidden layer of size 15 is trained to predict the concrete compressive strength. Hyperbolic tangent sigmoid activation functions are used. The size of the hidden layer is tuned through cross-validation. The actual concrete compressive strength is plotted in Fig. 6 , along with the output of the estimated PWA map and of the neural network. For the sake of visualization, only 30 out of 250 testing samples are plotted. The BFR achieved (in the testing set) by the PWA function is 52.4 %, while a BFR equal to 56.0 % is obtained with the NN. The obtained results shows that the NN achieves a slightly better accuracy than the PWA function, but this comes at the price of a more complex structure.
Example 4: Identification of a multivariable PWARX system

Data generating system
Let the system generating the data be a MIMO PWARX system described by the difference equation 
System (23) ]. This corresponds to signal-to-noise ratios equal to SNR 1 = 8.7 dB and SNR 2 = 6.9 dB on the first and second output channels, respectively.
Identification results
We run Algorithm 1 with s =s = 4 with initial guess A i as in (5) . The initial guess for the cluster centroids is computed by first running an instance of Algorithm 1 without the first term in (A1.1). Algorithm 1 is then run again for a total of 15 times, with the full criterion (A1.1), by initializing A i , c i with the output of the previous run. The clusters generated by Algorithm 1 are then separated via the multicategory discrimination method described in Algorithm 2. The following parameters are used in Algorithm 2: K = 300; σ = 0.4; λ = 10 −5 ; ζ = 10 −4 ; g tol = δ tol = 10 −6 . As initial guess, the parameters ξ are set to zero.
The quality of the estimated PWA model is assessed w.r.t. a validation dataset of noiseless N V = 500 samples. The true output y o and the open-loop simulated output sequenceŷ are plotted in Fig. 7 , along with the simulation error y o (k) −ŷ(k). For the sake of visualization, only the results related to 100 samples are shown in Fig. 7 . The obtained BFR and MSE are reported in Table 7 . The estimated polyhedral partition of the regressor space is such that only 12 out of 500 data samples are misclassified (i.e., 2.4 % of the whole validation dataset). The total CPU time for estimating the PWARX model is 0.76 s, of which 0.016 s are taken to execute Algorithm 2. For the sake of comparison, the robust linear programming approach for multicategory discrimination of [10] was also run to generate the partition, which takes 0.308 s (19x slower than Algorithm 2). An extensive comparison between the performance of Algorithm 2 and that of the classical multicategory discrimination approach of [10] is provided in Section 4.4.4.
Convergence properties
As the accuracy of the final model estimate and the total CPU time is influenced by the number M of runs of Algorithm 1, the performance of the proposed learning approach has been tested with respect to both M and the dimension N of the considered training set. The obtained BFR as a function of iterations of Algorithm 1 is plotted in Fig. 8 for different length of the training dataset. Clearly, there is no improvement in BFR on the two output channels after about 8 runs.
Performance of multicategory discrimination algorithms
This section provides a detailed comparison among the following three multicategory discrimination algorithms used to generate the partition of the regressor space:
• robust linear programming [10] ;
• piecewise-smooth Newton method (Algorithm 2), using the same parameters reported in Section 4.4.2; The performance of the three multicategory discrimination algorithms is assessed against the 500-length validation dataset previously used in Section 4.4.2. The obtained BFR's on the two output channels are reported in Table 8, while  Table 9 shows the percentage of misclassified validation data samples. The CPU time required by the three multicategory discrimination algorithms to generate the polyhedral partition of the regressor space is given in Table 10 . Results in Tables 8 and 9 show that all of the three algorithms used to compute the polyhedral partition of the regressor space lead to an accurate estimate of the system, both in terms of output prediction (Table 8 ) and partition of the regressor space (Table 9) , with BFRs larger then 95 % and a percentage of misclassified points smaller than 2.5 % (except when N = 4000 and Algorithm 3 is used). Furthermore, the estimated models become more accurate as the number of training samples increases. It is also worth noting that, for a large training set (i.e., N = 100000), Algorithms 2 and 3 are about 300x and 1600x faster, respectively, than the robust linear programming method of [10] .
Online learning
The performance of the proposed approach is also tested in relation to an online learning problem with a dataset of N = 100000 samples. The generating PWARX system is supposed to change with respect to (23) after 10000 time samples. The remaining samples (i.e., 90000 data points) are assumed to be 
Regarding the setup of the test, the first 3000 samples (all obtained from (23)) are preprocessed offline and used in Algorithm 1 and Algorithm 2 to determine an initial estimate of the model parameters and of the regressor space partition, respectively. The remaining 97000 data points are processed online, and the regressor space partition is recursively computed through Algorithm 3.
In order to assess the performance of the proposed approach, the difference between the true (noise-free) output y o (k) = y(k)−e o (k) and the one-step ahead prediction of the model outputŷ(k) is considered. In particular, the Relative Mean Square Error (RMSE) indicator
which provides the ratio between the mean square error and the power of the actual output signal, is computed. The obtained values of RMSE 1 and RMSE 2 are 0.8 % and 0.1 %, respectively. As far as the computational complexity is concerned, the average CPU time required to cluster the observed regressor and update the model parameters (Algorithm 1) at each time instant is 324 µs, while Algorithm 3 requires 34 µs (in average) to update the partition of the regressor space. Based on these results, the proposed recursive estimation approach seems to be suited for adaptive control applications with sampling times down to the order of milliseconds.
Example 5: Identification of an LPV system
Data generating system
Let the data be collected from the MIMO LPV system [ . This corresponds to signal-to-noise ratios on the first and on the second output channel equal to SNR 1 = 4 dB and SNR 2 = 7 dB, respectively.
Choice of the number of modes
The number s of polyhedral regions defining the partition of the scheduling variable space P = [−1 1] × [−1 1] is chosen by means of cross validation. We split the 11000-length training data set into two disjoint sets. The first 10000 samples are used to estimate a PWA approximation of the true nonlinear functionsā i,j andb i,j , along with the polyhedral partition of the scheduling variable space P, for different values of s in the range 5-30. For each value of s, the identification Algorithm 1 is run 10 times. The second part of training data (the remaining 1000 samples) is used to assess the quality of the identified LPV models. Specifically, for each value of s, the BFR on the two output channels is computed. The obtained BFR i (with i = 1, 2), as a function of s, are plotted in Fig. 9 . Among the identified LPV models, the one providing the largest aggregated BFR T = BFR 1 + BFR 2 is selected, which corresponds to s = 10 polyhedral regions. The computed polyhedral partition is plotted in Fig. 10 (the Hybrid Toolbox for MATLAB [5] has been used to plot the polytopes in Fig. 10 ). 
Model quality assessment
The quality of the estimated LPV model is assessed w.r.t. a validation dataset, consisting of a new sequence of N V = 2000 noiseless samples used neither to estimate the LPV model nor to select the number of modes s. For the sake of comparison, the nonlinear coefficient functionsā i,j (p(k)) andb i,j (p(k)) are also estimated through the parametric LPV identification approach proposed in [4] , by parameterizing the nonlinear functionsā i,j (p(k)) andb i,j (p(k)) as fourth-order polynomials in the two-dimensional scheduling variable p(k). The true outputs y o and the simulated output sequencesŷ of the estimated LPV models are plotted in Fig. 11 , along with the simulation error y o (k) −ŷ(k). For the sake of visualization, only the samples from time 101 to 200 are reported. The BFR and MSE on the two output channels are reported in Table 11 . The obtained results show that the proposed LPV identification approach based on the PWA approximation of the coefficient functionsā i,j (p(k)) andb i,j (p(k))) outperforms the parametric LPV identification approach in [4] , which in turn is based on a priori specified polynomial parametrization of the nonlinear functions
We remark that the "online" computational time required to evaluate the output of the LPV model, given the current value of the scheduling variablē p and the past input/output observations is about 120 µs, 40 µs of which are required to evaluate which region the current scheduling variable belongs to. Note that the latter step requires to compute the maximum of s = 10 affine functions {ϕ i (p)} s i=1 defining the piecewise affine separator ϕ(p) in (6). This relatively "low" online computational time is mainly due to the PWA structure 
Performance of multicategory discrimination algorithms
The CPU time required to estimate the LPV model through the proposed PWA regression approach is 759 s. This includes the cross-validation phase to compute the number of modes s. For s = 10, the CPU time required to compute the LPV model is 14 s, 0.4 s of which are spent to compute the polyhedral partition via Algorithm 2 (the robust linear programming multicategorical discrimination algorithm of [10] takes 4.2 seconds, that is almost 10x slower). For a more exhaustive comparison between the Newton-like approach (Algorithm 2) and the robust linear programming algorithm of [10] , the CPU time required by the two algorithms to partition the scheduling parameter space is plotted, as a function of s, in Fig. 12 . In order to test the performance of the three multicategory discrimination algorithms in terms of model accuracy, the aggregate best fit rate BFR T obtained by using the three algorithms is plotted, as a function of s, in Fig. 13 . Results in Figs. 12 and 13 show that:
• the CPU time required by all of the three discrimination algorithms to partition the scheduling variable space increases with the number of modes s (Fig. 12 ). This is due to the fact that the number of parameters ξ defining the piecewise affine separator ϕ(x) in (6) increases linearly with s;
• the two multicategory discrimination algorithms presented in this work (i.e., Algorithm 2 and Algorithm 3) are faster (from 6x to 20x) than the robust linear programming based approach of [10] .
• in terms of model accuracy, the robust linear programming approach of [10] and the Newton-like method of Algorithm 2 achieve similar performance (Fig. 13) , while, for s = 11, s = 14 and s = 20, the averaged stochastic gradient descent algorithm (Algorithm 3) does not provide an accurate partition of the scheduling variable space, leading to LPV models with an aggregate best fit rates smaller than 1.1. This means that, for s = 11, 14, 20 the solution of the averaged stochastic gradient descent algorithm fails to converge to the batch solution of Problem (11) when only N = 10000 training samples are used.
Conclusions
The strengths of the PWA regression approach of this work are (i) its computational efficiency, (ii) the ability to be run both in a batch and in a recursive way, and (iii) the quality of fit that can be achieved. Future research will be devoted to generalize the approach to piecewise-nonlinear models (such as piecewise polynomial) by feeding regression data manipulated through nonlinear basis functions to Algorithms 1, 2 and 3. 
