We define cut-and-join operator in Hurwitz theory for merging of two branching points of arbitrary type. These operators have two alternative descriptions: (i) they have the GL characters as eigenfunctions and the symmetric-group characters as eigenvalues; (ii) they can be represented as differential operators of the W -type (in particular, acting on the time-variables in the HurwitzKontsevich tau-function). The operators have the simplest form if expressed in terms of the matrix Miwa-variables. They form an important commutative associative algebra, a Universal Hurwitz Algebra, generalizing all group algebra centers of particular symmetric groups which are used in description of the Universal Hurwitz numbers of particular orders. This algebra expresses arbitrary Hurwitz numbers as values of a distinguished linear form on the linear space of Young diagrams, evaluated at the product of all diagrams, which characterize particular ramification points of the covering.
1 Introduction and summary
Hurwitz numbers and characters
The Hurwitz numbers Cov q (∆ 1 , ∆ 2 , . . . , ∆ m ) count a certainly weighted number of ramified q-fold coverings of a Riemann sphere with fixed position of m branching points of the given types ∆ 1 , . . . , ∆ m . The types are labeled by ordered integer partitions of q, i.e. by the Young diagrams ∆ with |∆| = q boxes. This seemingly formal problem appears related to numerous directions of research in physics and mathematics and attracts increasing attention in the literature: see [1] - [24] for some references. After an accurate definition, see s.2.1 below, the problem becomes that of representation theory of symmetric groups and is reduced to the celebrated formula [3] (our normalization of ϕ R (∆) differs from that used in text-books by a factor):
The r.h.s. is a sum over all representations (Young diagrams) R with |R| = q and ϕ R (∆) are expansion coefficients (in fact, these are proportional to the characters of symmetric groups [25] ) of the GL characters (Shur functions) χ R (t) [25] in time-variables p k = kt k :
For the integer partition ∆ = [µ 1 , . 
Hurwitz partition functions
There are two different ways to define generating functions of Hurwitz numbers (see also [26] for other generating functions related to partitions). First, ϕ R (∆) in (1) can be contracted with p(∆) and converted into χ R (t) with the help of (2) . Second, ϕ R (∆) can be exponentiated. This implies the following definition of the Hurwitz partition function [23] :
where sum is now over all representations (Young diagrams) R of arbitrary size |R|. Here β is a set of constants depending on Young diagrams. If only β [2] corresponding to the diagrams ∆ = [2] is not equal to zero, this reduces to the generating of N -Hurwitz numbers, in particular, [8, 9] N = 1 : Z(t|β) = R d R χ R (t)e β 2 ϕ R ( [2] ) −→ Z(t|0) = R d R χ R (t) = e t 1 , N = 2 : Z(t,t|β) = R χ R (t)χ R (t)e β 2 ϕ R ( [2] ) −→ Z(t,t|0) = R χ R (t)χ R (t) = exp ( k kt ktk ) (5) are KP and Toda-chain τ -functions in t and t,t respectively [27, 9, 19, 22] , however integrability is violated for N ≥ 3 [23] . It is also violated by inclusion of higher β ∆ with |∆| ≥ 3 [16, 20, 23] : to preserve it one should exponentiate the Casimir eigenvalues C R (|∆|) [27] instead of ϕ R (∆) = C R (|∆|). Substitution of ϕ R by C R in the definition of partition functions was nicknamed transition to the complete cycles in [16, 20] , Z is obtained from the so defined τ -function [27] by action of sophisticated operators B ∆ , see [23] .
The KP τ -function Z(t|β) is in fact related [10, 19, 22] by the equivalent-hierarchies technique [28] to the Kontsevich τ -function [29] and, following [22] , we call it and its further generalization (4) Kontsevich-Hurwitz partition function. This remarkable relation allows one to apply the welldeveloped technique of matrix models [29] - [35] to study of the Hurwitz numbers, and this paper develops further a particular example [24] of such application.
General cut-and-join operators
Alternatively one can introduce the β-deformations in the partition function with the help of the cut-and-join operatorsŴ, which are differential operators acting on the time-variables {t k } (or, alternatively, on {t ′ k } or {t ′′ k }) and have characters χ R (t) as their eigenfunctions and ϕ R (∆) as the corresponding eigenvalues:
Then, as an immediate corollary of (6) and (4),
In the simplest case of ∆ = [2] we get the standard cut-and-join operator [8] 
which is the zero-mode generator of W 3 -algebra [36] :Ŵ([2]) =Ŵ (3) 0 . The W 3 -algebra is a part of the universal enveloping algebra of GL(∞), and is a symmetry of the universal Grassmannian [37, 38] , hence, the action of this operator preserves KP-integrability [37, 39, 28] and deforms Toda-integrability [40] in a simple way [27, 9] .
Operator (8) is conveniently rewritten [24] in terms of the matrix Miwa variable X (X was called ψ in [24] ),
where X is an N × N matrix,Ŵ
Here we use the matrix operatorD = X ∂ ∂X
, involving transposed matrixX as usual in matrix models theory [29] - [35] (hereafter, the repeated indices are implied to sum over):
i.e. a family of operators D ab ,D cd =D ad δ bc −D bc δ ad acting on the algebra of functions, generated by X ab :D ab X cd ≡ X ad δ bc . The normal ordering implies that the X-derivatives do not act on X's which stand between the two colons. It is equivalent to taking a symbol of operator. The goal of this paper is to claim that (10) possesses the immediate generalization to all other operatorsŴ(∆):Ŵ
where D(∆) is made from the operatorsD k ≡ trD k in exactly the same way as p (∆) is made from the
Note that the operatorsD ab , (11) realize the regular representation of the algebra gl. The (commuting) Casimir operators that lie in the universal enveloping algebra of gl can be realized asD k , the characters χ R (t) of the group GL being their eigenfunctions [41, 42] . Since allD k commute among themselves, so do all theD(∆) andŴ(∆) (and their common system of eigenfunctions is still formed by the characters). This allows one to express Z(t|β) through the trivial τ -function Z(t|0) = e t 1 :
Moreover, extra sets of time-variables can be introduced with the help of the same operators, for example, [37, 38] and leads to violation of integrability, observed in [16, 20, 23] .
Restricting the set {β ∆ } of β-variables in (13) to a single β [2] = β we obtain a representation for the Kontsevich-Hurwitz τ -function Z(t|β), which was the starting point in [24] for the derivation of a promising matrix model representation for this intriguing function. It is actually expressed (in a yet badly-understood but clearly established way [10, 19, 22] ) through the standard cubic Kontsevich τ -function [29, 34] .
The cut-and-join operatorsŴ form a commutative associative algebra, see s.2.4.3:
with the structure constants related to the triple Hurwitz numbers Cov(∆ 1 ∆ 2 ∆ 3 ), see the next subsection 1.4. Accordingly these Cov(∆ 1 ∆ 2 ∆ 3 ) can be alternatively studied in the theory of dessins d'enfants and Belyi functions [43] . At |∆ 1 | = |∆ 2 | = |∆| these numbers are the structure constants of center of the group algebra of the symmetric group S |∆| . Eqs. (13) and (2.4.3) should possess an interesting non-Abelian generalization to the case of open Hurwitz numbers [13, 14] , counting coverings of Riemann surfaces with boundaries, which should be an open-string counterpart of the closed-string formula (13).
Universal Hurwitz numbers and Universal Hurwitz algebra
The structure constants C ∆ ∆ 1 ∆ 2 allow one to introduce the Universal Hurwitz numbers, defined for arbitrary sets of Young diagrams, not restricted by the condition
Consider the vector space Y generated by all Young diagrams. The correspondence ∆ →Ŵ(∆) generates a structure of commutative associative algebra on Y , we denote the corresponding multiplication of Young diagrams by * . 
These generalized Hurwitz numbers coincide with the classical ones for |∆ 1 | = |∆ 2 | =, ..., = |∆ m |, when restricting the * -operation reproduces the composition • of conjugation classes of permutations, considered in s.2.2. The symmetric bilinear form (∆ 1 , ∆ 2 ) = l(∆ 1 * ∆ 2 ) is non-degenerate and invariant,
as a corollary of commutativity and associativity. Moreover,
i.e.
where
Finally, our Universal Hurwitz algebra of cut-and-join operators is freely generated by a set of Casimir operators and actually coincides as a vector space with the center of the universal enveloping algebra of gl(∞), see s.2.5 below and [23, 42] for more details.
Comments

Hurwitz numbers and counting of coverings
A q-sheet covering Σ of the Riemann surface Σ 0 is a projection π : Σ → Σ 0 , where almost all the points of Σ 0 have exactly q pre-images. The number of pre-images drops down at finitely many singular
Then with each singular point one associates an integer partition of q, which can be ordered, ∆ α : µ
If one picks up some non-singular point x * ∈ Σ 0 and considers a closed path C * in Σ 0 which begins and ends at x * , then the q pre-images of x * in Σ get somehow permuted when one travels along C * . Thus with a path C * is associated a permutation of q variables, i.e. the covering defines a map from the fundamental group π 1 (Σ 0 , x * ) into the symmetric (permutation) group S q . Changing x * amounts to the common conjugation of all the permutations, associated with different contours, and the covering itself is associated with the conjugated classes of maps of π 1 (Σ 0 , x * ) into S q . In fact, inverse is also almost true: given such a map, one can reconstruct the covering. Thus enumeration of ramified coverings becomes a pure group-theory problem and gives the definition of Hurwitz numbers for the Riemann surface of arbitrary genus g:
is the number of its coverings π with a fixed set of singular points x 1 , . . . , x m of the types ∆ 1 , . . . , ∆ m , divided by the order of automorphism group. For the sake of brevity, we just put Cov 0 q =Cov q . The sum in (21) is over all possible equivalence classes of coverings and the equivalence is established by a bi-holomorphic map f :
Since Cov q (∆ 1 , . . . , ∆ m ) is simultaneously a group-theory quantity, it can be also expressed in terms of symmetric groups, and this approach leads to formula (1) . An extension to the surfaces Σ 0 of arbitrary genus follows from topological field theory [44, 45, 3, 13] . Somewhat non-trivial is generalization to Σ 0 with boundaries, see [13, 14] .
Permutations, cycles and their compositions
Cut-and-join operators come to the scene when one studies merging of two ramification points x α and x β of the types ∆ α and ∆ β . In result of such merging a single singular point emerges at the place of two, but its type ∆ is not defined unambiguously by ∆ 1 and ∆ 2 . It depends on actual distribution of pre-images y The Young diagram ∆ labels the monodromy element of a critical value and a conjugation class in the symmetric group S q . When two critical point merge, the resulting monodromy is a product of two original monodromies.
Before we consider multiplication of classes, let us look at multiplication of permutations. Any permutation can be represented as a product of cycles. For example, S 3 consists of six elements: {123} −→ {123}, {132}, {213}, {321} , {231}, {312}, which can be expressed through the cycles as 123, 1(23), (12)3, (13)2, (132), (123) respectively. The notation (132) for a cycle means that 1 → 3 → 2 → 1. For the sake of brevity we write 123 instead of (1)(2)(3).
The Young diagram ∆ describes the conjugation class of elements of the group. We denote with the same symbol ∆ the element of the group algebra equal to the sum of all elements of the conjugation class (with unit coefficients).
For instance, the Young diagrams with 3 boxes label the three conjugation classes of these permutations as follows: (12) . This is described by the 3 × 2 table
or simply −→ {321} and the result is the same as {123} (13)2 −→ {321}. Numbers in the notation of the permutation refer to places, not to elements: (12) permutes the entries standing at the first and the second place, not elements "1" and "2".
If one now makes a formal generating function
a formal sum of conjugation classes with coefficients, depending on the time-variables p k = kt k , then one can define the cut-and-join operator as
The denominator ||∆|| in (24) is the number of different permutations in the conjugation class ∆, i.e. ||3|| = 2, ||2, 1|| = 3, ||1, 1, 1|| = 1. Eq. (22) implies that the so defined operatorŴ(
where dots stand for the items that annihilate p 3 . Similarly, the composition 
where this time dots stand for some terms from the annihilator of p 1 p 2 . 1 The elements of the group algebra which correspond to the Young diagrams, generate the center of the group algebra. In our example one can see that the r.h.s.'s of (27) and (22) are the same, as a manifestation of this phenomenon.
In the same way one can analyze composition of any other pair of conjugation classes and reconstruct all the entries in operatorsŴ(∆). In this way one can check that any continuation of the first column in the Young diagram does not affect the cut-and-join operator:
if acting on a proper quantity (29) in accordance with (3), see sect.2.4.2 for details. The appropriately defined denominator in (24) is crucial for this property to occur. We give just one more example, in a brief form: ].
Thus
and
We see that the coefficient in the term p 1 p 2
is the same as in (26) , in full accordance with (29) . This example explicitly explains the choice of denominator in (24) .
In general, for a composition of conjugation classes one has
In terms of these structure constants the cut-and-join operator in (24) acts as follows:
Operator actually acts on p(∆ 2 ) at the l.h.s. After relabeling 2 → 3 at the l.h.s. and picking up the coefficients in front of the conjugation class ∆ 3 at both sides one getŝ
So far we dealt with the Young diagrams of equal weights. In order to go to differential operators acting on arbitrary Young diagrams, one can use formula (35) to obtain (for the sake of simplicity we consider here ∆ without units)
The weight of ∆ here is not related with the weights of ∆ 1 and ∆ 2 . Eqs. (26), (28) and (32) are particular applications of this formula (36) . In (35)
i.e. for p(∆) In this picture we deal with the situation of the type (123) • (123456), when the first cycle is a subset of the second one. One should only keep in mind that along with (123456) one should consider all the 5! different cycles formed by the same 6 elements -and only two of these 5! possibilities are shown in the picture. To obtain our operators one should sum over all these options. One should also add all the other cycles: each ∆ is a set of a few cycles of given lengths.
Composition of permutations and Feynman diagram technique
Advantage of this pictorial representation is that one can further represent such pictures, the Feynman diagrams by operators. This is the simplest way to obtain (12), which immediately reproduces eqs. (26) and (28) . The normal ordering appears because one connecting line can not act on another connecting line.
This Feynman diagram technique ties together the geometric interpretation of the Hurwitz numbers, their combinatorial expressions and the normal ordered differential matrix operators.
Algebra of cut-and-join operators
Examples of normal ordering
We begin with a few examples, illustrating role of the normal ordering: 
Insertion of extraD 1 , (29)
Next we provide a complete description of normal ordering for a small but important class of operators which contain degrees ofD 1 = trD = a ap a ∂ ∂pa ,
(∆ is assumed not to contain more units). For a more systematic description see [42] .
The following relations follow directly from the definition of normal ordering:
: (44) which contains an extra factor of |R|, again in accordance with (3).
Multiplication algebra ofŴ-operators
Making use of relations from s.2.4.1 we can now multiply different cut-and-join operators:
Note that in variance with (33) there is no restriction on the sizes of Young diagrams ∆ 1 , ∆ 2 and ∆, actually, there is only a selection rule
Still these new structure constants with |∆ 1 | = |∆ 2 | = |∆| coincide with the structure constants of conjugation-classes algebra (33) . The Feynman diagram technique of s.2.3 can be considered as a pictorial representation of (45), while expression (36) for theŴ operator through the time-variables -as a corollary of (45) projected to the |∆ 1 | = |∆ 2 | = |∆| subset. In this case it implies that
Furthermore, in accordance with (6) the eigenvalues ϕ R (∆) satisfy the same algebra (45):
The structure constants in this relation do not depend on R, which is not so obvious if one extracts ϕ R (∆) from the character expansion (2). One can explicitly check this for first few ϕ R (∆) using the following table for them (ϕ R (∆) differs by a factor from the character of symmetric group [25] )): 
Examples of structure constants
We now give some explicit examples of (45) 
. . .
FromD to differential operators in time-variables
One way to express the operatorsŴ through the time-variables is already given in eq. (12) . However, it is much simpler to extract such expressions directly from (36), i.e. by making a Miwa transformation back from the matrix-X variable to times p k = tr X k . This is done by the simple rule: when acting on a function of time-variables, the X-derivatives providê
NextD operators act both on X which emerged at the first stage and on the remaining function of time-variables:
where we used the fact that
Note that the power of X in the second factor at the r.h.s. is always non-vanishing, while it can vanish in the first factor. If we considered a normal ordered product of operators instead of (50), this power would also be non-vanishing:
This is the property that guarantees the potential N -dependence is eliminated from the formulas, as it should be for the operators expressible in terms of time-variables, and thus independent of details of the Miwa transform (of which N is an additional parameter).
First few examples of the cut-and-join operators in terms of the time-variables arê
As one had to expect from (42) and (44), it follows from these formulas that
The manifest expressions for higher operators fast become much more involved. However, there is a much more compact presentation for the operators: when expressed through the time-variables, operators are in fact made from the scalar field current
and from an additional dilatation operatorR
For more details see [23, 42] . Here we provide just a few simplest examples. The normal ordering in these formulas means that all p factors stand to the left of ∂/∂p factors, we do not take p-derivatives of p's when building up an operator from ∂Φ(z). The subscript 0 means that one should pick up the coefficient in front of z 0 in the z-series. As soon as adding units to the Young diagram is a trivial procedure, as we just saw, we list here only the operators corresponding to the Young diagrams without units [42] 
2.6 GL(∞) characters and related formulas GL characters χ R (t) are defined with the help of the first Weyl determinant formula
where s k (t) are the Shur polynomials,
After the Miwa transformation p k = kt k = tr X k , the same characters are expressed through the eigenvalues of matrix X by the second Weyl formula
The expansion of χ R (t) in powers of p's defines the coefficients ϕ R (∆) by eq. (2) for |R| = |∆| and by eq. (3) for all other ∆'s. In (2) the parameter d R is the value of character at the point t k = δ k,1 ,
and it is given by the hook formula
One can also introduce a natural scalar product on the characters
manifestly given by the formula
In particular,
These formulas, along with (2) immediately lead to the inverse expansion
Thus (6) is actually an exhaustive alternative definition of the operatorsŴ(∆) and one can check that (12) does satisfy this definition (see the next subsection s.2.7 and [23, 42] ). The equivalence of two definitions (25) and (6) follows from formula (1).
From (12) to (6)
The idea of a straightforward derivation of (6) from (12) goes as follows. For the sake of simplicity consider ∆ that does not contain units (the generalization is straightforward). Obviously,
Since
it follows that
The r.h.s. of this formula can be rewritten using (70) and (3) as
which, along with (73) and the fact that χ R (t) are the eigenfunctions of : D(∆) : , ultimately leads to (6).
Details of (14)
Deviation from the naive formula (14) arises because one should carefully impose the condition |∆| = R in (2) when passing from ϕ R (∆) in (1) to the characters χ R (t ′ ) in (4):
or, alternatively
This is the full (correct) version of eq. (14) . If there is nothing at the place of dots at the r.h.s., i.e. if one considers Z(t, t ′ |0), then the sum over R is equal to e t 1 /z and one obtains, as a simplest example,
(76) Generalizations are straightforward. If one wants to consider multiple Hurwitz numbers, with more sets of t-variables, then extra δ-functions and z-integrals should be included.
Summary and conclusion
The generic cut-and-join operatorŴ(∆) is associated with the arbitrary Young diagram ∆ and can be defined in two alternative ways.
First, through the characters, requesting that
for any Young diagram R. Then the Hurwitz partition function, say for two sets time-variables, is equal to
where [27, 9] for "the double Hurwitz numbers", Z(t,t|β) = R χ R (t)χ R (t)e β 2 ϕ R ([2]) = e β 2Ŵ ( [2] ) Z(t,t, 0), is a particular case, and the Kontsevich-Hurwitz KP τ -function for "the single (or ordinary) Hurwitz numbers" is a further restriction tot k = δ k,1 . Integrability in these two examples is preserved because the simplest cut-and-join operatorŴ( [2] ) coincides with the (second) Casimir operator, and integrability is present when any combination of Casimir operators acts on the τ -function [27] . It is violated by the generic cut-and-join operators with |∆| ≥ 3. Of course, the β-variables can be considered as associated with some new integrable structure, reflected in commutativity of the operatorsŴ(∆), Ŵ (∆ 1 ),Ŵ(∆ 2 ) = 0 ∀ ∆ 1 and ∆ 2
However, there is no obvious way to relate this integrability to the group-theory-induced Hirota-like bilinear relations [46] , and there are even less chances that it is somehow induced by the free-fermion representation of U (1) (these are the two features built into the definition of integrable hierarchies of the KP/Toda type). Second, through permutations and their cyclic decompositions. This is the problem directly related to merging of ramification points of the Hurwitz covering. The central formula is (25) ,
and in s.2.2 we explained howŴ(∆) is explicitly reconstructed from the knowledge of permutation compositions. Both these definitions, conditions (77) and (80) are explicitly resolved by eq. (12),
-a direct generalization of representation for the simplest cut-and-join operatorŴ( [2] ) from [24] . The first few operators of this set are listed in sect.2.5. These operators form a commutative associative algebrâ
We call it Universal Hurwitz Algebra, because it allows one to define the Universal Hurwitz Numbers for arbitrary collection of Young diagrams, not obligatory of the same size. That is, if complemented by (43) , formula (1) allows one to define the Hurwitz number as
where C is a combination of structure constants, for example, 
This fact that the form is vanishing except on the single-column diagrams is a direct corollary of the fundamental sum rule (72).
More details about the character-related description and integrability aspects of the problem can be found in accompanying papers [23, 42] . All these relations deserve better and more explicit understanding. Of special interest is study of the matrix-model representation [24] for the Hurwitz KP τ -function, its application (using [35] ) to understanding of the mysterious relation of twisting of the Hurwitz KP τ -function to the Kontsevich τ -function [10, 19, 22] and further non-Abelian generalization of this entire formalism to the Hurwitz numbers for coverings of Riemann surfaces with boundaries [14] (e.g. disk instead of Riemann sphere).
