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Abstract
The research included in this thesis comes in two main bodies. In the
ﬁrst, the focus is on intensity interferometric schemes, and I attempt to
identify the types of correlations dominant in their operation. This starts
with the, now rather historical, Hanbury Brown and Twiss setup from the
1950s and progresses to more recent interests such as ghost imaging and a
variant of ‘quantum illumination’, which is a quantum-enhanced detection
scheme. These schemes are considered in the continuous variable regime,
with Gaussian states in particular. Intensity interferometry has been the
cause of a number of disputes between quantum opticians over the past 60
years and I weigh in on the arguments using relatively recent techniques
from quantum information theory.
In the second half, the focus turns away from the optical imaging and de-
tection schemes, and onto quantum estimation – multiparameter quantum
estimation to be precise. This is an intriguing area of study where one has
to carefully juggle tradeoﬀs in choosing both the optimal measurement and
optimal state for performing an estimation in two or more parameters. I
lay out a framework for circumventing some of the diﬃculties involved in
this and apply it to several physical examples, revealing some interesting
and at times counterintuitive features of multiparameter estimation.
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Part I
9
1Introduction
At its inception, quantum theory was a tool for understanding phenomena which ap-
peared often paradoxical when addressed with the existing tools of physics. With
quantum mechanics, the mathematical paradoxes of what we now call classical me-
chanics (such as the ultraviolet catastrophe) were largely reduced to a perhaps more
tenable class of intuitive paradoxes (such as the measurement problem). Aside from
some scarce examples such as the photoelectric eﬀect, the quantum world was far out
of reach for manipulation and experimental observation. It was suﬃciently remote that
even great minds such as Schro¨dinger questioned the reality of what we now accept as
canon [10],
“We never experiment with just one electron or atom or (small) molecule. In
thought experiments, we sometimes assume that we do; this invariably entails ridiculous
consequences. In the first place it is fair to state that we are not experimenting with
single particles anymore than we can raise ichthyosauria in the zoo.”
Remarkably, these days we are raising our hypothetical ichthyosauria (though sadly,
no literal ones); experiments are capable of generating single photons [11], manipulating
individual ions [12], or addressing single-particle defects in crystals [13]. Simultaneously,
we’ve experienced the rise of computation, and with it, the diminishment of scale: from
computers ﬁlling rooms, to sitting in the palm of a hand. It is inevitable, in this sense,
that with the miniaturisation of electronics we will hit a quantum wall.
It is thus necessary that we develop the capability to control quantum phenomena
10
in order to surpass the inevitable quantum obstacles we will encounter. However,
in addition to the necessity for such control, it is even more desirable to saddle the
ichthyosauria and harness quantum eﬀects [14]. We can use quantum mechanics not
merely as a tool for understanding reality, but also for exploiting it. Rather than just
avoiding obstacles to the optimisation of existing technologies, we could develop entirely
new ones.
This is the aim of quantum information. Quantum eﬀects can in principle be used
to enhance information processing [15], to increase the accuracy of measurements [16]
and to enable unconditionally secure communication protocols [17]. Arguably, the
ﬁrst examples of quantum technologies are already widely in use, in the form of the
transistor and the laser. On the ﬂip side, these technologies might be seen not as
exploiting quantum theory to an advantage for information processing in the ways
mentioned. Lasers, for example, produce coherent states, which are considered to be
archetypical ‘classical-like’ optical states [18].
In order to develop a deep understanding of the wide array of quantum technology
proposals, it is important to grasp the underlying sources of enhancement over any
classical counterparts. This problem has been tackled from numerous perspectives.
On the very rigorous mathematical side, resource theories have been and are being
developed, such as those of entanglement [19], non-locality [20], coherence [21] and
even thermodynamics [22].
On the other hand, departing from this level of mathematical purity, it is a pop-
ular trend to study speciﬁc systems in attempt to identify what exactly the quantum
resource they use is; from entanglement in universal quantum computation [23], to
(allegedly) discord in DQC1 [24]. Often, also, the process is switched up and an oper-
ational setting is designed with the intention of deﬁning a measure of some quantum
correlation. One example of this is the interferometric power [25], which identiﬁes
discord-type correlations as the essential resource for a certain metrology scheme.
In this thesis, I do not consider the highly rigorous resource-theory approaches, but
rather follow the path of trying to understand the functioning of particular physical
systems. This work began with consideration of ghost imaging [26] – a system over
which there had been some fair debate over the nature of its ‘quantumness’ – and
treated it from an informational perspective. This led to considerable focus on intensity
interferometry type schemes for some part of this thesis. The most well-known of these
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schemes is possibly the Hanbury Brown and Twiss stellar interferometer [27], which
presented the ﬁrst demonstration of second order coherence in the photon-counting
regime.
Later, this work evolved to entirely diﬀerent considerations of resources, in a study
of multiple parameter quantum estimation. In this case, the resources are usually con-
sidered to be the number of qubits, for example, or the number of channel uses. Usually
the goal of an estimation problem as considered in quantum metrology is to estimate
some parameter with the optimal accuracy given limited resources (the problem would
be rather trivial otherwise) [28, 29]. In multiple parameter estimation, this problem is
generalised to optimal estimation of more than one parameter at the same time.
It is necessary to be very careful in our consideration of resources in quantum metrol-
ogy. At times deceptively optimistic results have been attained due to poorly formu-
lated problems [30, 31], and moreover, there have been some debates on probabilistic
metrology schemes [32, 33], wherein we can discard some results by post-selection. It
has been questioned if, given that one may discard resources that could be used in
another way, these are of any real use [34]. Ultimately, a careful consideration of what
constitutes a resource can make or break the utility of probabilistic schemes in general
[6].
To precisely outline the structure of this thesis, chapter 2 introduces the essential
tools of quantum information, starting with the basics of quantum mechanics, which
it then combines with basic information theory to introduce the theory of quantum
correlations. Chapter 3 is also an introductory chapter, this time for quantum optics
and continuous variable quantum information. It has a signiﬁcant focus on Gaussian
states. Some of the more speciﬁc background may be contained outside of these two
introductory chapters in the sections to which it is relevant.
Chapter 4 encompasses the work done on intensity interferometry schemes. It con-
siders the Hanbury Brown and Twiss scheme, ghost imaging and quantum illumination.
It examines classical and quantum correlations in all of these schemes. Chapter 5 lays
out the work on multiple parameter metrology, with some signiﬁcant background ma-
terial as well as applications to a number of problems. Chapter 6 concludes the thesis.
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2.1 Quantum States and Observables
In quantum theory we consider two fundamental, intertwined objects: states and ob-
servables. There is signiﬁcant work in the foundations of quantum mechanics to estab-
lish quite how these – states in particular – are fundamental [35, 36, 37], but we shall
not concern ourselves with such matters. For our conceptual picture, it is suﬃcient to
take the state as a complete description of the system and the observable as a property
which we can measure with some macroscopic device.
In this section we we shall only explicitly discuss ﬁnite-dimensional systems. Many
of the ideas apply fairly readily to inﬁnite-dimensional systems although there can be
complications arising due to problems of boundedness, amongst other things. Although
this thesis does deal a fair amount with inﬁnite-dimensional systems, it primarily con-
siders the Gaussian case, which is much simpler than the general one. That exposition
will be relegated to the second chapter, as separating the analyses presents the path of
least resistance. Most of the content in this chapter can be found in [38, 39], which are
excellent resources for learning quantum information theory.
The most basic description of states is in terms of a ray |ψ〉 in Hilbert space. This
is known as a ket. Dual to this, we also deﬁne a bra 〈ψ|. Explicitly expressing the
ket of an n-dimensional system in vectorial form |ψ〉 =


c1
...
cn

, we ﬁnd the bra can be
expressed as a row vector 〈ψ| = (c∗1, . . . , c∗2), where the asterisk denotes the complex
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conjugate. We can then deﬁne an inner product 〈ϕ|ψ〉 on states with the usual matrix
multiplication. States are normalised under this inner product, 〈ψ|ψ〉 = 1, implying
that
∑
i |ci|2 = 1 but otherwise states are quite unrestricted.
We can decompose such a state into a superposition of states, by noting that a
vector (c1, . . . , cn)
T , may be decomposed in terms of its basis vectors as
∑n
i=1 ci|i〉
where |i〉 refers to the column vector with a 1 in the ith position and 0 everywhere
else. Clearly, as long as we are considering inner products, the choice of basis does not
matter. If we take some change of basis enacted by a unitary U , such that |ψ′〉 = U |ψ〉
and |ϕ′〉 = U |ϕ〉 then 〈ϕ′|ψ′〉 = 〈ϕ|ψ〉. The change of basis preserves the inner product.
Traditionally, the ‘overlap’ |〈ϕ|ψ〉|2 of two states is often explained as the probability
of ‘jumping’ from one to the other, or as the transition probability. Perhaps more
accurately, it characterises the indistinguishability of states via the pure state fidelity
[40]. This implies that if we have simple measurement procedure which attempts to
measure if a prepared state is |ψ〉 or not |ψ〉, then the probability of getting a false
positive if the actual state prepared was |ϕ〉, is given by pure state ﬁdelity.
An observable, Aˆ is generally considered to be a quantity represented by a self-
adjoint operator, so Aˆ = Aˆ†. For ﬁnite-dimensional matrices the adjoint Aˆ† is the
conjugate-transpose of A. The expectation value of this observable can be calculated
on a given state by the formula E(Aˆ) = 〈ψ|Aˆ|ψ〉. We will often also use the notation 〈Aˆ〉
to denote the expectation value of Aˆ where we do not expect it to cause any confusion
with the bra-ket notation.
Of essential importance is the question of how a series of experiments measuring
Aˆ, on the same preparation of the state |ψ〉 will break down into individual runs.
This question relates to Born’s rule which is part of the fundamental postulates of
quantum mechanics connecting individual measurement outcomes to observables. We
will unravel the ideas behind this in a somewhat facile manner, which serves mainly to
highlight the practical points.
Due to the self-adjointess of Aˆ, we make use of the spectral decomposition. This
states that for any normal operator on an n-dimensional Hilbert space H (i.e. an
operator for which Aˆ†Aˆ = AˆAˆ†), we can decompose it as Aˆ =
∑n
i=1 λi|i〉〈i|, where λi
are the eigenvalues of Aˆ and the |i〉 form an orthonormal set of vectors. It is worth
noting that the λi need not all be diﬀerent, and that some may also be 0. We might
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also notice that due to their orthonormality, we can write
∑
i |i〉〈i| = 1, where 1 is the
identity on the Hilbert space H.
This is clearly relevant to the calculation of 〈ψ|Aˆ|ψ〉, which can be decomposed as
E(Aˆ) =
∑
i λi〈ψ|i〉〈i|ψ〉. Given the fact that the 〈ψ|i〉〈i|ψ〉 sum to 1, we interpret them
as probabilities. We shall write pr (i) = 〈ψ|i〉〈i|ψ〉 = |〈i|ψ〉|2. Then in an individual
run of an experiment it can be found that outcome of the eigenvalue λi occurs with
probability pr (i). All of this is consistent with experimental evidence.
This forms the basis for speaking of measurement in general. We say that a mea-
surement is described by a set of operators {Pˆi} such that
PˆiPˆj = Pˆiδij , Pˆ
†
i = Pˆi,
∑
i
Pˆi = 1. (2.1)
where δij is the Kronecker delta. This is not considered to be the most general type
of measurement (although in another sense it is, a point we will clarify later). We can
write that a measurement, described as above, on a state |ψ〉 yields outcome i with
probability pr (i) = 〈ψ|Pˆi|ψ〉. Importantly, the post-measurement state will be given
by |ψi〉 = Pi|ψ〉pr (i) . The probability in the denominator ensures proper normalisation.
The above formalism, though fundamental, is still quite basic and does not really
go beyond what would be covered in elementary quantum mechanics. The ﬁrst step of
a more in-depth development requires a revisiting of the concept of a state.
2.1.1 Mixedness
It is clear from the above introduction that there is some inherently probabilistic aspect
to quantummechanics. Even in the simplest example of two-dimensional vector space, if
we deﬁne |ψ〉 = 1√
2
(|0〉+|1〉), where |0〉 and |1〉 are orthonormal vectors, and Pˆ1 = |0〉〈0|,
Pˆ2 = |1〉〈1|, we ﬁnd the corresponding outcomes each occur with the probability of 12 .
Given the assumption of the state-vector as being a complete description of the
system, the conclusion that quantum mechanics is inherently probabilistic is inevitable.
However, this does not necessarily imply that every possible probabilistic aspect of the
theory is contained in the above. Certainly, we might expect, as in classical mechanics,
that we will ﬁnd probabilities which arise due to incompleteness of our knowledge; that
is, we do not know if a state is represented by one vector or another.
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Thus, if we have a preparation procedure which produces |0〉 and |1〉 with equal
probability, then we again expect to ﬁnd that the measurement above yields a 50-
50 chance of either outcome. That does not, however, imply that the states are the
same: had we chosen to measure in the alternative basis Pˆ ′1 =
1
2(|0〉 + |1〉)〈0| + 〈1|)
and Pˆ ′2 =
1
2(|0〉 − |1〉)〈0| − 〈1|), the state |ψ〉 would have produced a deterministic
result, whereas the mixture would still give a 12 chance of each outcome. The states are
physically distinguishable with the appropriate measurement procedure.
The probability of an outcome i, associated with a projector Pi where the prepara-
tion procedure probabilistically produces states |ψj〉 with probabilities pj , will be given
by
pr (i) =
∑
j
pj〈ψj |Pi|ψj〉 (2.2)
We are interested in writing this in a more explicit manner as a function of a single
state and observable. By inserting simple resolutions of the identity: in particular sums
of rank 1 orthonormal vectors on the whole space, we can write
p(i) =
∑
j,k
pj〈ψj |Pˆi|k〉〈k|ψj〉 (2.3)
=
∑
j,k
pj〈k|ψj〉〈ψj |Pˆi|k〉 (2.4)
= Tr ρˆPˆi (2.5)
where the state is now described by the self-adjoint operator ρˆ =
∑
j pj |ψj〉〈ψj | with
trace 1, known as the density matrix. The trace operation of a matrix X is deﬁned by
TrX =
∑
i〈i|X|i〉 where i is a complete set of orthonormal vectors, in eﬀect, we take
the sum of the diagonal entries of X (this is invariant under change of basis). Along
with the self-adjointness and unit trace, we require the density matrix be positive, thus
the deﬁning criteria for a quantum state in the density matrix formalism are written
as
ρˆ = ρˆ†, Tr ρˆ = 1, 〈i|ρˆ|i〉 ≥ 0∀|i〉 ∈ H. (2.6)
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Notably, the positivity condition actually implies self-adjointness, although these two
conditions are conventionally stated separately. For an observable Aˆ as described be-
fore, it is easy to see that the expectation value will be given by Tr ρˆAˆ. After a given
measurement result corresponding to the operator Pˆi, the post-measurement state will
be given by PˆiρˆPˆi
Tr PˆiρˆPˆi
.
The simple vector states we previously discussed can be written as ρˆψ = |ψ〉〈ψ| in
this formalism, thus they are rank 1 density matrices. These are known as pure states ;
all other states are mixed states.
2.1.2 Evolution
Part of the intertwinement of state and observable is gleaned early in our learning of
quantum theory when we discuss how systems change in time. The most fundamental
quantum evolution is unitary evolution, which, as the name would indicate, is possible
to describe by a unitary matrix.
Remarkably, there are two views of what it means for a system to evolve under a
unitary: in the Schro¨dinger picture, it is the state which changes with respect to the
evolution parameter (usually time). Alternatively it is also possible to view the state
as ﬁxed, and the operators as changing, in the so-called Heisenberg picture.
The equivalence of these two ideas arises immediately given the formalism we’ve
already expounded. If we take a state vector in the Schro¨dinger picture, a unitary U
acts on it by simple matrix multiplication, |ψ〉 → U |ψ〉. Thus, a density matrix evolves
as UρˆU † (this is true for mixed states too). Taking the cyclic property of the trace,
we can see that if we wish to calculate the expectation of an observable on the evolved
state, we get 〈Aˆ〉 = TrUρˆU †Aˆ = Tr ρˆU †AˆU . This actually reveals how observables
evolve under the action of a unitary in the Heisenberg picture: Aˆ→ U †AˆU .
Now, it is important to note that this is not the only type of quantum evolution we
consider. A unitary operation is always reversible, and a purely reversible theory would
seem rather deﬁcient given the presence of many irreversible processes in nature. The
theory of open quantum systems [41] considers non-unitary evolutions as well, which
are not reversible.
The form of general non-unitary evolutions can be axiomatically formalised [38]. Let
Λ be a map from one set of density operators to another with the following properties
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 Unit trace: TrΛ(ρˆ) = 1,
 Convex-linearity: Λ(
∑
i piρˆi) =
∑
i piΛ(ρˆi),
 Complete positivity: (1⊗ Λ)(ρˆ′) is positive for any state ρˆ′.
These are largely intuitive properties. The ﬁrst requires the output to be a valid
state. The second arises from the idea of a mixed state ρˆ =
∑
i piρˆi as being produced
by a process which yields ρˆi with probability pi. Thus the output will be Λ(ρˆi) with
probability pi. The third also arises from the necessity of producing a legitimate density
matrix as an output of the mapping; we require positivity of the density matrix, and
thus the map itself is positive, meaning any positive input leads to a positive output.
However, we also consider that the dynamics may only act on part of a total, larger
state which is why we consider the composite mapping (1⊗ Λ)(ρˆ′), where the identity
acts on the unaﬀected part of the state. When this too is positive for any ρˆ′, we have
complete positivity.
We call such maps completely positive trace preserving (CPTP) maps. It can be
shown that the output of any CPTP map can be decomposed as Λ(ρˆ) =
∑
iKiρˆK
†
i
where
∑
iKiK
†
i = 1, in what is known as the operator-sum representation. The oper-
ators Ki are called Kraus operators.
The complete positivity assumption links to an element we have not discussed –
composite systems in quantum mechanics. If it’s possible to have an operator acting
on only part of a system, then we need to have the right language for discussing how to
combine smaller systems into a larger one, and how to discuss the reduced components
of the larger system. This is actually an extremely important topic, and understandably
vital to the discussion of correlations in general. We thus talk about the framework for
describing composite states next.
2.1.3 Composite Systems
As mentioned earlier, quantum mechanics occurs in Hilbert space. Thus when talking
about a composite system, we need a composite space too. For this we need to use
the tensor product; two Hilbert spaces H1 and H2 join to make a composite space
H12 = H1 ⊗H2.
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It is then quite easy to see how the discussion of non-interacting systems takes
place in this setting. Simply enough, for uncorrelated systems (and pure states), we
may write |Ψ〉12 = |ψ〉1⊗|ϕ〉2, where system 1 and 2 may be described by |ψ〉1 and |ϕ〉2
respectively. Likewise, operators acting independently on each system are combined by
the tensor product Aˆ1 ⊗ Bˆ2.
This yields the expected statistics for experiments on the system. Outcomes are
statistically independent and the joint probability of outcomes i, j for the ﬁrst and
second systems respectively will be written as pr 12(i, j) = pr 1(i)pr 2(j). Of course, we
are also interested in correlated states; there are far more states in the space H12 than
just the uncorrelated ones.
We identify two classes of states. A separable state is any state which can be written
as a convex combination of uncorrelated states,
∑
i
piρˆi,1 ⊗ ρˆi,2 (2.7)
Measurements on each side of a separable state need no longer be statistically inde-
pendent, since, if we again take the picture of a preparation procedure which produces
pairs of states (each pair with a given probability), then the measurement statistics for
each run would depend on which pair of states was produced, and since the state held
by one party depends on the state held by the other, we get correlated measurement
statistics.
There is a stronger form of correlation wherein the state cannot be factorised this
way. Non-separable states are known as entangled states and are considered to be highly
non-classical. In fact, entanglement is an essential component for universal quantum
computation [23] and has been described, by none other than Schro¨dinger himself as
[10], “the characteristic trait of quantum mechanics, the one that enforces its entire
departure from classical lines of thought”.
An archetypical example of an entangled state is the Bell state,
|φ+〉 = 1√
2
(|0〉 ⊗ |0〉+ |1〉 ⊗ |1〉)
≡ 1√
2
(|00〉+ |11〉)
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where we henceforth adopt the concise convention for denoting the tensor product,
|ijk . . . 〉 = |i〉 ⊗ |j〉 ⊗ |k〉 ⊗ . . . .
Entanglement complicates the notion of composite systems by undermining the
language of speaking of systems as ‘separate’. For intuition, it is helpful to consider
entanglement as a property occurring between spatially remote systems. One can then
imagine remote observers performing measurements on these systems, so it certainly
seems there is some kind of separation involved.
On the other hand, it is not possible to create entanglement by local operations and
classical communication (LOCC), meaning that if two parties are remote, they cannot
create entanglement. Thus it would appear the two ‘separate’ elements of the system
which they are measuring have to have directly interacted at some point in the past at
the very least.
The confusions are somewhat compounded by Bell’s inequalities which are violated
by quantum theory. Bell-type inequalities are bounds on the degree of correlations
we can measure given the assumption of local realism, although what this assumption
means is not actually in itself necessarily clear [42, 43, 44]. One of the more famous
Bell inequalities is the CHSH inequality, which can be formulated for binary systems
as follows [45, 46]. Consider a system shared between two parties, Alice and Bob, each
of whom can perform one of two measurements with outcomes of a, a′ for Alice’s ﬁrst
and second measurement settings respectively and b, b′ for Bob’s. Let the outcomes of
any of these observables be ±1. Assume that the measurement outcomes are already
predetermined by some ‘hidden variables’, then we can have on any experimental run,
that a + a′ = 0, in which case a − a′ = ±2, or a + a′ = ±2 in which case, a − a′ = 0.
This allows us to deﬁne the correlation C ≡ (a + a′)b + (a − a′)b = ±2. From this we
obtain
|〈C〉| = |〈ab〉+ 〈ab′〉+ 〈a′b〉+ 〈a′b′〉| ≤ 2 (2.8)
which is violable by quantum mechanics, and the assumption that the properties a, a′,
b, b′ have simultaneous deﬁnite values is thus incorrect.
Thus the language is somehow unclear. Is entanglement a correlation in a property
which does not yet exist? If this is true and it only comes into being upon measurement
of one system, this certainly seems to violate the idea of ‘separateness’ of each part of the
system. However, the observers are certainly separate in our everyday understanding of
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the word, and they also perform separate measurements too. Or perhaps the property
does exist before measurement, but the system is highly non-local, as is explicitly the
case in some hidden-variable theories like that of de-Broglie and Bohm [47, 48, 49].
Ultimately, we put philosophy aside and disregard this confusion, focussing mainly
on the mathematical description at hand. As has been the case for most of this section,
the description set forth is largely axiomatic, but extremely well-veriﬁed by experiment.
The mathematical description of entanglement above is perfectly in alignment with
experimental results.
2.1.4 Purification and Dilation
Despite the existence of mixed states and non-unitary evolution, the earlier description
of pure states and unitary evolution as being fundamental was not a cavalier statement
but actually a consequence of the fact that quantum theory can be axiomatised purely
in terms of these [38, 50].
Just as we have rules for combining systems, it is also important to be able to
consider parts of larger systems and this is the ﬁrst step necessary for unravelling the
above statement. Typically, we will picture a system and an environment; this may be
quite literal, in that we are attempting to investigate the system in a laboratory, but
are confounded by interactions with the larger world, but it can also be viewed simply
as an abstract designation. The combined state of the system and environment will be
called ρˆSE , and the reduced states of system and environment independently, ρˆS and
ρˆE .
It is again obvious that for quantum theory to be useful, we have to be able to
describe the statistics of what we can observe, which may not be the whole system
thus meaning the idea of reduced states is vital. Given a composite state of system
and environment ρˆSE (or any two-or-more party state), if we wish to only describe the
system, then we have to trace over all degrees of freedom of the environment. More
rigorously this partial trace is described by
TrE(|s1〉〈s2| ⊗ |e1〉〈e2|) ≡ |s1〉〈s2|Tr (|e1〉〈e2|). (2.9)
Letting this function be linear, we can then input density matrices into this function
since any composite state will be a weighted sum of terms as above. Pursuant to
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this, we write ρˆS = TrE(ρˆSE). Any operator acting solely upon the system will then
yield the expected statistics using the usual formalism with ρˆS as the state, Tr ρˆSAˆ =
Tr ρˆSE(Aˆ⊗ 1).
Using the Bell state as an example once again, and taking the standard quantum
information practice of distributing the state between two parties named Alice (A) and
Bob (B), we write
ρˆA = TrB(
1√
2
(|00〉+ |11〉)(〈00|+ 〈11|))AB
=
1
2
(|0〉〈0|+ |1〉〈1|.
Thus in this case, Alice’s reduced state ρˆA =
1
21 will eﬀectively produce random statis-
tics. As a multiple of the identity matrix, it is maximally mixed. This is a deﬁning
feature of reduced density matrices of entangled states: roughly, the more mixed they
are, the more entangled the initial state was. This connection will be explained further
in the next section.
Building on the ideas of composite and reduced systems, we can introduce the
notions of state puriﬁcation and dilation. These are intuitively useful because they
allow us to consider mixed and open quantum systems as parts of larger pure, unitarily
evolving systems. Moreover, they are also of practical utility often allowing one to
perform otherwise diﬃcult calculations and optimisations [51].
The Bell state example revealed that we may ﬁnd a mixed state as the reduced
state of a pure one. Conversely, if we have a mixed state, it might be possible to ﬁnd
a pure state to which it acts as a reduced state (although this may really be a purely
mathematical procedure, and not physically motivated). Indeed, any ﬁnite-dimensional
mixed state allows a puriﬁcation as a consequence of the Schmidt decomposition. This
provides a very simple recipe: for ρˆS =
∑
i λi|i〉〈i|, let the environment be of the same
dimension as ρˆS such that we can easily write ψSE =
∑
i λi|i〉S |i〉E . The state has thus
been puriﬁed.
Similar in spirit, we can show that all CPTP maps can be regarded as unitary
operations on a larger system, using what is known as Stinespring dilation. In ﬁnite
dimensions this is especially simple. Given an n-dimensional system, we require no
more than n2 dimensions to describe the environment and moreover, the environment
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starts in a pure state, uncorrelated with the system. Thus, for any CPTP map Λ, we
can write
Λ(ρˆS) = TrE(U
†[ρˆS ⊗ |0〉〈0|E ]U †), (2.10)
where U is a unitary operating on both the system and environment.
2.1.5 Generalised Measurement
It was earlier mentioned that the description of measurement in terms of projectors
(known as von Neumann measurement) is not the most general. This should be ob-
vious, since a requirement such as idempotence necessitates that all measurements be
repeatable, which is not in line with experimental evidence where we can have destruc-
tive measurements. However, much like with the case of mixed states and non-unitary
evolution, any measurement can be rephrased as a projective measurement on a larger
system. Clearly, we will lose some information if we then disregard part of that system.
Thus these new measurements are suitable when we may not be interested in knowing
the exact state of the subsystem after measurement.
Generalised measurements are known as positive operator valued measures (POVMs)
and any POVM can be represented by a set of operators {Πˆi} satisfying
Πˆ†i = Πˆi,
∑
Πˆi = 1, Πˆi ≥ 0. (2.11)
Conversely any operators satisfying the above criteria are implementable POVMs. Un-
like projective measurements, POVMs may be nonorthogonal and may not yield the
same results upon repetitions of the measurement.
POVMs are connected with projective measurements via Neumark’s theorem. Any
n-dimensional POVM with elements {Πi} can be written as a projective measurement
on a larger space by appending an ancilla with an n-dimensional state space. Taking a
pure state input |ψ〉 to be measured, we initialise the ancilla (environment) in a state
|0〉 and then enact a unitary U deﬁned by
U(|ψ〉S ⊗ |0〉E) =
n∑
i=1
Mi|ψ〉S |i〉E . (2.12)
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HereMi andM
†
i are deﬁned by Πi =M
†
iMi. If we then deﬁne a projective measurement
on the composite system Pi = 1S ⊗ |i〉〈i|E , we ﬁnd that
pr (i) = 〈ψ|S〈0|EU †PiU |ψ〉S |0〉E = 〈ψ|Πi|ψ〉, (2.13)
thus achieving the POVM.
2.1.6 Qubits
To conclude the section on basic quantum mechanics, it is important to discuss the
theory of qubit systems. Qubits are arguably the simplest quantum systems given that
they live in the smallest non-trivial Hilbert space, and are the closest quantum analogy
to a bit, as the fundamental binary units of classical information theory are called.
Qubits exist in a 2-dimensional Hilbert space, and we typically designate a compu-
tational basis, in which we denote the two orthogonal states by |0〉 = (10) and |1〉 = (01).
A general pure qubit state in this basis can then be written as |ψ(α, β)〉 = (cos β2 e−i α2
sin β
2
e+i
α
2
)
.
It is thus evident that all pure states can be parametrised by two angles α and β.
A useful depiction of the space of qubit states is in terms of the Bloch sphere as in
Figure 2.1.
It is almost unreasonable to speak of qubits without introducing the Pauli matrices.
These generate the SU(2) algebra, which allows us to characterise all qubit unitaries
with unit determinant. Additionally, they form a basis for all Hermitian 2×2 matrices.
Explicitly the Pauli matrices are
σx =

0 1
1 0

 , σy =

0 −i
i 0

 , σz =

1 0
0 −1

 . (2.14)
The Pauli matrices obey the commutation relation [σj , σk] = 2iǫjklσl and the anticom-
mutation relation {σj , σk} = 2δjk1. The Levi-Civita symbol ǫjkl, is 1 for all cyclic
permutations of jkl, 0 if there are any repeated indices, and −1 otherwise. Using the
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Figure 2.1: The Bloch sphere. For a pure state, where the computational basis is taken
to be the eigenbasis of the σz Pauli matrix, the two-angle parametrisation is represented as
in the diagram. Alternatively, in the vector formalism, the origin is taken to be the centre
of the Bloch sphere, and the x, y and z components are given by the ~r vector.
Pauli matrices, we may write the density matrix for a pure state as
ρˆ = |ψ(α, β)〉〈ψ(α, β)| =

 cos2(β2 ) cos(β2 ) sin(β2 )e−iα2
cos(β2 ) sin(
β
2 )e
iα
2 sin2(β2 )


=
1
2

1+

 cos(β) sin(β)e−iα2
sin(β)ei
α
2 − cos(β)




=
1
2
(1+ nˆ · ~σ).
Here ~σ = (σx, σy, σz)
T and nˆ = (sinβ cosα, sinβ sinα, cosβ)T . More generally, any
density matrix may be written as ρˆ = 12(1+~r.~σ), where ~r is a vector such that |~r| ≤ 1,
as depicted in Figure 2.1.
As mentioned, the Pauli matrices also provide the basis for the generators of any
single-qubit unitary with determinant equal to 1. Any such unitary can be written as,
e−i
θ
2
nˆ·~σ = cos
θ
2
1− inˆ · ~σ sin θ
2
. (2.15)
It is also worth considering non-unitary evolutions on qubits. These are often char-
acterised by bit-ﬂips (where the |0〉 and |1〉 switch with a certain probability); phase
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ﬂips, where |0〉 terms are unaﬀected but |1〉 terms gain a π phase rotation (eﬀectively a
minus sign); and phase-bit ﬂips, where both occur. There are a number of other types
of decoherence, as these generally undesirable noise eﬀects are known, which we won’t
discuss. To ﬂesh out the example of the phase-ﬂip, which is also known as dephasing
or phase diﬀusion, we write the Kraus operators
K1 =
√
1 + η
2
1, K2 =
√
1− η
2
σz. (2.16)
The resultant density matrix, starting from an input ρˆ =
(
a c
c∗ b
)
, will be
ρˆ′ =

 a η c
η c∗ b

 . (2.17)
Thus, the oﬀ-diagonals shrink, which corresponds to a contraction of the Bloch sphere
around the equator (resulting in a prolate spheroid), where η is the radius of the
contracted sphere.
2.2 Correlations
2.2.1 Entropy
The idea of entropy is indispensable for the discussion of correlations. Intuitively, this
should be of no surprise at all: if we associate entropy with disorder and correlations
with order, then one should arise from the other. It is useful to begin with an idea
of entropy not from physics, but from information theory. Expounded in Shannon’s
seminal work [52], and identiﬁed as entropy by von Neumann, the Shannon entropy of
a discrete probability distribution pa associated with the outcomes a of some random
variable A is deﬁned as
H(A) = −
∑
pa ln pa. (2.18)
This can be viewed as the expectation value of − ln pa, which following Shannon can
be dubbed the information content of outcome a. The smaller the probability of an
outcome, the more information it carries, we in some sense learn more when it occurs
– we are more surprised. We thus already see an explicit link between entropy and
information, deﬁned in this sense.
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We can question how to extend this quantity from classical probability distribu-
tions, to quantum systems. It is standard to identify the quantum equivalent of a
probability distribution with the density matrix ρˆ =
∑
a pa|a〉〈a|. Fixing the kets |a〉
to be orthonormal, we can precisely deﬁne an equivalent to the Shannon entropy
S(ρˆ) = −
∑
pa ln pa
= −Tr ρˆ ln ρˆ. (2.19)
This is known as the von Neumann entropy and when the density matrix is decom-
posed in orthonormal form, can be seen to be the information content of the classical
distribution of states in the ensemble. This is quite remarkable because it indicates
that when ρˆ is a pure state, i.e. pa = 1 for one value of a and 0 for all others, the
entropy is 0. This may seem somewhat surprising, since measurement of pure states
is still often associated with some inherent uncertainty. However, if given the correct
basis to measure in, then in principle there is no uncertainty at all. Our uncertainty
on pure state measurement might be said to arise from a lack of knowledge of the cor-
rect basis to measure in. However, we have deﬁned the von Neumann entropy as the
entropy of the measurement probability distribution when measuring in the same basis
as the orthonormal decomposition of the density matrix, thus circumventing any such
uncertainty.
On this note, it is useful to recognise another deﬁnition of disorder in quantum
states. Ordinarily simpler than the von Neumann entropy to calculate, the purity of a
state is deﬁned as
µ(ρˆ) = Tr (ρˆ2)
=
∑
a
p2a, (2.20)
where we obtain the second line by decomposing the density matrix in terms of or-
thonormal eigenvectors once again. This ranges from 1n at minimum, to 1, at its
maximum, where n is the dimension of the Hilbert space. Conversely, we can deﬁne
the linear entropy by SL(ρˆ) =
n
n−1 [1− µ(ρˆ)]. This ranges from 0 to 1 and is actually a
ﬁrst order approximation to the von Neumann entropy.
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2.2.2 Entanglement
When introducing entanglement, we considered the example of a Bell state where the
partial trace over either subsystem yields a maximally mixed state in the other. This
property is not coincidental and is actually a consequence of the position of Bell states
as maximally entangled states of two qubits.
For pure states, any correlation at all indicates entanglement. The fact that the
information is shared across both parties prevents either party from having a well
deﬁned state on its own, and thus any local observable will reveal mixedness.
This actually provides one of the most consistent deﬁnitions for quantifying the
entanglement E of a pure bipartite system ρˆAB. Whereas there are numerous entangle-
ment measures, a great many reduce to the same simple expression on pure states
E(ρˆAB) = S(ρˆA) = S(ρˆB). (2.21)
It is very important to note that this deﬁnition only applies to pure state entanglement.
To quantify entanglement for mixed states we often need to consider the so-called convex
roof extension [53]. One such example is the entanglement of formation, which for a
mixed state ρˆ considers the minimum average entanglement of an ensemble of pure
states constituting ρˆ.
2.2.3 Mutual Information
One of the broadest ideas of correlation, is that of the mutual information, which we
will also refer to as the total correlations. Recalling the picture of Shannon entropy as
average information content, the mutual information quantiﬁes the shared information
content between two systems. Yet again, the deﬁnition of this quantity is very intuitive.
TC(A : B) = H(A) +H(B)−H(A,B), (2.22)
where H(A) and H(B) are the entropies of the marginal probability distributions pa
and pb and H(A,B) of the joint distribution pa,b. This is to be understood as a
positive quantity, which is only 0 when there is no information shared by the two
parties involved.
In the picture of Shannon entropy as average information content, we can see that
this expresses that the expected information of the composite system is less than that
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of each subsystem taken independently. This can be understood as a consequence of
counting information redundantly: there is shared information which we count twice
if we consider the systems independently i.e. mutual information. On the other hand,
in the picture of entropy as disorder, it can be understood that the disorder of the
composite system is less than that of the sum of the subsystems separately, this lack
of disorder can immediately be identiﬁed with correlations. Both of these intuitive
pictures are quite useful and help to understand the connection between entropy and
information.
We can identify the quantum mutual information of a state by an almost exact
analogy, once again substituting the Shannon entropy for the von Neumann entropy,
TQ(A : B) = S(ρˆA) + S(ρˆB)− S(ρˆAB). (2.23)
There is, however, a small practical diﬀerence. While, one can in principle measure the
classical mutual information by purely separate measurements on each party, this is not
the case for the quantum mutual information. Recalling that the von Neumann entropy
corresponds to the entropy of the probability distribution arising from a measurement
in the orthonormal basis of the density matrix, it may be the case that the orthonormal
decompositions of the subsystems ρˆX and ρˆY are not compatible with the orthonormal
decomposition of ρˆXY , which may not even be factorisable if the state is entangled.
This diﬀerence is not normally regarded as signiﬁcant in of itself, however, active
consideration of measurement is actually crucial when it comes to attempting to dif-
ferentiate the quantum and classical components of mutual information.
2.2.4 Classical and quantum correlations
Given that the mutual information may not always be assessable from the outcomes of
repeating one pair of separable measurements, we are interested in asking when it is the
case that it is possible to do so. This would allow us to identify a class of states which
behave in an eﬀectively classical way. We desire that the measurements be factorisable
(and thus we can expect separability to be necessary) but on top of that we also need
the state to factorise as
ρˆ
(CC)
AB =
∑
ij
pij |i〉〈i|A ⊗ |j〉〈j|B, (2.24)
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where |i〉A and |j〉B are orthonormal states on Alice and Bob’s sides respectively. Under
this condition, the same states will also arise in the orthonormal decomposition of the
reduced density matrices and the quantum mutual information will be deducible purely
by Alice and Bob measuring the marginals independently (in the appropriate basis) and
then collating their data. These states are known as classical-classical (CC) states.
What will interest us more than these CC states, are quantum-classical (QC) states,
which are in a manner of speaking classical with regards only to measurements on one
side. It is with these sorts of states that the ﬁrst quantiﬁers of ‘quantum correlations’ in
separable states began to be explored [54, 55], where previously quantum correlations
had been considered to be synonymous with entanglement [56]. Such QC states can be
written as
ρˆ
(QC)
AB =
∑
i
piρˆi,A ⊗ |i〉〈i|B. (2.25)
The way the one-sided classicality of these states is usually described, is that there
exists a measurement on Bob’s system which does not disturb the overall state, but
none on Alice’s system with the same property. Of course, it is also possible to deﬁne
a state with the reversed property (a CQ state).
It is desirable to formalise a quantiﬁer for the level of this disturbance in a general
quantum state, separable or otherwise. To do this, we deﬁne a new expression for
mutual information which, when dealing with probability distributions in the classical
domain, is completely analogous to TC(A : B), but for which the quantum variant may
diﬀer from TQ(A : B). Using Bayes’ rule for conditional probabilities, it is possible to
rewrite Equation (2.22) as
JC(A|B) = H(A)−H(A|B), (2.26)
where H(A|B) is the conditional entropy of Alice dependent on Bob, H(A|B) =
−∑a,b p(a, b) log p(a|b), where p(a|b) is the conditional probability of Alice observ-
ing a conditional on Bob’s outcome b. In the classical case the conditional entropy is
uncontroversial, mathematically, due to Bayes’ rule, and also from the perspective of
physical intuition where we can calculate all probabilities, whether joint or conditional,
by using separate measurements on both systems.
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In the quantum case, however, things are not so simple, and we need to consider the
role of measurement very explicitly in the picture; to deduce the conditional state of
Alice, we need to have measured Bob. Given a projective measurement {1⊗Πi}, and an
outcome corresponding to the element 1⊗Πi, the conditional state of Alice is given by
ρˆA|i =
TrB ρˆAB(1⊗Πi)
pi
, where pi = Tr ρˆAB(1⊗Πi). The conditional measurement entropy
is then given by S{Πi} =
∑
i piS(ρˆA|i). Just as we technically consider the projective
measurement which minimises the entropy of the output probability distribution with
the standard von Neumann entropy, we will do likewise with the conditional one and
thus [55].
JQ(A|B) = S(ρˆA)− inf{Πi}S{Πi}(ρˆA|B). (2.27)
This quantity is equivalent to IQ(A : B) when the state is QC. This leads us to deﬁne
the quantum discord by [54]
D(A|B) = TQ(A : B)− JQ(A|B). (2.28)
The quantum discord is often regarded as a type of quantum correlation. Strictly
speaking, however, there are some ﬂaws in this designation, given that the discord is
asymmetric, generally D(A|B) 6= D(B|A), which seems to defy conventional standards
for what one considers to be a correlation. Moreover, it is possible to create discord
with local (non-unitary) operations [57]. Nevertheless, it certainly captures some el-
ement of quantumness in bipartite systems; it is the nonorthogonality present in one
half of the decomposition of the shared state which causes a non-zero discord. Such
nonorthogonality is clearly not possible in the classical theory of probability. We will
consider the quantity JQ(A|B) to be representative of the classicality of a system [55].
Aside from the entropic deﬁnition of discord, there are also a number of other deﬁ-
nitions [58]. For its intuitive power, we shall mention the geometric picture of quantum
correlations, although we do not use it in this thesis. In formulating the geometric
picture, we classify states in terms of their quantumness as in Figure 2.2. Then with
a suitable metric, we can quantify the distance between, for example an entangled
state and the nearest separable state, or the nearest QC state. The magnitudes of
these distances serve as quantiﬁers of correlations – of entanglement in the former case
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Figure 2.2: Geometric Quantum Correlations. An intuitive notion of quantum
correlations is gained from classifying states as in the diagram. For some state ρˆ, we
measure the distance to the nearest point in the desired set (QC for discord, for example).
The geometric picture above is not representative of the actual shapes or size of the sets
in any reasonable sense, but purely for demonstrative purposes [8].
and discord-type correlations in the latter. This provides a neat, uniﬁed picture of
correlations and correlation-like quantities.
2.2.5 Other entropies
To conclude this section, I will discuss a diﬀerent type of entropy to the Shannon
and von Neumann ones. The Re´nyi-2 entropy will prove to be especially useful in the
Gaussian setting for its computational simplicity and it will be used to analyse some
of the later work of the thesis.
Starting again with the Re´nyi entropy for classical probability distributions, we
deﬁne the Re´nyi-α entropy as [59],
Hα(X) =
1
1− α log(
n∑
x=1
pαx). (2.29)
The index α indicates that the Re´nyi entropy is actually a family of entropies, where
α ∈ [0,∞), not including α = 1. As α → 1, we recover the Shannon entropy. The
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quantum Re´nyi entropy is deﬁned almost identically.
Sα(ρˆ) =
1
1− α log Tr ρˆ
α. (2.30)
This tends to the von Neumann entropy in much the same way the classical Re´nyi
entropy tends to the Shannon entropy. We can also see that for the special case of
α = 2, we get the negative log of the purity S2(ρˆ) = − log(Tr ρˆ2).
Given this simplicity, it might seem curious why the von Neumann entropy holds
a very privileged position in quantum information while the Re´nyi entropy does not.
The understanding of this point arises from the strong subadditivity inequality, which
states that for a tripartite system
S(ρˆABC) + S(ρˆB) ≤ S(ρˆAB) + S(ρˆBC). (2.31)
The importance of this is not at all obvious at ﬁrst, but it is extremely powerful when it
holds, which it does for the von Neumann entropy but not generally for other entropies
[38, 39]. A trove of desirable and informative properties of entropic quantities spring up
as a result of the inequality, such as the fact that discarding systems doesn’t increase
mutual information, and the fact that conditioning reduces entropy and even that the
conditional quantum mutual information is positive. It is very important. We shall
see in the following introduction to continuous variables that the Re´nyi-2 entropy does
satisfy this inequality when calculated on Gaussian states [60].
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In classical information theory, bits are fundamental. Similarly, in quantum informa-
tion, qubits often take centre stage. However, qubits have some distinct disadvantages
over their classical counterparts, most especially their fragility: in order to see quan-
tum eﬀects, we tend to encode qubits onto extremely tiny, extremely cold systems. A
large part of quantum information aims to establish the groundwork for robust, easily
manipulable qubits.
However, there is an alternative non-qubit approach to quantum information. Rather
than use these discrete qubits, we encode information onto what we might think of as
‘analogue states’. A recent work has shown that any qubit protocol can be trans-
lated into a continuous variable one [61]. Moreover, it has been known for some time
that universal quantum computation can be performed on continuous variable systems
[62]. Even more signiﬁcantly, this can be done in large part, but not exclusively, with
Gaussian states and Gaussian measurements (unfortunately, Gaussianity must be com-
promised either in the states or in parts of the measurement phase but we can still go
a long way with Gaussianity alone [62]).
In the following section I will introduce the general phase-space framework necessary
for understanding continuous-variable quantum information, which I have used heavily
throughout this thesis. Subsequently, I’ll focus on Gaussian states in particular, which
have a beautiful, simple framework for use in the phase-space picture [4, 63, 64, 65, 66,
67].
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3.1 Quantum Optics
Although continuous variable quantum information can be implemented in a variety
of settings, I shall focus on optical schemes. These are not only very well investigated
and characterised, but also convenient for experimental implementation. The practical
tools of quantum optics are very well developed and simple to use. As a ﬁrst step to
quantum optics, we consider the quantisation of the electric ﬁeld. Necessary for this,
are the bosonic mode operators, also commonly known as creation and annihilation
operators, aˆ and aˆ†. These operators obey the commutation relation,
[aˆk, aˆ
′†
k ] = δk,k′
where we implicitly assume ~ = 1 and δk,k′ is the Kronecker delta. These opera-
tors are necessary for the quantisation of ﬁelds (e.g. electric and magnetic) which
are integral to the formalism of classical optics. Glossing over the detail, they arise
from an analogy with the Fourier decomposition of the classical ﬁeld, where a vec-
tor potential A(r, t) is decomposed into Fourier components, such that we might
say A(r, t) =
∑
k
∑2
λ=1 ekλAkλ(r, t) where λ is a polarisation index, and k rep-
resents the wave vector. After decomposing the ﬁeld into conjugate components,
Akλ(r, t) = Akλ exp (−iωkt+ ik · r)+A∗kλ exp (iωkt− ik · r) and subsequently replac-
ing the components Akλ with aˆkλ and A
∗
kλ with aˆ
†
kλ, this allows us to express the
quantised Fourier decomposition of the ﬁeld as [68, 69]
Aˆ(r, t) =
∑
k
∑
λ
aˆkλe
−iωkt+ik·r + aˆ†kλe
iωkt−ik·r. (3.1)
We can rewrite the mode operators in terms of quadrature operators, aˆk =
1√
2
(qˆk+ ipˆk)
and aˆ†k =
1√
2
(qˆk − ipˆk), with [qˆk, pˆk′ ] = iδk,k′ . We can deﬁne quadrature eigenvalues
and eigenfunctions so that qˆk|q〉k = qk|q〉k, though the explicit form of these is not
particularly important. The quadrature operators, as canonically conjugate variables,
can be considered as analogies to position and momentum operators.
A popular basis for describing optical states is the photon-number basis, also known
as the Fock basis, where each element |n〉 describes states of precise photon number,
n. Upon these states, the creation and annihilation operators act as
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aˆ|n〉 = √n|n− 1〉, aˆ†|n〉 = √n+ 1|n+ 1〉. (3.2)
This allows us to deﬁne the number operator aˆ†aˆ, for which the Fock states |n〉 are
eigenstates such that aˆ†aˆ|n〉 = n|n〉.
Equally important to this (more so, for the purposes of this thesis), are the coherent
states, which in a sense also form a basis for describing optical states [70]. Coherent
states are deﬁned as the eigenstates of the mode operators aˆ. This makes it immediately
obvious that we require an inﬁnite-dimensional Fock space representation to describe
the coherent states: if there were a maximum term |n〉, then clearly this component
would be removed by the action of the annihilation operator and the state would
thus change. It turns out that states which satisfy this are given by the pure states
which produce a Poissonian counting distribution, meaning that pr (n) = Tr ρˆΠn are
Poissonian in n where Πn = |n〉〈n|. Pure states with this property are written as
|α〉 = e− 12 |α|2
∞∑
n=1
αn√
n!
|n〉 . (3.3)
These states form an overcomplete basis, satisfying the completeness condition
1
pi
∫ |α〉〈α|d2α = 1, though no two states are orthogonal |〈|α|β〉|2 = e−|α−β|2 . Coherent
states are as close to a deterministic classical state as we can really come in quantum
optics; that is, they are almost a point in phase space, as will be described in more
detail in the next section. Coherent states are certainly not the only classical-like
states (although they have the unique distinction of being the only pure classical-like
states). We can also identify classical-like mixed states, the most important of which
are the thermal states. Together, all the classical-like states can be described in what is
known as semi-classical optics, where the light ﬁeld is described by classical optics but
the detectors are quantum mechanical. This moves the fundamental source of noise
from the e.g. Poissonian statistics of the light ﬁeld, to the shot noise in the detectors
themselves but produces mathematically identical results. In fact, in the quantum
optical context we’ve been discussing, admitting a semi-classical description is precisely
what we mean when speaking of classical-like states, and the states which allow this are
well-characterised by the behaviour of their Glauber-Sudarshan P -distribution which
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will also be expanded upon in the coming section. In the context of classicality in optical
states, we will use the terms semi-classical, classical and classical-like interchangeably.
Coherent states are minimum uncertainty states in the quadratures, meaning
var(q) var(p) = 14 , where var(x) refers to the variance of x, but other classical-like
states will not be, due to their mixedness. We especially focus on thermal states, which
are isotropic in phase space and have no coherences in the Fock basis. They can be
decomposed according to the distribution
ρˆth =
1
n¯+ 1
∑
n
(
n¯
n¯+ 1
)n
|n〉〈n|, (3.4)
where n¯ is the mean photon number. We accordingly ﬁnd that the uncertainty relation
for these states reads var(q) var(p) = (12 + n¯)
2. Thermal states occur quite naturally,
and may be produced by black body sources.
To conclude this section, we will discuss one example of a state which is not classical-
like. Thus far, the states considered have been isotropic, with var(q) = var(p), how-
ever, there exist states with asymmetric quadrature variances. Most notably, we can
ﬁnd minimum uncertainty states with this quality, where one quadrature variance is
‘squeezed’ and the other is ‘anti-squeezed’, to compensate (since otherwise we’d violate
the Heisenberg uncertainty principle). The Fock state decompositions of such states
are interesting as they have no odd photon-number terms. We can write a squeezed
vacuum state as,
|ψ〉sq = 1√
cosh r
∑
n
(− tanh r)n
√
(2n)!
2nn!
|2n〉, (3.5)
for some squeezing parameter r.
All the states considered above are known as Gaussian states. They form vital parts
of the machinery for continuous variable quantum information and it is thus useful to
explore the powerful techniques which exist for performing calculations with such states.
On the way to doing so, we must ﬁrst tackle the concepts of quasiprobability.
3.2 Quasiprobability
Probability theory was ﬁrst formalised by Kolmogorov [71] and can be condensed to
three axioms. For a measure space (Ω,S, pr ) [72],
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1. pr (E) ≥ 0 and pr (E) ∈ R for all E ∈ S. This says the probability of an event,
E, is a real number greater than or equal to 0.
2. pr (Ω) = 1. This says the probability that any event occurs is 1, i.e. some event
must occur.
3. pr (
⋃∞
i=1Ei) =
∑∞
i=1 pr (Ei), for Ei ∩ Ej = ∅ ∀i, j. This ensures that the prob-
abilities of mutually exclusive events are additive.
This is far more rigorous and abstract than we require, and this thesis certainly does not
explicitly consider the measure-theoretic formulation of probability theory. However,
it is useful to keep in mind an informal idea of the requirements. This will allow us to
see which are to be sacriﬁced when considering quasiprobability functions. Ultimately,
we desire positivity of probabilities, reality of probabilities, summation of mutually
exclusive events and the equivalence to unity of the whole event space.
We will continue with some ideas from the classical theory of probability as they
will occur also in quasiprobability theory. For starters, we take the formulae for the
normalisation of probabilities and for calculating marginal probabilities to ﬁnd,∫
x∈X
pr (x)dx = 1,
∫
y∈Y
pr (x, y)dy = pr (x).
Here x and y refer to individual events, and X and Y to the entirety of the event space.
Another absolutely essential ingredient, especially for the understanding of Gaussian
states, is that of moments. The moments are quite simply deﬁned by νr ≡ 〈xr〉 =∫
x x
rpr (x)dx where r is some integer; for example when r = 1 we have the ﬁrst moment,
which is the mean. More essential than the moments though, are the central moments,
µr ≡ 〈(x− 〈x〉)r〉 =
∫
x
(x− 〈x〉)rpr (x)dx.
We will often use the notation ∆x = x−〈x〉. The most important of these is the second
central moment, which is simply the variance. It is often denoted by σ2 or ∆2x. A
common reparameterisation is to take y = x−〈x〉σ , y is then said to be in standard form.
To deal with moments in a powerful way, we use generating functions. In particular,
the moment generating function is deﬁned byM(ξ) ≡ 〈eξx〉 = ∫ eξxpr (x)dx. From this,
it is always possible to ﬁnd any of the moments by noting that 〈eξx〉 = 〈1+xξ+x22! ξ2+. . .〉
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and subsequently we see that [dr M(ξ)dξr ]ξ=0 = 〈xr〉. The central moments can similarly
be calculated by replacing x with x− 〈x〉.
More important than this moment generating function, is the complex moment
generating function C(ξ) ≡M(iξ), which is signiﬁcant enough to deserve its own line.
C(ξ) =
∫
eiξxpr (x)dx. (3.6)
This is known as the characteristic function and, unlike the moment generating func-
tion, it always exists since it eﬀectively enacts a Fourier transform of the probability
distribution, and the Fourier transform of a square integrable function is always a valid
function.
We are now suﬃciently equipped to enter the theory of quasiprobability. Though
there are actually innumerable quasiprobability functions, we shall consider only three,
which are quite closely related to each other, and are the most well-known. The ﬁrst
quasiprobability function to be discovered was the Wigner function. This was derived
in 1932 by Eugene Wigner [73] although it’s full use only gained appreciation in the
1940s with the work of J. E. Moyal [74], but not without signiﬁcant resistance as evi-
denced by a quotation of Dirac,
“I think it would be a good idea to have your work discussed, if you don’t mind possible
heavy criticism” [75].
The ‘quasi-’ part of the Wigner function is primarily expressed in that it may be
negative. It is possible to remove this issue by convolving the function with a Gaussian,
as will be more explicitly stated later. This produces a well-behaved function, the
Husimi Q-distribution [76], which was developed in 1940 in Japan, but unknown to
Western scientists at the time. Nevertheless, this distribution violates the third axiom
of probability and thus is indeed a quasiprobability distribution.
Finally, in the opposite direction from the Q-distribution is an ‘unsmoothed’ dis-
tribution, the Glauber-Sudarshan P -distribution [18, 77]. This function is a bit of a
wild-card in that it is liable to be extremely poorly behaved.
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3.2.1 Phase Space
The proper context for framing the quasiprobability distributions is as distributions on
quantum phase space. A classical particle is fully determined by a point in phase space
(assuming we know all relevant forces acting upon it). However, there still may be an
epistemological uncertainty, in that we lack knowledge of the initial conﬁguration and
can only describe it by some probability distribution pr(q, p). In this case, we often
work with the moments of any function which depends on the canonically conjugate
variables q and p, as these are especially helpful for describing the properties of the
system.
In the quantum case, it is meaningless to consider a point in phase space due to the
uncertainty relation: no state with well deﬁned position and momentum can exist. This
implies that we indeed need some sort of distribution on the phase-space to describe a
quantum state.
We begin with the Wigner distribution, for which we require a single postulate
[78, 79], which is that the quasiprobability distribution is a real distribution which
produces the correct marginals. Thus, we expect each quadrature distribution to be
contained in the quasiprobability distribution W (q, p), via pr(q) =
∫∞
−∞W (q, p)dp and
pr(p) =
∫∞
−∞W (q, p)dq. The postulate we use is even slightly more general than this.
pr(q, θ) = 〈q|U(θ)ρˆU †(θ)|q〉,
=
∫ ∞
−∞
W (q′, p′)dp,
where q′ = q cos θ−p sin θ and p′ = q sin θ+p cos θ are rotated quadratures and U(θ) =
eiθaˆ
†aˆ is a phase rotating operator, ρˆ is the density matrix of the state and we have
only considered the single mode case.
To derive the explicit form of W (q, p), we consider the Fourier transformed Wigner
function and the characteristic function of the marginals
W˜ (u, v) =
∫ ∞
−∞
∫ ∞
−∞
W (q, p)e−iuq−ivpdqdp, (3.7)
p˜r (ξ, θ) =
∫ ∞
−∞
pr (q, θ)e−iξqdq. (3.8)
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Invoking the postulate, one can show that p˜r (ξ, θ) = W˜ (ξ cos θ, ξ sin θ). Noting that
p˜r (ξ, θ) =
∫∞
−∞〈q|U(θ)ρˆU †(θ)|q〉e−iξqdq = Tr ρˆU †(θ)e−iξqU(θ), we can with a change
of variables write W˜ (u, v) = Tr ρˆe−iuqˆ−ivpˆ = Tr ρˆD(α), where D(α) is known as the
displacement operator (this shall be more properly introduced in the next section).
Finally, by performing the inverse Fourier transform, we can ﬁnd the explicit equa-
tion for a single mode Wigner function, W (q, p) = 1pi
∫∞
−∞〈q + x|ρˆ|q − x〉 e2ix·p dx. This
expression can be generalised to N modes, to give [80]
Wρˆ(q,p) =
1
πN
∫
RN
〈q + x|ρˆ|q − x〉 e2ix·p dNx , q,p ∈ RN . (3.9)
The Wigner function is normalised to 1, in that
∫
R2N
Wρˆ(q,p)d
NqdNp = 1. This
amounts to taking the trace of the density matrix, but it also fortiﬁes the position
of the Wigner function as bearing similarity to a probability distribution. We can
similarly take partial traces by integrating only over the quadratures corresponding to
the modes we wish to trace over.
An especially important characteristic of the Wigner function is the ability to de-
ﬁne Wigner-type functions for operators (although there are some constraints related
to boundedness) [70]. We can do this simply by replacing the density matrix in Equa-
tion (3.9) by the relevant operator; for e.g. an operator Oˆ, we denote this function by
WOˆ(q, p).
Using this, we obtain a simple formula for calculating expectation values, Tr ρˆOˆ =
πN
∫
RN Wρˆ(q,p)WOˆ(q,p)d
NqdNp. This enables us to see how the Wigner distribution
closely approximates a classical phase distribution in how it enables us to calculate
moments.
The other quasiprobability distributions can be derived directly from the character-
istic function. For consistency with convention we shall shift our notation and denote
the (generally N-mode) characteristic function of a density matrix ρˆ by χρˆ(ξ), where ξ
some 2N-dimensional set of real parameters. Then we can deﬁne the s-ordered charac-
teristic functions by,
χsρˆ(ξ) = χρˆ(ξ)e
s‖ξ‖2/2. (3.10)
These characteristic functions, when subjected to the inverse the Fourier transform,
yield the s-ordered quasiprobability distributions W sρˆ (q,p). For s = 0, we retain the
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Wigner distribution, for s = 1, we have the P -distribution and for s = −1, we ﬁnd the
Q-distribution. This explains the earlier statement that the Q-distribution is obtained
by the Wigner distribution by ‘smoothing’ it with a Gaussian function. Owing to
the fact that the Fourier transform turns multiplications into convolutions, we see by
performing the transform of χ
(−1)
ρ (ξ), we obtain a convolution of the Wigner function
with a Gaussian.
The Wigner and Q-distributions exist for any density matrix, whereas the P -
distribution does not, and in fact it may be ‘more singular than a Dirac delta’ [68].
The Q-distribution is also always positive, however, this does not make it useful in
of itself because the corresponding operator density functions for calculating moments
(i.e. the analogues to WOˆ(q,p)) are generally very ill-behaved for the Q-distribution.
Conversely, although the P -distribution is poorly behaved, when it does exist, we can
almost always calculate moments easily because the density functions exist for the vast
majority of operators.
We do not use the Q-distribution in this thesis, however both the Wigner and
P -distributions are important, and the next section will consider the case of states
with Gaussian Wigner functions. The P -distribution is important because it provides
a notion of classicality in quantum optics. This can be seen by writing the density
matrix explicitly with respect to the P distribution.
ρˆ =
∫
RN
P (α, β, . . . )|α〉〈α| ⊗ |β〉〈β| ⊗ . . . (3.11)
In eﬀect, when the P -distribution is well-behaved, we have classical mixtures of coherent
states. Given the aforementioned classical-like nature of coherent states, it is intuitively
apparent that a classical mixture of classical-like states would be classical-like itself.
Moreover, we can see that concepts like entanglement can’t feasibly arise with a well-
behaved P -distribution due to the tensor product under the integral eﬀectively implying
the fulﬁlment of the separability criterion (Equation (2.7)). The connection of the P -
distribution to semi-classical optics was ﬁrst shown by Sudarshan [18].
3.3 Gaussian States
Gaussian functions are introduced early on in our learning of probability theory, often
under the name of ‘normal distributions’. These functions appear endlessly throughout
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the study of probability and statistics and it would be wise for any mathematician or
physicist to be familiar with them. Though perhaps not as familiar a term, Gaussian
states are analogously ubiquitous in the laboratories of quantum physicists: as we’ve
already mentioned, coherent states, such as those from a laser; thermal states, as from a
black body source, and even the vacuum state are all Gaussian. Importantly, Gaussian
states are very closely related to Gaussian functions. A Gaussian state is deﬁned as any
state whose Wigner characteristic function and probability distribution are Gaussian
functions on the quantum phase space. In the case of pure states, this property also
coincides with a Gaussian wavefunction in the quadrature (position or momentum)
basis [65].
A general multi-mode Gaussian function has the form
f(x) = C exp
(
−1
2
xTAx+ bTx
)
, (3.12)
where x = (x1, x2, ..., xN )
T, b = (b1, b2, ..., bN )
T, and A is an N × N positive-deﬁnite
matrix.
A Gaussian state on the other hand, is deﬁned as a function possessing Gaussian
characteristic and Wigner functions. Conventionally, this is expressed as
χρˆ(ξ) = e
− 1
4
ξTΩσΩTξ−i(Ωd)Tξ, (3.13a)
Wρˆ(R) =
1
πN
1√
det(σ)
e−(R−d)
Tσ−1(R−d). (3.13b)
For N modes, Ω =
⊕n
1
(
0 1
−1 0
)
is the symplectic form and the covariance matrix is
expressed as σij = 〈RˆiRˆj + RˆjRˆi〉 − 2〈Rˆi〉〈Rˆj〉. The elements, Rˆi are drawn from
the vector of quadratures Rˆ = (qˆ1, pˆ1, . . . , qˆN , pˆN ) and we choose the convention such
that the commutation relation reads as [Rˆi, Rˆj ] = iΩij . It’s important to note that
another popular convention replaces i by i2 in the previous equation, in which case we
also ﬁnd factors of two appearing in the normalisation of the Wigner function and the
covariance matrix. To complete the notation, d = 〈Rˆ〉 is known as the displacement
vector and R (sans caret), is the vector of quadrature eigenvalues with ξ the Fourier
transformed variables. The covariance matrix σ will be the most important quantity
for our purposes, as the displacements can be set to 0 by local unitary operations and
thus the covariance matrix captures all the correlations of the system.
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As mentioned, for pure states, Gaussian states also have Gaussian wavefunctions
and it is instructive to calculate the general sorts of operations which preserve Gaus-
sianity on known Gaussian wavefunctions. The simplest Gaussian function is the single-
mode vacuum state |0〉 which is an eigenstate of the annihilation operator aˆ with eigen-
value 0. Expressing the annihilation operator in terms of quadratures, aˆ = 1√
2
(qˆ + ipˆ),
we can easily evaluate the vacuum wavefunction expressed in the q-quadrature basis,
ψ0(q) = 〈q|0〉. We ﬁnd
aˆ|0〉 = 1√
2
(qˆ + ipˆ)
∫
dq|q〉〈q|0〉 =
∫
dq|q〉
(
q +
∂
∂q
)
〈q|0〉,
thus
(
q + ∂∂q
)
ψ0(q) = 0 and
ψ0(q) =
1
4
√
π
e−
q2
2 . (3.14)
In accordance with our expectations we also ﬁnd the Wigner function of the vacuum
state to be a Gaussian given by
W|0〉(q, p) =
1
π
e−q
2−p2 . (3.15)
This is easily checked using the expression for a single-mode pure state Wigner function,
from Equation (3.9): W|ψ〉(q, p) = 1pi
∫∞
−∞ e
2ipxψ∗(q + x)ψ(q − x)dx.
It turns out that all possible single-mode Gaussian unitaries can be described by
two operators. The ﬁrst is the displacement operator deﬁned by
Dˆ(α) = eαaˆ
†−α¯aˆ . (3.16)
The eﬀect of this operator on a vacuum state eﬀectively transforms it into a coherent
state so Dˆ(α)|0〉 = |α〉. In the phase-space picture, this eﬀectively moves the minimum
uncertainty Gaussian wave packet of the vacuum from the origin. The other necessary
single mode transformation is the squeezing unitary, Sˆ(ζ),
Sˆ(ζ) = exp
[
1
2
(ζaˆ†2 − ζaˆ2)
]
, ζ = seiθ , (3.17)
Together, these can generate all single-mode Gaussian pure states, |ψG〉, by acting
these operators sequentially: |ψG〉 = D(α)S(ζ)|0〉. A depiction of the outcome of such
a transformation can be seen in Figure 3.1.
In addition to these single mode transformations, we additionally only need two
mode transformations to eﬀectively describe all possible Gaussian unitaries – that is
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Figure 3.1: Cross-section of the Wigner function for a general pure Gaussian
state |ψα,s,θ〉 = Dˆ(α)Sˆ(seiθ)|0〉 of a single mode k, characterised by a complex displace-
ment vector α, a real squeezing degree s and a squeezing phase θ. The Wigner function is
given explicitly by the Gaussian form (3.13b). Figure from [4].
an N-mode unitary can be decomposed into products of one and two mode unitaries
[65, 81]. We shall withhold the consideration of these unitaries until we have dissected
the Gaussian formalism in some more detail.
3.3.1 Operations
Part of the true power of the covariance matrix formalism is that the eﬀect of a large
class of unitary operations on Gaussian states can be described by simple matrix mul-
tiplications with the covariance matrix. This is clearly desirable, since operations in
the Fock space would be represented by inﬁnite dimensional matrices.
In more detail, unitary transformations on a Hilbert space correspond to real sym-
plectic transformations on the ﬁrst and second moments as
ρˆ′ = Uˆ † ˆˆρUˆ →

 d
′ = Sd
σ′ = SσST
, (3.18)
where S is a symplectic matrix which corresponds to the action of Uˆ on the state ρˆ.
This does not hold for all unitaries, but rather only for unitaries for which the gener-
ators are at most quadratic in the mode operators. This can be intuitively understood
insofar as higher order terms in the mode-operators would aﬀect higher than second-
order moments, and since Gaussian states are fully determined by their second-order
moments, Gaussianity would be compromised. These symplectic transformations form
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the building blocks of Gaussian state quantum information and we’ll dedicate some
space to properly understanding them. This section draws from [4, 82].
The group of real symplectic matrices is deﬁned by the condition
SΩST = Ω, (3.19)
where the matrix Ω deﬁned below Equation (3.13b) is known as the symplectic form.
This group is commonly denoted by Sp(2N,R) so that
Sp(2N,R) =
{
S|SΩST = Ω
}
. (3.20)
Symplectic matrices operating on N -mode systems are square (2N ×2N), non-singular
matrices with unit determinant. The symplectic matrix can be decomposed as
S =


s11 s12 · · · s1N
s21 s22
...
. . .
sN1 sNN


, (3.21)
where the 2 × 2 sub-block smn represents the transformation between the modes m
and n. This relates back to the fact that Gaussian-preserving unitaries have exponents
that are at most quadratic in the mode-operators, allowing at most pairwise mode-
interactions.
Williamson showed that any symmetric positive-deﬁnite matrix can be put into
a diagonal form via a symplectic transformation. An important use of this result,
which amounts physically to a normal mode decomposition, is in ﬁnding the symplectic
eigenvalues of an arbitrary Gaussian state. We can formalise this statement with
Williamson’s theorem [83]:
Theorem 3.3.1. Let σ be a 2N × 2N positive-definite matrix. Then there exists a
unique S ∈ Sp(2N,R) that diagonalises σ such that
σ = S
N⊕
k=1
(
νk 0
0 νk
)
ST
We can write the N eigenvalues νk in a diagonal matrix ν = diag(ν1, . . . , νN ). ν
is known as the symplectic spectrum of σ. While a powerful result, the Williamson
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theorem is not always the best route for ﬁnding the symplectic spectrum of a matrix
σ, and it is usually more convenient to use the relation [64, 81]
ν = Eig+ (iΩσ) , (3.22)
where Eig+ (A) denotes the diagonal matrix of positive (orthogonal) eigenvalues of the
matrix A. The N symplectic eigenvalues are thus determined by N invariants of the
characteristic polynomial of the matrix |iΩσ| [84]. Knowing the symplectic spectrum
of a given covariance matrix is very desirable for calculating informational measures.
The symplectic eigenvalues are very closely related to the thermality and entropy of a
state, a point which we will expand upon when looking at explicit covariance matrices
for diﬀerent types of states.
The next big step is to link known Gaussian unitary operations to their symplectic
counterparts. However, since it is more conventional to express unitary operations
in terms of mode operators rather than quadratures, we should ﬁrst examine how to
transform between each in the symplectic formalism. To do this, we only need to recall
that aˆ = 1√
2
(qˆ+ ipˆ). We also for convenience, rearrange the mode operators so that all
the aˆk occur in order, followed by all the aˆ
†
k. Thus, we can write,
Mˆ ≡


aˆ1
...
aˆN
aˆ†1
...
aˆ†N


= LT


qˆ1
pˆ1
...
qˆN
pˆN


, (3.23)
where the transformation matrix T has elements given by Tjk = δk,2j−1+δk+2N,2i, thus
rearranging the quadratures, and the matrix L can be written as,
L =
1√
2

 1 i1
1 −i1

 . (3.24)
and combines the quadratures to form the mode operators. Here 1 is the N -dimensional
identity matrix. We can convert any symplectic operation S from the quadrature basis
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to the mode basis by Sc = (LT )S(LT )
†. Equation 3.19, the deﬁning equation of the
symplectic matrices takes a new form,
K = ScKS
†
c, K =

1 0
0 −1

 . (3.25)
In this basis it becomes very clear how Gaussian operations connect to linear optics.
We take a generic Gaussian unitary Uˆ = e−iHˆ . Choosing to omit linear terms, the
most general generator Hˆ can be written as,
Hˆ = Amnaˆ
†
maˆn +Bmnaˆ
†
maˆ
†
n + B¯mnaˆmaˆn + A¯mnaˆmaˆ
†
n. (3.26)
Acted on by such a unitary, the modes evolve by the equations,
Uˆ †aˆkUˆ =
∑
j
αjkaˆj +
∑
j
βjkaˆ
†
j ,
Uˆ †aˆ†kUˆ =
∑
j
αjkaˆ
†
j +
∑
j
βjkaˆj ,
(3.27)
or more compactly,
Uˆ †

 aˆ
aˆ†

 Uˆ =

 α β
β¯ α¯



 aˆ
aˆ†

 . (3.28)
To ensure that the unitary operations are valid, we require the conditions,
αα† − ββ† = 1, (3.29a)
αβT =
(
αβT
)T
, (3.29b)
hold true. It turns out that this is equivalent as the deﬁning conditions of Equa-
tion (3.25), and in fact we can indeed write for a quadratic Hamiltonian,
Sc =

 α β
β¯ α¯

 (3.30)
Hence linear optics operations hold a central position in the theory of Gaussian states.
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Ultimately, if we are given a generic quadratic Hamiltonian Hˆ, then we can imme-
diately deduce the corresponding symplectic matrix. This is done by noticing that we
can write Hˆ = Mˆ
†
HMˆ , where H is the matrix of the form,
H =

A B
B¯ A¯

 , (3.31)
with the entries of the submatrices A and B taken from Equation 3.26. The symplectic
matrix can then be written as
Sc = e
−iKH
where K is as previously deﬁned in Equation 3.25. We can subsequently revert back
to the quadrature basis by inverting the transformation.
3.3.2 Single and two-mode operations
We’ve already clariﬁed that all Gaussian operations can be decomposed into operations
on one and two modes. Moreover, in this thesis we aim to deal with at-most two-mode
systems, which is a necessary constraint due to the complexity of calculating correla-
tions otherwise. It is conventional to use the quadrature basis in quantum information,
and we shall do so henceforth unless otherwise stated.
We will now give examples of standard symplectic matrices S associated to relevant
linear optics transformations.
Rotation. A single-mode rotation by an angle ϕ/2 in phase space, also known as
phase shift, is the simplest example of a passive transformation (i.e. an energy con-
serving transformation). Its unitary form is
Uˆ = exp
(
iϕaˆ†kaˆk
)
for a mode k. This corresponds to a quadratic generator with matrix representation
H = −ϕ2 1. In the quadrature basis, the symplectic transformation R(ϕ) associated to
49
3. CONTINUOUS VARIABLES
a rotation can be obtained by
R(ϕ) = T TL†e−iKHLT
=

 1 0
0 1



 1√2 1√2
− i√
2
i√
2



 e iϕ2 0
0 e−
iϕ
2



 1√2 i√2
1√
2
− i√
2



 1 0
0 1


=

 cos (ϕ2 ) − sin (ϕ2 )
sin
(ϕ
2
)
cos
(ϕ
2
)

 . (3.32)
Single-mode squeezing. The single-mode squeezing operator is a prototypical ac-
tive transformation (it increases the mean energy), described by the unitary operator
Sˆk
(
seiθ
)
introduced in Equation (3.17). In this case, referring to Eq. (3.31), we have
A = 0 andB = iseiθ. Adopting the same procedure as before, we obtain the symplectic
representation of squeezing,
S(1)(s, θ) =

 cosh(s) + cos(θ) sinh(s) sin(θ) sinh(s)
sin(θ) sinh(s) cosh(s)− cos(θ) sinh(s)

 , (3.33)
which reduces to S(1)(s, 0) = diag(es, e−s) for θ = 0. In the latter case, this operation
(for s > 0) squeezes the momentum, reducing its variance exponentially, while corre-
spondingly enlarging the one on position. The complementary case θ = π/2 amounts
to a squeeze of the position quadrature and a corresponding increase on the variance
of the momentum quadrature.
We can now write the phase space representation of the most general pure single-
mode Gaussian state |ψG〉 = D(α)S(ζ)|0〉. We just need to apply the operation in
Equation (3.33) to the vacuum state, followed by a displacement. Recall that the
vacuum has covariance matrix equal to the identity, and vanishing ﬁrst moments. The
ﬁrst and second moments of a general pure single-mode Gaussian state |ψG〉 are then
given by
d =
√
2

 Re(α)
Im(α)

 ,
σ = S(1)(s, θ)1S(1)
T
(s, θ) (3.34)
=

 cosh(2s) + cos(θ) sinh(2s) sin(θ) sinh(2s)
sin(θ) sinh(2s) cosh(2s)− cos(θ) sinh(2s)

 .
50
3.3 Gaussian States
Inserting this expression into Equation (3.13b) one obtains the Wigner function whose
cross-section has been depicted in Figure 3.1.
Beam splitter. Another common unitary operation is the ideal (phase-free) beam
splitter, whose action Bˆi,j on a pair of modes i and j is deﬁned as
Bˆi,j(θ) :

 aˆi → aˆi cos θ + aˆj sin θaˆj → aˆi sin θ − aˆj cos θ . (3.35)
A beam splitter with transmissivity τ is a passive transformation corresponding to a
rotation of θ = arccos
√
τ in phase space; in particular, θ = π/4 corresponds to a
balanced 50:50 beam splitter, τ = 1/2. Applying the machinery introduced above, one
ﬁnds that the beam splitter is described by a symplectic transformation
Bi,j(τ) =


√
τ 0
√
1− τ 0
0
√
τ 0
√
1− τ
√
1− τ 0 −√τ 0
0
√
1− τ 0 −√τ

 . (3.36)
Two-mode squeezing. We close this gallery with the two-mode squeezing operation,
an active transformation which models the physics of optical parametric ampliﬁers (see
e.g. [85]) and is routinely employed to create CV entanglement. Acting on the pair of
modes i and j via the unitary
Uˆi,j(r) = exp[r(aˆ
†
i aˆ
†
j − aˆiaˆj)], (3.37)
it corresponds to the symplectic transformation
S
(2)
i,j (r) =


cosh r 0 sinh r 0
0 cosh r 0 − sinh r
sinh r 0 cosh r 0
0 − sinh r 0 cosh r

 . (3.38)
3.3.3 Partial tracing and loss
This section will be concluded by considering some non-unitary operations. Partial
tracing in the covariance matrix formalism is actually a remarkably easy process. We
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are aided in this task by writing the displacement vector and covariance matrix in terms
of two-dimensional subblocks
d1,...,N =


d1
d2
...
dN


, σ1,...,N =


σ1 ε1,2 · · · ε1,N
εT1,2
. . .
. . .
...
...
. . .
. . . εN−1,N
εT1,N · · · εTN−1,N σN


. (3.39)
If we then wish to trace out, without loss of generality, the modes 3, . . . , N , then all
we need to do is erase the corresponding entries of the covariance matrix to ﬁnd the
reduced matrix of modes 1 and 2 to be
d1,2 =

 d1
d2

 , σ1,2 =

 σ1 ε1,2
εT1,2 σ2

 . (3.40)
This turns out to be especially useful when considering lossy channels. A lossy channel
can be characterised by a beamsplitter transformation, followed by a tracing out of
the auxilliary mode [78]. This can also be used to model an ineﬃcient detector by
considering a perfect detector behind a lossy beam splitter [86].
3.3.4 Gaussian Measurements
In this section we consider in general a POVM. A Gaussian measurement is one which
maps Gaussian states to Gaussian states. Any such measurement can be realised by
appending ancillae to the system, performing symplectic operations on the composite
state of system and ancillae and then measuring the quadratures, e.g. by homodyne
detection [87]. For a bipartite Gaussian state ρˆAB with a measurement on Bob, where
Bob holds NB modes, the most general Gaussian POVM is described by
ΠˆB(η) = π
−NB

NB∏
j=1
DˆBj (ηj)

ΛΠˆB

NB∏
j=1
Dˆ†Bj (ηj)

 , (3.41)
where
DˆB(ηj) = exp(ηj bˆ
†
j − η¯j bˆj) (3.42)
is the displacement operator of Equation (3.16), bˆj is the annihilation operator of the j-
th mode of the subsystem B, π−NB
∫
ΠˆB(η)d
2NBη = 1, and ΛΠˆB is the density matrix of
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a (generally mixed) NB-mode Gaussian state with covariance matrix Γ
Πˆ
B which denotes
the so-called seed of the measurement. The conditional state ρˆA|η of subsystem A
after the measurement ΠˆB(η) has been performed on B has a covariance matrix σ˜
Πˆ
A
independent of the outcome η and given by the Schur complement [88, 89, 90]
σ˜ΠˆA = σA − εAB(σB + ΓΠˆB)−1εTAB , (3.43)
where the original bipartite covariance matrix σAB of the N -mode state ρˆAB has been
written in block form as in Equation (3.40).
3.4 Entropy and Correlations
Now that we have considered two-mode operations, we are adequately equipped to
unveil the theory of bipartite correlations. This shall be done in a similar fashion to
the ﬁrst chapter, in terms of entropic measures, but with a necessarily greater emphasis
on rigour and detail. It is useful, however, to begin the section with consideration of
one of the archetypical quantum-correlated states, that ﬁrst introduced by Einstein,
Podolsky and Rosen.
3.4.1 EPR Correlations
Gaussian states allow us to come close to the so-called EPR state of the famed pa-
per of Einstein, Podolsky and Rosen [91] which ﬁrst identiﬁed some of the seemingly
paradoxical features of entanglement. This state is represented by
|ψEPR〉AB = δ(qˆA − qˆB)δ(pˆA − pˆB) (3.44)
This state is technically unphysical; it contains inﬁnite energy and thus cannot be
normalised. However, it can be asymptotically approached by certain states, the most
important of which is the Gaussian two-mode squeezed state (TMSS). Acting the two-
mode squeezing operator on the vacuum state yields the output covariance matrix
σTMSS(r) =


cosh(2r) 0 sinh(2r) 0
0 cosh(2r) 0 − sinh(2r)
sinh(2r) 0 cosh(2r) 0
0 − sinh(2r) 0 cosh(2r)

 (3.45)
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3.4.2 Entropy
We identiﬁed earlier that the symplectic eigenvalues are closely related to the thermal-
ity, thus mixedness, thus entropy of Gaussian states. We can in fact denote the purity
of a Gaussian state by writing,
µρˆ = Tr ρˆ
2 =
1√
detσ
, (3.46)
which can easily be deduced from the Wigner function and the ‘overlap formula’. Noting
that detσ = Πkν
2
k , we see this is purely a function of the symplectic eigenvalues. Only
when every symplectic eigenvalue is equal to 1 do we have a pure state.
The von Neumann entropy for an N-dimensional Gaussian state with covariance
matrix σ and symplectic spectrum ν is given by
S(σ) =
N∑
i=1
(
νi + 1
2
log
νi + 1
2
− νi − 1
2
log
νi − 1
2
)
. (3.47)
Thus again, the symplectic spectrum is of paramount importance. Similarly, the Re´nyi-
α entropy is given by
Sα(σ) =
1
1− α
N∑
i=1
log gα(νi) (3.48)
where gα(x) = 2
α/[(x + 1)α − (x − 1)α]. In the special case of the Re´nyi-2 entropy
we readily ﬁnd S2(ρˆ) = − log Tr ρˆ2 = 12 log detσ. Interestingly, this is actually the
Shannon entropy of the Wigner distribution modulo an additive constant [60],
H(Wρˆ(ξ)) = −
∫
Wρˆ(ξ) log{Wρˆ(ξ)}d2Nξ (3.49)
= S2(ρˆ) +N(1 + log π). (3.50)
As previously mentioned, the Re´nyi-2 entropy satisﬁes the strong subadditivity prop-
erty. Using the explicit expression for Gaussian states this implies
1
2
log
(
detσAB detσBC
detσABC detσB
)
≥ 0 . (3.51)
This result follows from applying the Hadamard-Fischer inequality [92] to the covariance
matrix σABC . This inequality states, for an n-dimensional positive Hermitian matrix
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A, and any given set of indices α = (α1, α2, . . . ) and β = (β1, β2, . . . ) where αi, βi ∈
(1, . . . , n), that
det(Aα∪β) det(Aα∩β) ≤ det(Aα) det(Aβ) (3.52)
where byAα we mean the principal submatrix where the rows and columns are given by
the set of indices α and similarly for β and their union and intersection. By recognising
that the covariance matrix is indeed positive deﬁnite, and identifying α with the indices
for modes AB and β with BC this immediately reduces to Equation (3.51). We thus
can, and will, develop correlation measures for both types of entropy and the next
several sections will be in large part book-keeping.
3.4.3 Mutual Information
Recalling Equation (2.23), we write down
T (A : B) = S(ρˆA) + S(ρˆB)− S(ρˆAB). (3.53)
For the Re´nyi-2 entropy, this takes the remarkably simple form of
T2(ρˆA:B) = S2(ρˆA) + S2(ρˆB)− S2(ρˆAB)
=
1
2
log
(
detσA detσB
detσAB
)
.
For the von Neumann entropy, it is not so informative to write down the general form
of the mutual information. We will thus consider only the expression for two-modes.
This requires us to ﬁrst write the covariance matrix in standard form,
σAB =


a 0 c+ 0
0 a 0 c−
c+ 0 b 0
0 c− 0 b


=

 σA εAB
εTAB σB

 ,
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where α, β and γ are 2 × 2 sub-blocks from which we deﬁne symplectic invariants,
quantities which do not change under the action of symplectic operations,
A = detσA, B = detσB, C = det εAB, D = detσAB. (3.54)
The quantities A, B and C are local invariants, in that they do not change under local
symplectic operations but may under a global one, and D is globally invariant. We can
deﬁne another global invariant, the seralian ∆, as the sum of all the 2 × 2 blocks, so
for two modes ∆ = A + B + 2C. This allows a simple algebraic formula for the two
symplectic eigenvalues
2ν2± = ∆±
√
∆2 − 4D (3.55)
where ν− and ν+ refer to the smaller and larger eigenvalues respectively. This ﬁnally
allows us to write the von Neumann mutual information of two modes as
T (σAB) = f(
√
A) + f(
√
B)− f(ν−)− f(ν+) (3.56)
where f(x) = x+12 log
x+1
2 − x−12 log x−12 .
3.4.4 Classical and quantum correlations
For two modes it is possible to divide the mutual information into classical and quantum
correlations, as in the sense of discord. In principle it should be possible for larger
numbers of modes, but the problem is one of tractability due to the optimisation
problem involved.
Recalling that classical correlations are deﬁned with the optimisation problem
J (ρˆA|B) = S(ρˆA)− inf{Πi}S{Πi}(ρˆA|B) (3.57)
we wish to perform this optimisation over all Gaussian POVMs. It may seem that the
optimal measurement may be non-Gaussian, however, for a large class of states (the
type of which we tend to use in this thesis), it was shown that indeed the optimal
measurment is a Gaussian one [93].
Considering two modes, with a measurement on Bob’s mode, Alice’s conditional
state σ˜ΠˆA is independent on Bob’s measurement outcome and is given by Equation 3.43.
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The explicit expressions for the von Neumann and Re´nyi-2 classical correlations are,
respectively
J (ρˆA|B) = sup
ΓΠˆB
(
f(
√
A)− f(
√
det σ˜ΠˆA)
)
J2(ρˆA|B) = sup
ΓΠˆB
1
2
(
detσA
det σ˜ΠˆA
)
.
The minimisation of det σ˜ΠˆA over all Gaussian POVMs is explicitly solved in [94]. For
a given state, the only variable in the optimisation is the seed of the POVM ΓΠˆB. For a
two-mode state with a measurement on one mode, we can choose this to be the most
general pure state covariance matrix: a rotated, squeezed matrix, which can be obtained
from the vacuum by using the symplectic matrices Equations (3.32) and (3.33), giving
ΓΠˆB = R(ϕ)diag(λ,
1
λ)R
T (ϕ), where λ = e−r, captures the squeezing of the state. Thus,
for a matrix in standard form, we get the determinant
det σ˜
Πλ,ϕ
A =
2a2(b+λ)(1+bλ)−a(c2++c2−)(2bλ+λ2+1)+2c2+c2−λ+a(c2+−c2−)(λ2−1) cos(2ϕ)
2(b+λ)(1+bλ)
. (3.58)
Optimising over λ and ϕ we can get
inf
λ,ϕ
det σ˜
Πλ,ϕ
A = (3.59)

a
(
a− c
2
+
b
)
,
if (ab2c2−−c2+(a+bc2−))(ab2c2+−c2−(a+bc2+))<0 ;
2|c−c+|
√
(a(b2−1)−bc2−)(a(b2−1)−bc2+)+(a(b2−1)−bc2−)(a(b2−1)−bc2+)+c2−c2+
(b2−1)2
,
otherwise.
Inserting this into the equations for J (ρˆA|B) and J2(ρˆA|B) gives us the explicit form of
classical correlations. Then we can of course ﬁnd the discord by recalling that
D(ρˆA|B) = T (ρˆAB)− J (ρˆA|B),
D2(ρˆA|B) = T2(ρˆAB)− J2(ρˆA|B).
We can of course also consider a conditional measurement on Alice instead of Bob by
simply switching the indices.
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4Intensity Interferometry
Intensity interferometry has been a source of persistent contention in physics since the
1950s, with the discovery of the Hanbury Brown and Twiss eﬀect [27, 95, 96, 97, 98].
Interferometric experiments form the foundational backbone for enormous swathes of
modern physics and amongst them are some of the most famous experiments in the ﬁeld,
from the Michelson and Morley null result for the existence of the luminferous aether
to Young’s two slit experiment for proving the wave nature of light (and subsequently
the wave nature of quantum ‘particles’). Intensity interferometry, though a somewhat
(a) (b)
Figure 4.1: (a) Mach-Zehnder and (b) intensity interferometer. The solid rect-
angles represent mirrors, and the empty ones represent balanced beam splitters. Despite
their depiction, the optical paths in each arm of the detectors need not be the same length.
The primary diﬀerence between the two is that the Mach-Zehnder interferometer measures
the intensity after superposing Eˆ1 and Eˆ2, whereas the intensity interferometer measures
the intensities separately and then correlates the outputs.
less famous interformetric variant, is not so diﬀerent in this respect as it was part of
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the driving force behind the work of early quantum opticians such as Glauber [77] and
Sudarshan [18]. In Figure 4.1 we depict, the familiar Mach-Zehnder interferometer
and an intensity interferometer; the fundamental diﬀerence lies in that the intensity
interferometer aims to measure a second order correlation
g(2)(r1, t1; r2, t2) =
〈Eˆ†(r1, t1)Eˆ(r1, t1)Eˆ†(r2, t2)Eˆ(r2, t2)〉
〈Eˆ†(r1, t1)Eˆ(r1, t1)〉〈Eˆ†(r2, t2)Eˆ(r2, t2)〉
,
while the standard interferometer only the ﬁrst order correlation
g(1)(r1, t1; r2, t2) =
〈Eˆ†(r1, t1)Eˆ(r2, t2)〉
(〈Eˆ†(r1, t1)Eˆ(r1, t1)〉〈Eˆ†(r2, t2)Eˆ(r2, t2)〉)1/2
.
Here Eˆ is eﬀectively equivalent to the usual annihilation operator aˆ, and
[Eˆ(r1, t1), Eˆ
†(r2, t2)] = δ(r1 − r2)δ(t1 − t2). There is some loss of phase information in
the intensity interferometer; accordingly, in situations where turbulence of the medium,
and thus phase distortions, are signiﬁcant, intensity interferometry setups can be useful
for imaging and detection schemes [99].
Recently, there has been a resurgence in intensity interferometry schemes due to
the discovery of a number of powerful practical applications. Amongst, these are ghost
imaging [100, 101, 102], quantum illumination [103, 104], and a number of variant
schemes for popular quantum tasks such as QKD [105]. However, with this resurgence,
has also rearisen a classic controversy of the nature of ‘quantumness’ present in intensity
interferometry [26, 106, 107, 108]. In this chapter, the history of this controversy will
be gradually unravelled, beginning with the Hanbury Brown and Twiss experiment
itself, followed by ghost imaging, which is actually where the work on this thesis began,
and ﬁnishing with quantum illumination which allowed some of the observations of this
work on intensity interferometry to be experimentally tested (albeit in a limited way).
Rather than tackling the problem from the perspective of whether a classical model
(i.e. semi-classical optics) is permitted, we’ll consider more abstract correlations, such
as discord.
4.1 Hanbury Brown and Twiss
As mentioned, the Hanbury Brown and Twiss experiment (Figure 4.2) is of great im-
portance to the history of quantum optics. It caused ripples in the physics community
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at the time, not because it was the ﬁrst intensity interferometry experiment, but be-
cause it was the ﬁrst intensity interferometry experiment in the optical regime. Such
experiments had been performed in the microwave regime and radio astronomy [109],
where there are large numbers of photons per mode and it is intuitively expected that
wave-like behaviour arises, and spatial coherence of intensity between distant points is
plausible.
However, when the situation is such that the light is suﬃciently scarce that detection
events are caused by individual photons, it becomes harder to conceptually understand
how a correlation can still exist. The 1956 HBT paper [27] involved measuring the
correlations between optical photons produced by a mercury arc lamp, which led to
some publications [97, 98] questioning the veracity of the experimental results. However,
Purcell [98] readily accepted and accounted for this phenomenon with a simple model.
Moreover, Hanbury Brown and Twiss settled the discussion with a pair of detailed
papers which provided both a classical and quantum account of the experiment [95, 96].
Despite this settlement, the Hanbury Brown and Twiss experiment had a resounding
eﬀect. It eﬀectively led to the question, when are Maxwell’s equations still a valid
description of the light ﬁeld? The answer to this forms the basis of semi-classical
optics. More importantly, the answer to the question of when they are not valid,
yielded quantum optics in the form it exists today.
This section shall primarily serve as motivation for the coming section on ghost
imaging, where we will provide a more complete account of intensity interferometry
controversy which we will gloss over in this section. Here, it shall suﬃce to calculate the
classical and quantum correlations present in the HBT scheme (in the sense of discord).
This will reveal that a fresh perspective of what quantumness is may partially resolve
the debate.
4.1.1 Covariance Matrix
To calculate the discord, we need to derive the covariance matrix in standard form.
We will consider point-to-point spatial correlations, and a two-mode description is thus
suﬃcient. Recalling the standard form, we wish to deduce the entries a, b, c and d.
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Figure 4.2: Diagrammatic representation of a Hanbury Brown Twiss setup.
Light from a large source propagates into the far ﬁeld whereupon it is split on a balanced
beam-splitter. When one of the detectors is scanned in the transverse plane, the normalised
intensity correlations scale as
2J(
k0r
z
|x−x′|)
k0r
z
|x−x′| , where J is a Bessel function of the ﬁrst kind
and ﬁrst order and x − x′ is the diﬀerence in the transverse positions of the detectors in
each arm. Here r refers to the radius of the disc and z the distance of the detectors from
disk


a 0 c 0
0 a 0 d
c 0 b 0
0 d 0 b

 . (4.1)
The entries are easily deduced with some simplifying assumptions: ﬁrstly, we choose
a large disk-like monochromatic source, emitting spatially incoherent thermal light.
From this, we take each mode aˆ(k) (where k is the transverse component of the wave-
vector) to be uncorrelated with every other mode in the source plane, and we consider
all modes to be zero-mean modes with identical photon-number expectation value n¯,
such that 〈aˆ(k)†aˆ(k′)〉 = n¯δ(k−k′), these are common assumptions for intensity inter-
ferometric experiments with thermal light [107] [110]. This implies that in the source
plane 〈aˆ(x2)†aˆ(x1)〉 =
∫
eik·x1eik′·x2〈aˆ†(k′)aˆ(k)〉dkdk′ = n¯δ(x1 − x2), where xi repre-
sent transverse position vectors. This is consistent with the intuitive picture of a large
thermal source (such as a star) as being composed of large numbers of separate emit-
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ters, thus entailing no spatial correlations at source. We ﬁrst calculate the covariance
matrix in the mode basis after which we can rotate to the quadrature basis. Taking a
balanced beam splitter, we can relate the output modes bˆ1,2, and the input modes of
the beam splitter by
bˆ1,2(x) =
1√
2
(aˆ(x)± aˆvac(x)). (4.2)
Here, aˆ(x) represents the input from the distant planar source at the beam splitter
plane and aˆvac(x) represents the vacuum mode which is combined with aˆ(x) by the
beam splitter. Since we are interested in the spatial correlation, these are indexed by
the transverse vector x.
We consider the free-space propagation of light from the source to the beam splitter
plane. Although we consider the far ﬁeld regime, we do not assume emission from
an inﬁnite plane, and hence we are not making the approximation that we have only
point-to-point (delta function) correlations as is often made in the ‘paraxial’ regime –
where the region of interest is small in comparison to the emitter and is additionally
located close to its optical axis.
We desire spatial information (which is why we don’t assume an inﬁnite emitter),
and thus require a setup where the spatial resolution is high in comparison to the
coherence area of the light. This is feasible, for example, in the case of measuring
distant stars, where the coherence length is of the order of metres [68]. Historically, the
HBT scheme was indeed advertised as a stellar interferometer with which the diameter
of stars could be measured.
The modes in the observation plane can be calculated with aˆ(x) ∝ ∫A g(x1,x)aˆ(x1)dx1,
where A is the source area. The parameter x1, refers to the transverse vector in the
source plane, and aˆ(x1) the corresponding mode. In the far ﬁeld, we use the Fraunhofer
propagator g(x1,x) = e
−i k0
z
(x1·x) where k0 is the mean wave-vector. As an example, we
can then calculate the correlation function 〈aˆ†(x)aˆ(x′)〉. Note that the indexed param-
eters aˆ(x1), aˆ(x2) refer to the modes in the source plane with transverse coordinates
x1 and x2 respectively, whereas the position vectors without indices x and x
′ are used
to describe the propagated operators aˆ(x) and aˆ(x′).
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〈aˆ(x)†aˆ(x′)〉 ∝
∫
A
∫
A
g(x1,x)g
∗(x2,x′)〈aˆ(x1)aˆ(x2)〉d2x1d2x2
=
∫
A
∫
A
ei
k0
z
(x2·x′−x1·x)n¯δ(x1 − x2)d2x1d2x2
= n¯
∫
A
e−i
k0
z
(x1·(x−x′))d2x1
= n¯
2J(k0rz |x− x′|)
k0r
z |x− x′|
= n¯ Jinc(
k0r
z
|x− x′|) (4.3)
where J refers to a Bessel function of the ﬁrst kind and we deﬁne Jinc(x) = 2J(x)
x
and r is
the radius of the source. Continuing along these lines and setting x′ = 0 we can produce
the covariance matrix of standard form as in Equation (4.1) where a = b = 1+ 2n¯ and
c = d = 2n¯ Jinc(k0rz |x|). From this, we can perform the optimisation of Equation (3.59)
and obtain the explicit expressions for the mutual information, classical correlations and
discord. Using the Re´nyi-2 entropy,
T (ρAB) = ln a
2
(a2 − c2) , (4.4)
J (ρA|B) = ln
a2 + a
a2 + a− c2 , (4.5)
D(ρA|B) = ln
a2 + a3 − ac2
a2 + a3 − ac2 − c2 . (4.6)
It is worth noting at this point that for the same scheme, it’s a well-established result
that the normalized intensity correlation function deﬁned by
C(x,x′) ≡ 〈Iˆ1(x
′)Iˆ2(x)〉
〈Iˆ1(x′)〉〈Iˆ2(x)〉
− 1 = |Jinc(k0r
z
|x− x′|)|2, (4.7)
where Iˆi(x) = aˆ
†
i (x)aˆi(x) [68]. With x
′ = 0 for one detector, we deﬁne T (x) as the
mutual information as we scan the other detector along x with analogous deﬁnitions
for D(x), J (x) and C(x). We drop the vectorial form of the transverse vector x as we
need only scan along one dimension due to the circular symmetry.
64
4.1 Hanbury Brown and Twiss
4.1.2 Results
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Figure 4.3: Plots of the normalised total (T , solid black line), classical (J ,
dashed red line), and quantum (D, dotted blue line) correlations as a function of
x for (a) n¯ = 10 and (b) n¯ = 0.01; the thin green line represents the normalised intensity
correlations, which practically coincides with the mutual information in (b). Panel (c)
depicts the correlations as a function of n¯ with ﬁxed x = 0; the inset shows the same
correlations normalised by the mutual information, to better highlight the quantum and
classical contributions to the total correlations. In all the plots k0r/z = 1000.
To begin with, it is interesting to see how the classical and quantum correlations behave
as we scan the detector for ﬁxed values of n¯. In all the following results, we have nor-
malised the total correlations to a maximum value of 1 by plotting T (x)T (0) ; and similarly
divided quantum and classical correlations by T (0). For large n¯ as in Figure 4.3(a), it
is apparent that the quantum correlations decay faster than the classical ones and also
contribute a much smaller part of the total correlations even at their peak. However, for
very small values of n¯ as in Figure 4.3(b) this is no longer the case: we see that both
classical and quantum correlations degrade at the same rate and are approximately
equal. This result stems from the fact that the purity of a Gaussian state relates only
to the number of thermal photons present and for small photons counts, we obtain high
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purity since the state is almost a vacuum. Recall that for pure states, D = J = 12T .
To better understand the behaviour of the correlations as we vary n¯, it is useful to
plot changes against n¯ at ﬁxed x, see Figure 4.3(c). It is apparent that the total corre-
lations are composed of a much greater portion of classical correlations than quantum
correlations at high photon-count per mode. This gels closely with our intuition: in the
regime of high brightness, the quantum component of correlations becomes very small.
It is thus easy to see why in certain regimes, the eﬀect is simple to explain classically:
it appears that high photon counts wash-out quantumness, increasing the mixedness
and simultaneously quashing the presence of discord.
Returning to the regime of high purity (and low photon-count), we ﬁnd a notable
result. The total correlations as quantiﬁed by T match almost exactly the normalised
intensity correlations of Equation (4.7). Notice once again that classical and quantum
correlations (discord) both contribute in equal halves to such total correlations, and
thus to the manifestation of the HBT eﬀect itself in this regime. Very remarkably,
for any form of cross-correlation of narrowband, thermal light, the correspondence
between mutual information and normalised intensity correlations holds analytically in
the weak-light regime (up to the third order in n¯).
To prove this, take the covariance matrix of the form (4.1) with a = b = 1+2n¯ and
c = d = 2n¯f(x), where f(x) is any inﬁnitely diﬀerentiable function. We wish to show
that when n¯≪ 1 that T (x)T (0) ≈ f(x) =
(
〈bˆ†1(x)bˆ2(x′)〉
[〈Iˆ(x)〉〈Iˆ(x′)〉]1/2
)2
= 〈Iˆ1(x
′)Iˆ2(x)〉
〈Iˆ1(x′)〉〈Iˆ2(x)〉 − 1. The right-
most equality is well known to hold for thermal light [68] and can be proven by Gaussian
moment factoring (see Appendix A). It is easy to show that
(
〈bˆ†1(x)bˆ2(x′)〉
[〈Iˆ(x)〉〈Iˆ(x′)〉]1/2
)2
= f(x)
arises naturally from the fact that 〈bˆ†1(x)bˆ2(x′)〉 = n¯f(x) and 〈bˆ†i (x)bˆi(x)〉 = n¯ where
i = 1, 2. In order to show that T (x)T (0) ≈ f(x), it is useful ﬁrst to recall that in stan-
dard form we can write T (x) = ln a2
a2−c(x)2 . If we write g(x) =
a2
a2−c(x)2 , then we
can say T (x)T (0) =
ln g(x)
ln g(0) = logg(0) g(x). This then reduces the problem of showing that
T (x)
T (0) ≈ f(x) to showing that g(x) ≈ g(0)f(x). The Taylor expansions of (1+2n¯)
2
(1+2n¯)2−(2n¯f(x))2
and of [ (1+2n¯)
2
(1+2n¯)2−(2n¯)2 ]
f(x) match up to third order in n¯ (where we have imposed the con-
dition f(0) = 1 as a natural consequence of the beamsplitter transformation). This
provides a proof that in low-light source conditions (i.e. small n¯), the normalised inten-
sity correlations are almost exactly equal to the normalised Re´nyi-2 mutual information
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in our setting. This provides an intriguing connection and a convenient short-cut for
calculating and/or measuring experimentally these correlations.
All in all, it appears that there may indeed be some merit in understanding intensity
interferometry from the perspective of discord-type correlations. Since the Re´nyi-2
entropy carries with it information about the purity of the state, we also ﬁnd a simple
explanation for the intuitive quantumness of the low intensity regime: the light is in a
sense, almost entangled, although we shouldn’t take this too literally. Any correlated
pure state is entangled, and the states in question are very nearly pure, as can be
seen by the ﬁgure 4.3. Conversely, as the intensity increases, so does the mixedness of
the state (this is unsurprising, since we are considering thermal states). The discord
decreases, and thereby we lose any trace of quantumness, since the state is both P -
classical and eﬀectively discord free. The suitability of classical light for describing this
regime was rigorised as far back as 1950, even before the HBT result brought the whole
discussion to the fore [111, 112].
Additionally, it appears that, when the intensity is low, almost all the interesting
spatial information is also captured by the mutual information etc. since the spatial
proﬁle precisely matches that of the normalised intensity correlations. We shall deepen
this understanding in the more intricate setting of ghost imaging.
4.2 Ghost Imaging
Ghost imaging, is an imaging modality conﬁgured as in Figure 4.4. Behind the object
to be imaged, a bucket detector is placed. This detector yields no spatial information
about the object but merely informs of the net photon count or intensity of the light
impinging upon it. On its own it cannot provide an image of the object. In the second
branch of the scheme, however, there is a spatially resolving detector (e.g. a CCD
array); in this case, the light impinging upon this detector never passes through the
object so it also cannot, on its own, yield an image of the object. In order to obtain an
image, it is necessary to correlate the outputs of these detectors. Additionally, we need
a source of correlated light to provide the illumination to begin with; it is the exact
nature of this source which has been the cause of controversy.
This controversy centred on whether or not ghost imaging could aﬀord a classical
interpretation. The boundaries of this debate continuously shifted towards an aﬃrma-
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Figure 4.4: Diagrammatic representation of a ghost imaging scheme
tive answer to this question; initially it was thought that the phenomenon in any form
necessitated entanglement [113], but this result was elegantly disproven [114]; later, it
was asserted that for the particular case of pseudothermal light it was necessary to have
a quantum interpretation [115]; later still, it was suggested that this didn’t apply to
all pseudothermal light schemes, but only to lensless ones [106, 107], and this is where
the debate lay when this work was started. In the opinion of this author, the shifting
boundaries were indicative of the fact that ghost imaging is indeed well-described by
semi-classical optics and as evidence to this eﬀect increased, the debate narrowed as
the proponents of the quantum interpretation had decreasing ground to stand on. A
rigorous resolution of this debate was suggested by Boyd and Shapiro [26], although it
was not universally accepted [116]. However, it does eﬀectively account the for shape of
the debate with a full account of suggested quantum and semi-classical interpretations
and detailed, explicit physical models of each. It also contains a series of ‘metalessons’
which justify the work done here. Summarising the most important to us,
“
1. Semiclassical and quantum photodection may yield identical statistics,
2. Light is intrinsically quantum mechanical, and high-sensitivity photodetection is
a quantum measurement capable of revealing non-classical features in its illumi-
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nation. Therefore, all optical imaging phenomena are fundamentally quantum
mechanical.”
Or in other words, we know that semi-classical optics is entirely valid for modelling
the phenomenon if the P -distribution is well-behaved (unless one intends to deny such
a widely accepted and foundational result in quantum optics). However, the existence
of a semi-classical interpretation does not mean that there is no quantumness in the
system at all but merely that we can account for it with a hidden variable model,
and it thus seems that discord, which is quantumness in a rather general sense, may
somehow capture and even quantify, the unseen quantumness; our analysis of the HBT
experiment provided a proof-of-principle for this. The inequivalence of bipartite quan-
tumness as captured by the P -distribution and by discord has been shown by Ferraro
and Paris to be maximal, in the sense that the sets of states which are CC-classical
(as in Equation 2.24) and states which are P -classical have almost no overlap [117].
We thus expect to ﬁnd new information by considering the behaviour of discord in the
system.
4.2.1 History
For historical completeness, as well as intuitive utility, it is worth describing the de-
velopment of the ghost imaging debate chronologically. The ﬁrst demonstration of
ghost imaging was carried out by Pittman et al. in 1995 [100]. In their paper, they
used entangled beams produced by spontaneous parametric down conversion (SPDC)
to perform the imaging. Even then, they noted brieﬂy at the end of their paper that it
may be possible to adapt their technique to classical light – a proposition which sparked
debate.
Abouraddy et al. [113] argued that no classical joint probability distribution be-
tween the two arms of the ghost imaging scheme could possibly produce useful informa-
tion. For simplicity, we picture the light as correlated pairs of photons, one in each arm.
Then Abouraddy et al.’s argument hinges on the fact that the single-photon detection
probability in the spatially resolving plane pr s(xs) must diﬀer from the marginal prob-
ability pr s(xs) =
∫
pr s(xs,xr)d
2xr, where the integration occurs over the entirety of
the reference (bucket) plane. With a classical probability distribution, it may appear
that this is clearly not possible.
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However, an experimental counter-example to this argument was produced by Ben-
nink et al in 2002 [114]. The error of [113] can be understood by noting that we
eﬀectively apply a ﬁlter to the detection dependent on whether or not we ﬁnd a click
in the bucket plane (i.e. if the photon in that plane was obstructed or not) and thus
the marginal probability is not a meaningful quantity, since the choice of whether or
not we count a detection is gated in this way. In other words, the bucket detector does
not integrate over all possible outcomes because the object to be imaged adds loss to
the bucket arm. A completely classical ghost imaging analogue can be conceived as in
Figure 4.5.
Figure 4.5: Completely classical ghost imaging analogue. A double-ended cannon
launches projectiles at opposing detectors. In front of a bucket detector lies an object with
some gaps through which the projectile may pass. The orientation of the cannon is not
directly observable, but the trajectory of both projectiles can be deduced from the position
of impact on the spatially resolving detector. When the bucket detector clicks, it can be
deduced that the projectile passed through one of the gaps. After a number of launches,
the proﬁle of the object can be built up in this way.
Over the following years, even more theoretical and experimental papers ironed out
the diﬀerences between ghost imaging with quantum and classical light. Notably for our
purposes, Gatti et al. proposed thermal-light ghost imaging which was experimentally
achieved shortly afterwards [110]. This prompted a debate on the big question of
whether the physical origin of thermal-light ghost imaging can be explained entirely
using classical intensity correlations.
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The classical interpretation of thermal ghost imaging is that it comes from ‘speckle’
correlations i.e. the correlations of the intensity proﬁle of classical light in each arm
of the scheme. The total intensity of the light impingent upon the bucket detector
acts as weight function for the speckle pattern detected by the CCD, and gradually
the image is formed [118]. On the other hand, the quantum interpretation posits
that under certain conditions, we need to consider non-local interference eﬀects. The
indistinguishability of the photons hides the which-way path information thus creating
a non-local correlation.
4.2.1.1 Speckle or non-local correlations?
We follow the development of Boyd and Shapiro [26]. The ﬁeld operators Eˆs(xs, t)
and Eˆr(xr, t) are parameterised by their transverse coordinates xs,r and time t. We
have again chosen to use the mode operators Eˆ instead of aˆ for easy analogy with the
corresponding classical ﬁeld Es(xs, t) (and since conventionally, the time index is often
considered separately of aˆ in the ﬁeld expansion, as in Equation (3.1)).
In experiments, the pseudothermal source is usually generated by shining a coherent
beam through a rotating ground glass diﬀuser. The ground glass diﬀuser has a spatially
varying phase proﬁle, which breaks the coherence of the beam (and if bright enough,
induces a speckle pattern, much like a laser pointer on a wall). The rotation ensures
that the speckle pattern changes over time. Thus far we haven’t speciﬁed precisely
what exactly it means to be pseudothermal [119], as opposed to merely thermal. A
pseudothermal beam has the same temporal and spatial statistics as a thermal one,
however, it is not cross-spectrally pure, which means that there may be a coupling
between the temporal and spatial correlations. For our purposes, since we are only
particularly interested in the spatial correlation, the two are essentially equivalent and
the pseudo- qualiﬁer an experimental technicality which we can ignore.
We also consider a transmission mask, T (x), which describes the object to be im-
aged. The function of interest is 〈C(x)〉 = 〈ir(t)is(x, t)〉, where is(x, t) and ir(t) refer
to the detector photocurrents for the CCD at coordinates x and the entire bucket de-
tector respectively. For semi-classical photodection, ir,s(t) are inhomogeneous Poisson
processes with the rate determined by Pr,s(t) =
∫
A dx|Er,s(x, t)|2, where A is the area
of the bucket detector or CCD pixel in question. We have assumed units where the
electron charge is 1, and also assumed perfect detectors. Clearly Ir,s = |Er,s(x, t)|2, is
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simply the classical intensity at coordinate x and time t. The imaging function, for an
averaging time τ is then given by [26]
〈C(xs)〉 =
〈
1
τ
∫ τ
2
− τ
2
dt ir(t)is(xs, t)
〉
=
1
τ
∫ τ
2
− τ
2
dt
∫
Ar
dxr〈Ir(xr, t)Is(xs, t)〉|T (xr)|2.
As mentioned, it is well established that a time-varying ‘speckle’ pattern occurs as
a result of spatial incoherence [120]. Thus both Ir(xr, t) and Is(xs, t) possess such
patterns (and identically so, since identical ﬁelds exit the beam splitter), and the term
〈Ir(xr, t)Is(xs, t)〉, is the speckle correlation which forms the image.
We can identify the intensity correlation with the unnormalised form of the g(2)
from earlier, G(2) = 〈E∗r (xr, t)E∗s (xs, t)Er(xr, t)Es(xs, t)〉. This is also the important
component for the promised non-local interpretation.
We will discretise the source into a large number, M , of statistically independent,
zero-mean modes. This allows us to approximate the ﬁelds at the detector planes by
Er(xr, t) ≈ T (xr)
M∑
m=1
Em(xr, t)
Es(xs, t) ≈
M∑
m=1
Em(xr, t)
where we have propagated the individual modes m from the source via Em(x, t) =
Em(xm, t − Lc )gL(x,xm)πr20. Here gL(x,xm) is a propagator appropriate for distance
L (so for example, in the far ﬁeld, it would be the Fraunhofer propagator as with
the HBT eﬀect), c is the speed of light and r0 is the coherence length at the source,
so roughly speaking, the average radius containing a mode. Recalling the large M
assumption, we can ultimately make the approximation
G(2)(xr, t;xs, t) =
〈
M∑
m=1
M∑
m′=1
∣∣∣∣T (xr)√2 [Em(xr, t)Em′(xs, t) + Em′(xs, t)Em(xr, t)
∣∣∣∣
2
〉
(4.8)
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With the assumption of low photon ﬂux, we can interpret the contributions of each Em
term as a single photon amplitude. The above equation for points xr and xs, is formed
by a sum of non-local superpositions of one term consisting of photon amplitudes from
the mth coherence area and m′th coherence area of the source respectively with a
second term, due to photon indistinguishability, in which m and m′ are switched. Thus
we indeed ﬁnd that a non-local interpretation can be produced for thermal light ghost
imaging.
It is worth noting at this point that we have considered a general free-space prop-
agator gL(x,xm). This is important because while some authors acknowledged that
lensed ghost imaging, where there is a simple one-to-one correspondence between modes
in the source and signal planes, could aﬀord a classical explanation, they insisted that
lensless imaging could not [116]. Since we have made no restrictions on the propagator
though, we can see that this is not the case.
4.2.2 Correlations in ghost imaging
The existence of the semiclassical interpretation for ghost imaging is undeniable (despite
the deniers), as it had to be due to the well behaved P -distribution for thermal states.
However, there is still something intuitively unsatisfying with considering both low-
illumination and high-illumination thermal ghost imaging as equally classical. This
intuitive discomfort is what caused the debate on intensity interferometry to ﬂare up
50 years after it was initially conceived.
It might seem easy to dismiss these intuitive misgivings since we are taught when
learning quantum theory that intuition can be misleading, and rightly so. However, it
is not the case that the disagreement hinges on intuition alone: as we just showed, when
we assume low-illumination conditions a picture of non-local two photon interference
quite easily arises.
It may well be that examining the quantum correlations in the very generalised
sense of discord could help provide some succour to those who insist on the quantum
picture. Despite the large number of studies addressing practical questions such as
signal-to-noise ratio (SNR), image contrast and acquisition time [108, 121, 122, 123],
as well as arguments based on semiclassical ideas [124, 125, 126], there has been a lack
of study on the speciﬁc decomposition of classical and quantum correlations in the
aformentioned sense.
73
4. INTENSITY INTERFEROMETRY
We have already mentioned that P -classical and discord-classical states are in a
sense disjoint (speciﬁcally P -classical states are nowhere dense in the set of CC-states)
and it’s worth also pointing out that for bipartite Gaussian states, P -classicality implies
separability. On the other hand, discord is non-zero for any correlated Gaussian states,
which very much bolsters the case for its consideration, especially since ghost imaging
relies entirely on the correlations between each arm, and discord is a correlation-like
quantity, whereas the P -representation is not as intrinsically related to correlations.
Since all correlated Gaussian states contain quantum correlations in the sense of
discord [94], we will consider both lensed and lensless ghost imaging, even though only
the lensless variant was considered controversial at the time this work was produced. We
will show that the two variants are essentially equivalent, and thus we perform most of
our computations using the lensed picture, since it is simpler. We will also compare the
correlations to the signal-to-noise ratio (SNR) as a useful ﬁgure of merit for the scheme.
We will see that there is a high degree of similarity between the behaviour of mutual
information and the SNR. It is also worth considering strictly non-classical correlations
in the stronger sense of entanglement. The original ghost imaging experiment used light
produced by spontaneous parametric down conversion (SPDC). This process produces
none other than the two-mode squeezed states (TMSS) discussed in the introduction.
4.2.2.1 Lensed Ghost Imaging
We recall the schematic for a general ghost imaging scheme in Figure 4.4. In a lensed
scheme, we have a simple point-to-point correspondence between modes at the detector
planes and modes at the source. This is equivalent to considering a ghost imaging
problem where the source lies in the far-ﬁeld (at an eﬀectively inﬁnite distance). We
will consider a discrete number of modes for simplicity.
It is necessary to clarify which variables inﬂuence the light correlations and the
SNR simultaneously for our lensed picture. To begin we have the speckle-count per
pixel, M of the spatially resolving detector. The second parameter of interest is the
illumination I =Mn¯, where n¯ denotes the average photon count per mode—which for
our lensed formulation corresponds to the photon count per speckle (i.e. we identify
each mode with a speckle). The ﬁnal parameter of interest is the pixel count of the
image, R, which informs us of the ratio of bucket-size to pixel-size, meaning that the
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bucket detector integrates over R ·M modes. More details on this formulation of ghost
imaging can be found in [127], from which we have taken the SNR expression.
We assume that all the modes at the source have identical statistics and moreover
we take the paraxial approximation. Since there is a one-to-one correspondence of
modes between the planes, and we lose precise spatial information of individual modes
when integrating over the pixels, the important quantity is the number of modes M
and thus we suppress the position index. For the thermal-light case we can model
the speckled beam as a set of independent, thermal modes aˆi. Performing the beam
splitter transformation then leads to new operators bˆ1,i = (aˆi + aˆvac,i)/
√
2 and bˆ2,i =
(aˆi − aˆvac,i)/
√
2. The statistics for each of these beams individually are identical. The
SPDC-entangled case, which we will also check for completeness, requires a very similar
calculation. The diﬀerence is that our modes are generated by the usual equations
bˆ1,i = Uaˆ1(ki) + V aˆ
†
2(−ki) and bˆ2,i = Uaˆ2(ki) + V aˆ†1(−ki), where U2 − V 2 = 1.
The SNR is deﬁned as
SNR =
|〈Sin − Sout〉|√
var(Sin − Sout)
, (4.9)
where our object is a binary amplitude mask; that is, we either have full transmission
or full occlusion of the incoming light so T (x) ∈ {0, 1}. Sin corresponds to being in
the object proﬁle (full transmission), and Sout the opposite. Here S is some general
signal function, for example it may be g(2) or its unnormalised form G(2) as previously
deﬁned. We choose to take our signal function to be the correlation function of intensity
ﬂuctuations (the covariance) we have S(x) = 〈(N1 − 〈N1〉)(N2(x) − 〈N2(x)〉)〉. Here
N2(x) refers to the photon count of the pixel at x in the spatially-resolving arm and
N1 denotes the net photon count on the bucket detector. To clarify, we have N1 =∑R
j=1N1,j , where N1,j , refers to the photon count on the j
th spatial resolution cell (i.e.
the point on the bucket detector complementary to the pixel at N2(xj)). In turn we
can decompose each of our N1, N2 into the sum of individual modes (speckles) such
that Ni =
∑M
j=1 ni,j where i = 1, 2. This is the sum of photon counts for the M modes
impinging on each pixel.
We then have, by inserting into Equation (4.9) and using Gaussian moment factoring
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yet again [127]
SNRthermal =
n¯
√
M√
n¯2(2MR+M + 6) + 4n¯(MR+ 1) + 2MR+ 1
, (4.10)
SNRentangled =
√
n¯(n¯+ 1)M√
n¯2(2MR+M + 6) + n¯(2MR+M + 6) + 1
, (4.11)
for thermal-light and SPDC-entangled light sources, respectively.
We identify two regimes to explore. The ﬁrst is the mode-to-mode (speckle-to-
speckle) correlations. These depend only upon n¯ and thus, given the above equations
for SNR, clearly do not capture much of the actual physics of the system. However,
we will also consider a two-mode approximation of the entire system in order calculate
the bucket-to-pixel correlations.
4.2.2.2 Coarse-grained correlations
In order to have useful spatial resolution, it is desirable to have a large number of modes.
This renders the problem of calculating discord and classical correlations intractable.
We thus wish to deﬁne eﬀective operators over entire areas corresponding to pixels
of the detectors. The key to this is to produce averaged operators which under the
expectation value behave like the usual single-mode operators.
To wit, starting with a pixel which collects M modes and noting that Ni =∑M
j=1 ni,j =
∑M
j=1 bˆ
†
i,j bˆi,j (for i = 1, 2), we wish to ﬁnd mode operators cˆi for each
pixel, such that 〈cˆ†i cˆi〉 = 〈
∑M
j=1 bˆ
†
i,j bˆi,j〉. In order to do this, we simply take a linear
combination of the modes. Doing so, we can say cˆi =
∑M
j=1 bˆi,j . Note that we do not
consider the eﬀects of the transmission mask on light propagation in this particular
calculation.
These operators then behave as we desire, but for one very crucial part: the com-
mutation relations. This is easily remedied though. If we deﬁne our eﬀective operators
in the following manner: dˆ = 1√
M
∑M
i=1 cˆi, then we ﬁnd [dˆ, dˆ
†] = 1. Operationally, this
deﬁnition corresponds to taking an arrangement of beam-splitters which combine all
the modes with equal weight, so it indeed corresponds to a physical averaging of modes
(Figure 4.6), though an experimentally infeasible one due to their spatial distribution.
Performing similar steps for pixels collecting R ·M modes, and then transforming our
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Figure 4.6: An ‘M-splitter’ consisting of M − 1 beam splitters where the kth beam
splitter from the left has a transmissivity of
√
k
k+1 , thus producing an equal combination
of all modes.
covariance matrices from the mode operator to the quadrature basis, enables us to
obtain the eﬀective ‘coarse-grained’ covariance matrices given by

1 + 2n¯ 0 2n¯√
R
0
0 1 + 2n¯ 0 2n¯√
R
2n¯√
R
0 1 + 2n¯ 0
0 2n¯√
R
0 1 + 2n¯


, and


1 + 2n¯ 0 2
√
n¯+n¯2√
R
0
0 1 + 2n¯ 0 2
√
n¯+n¯2√
R
2
√
n¯+n¯2√
R
0 1 + 2n¯ 0
0 2
√
n¯+n¯2√
R
0 1 + 2n¯


,
(4.12)
for thermal-light and SPDC-entangled light cases, respectively.
We will also ﬁnd that, primarily for aesthetic purposes, it is convenient to normalise
the correlations by multiplying them by
√
R
2 , which will ensure the mutual information
and SNR vary almost identically in all three parameters of interest. We can provide
a partial justiﬁcation of this by noticing that the oﬀ-diagonal blocks of the covariance
matrices, which encode the intermodal correlations, appear scaled by a factor ∝ 1/√R
as a consequence of the averaging applied to preserve the commutation relations. This
makes e.g. the covariance 〈aˆ†A1 aˆA2〉 sensitive to changes in one of the areas, which is
not particularly desirable, as an increase in, say, A2 for a ﬁxed A1 ≤ A2 implies no loss
of any physical correlation. Therefore, in the eﬀective two-mode description, we can
a posteriori renormalise classical, quantum, and total correlations1, evaluated on the
matrices of Equation (4.12), multiplying them by a factor proportional to
√
R. The
speciﬁc choice
√
R/2 is dictated by mere convenience, as we will see it makes the slope in
1In this section we actually use the von Neumann entropy, as the work was completed before the
development of the framework of Re´nyi entropy correlations. The results are qualitatively the same,
either way.
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the SNR versus total correlations relation converge exactly to 1 [see Figure 4.10(c) and
Equation (4.13)]. It’s also true that the quasi-linear interdependence existing between
the two quantities for thermal light, as well as all the upcoming results illustrated in
Figures 4.10 and 4.11, are obviously not qualitatively aﬀected (albeit for quantitative
rescaling) by any speciﬁc normalisation procedure implemented on the correlations.
At this point we will show that we can coarse-grain the lenseless case in precisely the
same manner as the lensed one. While lensed ghost imaging considers a simple one-to-
one mapping from the operators in the source plane to the ones at the detection planes,
we can generalise our calculations to other sorts of propagation. For the purposes
of lensless ghost imaging, it is conventional to consider free-space propagation in the
paraxial approximation. In this case, it is possible to characterise the ﬁeld at transverse
point xj in plane zj by Eˆ(xj , zj ; k) ∝
∑
k g(xj , zj ; k)aˆ(k) for j = 1, 2, where aˆ(k)
are our source-plane operators and g(xj , zj ; k) is the Green’s function describing the
propagation of the ﬁeld to the point with transverse coordinates xj on the detection
plane [106, 128]. The form of g(xj , zj ; k) in the quasimonochromatic case is [128]:
g(xj , zj ; k) =
−ik0eik0zj
2πzj
∫
dxse
i
k0
2zj
|xj−xs|2
e−ik·xs .
We can then calculate the auto-correlations and cross-correlations and from this our
eﬀective covariance matrix. To begin, we note that in the quasimonochromatic, paraxial
approximation, [Eˆi(xi, zj), Eˆ
†
j (xj , zj)] = δ(xi − xj)δij , where x are the coordinates in
the transverse plane [121, 129]. As such, these behave under the expectation value as
though they were the usual single mode operators aˆ. Henceforth, we will assume that
we are always considering correlations on planes at equal distances from the source as
is conventional for ghost imaging setups. For individual modes or correlated pairs:
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〈Eˆ†(xi, z)Eˆ(xj , z)〉 ∝ 〈
∑
kk′
g∗(xi, z; k)g(xj , z; k′)aˆ†(k)aˆ(k′)〉
=
∑
kk′
〈g∗(xi, z; k)g(xj , z; k′)〉〈aˆ†(k)aˆ(k′)〉
=
∑
k
〈
∣∣∣∣k0eik0z2πz
∣∣∣∣
2 ∫
dxse
−i k0
2z
|xi−xs|2eik·xs
∫
dx′se
i
k0
2z
|xj−x′s|2e−ik·x
′
s〉
× 〈aˆ†(k)aˆ(k)〉
=
(
k0
2πz
)2
〈aˆ†(k)aˆ(k)〉
∑
k
〈
∫
dxsdx
′
se
i
k0
2z
|xj−x′s|2−|xi−xs|2eik·(xs−x
′
s)〉
∝
(
k0
2πz
)2
〈aˆ†(k)aˆ(k)〉〈
∫
dxse
i
k0
2z
|xj−xs|2−|xi−xs|2〉
=
(
k0
2πz
)2
〈aˆ†(k)aˆ(k)〉ei k02z (x2j−x2i )
∫
dxse
i
k0
z
xs·(xj−xi)
≈ 〈aˆ†(k)aˆ(k)〉δ(xj − xi).
For the calculation, we have assumed a large disk-like source and a large number of
modes. These are standard assumptions made in the derivation of the non-local bipho-
ton model of ghost imaging [106, 107]. Our calculation indicates that 〈Eˆ†(xi, z)Eˆ(xj , z)〉 ∝
〈aˆ†(k)aˆ(k)〉 when xi = xj , and is 0 otherwise. The correlation at any point on a single
plane or paired points on CCD and bucket planes is proportional to the expectation
value for a given mode in the momentum-basis. This behaviour reﬂects that of lens-
based ghost imaging. In fact, it shows that we have a proportionality between photon
counts in the source-plane and detection planes, which is not an entirely surprising
result.
We can also go further and deﬁne eﬀective operators in a similar manner to how we
did for lens-based imaging by writing Eˆp =
1√
Ap
∫
Ap
Eˆ(x, z)dx where we are integrating
over a pixel with area Ap. We can test that the correct commutation relation holds
for this operator under the expectation value using similar assumptions as above. It is
then also easy to show that 〈Eˆ†pEˆp〉 ∝ 〈aˆ†(k)aˆ(k)〉. Again, the behaviour reﬂects that
of lensed ghost imaging. This leaves an integration over the bucket detector to fully
characterise our scheme. The only diﬀerence to the above calculation is that we are
integrating over a larger area, Ab. It is evident that the auto-correlations will be the
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Figure 4.7: Conceptual diagrams for coarse-grained correlations, indicating the
areas we are considering on the CCD and bucket planes and a superposition of both.
For part (a) we are considering exactly matched areas on either plane, for part (b) we
are considering entirely disjoint areas. Part (c) has two areas of equal magnitude, half
overlapping. The correlations between these are 12 those for an individual speckle within
the overlapping area. Part (d) considers one area 14 the size of the other, completely
enclosed by it on the superposed picture. This case notably, is most like the comparison of
pixel and bucket detector. The eﬀective modes also have 12 the cross-correlations between
them as for any individual speckles within the overlap area.
same. For the cross-correlations we ﬁnd 〈Eˆ†bEˆp〉 ∝ 〈 aˆ
†(k)aˆ(k)√
Ab
Ap
〉. Essentially, we scale the
cross-correlations by the inverse square root of the ratio of the bucket detector area to
the pixel area. This yields an identical scaling with changes in our three parameters
I, R,M as for the lens-based imaging.
To better understand this coarse graining – and to see that it has some sensible
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properties, we illustrate how the auto- and cross-correlations using the eﬀective oper-
ators behave under several circumstances in Figure 4.7. Ultimately, we ﬁnd that the
autocorrelations are always the same as those for a single mode, while the unnormalised,
coarse-grained cross-correlations scale as
Aoverlap√
A1A2
. Panel (d) in particular is of relevance
for ghost imaging; in this case, we ﬁnd that the cross-correlations scale as
√
Aoverlap
A2
,
or equivalently
√
Apixel
Abucket
= 1√
R
.
4.2.2.3 Results
We will temporarily relieve ourselves of the coarse-grained picture, and start by looking
at the mode-to-mode correlations. As with the HBT eﬀect, the results hint that even
with non-entangled thermal light, the role of quantum correlations cannot be ignored.
In Figure 4.8, we clearly see that for low illumination I – or alternatively, high speckle-
count per pixelM – quantum correlations can actually exceed classical ones. This stems
from the fact that for individual pairs, the correlations only depend on the expected
photon count n¯ = IM . When n¯ < 1 the speckle-speckle quantum correlations dominate
over the classical ones, D > J . Entanglement is never present in the considered light
source, yet this reveals a deﬁnite non-classical nature of such light, manifested in the
correlations between individual pairs of speckle modes in the low illumination regime.
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Figure 4.8: Speckle-speckle correlations in thermal-light lensed ghost imaging,
plotted as a function of the illumination I and the speckle-count M . In (b) detail at M=1
is shown. Notice the intersection between classical and quantum correlations at M = I.
Classical ones dominate for I > M , while quantum ones are relevant for I < M .
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The results we ﬁnd for the coarse-grained correlations are even more striking. In the
following, we refer to the normalised (multiplied by
√
R
2 ) total, quantum, and classical
coarse-grained correlations by T˜ , D˜, and J˜ , respectively. Setting R = 100, we ﬁnd the
correlations scale as in Figure 4.9.
(a) (b)
Figure 4.9: The decomposition of coarse-grained correlations at M = 1 and
R = 100. Looking at (a) we can see that the total correlations are bounded, and at high
illuminations they are mostly classical. Zooming in to the low-illumination regime near
the origin, though, we see in (b) that there is an interval where quantum correlations still
exceed classical ones.
This is quite promising. As we hoped, there does seem to be a signiﬁcant distinction
between the low-illumination and high-illumination regimes. In fact, it seems fair to
say that the low-illumination regime is mostly quantum, whereas the high illumination
one mostly classical.
It is useful to compare the behaviour of the correlations with the SNR, which
quantiﬁes the quality of the imaging. In this way we can attempt to identify which
aspects of the correlations in the source beams can, in a loose sense, be regarded as
resources for the protocol.
To begin, we ﬁrst plot the total normalised coarse-grained correlations T˜ and the
SNR on separate graphs in Figure 4.10. Despite the very diﬀerent (physical and math-
ematical) nature of the two quantities under scrutiny, it is immediately noticeable that
they have a very similar form, a fact which is even more evident when we observe a
parametric plot of the SNR versus T˜ in Figure 4.10(c). By varying I,M , and R in their
region of interest (in particular keeping R ≫ 1, which means nontrivial imaging), we
ﬁnd that the SNR always exhibits a quasi-linear dependence on the total correlations
with slope ≈ 1. The relation is not exactly linear, yet the discrepancy between SNR and
normalised total correlations stays smaller than one percent in the relevant parameter
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Figure 4.10: Panels [(a)-(b)]: Log-linear plots of (a) Signal-to-noise ratio (SNR)
and (b) total correlations T˜ for increasing illumination I. In panel (c) we display the tiny
region ﬁlled by SNR versus T˜ with varyingM ∈ [1, 1000] and I ∈ [0, 1000]; the quasi-linear
region is essentially invariant upon variations of R as well.
regime. This indicates that for any of the parameters that aﬀect the light correlations,
the SNR is aﬀected in exactly the same way. The small diﬀerence may reﬂect the fact
that there are properties of the detector and object which aﬀect the SNR, but do not
inﬂuence the correlations at the source. Rigorously, recalling n¯ = I/M , and using the
formulas provided previously, we have
SNR
T˜ −→n¯→∞
√
1/(2R+ 1)√
R/2 ln[R/(R− 1)] −→R→∞ 1 . (4.13)
Our analysis thus reveals that the joint contribution of quantum and classical corre-
lations can actually be used as a reasonable predictor for the performance, as measured
by the SNR, of ghost imaging with ‘classical’, thermal-light sources.
We have comprehensively unveiled the presence and role of genuinely quantum
correlations in thermal-light, ‘classical’-like ghost imaging. We can also extend our
study to the case of ghost imaging with entangled light sources produced by SPDC.
In this case, it has already been pointed out in [122] that the entanglement between
the individual modes acts as an extra resource and can lead to an increase in the
SNR compared to the thermal-light case. In our formalism, we ﬁnd that for entangled
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Figure 4.11: (a) Coarse-grained analysis for ghost imaging using entangled light
produced by SPDC (with pixel count R = 100): Plot of SNR versus total correlations
for M = 1 and I ∈ [0, 1000]; compare with the corresponding thermal-light case, Figure
4.10(c). Panel (b) depicts a comparison between total coarse-grained correlations T˜ for the
cases of thermal and entangled light sources (with R = 100) as a function of the illumination
I; it is shown that they share a common limit in the regime of high illumination [see
Equation (4.13)], although in this setup SPDC-entangled light is always more correlated
than thermal-light. All the correlations are normalised by
√
R/2.
light the SNR grows much faster than linearly as a function of the coarse-grained
total correlations T˜ , as shown in Figure 4.11(a). However, in the limit of very high
illumination, the coarse-grained total correlations for both thermal-light and entangled
cases converge to the same asymptotic maximum value, which is an intuitively expected
result [121]. Similarly, the SNR for both cases converges to the same upper limit in
the regime of high illumination, given by SNRn¯→∞ =
√
M/[6 +M(2R+ 1)] [127].
Speciﬁcally, we ﬁnd that Equation (4.13) holds exactly for entangled as well as thermal
light. When we plot the (normalised, coarse-grained) total correlations for thermal-
light versus SPDC-entangled sources on the same graph, as in Figure 4.11(b), it is
evident though that in the case of entangled light the correlations are always higher for
given ﬁnite values of the parameters I, M and R.
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4.2.2.4 Discussion
We have analysed the nature of correlations in Gaussian light sources used for ghost
imaging from a quantum informational perspective, combining a microscopic with an ef-
fective coarse-grained description. We have found that even so-called ‘classical’ thermal
light contains nonzero genuinely quantum correlations – as measured by the quantum
discord [54, 55] – whose contribution to the performance of ghost imaging schemes has
been assessed. Since the entire scheme is dependent upon the correlations between the
arms, the quasi-linearity between the total correlations and SNR strongly suggests that
the total correlations may be acting as the essential operative resource. It is impor-
tant to notice that this correspondence could vary depending on the choice of signal
function, or if a more complex object is chosen; the model for calculating correlations
is a coarse one and thus we should be wary of putting too much weight on the direct
correspondence, striking though it may be.
The dominant strength of quantum correlations in low-illumination regimes has
an immediate physical explanation. In the limit of low illumination, there are few
photons per mode and this is a regime where the quantum behaviour of light becomes
very apparent. This is consistent with the non-local picture of Boyd and Shapiro
which we discussed at the start and requires explicitly the assumption of low-ﬂux,
[26] and moreover in the original paper expounding the non-local picture [107], the
adopted model of thermal light implicitly assumes a photon-counting regime, which is
an equivalent criterion to low photon-ﬂux. As elucidated by the results of this paper,
it is likely no mere coincidence that such an assumption need be made, but rather
a consequence of the fact that the quantum component of correlations available for
detection by our scheme vanishes in the limit of high illumination.
Unfortunately, the quantum discord has no simple rigorous interpretation in terms
of non-local eﬀects [58]. Although the discord provides a strong intuitive aid for un-
derstanding ghost imaging in that there is some proportionately greater level of distur-
bance upon measuring in the low-light regime, it does not have a simple operational
interpretation we can apply here. It is also important not to overstate the ‘non-local’
picture, since the usual information theoretic understanding of non-locality involves
violating a Bell inequality, which is absolutely not possible here, since this is an even
stronger requirement than entanglement existing in the state. After all, the positivity
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of the P -representation means that a local hidden variable model is always available
for describing thermal light ghost imaging.
Nevertheless, the coarse-grained formalism put forward here seems to indicate how
the quantum nature of the light source becomes quenched as we diverge from the
photon-counting regime and enter the classical limit of intensity correlations. For these
high illuminations, the quantum correlations available for detection by our scheme tend
to zero, and the physical model of the scheme does not require a quantum description
of the light to be accurate. The small-scale features of the speckle-speckle correlations
cannot be detected by the way the light is averaged over the bucket detector. Even
though there is no explicit decoherence, we gain a clear look into a quantum system
appearing to transition into a classical one due to the nature of the measurement
process.
We have brieﬂy extended our analysis to the less controversial case of SPDC-
entangled light sources. It has been observed in previous work [121] that for high
brightness the results of the ghost image formed with ‘classical’-like thermal light are
“excellent approximations for the quantum [entangled] case” and we ﬁnd indeed that in
this limit, the (coarse-grained) total correlations in the sources too approximate each
other closely.
Our calculations reveal furthermore that lensed and lensless ghost imaging behave
in a similar manner to each other. In the debate, which is well characterised by a
comment from Shih [116] with a rebuttal from Shapiro and Boyd [130], we ﬁnd our
results further bolster the latter’s arguments that near-ﬁeld lensless imaging can aﬀord a
classical interpretation. In high illuminations the quantum correlations are suppressed.
Ultimately, this shows that the geometry of the system has a limited role in determining
its classicality or quantumness, whereas the illumination conditions are a clearly more
signiﬁcant factor.
4.3 Quantum Illumination
The work in the previous section was published in [1]. After its completion, the oppor-
tunity for an experimental analysis of a diﬀerent intensity interferometry scheme arose,
and this section will detail that work. The experiment, and some of the accompanying
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theory, was carried out by the coauthors listed in [3]. The analysis in terms of the
coarse-grained picture as deﬁned above is all my own work.
Strictly speaking, the original formulation of quantum illumination did not refer to
an intensity interferometric setup. Lloyd [103] was the ﬁrst to conceive of a discrete-
variable quantum illumination scheme, which acts eﬀectively as a quantum radar en-
hancing our ability to detect an object by using entanglement. The more rigorous
formulation of quantum illumination was provided by Tan et al. and used Gaussian
states [104].
The rigorous formulation of quantum illumination invokes the quantum Chernoﬀ
bound. The classical Chernoﬀ bound, an important result for hypothesis testing, is
used to determine the asymptotically minimal probability of error when discriminating
between two probability distributions given a series of outputs drawn from these dis-
tributions. The quantum Chernoﬀ bound does the same for multiple copies of density
matrices [131], and thus in a radar-type scheme, if we wish to determine whether an
object is present or absent, it is clearly quite applicable.
Using this bound, Tan et al showed that in the case of an object with low-reﬂectivity
sitting in a noisy bath, directing one part of a TMSS towards the object and retaining
the other part – the reference beam – for joint measurement with the (potentially)
reﬂected light, enables a lower probability of error than for any unentangled inputs. In
fact, they showed that the upper bound for the probability of error with entangled light
was better than the lower bound on the probability of error for unentangled light. This
is feasibly useful if one desires to detect an object with as few photons possible. This
could be useful for purposes of stealth, or if the object to be detected is vulnerable to
damage from bright light.
What makes quantum illumination quite remarkable, is that it is designed to operate
with a large amount of noise in mind. Usually noise is considered to be the enemy of
entanglement, and indeed, due to this noise the entanglement is broken between the
reference beam and the reﬂected light, however, we still ﬁnd an enhancement when
using a two-mode squeezed state input, which beats any possible unentangled source.
It seems then that it isn’t really the entanglement that produces the enhancement but
perhaps some other property of the light which is not broken by the noise.
The term ‘quantum illumination’ has also been used in a looser sense than that
of Tan et al., and in [9] was used to refer to an intensity interferometry setup. The
87
4. INTENSITY INTERFEROMETRY
analysis of [9] is not performed with regards to the Chernoﬀ bound as in the rigorous
formulation, but simply considers that given a certain measurement scheme – in this
case an intensity interferometric one – an entangled input performs better than an
unentangled one. This is still useful, since the scheme is much more easily implemented
than known schemes which violate the Chernoﬀ bound for classical light, and moreover
there are no known schemes whatsoever which actually saturate the Chernoﬀ bound
for entangled beams anyway.
Correlated 
Source 
Object Thermal 
bath 
Combined bath and 
illuminating field 
Correlator 
Detector arrays 
Figure 4.12: A schematic diagram of a quantum illumination scheme. Here the
object under consideration is a beam splitter. A portion of the light produced by the
correlated source will be reﬂected by the beam splitter and the challenge is to detect this
beneath the dominant thermal noise, thereby discriminating the presence of the object.
This intensity interferometric quantum illumination scheme which we will apply our
analysis to is presented in Figure 4.12. In the more general quantum illumination, we
do not need to consider CCD detector arrays, but may have any sort of measurement
whatsoever.
Aside from the measurement scheme, there are other non-trivial diﬀerences between
the quantum illumination scheme we consider and that of Tan et al. Tan’s scheme
involves the detection of a single mode which interacts with the noisy background,
whereas our scheme is intrinsically multi-mode and the model (experimentally tested
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as accurate) assumes that the signal and noise modes do not combine with each other
on the beam splitter (but rather, both combine with vacuum modes). The multi-mode
setup, as well as the large number of pixels on the CCD enable a detection test to be
performed in one shot, whereas the Chernoﬀ bound techniques require a large number
of tests. As such, the scheme we consider is really quite a pragmatic one, even if it does
not have the same theoretical appeal as the original.
The multi-mode structure also renders the intensity interferometric quantum il-
lumination variant well suited for applying the techniques we’ve developed thus far.
While it is not possible to use the original quantum illumination formalism for this,
by using quantumness criteria related to the Glauber Sudarshan P -representation, it
is possible to show that a quantum input in this scheme is largely more powerful than
any classical one with the same local statistical properties, in terms of photon number
detection and correlation measurements. As in the case of [103, 104], in the scheme of
[9], entanglement is completely destroyed before the detection stage.
4.3.1 Setup and analysis
In the experimental setup implemented in Ref. [9] the object to detect is a 50:50 beam
splitter (BS) embedded in a “bath” of thermal modes. The light source used to probe
the presence of the object consists of multiple identical and independent pairs of either
two mode squeezed state twin beams (TWB) or correlated, unentangled thermal beams
(THB). Charge-coupled device (CCD) arrays are placed in each of the signal and ref-
erence planes, as outlined in the scheme of Figure 4.12. As with ghost imaging, each
pixel in the signal plane collects M TWB (or THB) modes resulting in a net photon
count per pixel NI (excluding the bath), which are correlated with M corresponding
modes intercepting another pixel in the reference plane counting Nr photons (see also
[132, 133]). We denote by Nβ and Mβ the photon count and the number of modes per
pixel of the bath. The losses in each arm are taken into account by the detection eﬃ-
ciencies η for the illuminating light (where this quantity does not include the non-unit
reﬂectivity of the object in the reference plane) and ηβ for the bath.
The covariance of photon counts per pixel on the signal plane Ns = NI + Nβ and
on the reference plane Nr is evaluated averaging over the set of pixel pairs Npix in
one shot of the CCD (Npix = 80 in the experiment). The covariance is expected to
vanish when the object is absent, so the detection of the target is declared when the
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covariance is larger than a certain threshold value. The SNR (normalized by N
1/2
pix ) for
the measurement, given by the diﬀerence of covariances in the cases when the object is
present (∆in) or absent (∆out), is [9]
SNR =
|〈∆in −∆out〉|√
δ2∆in + δ2∆out
(4.14)
for ∆ = NsNr − 〈Ns〉〈Nr〉, where δ2X = 〈X2〉 − 〈X〉2. Remarkably, the TWB entan-
gled input, representing the maximal allowable cross-correlation between two modes,
harbours a hefty improvement over the case of maximally correlated modes within the
bounds of separability i.e. with a proper P -representation, as experimentally demon-
strated in [9, 104].
The complete experimental setup we are investigating is extremely complicated due
to the presence of many modes and high levels of noise. As with ghost imaging, this
makes it infeasible to pursue a direct analytical approach to the problem. We can
overcome this diﬃculty by invoking our eﬀective-mode description. We now have to
consider the bath and thus the modes in the signal plane will be given by
aˆeff =
1√
M +Mβ
M+Mβ∑
k=1
aˆk, (4.15)
where aˆi refer to the individual mode operators in our system. As before, the eﬀective
modes are therefore a linear combination of the original ones, respecting the canonical
commutation relations [aˆeff , aˆ
†
eff ] = 1, and we can imagine the coarse-graining as an
average of what the detector ‘sees’, since it cannot resolve individual modes.
We take the propagation of light from the source to the far-ﬁeld enacted by a lens,
such that we achieve a point-to-point correspondence between the modes in the source
plane and the modes in the detection planes. Nevertheless, by analogy with the previous
section, the results of our analysis are reproducible for near-ﬁeld propagation as well
[1, 110]. By merit of the far-ﬁeld propagation we have 〈aˆ†kaˆk′〉 = δk,k′〈aˆ†kaˆk′〉 and the
coarse-graining in Equation (4.15) establishes the arithmetic mean of the ﬁrst order
auto- and cross-correlations.
4.3.2 Theoretical results
Our quantities of interest will once again be the total correlations between the two
eﬀective modes, as quantiﬁed by the (Re´nyi) mutual information and the signal-to-
noise ratio.
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Figure 4.13: A theoretical plot of the ratios RSNR (blue solid) and RMI (red
dashed) for quantum illumination with parameters set at realistic experimental values
of 〈Nr〉 = 4000, M = 90000, Mβ = 50, η = 0.38 and ηβ = 0.5. The asymptotic limit for
〈Nβ〉 → ∞ is given by Equation (4.19).
The eﬀective two-mode covariance matrices σTHB,TWB when the illuminated object
is a balanced beam splitter and the light source S consists of THB or TWB, respectively,
take the standard form
σS =


aS 0 cS 0
0 aS 0 dS
cS 0 bS 0
0 dS 0 bS

 ,
with S = THB,TWB, and:
aTHB = aTWB = 1 + 2ηn¯1 , (4.16a)
bTHB = bTWB = 1 +
ηn¯1M + 2ηβn¯βMβ
M +Mβ
, (4.16b)
cTHB = dTHB = ηn¯1
√
2M
M +Mβ
, (4.16c)
cTWB = −dTWB = η
√
n¯21 + n¯1
√
2M
M +Mβ
, (4.16d)
where n¯1 = 〈Nr〉/(ηM) is the mean photon count per mode at the source and n¯β =
〈Nβ〉/(ηβMβ) is the analogous quantity with respect to values for the bath.
Keeping the SNR (4.14) as ﬁgure of merit, we can quantify the enhancement
achieved by the TWB over the THB by considering the ratio of the respective SNRs
[9],
RSNR =
SNRTWB
SNRTHB
, (4.17)
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for identical single-mode statistics. Similarly, we can analyse the ‘enhancement’ in total
eﬀective correlations by deﬁning the corresponding ratio of the MIs,
RMI =
TTWB
TTHB . (4.18)
It is instructive to illustrate our ﬁndings by ﬁrst plotting theoretical expectations
for the comparisons of the respective ratios RSNR and RMI. In Figure 4.13, we keep
all parameters constant apart from the bath photon-count 〈Nβ〉. We notice that in the
regime of highly thermal bath, which is the relevant regime for which the phenomenon
of quantum illumination was deﬁned [103, 104], the ratios of SNR and MI converge to
each other and become asymptotically identical. This is observed in all useful param-
eter regimes. If one ﬁxes indeed 〈Nβ〉 to a suﬃciently large number which ensures a
dominant bath (e.g. 〈Nβ〉 = 5000), and lets the mean photon number N of the illu-
minating ﬁeld vary in a broad yet realistic regime (say from 102 to 104) an essentially
perfect identity between RMI and RSNR is retrieved.
As one can intuitively expect, the common value attained by both the SNR and
MI ratios in practical parameter regimes (〈Nβ〉 ≫ 1) for quantum illumination is de-
termined by the cross-correlations squared, namely:
lim
〈Nβ〉→∞
RSNR = lim〈Nβ〉→∞
RMI =
∣∣∣∣cTWBcTHB
∣∣∣∣
2
, (4.19)
where the eﬀective correlation elements cTWB,THB are deﬁned by Equation (4.16). The
proof of this for the case of the MI ratio follows by a generalisation of the proof that
the normalised intensity correlations and normalised MI correspond for the HBT eﬀect.
For what concerns the SNR ratio, when the bath is dominant, the noise terms in the
denominator of the SNRs are eﬀectively independent of the source, TWB or THB,
actually considered in the protocol and cancel each other, provided they have the same
single beam ﬂuctuation (see [9] for details). Thus:
RSNR ≈ |〈∆
in −∆out〉|TWB
|〈∆in −∆out〉|THB . (4.20)
It can be shown through the Gaussian moment factoring that this equates the ratio of
cross-correlations squared, Equation (4.19).
Interestingly, this ﬁnding provides a small extra link between the HBT eﬀect and
ghost imaging: in particular, with ghost imaging we compared the SNR to the MI
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of eﬀective operators and with the HBT eﬀect we compared the MI to the ratio of
intensity covariances [2]. Within the quantum illumination setting considered here, in
which all of these quantiﬁers can be deﬁned and jointly analyzed, we ﬁnd that they are
all quantitatively connected in the asymptotic regime of large bath.
In [9], the SNR enhancement was also linked to the ratio of the generalized Cauchy-
Schwartz parameter ε ≡ 〈: δNsδNr :〉/(〈: δ2Ns :〉〈: δ2Nr :〉)1/2, where 〈: :〉 is the
normally ordered quantum expectation value and ε ≤ 1 indicates a classical regime,
i.e. corresponding to a state having positive well-deﬁned P -representation. In particular
it has been shown that the quantum enhancement with respect to the optimal classical
strategy, in the limit of dominant bath, is RSNR =
εTWB
εTHB
> 1. Remarkably, in the pres-
ence of the bath one ﬁnds εTWB ≤ 1 indicating classicality although the enhancement
survives. Lastly, we mention that the same transition to the classical regime without
aﬀecting the performance improvement has been observed in [134] for yet another com-
mon parameter of non-classicality, the noise reduction factor 〈δ2(Ns−Nr)〉/(〈Ns+Nr〉)
[132, 133, 135, 136].
This series of observations shows how diﬀerent parameters, originally introduced to
assess experimental quality, are in fact all capturing the same physics in the case of
Gaussian light sources for quantum illumination, and are thus all able to reveal the
quantum advantage of the scheme, even in a regime in which quantumness in the form
of entanglement appears not to manifestly survive.
4.3.3 Comparisons with experiment
The practical description introduced in the previous section allows us to directly assess
the experimental results obtained in [9]. Assuming knowledge of the mode-count, we
can extract our eﬀective second-order correlations from intensity measurements and
covariances. For example, 〈aˆ†eff aˆeff〉 = 〈Nr/M〉, from which the auto-correlations can
be deduced with ease.
In Figure 4.14(a)–(b) we plot the SNRs for TWB and THB as determined exper-
imentally in [9]. In the same ﬁgure, panels (c)–(d), we plot the corresponding MIs
obtained from the experimental data by constructing the eﬀective two-mode operators
as detailed above. We observe that a very good agreement is reached with the theoret-
ical expectations based on Eqs. (4.16), especially in the case of TWB light. The THB
case is aﬀected by considerably lower accuracy: this is consistent with the intrinsic
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Figure 4.14: (a)–(d) Experimental results and theoretical expectations for the
SNRs (blue solid) and effective MIs (red dashed) of the quantum illumination
demonstration of Lopaeva et al. [9] using TWB and THB light, plotted versus the bath
photon number 〈Nβ〉. The values of the other experimental parameters are ﬁxed at M =
90000, Mβ = 1300, η = 0.38, ηβ = 0.5, 〈NTWB〉 = 4232, 〈NTHB〉 = 3278, for all the plots
in this ﬁgure.
lower SNR of the measurement with THB (since the enhancement ratio R ∼ 10, we
note that in order to achieve the same accuracy, a number of acquisitions 100 times
larger than in the case of TWB illumination would be required for THB sources).
According to the theoretical expectations, we should ﬁnd that
RSNR ≡ SNRTWB
SNRTHB
≈ MITWB
MITHB
≡ RMI,
or, equivalently,
R˜TWB ≡ SNRTWB
MITWB
≈ SNRTHB
MITHB
≡ R˜THB,
in the relevant regime of high 〈Nβ〉. In Figure 4.15(a), we plot the ratios R˜ for TWB and
THB light, respectively, as calculated directly from the measured data. We see indeed
that the two quantities align with good precision along the same curve, in agreement
with the theory.
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(a)
(b)
Figure 4.15: (a) Ratios R˜ between SNR and MI for TWB (magenta empty squares)
and THB (green ﬁlled triangles) sources, obtained from the measured data; the dashed
gray curve represents the theoretical prediction, given by the mean between R˜TWB and
R˜THB. (b) Conﬁdence intervals (shadings) inferred from the experimental data, along with
theoretical predictions (lines), for the ratios RSNR (blue solid) and RMI (red dashed).
Finally, to quantify the quantum enhancement in the implemented instance of con-
tinuous variable quantum illumination, we extrapolate the conﬁdence intervals for the
direct ratios RSNR and RMI and plot them in Figure 4.15 (b) against the theory (sim-
ilarly to Figure 4.13). We conclude that the quantum enhancement allowed by the
TWB over the corresponding THB with the same single-mode statistics is of a factor
≈ 15.1, as determined by the asymptotic value of the ratios in the 〈Nβ〉 ≫ 1 regime,
Equation (4.19). Note that we cannot directly calculate these ratios from the experi-
mental points without resorting to model ﬁtting, as the acquisitions in [9] correspond to
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diﬀerent values of 〈Nβ〉 between the TWB and THB settings [see e.g. Figure 4.15 (e)].
4.4 Conclusion
We have shown that for a continuous variable realization of quantum illumination
[103, 104] as demonstrated experimentally in [9], the fractional increase of mutual
information (in the eﬀective two-mode description) for entangled twin beams over cor-
related thermal beams provides a close approximation for the equivalent ratio of the
SNR, which becomes exact in the practically relevant regime of a lossy system with a
large number of thermal photons in the bath. This observation, as well as connecting
to our other previous work on correlations in intensity interferometry setups, provides
insight into the source of quantum improvement in continuous variable quantum illumi-
nation. We neatly observed the predicted correspondence from the experimental data
of [9].
We would like to point out that these results complement and do not controvert
the results of [137] or [138] for discrete variable quantum illumination. In particular,
in [138] the discord consumption, i.e. the diﬀerence between the discord in the source
light before and after the interaction with the target, is linked quantitatively to the
quality of the protocol. Since some discord remains even when the initial entanglement
is destroyed, the authors of [138] conclude that discord plays a key role in empowering
quantum rather than classical illumination. In the continuous variable setting, the
Gaussian discord consumption is known to relate to a quantum advantage in a simple
protocol of information encoding [139], but such a scenario has not been investigated
to date for the setting of quantum illumination (and it can be a good topic for further
study).
We have taken a completely diﬀerent approach where the correlations evaluated
just for the source light are chosen as the object of study. While clearly the mutual
information includes both classical and quantum portions, we ﬁnd that it is the total
eﬀective correlation, rather than just the eﬀective discord of the source, that is found
to capture the quantum advantage in a quantitative fashion. The central observation is
that entangled states can be overall more correlated (classically and quantumly) than
separable states, for a given mean energy of the states. The resilience of these extra cor-
relations, which we quantify via the mutual information in the eﬀective picture, is here
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shown to capture the quantum enhancement, even when external noise degrades those
correlations to the point that the quantum signature of entanglement is completely
suppressed.
This concludes the section on intensity interferometry. We showed for ghost imaging
that although a semi-classical description is always possible, the controversy was not
entirely ill-founded. It appears that the mutual information and other more general
forms of correlations also feature on a deeper level in intensity interferometric schemes,
as we showed experimentally with quantum illumination.
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5.1 Background
Quantum estimation theory was founded in the ’60s and ’70s, with especially notable
contributions by Helstrom [28] and Holevo [29], who each produced monographs which
provide excellent introductions on the subject, as well as including some novel results.
Ultimately, any estimation problem, quantum or classical, begins on the same foot-
ing. For some set of parameters described by a vector θ = (θ1, θ2, . . . , θN ) with θ ∈ RN
to be estimated (estimanda), we deﬁne an estimator θˆ(x) = (θˆ1(x), . . . , θˆN (x)), as a
mapping from a θ-dependent M-dimensional collection of data x = (x1, . . . , xM ), to
the same space RN as the estimanda. We may choose to omit the index x where it is
not likely to cause confusion. We refer to the value of the estimator as the estimate.
Obviously, this estimator shouldn’t be some completely arbitrary function: we want
it to provide an accurate estimate of the values of the parameter, and we thus need a
means of ensuring ‘closeness’ of θˆ to the true value of the parameter vector θ.
This is achieved by penalising deviation with the use of a cost function C(θˆ,θ). One
example of a cost function is C(θˆ,θ) = −δ(θ − θˆ) which penalises all errors equally –
or to be more precise, only rewards exact estimates. This doesn’t seem like an ideal
candidate when estimating continuous parameters since a tiny deviation of the estimate
and a huge one would be treated on completely equal footing. A much more sensible
choice, and henceforth the only cost function we shall consider, is the quadratic form
C(θˆ,θ) =
∑
gjk(θˆj − θj)(θˆk − θk), (5.1)
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where the matrix G = [gjk] is positive deﬁnite. We require this of G else it would be
possible to reward, rather than penalise an error. We can see that the above looks very
much like a covariance matrix.
The accuracy of an estimator is then described by the expectation of the cost
function, in this particular case referred to as the total mean-square deviation
E[C(θˆ,θ)] =
∫
C(θˆ,θ)p(x|θ)p(θ)dnθdmx, (5.2)
where p(θ) refers to the prior probability of ﬁnding the value θ, and p(x|θ) refers to
the probability of ﬁnding data x given the true values of the estimanda are θ. We have
made an implicit assumption of a deterministic strategy for selecting the estimator
based on a particular set of data.
When we refer to an unbiased estimator, we mean an estimator such that
Eθ[θˆ] =
∫
θˆ p(x|θ)dmx = θ. (5.3)
In words, this means that at ﬁxed θ, the expectation value of the estimator matches the
value of θ. We normally relax this condition by considering locally unbiased estimators.
An estimator is locally unbiased at θ0, if the unbiasedness condition holds at that
particular value but not necessarily for all values of θ. Additionally we require that
d
dθj
Eθ(θˆk)|θ=θ0 = δjk, which can be obtained from Equation (5.3) by diﬀerentiation.
This criterion requires us to consider local estimation problems, where the prior
probability distribution is very tight, meaning we already have a fairly good approxi-
mation to the parameter (formally, p(θ) = δ(θ− θ0))1. This may seem like a stringent
requirement, but an asymptotically equivalent problem can be addressed by performing
some coarse estimation on a few trials of an experiment, to gain a rough estimate of
θ, and then performing the optimal strategy for local estimation given this knowledge
[140].
When considering unbiased estimates, a link to the covariance matrix of the esti-
mator becomes clear. Deﬁning the covariance matrix as
1Strictly speaking, it often desirable to consider unbiased estimation problems with no explicit
reference to a prior at all. If we denote the probability distribution of the estimator θˆ taking a
particular value B in some measurable subset of RN by µ(B) = Tr ρˆθM(B) for some POVM {M(B)},
then the mean square deviation at a value θ can be written as Eθ[C(θˆ,θ)] =
∫
C(θˆ,θ)µθ(d
n
θˆ)
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V (θˆ) ≡ Eθ0 [(θˆj − E[(θˆj)])(θˆk − E[(θˆk)])]
=
∫
(θˆj − θj)(θˆk − θk)p(x|θ)dmx, (5.4)
it arises that the Eθ0 [C(θˆ,θ)] = TrGV (θˆ), where the subscript θ0 implies the average
is taken a particular value of θ0, or considering that we have a local estimation problem,
the prior is given by p(θ) = δ(θ − θ0).
Thus far, we have not made any particular allusion to quantum estimation. We
have merely some abstract construction where we perform the estimation on a data
set x, dependent on the estimanda through p(x|θ). To begin connecting this to the
quantum case, we can consider these probabilities as the probabilities of outputs of
a measurement on some state ρˆθ carrying information about the parameters to be
estimated. More rigorously, we take a POVM, {Πx}, and can thus ﬁnd a formal
correspondence by setting the probabilities for outcome x, through the usual quantum
formalism, p(x|θ) = Tr ρˆθΠx.
Still, given a particular density matrix with a particular measurement, there is
nothing particularly interesting about quantum estimation. Once we have obtained
a set of data through measurement, we are arguably simply performing a classical
estimation problem on these probabilities.
However, quantum estimation becomes a wonderful theory in its own right, perhaps
even its own little branch of statistics, when we choose to follow the popular attitude
in quantum information that a density matrix ρˆ can be treated as a generalisation of
of a classical probability distribution {pi}. Instead, then, of considering estimation
on the probability output of a state with measurement, we can try to consider the
optimal estimation on a state, without a speciﬁc measurement given. Essentially, this
corresponds to how well we can do with the optimal measurement, even though this
measurement may not be immediately known.
We’re then presented with a wealth of complications and a correspondingly ripe
ﬁeld for study. This is particularly so in the case that we’re estimating non-scalar
θ (i.e. more than one parameter), where we may come to face problems of non-
commutativity. An example would be if we wished to estimate the displacement pa-
rameters q0 and p0 of a vacuum state which has been acted upon by the displacement
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operator D(q0, p0) = e
i(p0qˆ−q0pˆ) [141][29]. Since q0 and p0 are encoded by the non-
commuting pˆ and qˆ respectively, it is not possible to directly use some of the tools of
single-parameter quantum estimation.
In the quantum case, we typically consider a schematic for an estimation problem
as in Figure 5.1. In addition to an optimisation over measurement, it is often desirable
to consider an optimisation over the probe state ρˆ0. This is often challenging, but
there exist some algorithms which simplify the task [142]. When referring to quantum
metrology, we generally mean a system where we have control over both the quantum
state and measurement and we wish to perform an estimation procedure by encoding
the parameters onto the probe state.
Figure 5.1: An abstract picture of a metrology scheme. A probe state, ρˆ0, which
may consist of many separable or entangled elements, is subjected to some process deter-
mined by the parameters θ. The resultant state, ρˆθ, is measured with POVM {Πx} and
the data output is processed to produce an estimate.
5.1.1 Crame´r-Rao bounds
One of the ultimate tools for deriving limits on estimation accuracy (assuming the
above quadratic cost function), is the Fisher information. We will not present a formal
derivation here, however, under the assumptions outlined in the previous section, one
may deﬁne, for a conditional probability distribution of data on the estimanda, the
matrix with its jk element given by
FI(θ)jk =
∫
p(x|θ)∂ log p(x|θ)
∂θj
∂ log p(x|θ)
∂θk
dmx. (5.5)
This is the Fisher information matrix. Intuitively, it can be seen that it measures,
in some sense, the mean sensitivity of the data to the parameter – if the derivatives
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are large, the Fisher information is likewise large. The Fisher information matrix is
valuable because it deﬁnes a bound on the covariance matrix of an unbiased estimator.
V (θˆ) ≥ FI(θ)−1. (5.6)
This bound is always at least asymptotically achievable with the maximum likelihood
estimator, which is asymptotically unbiased.
In quantum estimation there is no unique equivalent to the Fisher information.
However, in the single parameter case, it is possible to deﬁne an eﬀective analogue
quantity. Intuitively, this involves replacing the probabilities in Equation 5.5 with the
density matrix, and the logarithmic derivative with operator versions. For each of the
estimanda θj , this operator is implicitly deﬁned by the equation
∂ρˆθ
∂θj
=
1
2
(ρˆθLθj + Lθj ρˆθ), (5.7)
Lθj is known as the symmetric logarithmic derivative (SLD). Notice how this is a
symmetrised operator-version of the equation
∂p(x|θ)
∂θj
= p(x|θ)∂ log p(x|θ)
∂θj
=
1
2
(
p(x|θ)∂ log p(x|θ)
∂θj
+
∂ log p(x|θ)
∂θj
p(x|θ)
)
,
hence the name. It is also possible to deﬁne an unsymmetrised version, usually known
as the right logarithmic derivative (RLD) [29].
From this, we can deﬁne what we will call the quantum Fisher information matrix
QFI(ρˆθ)jk =
1
2Tr ρˆ{Lj , Lk}, where {·, ·} is the anticommutator and the SLD Crame´r-
Rao bound is given by
V (θˆ) ≥ QFI(θ)−1. (5.8)
exactly as in the classical case.
This Crame´r-Rao bound was derived by both Holevo [29] and Helstrom [28], how-
ever, it was proven to be always achievable by Braunstein and Caves [143] when the
estimation is of only a single parameter θj . It is known that it is not generally achiev-
able for multiple parameters, in which case the RLD bound may be more informative
[29]. A (not necessarily unique) measurement achieving the bound for a single param-
eter is that where the POVM elements are the projectors forming the eigenbasis of the
SLD [144].
103
5. MULTIPARAMETER METROLOGY
This observation immediately hints at why saturating this bound may not be pos-
sible for multiple parameters: it may be that the optimal measurements for each pa-
rameter are incompatible. This leads us to a simple condition for achievability of the
SLD Crame´r-Rao bound; if [Lj , Lk] = 0, then they share an eigenbasis and thus have a
common optimal measurement. The question arises if, given the fact that the optimal
measurements are not unique, this condition is exhaustive. It was shown by Matsumoto
[145] that this is not the case (more precisely, there is an overlooked subtlety) and there
is a more general condition for achievability of the SLD Crame´r-Rao bound. This will
be discussed in the next section.
It is worth considering explicit forms of the symmetric logarithmic derivatives for
both pure and mixed states. For a pure state ρˆ = |ψ〉〈ψ|, then its SLD is given by
Lθj = 2(|ψ〉〈∂θjψ|+ |∂θjψ〉〈ψ|), (5.9)
and for an orthogonally decomposed mixed state ρˆ =
∑
i pi|ψi〉〈ψi|
Lθj = 2
∑
mn
〈ψm|∂θj ρˆ|ψn〉
pm + pn
|ψm〉〈ψn|. (5.10)
In the above equations |∂θjψ〉 = ∂∂θj |ψ〉 and ∂θj ρˆ =
∑
i(∂θjpi)(|ψi〉〈ψ|i)+pi(|ψi〉〈∂θjψi|+
|∂θjψi〉〈ψi|). We have also omitted the index θ on the quantum state. We will continue
to use these conventions where it does not lead to confusion.
5.1.2 The Heisenberg Limit
One of the early appeals of quantum metrology was the promise of greater estimation
precision using entangled probes than possible for any unentangled probes. If we con-
sider a single-parameter estimation problem, then quantum estimation proposes that
the variance of the estimator can scale as var(θˆ) ∝ 1
N2
, so-called Heisenberg scaling,
whereas for separable probes the best scaling of variance is var(θˆ) ∝ 1N which is also
known as the standard quantum limit (SQL). Here N refers to the number of probes.
This is best illustrated in an interferometric scheme for phase estimation. Given N
photons, we may either send them into the interferometer in a large entangled NOON
state or in N separable states as in Figure (5.2). An optimal measurement strategy can
be achieved by projecting the output onto the original input. For the separable states,
the probability of success per trial is then given by 1+cos(φ)2 , and for NOON states by
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Figure 5.2: A Mach-Zehnder interferometer for the estimation of phase. The
input, ρˆ, may be chosen to be either N separable single photon states, or an entangled
NOON state. The output is then either 1√
2
(|01〉 + eiφ|10〉)⊗N or 1√
2
(|0N〉 + eiNφ|N0〉)
respectively. In the former case, we can view this as N independent trials.
1+cos(Nφ)
2 . It is not diﬃcult to verify that the Fisher information for these probabilities
scales as N and N2 respectively. It thus appears that entanglement has great potential
to reduce the covariance of the estimation for a given number of probes, via Heisenberg
scaling.
Heisenberg scaling is an interesting point of appeal, but the above conception,
though common, is very faulty [16]. To begin, the asymptotic attainability of the
Crame´r-Rao bound is based upon a large number of independent trials. Having a large
entangled N -particle state is not equivalent to this. To more properly formulate the
bound, we should consider a division of the N probe states into µ ≫ 1 groups of n
probes. Then as µ→∞, we can apply the usual results for attainability of the Crame´r-
Rao bound. Thus, the inverse square enhancement is not in the total number of probes,
but rather only a small fraction n corresponding to the size of the entangled states. We
then get var(θ) ≥ 1
µn2
.1
Moreover, it has been shown the Heisenberg limit is extremely fragile even if we do
take it naively. A powerful framework for deriving ultimate bounds in the presence of
noise has shown that almost universally the best improvement that can be hoped for in
the scaling of the QFI with N is a constant factor improvement [147]. For the NOON
1Although Heisenberg scaling normally doesn’t make sense if we use the techniques of locally
unbiased estimation when µ = 1, Hayashi [146] showed using a min-max optimisation method that for
asymptotically large N it is possible to achieve an N−2 scaling in a Mach-Zehnder type setup, although
with a constant factor larger than 1.
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state, the fragility is plain to see: if even a single photon is lost, then the superposition
is completely broken as the arm the photons travelled through can be determined.
We are left with a mixed state of N − 1 photons in either one arm or the other and
interferometry is not possible.
Further still, in practice, achieving the Heisenberg limit in an interferometric scheme
may require a hard-to-achieve prior. A NOON state is invariant under phase shifts of
the order of 2piN , thus we must know the phase to within an order of
1
N before we even
begin the estimation.
This does not mean that sub shot-noise scaling is not possible, but rather that
one must be careful to avoid excessive optimism about the extent to which it can be
beaten. For small entangled states, a constant factor improvement can be achieved over
the standard quantum limit. Continuous variables have also shown signiﬁcant promise,
due to their easy controllability and robustness against noise.
Even so, one can legitimately ask if there is ever really a practical advantage to
creating these challenging entangled states; photons, after all, are not scarce. One
way to answer this question in the aﬃrmative is to realise that it may be that the
limiting resource is not the probe state or its components. One can conceive of a
fragile test sample being a resource in of itself – the limit is then on the number of
passes through the quantum channel represented by the sample. For example, in a
situation involving testing of sensitive biological tissue, the scarcity may not be of
photons, but of biological samples. Much like any other resource, these are expendable
and their scarcity provides them with suﬃcient value that we must invest an extra cost
elsewhere, in creating entangled states for example, to compensate.
As a ﬁnal comment, Heisenberg scaling even further loses some of its novelty when
we formally consider the limiting resource as the total amount of energy which can pass
through a channel. Reconsidering the earlier interferometric setting, one may take a
single photon state and apply the phase unitary N times. The ﬁnal state will then
be 12(|01〉+ eiNφ|10〉 and the measurement probability distribution identical to that of
a NOON state, for the same total amount of energy passed. A formal mathematical
equivalence between entanglement-enhanced estimation and this sequential estimation
has been expounded upon by Maccone [148].
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5.2 Simplifying Multiparameter Estimation
The aim of this section is to identify the circumstances under which quantum multipa-
rameter estimation becomes almost completely analogous to quantum single parameter
estimation. The ﬁrst step to this is to identify the conditions under which the SLD
Crame´r-Rao bound is achievable (in which case we need not consider the RLD Crame´r-
Rao bound).
An important result on this was achieved for pure states with unitarily encoded
parameters by Matsumoto [145]. Since a pure state corresponds to a rank 1 density
matrix, operations acting upon it are only speciﬁed on the support of ρˆ and addition
of any component outside of this leaves the operator invariant. This implies that many
diﬀerent unitaries can produce the same ﬁnal state when acting upon a pure state,
for example U1(θ) = exp(−i θ2(σz ⊗ 1 + 1 ⊗ σz)) and U2(θ) = exp(−iθ(σz ⊗ 1)) yield
an identical output when acted upon the bell state 1√
2
(|00〉 + |11〉), even though one
operations acts on both qubits, and the other only on a single qubit.
It is thus to be expected that the SLDs too will be non-unique. Indeed, if any two
SLDs commute, then they have a common eigenbasis and the corresponding estimanda
share the same optimal measurement. Regardless of the choice of SLDs though, the
QFI matrix is uniquely deﬁned and we can thus hope that this allows for a unique
way of proving achievability of the bound without checking every SLD. Fortunately,
Matsumoto showed that for pure states the important quantities are vectors |lθi〉 =
Lθi |ψ〉 which are uniquely deﬁned. Using any two SLDs Lθj , Lθk , calculated on a state
ρˆ = |ψ〉〈ψ| the SLD Crame´r-Rao bound for the two corresponding parameters can be
saturated if and only if
Im〈lθj |lθi〉 = 〈ψ|(LθjLθk − LθkLθj )|ψ〉 = 0. (5.11)
If we take some multiparameter unitary U(θ) acting on a probe state |ψ0〉 such that
|ψ〉 = U(θ)|ψ0〉 with generators, Hθj , Hθk , then the SLD commutation condition is
equivalent to the condition 〈ψ|[Hθj , Hθk ]|ψ〉 = 0. In other words, it is possible to
choose two commuting generators [H ′θj , H
′
θk
] = 0, for which |ψ〉 = eiθjH
′
θj e
iθkH
′
θk |ψ0〉.
Of course, the actions described by U and e
iθjH
′
θj e
iθkH
′
θk , will not be equivalent on all
states, but potentially only on the chosen probe |ψ0〉.
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Assuming the commutation condition holds for pure states, then for estimating N
parameters, there will always be a POVM with N + 2 elements. However, it may
be that this is an entangled measurement [149]. This diﬀers from the case of single
parameter estimation, where the optimal bound is always achievable using separable
measurements [150].
It was observed by Maˇdaˇlin Gut¸aˇ [151] that the commutation condition is also appli-
cable to mixed states in the asymptotic limit by using techniques from local asymptotic
normality (QLAN) [152]. In a rough sense, QLAN is like an enhanced version of the
central limit theorem. Despite the mixed state commutation condition being informally
known and used in a number of publications, to our knowledge, there is no rigorous,
formal proof for it available in the literature. There are also some minor inconsistencies
in its usage between publications, such as diﬀering on whether it is merely a suﬃcient
condition [153], or both necessary and suﬃcient [154].
To solve this issue, I present a formal proof which almost immediately follows from
the results on QLAN, particularly those of Yamagata et al.[155]. A detailed exposition
of QLAN is not required and is not included as it is beyond the mathematical scope of
this thesis and its author. Simply, a brief description of their result and how it links to
the commutation condition will be provided.
Ultimately, the importance of QLAN lies in its assertion that for collective mea-
surements performed on n identically prepared systems ρˆ⊗n, the optimal estimation is
eﬀectively equivalent to a that of a Gaussian shift model as n→∞. To link this to the
commutation condition it is only necessary to show that the Holevo bound is equivalent
to the SLD bound if and only if Tr ρˆ[Lθj , Lθk ] = 0.
5.2.1 Holevo Crame´r-Rao bound
Holevo derived a bound which is stronger than both the SLD bound and the RLD
bound. Importantly, this bound is shown to be the optimal bound for estimation on
quantum Gaussian shift models which explains its relevance when QLAN results apply.
Yamagata et al. [155] provide an explicit and general construction linking asymptotic
estimation to the Holevo bound via QLAN. In this section, Holevo’s derivation is re-
produced in order to prove that the commutation condition above is necessary and
suﬃcient for mixed states (we assume a nonpathological problem which satisﬁes the
mild smoothness conditions of [155], thus implying QLAN).
108
5.2 Simplifying Multiparameter Estimation
This section closely follows chapter VI part 7 of Holevo’s book [29] and contains
some formalism not present anywhere else in this thesis and is consequently quite
information dense. However, this section is not required for an understanding of the
remainder of this work as it serves only to provide a technical proof of the commutation
criterion. It is highly recommended that the interested reader refer to Holevo’s book
for the full background details, as space constraints prevent a complete exposition of
the topic.
To begin we introduce two pre-inner products on the space of of bounded Hermitian
operators Bh(H). For X,Y ∈ Bh(H),
〈X,Y 〉ρˆ = Tr ρˆ(XY + Y X) and
[X,Y ]ρˆ = Tr ρˆ(XY − Y X) . (5.12)
A pre-inner product possesses all the usual characteristics of an inner product, apart
from the possibility that 〈X,X〉s = 0 for non-zero X. The completion of a space with
respect to a pre-inner product is the completion of the quotient space over the kernel
of the pre-inner product. We denote the completion of Bh(H) with respect to 〈·, ·〉s by
Lh(ρˆ). In the case of ﬁnite dimensions Lh(ρˆ) = Bh(H)/ ker ρˆ.
We further consider the complexification of Lh(ρˆ) which gives the Hilbert space,
L(ρˆ) = Lh(ρˆ)⊕ iLh(ρˆ). On L(ρˆ), we can deﬁne the commutation operator Dρˆ by
〈X,DY 〉ρˆ = [X,Y ]ρˆ . (5.13)
For conciseness of notation, consider the convention mentioned in the footnote on p. 99
where µ(B) = Tr ρˆM(B) denotes the probability of ﬁnding θˆ ∈ B where B is a subset
of some measurable space. Using these tools Holevo showed that the covariance matrix
of the corresponding POVM M = {M(dnθˆ)} obeys the following bound:
V {M} ≥ [〈Xj , Xk〉ρˆ]± 1
2
i[[Xj , Xk]ρˆ] , (5.14)
where Xj =
∫
(θˆj − θj)M(dθˆ). Rearranging this equation by setting κjk = V {M}jk −
〈Xj , Xk〉, we write the mean square error as
TrGV (M) =
∑
jk
gjk(κjk + 〈Xj , Xk〉) . (5.15)
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Since both κjk and 〈Xj , Xk〉 depend on the measurement, we proceed minimising each
term subject to the requirement of local unbiasedness and Equation 5.14. Only when
the same measurement corresponds to both minimisations would this bound be possible
to achieve.
To continue with the proof it is necessary to rewrite the above equation by using
the following lemma of Holevo:
Lemma 1. The elements Xj ∈ L2h(ρˆ) and the real symmetric matrix κjk satisfy Equa-
tion 5.15 if and only if there exist Yj ∈ L2h(ρˆ) and a bounded real symmetric operator
B ∈ L2h(ρˆ) such that
1. Yj = BXj
2. κjk = 〈Yj ,B(1− B)Yk〉
3. B(1− B) ≥ ± i2BDB
This further implies that 0 ≤ B ≤ 1 and also, we may deﬁne B such that it is only
non-zero on the subspace deﬁned by L = span{Li}.
Skipping the details, this eventually leads to the bound
TrGV ({M}) ≥ inf TrGB−1 , (5.16)
where B = [〈Lj ,BLk〉] and the inﬁmum is taken over all bounded real symmetric
operators B. In order to show the necessity of the commutation condition, we note
that in general [〈Lj ,BLk〉] ≤ [〈Lj , Lk〉] = J . Only when this condition is achieved are
the Holevo and SLD Crame´r-Rao bounds the same.
For this condition to be achieved, we require that B act as the identity on the space
of SLDs. Given that it is only deﬁned on this space, this implies that B is the projector
onto this space. Invoking criterion 3 of Lemma 1, we can write
0 = 〈Lj ,B(1− B)Lk〉 ≥ ± i
2
〈Lj ,BDBLk〉 . (5.17)
However, since B is the projector onto the space of SLDs 〈Lj ,BDBLk〉 = 〈Lj ,DLk〉 =
Tr ρˆ(LjLk − LkLj) and thus the commutation criterion is a necessary and suﬃcient
criterion for achieving the SLD Crame´r-Rao bound.
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The Holevo bound can be written in the somewhat more explicit form of [156]
inf TrGB−1 = min
B,H
{TrGB−1;B−1 is a real matrix such thatB−1 ≥ H,
Hjk = Tr ρˆHkHj , andHi satisfy the unbiasedness condition}
This allows us to explicitly construct the Hermitian operators H1, H2 which achieve
the SLD bound assuming the commutation condition holds.
Consider the QFI matrix J = 〈Lj , Lk〉 and for simplicity restrict consideration
to two variables, and let
(
H1
H2
)
= J−1
(
L1
L2
)
. Further for some matrix A = [Ajk], let
Tr ′ρˆA = [Tr ρˆAjk], then,
H = Tr ′ρˆ



H1
H2

 · (H1 H2)


= Tr ′ρˆ

J−1

L1
L2

 · (L1 L2) (J−1)T


= J−1

 Tr ρˆL21 Tr ρˆL1L2
Tr ρˆL2L1 Tr ρˆL
2
2

 (J−1)T
= J−1 .
The ﬁnal step was obtained by noting that if Tr ρˆ[L1, L2] = 0, then the middle matrix
is simply QFI matrix itself. This thus indicates that the Holevo Crame´r-Rao bound is
equivalent to the inverse of the QFI matrix i.e. the SLD Crame´r-Rao bound.
We can now relieve ourselves from the preceding abstraction. In the remainder of the
thesis we shall only consider cases in which the Holevo and SLD Crame´r-Rao bounds
coincide. Moreover, we will only look at estimation schemes with ﬁnite dimensional
inputs.
5.2.2 Diagonal quantum Fisher information
We have now established a condition on the achievability of the quantum multiparam-
eter Crame´r-Rao bound. If this condition is met, then – in a sense – we can treat
our problem as a classical estimation problem with a set probability distribution. We
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need not concern ourselves excessively with problems of incompatible measurements
and non-commutativity.
We next turn our attention to an issue which also arises in classical estimation. If
the Fisher information matrix is not diagonal, then it is not possible to independently
estimate the parameters, that is the estimators cannot be calculated separately. For
example, we may be able to estimate the sum of parameters, but not their diﬀerence
which would potentially render a metrological scenario useless. Intuitively, there is the
simple concern of propagation of errors; if the Fisher information matrix is not diagonal
the covariance matrix will also not be diagonal and this correlation implies correlated
errors (Figure 5.3). We will present a more striking example of how this enters into
quantum estimation later.
Figure 5.3: A simple example of an estimation process in which we expect to
have non-diagonal Fisher information terms present. Take a source which emits
two diﬀerent particles, one long-lived α and the other a short-lived γ which quickly decays
into long-lived α and β. Take the emissions as normally-distributed random processes
dependent on some rates. We cannot directly observe these rates, but must deduce them
from some counting statistics. Let’s assume that γ is too short lived to directly observe, but
α and β are countable, thus the rate of the α-only production process is only deducible by
subtracting the β count from the α count. This means the uncertainty in the β count will
propagate into the estimate of the α-only process, and we can expect a covariance matrix
of
( σ2β −σ2β
−σ2
β
σ2
β
+σ2α
)
, where σ2α,β are the respective variances of the γ and α-only processes.
Working backwards, this of course also entails non-diagonal Fisher information.
The condition for having a 0 diagonal term is Tr ρˆ(LjLk+LkLj) = 0. If we combine
this with the commutation condition, then we ﬁnd that both conditions are satisﬁed
when Tr ρˆ(LjLk) = 0. It is interesting to consider the necessary conditions for satisfying
this criterion and this shall be done in the following section.
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In practical terms, if we have a diagonal Fisher information matrix, then this also
simpliﬁes the choice of weight matrix G signiﬁcantly as we need only focus on diagonal
matrices. This amounts to a simple weighting of the variances. In the quantum case,
this will aﬀect the choice of probe state, so for two parameters we would minimise
a varρˆ(θˆ1)+(1−a)varρˆ(θˆ2) over a choice of input state ρˆ0 which is evolved into ρˆ by the
dynamics. Here 0 ≤ a ≤ 1 is free to be chosen according to the importance we assign
each parameter.
We thus can say that two parameters are simultaneously, independently and opti-
mally estimable if it is the case that the choice of ρˆ0 is independent of a. In other words,
the state which minimises the individual variances is the same for both parameters.
To summarise the language we use, simultaneous estimability shall refer to satis-
faction of the commutation condition and thus the ability to saturate the Crame´r-Rao
bound. Simultaneous and independent estimability refers to the additional satisfaction
of the anticommutation condition, or in the language of [145], ‘informational inde-
pendence’ of the parameters. Lastly, recalling that we’re considering a metrological
scenario, if the optimal probe state is also the same for both parameters, then we say
the parameters are optimally simultaneously and independently estimable.
5.3 Application
5.3.1 Preliminary Observations
Explicit formulae for the SLDs were given in Section 5.1.1. For convenience, we re-
peat them here and provide some additional insights. To set a standard notation, we
henceforth denote ∂∂x by ∂x.
For a mixed state, and some parameter θi, the SLD is given by
Lθi =
∑
m,n
〈ψm|(∂θi ρˆθ)|ψn〉
pm + pn
|ψm〉〈ψn|. (5.18)
Accordingly, we can calculate the term,
trρˆLθiLθj =
∑
m,n
pm
(pm + pn)2
(〈ψm|∂θi ρˆ|ψn〉〈ψn|∂θj ρˆ|ψm〉) , (5.19)
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which allows us to deduce the quantum Fisher information matrix QFIij = [Re(Tr ρˆLθiLθj )],
as well as the commutation condition which may be written as Im(Tr ρˆLθiLθj ) = 0.
It is particularly interesting to consider when the parameters are simultaneously
and independently estimable i.e. when Tr ρˆLθiLθj = 0. One simple case where this
occurs is when one parameter is encoded on the density matrix by a unitary, and
the other is quasi-classical. By a quasi-classical parameter θi, we mean that for ρˆ =∑
k pk|ψk〉〈ψk|, it turns out that ∂θi ρˆ =
∑
k
∂pk
∂θi
|ψk〉〈ψk|. This resembles a classical
probability distribution when represented by a diagonal matrix.
The unitary encoding of the parameter θj will render all terms of the form 〈ψn|∂θj ρˆ|ψn〉
equal to 0. On the other hand, for 〈ψn|∂θi ρˆ|ψm〉, a quasi-classical θi, ensures these terms
are 0 for for m 6= n. Combined, these two conditions imply that the numerator of ev-
ery term of the sum in Equation (5.19) is 0. It is also possible for each term of the
numerator to be 0, but with a more complex interplay between the parameters, as will
be shown in the section on simultaneous estimation of phase and dephasing.
One may imagine that there are yet more complicated ways of the sum equalling
0, involving cancellations between terms, rather than each term on its own equalling
0. It is worth asking if some general, easily veriﬁable conditions for quantum channels
being simultaneously and independently estimable can be found but the problem is not
explored here.
For pure states, with unitarily encoded parameters, the formulae are much simpler.
The SLD is provided by Lθi = 2(|∂θiψ〉〈ψ|+ |ψ〉〈∂θiψ|). One then ﬁnds,
Tr ρˆLθiLθj = 〈ψ|HθiHθj |ψ〉 − 〈ψ|Hθi |ψ〉〈ψ|Hθj |ψ〉,
where Hθi , Hθj are the generators of the unitaries which encode the parameters θi and
θj respectively.
5.3.2 Estimation of two unitaries on qubits
The estimation of multiple unitary parameters has been considered before in [149, 153,
157]. In [149, 157] qubit unitaries of the form U(α, θ, φ) = cosα 1 + sinα~n · ~σ where
~n = (sin θ cosφ, sin θ sinφ, cos θ)T and ~σ = (σx, σy, σz)
T were studied. It was found that
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by entangling the qubit with an ancillary system such that the estimation takes place
on U(α, θ, φ)⊗1|ψ0〉 for a maximally entangled 2-qubit input state |ψ0〉, it was possible
to achieve the Crame´r-Rao bound simultaneously for all 3 parameters. In [153], they
considered two-phase spin rotations on systems of arbitrary spin degree and found that
simultaneous estimability was possible and approximate scaling of variances of roughly
1
j2
could be achieved in the estimators for each of the parameters, where j was the spin
of the input.
We will consider a diﬀerent two-parameter class of unitary operations in order to
produce a greater enhancement in quantum multiparameter metrology than has been
observed in any previous work. Below we elaborate a model of a unitary operation
composed of two sequential unitaries acting on qubits. We ﬁnd that for single qubit
inputs it is not generally possible to simultaneously estimate both unitary phase rota-
tions: the best strategy available amounts to only getting information about one phase
at a time. However, with entanglement, and in the case that the two unitaries enact
rotations around orthogonal axes of the Bloch sphere, we can simultaneously and inde-
pendently estimate their phases, and particularly with two-qubit entangled states, we
can obtain optimal Heisenberg-limited scaling in both parameters simultaneously.
To motivate this, we choose a physical setup consisting of two polarisation-rotating
waveplates (Figure (5.4)) of known orientations but unknown thicknesses and ask the
question: How best can we estimate the thicknesses of the waveplates?
It has been known since the 19th century that a birefringent crystal acts as a
polarisation rotator for light. Due to the diﬀerent indices of refraction along orthogonal
axes, the corresponding polarisation components will propagate at diﬀerent speeds,
which induces a relative phase described by the equation,
∆φ =
2πx∆n
λ0
, (5.20)
where x is the propagation distance through the birefringent crystal, ∆n is the diﬀerence
between refractive indices for orthogonal polarisation and λ0 is the vacuum wavelength
of the light.
Using the Jones parametrisation of polarised light, we ﬁnd an eﬀectively identical
formalism to that of the qubit picture. We can set vertical polarisation |V 〉 ≡ |1〉 and
horizontal polarisation |H〉 ≡ |0〉. A waveplate with the optical axis at γ2 degrees to
the vertical is then described by the unitary operator e−i
γ
2
σxe−i
∆φ
2
σzei
γ
2
σx .
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Figure 5.4: Sequential waveplates. The ﬁrst plate has its optical axis aligned vertically,
and the second at γ degrees to the vertical. Their thicknesses are t1 and t2 respectively.
In estimating the thicknesses of the waveplates, assuming we avoid multi-pass ex-
periments, there are two ways we can conceive of performing the experiment with ﬁnite
resources (N photons). Assuming we are equally interested in both thicknesses, we can
divide the photons into two groups of N2 and perform an optimal estimation on each.
This will lead to scalings of var(θˆ) ∝ 4
N2
each (keeping in mind the earlier caveats about
naive treatment of Heisenberg-limit scaling). More interesting would be to attempt to
use all N photons to probe both parameters. This could be done by putting the two
waveplates in sequence and passing some N photon state through both of them.
We can actually use the scheme of two sequential waveplates to model any unitary
consisting of two independent, sequential unitary operations on a qubit. That is, if we
have some unitary U ≡ UθUφ = e−i θ2u2.σe−i
φ
2
u1.σ, then we can without loss of generality
set u1 and u2 such that U = e
−i θ
2
(cos(γ)σz+sin(γ)σx)e−i
φ
2
σz . Due to the symmetries of
the Bloch sphere, this construction characterises the problem fully.
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Taking a pure input state |ψ0〉, and an appropriate form of the pure state form of
the commutation condition, we ﬁnd,
Tr (ρˆ[Lφ, Lθ]) = 4(〈∂φψ|∂θψ〉 − 〈∂θψ|∂φψ〉)
= 〈ψ0|[σz, U †φ(cos(γ)σz + sin(γ)σx)Uφ]|ψ0〉
= 〈ψ0|[σz, sin(γ)(cos(φ)σx + sin(φ)σy)]|ψ0〉. (5.21)
Thus the dependence of the estimation on the probe state comes from terms of the
form 〈ψ0|σx|ψ0〉 and 〈ψ0|σy|ψ0〉. If we choose a generic single qubit pure state |ψ0〉 =(e−i α2 cos(β/2)
ei
α
2 sin(β/2)
)
, then we ultimately come to the explicit form of the commutation crite-
rion.
2i sin(β) sin(γ) sin(α+ φ) = 0 . (5.22)
For now set γ = pi2 such that we are dealing with waveplates which impart rotations
around orthogonal axes (i.e. U = e−i
θ
2
σxe−i
φ
2
σz). From this, we can see that no pure
state input can hope to attain the SLD Crame´r-Rao bound unless it is in the plane
containing the eigenstates of σz and U
†
φσxUφ.
Intuitively, this exception is easy to understand: if the probe is an eigenstate of σz,
then it is in fact pointing along the axis of rotation and thus is unaﬀected by the initial
Uφ component of the unitary. If the initial state is an eigenstate of U
†
φσxUφ then it is
rotated by Uφ into an eigenstate of σx, and the second component of the unitary has no
eﬀect. In all other cases, the ﬁnal state has been aﬀected by both rotations. However
if in the plane which satisﬁes the commutation condition, we now have a compromise
of partial ignorance of each parameter from the preceding argument.
The nail in the coﬃn for attempting to estimate the parameters corresponding to
orthogonal rotations is hammered when looking at the oﬀ-diagonals of the quantum
Fisher information matrix, which we ideally wish to be 0. We ﬁnd this amounts to
requiring
1
2
sin(β)[cos(γ) sin(β)− cos(β) cos(α+ φ) sin(γ)] = 0 .
This is only satisﬁed when the initial state lies in one of the two planes perpendicular
to that satisfying the commutation condition. This seems to imply that if we wish
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Figure 5.5: A plot of the states which allow saturation of the Crame´r-Rao
bound. The turquoise (vertical) plane contains the σz axis, and lies at angle of −φ from
the σx axis. This plane contains all of the states with satisfy the commutation condition.
to satisfy the commutation condition we will always have oﬀ-diagonal terms. Only
on the intersection of the planes are both conditions satisﬁed, however, here we are
handicapped by the incompatible input states and are doomed to gain 0 knowledge
about one of the parameters. Thus, any way we attempt to estimate the parameters
we must sacriﬁce knowledge of one for knowledge of another. We gain no advantage
over using entirely separate probes for the estimation of each parameter.
Of course, instead of orthogonal rotation axes, we may choose the opposite extreme.
By setting γ = 0, we have two rotations with the same generator, σz. From a glance at
the commutation condition, we see that it is automatically satisﬁed in this situation.
This should come as no surprise at all, since the optimal measurement for estimating
any phase rotation lies in the plane orthogonal to the axis of rotation (the equator of
the Bloch sphere, in this case), and does not depend on the value of the phase itself.
It should also come as no surprise that the diagonality condition is maximally
violated. We cannot hope to distinguish the rotations by any measurement at all.
While we gain full information about the sum of the two phases, we know nothing of
their diﬀerence. States with 0 < γ < pi2 will always sit on some intermediate level of
compromise between the two extremes.
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Figure 5.6: An expanded version of Figure 5.5. The turquoise plane satisﬁes the
commutation condition as before. We also plot two red planes (with dashed borders).
Any states on these two planes will have a diagonal QFI matrix. Only the states on the
intersections of a red plane with the turquoise plane satisfy both conditions, however, these
states yield 0 information about one parameter.
When using separable photons, the situation is thus dire indeed. Can the magic
of entanglement somehow overcome the numerous obstacles encountered by separable
qubits?
To begin answering this question, we need only some simple identities. Assume
all N probe photons are identically and independently aﬀected by the unitary, then
the eﬀective N -dimensional unitary becomes U⊗N and by using the identities V1W1 ⊗
V2W2 = (V1 ⊗ V2)(W1 ⊗W2) and e−iX ⊗ e−iY = e−i(X⊗1+1⊗Y ) we can write.
U⊗N = e−
i
2
θ(
∑
pi pi[σd⊗1⊗···⊗1])e−
i
2
φ(
∑
pi pi[σz⊗1⊗···⊗1]) .
Where σd = cos(γ)σz + sin(γ)σx and π[.] denotes the unique permutations of σd,z in
the tensor product with N − 1 identity matrices.
It turns out that we ﬁnd an exactly analogous expression of Equation (5.21) but
with the substitution of σz with σ
(N)
z ≡
∑
pi π[σz⊗1⊗· · ·⊗1] and similarly σe = U †φσdUφ
with σ
(N)
e ≡
∑
pi π[σe⊗ 1⊗ · · · ⊗ 1]. However, there is nevertheless a crucial diﬀerence:
we are allowed to have an entangled input state.
We consider a GHZ type state written as |ψ(N)0 〉 = 1√2(|ψ0〉⊗N + |ψ⊥0 〉⊗N ), where
|ψ0〉 is an arbitrary qubit. In the appropriate modiﬁcation of Equation (5.21), we note
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that any terms of the form 〈ψ0|⊗N (σi ⊗ 1 ⊗ · · · ⊗ 1)|ψ⊥0 〉⊗N (where σi is any linear
combination of Pauli matrices) and its permutations, will cancel out, thereby leaving
no cross-terms. Moreover, owing to the fact that 〈ψ0|σi|ψ0〉 = −〈ψ⊥0 |σi|ψ⊥0 〉, the other
terms also cancel. This implies that the entanglement opens up simultaneous estimation
to a much larger class of states than for a single qubit!
When calculating the oﬀ-diagonals, we ﬁnd that
Tr ρˆ
{Lφ, Lθ}
2
= 〈ψ(N)0 |
{σ(N)z , σ(N)e }
2
|ψ(N)0 〉 − 〈ψ(N)0 |σ(N)z |ψ(N)0 〉〈ψ(N)0 |σ(N)e |ψ(N)0 〉.
This is not state independent and its general solution is not particularly informative.
Choosing |ψ(N)0 〉 = 1√2(|0⊗N 〉 + |1⊗N 〉) we ﬁnd that the second term is necessarily 0
since 〈ψ(N)0 |σ(N)z |ψ(N)0 〉 = N〈ψ(1)0 |σz|ψ(1)0 〉 = 0. We ﬁnd a similar result when |ψ(N)0 〉 is
an analogous superposition of states in the eigenbasis of σe, but we shall without loss
of generality restrict ourselves to the former case. In the case of N ≥ 3, the remaining
term then amounts to,
〈ψ(N)0 |
{σ(N)z , σ(N)e }
2
|ψ(N)0 〉 =N〈ψ(1)0 |
{σz, σe}
2
|ψ(1)0 〉
+N(N − 1)〈ψ(1)0 |σz|ψ(1)0 〉〈ψ(1)0 |σe|ψ(1)0 〉 .
Following the calculation through, we conveniently ﬁnd that we get a contribution of
〈0|σe|0〉 = cos(γ) in both terms for a total oﬀ-diagonal term corresponding to N2 cos(γ).
This indicates that only when the rotations are around orthogonal axes of the Bloch
sphere can the parameters be estimated independently. As one would expect, two
unitary rotations along the same axis remain indistinguishable.
Choosing the more interesting case of γ = 0, we can ﬁnally calculate the diagonal
elements of the quantum Fisher information matrix.
N2 0
0 N

 .
where the upper left corner corresponds to QFIφφ. It is possible to choose states such
that we swap the scalings, or have some compromise. This shows that given an ideal
noiseless setting we can indeed ﬁnd an improvement on the best scheme involving two
separate estimations. Speciﬁcally, we average a Fisher information of N
2+N
2 rather than
N2
4 per parameter, leading to a factor of 2 improvement for large N .
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It is notable that the case of N = 2 has not been included in the above calculation.
The diﬀerence lies that when there are only 2 qubits, instead of ﬁnding terms of the
form 〈ψ0|⊗Nσi ⊗ σi ⊗ 1⊗ · · · |ψ⊥0 〉⊗N , which necessarily cancel because of the identity
matrices yielding inner products of orthogonal states, we have a non-zero contribution
from, e.g. 〈00|σe ⊗ σe|11〉.
The QFI matrix obtained from assuming orthogonal rotations, i.e. σd = σx is,
4 0
0 4 cos2(α+ φ)

 .
It might seem that this once again reduces us to an average of N scaling in one of the
parameters; however, we can take advantage of a trick owing to our knowledge of a
tight prior to tailor the input state. By setting α ≈ −φ, we achieve a value of 4 for the
Fisher information of both θ and φ.
In the introductory chapters, it was mentioned that it is possible to ﬁnd a (possibly
non-separable) measurement which achieves this bound. Making the obvious guess of
a measurement in the Bell basis, we ﬁnd that the POVM given by
Π1 =
1√
2
(|00〉+ |11〉)(〈11|+ 〈00|) ,
Π2 =
1√
2
((|00〉 − |11〉)(〈11| − 〈00|) ,
Π3 = 1−Π1 −Π2 .
achieves this bound.
This three element Bell-type measurement can be achieved deterministically by
linear optics [158, 159]. This makes the 2 qubit case particularly interesting and worth
further investigation as to experimental suitability for providing a proof-of-principle
experiment for sub-shot-noise scaling in two parameters at a time.
To summarise the most interesting results of this section, we have found that with
single-qubit inputs, and a pair of sequential unitaries around mutually orthogonal axes
of the Bloch sphere, we can only hope to gain information about one of the parameters
at a time. However, by allowing multi-qubit entangled inputs we circumvent this is-
sue. In particular for two-qubit Bell-type inputs, we obtain Heisenberg scaling in both
parameters.
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5.3.3 Estimation of phase and dephasing
Now let’s turn our attention away from pure state models. Consider not just a unitary
phase evolution, but also dephasing. Dephasing is a form of decoherence which can arise
as a consequence of an imperfect phase-rotation (for example, if thermal ﬂuctuations
were to alter one of the waveplate thicknesses in the previous section). It can be viewed
as the introduction of random phases to the system. A general dephasing process on a
state ρˆ of N qubits can be written as
ρˆdeph =
∫
dφ1 . . . dφNp(φ1, . . . , φN )U1(θ1) · · ·UN (θN ) ρˆ U †N (θN ) · · ·U †1(θ1) , (5.23)
where Uj(φj) = e
−iφj
2
σz,j are phase rotating unitaries acting on the jth qubit. We have
assumed without loss of generality that the phase rotation is around the σz axis.
There have been numerous studies on phase estimation in the presence of dephasing.
These include phase estimation in the presence of collective dephasing [160], where the
random phases on each qubit are fully correlated; in the presence of independent de-
phasing [161], where there is no correlation at all in the random phases; and generalised
dephasing where partial correlations can exist [162].
There have also been studies on simultaneous estimation of both phase and collec-
tive dephasing [160], as well as phase and independent dephasing, including experiments
in the latter case [154]. However, for phase and independent dephasing, the ultimate
bounds have yet to be found, as [154] only studied the case of two dimensional sub-
spaces. In the following section, the general bound is derived.
We will identify a class of multi-qubit entangled states which are known to contain
the optimal probes for estimating phase in the presence of independent dephasing.
We will show that in this class of states, it is always possible to simultaneously and
independently estimate phase and dephasing although the optimal probe states diﬀer.
Our derivation will involve performing signiﬁcant simpliﬁcations on the structure of the
states by taking advantage of their large degree of symmetry, and then showing that
the numerator of Equation 5.19 always comes to 0.
Before commencing with the derivation of the bound it is instructive to consider
the single qubit case. The Kraus operators for dephasing are K1 =
√
1−η
2 σz and
K2 =
√
1+η
2 1. Here η is the equatorial radius after dephasing (as dephasing can be
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seen as a constriction of the equator of the Bloch sphere). When η = 1, dephasing does
not occur; when η = 0, there has been complete dephasing and ρˆ = a|0〉〈0|+(1−a)|1〉〈1|
for some 0 ≤ a ≤ 1.
It is known that the optimal state for estimation of phase and the optimal state
for estimation of dephasing both correspond to any equatorial state. We will select
|ψ0〉 = 1√2(|0〉+ |1〉. After a phase rotation and dephasing, this yields
ρˆ =

 12 η2eiφ
η
2e
−iφ 1
2

 . (5.24)
The eigenvalues of this are 1±η2 and the corresponding eigenvectors are |ψ0〉 = 1√2(|0〉±
e−iφ|1〉). Referring to section 5.3.1, it is thus immediate that we can always simul-
taneously estimate phase and dephasing. One parameter is ‘quasi-classical’ and the
other unitary. However, since we have a mixed state, this may not be achievable with
measurements on individual qubits. In fact, a quick test shows that the optimal sepa-
rable measurements for phase and dephasing yield no information about the opposite
parameter.
Remarkably, if we consider POVMs along the equator, then there is a complete
trade-oﬀ between the optimal measurement for estimating phase and the optimal mea-
surement for estimating dephasing [154]. This reveals the importance of collective
measurement for achieving the Crame´r-Rao bound for mixed states.
We have proved that if we consider only separable ρˆ⊗N , it is possible to simulta-
neously, independently and optimally estimate phase and dephasing if collective mea-
surements are permitted. We are interested in expanding the class of allowed states,
however, to include entangled states. Huelga et al. [161] showed that in this case,
the optimal estimation for phase in the presence of dephasing is achieved with some
non-maximally entangled state.
It is desirable then to test if simultaneous estimability can be achieved in some
subset of the entangled states. To check this we take inspiration from [161], in which
they ﬁnd the optimal states for estimation of phase in the presence of dephasing are
highly symmetric, exhibiting both permutational symmetry of the qubits, and also a
parity symmetry under qubit ﬂips, i.e. they are invariant under σ⊗Nx where N is refers
to the number of qubits.
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Due to the high degree of symmetry, it is convenient to shift our consideration to the
angular momentum notation. On N qubits, the maximum total angular momentum is
J = N2 . In general, we write |j,m〉 to denote a general angular momentum eigenstate
where 0 ≤ j ≤ N2 and j goes between these limits in integer steps and similarly
−j ≤ m ≤ j, where m also increases in integer steps.
It is known that permutational symmetry on N qubits allows for convenient de-
composition of the density matrix into blocks of constant j due to Schur-Weyl duality
[163, 164]. For example, for two qubits, permutationally symmetric states ρˆ have a
block representation given by,


• • • 0
• • • 0
• • • 0
0 0 0 •

 (5.25)
where the 3× 3 submatrix is spanned by the triplet states, |1, 1〉 = |↑↑〉, |1, 0〉 = 1√
2
(|↑↓
〉 + | ↓↑〉) and |1,−1〉 = | ↓↓〉. The bottom right entry is the lone singlet, which is
antisymmetric under exchange of spins |0, 0〉 = 1√
2
(|↑↓〉 − |↓↑〉). To avoid confusion
with the angular momentum notation, on the right side of the equation we have shifted
from the usual notation of a qubit in the computational basis to up and down spins,
via |↑〉 = |1〉 and |↓〉 = |0〉.
A particularly useful construction for the decomposition for a dephased state is
found in the appendix of [165], where an explicit form is provided by means of the
Clebsch-Gordan coeﬃcients. To reproduce this, consider the action of a completely
independent dephasing channel on a completely permutationally symmetric pure state.
Such an initial state is described by the wavefunction |ψ0〉 =
∑J
m=−J dm|J,m〉 where∑
m |dm|2 = 1. Then the action of the dephasing channel Λ is written as:
Λ(ρˆ0) =
N∑
k=0
∑
piNk
πNk [K
⊗k
1 ⊗K⊗N−k2 ] · ρˆ0 · πNk [K†⊗k1 ⊗K†⊗N−k2 ] . (5.26)
In the above equation, the terms πNk [K
⊗k
1 ⊗K⊗N−k2 ] refer to permutations of the k and
N − k Kraus operators, and we sum over all possible such permutations.
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The crux of the construction is that it is possible to rewrite |J,m〉 using the Clebsch-
Gordan decomposition [166]. Setting j1 =
k
2 and j2 =
N−k
2 and denoting the Clebsch-
Gordan coeﬃcients by the non-standard notation 〈k2 ,m1, N−k2 ,m2|j,m〉 = cj,k,Nm1m2 ,
σ⊗kz ⊗ 1⊗N−k|J,m〉 =
∑
m1
(−1) k2−m1cJ,k,Nm1m−m1 |
k
2
,m1,
N − k
2
,m−m1〉
=
∑
m1,j,αj
(−1) k2−m1cJ,k,Nm1m−m1cj,k,Nm1m−m1 |j,m, αj〉 ,
where we have achieved the second step by inserting the resolution of the identity∑j
m=−j
∑j1+j2
j=|j1−j2|
∑
αj
|j,m, αj〉〈j,m, αj | and then utilising the orthogonality relations
to combine the angular momenta appropriately. Here αj indexes the multiplicity of the
j subspace.
Substituting σz and 1 with the Kraus operators K1 and K2 respectively, and per-
forming the above step for all |J,m〉〈J,m′|, the resultant form of the dephased ρˆ ≡ ρˆη
is
ρˆ =
N∑
k=0
N
2∑
j,j′=|N
2
−k|
∑
m,m′
∑
αj ,αj′
dmd
∗
m′
(
1− η
2
)k (1 + η
2
)N−k
×
CN,kj,mC
N,k
j′,m′
∑
piNk
πNk (|j,m, αj〉〈j′,m′, αj′ |)
=
N∑
k=0
N
2∑
j=|N
2
−k|
∑
m,m′
∑
αj ,αj′
(
N
k
)
dmd
∗
m′
(
1− η
2
)k (1 + η
2
)N−k
×
CN,kj,mC
N,k
j′,m′ |j,m〉〈j,m′| ,
We have deﬁned new coeﬃcients CN,kj,m =
∑ k
2
m1=− k2
(−1) k2−m1cJ,k,Nm1m−m1cj,k,Nm1m−m1 . In
the last step we have taken advantage of the permutation symmetry and Schur-Weyl
duality. Furthermore, since all the multiplicity subspaces behave identically under our
operations, we only need to look at one representative, thus eliminating the index
αj . Such a simpliﬁcation dramatically reduces computation time. The last step is to
implement the phase unitary. This is easy, since it depends purely on m, so we need
only substitute |j,m〉 with e−iφ2m|j,m〉 in the above equation.
We use this construction to perform numerical simulations of dephasings. Unfortu-
nately, it becomes quite quickly clear that permutationally symmetric states do not in
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general saturate the SLD Crame´r-Rao bound. The absolute value of Equation (5.19)
is plotted in ﬁg 5.7 for the simplest case of two qubits with permutational symmetry.
Figure 5.7: A plot of Equation (5.19) for η = 12 and any value of φ for the two-qubit
state with d0 = cos θ1, d1 = sin θ1 cos θ2 and d−1 = sin θ1 sin θ2
However, not all hope is lost, as can be seen by the 0s in the plot. As already
mentioned, there is an additional symmetry which occurs in the optimal state for phase
estimation in the presence of dephasing that we may be able to take advantage of. We
will show that when the state is invariant under σ⊗Nx , we recover simultaneous and
independent estimability. The two large grooves in Figure 5.7 at θ2 =
pi
4 ,
3pi
4 represent
such states (notably though, these are not the only states which allow simultaneous
and independent estimability).
To prove this, we ﬁrst calculate a further simpliﬁcation on the structure of ρˆη, before
implementing the phase evolution (this is permitted because the actions of phase and
dephasing commute). The parity symmetry implies that within each of the blocks of
constant j, there exists a further splitting according to the irreducible representations
of the parity operator.
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The parity operator only has one-dimensional irreducible representations corre-
sponding to the trivial and to the alternating representation. The eigenvectors of
ρˆη can then be chosen to have either even or odd parity. Given the block diagonal
structure, the ith even parity vector in the j subspace can be expressed as |ψ′even,i〉 =∑
m e
j
i,m(|j,m〉+ |j,−m〉), where
∑
m |eji,m|2 = 1. Similarly, all odd parity eigenvectors
will have the structure |ψ′odd,i〉 =
∑
m o
j
i,m(|j,m〉 − |j,−m〉), where
∑
m |oji,m|2 = 1.
Now consider the decomposition of the density matrix in terms of such eigenvectors
ρˆη =
∑
i pi|ψ′i〉〈ψ′i|. The unitary phase only serves to alter the eigenstates. Thus, after
the phase unitary the density matrix is ρˆη,φ =
∑
i pi|ψi〉〈ψi|, where |ψi〉 = U(θ)|ψ′i〉.
Due to this 〈ψi|∂ηψk〉 = 〈ψi|U †(φ)∂η(U(φ)|ψk〉) = 〈ψ′i|∂ηψ′k〉. This simpliﬁes calculation
of 〈ψi|∂ηρˆη,φ|ψk〉 terms when i 6= k. Most signiﬁcantly, one can observe that for ψ′i and
ψ′k from subspaces corresponding to diﬀerent parities, 〈ψi|∂ηψk〉 = 0.
This is because the subspaces as a whole do not change with η. Returning to the
almost-trivial example of the decomposition of two qubits into triplets and singlets, the
singlet space always remains completely separate from the triplet space and it will not
overlap with any combination of triplets regardless of η.
Figure 5.8: Incompatibility of optimal states. Plots of the ﬁsher information (nor-
malised to a maximum of 1) of phase and dephasing for N = 2. Recalling the form of the
input states |ψ0〉 =
∑
m dm|J,m〉, we set d−1 = d1 = 1√2 cos(θ) and d0 = sin(θ), and vary
θ along the x-axis. Clearly the maxima as indicated by the dashed lines do not agree.
Having eliminated approximately half of the terms of Tr ρˆη,φLφLη, we turn our focus
to the terms which include |ψi〉 and |ψj〉 from the same parity subspace. We will treat
the even parity case, but the proof for odd parity is identical. After the phase rotation,
the eigenstates become |ψeven,i〉 =
∑
m e
j
i,m(e
−iφ
2
m|j,m〉+eiφ2m|j,−m〉). Diﬀerentiating
this state with respect to φ induces a sign diﬀerence between the two terms sharing
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the coeﬃcient eji,m. Using the orthonormality of |j,m〉 gives us 〈ψeven,i|∂φψeven,k〉 =∑
m e
j,∗
i,me
j
k,m(m − m) = 0. Thus every numerator term, 〈ψi|∂ηρˆ|ψj〉〈ψj |∂φρˆ|ψi〉, of
Tr ρˆη,φLφLη is equal to 0 and we can simultaneously estimate the parameters.
We can use the result presented earlier to explore numerically the optimal states
for estimation of φ and η. In Figure 5.8, the disagreement in optimal state is plotted.
Although they are fairly close, it is clear that they do not match. Larger dimensional
calculations still contain such a discrepancy. In Figure 5.9, we plot graphs for 10
qubits. We compose the constants di using products of trigonometric functions, such
that
∑
i |di|2 = 1 as necessary. We then optimise all the parameters but one, and vary
this from 0 to π for the plots. It is apparent that although the disparity in optimal state
remains, it is not extremely harmful. Conveniently, the optimal state for estimating
dephasing is always a separable state (although we do not have an analytical proof for
this, it is indicated by numerics). If we choose a fully separable state then in the case
of 10 qubits, we still achieve a QFI of > 90% the optimal one for phase.
(a) (b)
Figure 5.9: Optimised plots for phase and dephasing. In (a) we plot the quantum
Fisher information for phase when all but one parameter di is optimised and we vary this
ﬁnal parameter along the x-axis. For the red line, these parameters are optimised for phase,
with the blue line they are optimised for dephasing. Noting that the y-axis begins at about
a value of 2.45, it is apparent that there is not a huge diﬀerence between the optimal states
for estimating phase and dephasing. (b) We now plot the values for dephasing in the same
manner as for phase: for the blue line all but one parameter is optimised for dephasing
and for the red, all but one is optimised for phase. We see similar results in that there is
not a signiﬁcant diﬀerence between optimal values.
The optimal state for joint estimation thus depends on the weighting of importance
between dephasing and phase estimation. For practical purposes, however, it seems
likely that independent estimation would be optimal simply for comparative ease of
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implementation, especially considering the caveats of section 5.1.2. This would still
require large, collective measurements, however, meaning that it could not be done as
a scheme involving repeated measurements on single qubits.
To summarise, in the case of phase estimation in the presence of independent de-
phasing, we have identiﬁed that states which are both permutationally and spin-ﬂip
symmetric are always suitable probes for simultaneously and independently estimating
both parameters. The optimal states for estimating each parameter are not identical,
although optimising the input state for one parameter is not hugely detrimental to the
estimation of the other.
5.3.4 Interferometry with Symmetric Loss
An interesting thing to search for is a lossy model in which the SLDs properly commute
(not just in expectation value). This model was stumbled upon largely by luck, after
altering a scheme found in [167]. In that paper they attempted to estimate both phase
and loss in a single arm interferometer but found that the commutation condition
could not be satisﬁed, even though the quantum Fisher information matrix was always
diagonal.
Figure 5.10: An interferometer with loss in both arms and a phase shift φ in
one of the arms. We study the case of symmetric loss where the transmissivities are
given by η1 = η2 = η.
To derive our example, we model the lossy interferometer of Figure 5.10 with an
input pure state. It should be noted that this sort of model is not likely to be extremely
well motivated given that any object which induces a phase shift is likely to bring with
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it additional loss. An input state of same constant photon number can be written as
|ψ〉 =
N∑
k=0
αk|k,N − k〉 . (5.27)
After passing through the interferometer the resultant state is
|ψ〉 =
N∑
k=0
N−k∑
l2=0
k∑
l1=0
αke
ikφ|k − l1, N − k − l2〉 ⊗ |l1, l2〉 , (5.28)
where l1,2 refers to the number of photons lost from the ﬁrst and second branch of the
scheme respectively. On tracing out the auxiliary modes, we obtain a density matrix
ρˆ =
N−l1∑
l2=0
N∑
l1=0
pl1l2 |ψl1l2〉〈ψl1l2 |, (5.29)
where
|ψl1l2〉 =
1√
pl1l2
N−l2∑
k=l1
αke
ikφ
√
Bkl1l2 |k − l1, N − k − l2〉, (5.30)
and
Bkl1l2 =

k
l1



N − k
l2

 ηk−l11 (1− η1)l1ηN−k−l22 (1− η2)l2
=

k
l1



N − k
l2

 ηN−l1−l2(1− η)l1+l2 for η1 = η2 , (5.31)
are coeﬃcients found by considering a binomial distribution for the loss of photons
where the probability of successful passage, i.e. the transmissivity, is denoted by η.
Lastly
pl1l2 =
N−l2∑
k=l1
|αk|2Bkl1l2 . (5.32)
We are primarily interested at the moment in calculating the loss SLD. It is apparent
that for ﬁxed total loss the eigenstates 〈ψl1,L−l1 |ψl′1,L′−l′1〉 = 0 for L 6= L′, but not
necessarily for L = L′. This is clear because diﬀerent total loss implies that we are left
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with diﬀerent total photon number states which are necessarily orthogonal. We can
thus rewrite the loss matrix with the parametrization:
ρˆ =
⊕
L
∑
l1
pl1,L−l1 |ψl1,L−l1〉〈ψl1,L−l1 |
If we absorb the probabilities into the wavefunctions (so that they’re unnormalised), it’s
clear that the only dependence on η is in the terms Bkl1,L−l1 . An important calculation
for this is, ﬁxing l1 + l2 = L,
d
dη
Bkl1L−l1 =

k
l1



N − k
L− l1

 ((N − L)ηN−L−1(1− η)L − LηN−L(1− η)L−1),
=

k
l1



N − k
L− l1

 (N − L
η
− L
1− η )η
N−L(1− η)L,
= (
N − L
η
− L
1− η )B
k
l1L−l1 ,
≡ CηNLBkl1L−l1 . (5.33)
thus ﬁnally
∂
∂η
ρˆ =
⊕
L
CηNL
∑
l1
pl1,L−l1 |ψl1,L−l1〉〈ψl1,L−l1 |.
It is useful that the block diagonal structure of the density matrix is maintained since
the derivative with respect to phase will not mix states of diﬀerent total photon number,
〈ψl′1,L′−l′1 |∂φψl1,L−l1〉 = 0 when L 6= L′. Thus, in searching for a mutual eigenbasis for
the optimal measurement, we need only optimise within each block of the density
matrix.
Continuing to focus especially on the loss, a brief calculation show that owing to
the block structure the SLD can be written as Lη =
⊕
L
∑
l1
|ψl1,L−l1〉〈ψl1,L−l1 |. In
each block of constant L,
∑
l1
|ψl1,L−l1〉〈ψl1,L−l1 | is the identity and thus it appears
that the optimal measurement for loss is simply projecting onto the identity for each
block of constant L. To be even more explicit, we can write this POVM as {ΠL} with
ΠL =
∑N−L
k=0 |k,N−k−L〉〈k,N−k−L|; since we are interested in knowing the number
of photons lost, we project onto blocks of constant remaining photons. The resultant
Fisher information will be,
∑
LC
2
NLP (L|η) where P (L|η) = Tr ρˆΠL =
∑
l1
pl1,L−l1 .
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Importantly, it can be shown that P (L|η) = ηN−L(1− η)L(NL), which is state inde-
pendent. Intuitively, this is the result we expect since distinguishing which arm photons
were lost from is not beneﬁcial given the symmetry of the lossiness. We therefore simply
get a binomial distribution of photon loss, and sampling this is the most informative
thing we can do.
Because ∂φρˆ maintains the block diagonal structure, Lφ can also be written in the
same diagonal blocks as ρˆ and Lη. Given that the elements of the optimal measurement
for estimating loss are projections onto blocks of constant photon number, this means
that, it acts as the identity on each block and necessarily commutes with Lφ.
The exact measurement strategy for phase estimation is diﬃcult to derive apart
from in very speciﬁc cases. This, as well as the bounds on variance of the phase
estimation, are problems which have been addressed in [168]. The main advantage here
is that we discover the loss estimation is obtained completely for free, with no regard
to the input state (as long as it is of constant total photon number) and we can thus
use known strategies for estimating the phase.
As a ﬁnal note, we point out an interesting conceptual point: for an interferometer
with loss and phase in only a single arm, so that η2 = 1 in Figure 5.10, the commutation
condition is satisﬁed only when all photons are passed through one arm [167]. This
means that only if we gain no information at all about the phase can we satisfy the
SLD Crame´r-Rao bound. However, if we were to add an equivalent loss to the second
arm, then we gain exactly the same information about the loss parameter, while also
being able to optimise the estimation for maximal information on the phase. While
on ﬁrst though this might seem a little bit surprising that adding loss to one arm can
cause such a dramatic improvement, on second thought, it becomes obvious why this
should be the case. In losing photons, we gain information about the loss parameter;
we learn from the lack of photons, as well as their presence.
5.3.5 Summary
This chapter of the thesis has focussed on clarifying the concepts of multiparameter
estimation, which though mathematically precise have been occasionally blurry in the
physics literature. We have also provided illustrative examples to various scenarios one
might encounter.
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The emphasis has largely been on how we can reduce problems to the familiarity
of the SLD formalism of single parameter estimation. This renders the derived bounds
asymptotically achievable (although possibly with diﬃculty), and thus quite informa-
tive. To do this, we need to choose states which allow us to side-step the problems
which can arise due to the non-commutativity of measurements in the quantum case,
which in the formalism we’ve outlined, corresponds to satisfying the SLD commutation
condition. However, we choose to go even further and also require a diagonal Fisher
information matrix, which is really mostly a classical consideration. For this formalism
to be of any use we require exquisite control of our input state (and also measurement).
In the examples, this simpliﬁcation has been especially successful in the case of
two-parameter pure state estimation as well as the symmetrised lossy interferometer,
where the measurements have been identiﬁed. In the case of phase and dephasing, the
need for large collective measurements may be necessary which is a complicating factor,
but calculating the ultimate bound for this open problem was still a useful result, given
other work on the topic left this question open [154].
Detailed, realistic analyses of multiparameter estimation problems need to be per-
formed. It would be an interesting experiment to demonstrate sub-shot noise scaling in
two parameters at once, and perhaps the two wave-plate setup with entangled photon
pairs would be feasible for achieving this.
133
6Conclusions
This brings the thesis to its end. We’ve covered a broad set of topics, loosely united
by their practical functionality as useful for imaging and metrology, as well as their
suitability to optical setups.
In the ﬁrst non-introductory chapter, we considered how diﬀerent concepts of quan-
tumness could produce drastically diﬀerent results on the role of quantumness in a sys-
tem. We studied three intensity interferometric schemes, that of Hanbury Brown and
Twiss, which was one of the earliest examples of intensity interferometry; that of ghost
imaging, which reawakened a controversy on whether intensity interferometry could
aﬀord an interpretation in terms of classical intensity correlations; and lastly, that of
quantum illumination, which, while not especially controversial in of itself, provided
us with grounds to experimentally test some of the ideas in our analysis of intensity
interferometry schemes.
The light used in all these schemes is described by a positive P -representation and
can thus be regarded as classical from the usual deﬁnitions of quantum optics. Counter-
intuitively this classicality holds regardless of the illumination conditions so that even
in the photon-counting regime, the system can be regarded as classical. However,
deﬁning quantumness using the quantum discord reveals a completely diﬀerent result,
which is that low illumination intensity interferometry is indeed quite quantum, since
the majority of the total correlations is made up by discord. This is consistent with
previous observations that discord and the P -representation identify highly disparate
sets of classical states and moreover, it’s consistent with explicit physical models which
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show that low-illumination easily lends itself to a picture involving some sort of non-
local interference.
In the second part of the main body of the thesis, we focussed on a very diﬀerent
set of problems of estimating multiple parameters at the same time. This included
estimation of two unitaries simultaneously as well as estimation of unitary parameters
with decoherence parameters. We clariﬁed some uncertainties present in the physics
literature on parameter estimation and laid out a framework of criteria which, when
satisﬁed, render multiparameter problems eﬀectively analogous to the more familiar
case of single-parameter estimation (especially for pure states).
Amongst the interesting results gleaned is that – to an extent – Heisenberg scal-
ing can be achieved in two parameters simultaneously. Further, phase and dephasing
can both be estimated simultaneously, although their optimal states diﬀer. As far as
practical considerations go, it appears that separable states will always be optimal for
this case. Lastly, we also found that phase and symmetric loss can always be estimated
simultaneously with simple measurements in a Mach-Zehnder interferometer.
From both the sections of the thesis we are left with open questions and potential
research lines. In the ﬁrst part, alternative models of coarse-graining are possible. A
very promising avenue for this is applicable in the relevant regime of large mode number
per pixel where the central limit theorem leads to Gaussian photon-counting distribu-
tions on the detectors, which can be approximated by ‘thermalised’ coherent states
of appropriate brightness (by noting that the Poissonian distribution with high mean
approximates a Gaussian, with the thermalisation allowing for diﬀerent variances). It
seems feasible that this would demonstrate that eﬀective classicality naturally arises
from the collective counting of photons. Moreover, it would be interesting to use al-
ternative formulations of quantum correlations which more accurately correspond to
the measurements performed, such as the measurement induced disturbance [169] which
considers discord-like quantum correlations with photon-counting measurements, rather
than optimisation over all measurements.
In the metrology section, adapting the schemes for realistic considerations would
be a sensible next step. In particular, the two-unitary scheme was assumed to be
decoherence-free. It may be worthwhile to realistically model this scheme to see if a sub-
shot-noise scaling in two parameters is feasible in an experimental setting. Moreover,
some of the most signiﬁcant applications of the results of quantum estimation theory use
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continuous variables as tools, such as the LIGO gravitational wave detectors [170]. We
have only considered qubits here, and most multiple parameter estimation problems
in the wider literature only consider qubit inputs. Extending the consideration of
multiple parameter estimation schemes to continuous variable inputs could open the
door to practical implementations.
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Appendix A
Gaussian Moment Factoring
Gaussian moment factoring, alternatively known as Isserlis’ theorem, is a fundamental
result which arises from the fact that all moments of a Gaussian probability distribution
are expressible in terms of its second and ﬁrst moments. To clarify this, for a set of
m classical Gaussian variates {x1, . . . , xm}, we can deﬁne a general central moment of
these by
〈∆xi1 . . .∆xin〉 =


0 if n is odd∑
all pairings〈∆xi1∆xi2〉 . . . 〈∆xin−1∆xin〉 if n is even
(A.1)
The indices ik ∈ {1, 2, . . . ,m} may be repeated.
Following [68], this can be proven by ﬁrst taking a set of independent variates {yik},
such that any moment 〈∆yi1∆yi2 . . .∆yin〉 is only non-zero if every index appears an
even number of times. If this is indeed the case, we can write
〈(∆yi1)2li1 (∆yi2)2li2 . . . (∆yin)2lin 〉 = (A.2)
where lik are positive integers and n!! = (n)(n − 2)(n − 4) . . . ). This can be easily
deduced from the moment generating function for single (or independent) variates,
from which we ﬁnd 〈∆y2l〉 = (2l − 1)!!〈(∆y)2〉.
From the case of independent variates {yi we can deduce Equation (A.1) by noting
that we can relate these to arbitrary Gaussian variates by a unitary U transformation,
so that xi =
∑
j Uijyj .
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It is non-trivial to extend this theorem to the case of our non-commuting mode
operators, however, this can be done by using anti-normally ordered operators and the
theory of heterodyne detection [171, 172], along with the classical moment factoring
theorem. Subsequently, we may rearrange the operators into any ordering by using the
commutation relations and we ﬁnd the moment factoring theorem operates much as in
the classical case. For example, the second-order coherence function can be decomposed
as
〈aˆ†1aˆ1aˆ†2aˆ2〉 = 〈aˆ†1aˆ1〉〈aˆ†2aˆ2〉+ 〈aˆ†1aˆ2〉〈aˆ†2aˆ1〉+ 〈aˆ†1aˆ†2〉〈aˆ1aˆ2〉 (A.3)
For phase-insensitive light (such as thermal states), the terms 〈aˆ†1aˆ†2〉 and 〈aˆ1aˆ2〉 are
equal to 0. On the other hand, for light for which all the correlations are phase-
dependent (such as two mode squeezed states), we ﬁnd terms like 〈aˆ†2aˆ1〉 and 〈aˆ†1aˆ2〉 will
be 0.
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