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I. INTRODUCTION
A UTOMATIC 3-D tracking of human faces in image sequences is an important and challenging task in computer vision. Applications include human-computer interaction, facial recognition, computer graphics, and model-based video coding.
The 3-D face-tracking problem is technologically difficult as 3-D motion parameters have to be extracted from a 2-D video sequence. The effects of head motion and facial expressions are combined in video images, so it is crucial to successfully separate the rigid from the nonrigid motion of the head (which is a problem known as "pose/expression separation"). A tracking system trying to recover rigid or/and nonrigid facial movement also requires the use of a recursive estimation framework.
During the last decade, work has mainly concentrated on recovering 3-D head pose (rigid motion) [1] - [3] and facial expressions (nonrigid motion) [4] - [7] from a sequence of images of the subject's face.
In the late 1990s, Basu et al. [3] used the fusion of the optical flow and a 3-D ellipsoidal model to track faces. Since the method does not use facial points to anchor the 3-D model to the face, the flow errors accumulate and eventually drift off the face tracker. DeCarlo and Metaxas [7] used a manually positioned wireframe head model to extract facial shape and expressions. Their method calculates the optical flow at feature points and regularizes it using the model motion. Kalman filtering and edge information are used to stabilize the measurements affected by optical flow error accumulation. Statistical model-based tracking relies on a trained model to learn different appearance and shape aspects that are encountered during tracking. In the case of face tracking, the model could be trained on a database containing different faces exposing various facial expressions in different illumination conditions.
Lately, the 2-D active appearance model (AAM) has increasingly been used in statistical model-based trackers. Some 2-D AAM implementations are able to track objects (faces, eyes, boxes, etc.) using small-sized model fitting [4] , [6] , [8] . Faces are tracked in a video stream at frame rates in the range of 5-10 frames/s with a low "shape-free" model resolution (64 × 64 pixels or less).
This paper describes a statistical model-based tracking algorithm that aims to recover the 3-D pose and facial expressions of a moving head. The proposed tracking algorithm uses an extended Kalman filter (EKF) to recover the head pose (global motion) and the 3-D anthropometric muscle-based AAM (3-D AMB AAM) [9] to recover the facial expressions (local motion). The EKF predicts both the rigid and nonrigid facial motions.
The presented solution enables fast and stable online tracking of extended sequences, despite noise and large variations in pose and expressions.
The proposed tracking approach is similar in a few ways to the recent work of Strom [2] and Ahlberg and Forchheimer [4] . Ahlberg and Forchheimer employ a 2-D AAM and the 3-D Candide face model [10] for face tracking. The facial expressions are described with the help of MPEG-4 animation set, which is structure dependent. The system does not use a recursive motion estimator, which is crucial in attaining high tracking performance. As a result, the developed tracker works well only in constrained conditions and often fails due to fast head motion. Strom [2] extends the work of Azarbayejani and Pentland [1] in Structure-From-Motion (SFM) using a recursive EKF estimator and making the SFM tracker more robust by including recovery in case of failure with the help of the same 0018-9456/$25.00 © 2008 IEEE 3-D Candide model. However, Strom's system does not recover facial expressions.
II. 3-D TRACKING ALGORITHM
The first step in building the tracking system was the development of the 3-D AMB AAM. Our model is an extension of the classical AAM, introduced by Edwards et al. [11] . The AAM is a statistical model based on the estimation of linear models of shape and texture variation. The object shape is defined by manually or automatically annotating each image example with landmarks. The shape examples are then aligned to a common mean using Gower's generalized procrustes analysis [12] . This geometrical normalized frame represents the shape-free reference to which the texture samples are warped and from which they are sampled. After geometrical normalization, principal component analysis (PCA) is used to model the shape and texture variability. Employing prior knowledge of the optimization space, the AAM can be fitted to unseen images using an analysis-by-synthesis (ABS) technique, given a closeto-target search initialization.
The fitting algorithm generates synthetic examples to match the given images by efficiently adjusting the model parameters. The basic AAM fitting technique assumes a constant linear relationship between the error image and the incremental updates to the parameters. This relationship is learned offline for fast fitting process. AAM was shown to be prolific in segmenting objects in low-resolution 2-D images [11] , [13] , [14] . When modeling objects in high-resolution 2-D and 3-D images, this approach becomes infeasible due to excessive storage and computational requirements. Moreover, it was shown [13] , [15] , [16] that due to their representational capabilities, 2-D AAM could generate illegal model instances. AAM illegal instances can also be generated by sources that break the linear assumption of 2-D AAM training set [15] , such as variations in face orientation and errors induced by human-assisted shape labeling. In addition, when used for tracking [8] , the 2-D AAM is not applicable to six degree-of-freedom (DOF) pose and expression estimation.
A. 3-D Face Model
The 3-D AMB AAM is a method for modeling the shape and appearance of human faces in 3-D using a constrained 3-D AAM. The classical AAM parameterizes the facial shape in 2-D or 3-D space defined by the labeled landmark values. The 3-D AMB model uses a generic 3-D wireframe model of the face to solve the storage-, pose-, and labeling-related problems.
The shape of our model is described by two sets of controls, i.e., the anatomically motivated muscle actuators to model facial expressions and the anthropometrical controls to model different facial types. The 3-D face deformations are defined on the anthropometric expression (AE) space, which is derived from Waters' muscle-based face model [17] and from the Facial Action Coding System (FACS) [18] . FACS defines the Action Unit (AU) as the basic visual facial movement controlled by one or more muscles. The muscle model is independent of the facial topology and is an efficient method that represents facial expressions by a reduced set of parameters. AUs occur alone or in combinations. The combinations may be additive, in which case, the appearance caused by each AU is preserved, or nonadditive, in which case, the appearance caused by each AU is changed. Nonadditive interactions, which are also called coarticulation effects, are difficult to recognize, and their exposed appearance is highly dependent on timing. To better control the muscular activity during the fitting process and eliminate nonadditive combinations, we built We chose four EAUs as context-dependent AUs to better control the muscular activity during the image fitting process and eliminate expression coarticulation effects: Jaw Drop (AU26), Mouth Corners (AU12 and AU15), Eyebrow Middle (AU2 and AU4), and Eyebrow Inner (AU1 and AU4) (see Fig. 1 ).
We also define Anthropometry AUs (AAUs), which are chosen in conformity with anthropometrical statistics, to provide a way to deform the 3-D generic mesh into a personal one. The AAUs are deformation parameters used to make the jaw wider, the nose bridge narrower, etc. To keep the AAUs independent of the facial mesh structure, we built them from symmetric pairs of geometrically constrained facial muscles. We constrained the deformation to allow the displacement in one dimension only. For example, the Nose Width locally deforms the nose shape only in the horizontal direction. 
B. Active Model Parameterization
Model training tries to formulate a combined compact shape-appearance representation of faces and an efficient fitting strategy. To have better control on model deformation, we formulate our 3-D AAM on the combined AE shape and texture space. We project the 3-D model onto N images and adjust the AAUs and EAU values so that the contours of the projected model best fit the facial image. The shape-free normalized frame is a simple matter of transforming each fitted 3-D face to a reference state (no pose and no expression). The shape-free framework is basically a normalization step that eliminates the geometrical differences between individuals. The normalization step will create a convex face space, which will simplify the finding of basis vectors that span the face set. The recorded shape values are used to extract the texture intensities from the 3-D textured model in a neutral state.
The first stage of the training process consists of applying PCA in collected shape and texture vectors. Let a and g represent a synthesized AE shape and texture, and let a and g represent the corresponding sample means. New instances are generated when adjusting the eigenprojections of AE shape and texture: p a and p g . We have
where U s and U g represent the eigenvectors of AE shape and texture variations estimated from the training set.
To remove correlations between AE shape and texture, the two PCA spaces are coupled through another PCA transform as
where W a is a diagonal weighting matrix employed to compensate the differences between AE shape and pixel intensity measure units. This way, we obtain a combined AE shape and texture parameterization defined by combined parameters. The model instances (physiognomies, expressions, and texture) are controlled by the c parameters as
where a and g represent a synthesized AE shape (i.e., muscle actuators) and texture, and a and g are the corresponding sample means. Q a and Q g represent modes of shape and texture variation in the combined AE texture space. Any facial shape or texture can be represented in the compressed shape texture space by using the projection equations
The eigenspaces of shape and texture and the combined modes (p a , p g , c) are truncated so that each represent 92% of the training set variance. The advantage of formulating AAM in AE space is that the anthropometric characteristics and facial expressions are directly obtained during the synthesis phase. Extensive image segmentation experiments [9] demonstrate the superior accuracy of the proposed algorithm against the classical 2-D AAM. In addition, our AAM incorporates the full six DOF pose and animation parameters as part of the minimization procedure. This allows for 3-D pose estimation and facial expression recognition without any restriction on face geometry.
Each AAM comes with a search or fitting method used in image interpretation or segmentation tasks.
The appearance model parameters control the shape (facial types and expressions) and texture in the normalized model frame according to (3) . Additionally, the 3-D model projection in the image plane also depends on the 3-D pose transformations, namely, translations, rotations, and scaling γ = (r x r y r z t x t y z), which means that the model appearances and deformations are defined by the parameter group (c, γ). During fitting, we sample the pixels in the region of the image g i defined by (c, γ) and project into the texture of the model normalized frame.
As a model fitting strategy, we adopt a simple additive update AAM scheme, which was shown to produce the best results [19] . The model fitting is treated as an optimization problem that minimizes the difference between the new image and the one synthesized by the 3-D appearance model. Basically, the AAM search formulation uses a regression approach where texture difference vectors ∂g = g i − g m correspond to model and pose parameter displacement vectors ∂d = (∂c, ∂γ). To increase the search efficiency, the correspondence displacement parameter is learned offline and provides the corrections of the model parameters during the image search.
The 3-D AMB AAM model can be trained for various tasks: image segmentation, expression recognition, face tracking, etc. For tracking, our 3-D AMB AAM model was trained using 227 faces and is described by nine shape modes, 34 texture modes, and 20 modes that retain 92% of the combined shape and texture variation of the training set of faces. The resultant mean facial texture patch contained, on average, 2200 pixels.
C. Tracking Algorithm
The EKF offers a recursive and temporal solution to the facial pose and expression tracking problem. The proposed tracking system augments an SFM-EKF framework [20] with the 3-D AMB AAM employed to recover facial expressions. During each iteration, the EKF provides an optimal estimate of the current state using the current input measurement and predicts the future state using the underlying state model. The EKF state and measurement equations can be expressed as
where s is the state vector, m is the measurement vector, A is the state transition matrix, H is the Jacobian that relates state to measurement, and ξ and η are error terms modeled as Gaussian white noise. The EKF framework implements two main modules: 1) tracking module, delivering the measurement vector 
D. Motion and Measurement Models
The dynamic model of the head tracking is a discrete-time physical model of a rigid body motion. Similar to [5] , the dynamics model is chosen simply as an identity transform plus noise. The state equation (5) could be written as (6) where i = x, y, z is the index of the coordinate axes of the camera reference frame, I is the identity matrix, and ω i represents an incremental rotation, similar to the one used in [5] to estimate the interframe rotation. The incremental rotation computed at each frame step is combined into a global quaternion vector (q 0 , q 1 , q 2 , q 3 ) used in the EKF linearization process and rotation of the 3-D model. 
where T and R represent the object (or camera) translation and rotation matrices, f is the camera focal length, and N p is the number of tracked points.
At each filter cycle, we have to calculate the partial derivatives of measurements with respect to each of the unknown state parameters. Lowe [21] proposed a reparameterization of the projection equations, to simplify the calculation of H Jacobian, by expressing the translations in the camera coordinate system rather than model coordinates. In this case, (7) will take the following form:
The first partial derivative (Jacobian) of each measurement relative to each state variable used in the EKF minimization process has the form
where s is the M -component state vector, h is the function that relates state s to measurement m, N p is the number of tracked features, and N a is the number of expression actuators. The partial derivatives of (X ci , Y ci , Z ci ) coordinates with respect to the small rotation angles (ω x , ω y , ω z ) in Lowe's formulation simplify the H matrix computation as
Considering a state vector parameter p and using the derivation chain rule, we have
where d = 1/(Z ci + t z ) (see Table I ). The state actuator parameters (a j , j = 1−4) are fully observable using 3-D AMB AAM fitting, and the Jacobian part related to these is easy to compute, i.e.,
where p is a state parameter. We compute a three-parameter incremental rotation (ω x , ω y , ω z ) similar to that used in [5] to estimate the interframe rotation. The incremental rotation computed at each frame step is combined into a global quaternion vector (q 0 , q 1 , q 2 , q 3 ) used in the EKF linearization process and rotation of the 3-D model.
The EKF provides a convenient mechanism for fusing all the information about the reliability of the measurements (feature positions and muscle intensities) into an estimate of the 3-D rigid and nonrigid facial motion and focal length of the camera.
E. Tracking Update
The EKF tracking update stage is illustrated in Fig. 3 . At each frame, the EKF computes an estimate of rigid motion, camera focal length, and actuator values (facial expressions). For a given sequence, the vector (t x , t y , t z , α, β, λ, a 1−4 ) de- The functionality of the ABS estimator is illustrated in Fig. 4 . The AAM fitting process needs the facial pose and c parameters that define the combined AE texture space. The estimated expression a + j parameters from the EKF are projected onto the c parameters using (4) . The parameters and the EKF estimated pose are used by the ABS component to refine the image fit based on image differences. The corrected c parameters are back projected into the muscle actuators a j using (3) and are used as input for EKF. Then, EKF performs another step of filtering/estimation, and the cycle continues.
The main task of the Kalman filter in this implementation is to filter and predict global and local motion, hence, to ease the load of the AAM search space. Without the use of EKF, the fitted appearance model of the current frame is propagated to the next frame and used as an input for the next image fit. In this case, because of large pose variations, fast motion, or local minima, the tracking will quickly fail. In the EKF implementation, at each frame, the expression part of the AE shape vector is replaced by the estimated EKF expression vector. The performed experiments show that integrating the ABS fitting procedure in the EKF recursive schema can result in Fig. 5 . Tracking instances from the synthetic-pose-expression sequence (original, normalized, and synthetic frames). The face is from the man machine interaction (MMI) database [22] .
robust expression tracking results. The 3-D model is also used to initialize the 3-D EKF tracking system and to test for feature occlusions during tracking.
III. EXPERIMENTS
The described system can track the 3-D head pose and four EAUs (Jaw Drop, Mouth Corners, Eyebrow Middle, and Eyebrow Inner) at 10 frames/s without optimizations. The tracking performance is validated with three sets of experiments. The input consists of synthetic and real sequences of a human face moving in front of the camera and performing different expressions. The first set of experiments performs a calibration of the tracking system using a synthetic sequence of a 3-D face model performing rigid and nonrigid motion (syntheticpose-expression experiments). The second set of experiments uses ten real image sequences from the database in [22] , where faces display different expressions but have limited rigid motion (real-expression experiments). The third set of experiments is performed in three real image sequences from the Boston University database of video sequences and ground truth for the evaluation of 3-D head tracking [23] , which contains faces with a large range of rigid motion and spontaneous expressions used for real-pose-expression experiments [24] .
During tracking, we use the facial texture symmetry in the warping procedure for yaw angles greater than 20
• . The texture half to be mirrored is dictated by the yaw angle of the 3-D model measuring the vertical face orientation. This way, the synthesized shape-free texture will be more accurate since severe distortions and occlusions are introduced by rotation in depth.
A. Synthetic-Pose-Expression Experiments
In the synthetic experiments, a previously recorded sequence of 2-D images representing 3-D head model poses and expressions is played as "live" video and tracked with our EKF system. The estimated motion values are compared with the measured motion values of the synthetic image sequence. The sequence contained 225 frames, displaying a synthetic head performing large rotations in the range of (−45, 45
• ) for "Yaw" and in the range of (−20, 20
• ) for "Roll" and "Pitch" angles, and spontaneous facial expressions (Jaw Drop, Mouth Corners, Eyebrow Middle, and Eyebrow Inner) in the range of [−1, 1]. We minimized the errors by fine tuning the initialization process of the EKF. During the calibration process, we evaluate the tracker accuracy by computing the root mean square error (RMSE) between true and estimated rotation angles and between true and estimated expressions (EAUs), i.e.,
where y true and y estim are the ground truth and the estimated angle or EAU parameters, and n is the number of frames in the sequence. We experimentally found in one case that the calibrated RMSEs for rotation angles (degrees) and expressions (deformation units) are The pose statistics are comparable to the Polhemus sensor accuracy, indicating that the vision estimate can be accurate as the Polhemus sensor [1] . Fig. 5 shows instances of the 3-D tracking of a synthetic head. In some frames, the expression fitting was less accurate due to significant pose change and occlusion.
The experiment showed that the accuracy of expression tracking increased when the face is closed to the frontal position. The expression tracking drifted for extreme rotation angles that cause a reduction of expression information. Our experiments also showed that the RMSE of each expression is lower if we do not take in consideration the first few frames necessary for the EKF to converge.
B. Real-Expression Experiments
The "Real Experiments" use ten real image sequences from the web-based database presented in [22] , where the faces display different expressions (Jaw Drop, Mouth Corners, Eyebrow Middle, and Eyebrow Inner) with limited rigid motion (real-expression experiments). These experiments allow us to study the effect of including the deformation parameters in EKF. In a first test, a face is tracked only using the 3-D AMB AAM by sequentially fitting the active model in each frame. At each frame, the ABS iterative search starts with the previous frame estimate of the model state (shape texture parameters). A second test included the animation parameters in the recursive framework. The advantage of using a recursive estimator in tracking facial expressions (Jaw Drop and Mouth Corners) is illustrated Fig. 6 . The dashed gray line represents the ground truth of the AU throughout the sequence. The lightcolored line shows the output animation parameter synthesized by the fitting process without using the EKF. The dark line shows the "smoothing" effect of the EKF over the expression parameters. Fig. 6 also illustrates snapshots of tracking. Each snapshot shows the normalized and reconstructed face overlaid onto the original one. The frame number, iterations needed for convergence, and fitting similarity are also shown. The tracking system was tested in ten real-expression sequences. Tracking performed well in all the image sequences; both the rigid and nonrigid modules did not fail. This is because the faces have frontal orientation, limited rigid motion, and no occlusion, which allowed both tracking methods to follow the expression signature without failing.
C. Real-Pose-Expression Experiments
The tracking system was tested in three pose-expression image sequences from the Boston University (BU) database [23] , which contains faces with a large range of rigid motion and facial expressions. The images of the sequence were captured at a resolution of 320 × 240 pixels under different lighting conditions. Each sequence contains over 400 frames (8-15 s long) captured at a sampling rate of 15 Hz. In addition, each sequence provides the ground truth of the head pose in each frame. We choose a subset of this database, namely, three movie files where persons perform facial expressions as well (Jaw Drop and Mouth Corners). No face from the test sequences was present in the training set. The tracking system can cope with different degrees of rigid motion and nonrigid deformations, as illustrated in Fig. 7 . The tracking instances in Fig. 7 show the normalized and reconstructed face overlaid onto the original one. Each snapshot also shows the frame number, iterations needed for convergence, and fitting similarity.
The estimated orientation during tracking against the ground truth for the displayed example is illustrated in Fig. 8 . The effect of the EKF in nonrigid tracking is dramatic in this case.
As shown in Fig. 9 , the tracking of facial expressions would have been difficult without using the Kalman filter. The extreme values illustrated by the graph in light color indicate ABS tracking failures, when no EKF was used to predict and filter facial expressions. Since no ground truth for expressions was provided, the tracking accuracy was subjectively judged. For the illustrated example (Fig. 7) , the subject displays a "happiness" expression starting in the second half of the sequence (i.e., the mouth and eyebrow related AUs were activated). Despite large rigid motions, rigid tracking did not fail in any of the sequences. Based on residual error, the nonrigid tracking drifted away between two and four times in two sequences, mainly due to the pose changes, but recovered in the next frame with the help of the EKF pose and expression estimations. The nonrigid tracking was considered lost when its residual error had a high value for several frames. In this case, the ABS search discarded the estimated model parameters and started with the EKF-estimated pose and the mean of model parameters. Again, the pose statistics indicate comparable accuracy to the Polhemus sensor.
The tracking system was implemented using C++ under a Windows environment. The current implementation runs at 10 frames/s on a PC with a 2.3-GHz Pentium-4 CPU and an ATI Mobility Radeon 9700 graphics card. During the initialization phase, when the 3-D active model needs to adapt the facial image, a maximum number of eight iterations is allowed. Since the initial estimate is near optimum during tracking, less than eight iterations are needed to fit the active model on each frame. Based on this, a maximum of four iterations is allowed for model fitting during tracking. In this implementation, the 
IV. CONCLUSION
This paper has described a statistical model-based tracking algorithm that aims to recover the 3-D pose and facial expressions of a moving head. The described tracking algorithm uses an EKF to recover the head pose and the 3-D AMB AAM to recover the facial expressions. The EKF predicts both the rigid and nonrigid facial motions. The presented solution enables stable online tracking of extended sequences, despite noise and large variations in pose and expressions. The system was implemented on a 2.3-GHz Pentium-4 Windows PC platform processing video images at over 10 frames/s. The resulting motion tracking system was shown to work in a realistic environment without makeup on the face, with an uncalibrated camera, and unknown lighting conditions and background.
The head tracking was successfully validated in synthetic and real standard image sequences. The developed tracking system demonstrated the great value of including facial expression tracking in the EKF recursive framework. Since our tracking framework filters and predicts muscle intensities, the facial expression model remains the researcher's choice.
A promising future research objective would be to study the effects of replacing the 3-D AMB AAM in the EKF formulation with a simpler, faster, and more accurate variant based on Active Shape Models (ASM) [25] . The derived 3-D AMB ASM will use the projection of the 3-D facial contours depicted in our wireframe face model. We observed that serious illumination inconsistency increases the tracker inability to adapt to changes of object appearance. Another promising future research direction would be the formulation of specific illumination models needed to control lighting changes in the scene.
