Research has shown that significant degradation in performance can occur even when operating within the limits for carrier frequency and modulation index offsets permitted by the Bluetooth standard. This is even more severe for multi-bit detectors like the matched filter bank receiver, because such errors accumulate across a longer observation interval. This paper details the derivation of a stochastic gradient carrier frequency offset correction algorithm suitable for Bluetooth signals, as well as a separate algorithm applicable to the efficient realisation of the matched filter bank (MFB) receiver for Bluetooth signals. The reduced complexity MFB receiver for Bluetooth is described in our earlier publications.
Introduction
This paper extends research carried out at the University of Southampton to build a Bluetooth receiver for software defined radio (SDR) that has a high BER performance, yet is as efficient as possible in terms if complexity, and is robust to common signal adversities. Already we have proposed a new technique to reduce the complexity of a high-performance matched filter bank (MFB) receiver [1, 2, 3] for Bluetooth signals by up to 80% [4, 5, 6] , and suggested a way to provide speedy equalisation despite correlated transmit signal samples and the possibility of significant carrier frequency offsets between the transmitter and receiver [7] .
However, other researchers have established that carrier frequency offsets of the magnitude permitted by the Bluetooth standard [8] can degrade the performance of a single-bit detection algorithms [9] , and this will be more severe for multibit detectors like the MFB receiver, in which carrier frequency errors accumulate across a longer observation interval [10] . Hence, we introduced a stochastic gradient (SG) [11] carrier frequency compensation procedure suitable for Bluetooth in [4, 12] , and in [13] we put forward a separate carrier frequency synchronisation method that is based on intermediate filter outputs (IFO) that are inherent with the low-complexity realisation of the MFB receiver.
In this paper we present a detailed derivation of the synchronisation methods mentioned above, because such a complete mathematical analysis has never been published. To accomplish this, this paper is structured as follows: After this introduction, a signal model is developed in Sec. 2, leading to the formulation of the SG carrier frequency correction algorithm in Sec. 3. The low-complexity realisation of the MFB receiver is reviewed in Sec. 4.1, paving the way to derive the IFO carrier frequency synchronisation procedure in Sec. 4.2, and extend the discussion to synchronisation of modulation index in Sec. 4.3. Selected results appear in Sec. 5, before concluding in Sec. 6.
Signal Model
The modulation method specified for Bluetooth is Gaussian frequency shift keying (GFSK) [8] , which generally involves the frequency modulation (FM) of a multilevel symbol p[k], assumed here to be binary, p[k] ∈ {±1}. This bit sequence is expanded by a factor of N and passed through a Gaussian filter with impulse response g[n] of length LN , thus having a support of L bit periods and yielding a continuous instantaneous angular frequency signal
where h is the modulation index. The phase of the analytic baseband transmitted signal,
is determined as the cumulative sum over all previous phase values ω [n] . We assume that the transmitted signal is subjected to a carrier frequency offset ∆Ω, a gain A, and additive white Gaussian noise (AWGN) v[n] that is uncorrelated with the transmitted signal s[n], such that the received signal is defined as
In (3) the term ∆Ω refers to the normalised angular carrier frequency offset, and is related to the carrier frequency offset ∆f Hz, by the expression
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Stochastic Gradient Carrier Frequency Offset Correction Algorithm

Detection
An estimation of the carrier frequency offset can be based on the received signal in (3), as shown in [6] , by denoting
where E{·} is the expectation operator and M is a positive integral delay constant; the result in (4) 
Cost Function
We create a modified receiver inputr[n],
i.e. modulating by Θ and scaling the input by B, which is ideally selected such that B −1 = |r[n]| = A, and Θ to match the carrier offset ∆Ω. In order to determine Θ, we can use the following constant modulus (CM) cost function,
Inserting (5) and (4) into (6) yields the cost function shown in Fig. 2 , which is given by
as derived in [6] with
We are interested in the solution for k = 0 only, for which the cost function provides a unique minimum under the condition
Stochastic Gradient Method
Within the bounds of (8), Θ can be iteratively adapted over time based on gradient descend techniques according to
with a suitable step size parameter µ Θ . A stochastic gradient can be based on an instantaneous costξ Ω,SG by omitting expectations in (6) and assuming small changes in Θ only, it can be shown [6] that
Similarly, the gain parameter B in (5) can be adjusted by
whereby the stochastic gradient can derived analogously to above the results as [6] ∂ξ y y
(2)
Ω, ĥÎ nstead of r[n], the modified received signalr[n] in (5) would then be passed into the matched filter detector discussed in Sec. 4.1.
Intermediate Filter Output Based Offset Correction 4.1 Efficient MFB Receiver
The low-complexity matched filter bank receiver for Bluetooth signals is portrayed in Fig. 3 , however only a summary of its derivation in [4, 5, 6] shall he highlighted in the following. Simply speaking, the efficient realisation of the MFB eliminates redundancy in providing the matched filter responses for a filter bank W (K) that is K-bit periods in length, by employing a relatively small 1-bit period long intermediate filter bank W (1) . Intermediate filter outputs for K bit periods are stored and processing appropriately to obtain the results for W (K) . For example, the MFB outputs over a single bit period, K = 1, can be calculated as
where the column vector r k represents the received signal samples r[n] held in a length N tap delay line, and
contains the 2 L legitimate matching signals s * [−n] in its rows, and represents an intermediate filter bank. In the case where L = 3, the phase trajectories of the resulting 8 waveforms are shown in Fig. 4 . The superscript (1) in (11) indicates that only a single bit period K = 1 is observed.
For K > 1, the possible phase trajectories can be derived from the case K − 1 by augmentation of the curves shown in Fig. 4 and the application of appropriate phase shifts. This allows us to formulate iteratively for y
where
with
with D
= diag{w} . The vector w in (12) contains the first column of W (1) , i.e. the terms e −jθi , where θ i is the total phase increment across the ith prototype signal shown in Fig. 4 . A slicer selects the element of y (K) k with the largest magnitude, and thus determines the received bit.
IFO Carrier Frequency Offset Correction
By excluding the noise term in (3), such that
it is apparent that ∠E{r[n]s * [n]} ∝ ∆Ω, and therefore ∆Ω causes a difference in the phase trajectories of the signal computed by the transmitter and the prototype signal assumed by the receiver in computing its filter coefficients. If an initial phase difference of zero is assumed, this anomaly amounts to ±∆Ω·N radians across a symbol period. This is illustrated in Fig. 5 , which depicts the deviation in phase of the received signal relative to that of the matched filter coefficients. In Fig. 5 it is apparent that for the correctly matched filter, or row of W (1) , the phase of its tap outputs will grow in the positive or negative direction, from the first to the last column, for a positive or negative carrier frequency offset respectively.
Thus, in the low-complexity MFB receiver, an indication of the sign and magnitude of the carrier frequency offset ∆Ω can 
Note that in (13), the quantities y Fig. 3 with the largest magnitude. Hence, ξ Ω,IFO is a measure of the phase difference between the transmitted signal, and that assumed by the receiver to compute its filter coefficients, during the (k− K−1 2 )th symbol period. It is important to realise that during the kth symbol period, it is the symbol at the center of the current observation interval, or
, that is estimated most accurately, and so fewer frequency tracking errors will be made if the relative phase increment of the received signal, and that of the receiver prototype signal are compared during this period.
The sketch in Fig. 6 , in which K = 5, is meant to support the above explanation. It portrays the phase trajectory of the outputs of filters matched to an arbitrary 5-symbol sequence. It is important to note that for this argument to hold we must consider only the filter that matches the received signal, because in that case, the phase gain in the received sequence due to the modulating baseband signal is cancelled out by the filter coefficients, leaving only phase gain due to parameter offsets. In this case independent of k (13) can be rewritten as [6] ξ
where ∆Ω is the receivers estimate of the transmitters carrier frequency offset. The development in (15) is possible because [14] whereξ Ω,IFO [k] is an instantaneous inference of the term in (13) based on a single symbol period, or simplŷ
Note that in (16), the element y (a) k is based on the estimated symbol sequence rather than the true quantities assumed in (13) . Since all terms on the right of (16) are available, per interation, from the proposed low-cost MFB, the only additional complexity arises from the 2 L N MACs necessary to modify W (1) and consequently D (a) .
Modulation Index
It follows from the development in Sec. 2, but mainly from (1) and (2), that
, and hence the phase tree for the transmitted signal s[n], shown for the first symbol period in Fig. 4 , would fan further out for a larger modulation
( ) Fig. 6 . Sketch of a phase tree of the largest matched filter output y (a) k , for a ∈ {1, 2, 3, 4, 5} and K = 5, when a carrier frequency offset ∆Ω exists. index. Consequently, if the receiver adopts a modulation index h, and h >ĥ, then phase trajectories of the transmitter will be positive with respect to those assumed by the receiver when p[k] = 1, and negative with respect to the phase trajectories assumed by the receiver when p[k] = −1. Accordingly, the deviation in phase increment between the transmit signal and the corresponding matched filter coefficients amounts to approximately p[k](h −ĥ)π across a symbol period. This discrepancy can be observed from the angle of the output of the correctly matched intermediate filter after it has been appropriately rotated and accumulated to reflect the phase gain over preceding symbol stages. This is exemplarily shown in Fig. 7 for a single symbol, whereby the dashed and solid lines imply trajectories due to a modulating pulse of +1 and -1 respectively. It is clear from Fig. 7 that a negative modulation index offset reflects the phase tree about the zero axis.
Hence, in the low-cost MFB receiver, we employ the phase term
to determine the amount by which the transmitter modulation index exceeds that of the receiver. Analogous to Sec. 4.2, in (17) the quantity y such that (17) can be derived as follows
From the above discussion, and mainly from (18), it follows that if h >ĥ then ξ h,IFO > 0, and the converse is true when h < h. Therefore to adapt the receivers estimate of the modulation indexĥ, we employ an iterative techniquê
whereξ h,IFO [k] is an instantaneous value of the term in (17) based on a single symbol period, and evaluated aŝ 
The adoption ofĥ[k + 1] following (19) requires few extra computations because the coefficients in W (1) and subsequently D (a) can be recalculated at the same time as the carrier frequency offset.
Results
In our experiments K BT = 0.5, h = 0.35 and N = 2 in order to simulate a Bluetooth system. The efficacy of the SG and IFO algorithms is evident from the learning curves in Fig. 8 , which demonstrates that if an equal step size is employed the IFO algorithms will have a greater convergence speed.
However, after convergence the SG carrier frequency offset correction algorithm and the IFO carrier frequency and modulation index offset correction algorithms are able to restore the BER performance to that obtained in AWGN. This is exemplified in the BER results depicted in Figs. 9, 10, and 11, where it is evident that the system is saved from collapse when K = 9 and the maximum permissible carrier frequency offset for Bluetooth exists, while 11 dB less is required to achieve the minimum acceptable Bluetooth performance of BER=10 −3 . On the other hand, deploying the IFO modulation index offset correction procedure will save 3.5 dB and 0.5 dB for K = 9 and K = 3 respectively.
Conclusion
Carrier frequency and modulation index offsets can cause severe loss in performance in Bluetooth receivers. This is especially the case with long filter lengths K over which such errors accumulate. However, longer observation intervals actually have better performance in synchronised conditions. Employing the algorithms described above alleviate can alleviate the dilemma in choosing K by providing some assurance that transmitter and receiver carrier frequency and modulation index can be synchronised online.
