II. BASIC DEFINITIONS
We say (n, k, d)-code meaning a linear binary code of length n, dimension k and distance d, i.e. k-dimensional subspaces of linear space F n 2 over the field F2 = {0; 1}. We use standard terminology of algebraic coding theory (we follow [1] ) and we use basic concepts of linear and tensor algebra with no comments. Let C = {Ci} i=1;s and D = {Di} i=1;s be two binary codes' families of length n and n ′ respectively. Let us consider the code:
So (1) is the sum of tensor products of corresponding codes from the families C and D. Expression (1) gives the code of length nn ′ . We'll call the codes represented by (1) for some two families C and D fractal codes. In this paper the basic parameters of construction (1) will be researched.
Let S = {1; . . . ; s} be the set of first s natural numbers and α = {i1; . . . ; ir} ⊂ S be an arbitrary subset in S. Note |α| = r. For an arbitrary codes family {Ci} i=1;s we'll consider following codes:
Thus C α Cα are respectively the sum and intersection of linear spaces Ci where i runs over the α.
We also write C12 for C1 ∩ C2 etc. Denote (n α , k α , d α ) the parameters of codes C α and (nα, kα, dα) the parameters of codes Cα. Let (n ′α , k ′α , d ′α ) and (n
′ α ) be the respective codes parameters for D family.
We say a vectors family e = {ei} ⊂ ∪C to be basis of C, if: 1) Cα ∩ e generates Cα 2) e is minimal (by inclusion) family with property 1 It's easy to see that arbitrary family of subspaces has a basis but basis can be a linear dependent family. The detailed research of family basis properties is out of this paper boundaries.
The family of subspaces with linear independent basis is called acyclic family.
Let us denote α b the maximal by power multi-index with property b ∈ Cα b . It's obviously defined uniquely. For arbitrary vectors family b = {bi} we denote Ψ(b) = {α b i | bi ∈ b}. Let now Ψ is an arbitrary family of multi-indexes. Choosing one element from each multi-index in Ψ we get some multi-index. The set of all such multi-indexes are denoted Ψ * . The main result of this paper is represented in the following theorem:
Theorem 1: Let C and D be acyclic codes' families. Then the dimension of code (1) can be calculated by formula:
Upper distance bound of code (1):
where minimum is calculated by all α, β with nonzero subspaces Cα, D β . Let e = {ei} be a basis in C and g = {gj} be a basis in D. Then lower distance bound for code (1):
where Ψ0 is arbitrary nonempty subset in Ψ(e) or Ψ(g).
We call family C embedded family, if Ci ⊂ Ci+1 for all i. Embedded family is obviously acyclic.
The following theorem describes the subclass with coincided upper and lower distance bounds: 
can be calculated by formulas:
III. THE THEOREMS PROOF.
We need some auxiliary lemmas to prove theorems. The following simple approval often is useful.
Lemma 1: Let L, M be two linear spaces. Then for arbitrary vector x from L ⊗ M there exists unique representation of type:
where {ei} is a basis in L and bi are some vectors from M . In particular x = 0 then and only then all bi = 0. Proof: Let {gi} be basis in M . Then {ei ⊗ gj} is basis in L ⊗ M and arbitrary x from L ⊗ M uniquely is implemented as:
where we denote j aij gj ∈ M as bi. Lemma 2: If family C is acyclic, then for arbitrary vector x ∈ C ⊗ D there exists unique representation:
where e = {ei} is a basis in C and bi ∈ D αe i . Proof: Vector x can be represented as x = x1 + . . . + xs, where xi ∈ Ci ⊗ Di, because x ∈ C ⊗ D. Every xi according to lemma 1 can be represented as :
, where e 
, where i = 1, 2. We have:
. We select basis {e 
e. a = a ′ , c = b = 0 and proof completed for case s = 2. So, we proved equality:
Simple induction completes the proof. Lemma 4: For an acyclic subspaces family {Li} i=1;s the following formula is true:
Proof: For s = 2 our statement is the classic theorem on dimension of subspaces sum (note that any pair of subspaces is acyclic family, which is wrong for triples). Entire case can be received by simple induction, in respect that for acyclic family the formula is true: 
Vector x can also be represented as x = ai ⊗ gi and we can repeat above proof for this representation. Proof of theorem 2 is completed.
Let now family C be acyclic and family D be embedded. For an arbitrary vector x ∈ C ⊗ D let us check the verse inequality for (4). First, we note that from lemma 2 it follows the existence of representation x = e1 ⊗b1 +. . .+er ⊗br, for vector x where ei is a in C and bi ∈ Dp i , where pi is maximal index with ei ∈ Cp i . Let us consider multi-index π = {pi}. Let also p = min π. Then the weight of vector b = ∪ibi not less than d α reached on some α0 ∈ Ψ0 and say α0 = {i0, . . . , s}. Note that in this case we can consider minα∈Ψ 0 |α| = |α0| and, consequently, i0 ∈ α for all α ∈ Ψ0. From above we can conclude, that β0 = {i0} ∈ Ψ * 0 , thus
and we finally stay ( max
Proof of theorem 2 is completed. The conclusion 1 is a simple applying of theorems 1 and 2 to the situation of two embedded code families.
IV. SOME ADDITIONS AND EXAMPLES.

Here we consider some examples to see the behavior of upper and lower bounds. Most of the examples are well-known (1).
The problem of calculating fractal code's distance in general case seems to be very difficult. In our judgment the main problem related to fractal codes distance is describing the obstacles of upper bound reaching. Let us make direct calculation of lower bound by formula (5). In this case we have Ψ(e) = {123, 23, 3}, Ψ(g) = {1, 12, 123}. Because of situation is symmetric in relation to e and g, it is enough to consider only the first case. There is the table for this case (see analog table in example 1): be (2,1,1)-code containing vectors (0, 0) and (0, 1) . Then C ⊗ D is |u|u + v| construction. In this case, upper and lower bounds are equal to min (2d1, d2), where d1, d2 are C1, C2 distances respectively. Example 7: |a+x|b+x|a+b+x| construction (see [1] §18.7.4) Again C1 and C2 are arbitrary codes. D1 and D2 are uniquely defined (3,1,3)-and (3,2,2) -codes respectively. Then C ⊗ D is |a + x|b + x|a + b + x| construction. The upper bound can not always be reached in this case (see previous examples). For the first time the Golay's code construction using |a+x|b+x|a+b+x| was given by Turyn [2] . Lower bound in this case is depended on {Ci} family configuration.
The following two problems related to fractal codes seems to be interesting: determining of entire conditions of upper bound reaching and determining necessary and enough conditions of code to be equal (or equivalent) to fractal code. The second problem in particular case of tensor product code was formulated and solved in [4] .
We would like to put on record our indebtedness to academician H. H. Khachatryan from whom we learnt the subject, and whose influence was the determining factor in our choice of error correcting codes theory as research subject.
