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Abstract
Understanding the uncertainty of a neural net-
work’s (NN) predictions is essential for many ap-
plications. The Bayesian framework provides a
principled approach to this, however applying it
to NNs is challenging due to the large number of
parameters and data. Ensembling NNs provides
an easily implementable, scalable method for un-
certainty quantification, however, it has been crit-
icised for not being Bayesian. In this work we
propose one modification to the usual ensembling
process that does result in Bayesian behaviour:
regularising parameters about values drawn from
a prior distribution. We provide theoretical sup-
port for this procedure as well as empirical eval-
uations on regression, image classification, and
reinforcement learning problems.
1. Introduction
By many measures neural networks (NNs) are the current
dominant force within machine learning, however, they are
not probabilistic in nature, which makes understanding the
uncertainty of their predictions a challenge. This is vital
for many real-world applications (Bishop, 1994). It is also
useful in auxiliary ways; to drive exploration in reinforce-
ment learning (RL), for active learning, and to guard against
adversarial examples (Su¨nderhauf et al., 2018).
Training a model to output uncertainty estimates cannot
directly be framed as a supervised learning task. That is,
there is no obvious uncertainty ‘label’ to assign to individual
inputs. Rather, a model must be able to infer this for itself.
A principled approach is provided by the Bayesian frame-
work, which models uncertainty in model parameters, en-
abling output of a predictive distribution as opposed to
a point estimate. Bayesian Neural Networks (BNNs) are
NNs over which Bayesian inference is performed (MacKay,
1992). Whilst appealing, parameters in modern NNs can
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be in the order of millions, trained over massive datasets,
and this renders many Bayesian inference techniques that
work well in small-scale settings infeasible, e.g. Metropolis-
Hastings.
If one half of the challenge is in running Bayesian inference
at such scale, the other half, less discussed, is in limiting its
impact on how NNs are used in practice (Gal, 2016) [p. 14].
Libraries like Tensorflow and PyTorch are well embedded
in the machine learning community; it seems unlikely that
methods straying from these frameworks will be widely
adopted.
Ensembling provides one way to estimate uncertainty: it
aggregates the estimates of multiple individual NNs, trained
from different initialisations and sometimes on noisy ver-
sions of the training data. The variance of the ensemble’s
predictions may be interpreted as its uncertainty. The intu-
ition is simple: predictions converge to similar results where
data has been observed, and will be diverse elsewhere. The
chief attraction is that the method scales well to large param-
eter and data settings, with each individual NN implemented
in precisely the usual way.
The downside is that ensembling, in its usual form, is not
Bayesian. Despite empirical success from Tibshirani (1996),
Osband et al. (2016), and Lakshminarayanan et al. (2017), it
has gained little traction in the uncertainty in deep learning
community. Gal (2016), an authoritative text on the matter,
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Figure 1. An ensemble of three NNs, starting from different ini-
tialisations and trained with the proposed loss (eq. 9), produce a
predictive distribution approximating that of a GP. The approxima-
tion improves with increasing NN width and number of NNs.
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Bayesian Ensembling
says ensembling “cannot technically be considered as ap-
proximate inference in BNNs” [p. 27]. Whilst we will show
that the exemplum subsequently provided was ill-founded
(section 5.1.1), the sentiment holds.
We address this critical weakness by proposing one modi-
fication to the usual ensembling process that does produce
Bayesian behaviour - instead of regularising parameters
about zero, they are regularised about values drawn
from a prior distribution. This leverages a little known
inference method, randomised MAP sampling (section 2.2).
Figure 1 illustrates our method, which we name anchored
ensembling as each NN is regularised, or ‘anchored’, about
a draw from a prior distribution.
Contributions of the paper are as follow:
• Derivation of a generalised form of randomised MAP
sampling in terms of likelihood and prior distributions.
Previous work derived it for the special case of linear
regression in terms of input and output variables.
• Proof that the scheme produces a valid posterior sample
in wide fully-connected NNs of arbitrary depth.
• First formulation of randomised MAP sampling for
classification tasks.
• Implementation of ReLU GPs on popular benchmark-
ing regression datasets (for comparison purposes).
• Empirical assessment of anchored ensembling in NNs.
– Outperforms current state-of-the-art methods on
certain regression benchmarking datasets.
– On image classification tasks, it reduces overcon-
fident predictions on out-of-distribution (OOD)
samples by 65%, and on certain classes of adver-
sarial examples by 98%.
– Produces uncertainty-aware agents for RL.
2. Background
2.1. Bayesian Inference in Neural Networks
A variety of methods have been developed to perform
Bayesian inference in NNs. Recently variational inference
(VI) has received much attention (Graves, 2011; Herna´ndez-
Lobato & Adams, 2015). A disadvantage of mean-field VI
(a common form) is that it does not maintain correlations be-
tween parameters, and its appropriateness for NNs has been
questioned (Ritter et al., 2018; Osband et al., 2018). Dropout
was shown to perform mean-field VI but with more restric-
tive Bernoulli approximating distributions - MC Dropout
(Gal & Ghahramani, 2015).
Other inference methods include: Hamiltonian Monte Carlo
(HMC), a MCMC variant which provides ‘gold standard’
inference but at limited scalability (Neal, 1997); Laplace
approximations of the posterior requiring computation of
the Hessian (or approximations of) (Ritter et al., 2018);
ensembling in conjunction with early stopping (Duvenaud &
Adams, 2016); finally, though not Bayesian, borderline ‘out-
of-distribution’ samples of high variance can be synthesised
and added to the training dataset (Lee et al., 2017).
Famously, BNNs of infinite width converge to GPs (Neal,
1997). Analytical kernels have been derived for single-layer
NNs with certain activation functions, including Error Func-
tion (ERF) (a type of sigmoid), Radial Basis Function (RBF)
(Williams, 1996), Rectified Linear Unit (ReLU) (Cho &
Saul, 2009), and leaky ReLU (Tsuchida et al., 2018). Their
practicality is limited by their poor scalability relative
to NNs: O(N3) for matrix inversion, O(N2) for kernel
computation. However, in small scale problems these GP
kernels provide an opportunity to do exact inference, and
are valuable as a comparison to scalable methods in wide
BNNs. In this work we use these GPs as ‘ground truth’
predictive distributions for regression tasks. In section 5, we
implement them for the first time on benchmarking datasets.
2.2. Randomised MAP Sampling
Recent work in the Bayesian community, and independently
in the RL community, has begun to explore an approach
to Bayesian inference that will be novel to many readers.
Roughly speaking, it exploits the fact that adding a regulari-
sation term to a loss function returns maximum a posteriori
(MAP) estimates of parameters. Injecting noise into this
loss, either to targets or regularisation term, and sampling
repeatedly (i.e. ensembling), produces a distribution of
MAP solutions mimicking that of the true posterior. This
can be an efficient method to sample from high-dimensional
posteriors (Gu et al., 2007; Chen & Oliver, 2012; Bardsley
et al., 2014).
Whilst it is straightforward to select the noise distribution
that produces exact inference in linear regression models,
there is difficulty in transferring this idea to more complex
settings, such as NNs. Directly applying the noise distribu-
tion from the linear case to NNs has had some empirical
success, despite not reproducing the true posterior (Lu &
Van Roy, 2017; Osband et al., 2018) (section 3.6). A more
accurate, though more computationally demanding solution,
is to wrap the optimisation step into an MCMC procedure
(Bardsley, 2012; Bardsley et al., 2014).
Variants of this technique have been published under several
names including randomise-then-optimise, randomised prior
functions, and ensemble sampling. We refer to this family
of procedures as randomised MAP sampling.
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Figure 2. Predictive distributions produced by various inference methods (columns) with varying activation functions (rows) in single-layer
NNs of 100 nodes on a toy regression task: e.g. bottom right is a RBF NN with inference by anchored ensembles.
3. Randomised Anchored MAP Sampling
This section begins with a formulation of randomised MAP
sampling in terms of likelihood and prior distributions,
which leads to development of a new variant of the method.
The scheme itself is model agnostic, and in section 3.2 we
consider how it can be used with NNs, then show that it
is compatible with classification. We then highlight dif-
ferences with prior work. In section 4 we pre-empt some
questions arising from this application.
3.1. Generalised Derivation
Consider multivariate normal prior and (normalised)
likelihood parameter distributions, N (µprior,Σprior),
N (µlike,Σlike). The posterior, also multivariate normal,
is given by Bayes rule,
N (µpost,Σpost) ∝ N (µprior,Σprior) · N (µlike,Σlike).
(1)
The MAP solution is simply µMAP = µpost. This has a
well-known result given by the mean of the product of two
normal distributions (§8.1.8, The Matrix Cookbook, 2008),
µMAP = (Σ
−1
like + Σ
−1
prior)
−1(Σ−1likeµlike + Σ
−1
priorµprior).
(2)
In randomised MAP sampling we assume we have some
mechanism for returning µMAP , and are interested in inject-
ing noise into eq. 2 so that a distribution of µMAP solutions
are produced, matching the true posterior distribution.
A practical choice of noise source is the mean of the prior,
µprior, since a modeller has full control over this value.
Moreover, it turns out to be sufficient for our purposes. Let
us replace µprior with some noisy random variable, θ0, and
denote fMAP (θ0) a function that takes as input θ0 and
returns the resulting MAP estimate,
fMAP (θ0) = (Σ
−1
like + Σ
−1
prior)
−1(Σ−1likeµlike + Σ
−1
priorθ0).
(3)
Accuracy of this procedure hinges on selection of an appro-
priate distribution for θ0, which we term the anchor noise
distribution. The distribution that will produce the true pos-
terior can be found by setting E[fMAP (θ0)] = µpost and
Var[fMAP (θ0)] = Σpost. This is derived in appendix A,
theorem 1; we find, θ0 ∼ N (µ0,Σ0), with,
µ0 = µprior (4)
Σ0 = Σprior + Σ
2
priorΣ
−1
like. (5)
In algorithmic terms, we sample θ0 ∼ N (µ0,Σ0), then
return the MAP estimate fMAP (θ0) using the original like-
lihood distribution and prior covariance. This is repeated
and the resulting distribution of MAP solutions forms the es-
timated posterior. Figure 3 provides a demonstration of this
in a 2-D parameter space. We name this inference scheme
randomised anchored MAP sampling.
3.2. Application to Neural Networks
Consider fully-connected NNs of the usual form,
hk = ψ(hk−1Wk + bk), (6)
where hk is the output for layer k, for 1 ≤ k ≤ K and
Wk, bk are the corresponding weights and biases. ψ is
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Step 1: Set anchor noise
dist. asN (µ0,Σ0) from eq.
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Step 2: Return fMAP (θ0)
from eq. 3 with θ0 sampled
from step one.
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Step 3: Repeat steps 1 & 2
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Figure 3. Demonstration of randomised anchored MAP sampling in a 2-D parameter space.
some non-linearity. Input to the NN is denoted as x := h0,
and the final output at layer K is the prediction of the NN
yˆ := hK . We have N data points, and H hidden nodes
per layer. For regression the final activation is linear, for
classification it is a softmax.
Typically, the loss function minimised during NN training
is proportional to the negative log likelihood (NLL) - mean
squared error for regression, cross entropy for classifica-
tion. Often an L2 regularisation penalty is added to prevent
overfitting. For regression this becomes,
Lossregularise =
1
N
||y − yˆ||22 +
1
N
||Γ1/2θ||22. (7)
where y is a vector of target outputs, θ is a flattened vec-
tor of NN parameters, and Γ is a diagonal square matrix.
Readers may be more familiar with a single regularisation
coefficient, λ, but this does not allow flexibility for regular-
isation coefficients to vary per layer. We will refer to the
unregularised case, when Γ = 0, as unconstrained.
It is well-known that parameters minimising this loss can be
interpereted from a Bayesian persepective as MAP estimates
with a normal prior centered at zero (MacKay, 2005). Under
this interpretation the ith diagonal element of Γ is the ratio
of data noise of the target variable to prior variance for
parameter θi,
diag(Γ)i =
σ2
σ2priori
, (8)
with prior, P (θi) = N (0, σ2priori). Data noise, σ2 , is as-
sumed additive, normally distributed and homoskedastic.
It is straightforward to modify eq. 7 so that minimisation
returns MAP parameter estimates with priors centered at
non-zero values,
Lossanchor,j =
1
N
||y − yˆj ||22 +
1
N
||Γ1/2 · (θj − θ0,j)||22.
(9)
This is precisely the mechanism required to implement the
inference scheme derived in section 3.1. Note a subscript
has been introduced, j, with the view of an ensemble of M
NNs, 1 ≤ j ≤M , each with a distinct draw of θ0.
The challenge comes in setting the anchor noise distribution,
θ0,j ∼ N (µ0,Σ0). Eq. 4 & 5 provide analytic solutions,
but whilst the result is straightforward for µ0, evaluating Σ0
with eq. 5 is complicated by the need to know Σ−1like. Esti-
mating this for a NN is far from simple: NNs are unidentifi-
able, their likelihood variances and correlations vary greatly
across parameters, and shift during training.
This impasse can be solved in a surprising way. Our analysis
shows that ignoring the second term in eq. 5 and simply
setting Σ0 = Σprior gives an approximation of the posterior
that improves as correlations between parameters increase.
Proof of this is given in appendix A, theorem 2. We also
provide a numerical demonstration of this in appendix B,
both for linear regression and NNs.
This is a useful result because strong correlations do exist in
NNs - hence VI being criticised for making an independence
assumption (Ritter et al., 2018; Osband et al., 2018).
As the number of parameters in a NN increase, there is
an increasing probability of realising strong correlations.
This is perhaps most apparent for increased width, and
we conducted an empirical evaluation in section 5.2 that
confirms inference accuracy improves with increasing NN
width. These findings agree with a study on multicollinear-
ity (Cheng et al., 2018) [7.1]. We leave investigation of the
effect of depth to future work.
We therefore state that anchored ensembling gives a good
approximation of the true posterior for wide NNs.
3.3. Classification
Since the above was formulated in terms of distributions, the
first term of eq. 9 can be replaced with any NLL expression,
and the procedure remains valid. For classification this
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Figure 4. Comparison of loss functions for NN ensembling: an
unconstrained ensemble overfits the data (A). Adding regularisa-
tion reduces diversity in the ensemble (B). Anchored ensembling
provides a solution (C), approximating the true posterior (D).
could be cross entropy,
Lossanchor,j =
1
N
N∑
n=1
C∑
c=1
yn,c log yˆn,c,j +
1
N
||Γ1/2 · (θj − θ0,j)||22.
(10)
where yc is the class label for class c, 1 ≤ c ≤ C, and again,
θ0,j ∼ N (µprior,Σprior). Note that the interpretation of Γ
is dependent on what constant terms have been dropped in
the NLL expression. If priors are again assumed normally
distributed, for eq. 10 this is,
diag(Γ)i =
1
2σ2priori
. (11)
Appendix D algorithm 1 details the complete anchored en-
sembling procedure for both regression and classification,
including the combination of NN estimates.
3.4. Gaussian Assumption
The formal proofs above all assumed multivariate normal
distributions for prior and likelihood. Whilst this might be
acceptable for the prior, the likelihood will deviate from this
form in practise. We believe it may be possible to restate
this assumption in broader terms, since theorem 2 relies on
long skinny likelihood distributions rather than specifically
Gaussian forms, but this is a matter left to future work.
In the meantime, we note that ReLU activations produce
piecewise Gaussian likelihoods in regression problems, and
that our empirical evaluations of other activation functions,
as well as classification, produced good results.
3.5. Summary
A surprisingly simple result remains: a wide NN minimis-
ing the loss functions in eq. 9 & 10, and with θ0,j ∼
N (µprior,Σprior), provides a sample from the posterior.
It is interesting to consider eq. 9 & 10 - the first term pulls so-
lutions toward the likelihood distribution, whilst the second
term anchors them to their prior draw. The relative strength
of each is managed by the regularisation matrix. This avoids
problems encountered by alternative loss choices for an
ensemble: Regularisation produces poor results since it en-
courages all NNs to the same single solution and diversity
vanishes. Meanwhile, the unconstrained form is also inap-
propriate - although it produces diversity, no notion of prior
is maintained. Figure 4 demonstrates this.
3.6. Comparison to Prior Work
Beginning from eq. 2 and substituting standard results for
linear regression, namely, Σ−1like =
1
σ2
XTX, we find,
µMAP = (
1
σ2
XTX+Σ−1prior)
−1(
1
σ2
XTy+Σ−1priorµprior).
(12)
This was the stepping off point for both Lu et al. (2017)
and Osband et al. (2017). These works added Gaussian
noise to µprior, in addition to adding noise to y, either
by additive Gaussian noise or bootstrapping. We believe
both these schemes face problems when implemented for
a NN, because there is a single set of shared targets for all
NN parameters. The required noise is likely to vary from
parameter to parameter, but the scheme does not allow the
flexibility to do this. It is also not clear how such a scheme
could be extended to classification.
4. Implementation Questions
How many NNs does an anchored ensemble require?
Given each NN provides a single sample of the parameter
posterior distribution, it may seem that a prohibitively large
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Figure 5. As the number of NNs in an anchored ensemble increases, the predictive distribution roughly converges to that of a ReLU GP.
number of NNs are required to capture the true posterior
parameter distributions. We argue that it is equally plau-
sible to think of each NN as sampling from the posterior
distribution of the output. Given output dimensionality is
typically small, this drastically reduces the number required
to achieve good coverage of the target distribution. For
example, for regression of a single scalar modelled with a
Gaussian, 5-10 NNs provide 5-10 iid samples of a univariate
Gaussian, which for most purposes provides sufficient accu-
racy. Note that this does not increase with input dimension.
Our experiments in section 5 used 5-10 NNs per ensemble,
delivering good performance on tasks ranging from 1-10
outputs.
How wide should the NNs be?
NNs should be wide enough to induce strong correlations
between parameters. The specific width will depend on the
specific dataset. NNs used in section 5 used 50-100 nodes,
which sufficed for our purposes.
Should we initialise the NNs at anchor points?
It is convenient to draw parameter initialisations from the
anchor noise distribution, and regularise directly around
these initialised values, however, we recommend decou-
pling initialisations from anchor points. This agrees with
observations from Osband et al. (2018) [p5], and is the
reason that parameters in typical NNs are not initialised at
zero.
Can it be applied to convolutional and recurrent layers?
Theory derived in this paper has been examined only for
fully-connected NN layers - our future work will consider
how randomised MAP sampling can be applied to other
layer types. One approach used to sidestep this issue is to
interpret complex layers as feature extractors, and perform
Bayesian inference only over later fully-connected layers,
however our own experiments of this sort failed to produce
good results.
5. Results
Code for the all experiments in this section is available
online (github/TeaPearce). Further details including hyper-
parameter settings are given in appendix E.
5.1. Visual Comparison of Inference Methods
Figure 2 compares popular Bayesian inference methods in
single-layer NNs of 100 nodes with anchored ensembles on
a regression task. We used several non-linearities for which
analytical GP kernels exist - ReLU, RBF, and ERF. Leaky
ReLU is included in appendix D figure 12. Hyperparameters
for priors and data noise were shared by all methods.
GP and HMC produce ‘gold standard’ Bayesian inference.
Hence, we judge the remaining methods, which are scalable
approximations, to them. Mean-field VI was implemented
with Gaussian approximating ‘q-distributions’. It captures
extrapolation uncertainty well, but fails to discern uncer-
tainty between data points since it does not account for
correlations between parameters. MC Dropout is similar
though also fails to extrapolate uncertainty for the ERF case
- because it uses the less flexible Bernoulli q-distribution at
the output of nodes.
Anchored ensembles used 10xNNs, hence training took ten
times that of a single NN, however predictions were faster
than other methods, which all performed forward passes
using more than ten parameter samples. The predictive
distributions of anchored ensembles, although somewhat
wavy, are good approximations of GP and HMC, though
with a tendency to overestimate variance.
5.1.1. ERRONEOUS ARGUMENT
As an argument for ensembling not being Bayesian, it was
claimed that an ensemble of RBF NNs outputs zero with
high confidence when predicting far from the training data,
which is not the case for the equivalent RBF GP which is
the squared exponential (SE) kernel (Gal, 2016) [p. 27].
However, the RBF GP is not the SE kernel except in the
special case of infinite variance priors (Williams, 1996).
Figure 2, bottom left, shows the actual RBF GP for the case
of finite variance. In fact all methods output zero with high
confidence far from the data, including the GP.
5.2. Convergence Tests
Figure 5 shows the predictive distribution of an anchored
ensemble with increasing numbers of single-layer NNs com-
pared to exact inference with a ReLU GP. The distribution
grows increasingly similar to that of the GP, though a resid-
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ual difference remains: anchored ensemble’s extrapolations
are flatter and of larger variance.
Figure 6 shows a similar quantitative comparison between
anchored ensembles and a ReLU GP on the Boston dataset.
Varying both the width of the NN, and number of NNs in
the ensemble, Kullback-Leibler (KL) divergence between
the two predictive distributions was measured. Training was
done on 50% of the data, testing on the other 50%. Results
were averaged over ten runs. The ‘ideal’ line shows the
metric when posterior samples from the GP itself, rather
than anchored NNs, were used.
Increasing both NN width and number of NNs in the ensem-
ble decreases KL divergence, with little extra performance
gained by widening the NN beyond 64 nodes, and increas-
ing the ensemble size beyond 10. Some small amount of
residual difference remains even for 40 NNs of 1, 024 nodes.
Both figures suggest the posterior found by anchored en-
sembles contains some bias compared to the true posterior.
5.3. Regression Benchmarking
We benchmarked anchored ensembles on the regression
experiments introduced by Hernandez-Lobato & Adams
(2015). We additionally implemented the ReLU GP to un-
derstand the performance limit on these datasets, which has
not been done before. Negative log likelihood (NLL) is as-
sessed across ten datasets of varying size and dimensionality
for single-layer NNs.
A large number of papers report results on these bench-
marks, with no established winner - performance tends to
vary by dataset. In table 1 we list anchored ensembles, along
with the ReLU GP, alongside Deep Ensembles (Lakshmi-
narayanan et al., 2017), chosen since it is the state-of-the-art
ensemble method, competitive with non-ensemble methods.
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Figure 6. Predictive distribution of an anchored ensemble con-
verges to a ReLU GP’s as width of the NN, and number in en-
semble, increase. Boston dataset. Error bars ±1 Standard Error.
Table 1. NLL regression benchmark results. See appendix C for
RMSE and variants of our method. Mean ±1 standard error.
Deep Ens. Anch. Ens. ReLU GP1
σˆ2 State-Of-Art Our Method Gold Standard
High Epistemic Uncertainty
Energy 1e-7 1.38 ± 0.22 0.96 ± 0.13 0.86 ± 0.02
Naval 1e-7 -5.63 ± 0.05 -7.17 ± 0.03 -10.05 ± 0.02
Yacht 1e-7 1.18 ± 0.21 0.37 ± 0.08 0.49 ± 0.07
Equal Epistemic & Aleatoric Uncertainty
Kin8nm 0.02 -1.20 ± 0.02 -1.09 ± 0.01 -1.22 ± 0.01
Power 0.05 2.79 ± 0.04 2.83 ± 0.01 2.80 ± 0.01
Concrete 0.05 3.06 ± 0.18 2.97 ± 0.02 2.96 ± 0.02
Boston 0.08 2.41 ± 0.25 2.52 ± 0.05 2.45 ± 0.05
High Aleatoric Uncertainty
Protein 0.5 2.83 ± 0.02 2.89 ± 0.01 *2.88 ± 0.00
Wine 0.5 0.94 ± 0.12 0.95 ± 0.01 0.92 ± 0.01
Song 0.7 3.35 ± NA 3.60 ± NA **3.62 ± NA
1 For comparison only (not a scalable method). * Trained on 10, 000 rows of data. ** Trained
on 20, 000 rows of data, tested on 5, 000 data points.
An anchored ensemble of 5xNNs performed slightly worse
than the GP. Ordering results according to the level of es-
timated data noise, σˆ2 , shows a clear pattern - anchored
ensembles excels in datasets with low data noise, whilst
for high data noise, Deep Ensembles holds an advantage.
This is because for low σˆ2 , the main source of uncertainty is
epistemic. For high σˆ2 , aleatoric uncertainty is of primary
importance. Both GP and anchored ensembles specialise
in modelling epistemic uncertainty, and assume a constant
amount of aleatoric uncertainty. Deep Ensembles, on the
other hand, aims to model both, with extra parameters ded-
icated to modelling heteroskedastic aleatoric uncertainty,
and use of a more complex loss function.
On the three high epistemic uncertainty datasets, anchored
ensembes surpasses state-of-the-art results reported for Prob-
abilistic Backpropagation, MC Dropout, and Stochastic Gra-
dient HMC (Mukhoti et al., 2018). In appendix C we pro-
vide results for variants of our method, including increased
ensemble size, two-layer NNs, and the ERF GP kernel.
5.4. Image Classification
Classification uncertainties were tested on Fashion MNIST.
Three-layer NNs of 100 hidden nodes were trained on eight
of the ten clothing classes. The confidence of predictions
on novel data categories not seen during training was then
assessed. Table 2 shows examples of the categories - the two
held out classes, trousers & sneakers (edge cases), CIFAR-
10 images & MNIST digits (OOD), various rotations and
inversions (natural adversarial), and high magnitude noise
(Gaussian & Bernoulli) designed to fall into extrapolation
regions of the input space (pure adversarial).
An uncertainty-aware NN should make predictions of de-
creasing confidence as it is asked to predict on data further
from the distribution seen during training. Table 2 records
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Table 2. NNs were trained on Fashion MNIST, then asked to pre-
dict on a variety of data categories not seen during training - exam-
ples below. The table shows proportion of predictions that were of
high confidence (≥ 90%), e.g. 1xNN made high confidence pre-
dictions 66% of the time on training data. Lower is better. Mean
over five runs.
Train Edge OOD Natural Adv. Pure Adv.
– Train – – Edge – – OOD – Natural Adv. Pure Adv.
1xNN Reg. 0.660 0.584 0.152 0.429 0.364
5xNNs Uncons. 0.733 0.581 0.203 0.364 0.045
5xNNs Reg. 0.634 0.429 0.094 0.342 0.143
5xNNs Anch. 0.631 0.452 0.053 0.246 0.006
the proportion of high confidence predictions (defined as a
softmax output class being≥ 90%) made by various systems
- a single regularised NN, and ensembles of 5xNNs using
unconstrained, regularised, and anchored loss functions.
Whilst all methods predict with similar confidence on the
training data, confidence differs greatly for other data cat-
egories, with anchored ensembles generally producing the
most conservative predictions. Note that it should not be
expected that a method score zero on the edge and natural
adversarial data - sneakers are easily confused with boots,
and rotated bags can still look like bags.
Anchored ensembling is highly resistant to pure adversarial
examples. Compared to a single regularised NN, it reduced
overconfident predictions on these by 98%, on OOD data
by 65%, and on natural adversarial examples by half - sig-
nificant in light of recent work (Alcorn et al., 2018).
These results suggest that the properties observed in the
toy example of figure 4 apply to more complex settings.
Appendix C.2 provides a full breakdown of results, as well
as entropy metrics.
5.5. Uncertainty-Aware Reinforcement Learning
An anchored ensemble of 5xNNs, each with two hidden
layers, was trained to complete a discretised version of
FetchPush - an agent controls a robotic arm, with rewards
received when a randomly placed cube is pushed to a goal.
We used Bayesian Q-learning (Dearden et al., 1998), sim-
ilar to regular Q-learning, but with Q-values modelled as
distributions rather than point estimates - the wider the dis-
tribution, the less certain the agent. This is beneficial both
to drive the exploration/exploitation process via Thompson
sampling, and for identifying OOD examples.
Figure 7 shows the agent’s awareness of its uncertainty. Af-
ter training for 40, 000 episodes, its confidence over actions
was plotted for three scenarios: A) Cube and goal are in posi-
tions often encountered during training, the agent has learnt
that it must move the arm left - the narrow distributions with
significantly different means reflect its confidence in this.
B) The goal has already been achieved - narrow overlapping
distributions with higher means. C) A peculiar goal position
that has never been encountered - the broad distributions
over all actions reflect its high uncertainty.
6. Conclusion
This paper considered a method to produce Bayesian be-
haviour in NN ensembles. We developed a new variant
of randomised MAP sampling, anchored ensembling, and
applied it to NNs both for regression and classification tasks.
Most appealing is the method’s practicality, requiring five
to ten NNs trained in the usual manner, with parameters
regularised around values drawn from a prior distribution.
For wide NNs, this produces an approximate sample from
the posterior predictive distribution.
On regression benchmarking experiments, state-of-the-art
performance was achieved on tasks where epistemic uncer-
tainty was of primary importance. On image classification
tasks, compared to a single NN, anchored ensembling re-
duced overconfident predictions on OOD data by 65%, and
on certain types of adversarial data by 98%.
A. Clear optimal action 10 20 30 40
Pred. Q-value
Right
Left
Bwd
Fwd
B. Goal achieved 10 20 30 40
Pred. Q-value
C. Never seen before 10 20 30 40
Pred. Q-value
Figure 7. Anchored ensembling creates uncertainty-aware agents.
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Appendix to
Uncertainty in Neural Networks: Bayesian Ensembling
A. Proofs
Theorem 1. Assume that the joint likelihood of model parameters, and their priors, follow a multivariate normal distribution,
and that there exists a mechanism by which MAP parameter estimates can be returned. The below inference scheme provides
a consistent estimator of the Bayesian posterior.
Proof. Consider prior and (normalised) likelihood distributions, both multivariate normal,
P (θ) = N (µprior,Σprior) (13)
P (D|θ) = N (µlike,Σlike) (14)
with posterior calculated by Bayes rule,
P (θ|D) = P (D|θ)P (θ)
P (D) ∝ N (µprior,Σprior) · N (µlike,Σlike) (15)
Standard Result 1: (§8.1.8, The Matrix Cookbook, 2008)
If both prior and likelihood are multivariate normal, the posterior is also normal and available in closed form,
P (θ|D) = N (µpost,Σpost), (16)
Σpost = (Σ
−1
prior + Σ
−1
like)
−1, (17)
µpost = ΣpostΣ
−1
priorµprior + ΣpostΣ
−1
likeµlike. (18)
We now introduce an anchor noise distribution which we enforce as multivariate normal,
θ0 ∼ P (θ0) = N (µ0,Σ0). (19)
This is used as described in the text so that samples are taken from the anchor noise distribution, then the prior is centred at
each sample,
P (θ) = N (θ0,Σprior), (20)
where Σprior is unchanged from eq. 13.
Denote fMAP (θ0) as the MAP estimates given this prior and the original likelihood from eq. 14.
We must show three things regarding fMAP (θ0):
• that its distribution is multivariate normal - denote mean and covariance µMAPpost ,ΣMAPpost ,
P (fMAP (θ0)) = N (µMAPpost ,ΣMAPpost ), (21)
• that µ0 & Σ0 can be selected in such a way that the mean of the distribution is equal to that of the original posterior
µMAPpost = µpost, (22)
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• and also so that the covariance of the distribution is equal to that of the original posterior
ΣMAPpost = Σpost. (23)
We make use of the following standard result.
Standard Result 2: (§8.1.4, The Matrix Cookbook 2008)
For a random variable, x, normally distributed, and with an affine transformation applied,
x ∼ N (µc,Σc), (24)
y = Ax+ b, (25)
y will also be normally distributed as follows,
y ∼ N (Aµc + b,AΣcAT ). (26)
Consider a single sample from the initialising distribution, θ∗0, that is adopted by the prior as,
N (θ∗0,Σprior). (27)
Denote θ∗post as the MAP parameter estimate of the posterior formed by this prior and the likelihood in eq. 14. We have
already seen that the posterior is also normally distributed, and its mean, which is also the MAP estimate, is given by
combining eq. 17, 18 & 27,
θ∗post = (Σ
−1
prior + Σ
−1
like)
−1Σ−1priorθ
∗
0 + (Σ
−1
prior + Σ
−1
like)
−1Σ−1likeµlike. (28)
Defining for convenience,
A1 = (Σ
−1
prior + Σ
−1
like)
−1Σ−1prior, (29)
b1 = (Σ
−1
prior + Σ
−1
like)
−1Σ−1likeµlike, (30)
this becomes,
θ∗post = A1θ
∗
0 + b1, (31)
which is the same form as eq. 25. Hence, from Standard Result 2, if θ∗0 is normally distributed, θ
∗
post will also be normally
distributed.
Regarding the mean of θ∗post , we have,
E[θ∗post] = E[A1θ∗0 + b1] (32)
= A1E[θ∗0] + b1. (33)
By choosing the anchor noise distribution to be centred about the original prior,
E[θ∗0] = E[θprior] = µprior, (34)
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we have,
E[θ∗post] = ΣpostΣ
−1
priorµprior + ΣpostΣ
−1
likeµlike, (35)
which is consistent with eq. 18 and proves that the means of the distributions are aligned.
Finally we consider the variance of θ∗post, which we wish to equal Σpost by choosing Σ0. Using the form from eq. 31 we
find,
Var[θ∗post] = Var[A1θ∗0 + b1] (36)
= A1Var[θ∗0]AT1 = A1Σ0AT1 (37)
We require the following result,
A1Σ0A
T
1 = Σpost = (Σ
−1
prior + Σ
−1
like)
−1. (38)
Denoting, C := Σ−1prior + Σ
−1
like, remembering that A1 is symmetric (so transposes may be ignored) and rearranging,
Σ0 = A1
−1C−1A1−1 (39)
Noting that A1 = C−1Σ−1prior,
= (C−1Σ−1prior)
−1C−1(C−1Σ−1prior)
−1. (40)
= ΣpriorCC
−1ΣpriorC (41)
= Σ2priorC (42)
which gives the result required for the covariances to be aligned,
Σ0 = Σprior + Σ
2
priorΣ
−1
like. (43)
Bayesian Ensembling
Theorem 2. As correlation between model parameters increases, anchored ensembling gives an increasingly accurate
approximation of the true posterior, when the anchor noise distribution is set equal to the prior, µ0 = µprior and
Σ0 = Σprior.
Proof. In theorem 1 we saw that means of the anchored posterior and analytical posterior will be aligned provided,
µ0 = µprior. This theorem therefore only requires we show that the covariances are equal, ΣMAPpost ≈ Σpost when parameters
are highly correlated.
Begin by restating the analytical form for the Bayesian posterior from eq. 17,
Σpost = (Σ
−1
prior + Σ
−1
like)
−1. (44)
We can also derive, analytically, the posterior covariance found through anchored ensembling, which we denote, ΣMAPpost .
First recall eq. 38,
ΣMAPpost = A1Σ0A
T
1 , (45)
where,
A1 = (Σ
−1
prior + Σ
−1
like)
−1Σ−1prior. (46)
Substituting this in to eq. 45 and setting Σ0 = Σprior, we have,
ΣMAPpost = (Σ
−1
prior + Σ
−1
like)
−1Σ−1priorΣprior((Σ
−1
prior + Σ
−1
like)
−1Σ−1prior)
T , (47)
which can be simplified by ignoring transposes (since all matrices are covariance matrices and therefore symmetric),
ΣMAPpost = (Σ
−1
prior + Σ
−1
like)
−2Σ−1prior = Σ
2
postΣ
−1
prior. (48)
We cannot directly consider the case of perfect multicollinearity since the likelihood covariances become singular, but we
can consider approaching this limit. If parameters in a model occupy the same role in a model, they are strongly negatively
correlated - i.e. an increase in one is compensated for by a decrease in the other. Their likelihood covariance is of the below
form (shown for a matrix of dimension n = 2),
Σlike =
[
p1 −(p1 − 1)
−(p1 − 1) p1
]
(49)
where p1 is some large value and 1 tends to zero as the parameters become perfectly correlated. Note we consider a
persymmetric likelihood here, though this is easily generalised. The inverse is then given by,
Σ−1like =
1
p21 − (p1 − 1)2
[
p1 (p1 − 1)
(p1 − 1) p1
]
=
[
p2 (p2 − 2)
(p2 − 2) p2
]
(50)
for some other large value, p2, and small value, 2.
To do the inversion required by eq. 44 we can use the Sherman–Morrison formula, which computes the inverse of the sum
of an invertible matrix, A, and an outer product of two vectors, u, v. The standard result is as follows,
(A+ uvT )−1 = A−1 − A
−1uvTA−1
1 + vTA−1u
. (51)
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To apply it to eq. 44, we first assign A = Σ−1prior =
1
λ I, which we will assume is isotropic for convenience (although the
theorem does not depend on this). Assuming 2 is negligible, we will model Σ−1like ≈ pJ , for some large scalar p, and a ones
matrix, J . We have, uvT = pJ , where u = v =
√
p · j, where j is a ones vector, [1, ..., 1].
We now substitute these values into eq. 51,
Σpost = λI− λ
2pJ
1 + λpn
(52)
= λI− λJ1
pλ + n
(53)
noting that 1pλ ≈ 0, we have an alternative form for our analytical posterior covariance,
Σpost = λI− λ
n
J (54)
Returning now to ΣMAPpost in eq. 48,
ΣMAPpost = Σ
2
postΣ
−1
prior (55)
= (λI− λ
n
J)(λI− λ
n
J)Σ−1prior (56)
= (λ2I− 2λ
2
n
J +
λ2
n2
J2)
1
λ
I (57)
= λI− 2λ
n
J +
λ
n2
J2 (58)
noting Jk = nk−1J ,
= λI− 2λ
n
J +
λ
n
J (59)
= λI− λ
n
J (60)
which is equal to eq. 54, and hence we have shown ΣMAPpost = Σpost when variables are perfectly correlated.
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B. Approaching Perfect Correlations: Numerical Examples of Theorem 2
This section presents numerical examples demonstrating theorem 2.
B.1. Linear Regression
We consider parameter posteriors in a linear regression model as parameters become increasingly correlated.
We wish to verify several things from theorem 2.
• Check that approximations for Σlike and Σ−1like in eq. 49 & 50 hold.
• Compare results for the anlaytical posterior covariance, Σpost, with that predicted by theorem 2 eq. 54.
• Check that the anchored and analytical posterior covariances converge, Σpost ≈ ΣMAPpost , as parameters become
perfectly correlated.
Consider 2-D data, X , generated according to, X ∼ N ([0, 0],Σgenerate), with,
Σgenerate =
[
1 1− 
1−  1
]
, (61)
and targets given by, y = 12X1 +
1
2X2 + noise, with, noise ∼ N (0, 0.12).
We will consider a regression model, yˆ = θ1X1 + θ2X2, where θ1 and θ2 are unknown, and we wish to find their posterior
distributions. Their priors are centered at zero, and Σprior = 12 · I.
We now consider varying  in eq. 61, to create increasingly strong correlations between θ1 and θ2. We plot the data generated,
as well as draws from anchored and analytical posterior. We also print out the exact matrices for Σlike,Σ−1like,Σpost,Σ
MAP
post .
B.1.1. NO CORRELATIONS,  = 1.0
Σlike =
[
1.802e− 03 −9.903e− 05
−9.903e− 05 1.391e− 03
]
Σ−1like =
[
556.943 39.631
39.631 721.325
]
Σpost =
[
1.796e− 03 −9.840e− 05
−9.840e− 05 1.387e− 03
]
ΣMAPpost =
[
6.471e− 06 −6.266e− 07
−6.266e− 07 3.871e− 06
]
−2 −1 0 1
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Figure 8. Left: Generated data. Right: Draws from prior (red), the posterior distributions found through analytical inference (blue), and
anchored ensembling (green).  = 1.0. The anchored posterior underestimates covariance since parameters are uncorrelated.
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B.1.2. STRONG CORRELATIONS,  = 0.01
Σlike =
[
0.076 −0.077
−0.077 0.08
]
Σ−1like =
[
574.544 553.586
553.586 545.904
]
Σpost =
[
0.058 −0.059
−0.059 0.061
]
ΣMAPpost =
[
0.014 −0.014
−0.014 0.014
]
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Figure 9. As for figure 8 with  = 0.01. Anchored posterior now appears a reasonable approximation of the analytical posterior.
B.1.3. VERY STRONG CORRELATIONS,  = 0.0001
Σlike =
[
15.676 −15.672
−15.672 15.672
]
Σ−1like =
[
262.866 262.865
262.865 262.927
]
Σpost =
[
0.247 −0.245
−0.245 0.247
]
ΣMAPpost =
[
0.242 −0.242
−0.242 0.242
]
−1 0 1
X 1
−1.5
−1.0
−0.5
0.0
0.5
1.0
1.5
X
2
−2 −1 0 1 2
Param 1
−2
−1
0
1
2
P
ar
am
2
Figure 10. As for figure 8 with  = 0.0001. Anchored and analytical posterior distributions have roughly converged.
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B.1.4. SUMMARY
Things to note:
• The approximate matrices assumed in theorem 2 for Σlike and Σ−1like appear to hold.
• Eq. 54 predicts,
Σidealpost = λI−
λ
n
J = 0.5I− 0.5
2
J =
[
0.25 −0.25
−0.25 0.25
]
which we find is close to Σpost when  = 0.0001.
• Also when  = 0.0001, ΣMAPpost ≈ Σpost.
• Although the anchored posterior underestimates the covariance when  = 0.01, visually it still appears a reasonable
approximation, and favourable to, say, mean-field VI.
Bayesian Ensembling
B.2. Neural Networks
Section 3.2 stated that increasing NN width, H , would lead to increasing probabilities of strong correlations between
parameters and hence, according to theorem 2, setting Σ0 = Σprior allows randomised anchored MAP sampling to recover
the true posterior.
In this section we provide a numerical example of where strong correlations do exist in a NN, and show that anchored
ensembling does recover the true posterior when Σ0 = Σprior.
We consider finding the posterior of final layer weights in a simple single layer ReLU NN of two hidden nodes for a
regression problem with two data points. (Choosing the final layer weights for our analysis allows analytical equations
associated with linear regression to be used, simplifying our analysis.)
Data noise variance is, noise ∼ N (0, 0.12). Data points and NN parameters are given as follows, W1 =
[[−0.8], [−0.4]],b1 = [−1, 0.1],X = [[−5], [5]],y = [0, 0]. We set prior means to zero, with isotropic covariance ac-
cording to 1/H ,
Σprior =
[
0.5 0.0
0.0 0.5
]
Figure 11 illustrates our set up. The point where hidden nodes becomes greater than zero (the elbow points of ReLU units)
for both nodes falls in between the two data points, and the active half of the output is also shared, so that the final layer
weights are perfectly correlated.
As for the previous section, we print out matrices of interest,
Σlike =
[−6.89e+ 13 9.85e+ 13
9.85e+ 13 −1.40e+ 14
]
Σ−1like =
[
90.0 63.0
63.0 44.1
]
Σpost =
[
0.169 −0.231
−0.231 0.338
]
ΣMAPpost =
[
0.165 −0.235
−0.235 0.336
]
We are unable to use eq. 54 to predict Σpost since the likelihood is not persymmetric, however the point of this example is to
show that ΣMAPpost ≈ Σpost.
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Figure 11. Left: Single layer NN of two hidden nodes used. Middle: Draws in parameter space for prior, analytical posterior and anchored
posterior. Right: Posterior predictive distribution - dashed red lines are elbows of ReLU units.
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C. Further Results
C.1. Regression Benchmarking
Tables 3 & 4 show all experiments we ran on the regression benchmarking datasets. The below discussion focuses on NLL
results in table 4.
ERF GP refers to the equivalent GP for an infinite width, single-layer BNN with ERF activations. It was tuned and
implemented as for the ReLU GP. We were interested to discover how different activation functions would affect uncertainty
estimates, since they impose differing assumptions about the uncertainty ‘shape’. In general the ReLU GP performed better
than the ERF GP, with some exceptions, such as for Wine. The target variable for Wine is ordinal, containing five factors, it
is therefore understandable that the ReLU GP, which extrapolates linearly, is at a slight disadvantage.
10x 50 NNs refers to an anchored ensemble of ten NNs with 50 hidden nodes. We find that these results fall in between the
5x 50 NNs and the ReLU GP. This agrees with the convergence analysis done in section 5.2.
We also implemented an anchored ensemble of five two-layer NNs, 5x 50-50 NNs. Even with minimal hyperparameter
tuning (section E) we found an extra layer gave a performance boost over the 5x 50 NNs. We expect with more careful
tuning this margin would increase.
Single 50 NN refers to a single regularised NN, of one hidden layer with 50 hidden nodes, for which we used a constant value
of predictive variance. Although this performs poorly in several cases, e.g. Boston and Yacht, the results are surprisingly
close to those achieved by both our method and Deep Ensembles, even surpassing them on the Energy dataset. A method
outputting constant predictive variance should not perform well in experiments designed to test uncertainty quantification,
and this raises questions over the validity of the benchmarks.
Table 3. Variants of our method on benchmark regression datasets, RMSE.
RMSE
N D ReLU GP ERF GP 5x 50 NNs 10x 50 NNs 5x 50-50 NNs Single 50 NN
Boston 506 13 2.86 ± 0.16 2.94 ± 0.18 3.09 ± 0.17 3.09 ± 0.17 3.00 ± 0.18 3.40 ± 0.20
Concrete 1,030 8 4.88 ± 0.13 5.21 ± 0.12 4.87 ± 0.11 4.73 ± 0.11 4.75 ± 0.12 5.17 ± 0.13
Energy 768 8 0.60 ± 0.02 0.78 ± 0.03 0.35 ± 0.01 0.34 ± 0.01 0.40 ± 0.01 0.40 ± 0.01
Kin8nm 8,192 8 0.07 ± 0.00 0.08 ± 0.00 0.07 ± 0.00 0.07 ± 0.00 0.06 ± 0.00 0.07 ± 0.00
Naval 11,934 16 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Power 9,568 4 3.97 ± 0.04 3.94 ± 0.04 4.07 ± 0.04 4.07 ± 0.04 4.03 ± 0.04 4.23 ± 0.04
Protein 45,730 9 4.34 ± 0.02 4.23 ± 0.02 4.36 ± 0.02 4.34 ± 0.02 4.23 ± 0.02 4.56 ± 0.02
Wine 1,599 11 0.61 ± 0.01 0.60 ± 0.01 0.63 ± 0.01 0.62 ± 0.01 0.62 ± 0.01 0.64 ± 0.01
Yacht 308 6 0.60 ± 0.08 1.48 ± 0.15 0.57 ± 0.05 0.54 ± 0.05 0.85 ± 0.08 0.81 ± 0.07
Song Year 515,345 90 9.01 ± NA 8.90 ± NA 8.82 ± NA 8.82 ± NA 8.66 ± NA 8.77 ± NA
Table 4. Variants of our method on benchmark regression datasets, NLL.
NLL
σˆ2 ReLU GP ERF GP 5x 50 NNs 10x 50 NNs 5x 50-50 NNs Single 50 NN
Boston 0.08 2.45 ± 0.05 2.46 ± 0.05 2.52 ± 0.05 2.50 ± 0.05 2.50 ± 0.07 2.70 ± 0.05
Concrete 0.05 2.96 ± 0.02 3.06 ± 0.02 2.97 ± 0.02 2.94 ± 0.02 2.94 ± 0.02 3.08 ± 0.03
Energy 1e-7 0.86 ± 0.02 1.06 ± 0.03 0.96 ± 0.13 0.52 ± 0.06 0.61 ± 0.07 0.57 ± 0.03
Kin8nm 0.02 -1.22 ± 0.01 -1.17 ± 0.00 -1.09 ± 0.01 -1.16 ± 0.01 -1.25 ± 0.01 -1.17 ± 0.01
Naval 1e-7 -10.05 ± 0.02 -9.66 ± 0.04 -7.17 ± 0.03 -7.29 ± 0.02 -7.08 ± 0.13 -6.58 ± 0.04
Power 0.05 2.80 ± 0.01 2.79 ± 0.01 2.83 ± 0.01 2.83 ± 0.01 2.82 ± 0.01 2.86 ± 0.01
Protein 0.5 2.88 ± 0.00 2.86 ± 0.00 2.89 ± 0.01 2.88 ± 0.01 2.86 ± 0.01 2.94 ± 0.00
Wine 0.5 0.92 ± 0.01 0.91 ± 0.01 0.95 ± 0.01 0.94 ± 0.01 0.94 ± 0.01 0.97 ± 0.01
Yacht 1e-7 0.49 ± 0.07 1.50 ± 0.13 0.37 ± 0.08 0.18 ± 0.03 0.04 ± 0.08 1.50 ± 0.02
Song Year 0.7 3.62 ± NA 3.61 ± NA 3.60 ± NA 3.60 ± NA 3.57 ± NA 3.59 ± NA
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C.2. Fashion MNIST
Table 5 provides a breakdown of results from the image classification test in section 5.4. Also included are results for
entropy, where high entropy represents high uncertainty. These correlated strongly with the proportion metrics.
Table 5. Fashion MNIST results: proportion of predictions made with≥ 90% probability, and entropy of predicted categorical distribution.
Also shown is relative advantage (percentage change) for each method compared to anchored ensembles. Averaged over five runs/random
seeds, mean ± 1 standard error. Best result in blue. All models achieved 88-89% accuracy.
——-Edge Cases——- —Out-of-distribution— ————Natural Adversarial———— —Pure Adversarial—
Train Sneaker Trouser CIFAR MNIST Rotate Flip Invert Noise Sparse
Proportion ≥ 90% (smaller better)
reg 1xNN 0.660 ± 0.006 0.739 ± 0.056 0.429 ± 0.047 0.143 ± 0.008 0.160 ± 0.007 0.609 ± 0.007 0.330 ± 0.009 0.349 ± 0.015 0.271 ± 0.007 0.456 ± 0.006
free 5xNN 0.733 ± 0.001 0.781 ± 0.015 0.380 ± 0.030 0.301 ± 0.013 0.104 ± 0.010 0.571 ± 0.011 0.300 ± 0.011 0.222 ± 0.052 0.042 ± 0.005 0.048 ± 0.003
reg 5xNN 0.634 ± 0.002 0.589 ± 0.054 0.269 ± 0.020 0.115 ± 0.004 0.072 ± 0.007 0.556 ± 0.007 0.256 ± 0.012 0.213 ± 0.002 0.112 ± 0.005 0.174 ± 0.005
anc 5xNN 0.631 ± 0.002 0.578 ± 0.049 0.325 ± 0.037 0.065 ± 0.002 0.041 ± 0.002 0.497 ± 0.003 0.215 ± 0.005 0.025 ± 0.010 0.006 ± 0.001 0.006 ± 0.001
Proportion Relative Advantage
1xNN Reg. to 5xNN Anch. -4.4% -21.8% -24.2% -54.5% -74.4% -18.4% -34.8% -92.8% -97.8% -98.7%
5xNN Uncons. to 5xNN Anch. -13.9% -26.0% -14.5% -78.4% -60.6% -13.0% -28.3% -88.7% -85.7% -87.5%
5xNN Reg. to 5xNN Anch. -0.5% -1.9% 20.8% -43.5% -43.1% -10.6% -16.0% -88.3% -94.6% -96.6%
Entropy (larger better)
1xNN Reg. 0.328 ± 0.005 0.253 ± 0.043 0.575 ± 0.050 1.176 ± 0.010 0.984 ± 0.015 0.484 ± 0.008 0.713 ± 0.009 0.836 ± 0.035 0.808 ± 0.010 0.580 ± 0.008
5xNN Uncons. 0.230 ± 0.001 0.161 ± 0.010 0.535 ± 0.021 0.688 ± 0.009 1.016 ± 0.021 0.453 ± 0.011 0.685 ± 0.011 0.573 ± 0.037 1.036 ± 0.014 0.992 ± 0.012
5xNN Reg. 0.352 ± 0.001 0.365 ± 0.039 0.707 ± 0.019 1.239 ± 0.009 1.161 ± 0.012 0.564 ± 0.008 0.807 ± 0.017 1.014 ± 0.014 1.048 ± 0.008 0.919 ± 0.009
5xNN Anch. 0.349 ± 0.001 0.327 ± 0.034 0.623 ± 0.042 1.251 ± 0.011 1.295 ± 0.013 0.624 ± 0.006 0.868 ± 0.002 1.098 ± 0.035 1.238 ± 0.013 1.191 ± 0.014
Entropy Relative Advantage
1xNN Reg. to 5xNN Anch. 6.4% 29.2% 8.3% 6.4% 31.6% 28.9% 21.7% 31.3% 53.2% 105.3%
5xNN Uncons. to 5xNN Anch. 51.7% 103.1% 16.4% 81.8% 27.5% 37.7% 26.7% 91.6% 19.5% 20.1%
5xNN Reg. to 5xNN Anch. -0.9% -10.4% -11.9% 1.0% 11.5% 10.6% 7.6% 8.3% 18.1% 29.6%
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D. Additional Material
D.1. Plots
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Figure 12. Predictive distributions produced by various inference methods (columns) with leaky ReLU activations in wide single-layer
NNs: data and ordering of methods are as for figure 2.
D.2. Algorithms
Algorithm 1 Implementing anchored ensembles
Input: Training data, X & Y, test data point, x∗, prior mean and covariance, µprior, Σprior, ensemble size, M , data
noise variance estimate, σˆ2 (regression only).
Output: Estimate of mean and variance, yˆ, σˆ2y for regression, or class probabilities, yˆ for classification.
# Set regularisation matrix, eq. 8 for regression, eq. 11 for classification
Γ ⇐ σˆ2Σ−1prior OR Γ ⇐ 12Σ−1prior
# Create ensemble
for j = 1 to M
µ0 ⇐ µprior,Σ0 ⇐ Σprior
Sample θj,0 from N (µ0,Σ0)
NNj .create(Γ, θj,0) # Create custom regulariser
NNj .initialise() # Initialisations independent of θj,0
# Train ensemble
for j = 1 to M
NNj .train(X,Y), loss in eq. 9 or eq. 10
# Predict with ensemble
for j = 1 to M
yˆj ⇐ NNj .predict(x∗)
# Regression - combine ensemble estimates
yˆ = 1M
∑M
j=1 yˆj , # Mean prediction
σˆ2model =
1
M−1
∑M
j=1(yˆj − yˆ)2 # Epistemic var.
σˆ2y = σˆ
2
model + σˆ
2
 # Total var. = epistemic + data noise
# Classification - combine ensemble estimates
yˆ = 1M
∑M
j=1 yˆj ,
σˆ2y = None # N/A for classification
return yˆ, σˆ2y
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E. Experimental Details
E.1. Introduction to Anchored Ensembles
Experimental details for figure 1 are as follows.
Six randomly generated data points were used.
Hyperparameters: activation = ERF, σ2 = 0.003, b1 variance = 1, W1 variance = 1, H = 100, M = 3 (number of ensembles),
optimiser = adam, epochs = 400, learning rate = 0.005.
E.2. Panel of Inference Methods
Experimental details for figure 2 are as follows.
Same six data points were used for all methods and activation functions, generated by y = x sin(5x), evaluated at, [-0.8,
-0.1, 0.02, 0.2, 0.6, 0.8].
Hyperparameters: b1 variance = 10, W1 variance = 10, H = 100, M = 10, epochs= 4,000, σ2 = 0.001, leaky ReLU α = 0.2,
optimiser = adam, MC Dropout probability = 0.4, MC Dropout samples = 200, HMC step size = 0.001, HMC no. steps =
150, HMC burn in = 500, HMC total samples = 1000, HMC predict samples = 50, VI predict samples = 50, VI iterations =
2000, VI gradient samples = 200.
The RBF case is of slightly different form than that given in eq. 6. Adopting notation used in Williams (1996), we used U
variance = 2, g variance = 0.5 (with g parameters untrainable).
E.3. Ensembling Loss Functions
Experimental details for figure 4 are as follows.
E.3.1. REGRESSION
Generated X by sampling 20 points linearly spaced from the interval [-1.5, 1.5], y = sin(2x) +  with  ∼ N (0, 0.22). The
y value corresponding to the largest x value was shifted -0.4 to produce a slight outlier.
Sub-plot A was trained via mean square error, B was regularised, C was anchored. D shows a ReLU GP.
Hyperparameters: activation = ReLU, σ2 = 0.08, b1 variance = 10, W1 variance = 10, H = 1000, optimiser = adam, epochs
= 2,000, learning rate = 0.003, M = 10, hidden layers = 1.
E.3.2. CLASSIFICATION
Generated X using sklearn’s ‘make blobs’ function, n samples = 30.
Sub-plot A was trained via mean square error, B was regularised, C was anchored. D shows inference with HMC.
Hyperparameters: activation = ReLU, b1 variance = 15/2, W1 variance = 15/2, b2 variance = 1/50, W2 variance = 1/50, W3
variance = 10/50, H = 50, optimiser = adam, epochs = 100, learning rate = 0.001, M = 10, hidden layers = 2.
E.4. 1-D Convergence Plots
Experimental details for figure 5 are as follows.
Data as in section E.2 was used, with M = [3,5,10,20].
Hyperparameters: activation = ReLU, σ2 = 0.001, b1 variance = 20, W1 variance = 20, H = 100, optimiser = adam, epochs
= 4,000, learning rate = 0.005.
E.5. KL Convergence Results
Experimental details for figure 6 are as follows.
The Boston Housing dataset was used, with 50% of data used for training, and testing on the other 50%.
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Hyperparameters: activation = ReLU, σ2 = 0.1, b1 variance = 2, W1 variance = 2, H = [4, 16, 64, 256, 1024], M =
[3,5,10,20,40], optimiser = adam, no. runs = 10, epochs = 1,000, learning rate = 0.001 when H < 20 else learning rate =
0.0002.
E.6. Regression Benchmarking Experiments
We complied with the established protocol (Herna´ndez-Lobato & Adams, 2015). Single-layer NNs of 50 nodes were used,
experiments repeated 20 times with random train/test splits of 90%/10%. The larger Protein and Song datasets allow 100
node NNs, and were repeated five and one time respectively.
The hyperparameter tuning process and final settings for experiments in table 1, 3 & 4 are as follows.
E.6.1. HYPERPARAMETER TUNING
Hyperparameter tuning was done on a single train/validation split of 80%/20%. We found it convenient to begin by tuning
data noise variance and prior variances. We restricted the prior variance search space by enforcing,
W1variance =
b1variance
D
, (62)
and W2 variance = 1/H . We therefore had only two hyperparameters to optimise initially: b1 variance and σ2 . We did this
with the GP model, using grid search, maximising marginal log likelihood over the training portion, and minimising NLL of
the validation portion. For the larger datasets, when inference over the 80% training portion was too slow, we reduced the
training split to 2,000 data points.
Hyperparameters for priors and data noise estimates were shared between the GP and anchored ensembles. Hyperparameters
requiring tuning specifically for anchored ensembles were batch size, learning rate, number of epochs and decay rate. This
was done on the same 80%/20% split used to select data noise and prior variance. We used random search, directed by our
knowledge of the optimisation process (e.g. a lower learning rate requires more epochs to converge), minimising NLL on
the validation portion.
We did not retune hyperparameters from scratch for the double layer NN (5x 50-50 NNs). We used settings as for the
single-layer NNs (5x 50 NNs), but divided learning rate by 4, and multiplied epochs by 1.5.
For the single regularised NN with constant noise, we again used hyperparameters as for the single-layer ensemble (5x 50
NNs), tuning only the constant amount of variance to be added on the same 80%/20% split.
E.6.2. HYPERPARAMETER SETTINGS
Table 6 provides the key hyperparameters used. The adam optimiser was used for all experiments. ReLU activations were
used for all except the ERF GP (prior variance was separately tuned for this, values aren’t given in the table).
Table 6. Hyperparameters used for regression benchmark results.
N Batch Size Learn Rate σˆ2 b1 variance W1 variance No. Epochs Decay Rate Single NN var.
Boston 506 64 0.05 0.06 10 0.77 3000 0.995 0.45
Concrete 1,030 64 0.05 0.05 40 5.00 2000 0.997 0.28
Energy 768 64 0.05 1e-7 12 1.50 2000 0.997 0.03
Kin8nm 8,192 256 0.10 0.02 40 5.00 2000 0.998 0.32
Naval 11,934 256 0.10 1e-7 200 12.50 1000 0.997 0.03
Power 9,568 256 0.20 0.05 4 1.00 1000 0.995 0.24
Protein 45,730 8192 0.10 0.5 50 5.56 3000 0.995 0.71
Wine 1,599 64 0.05 0.5 20 1.82 500 0.997 0.77
Yacht 308 64 0.05 1e-7 15 2.50 3000 0.997 0.10
Song Year 515,345 32768 0.01 0.7 2 0.02 500 0.996 0.84
E.7. Image Classification
We trained a three-layer NN on eight of ten classes of Fashion MNIST. We trained on 48,000 examples, tested on 8,000.
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Experiments were repeated 5 times with a different random seed for each run.
Data categories were created as suggested by their name in table 5. For pure adversarial examples this was as below:
• ‘Noise’ comprised of iid Gaussian noise, mean = 0.0, standard deviation = 2.0.
• ‘Sparse’ comprised of iid Bernoulli noise, pixles were given a value of 50.0 with p = 0.005, else 0.0.
Hyperparameters: activation = ReLU, optimiser = adam, epochs = 30, learning rate = 0.005, batch size = 256, hidden layers
= 3, hidden units = 100
E.8. Uncertainty-Aware Reinforcement Learning
The FetchPush environment from OpenAI Gym was used with the sparse rewards setting. We modified the environment
slightly. The goal was positioned at a fixed radius from the block (but at varying angle). Actions were discretised and
vertical movements removed so the agent had a choice of moving 0.4 units forward/backwards/left/right. Gaussian noise
was added to the actions to make the problem stochastic. Inputs were preprocessed so that relative coordinates of gripper to
cube and cube to goal were provided directly to the NNs.
We used fixed target NNs which were updated every 500 episodes.
The simulation was run for 40,000 episodes, with final average rewards around −0.4 as in figure 13. Two-layer NNs of
50 nodes were used. Learning rate = 0.001, batch size = 100, episodes in between training = 100, γ = 0.98, buffer size =
100,000.
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Figure 13. Average reward over time for an anchored ensemble of 5xNNs in a stochastic FetchPush environment.
