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SUMMARY 
In t h i s d i s s e r t a t i o n s p e c i a l problem s t r u c t u r e s r e l a t e d t o t h e 
group t h e o r e t i c f o r m u l a t i o n s o f f i x e d charge l i n e a r programming problems 
(FCP) and f i x e d charge network problems (FCNP) a r e i n v e s t i g a t e d i n t h e 
c o n t e x t o f p e n a l t y - o r i e n t e d branch-and-bound p r o c e d u r e s . A number o f 
p e n a l t y problems d e r i v e d from the group f o r m u l a t i o n by r e i m p o s i n g r e ­
l a x e d c o n s t r a i n t s are d e s c r i b e d and compared. Problem s t r u c t u r e s o f 
FCP and FCNP r e l a t e d t o such p e n a l t y problems a r e c h a r a c t e r i z e d and 
e x p l o i t e d t o produce e f f i c i e n t t e c h n i q u e s f o r s o l v i n g the cont inuous 
r e l a x a t i o n s o f FCP and FCNP, and f o r s e l e c t i n g , c o n s t r u c t i n g and s o l v i n g 
the p e n a l t y p r o b l e m s . 
A number o f the proposed t e c h n i q u e s f o r FCNP's a r e implemented i n 
a computer i zed a l g o r i t h m and t e s t e d on a s e t o f r a n d o m l y - g e n e r a t e d p r o b ­
lems i n c l u d i n g both g e n e r a l FCNP's and t h e s p e c i a l c a s e s o f t h e f i x e d 
charge t r a n s p o r t a t i o n and the warehouse l o c a t i o n p r o b l e m s . C o m p u t a t i o n a l 
r e s u l t s i n d i c a t e t h e procedure w i l l e f f i c i e n t l y s o l v e such FCNP's when 




A g r e a t d e a l o f r e c e n t r e s e a r c h in the development o f o p e r a t i o n s 
r e s e a r c h methods has f o c u s e d on f i n d i n g c o m p u t a t i o n a l l y e f f i c i e n t s o l u ­
t i o n p r o c e d u r e s f o r l i n e a r i n t e g e r programs . In s p i t e o f t h i s broad 
a t t e n t i o n , however , no g e n e r a l l y e f f e c t i v e a l g o r i t h m f o r such problems 
has y e t been p r e s e n t e d . Thus , much o f t h e most r e c e n t r e s e a r c h i n 
i n t e g e r programming has turned t o i d e n t i f i c a t i o n and e x p l o i t a t i o n o f 
the s i m p l i f i e d problem s t r u c t u r e s found in important s p e c i a l c a s e s o f 
l i n e a r i n t e g e r programs . In some c a s e s ( e . g . s e t c o v e r i n g ) such 
s p e c i a l i z e d r e s e a r c h has produced promis ing r e s u l t s . 
The purpose o f the r e s e a r c h r e p o r t e d in t h i s d i s s e r t a t i o n i s t o 
pursue such an i n v e s t i g a t i o n and e x p l o i t a t i o n o f problem s t r u c t u r e s f o r 
a c l a s s o f i n t e g e r programs known as fixed charge problems. As w i l l be 
d i s c u s s e d in succeed ing s e c t i o n s , t h i s c l a s s i n c l u d e s many o f t h e i n t e ­
g e r programs most o f t e n encountered i n a p p l i c a t i o n s i t u a t i o n s , y e t no 
c o m p u t a t i o n a l l y adequate s o l u t i o n procedures have been d e v e l o p e d . 
The p a r t i c u l a r s t r u c t u r e s o f f i x e d charge problems i n v e s t i g a t e d 
in t h i s r e s e a r c h a r e t h o s e r e l a t e d t o t h e group t h e o r e t i c f o r m u l a t i o n 
o f the problem as d e f i n e d in Chapters I I and I I I . Over t h e p a s t s e v e r a l 
y e a r s , Gomory, Johnson and o t h e r s have p r e s e n t e d a number o f t h e o r e t i c a l 
r e s u l t s and r e l a t e d c o m p u t a t i o n a l schemes f o r g e n e r a l l i n e a r i n t e g e r 
programs which d e r i v e from t h i s f o r m u l a t i o n . The r e s e a r c h r e p o r t e d 
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h e r e i n seeks t o a p p l y t h e s e i d e a s t o f i x e d charge problems by i d e n t i f y ­
ing e x t e n s i o n s and s i m p l i f i c a t i o n s in the approaches r e l a t e d t o the 
s p e c i a l s t r u c t u r e s o f f i x e d charge p r o b l e m s , and d e v e l o p i n g a combina­
t i o n o f t h e approaches a p p r o p r i a t e f o r a c o m p u t a t i o n a l l y e f f i c i e n t 
s o l u t i o n p r o c e d u r e . 
1 . 1 Formula t ion o f the Fixed Charge Problem 
M a t h e m a t i c a l l y t h e f i x e d charge problem can be formulated"'" 
min I C - ( x 1 ) + c ^ 
j 
s . t . A 1 x 1 + A 2 x 2 = b 
u 1 > x > 0 
u 2 a x 2 > i 
where 
f. + v . x n . i f x , . > 0 
lAxJ - <[ 3 3 13 13 
J [o o t h e r w i s e , 
f , u^, v and x^ a r e n-^-vectors , c 2 , i^, u 2 and x 2 a r e n 2 - v e c t o r s , A^ i s 
an m by n. m a t r i x , A n i s an m by n„ m a t r i x , b i s an m - v e c t o r , x . . , f . J 1 2 J 2 i ] ] 
and v_. are the components o f x^ , f and v , and f > 0 . The problem i s 
t i o n s 
"'"See S e c t i o n 1 . 4 f o r a f u l l e x p l a n a t i o n o f n o t a t i o n a l conven-
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thus a g e n e r a l l i n e a r program with the added f e a t u r e s t h a t a l l d e c i s i o n 
v a r i a b l e s a r e bounded, and t h a t a s u b s e t o f the v a r i a b l e s have a f i x e d 
charge a s s e s s e d in a d d i t i o n t o the u s u a l v a r i a b l e c o s t s o f l i n e a r p r o ­
gramming whenever t h e y take on p o s i t i v e v a l u e s . More g e n e r a l f o r m u l a ­
t i o n s c o u l d be p r e s e n t e d where some v a r i a b l e s were not e x p l i c i t l y 
bounded. However, p r a c t i c a l a p p l i c a t i o n s u s u a l l y permit i n t r o d u c t i o n s o f 
some a r t i f i c i a l l y h igh bound when none i s g i v e n e x p l i c i t l y , and bounds 
on the v a r i a b l e s w i th f i x e d charges a r e r e q u i r e d f o r t h e a n a l y s i s which 
f o l l o w s . Thus upper and lower bounds on a l l v a r i a b l e s w i l l be assumed 
throughout t h i s d i s s e r t a t i o n . 
The importance o f l i n e a r programs wi th f i x e d charges has been 
w e l l known s i n c e the e a r l y 1 9 5 0 ' s . Many' problems a r i s i n g i n government 
and i n d u s t r y have c a p i t a l i n v e s t m e n t , s e t u p or s i m i l a r i n i t i a l c o s t s 
which must be a s s e s s e d i f p a r t i c u l a r a l t e r n a t i v e s a r e t o be p a r t o f a. 
problem s o l u t i o n . Examples a r e the c o n s t r u c t i o n c o s t s o f d i s t r i b u t i o n 
or s e r v i c e f a c i l i t i e s , d e v e l o p m e n t c o s t s f o r product l i n e s , s e t u p c o s t s 
f o r i n d u s t r i a l p r o c e s s e s , overhead and a d m i n i s t r a t i v e c o s t s o f o r g a n i z a ­
t i o n a l u n i t s , purchase and i n s t a l l a t i o n c o s t s f o r c a p i t a l equ ipment , and 
p e r s o n n e l t r a i n i n g c o s t s f o r p r o c e s s e s and p r o c e d u r e s . Problems wi th 
such c o s t s t r u c t u r e s can o f t e n be a d e q u a t e l y modeled by l i n e a r c o n ­
s t r a i n t s , but the p r e s e n c e o f f i x e d charges produces t h e more c o m p l i ­
c a t e d o b j e c t i v e f u n c t i o n o f t h e above f o r m u l a t i o n . 
More g e n e r a l l y Gray [4-6] has shown t h a t any l i n e a r program wi th 
a s e p a r a b l e concave o b j e c t i v e f u n c t i o n can be approximated by t h e f i x e d 
charge problem f o r m u l a t i o n p r e s e n t e d above through the use o f p i e c e w i s e 
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l i n e a r i z a t i o n . Thus a l a r g e c l a s s o f n o n l i n e a r programming problems 
are a l s o among t h o s e which cou ld be a t l e a s t a p p r o x i m a t e l y s o l v e d i f an 
adequate s o l u t i o n procedure f o r f i x e d charge problems were a v a i l a b l e . 
By t h e i n t r o d u c t i o n o f an n ^ - v e c t o r o f 0 - 1 i n t e g e r v a r i a b l e s w, 
and l e t t i n g w_. and u^_. be the components o f w and u^, the above formu­
l a t i o n o f t h e f i x e d charge problem can be c o n v e r t e d t o t h e m i x e d - i n t e g e r 
program 
T T _T 
m m . v + C 2 X 2 + 
s . t . A x + A 2 x 2 = b 
x > 0 
U 2 > K 2 > l2 
-x., . + u., .w. ^ 0 
w. = 0 or 1 
] 
Y j = l , 2 9 . . . , n 1 
The two f o r m u l a t i o n s are c l e a r l y e q u i v a l e n t because t h e added v a r i a b l e s 
and c o n s t r a i n t s a s s u r e the e n t i r e f i x e d charge f . w i l l be a s s e s s e d when-
ever x ^ > 0 , and t h e assumpt ion t h a t f_. > 0 g u a r a n t e e s no o p t i m a l s o l u ­
t i o n can have w. > 0 i f x , . = 0 . 
Though the above f o r m u l a t i o n i s the s tandard m i x e d - i n t e g e r s t a t e ­
ment o f the f i x e d charge prob lem, i t w i l l be c o n v e n i e n t f o r t h e a n a l y s i s 
which f o l l o w s t o use the r e v i s e d m i x e d - i n t e g e r f o r m u l a t i o n 
T T T 
m m . C . X . , + c^x^ + c s 
1 1 2 2 s 
• t . A x + A 2 x 2 = b 
+ y - s = 0 
(FCP) 
u > y > 0 
1 
u >- x > 0 
u > s > 0 
U 2 i K 2 > i 2 
y = 0 mod u^, 
where c , c , , s and y a r e n - v e c t o r s w i th s ' 1 ' 1 
c . = f./u. . 
C . . = V . + c . . 
> j = l , . . . , n . 
The e q u i v a l e n c e o f t h i s f o r m u l a t i o n wi th t h e p r e v i o u s one f o l l o w s by 
the s u b s t i t u t i o n 
B 
y . = u. .w. 
3 13 3 
j> j = l , . . . , n 1 
s . = y . - x 
1 j i:J 
because t h e a d d i t i o n o f redundant upper bounds on s and cannot a f f e c t 
the s o l u t i o n , and each f i x e d charge f_. w i l l c o n t i n u e t o be a s s e s s e d 
e x a c t l y when x^_. > 0. In t h i s f o r m u l a t i o n , however , t h e f i x e d charge i s 
a s s e s s e d i n pro r a t a amounts c^^, some o f which are p a r t o f t h e c o s t o f 
x • and t h e remainder o f which a r e c a r r i e d by t h e s l a c k v a r i a b l e s s . . 
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The congruence c o n s t r a i n t on y . a s s u r e s t h e s e two amounts w i l l sum t o 
3 
the f u l l f i x e d charge whenever x^_. i s p o s i t i v e , and the f a c t t h a t 
c . > 0 guarantee s no o p t i m a l s o l u t i o n t o FCP w i l l i n c u r any o f f . when S3 3 
X L. = 0. 
1 . 2 Formula t ion o f F ixed Charge Network Problems 
Where the c o n s t r a i n t s and o b j e c t i v e f u n c t i o n o f FCP correspond t o 
f i n d i n g t h e l e a s t c o s t c i r c u l a t i o n o f a s i n g l e commodity through a 
d i r e c t e d ne twork , the problem becomes p a r t o f an important s u b s e t o f 
f i x e d charge problems known as fixed charge network or fixed charge 
transshipment problems. In p a r t i c u l a r , l e t (E jE^) be t h e n o d e - a r c 
i n c i d e n c e m a t r i x o f a d i r e c t e d ne twork , i . e . a m a t r i x wi th columns which 
correspond t o a r c s o f the network and c o n s i s t e n t i r e l y o f z e r o s e x c e p t 
f o r a - 1 i n the row c o r r e s p o n d i n g t o the o r i g i n node o f t h e arc and a 
+1 i n t h e row c o r r e s p o n d i n g t o the d e s t i n a t i o n node o f t h e a r c . Then, 
i n a f o r m u l a t i o n c o n s i s t e n t wi th the d e f i n i t i o n o f FCP g i v e n i n the 
p r e v i o u s s e c t i o n , t h e f i x e d charge network problem can be s t a t e d 
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(FCNP) 
T T T 
min. c,x., + c~x^ + c s ±1/2. s 
s . t . E ^ + E 2 x 2 = 0 
- x , + y - s = 0 
1 
u x > y 2: 0 
u £ s > 0 
u 2 > x 2 > l2 
y = 0 mod u , . 
J 1 
T h i s s p e c i a l c l a s s o f f i x e d charge problems has l ong been recog­
n i z e d as worthy o f independent s tudy f o r a t l e a s t two r e a s o n s . F i r s t , 
any t r a n s p o r t a t i o n or d i s t r i b u t i o n problem where f i x e d charge c o s t 
s t r u c t u r e s a r e p r e s e n t , but where a l l f l o w s can be e x p r e s s e d i n terms 
o f a s i n g l e commodity, can be f o r m u l a t e d as FCNP. Thus many o f t h e 
important f i x e d charge problems ment ioned in the p r e v i o u s s e c t i o n a r e 
a c t u a l l y f i x e d charge network p r o b l e m s . 
In a d d i t i o n , the v e r y s p e c i a l s t r u c t u r e o f the c o n s t r a i n t 
m a t r i c e s E^ and E 2 p e r m i t s many c o m p u t a t i o n a l s i m p l i f i c a t i o n s . A v a s t 
amount of r e s e a r c h i n the p a s t two decades has f o c u s e d on i d e n t i f y i n g 
and e x p l o i t i n g the s p e c i a l s t r u c t u r e o f such m a t r i c e s . 
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1 . 2 . 1 The Fixed Charge T r a n s p o r t a t i o n Problem 
When t h e d i s t r i b u t i o n system a s s o c i a t e d wi th a f i x e d charge n e t ­
work problem i s f u r t h e r s i m p l i f i e d by hav ing no t r a n s s h i p m e n t p o i n t s 
( i . e . every node i s e i t h e r a supp ly p o i n t or a demand p o i n t f o r t h e 
c o m m o d i t y ) , and ( p o s s i b l y z e r o ) f i x e d c h a r g e s are a s s o c i a t e d wi th each 
a r c , the problem can be f o r m u l a t e d i n the even more s p e c i a l i z e d form o f 
a fixed charge transportation problem. In i t s s i m p l e s t form such a 
problem can be s t a t e d 
m n 
min I I c.. ( x . . ) i = l j = l 
. t . / x . . < s . i = l , 2 , . . . , m 
• T ID I 
: = i 
m 
^ * i j " J = l » 2 , . . . , n 
i = l 
where 
x . . > 0 i = l , . . . , m ; j = l , . . . , n 
J 
C . . ( x . . ) = 
ID ID 
f . . + v . . x . . i f x . . > 0 
ID ID ID ID 
0 o t h e r w i s e 
and 
m 
I s . ~- I d . . i = l 
3=1 
Here t h e s^ correspond t o t h e maximum a v a i l a b l e supp ly a t each s u p p l y 
node or s o u r c e , and d_. i s t h e amount o f demand a t each demand p o i n t or 
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s i n k . The problem i s t o f i n d the l e a s t - c o s t way t o s u p p l y the demand. 
In g e n e r a l , i t might occur t h a t t h e r e i s e x c e s s s u p p l y , i . e . 
m n I i.> i a.. 
i = i 1 j = i 1 
However, such a c a s e can a lways be c o n v e r t e d t o the above f o r m u l a t i o n 
by adding an a r t i f i c i a l s i n k t o absorb t h e e x c e s s supp ly a t z e r o c o s t . 
Thus e q u a l i t y o f supp ly and demand w i l l be assumed throughout t h i s d i s ­
s e r t a t i o n . 
Like the more g e n e r a l f i x e d charge network prob lem, the impor­
t a n c e o f the f i x e d charge t r a n s p o r t a t i o n problem as a s i g n i f i c a n t s p e c i a l 
c a s e has been r e c o g n i z e d f o r many y e a r s . T h i s s i g n i f i c a n c e d e r i v e s 
from the f a c t s t h a t many important a p p l i c a t i o n s problems take t h i s 
s i m p l e form, and t h a t the v e r y s p e c i a l s t r u c t u r e o f the problem c o n ­
s t r a i n t s p e r m i t s many c o m p u t a t i o n a l s i m p l i f i c a t i o n s . 
Though the above f o r m u l a t i o n o f t h e f i x e d charge t r a n s p o r t a t i o n 
problem i s the s tandard o n e , i t w i l l be c o n v e n i e n t in the a n a l y s i s which 
f o l l o w s t o t r e a t t h i s problem as a s p e c i a l case o f t h e f o r m u l a t i o n FCNP. 
The n e c e s s a r y c o n v e r s i o n o f a t r a n s p o r t a t i o n problem t o a network p r o b ­
lem through a d d i t i o n o f a s u p e r - s o u r c e and a s u p e r - s i n k i s w e l l known 
and need not be d e t a i l e d h e r e . However, i t s h o u l d be noted how t h e 
r e q u i r e d upper bounds on v a r i a b l e s w i th f i x e d c h a r g e s a r e a s s i g n e d s i n c e 
the above f o r m u l a t i o n has a l l a r c s u n c a p a c i t a t e d . Such bounds a r e 
o b t a i n e d by o b s e r v i n g t h a t t h e f l o w from source i t o s i n k j cannot 
exceed m i n { s . , d . } i n any o p t i m a l s o l u t i o n . Thus t h i s minimum may be 
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used as an a r t i f i c i a l upper bound on arc f l o w s . 
1 . 2 . 2 The Warehouse L o c a t i o n Problem 
Another s p e c i a l c l a s s o f f i x e d charge network problems which has 
r e c e i v e d e x t e n s i v e independent a t t e n t i o n a r e t h e facilities or warehouse 
location problems. In one o f many p o s s i b l e f o r m s , the warehouse l o c a ­
t i o n problem i s s t a t e d 
mi 
m n m 
n. y y v . . x . . + y f . w . 
• i ID ID - i 1 1 
i = l 1 = 1 J J i = l s 
n 
. t . y x . . < s . w . i = l , . . . , m 
i i i i 
-,=1 
m 
Y x . . > d. j = l , . . . , n 
ID D 
x _ > 0 i = l , . . . ,ra; j = l , . . . ,n 




i = l j = l J 
As with t h e t r a n s p o r t a t i o n prob lem, and d_. a r e i n t e r p r e t e d as the 
amount o f supp ly a t a p o t e n t i a l warehouse or s o u r c e , and t h e demand a t 
a c i t y or s i n k , r e s p e c t i v e l y . In t h i s c a s e , however , f i x e d charges a r e 
i n c u r r e d , not on the t r a n s p o r t a t i o n a r c s t h e m s e l v e s , but i n c o n s t r u c t i n g 
or opening s o u r c e s . Thus t o t a l s u p p l y i s assumed t o exceed t o t a l demand 
in o r d e r t o e x c l u d e the t r i v i a l c a s e where a l l warehouses must be opened. 
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As with the o t h e r c a s e s d i s c u s s e d , warehouse l o c a t i o n problems 
have r e c e i v e d independent a t t e n t i o n because o f t h e widespread a p p l i c a ­
b i l i t y o f the f o r m u l a t i o n and t h e c o m p u t a t i o n a l s i m p l i c i t y o f i t s p r o b ­
lem s t r u c t u r e . Large numbers o f f a c t o r y , warehouse and s e r v i c e f a c i l i t y 
l o c a t i o n a n a l y s e s can be d e s c r i b e d by the v e r y s i m p l e c o n s t r a i n t s t r u c ­
t u r e p r e s e n t e d a b o v e . 
As w i th the f i x e d charge t r a n s p o r t a t i o n p r o b l e m , i t w i l l be c o n ­
v e n i e n t in most o f the a n a l y s i s which f o l l o w s t o t r e a t warehouse l o c a ­
t i o n problems as s p e c i a l c a s e s o f the f o r m u l a t i o n FCNP. Once a g a i n t h e 
n e c e s s a r y c o n v e r s i o n by a d d i t i o n o f a s u p e r - s o u r c e and a s u p e r - s i n k i s 
w e l l known. In t h i s c a s e , however , t h e f i x e d charge a r c s a r e t h e c i r ­
c u l a r i z i n g a r c s c o n n e c t i n g t h e s u p e r - s o u r c e wi th t h e i n d i v i d u a l s o u r c e s . 
1 . 3 Plan o f t h e D i s s e r t a t i o n 
The c h a p t e r s o f the d i s s e r t a t i o n which f o l l o w t h i s b r i e f i n t r o ­
d u c t i o n p r e s e n t an a t t empt t o s y s t e m a t i c a l l y i d e n t i f y c o m p u t a t i o n a l l y 
r e l e v a n t s t r u c t u r e s o f problems FCP and FCNP, and t o propose a l g o r i t h m s 
t o e x p l o i t t h e s e s t r u c t u r e s . In Chapter I I the a n a l y s i s b e g i n s w i th a 
b r i e f r e v i e w o f the c u r r e n t l i t e r a t u r e on methods r e l a t e d t o the group 
t h e o r e t i c f o r m u l a t i o n o f m i x e d - i n t e g e r programs , and on a l g o r i t h m s f o r 
the e x a c t s o l u t i o n o f f i x e d charge p r o b l e m s . 
Problem s t r u c t u r e s i d e n t i f i e d as p a r t o f the r e s e a r c h o f t h i s 
d i s s e r t a t i o n are p r e s e n t e d in t h e f o l l o w i n g two c h a p t e r s . In Chapter 
I I I a t t e n t i o n i s d i r e c t e d t o t h e g e n e r a l problem FCP. A number o f 
r e s u l t s a r e o b t a i n e d , and t h e i r p o t e n t i a l use i n c o m p u t a t i o n a l p r o c e ­
dures i s i n d i c a t e d . In Chapter IV the a n a l y s i s i s s p e c i a l i z e d t o t h e 
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c a s e o f FCNP. Unique s t r u c t u r e s o f t h i s s p e c i a l case and s i m p l i f i c a ­
t i o n s o f more g e n e r a l s t r u c t u r e s a r e d i s c u s s e d . 
Chapter V a d d r e s s e s t h e use o f methods o f Lagrangean r e l a x a t i o n 
i n g r o u p - r e l a t e d p r o c e d u r e s f o r FCP and FCNP. A t e c h n i q u e f o r use o f 
t h e s e methods i s p r o p o s e d , and the s i m p l i f i c a t i o n s i m p l i e d by t h e r e ­
s u l t s o f Chapters I I I and IV are i n d i c a t e d . 
Chapter VI i n t e g r a t e s the p r e v i o u s r e s u l t s i n a l g o r i t h m s f o r FCP 
and FCNP. S t e p - b y - s t e p s o l u t i o n procedures combining t h e i d e a s o f 
Chapters I I I , IV and V a r e proposed f o r both the g e n e r a l and t h e network 
c a s e s . 
Chapter V I I p r e s e n t s e m p i r i c a l i n v e s t i g a t i o n s o f t h e computa­
t i o n a l v a l u e o f a number o f t h e approaches proposed i n p r e v i o u s c h a p ­
t e r s . R e s u l t s from the s o l u t i o n o f a s e t o f r a n d o m l y - g e n e r a t e d f i x e d 
charge network problems by an algori thm employing many o f t h e p r o p o s a l s 
o f t h i s d i s s e r t a t i o n a r e p r e s e n t e d and a n a l y z e d . D e t a i l s o f the compu­
t a t i o n a l p r o c e d u r e s f o r g e n e r a t i n g and s o l v i n g t h e s e problems make up 
Appendix A. 
In Chapter V I I I t h e d i s s e r t a t i o n c o n c l u d e s wi th a summary o f 
important r e s u l t s and recommendations f o r f u t u r e r e s e a r c h . Some c o n ­
j e c t u r e s are o f f e r e d as g u i d e l i n e s f o r f u t u r e work. 
1 . 4 N o t a t i o n and Convent ions 
In o r d e r t o e f f e c t i v e l y p r e s e n t o b s e r v a t i o n s about t h e s t r u c t u r e 
o f FCP and FCNP, a number o f n o t a t i o n a l c o n v e n t i o n s w i l l be r e q u i r e d . 
For t h e conven ience o f r e a d e r s , t h e s e c o n v e n t i o n s a r e summarized b e l o w . 
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l . M - . l Genera l N o t a t i o n 
The g e n e r a l n o t a t i o n a l scheme adopted f o r t h i s d i s s e r t a t i o n i s t o 
use upper c a s e L a t i n l e t t e r s t o r e p r e s e n t m a t r i c e s , lower c a s e L a t i n 
l e t t e r s t o i n d i c a t e column v e c t o r s ( o r s c a l a r s i f t h e v e c t o r i s o f 
d imens ion o n e ) , upper c a s e Greek l e t t e r s t o denote s e t s , and lower c a s e 
Greek l e t t e r s t o r e p r e s e n t f u n c t i o n s . However, o c c a s i o n a l d e v i a t i o n s 
from t h i s s tandard w i l l be r e q u i r e d t o conform t o e s t a b l i s h e d t r a d i t i o n 
( e . g . use o f £ f o r summat ion) , and t h e f o l l o w i n g f o u r symbols w i l l be 
r e s e r v e d f o r s p e c i a l s e t s and m a t r i c e s : 
I = an i d e n t i t y m a t r i x o f a p p r o p r i a t e s i z e . 
1 = a m a t r i x ( o r v e c t o r ) of ones o f a p p r o p r i a t e s i z e . 
0 = a m a t r i x ( o r v e c t o r ) o f z e r o e s o f a p p r o p r i a t e s i z e . 
$ = the empty s e t . 
When t h e t r a n s p o s e of a m a t r i x ( o r v e c t o r ) i s r e q u i r e d , i t w i l l 
T 
be denoted by a T s u p e r s c r i p t . Thus M i s t h e t r a n s p o s e o f the m a t r i x 
M. S e t s o f vows from a m a t r i x ( o r v e c t o r ) w i l l be denoted by e n c l o s i n g 
the m a t r i x in b r a c k e t s and i n d i c a t i n g t h e l i m i t i n g row numbers. For 
e x a m p l e , [ M ] ^ = t h e submatr ix c o n s i s t i n g o f rows 1 through k o f M. When 
o n l y a s i n g l e row o f a m a t r i x i s r e q u i r e d , t h i s c o n v e n t i o n w i l l be 
s i m p l i f i e d by dropping t h e redundant s u p e r s c r i p t , and i f no c o n f u s i o n 
w i l l r e s u l t the b r a c k e t s w i l l a l s o be o m i t t e d l e a v i n g , f o r e x a m p l e , 
x_̂ _. = t h e j t h row or component o f t h e v e c t o r x^. 
1.M-.2 Opt imal S o l u t i o n s and Tableaux 
Many o f t h e d i s c u s s i o n s t o f o l l o w w i l l d e a l w i th o p t i m a l s o l u ­
t i o n s , b a s e s , and t a b l e a u x f o r v a r i o u s l i n e a r programs . A l l such 
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r e f e r e n c e s w i l l be with respect to bases of the well-known bounded 
Simplex procedure. When i t i s d e s i r e d t o speak o f t h e p a r t o f a s o l u ­
t i o n v e c t o r , c o s t v e c t o r , bound v e c t o r or m a t r i x a s s o c i a t e d wi th t h e 
b a s i c v a r i a b l e s , n o n b a s i c v a r i a b l e s , e t c . , the usual rearrangement of 
rows and columns will be assumed, and identifying superscripts will be 
attached to sub-matrices. S p e c i f i c a l l y , the s u p e r s c r i p t B w i l l denote 
t h e b a s i c p a r t o f a m a t r i x , N t h e n o n b a s i c p a r t , U t h e p a r t w i th non-
b a s i c v a r i a b l e s a t t h e i r upper b o u n d s , and L t h e p a r t w i th n o n b a s i c 
v a r i a b l e s a t t h e i r lower bounds . 
The d i s c u s s i o n s t o f o l l o w w i l l a l s o r e q u i r e r e f e r e n c e t o numerous 
s u b - p r o b l e m s . To i d e n t i f y t h e r e l a t i o n s between such p r o b l e m s , a bar 
o v e r t h e name o f a problem w i l l denote t h e c o n t i n u o u s r e l a x a t i o n o f t h e 
p r o b l e m , i . e . t h e same problem wi th any congruence c o n s t r a i n t s r e l a x e d . 
Elements o f the o p t i m a l s o l u t i o n , o p t i m a l S implex t a b l e a u , e t c . f o r such 
a c o n t i n u o u s r e l a x a t i o n w i l l be s i m i l a r l y denoted by b a r s over t h e names 
o f the e l e m e n t s . C o n v e r s e l y , t h e d e r i v a t i v e o f a problem o b t a i n e d by 
adding c o n s t r a i n t s w i l l be i n d i c a t e d by s p e c i f y i n g t h e a d d i t i o n a l c o n ­
s t r a i n t s immedia te ly a f t e r t h e name o f t h e problem. F i n a l l y , t h e f u n c ­
t i o n nu ( v ) w i l l be used t o denote t h e v a l u e o f an o p t i m a l s o l u t i o n t o 
t h e problem g i v e n as i t s argument , and t h e f u n c t i o n b e t a ( 6 ) w i l l denote 
the b e s t c u r r e n t l y a v a i l a b l e lower bound on t h i s o p t i m a l s o l u t i o n v a l u e . 
In p a r t i c u l a r , the i n f e a s i b l e and unbounded c a s e s i n o p t i m i z a t i o n p r o b ­
lems w i l l be handled i m p l i c i t l y by the c o n v e n t i o n s 
v (any i n f e a s i b l e prob lem) = + °°. 
v (any unbounded problem) = - <». 
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Examples o f t h e above t a b l e a u and problem c o n v e n t i o n s i n c l u d e t h e 
f o l l o w i n g : 
FCP = t h e cont inuous r e l a x a t i o n o f problem FCP, i . e . FCP wi thout t h e 
c o n s t r a i n t s y = 0 mod u . 
A = t h e p a r t o f t h e original m a t r i x A-̂  c o r r e s p o n d i n g t o the b a s i c 
v a r i a b l e s i n an o p t i m a l s o l u t i o n t o FCP. 
-B 
A^ = t h e p a r t o f the updated t a b l e a u o f A^ c o r r e s p o n d i n g t o t h e 
b a s i c v a r i a b l e s i n an o p t i m a l s o l u t i o n t o FCP, i . e . , an 
i d e n t i t y m a t r i x . 
N 
c^ = t h e p a r t o f t h e c o s t v e c t o r C ] c o r r e s p o n d i n g t o t h e n o n b a s i c 
x . . i n an o p t i m a l s o l u t i o n t o FCP or FCNP. 
u^ = the p a r t o f t h e upper bound v e c t o r u^ c o r r e s p o n d i n g t o t h e non-
b a s i c x^_. a t t h e i r lower bounds i n an o p t i m a l s o l u t i o n t o FCP 
o r FCNP. 
&2 = "the p a r t o f the lower bound v e c t o r c o r r e s p o n d i n g t o t h e 
nonbas i c X 2 j a t t h e i r upper bounds i n an o p t i m a l s o l u t i o n t o 
FCP or FCNP. 
v(FCP) = t h e v a l u e o f an o p t i m a l s o l u t i o n t o problem FCP. 
S(FCP) = t h e b e s t c u r r e n t l y a v a i l a b l e lower bound on v ( F C P ) . 
v(FCP: y = 0 mod û )̂ = t h e v a l u e o f an o p t i m a l s o l u t i o n t o problem FCP 
wi th t h e added c o n s t r a i n t s y = 0 mod u , i . e . v ( F C P ) . 
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CHAPTER I I 
LITERATURE SURVEY 
This c h a p t e r p r e s e n t s a b r i e f summary o f p r e v i o u s l y r e p o r t e d 
r e s e a r c h r e l a t e d t o the s u b j e c t m a t t e r o f t h i s d i s s e r t a t i o n . However, 
i n t e g e r programming t e c h n i q u e s and f i x e d charge problems have been the 
o b j e c t o f a v a s t amount o f r e s e a r c h o v e r t h e p a s t two d e c a d e s , and any 
rev i ew o f t h i s l i t e r a t u r e w i l l n e c e s s a r i l y be h i g h l y c i r c u m s c r i b e d . 
Thus , the f o l l o w i n g s e c t i o n s w i l l address o n l y the two c a t e g o r i e s o f 
r e s e a r c h most r e l e v a n t t o the a n a l y s i s which f o l l o w s , i . e . methods r e ­
l a t e d t o t h e group t h e o r e t i c approach t o i n t e g e r programming and 
a l g o r i t h m s f o r e x a c t s o l u t i o n o f f i x e d charge p r o b l e m s . Any o t h e r 
l i t e r a t u r e which may be r e l e v a n t t o p a r t i c u l a r t o p i c s o f the d i s s e r t a ­
t i o n w i l l be c i t e d d i r e c t l y i n t h e d i s c u s s i o n s o f t h o s e t o p i c s . 
2 . 1 L i t e r a t u r e o f Group T h e o r e t i c and R e l a t e d Methods 
C o n s i d e r t h e g e n e r a l l i n e a r i n t e g e r program 
min. h z 
s . t . Mz = w 
( I P ) 
z > 0 
z 2 0 mod 1 . 
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I t i s w e l l known t h a t an e q u i v a l e n t s t a t e m e n t o f IP can be made i n terms 
o f an o p t i m a l S implex t a b l e a u f o r i t s c o n t i n u o u s r e l a x a t i o n I P . In t h i s 
e q u i v a l e n t form the problem is s t a t e d 
min ( h N ) T z N ( 2 - 1 ) 
-N N -
s . t . M z < w ( 2 - 2 ) 
(EIP) M N z N = w mod 1 ( 2 - 3 ) 
N 
z > 0 ( 2 - 4 ) 
z N = 0 mod 1 . ( 2 - 5 ) 
In 1 9 6 5 , Gomory [ 4 0 ] demonstrated t h a t i f the c o n s t r a i n t s ( 2 - 2 ) 
o f EIP a r e r e l a x e d , the r e s u l t i n g problem can be shown t o p o s s e s s many 
i n t e r e s t i n g p r o p e r t i e s from t h e p o i n t o f v iew o f group t h e o r y i n a b ­
s t r a c t a l g e b r a . In p a r t i c u l a r , he showed t h a t the f r a c t i o n a l p a r t s o f 
the columns o f t h e c o n s t r a i n t s ( 2 - 3 ) , i . e . t h e f r a c t i o n a l p a r t s o f w and 
-N 
the columns o f M , form an A b e l i a n group under modulo 1 a d d i t i o n . Thus 
EIP w i t h c o n s t r a i n t s ( 2 - 2 ) removed became known as t h e group problem 
associated with IP ( G P ( I P ) ) , and methods r e l a t e d t o t h i s f o r m u l a t i o n are 
r e f e r r e d t o as t h e group theoretic approach to integer programming. 
One method f o r u s i n g t h i s r e s u l t proposed by Gomory, and l a t e r 
d e v e l o p e d by Hu [ 6 1 ] , Shap iro [ 8 2 , 8 3 ] , Gorry and Shap iro [ 4 5 ] , H e f l e y 
and Thomas [ 5 2 ] , and o t h e r s , was t o s o l v e GP(IP) as a knapsack problem 
over the e l e m e n t s o f t h e group connected wi th the c o n s t r a i n t s ( 2 - 3 ) . 
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I f the r e s u l t i n g s o l u t i o n a l s o s a t i s f i e s ( 2 - 2 ) , then i t g i v e s an o p t i m a l 
s o l u t i o n f o r I P . Otherwise the group problem i s r e s o l v e d f o r the second 
b e s t s o l u t i o n , e t c . u n t i l a s o l u t i o n i s found which s a t i s f i e s ( 2 - 2 ) . 
For some a l l - i n t e g e r c a s e s o f IP promis ing r e s u l t s have been r e p o r t e d 
( e . g . Gorry and Shapiro [ 4 5 ] ) . However, i t appears t h i s approach can 
not be e f f i c i e n t l y ex tended t o t h e m i x e d - i n t e g e r c a s e , i . e . t h e c a s e 
where some components o f z a r e not s u b j e c t t o congruence r e q u i r e m e n t s . 
2 . 1 . 1 P e n a l t y - O r i e n t e d Group Theory 
A somewhat d i f f e r e n t a p p l i c a t i o n o f Gomory's t h e o r y , d e v e l o p e d 
more r e c e n t l y by Gomory and Johnson [ 4 1 , 4 2 , 4 3 , 4 4 , 6 5 , 6 6 ] , proceeds from 
the f a c t t h a t GP(IP) i s a r e l a x a t i o n o f t h e e q u i v a l e n t problem E I P . 
Thus the s e t o f f e a s i b l e s o l u t i o n s f o r GP(IP) i n c l u d e s t h e s e t o f 
f e a s i b l e s o l u t i o n s f o r I P , and v [ G P ( I P ) } i s a lower bound on v ( I P ) . 
P r i n c i p a l l y , Gomory and Johnson have d e a l t w i t h : a n even more 
r e l a x e d v e r s i o n o f E I P , one row group problems formed by ( 2 - 1 ) , ( 2 - 4 ) , 
( 2 - 5 ) and one row from ( 2 - 3 ) . For such r e l a x a t i o n s o f bo th t h e a l l -
i n t e g e r and t h e m i x e d - i n t e g e r c a s e s , they have d e v e l o p e d methods f o r 
N 
g e n e r a t i n g i n e q u a l i t y c o n s t r a i n t s on z which must be s a t i s f i e d by e v e r y 
s o l u t i o n t o the one row problem. In the b e s t c a s e , t h e s e c o n s t r a i n t s 
a r e f a c e s o f t h e convex h u l l o f s o l u t i o n s t o the one row group p r o b l e m s . 
Such valid inequalities from the one row group problems can be 
used in s e v e r a l ways . F i r s t , they a r e v a l i d c u t t i n g p l a n e s f o r t h e 
o v e r a l l problem I P . Some development o f t h i s approach i s found i n 
G l o v e r [ 3 5 ] . 
An approach o f more d i r e c t i n t e r e s t in t h i s d i s s e r t a t i o n i s the 
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the use o f v a l i d i n e q u a l i t i e s i n d e v e l o p i n g p e n a l t i e s f o r a b r a n c h - a n d -
bound approach t o IP . In [ 4 1 , 4 2 , 4 3 , 4 4 , 6 5 , 6 6 ] Gomory, Johnson and 
S p i e l b e r g s u g g e s t a procedure u s i n g t h e f a c t t h a t t h e v a l u e o f an 
o p t i m a l s o l u t i o n t o a one row group problem i s an e s t i m a t e o f t h e a d d i ­
t i o n a l c o s t or p e n a l t y f o r f o r c i n g the b a s i c v a r i a b l e c o r r e s p o n d i n g t o 
the row t o t a k e on a v a l u e which s a t i s f i e s i t s congruence c o n s t r a i n t . 
When the one row group problem cannot be e f f i c i e n t l y s o l v e d , s e v e r a l 
v a l i d i n e q u a l i t i e s may be g e n e r a t e d from i t and the l i n e a r program d e ­
f i n e d by ( 2 - 1 ) , ( 2 - 4 ) and t h e s e c o n s t r a i n t s can be s o l v e d i n s t e a d . I f 
such i n e q u a l i t i e s c l o s e l y bound the convex h u l l o f s o l u t i o n s t o the one 
row group prob lem, t h e v a l u e o f an o p t i m a l s o l u t i o n t o such a l i n e a r 
program w i l l a p p r o x i m a t e l y e q u a l the v a l u e o f an o p t i m a l s o l u t i o n t o 
the one row group problem. In any c a s e , the v a l u e o f an o p t i m a l s o l u ­
t i o n t o t h i s l i n e a r program p r o v i d e s a lower bound on the p e n a l t y f o r 
b r i n g i n g the c o r r e s p o n d i n g b a s i c v a r i a b l e i n t o conformance wi th i t s 
congruence c o n s t r a i n t . 
In t h e work p r e s e n t e d by Gomory , Johnson and S p i e l b e r g , and i n 
a p p l i c a t i o n o f t h e work by Kennington [ 6 8 ] ( s e e S e c t i o n 2 . 2 . 2 . 3 ) , t h e s e 
p e n a l t i e s from t h e one row group problems a r e used i n two ways . F i r s t , 
t h e y p r o v i d e a lower bound on t h e v a l u e o f any s o l u t i o n t o t h e f u l l 
i n t e g e r program and can thus be used i n a branch-and-bound procedure t o 
l i m i t the number o f c a s e s which must be e x p l i c i t l y i n v e s t i g a t e d . In 
a d d i t i o n , s i n c e they p r o v i d e e s t i m a t e s o f t h e p e n a l t y f o r making any 
p a r t i c u l a r b a s i c v a r i a b l e s a t i s f y i t s congruence c o n s t r a i n t , the p e n a l ­
t i e s can be used i n the branch ing r u l e s o f t h e branch-and-bound 
2 0 
procedure by i n d i c a t i n g which i n t e g e r v a r i a b l e shou ld be t h e next t o be 
r e s t r i c t e d . Computat iona l r e s u l t s in [ 6 6 ] and [ 6 8 ] i n d i c a t e such 
approaches a r e v e r y p r o m i s i n g . 
2 . 1 . 2 Lagrangean R e l a x a t i o n Theory 
A more comprehens ive approach t o i n t e g e r programming, which i s 
r e l a t e d t o t h e s e group t h e o r e t i c methods , was f i r s t s u g g e s t e d by 
E v e r e t t [ 2 3 ] under the name " g e n e r a l i z e d Lagrange m u l t i p l i e r s . " Con­
s i d e r the mathemat i ca l program 
min h^z 
(P) s . t . Mz £ w 
z e ft, 
where ft i s an a r b i t r a r y s e t , presumably c o n t a i n i n g i n t e g r a l i t y or o t h e r 
d i f f i c u l t c o n s t r a i n t s on z . E v e r e t t o b s e r v e d t h a t f o r a l l u > 0 , t h e 
r e l a x e d problem 
( P - ) min h z + u (w-Mz) 
s . t . z € ft 
p r o v i d e s a lower bound on P i n t h e s e n s e t h a t 
v ( P ) > v ( P - ) . 
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Moreover , when the b e s t p o s s i b l e u i s c h o s e n , i . e . u such t h a t 
v ( P ~ ) = max v ( P - ) , ( 2 - 6 ) 
u v 
v>0 
i t may o c c u r t h a t 
v ( P - ) = v ( P ) . ( 2 - 7 ) 
u 
Ullman and Newhauser [ 7 8 ] q u i c k l y o b s e r v e d t h a t ( 2 - 7 ) can be s a t i s f i e d 
f o r i n t e g e r programs o n l y i n the t r i v i a l case where v ( P ) = v ( P ) . How­
e v e r , the use o f V ( P ^ ) a s a lower bound on v ( P ) remains a v a l i d p r o c e ­
dure f o r a l l i n t e g e r programs . 
E v e r e t t proposed no e f f i c i e n t procedure f o r f i n d i n g a u s a t i s f y ­
ing ( 2 - 6 ) , but in 1 9 6 6 a method was p r e s e n t e d by Brooks and G e o f f r i o n 
[ 1 1 ] . T h e i r t e c h n i q u e employs D a n t z i g - W o l f e d e c o m p o s i t i o n [ 1 8 ] t o 
c a l c u l a t e an o p t i m a l u . Sub-problems f o r t h e procedure c o n s i s t o f m i n i ­
m i z a t i o n s o f a l i n e a r o b j e c t i v e f u n c t i o n s u b j e c t t o t h e c o n s t r a i n t s 
z e ft. 
Use o f Lagrangean t e c h n i q u e s i n c o n n e c t i o n wi th t h e group t h e ­
o r e t i c approach t o i n t e g e r programming was f i r s t s u g g e s t e d by S h a p i r o 
and F i s h e r [ 2 5 , 8 4 ] . They proposed i n c l u d i n g t h e c o n s t r a i n t s ( 2 - 2 ) i n 
the o b j e c t i v e f u n c t i o n o f GP(IP) t o produce the bounding problem 
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, - i N N i IN - I , - - I N IN N 
m m ( h ) z + u (w-M z ) 
s . t . M' z = w mod 1 ( 2 - 8 ) 
( G P ( I P ) r J ( 2 - 9 ) 
z ' = 0 mod 1 . ( 2 - 1 0 ) 
U s i n g ft = { z : z s a t i s f i e s ( 2 - 8 ) , ( 2 - 9 ) a n d ( 2 - 1 0 ) } , t h e a b o v e t h e o r y 
i s a p p l i c a b l e , a n d a n o p t i m a l u ( i n t h e s e n s e o f ( 2 - 6 ) ] c a n b e c a l c u ­
l a t e d b y t h e p r o c e d u r e o f B r o o k s a n d G e o f f r i o n . S u b - p r o b l e m s i n t h e 
d e c o m p o s i t i o n a r e t h e o r i g i n a l G P ( I P ) w i t h v a r y i n g o b j e c t i v e f u n c t i o n s . 
I f a n o p t i m a l u i s u s e d , S h a p i r o [ 8 4 ] d e m o n s t r a t e s t h a t a n i m p r o v e d 
b o u n d o n t h e v a l u e o f a n o p t i m a l s o l u t i o n t o I P i s o b t a i n e d , i . e . 
a n d t h e i n e q u a l i t y may b e s t r i c t . 
M o r e r e c e n t l y F i s h e r a n d S h a p i r o [ 2 6 ] , a n d G e o f f r i o n [ 3 1 ] h a v e 
o b s e r v e d t h a t t h i s m e t h o d f o r t he g r o u p t h e o r e t i c a p p r o a c h , a n d a l l o t h e r 
g e n e r a l i z e d L a g r a n g e m u l t i p l i e r s c h e m e s a r e p a r t o f a much l a r g e r s e t o f 
m e t h o d s d e r i v e d f r o m L a g r a n g e a n d u a l i t y i n n o n l i n e a r p r o g r a m m i n g . 
G e o f f r i o n p r o p o s e s t h e g e n e r i c name Lagrangean relaxation methods f o r 
t h i s l a r g e r c l a s s o f t e c h n i q u e s , a n d t h a t t e r m h a s b e e n a d o p t e d f o r t h i s 
d i s s e r t a t i o n . Among t h e o t h e r t e c h n i q u e s G e o f f r i o n , F i s h e r a n d S h a p i r o 
show t o b e p a r t o f t h e c l a s s o f L a g r a n g e a n r e l a x a t i o n m e t h o d s a r e H e l d 
a n d K a r p ' s a p p r o a c h t o t h e t r a v e l i n g s a l e s m a n p r o b l e m [ 5 3 ] , a n d F i s h e r 
v ( G P ( I P ) ) < v ( G P ( I P ) - ) , 
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[ 2 4 ] and Fisher andSchrage's [ 2 7 ] scheduling procedures . All these 
methods employ bounds derived from Lagrangean dual problems l ike ( 2 - 6 ) 
in seeking a solut ion t o a primal problem l ike P. 
2 .2 L i t e r a t u r e of Exact Solution 
of Fixed Charge Problems 
Because of the number of important appl icat ions presented in 
Chapter I which can be formulated as f ixed charge problems, the develop­
ment of solut ion procedures for general or spec ia l f ixed charge problems 
has been a major segment of research in integer programming methods for 
the past two decades. This research can be c l a s s i f i e d into two d i s t i n c t 
c a t e g o r i e s according to whether the procedures y ie ld approximate or 
exact optimal so lut ions for the p a r t i c u l a r f ixed charge problem being 
studied. 
Approximate methods [ 1 4 , 1 5 , 1 9 , 8 8 , 9 5 ] have been based primari ly on 
two important t h e o r e t i c a l proper t i e s of FCP. The f i r s t i s the 19 54 
r e s u l t of Hirsch and Dantzig [ 5 8 ] tha t the objec t ive function of a f ixed 
charge problem i s a s p e c i a l case of a concave funct ion, and thus t h a t an 
optimal so lut ion for any f ixed charge problem wi l l occur a t an extreme-
point of the convex s e t defined by 
A 1 X 1 + A 2 X 2 = b ( 2 - 1 1 ) 
Uĵ  > x 1 > 0 ( 2 - 1 2 ) 
U 2 ~ X 2 " V ( 2 - 1 3 ) 
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This property has led many re searchers to develop extreme-point search 
methods for obtaining approximate so lut ions t o FCP. 
A second property concerns the continuous r e l a x a t i o n FCP. 
Bal inski [ 4 ] observed for the fixed charge t r a n s p o r t a t i o n problem, and 
Gray [ 4 6 ] extended for general f ixed charge problems the r e s u l t t h a t an 
optimal solut ion to FCP can be obtained without e x p l i c i t cons iderat ion 
of a l l i t s var iab les or c o n s t r a i n t s . I t i s su f f i c i en t t o consider only 
the reduced problem 
T T mm C j x + c 2 x 2 
(RP) 
s . t . A x x x + A 2 x 2 = b 
u± > x± > 0 
u 2 > x 2 ^ l2 
Because a l l components of c g in FCP are s t r i c t l y p o s i t i v e , every optimal 
so lut ion to the FCP must have x 1 = y , s = 0 . Thus v(RP) = v(FCP) , and 







i s an optimal solut ion to RP. 
The solut ion procedures developed in t h i s d i s s e r t a t i o n are exact 
methods, i . e . they produce an exact optimum solut ion t o FCP or FCNP. 
Thus the l i t e r a t u r e of exact so lut ion procedures i s the most re levant t o 
the re search reported here in , and no further d e t a i l w i l l be presented on 
approximate methods. For more complete summaries of the approximate 
so lut ion l i t e r a t u r e , see [ 1 2 , 2 8 , 4 6 , 5 1 , 6 8 , 7 1 , 8 8 , 9 1 ] . 
2 . 2 . 1 General Fixed Charge Problems 
Four re searchers are known to have proposed exac t so lut ion 
methods for the general f ixed charge problem. The f i r s t was Murty [ 7 6 ] 
who suggested an extreme-point ranking procedure based on Hirsch and 
Dantzig's r e s u l t t h a t an optimal so lut ion wi l l occur a t an extreme-point 
of the convex se t defined by ( 2 - 1 1 ) , ( 2 - 1 2 ) and ( 2 - 1 3 ) . The method 
searches such extreme-points in decreasing order of var iab le c o s t , i . e . 
in decreasing order of value of the objec t ive function 
v 1 * ! + cT2x2. ( 2 - 1 4 ) 
A pivoting scheme i s provided for moving from the l e a s t cos t t o the next 
l e a s t cost extreme-point , e t c . , and the procedure terminates when bounds 
on the fixed charges ind ica te t h a t no lower ranked extreme-point could 
produce an improved solut ion t o the o v e r a l l f ixed charge problem. 
Murty suggests the procedure wi l l work best on nondegenerate problems, 
but no computational experience for general f ixed charge problems has 
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been reported . Experience with f ixed charge t r a n s p o r t a t i o n problems, 
reported in [ 4 6 , 7 6 , 7 7 ] , suggests Murty's procedure may be e f f e c t i v e 
for problems with the dimension of y l e s s than 100 . 
In 1967 Gray [ 4 6 ] reported a decomposition approach for f ixed 
charge problems. The method uses H i l l i e r ' s bound-and-scan technique 
[ 5 7 ] t o develop s p e c i f i c values of the y v e c t o r t o be inves t iga ted . The 
corresponding version of FCP with y f ixed a t the assigned value i s then 
solved. A se t of c l ever bounds on the f ixed and var iab le c o s t s of an 
optimal so lut ion t o FCP, and l i m i t a t i o n s on the number of pos i t i ve com­
ponents of x^ implied by Hirsch and Dantzig's r e s u l t a r e used t o r e ­
s t r i c t the number of y v e c t o r s which must be e x p l i c i t l y evaluated. 
Computational experience for both a general algorithm and a spec ia l i zed 
procedure for the f ixed charge t r a n s p o r t a t i o n problem i s presented in 
[ 4 6 ] . The method appears e f f e c t i v e for general problems with y dimen­
sions up t o 30 and t r a n s p o r t a t i o n problems with y ' s of up t o 50 com­
ponents . 
Steinberg [ 8 9 ] presented a d i r e c t branch-and-bound method for 
general f ixed charge problems in 1969. In e f f e c t , his procedure 
enumerates the possible values of y by f ix ing c e r t a i n components y_. and 
t e s t ing i f any se t t ing of the remaining components could provide an 
optimal solut ion for FCP. Rules for t e s t i n g such p a r t i a l so lut ions 
include r e s t r i c t i o n s l ike Gray's on the number of pos i t i ve x^_. and a 
cost bound obtained by minimizing ( 2 - 1 4 ) subject t o ( 2 - 1 1 ) , ( 2 - 1 2 ) , and 
( 2 - 1 3 ) , and adding a lower bound on f ixed charges for components of y 
not present ly f ixed . Computational success i s reported for general 
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f ixed charge problems with y dimensions up t o 30. 
Jones and Soland [ 6 7 ] a l so presented a branch-and-bound procedure 
for general f ixed charge problems in 1969. In f a c t t h e i r research 
addressed f ixed charge formulations f a r more general than FCP, involving 
nonlinear c o n s t r a i n t s and objec t ive functions and "mult i - leve l f ixed 
charge" components, i . e . a c t i v i t i e s for which d i f ferent f ixed charges 
are appl icable a t d i f ferent a c t i v i t y l e v e l s . For the case of problems 
l ike FCP, however, Jones and Soland's method reduces t o a f ix ing selected, 
components of y and solving the corresponding version of RP t o obtain a 
cos t bound. I f the value of an optimal so lut ion to such a RP exceeds 
the value of a known feas ib le so lut ion for FCP, no s e t t i n g of the r e ­
maining components of y can produce an optimal so lut ion and cons idera­
t ion of the p a r t i a l so lut ion can be terminated. No problem with more 
than 15 m u l t i - l e v e l f ixed charge components was solved. 
2 . 2 . 2 Fixed Charge Network Problems 
Even though a grea t deal of re search has been devoted t o so lu­
t ion of the warehouse l oca t ion and fixed charge t r a n s p o r t a t i o n c a s e s , 
no instance i s known in the l i t e r a t u r e of an exact so lut ion procedure 
for general f ixed charge network problems. The only re levant m a t e r i a l 
found as a part of t h i s r e search i s work by Zavarei and Fr i sh [ 9 7 ] which 
demonstrates that every f ixed charge network can be formulated as a 
fixed charge t r a n s p o r t a t i o n problem at the expense of increas ing the 
number of nodes and a r c s . Thus, a t l e a s t t h e o r e t i c a l l y , any f ixed charge 
t r a n s p o r t a t i o n algorithm can be viewed as an algorithm for general f ixed 
charge network problems. 
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2 . 2 . 2 . 1 Warehouse Location Problems. In c o n t r a s t to the s i t u a ­
t ion for general network problems, a considerable amount of a t t e n t i o n 
has been devoted t o solut ion of the s p e c i a l case defined as the warehouse 
l oca t ion problem in Section 1 . 2 . 2 . The most important exac t so lut ion 
developments wi l l be summarized in the following d iscuss ion , but more 
complete reviews a r e found in [ 1 2 , 4 6 , 7 1 ] . 
The f i r s t important exact so lut ion method for the warehouse l o c a ­
t ion problem was reported by Effroymson and Ray [ 2 1 ] in 1966 . Their 
procedure, which i s appl icable only to the case where supplies a t each 
warehouse are assumed i n f i n i t e , i s a branch-and-bound technique depend­
ing heavily on so lut ion of a version of FCNP a t each step t o develop 
bounds for el iminating p a r t i a l y so lu t ions . However, the f a c t tha t FCNP 
can be solved t r i v i a l l y in t h i s uncapacitated case i s exploi ted in a 
se t of post -opt imal i ty operations which improve the qual i ty of the 
bounds. C r i t e r i a for determining tha t f ree y_. must take on given values 
in completions of the current p a r t i a l so lut ion are a l so t e s t e d , and i f 
any new y^ are f ixed , FCNP i s reoptimized with the addi t ional y r e s t r i c ­
t ions enforced. Computationally, the authors repor t solving a problem 
with the dimension of y equal to 50. 
Spielberg [ 8 6 , 8 7 ] presented severa l procedures which use essen­
t i a l l y the same bounds as Effroymson and Ray, but a d i f f erent enumeration 
procedure. Instead of f ix ing some components of y and attempting t o 
determine tha t no s e t t i n g of the remaining components can produce an 
optimal so lu t ion , his method sys temat ica l ly i n v e s t i g a t e s a s e r i e s of 
completely f ixed y v e c t o r s . A number of sequences of y vec tors were 
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t r i e d , but none proved c l e a r l y super ior , and computational times were 
comparable t o Effroymson and Ray's . 
Ellwein [ 2 2 ] applied a spec ia l i zed version of Benders' decomposi­
t ion procedure [ 1 0 ] t o capac i ta ted warehouse locat ion problems. Taking 
advantage of Gray's bounds, Effroymson and Ray's opening and c los ing 
r u l e s , and bounds produced by l i n e a r sub-problems of the Benders' method, 
El lwein's algorithm i m p l i c i t l y enumerates candidate v e c t o r s y u n t i l an 
optimal so lut ion i s ident i f i ed . Computational success i s reported for 
y ' s of dimension up t o 25 . 
Bulfin and Unger [ 1 2 , 1 3 ] a l so reported a procedure using some of 
the previous r e s u l t s in the context of Benders' decomposition algorithm 
[ 1 0 ] . An impl ic i t enumeration procedure l ike Geoffrion's [ 2 9 ] i s used 
in a master integer problem, with the development of new p a r t i a l so lu­
t ions p a r t i a l l y contro l l ed by so lut ion of Benders' continuous sub-
problems. El lwein's bounds are employed in the enumeration procedure t o 
reduce the number of p a r t i a l so lut ions e x p l i c i t l y inves t iga ted . Compu­
t a t i o n a l experience in [ 1 2 ] ind ica tes the procedure can e f f i c i e n t l y 
solve capac i ta ted problems with y ' s of dimension up t o 25 . Experience 
reported in [ 1 3 ] for a separate version of the algorithm adapted for the 
uncapacitated c a s e , shows solut ion of problems with y ' s as l arge as 50 
in a few seconds. 
2 . 2 . 2 . 2 Fixed Charge Transportat ion Problems. As was the case 
for warehouse locat ion problems, f ixed charge t r a n s p o r t a t i o n problems 
have been the subject of extensive r e s e a r c h . Thus, only the most 
important developments can be summarized here . More complete l i t e r a t u r e 
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surveys are provided in [ 2 8 , 4 6 , 5 1 , 6 8 , 9 1 ] . 
The f i r s t important exact solut ion method for f ixed charge t r a n s ­
por ta t ion problems was developed by Speilberg [ 8 5 ] in 1964 . The method 
i s a d i r e c t implementation of Benders' par t i t i on ing [ 1 0 ] on the problem, 
with a branch-and-bound method used t o solve in teger sub-problems. 
Speilberg s t a t e s t h a t the method i s e f f i c i e n t for y ' s as large as 1 5 0 , 
but discouraging for any l a r g e r problems. 
As mentioned above, the procedures developed by Murty [ 7 6 ] and 
Gray [ 4 6 ] for more general problems have been spec ia l i zed t o the fixed 
charge t r a n s p o r t a t i o n problem. However, s ince no important d i f ferences 
in approach are used for the t r a n s p o r t a t i o n case t h e i r methods wi l l not 
be repeated here . 
The method developed by Frank [ 2 8 ] builds on Murty's approach. 
Murty's ranking of extreme-points in terms of var iab le cos t i s used 
along with a ranking of f ixed cos t s obtained from a modification of the 
defender algorithm (see Bellmore and R a t l i f f [ 9 ] ) . Three d i f ferent 
schemes for combining these two rankings were i n v e s t i g a t e d , but no 
problems with y ' s l a r g e r than 16 were solved. 
The f i r s t known group t h e o r e t i c inves t iga t ion of any f ixed charge 
problem i s the work of Tompkins [ 9 1 ] . He ident i f i ed a number of proper­
t i e s of the Abelian group assoc ia ted with f ixed charge t r a n s p o r t a t i o n 
problems. A branch-and-bound procedure was developed which took advan­
tage of some of these proper t i e s t o reduce the number of so lut ions 
e x p l i c i t l y evaluated, but no computational r e s u l t s have been presented. 
Hefley and Thomas [ 5 2 ] have reported experimenting with a more 
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d i r e c t group t h e o r e t i c approach. They derive and solve the group prob­
lem for a f ixed charge t r a n s p o r t a t i o n problem as a knapsack problem over 
the assoc ia ted group. S impl i f icat ions derived from Hefley's methods of 
group t h e o r e t i c decomposition [ 5 0 ] are exploited to reduce the d i f f i ­
cu l ty of solving the group problem. Problems with y ' s as large as 24 
are reported solved by t h i s procedure. 
The most recent group t h e o r e t i c approach t o f ixed charge problems 
i s the work of Kennington [ 6 8 ] . Since Kennington's research provided 
the s t a r t i n g point for much of the analys i s reported in t h i s d i s s e r t a ­
t i o n , i t i s discussed in some d e t a i l in the following s e c t i o n . 
2 . 2 . 2 . 3 Kennington fs Group Theoret ic Approach. Kennington's 
[ 6 8 ] approach t o the fixed charge t r a n s p o r t a t i o n problem i s a penalty-
oriented group t h e o r e t i c approach using the pr inc ip le s presented in 
Sect ion 2 . 1 . 1 . Thus a branch-and-bound algorithm i s used with pena l t i e s 
developed from group problems providing cos t bounds and guiding the 
s e l e c t i o n of new branching v a r i a b l e s . 
Kennington formulates the problem as an a l l - i n t e g e r program, 
i . e . requires x^ = 0 mod 1 in addit ion t o the other c o n s t r a i n t s of FCNP, 
and demonstrates t h a t the re su l t ing group problem congruence c o n s t r a i n t s 
wi l l contain only 0 , +1 and - 1 c o e f f i c i e n t s . A large number of s impli ­
f i c a t i o n s in the group penalty approach then follow from t h i s s p e c i a l 
problem s t r u c t u r e . Among these are the following: 
1. The group problem assoc ia ted with a f ixed charge t r a n s p o r ­
t a t i o n problem can be e f f i c i e n t l y constructed from the 
optimal tableau of the reduced problem, RP. Thus the 
e f f i c i ency of solving RP instead of FCNP a t each step in 
the branch-and-bound algorithm can be extended t o group 
t h e o r e t i c approaches. 
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2. In contras t to the usual c a s e , one row group problems 
for the fixed charge t ranspor ta t ion problem can e a s i l y 
be solved e x a c t l y . Thus one row group pena l t i e s can 
be derived without f i r s t r e s o r t i n g t o the generation 
of a s e t of val id i n e q u a l i t i e s . 
3 . As an addi t ional aid in using the one row group pena l t i e s 
for branching r u l e s , i t i s possible t o i n t e r p r e t such 
pena l t i e s as c o s t s of moving y j "up" t o uj_j or "down" to 
0 instead of simply t o some value sa t i s fy ing the congru­
ence c o n s t r a i n t . 
One row group pena l t i e s for the f ixed charge t r a n s p o r t a ­
t ion problem are e x a c t l y equal t o those developed from 
d i f f erent approaches by Tomlin [ 9 0 ] . 
5. The cons tra in t matrix of the group problem assoc ia ted 
with a fixed charge t r a n s p o r t a t i o n problem i s t o t a l l y 
unimodular. 
Computational experience for Kennington's algorithm i s presented 
in [ 6 8 ] . The r e s u l t s show e f f i c i e n t so lut ion of f ixed charge t ranspor ­
t a t i o n problems with y ' s of dimension up t o 100 . 
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CHAPTER I I I 
GROUP RELATED STRUCTURE OF FIXED CHARGE PROBLEMS 
In t h i s chapter a number of s t r u c t u r a l c h a r a c t e r i s t i c s r e l a t e d t o 
the group problem for general f ixed charge problems are inves t iga ted . 
Most of Kennington's r e s u l t s for the f ixed charge t r a n s p o r t a t i o n problem 
(see Sect ion 2 . 2 . 2 . 3 ) are shown to general ize to a l l f ixed charge prob­
lems, and new concepts involving penalty problems s tronger than one row 
group problems are presented. Before proceeding with these r e s u l t s , 
however, the general so lut ion framework t o which the r e s u l t s are r e l e ­
vant wi l l be b r i e f l y reviewed. 
Reca l l from Section 1 .4 the conventions 
8 (any minimization problem) = the best current ly ava i l ab l e 
lower bound on the value of 
an optimal so lut ion to the 
problem, 
v (any unbounded problem) = 
v (any infeas ib le problem) = +°°, and l e t 
v ( the best known solut ion to FCP) = v . 
Then Figure 1 presents a b r i e f flow chart of the branch-and-bound 
approach t o f ixed charge problems which provides the motivation for the 
research of t h i s d i s s e r t a t i o n . The p r i n c i p a l s teps in the procedure can 
be summarized as follows: 
Step 0. Place the whole problem FCP in the candidate list 
( i . e . in the s e t of r e s t r i c t e d versions of FCP which might s t i l l y ie ld 
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0. Put FCP in candidate l i s t 
3(FCP) = 0. Set v* = +°°. 
with 
1. Choose from the candidate 
FCPC with min B(FCP C ) . 
l i s t 
• 
2. Solve the r e l a x a t i o n FCPC 
4 . Save the 
rounded solu­




candidate l i s t 
having 3(candi­
date ) ^ new v*. 
Construct and solve 
s evera l penalty problems 
r e l a t e d t o the group 
problem GP(FCPC) derived 
from the tableau of FCP . 
7. Replace FCPC in the candi­
date l i s t with one problem 
constraining FCPC by y£ = 0 , 
yj = 0 , for j e On, and y-j = 
uj_j for j E Gy, and a simi­
l a r problem with y . = u-, • . 
3 value are c a l c u l a t e d from 
penal t i e s of Step 5. 
Use the pena l t i e s c a l c u l a t e d 
a t Step 5 t o ident i fy s e t s 0y 
and 0n of j such t h a t e i t h e r 
the case of y j = 0 or the one 
for y j = u i j cannot produce 
an optimal so lut ion for FCP, 
and t o choose a branching 
var iab le y-j_ on which t o par ­
t i t i o n the problem. 
Figure 1. Flow Chart of General Branch-and-Bound Approach 
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an optimal solut ion to the f u l l problem). Set 3(FCP) = 0 and v* = + 0 0 , 
and proceed to Step 1. 
Step 1. Choose as the current candidate , FCP c , the element of 
the candidate l i s t sa t i s fy ing 
3{(FCP ) = min (3(FCP , ) : FCP , in candidate l i s t } , c c c 
and proceed to Step 2 . 
Step 2. Solve the continuous r e l a x a t i o n of F C P c , i . e . FCP c . 
I f v (FCP c ) > v A , proceed t o Step 8 because no completion of FCP^ ( i . e . 
no s e t t i n g of the y . not assigned values in FCP ) can produce a so lut ion 
to FCP with value l e s s than t h a t of a known so lut ion . I f V(FCP ) < V " , 
c ' 
proceed t o Step 3 . 
Step 3. Create a f eas ib le so lut ion for FCP by rounding "up" the 
optimal so lut ion t o FCP^, i . e . by s e t t i n g 
8 = < 
u, . - x n . i f x, . > 0 
1] 1] 1] 
0 otherwise 
S t x 
x l = x l 
X 2 " X 2 ' 
where x^ and x^ are the optimal values of x and x in the so lut ion of 
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FCP c . I f the value of t h i s rounded solut ion i s l e s s than v , , { , proceed t o 
Step 4-. Otherwise go t o Step 5 . 
Step 4. A new incumbent solution has been found, i . e . the 
rounded solut ion t o FCP^ provides a f eas ib l e solut ion to FCP with value 
l e s s than any solut ion found so f a r . Save t h i s incumbent as a poss ible 
optimal s o l u t i o n , and el iminate from the candidate l i s t any problems 
with 8 value g r e a t e r than or equal t o the value of the new incumbent. 
I f the new v* = - 0 0 , s top; FCP i s unbounded. Otherwise, proceed t o Step 
5. 
Step 5. Attempt t o obtain a b e t t e r lower bound on v (FCP c ) than 
v(FCP c ) by construct ing and solving s e v e r a l penalty problems r e l a t e d t o 
the group problem GP(FCP c) derived from the optimal tableau of FCP . I f 
the value of the optimal so lut ions t o any of these penalty problems i s 
g r e a t e r than or equal t o v*, proceed t o Step 8. Each problem i s a 
r e l a x a t i o n of FCP^, and thus has optimal so lut ion value l e s s than or 
equal t o v ( F C P c ) . I f a l l penalty problem solut ions have value l e s s 
than V " , proceed t o Step 6. 
Step 6. Use the penalty information of Step 5 t o ident i fy e l e ­
ments of the s e t s 
0y = { j : pena l t i e s show v(FCP c : y_. = 0) > v*} 
0 n = ( j - pena l t i e s show v(FCP : y . = u ) > v * } . 
D C j l j 
Also use the group-re lated pena l t i e s of Step 5 t o choose a new branching 
variable y? on which t o partition the problem, i . e . choose a new y^ t o 
f i x in FCP such that i t O„u0 n . Then go t o Step 7. 
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Step 7. Replace FCP^ in the candidate l i s t by two more r e ­
s t r i c t e d problems. One i s defined by FCP c with the addi t ional con­
s t r a i n t tha t the branching var iab le y. = 0 , y . = 0 for j e 0^ and y . = 
o D j 
u , . for i e 0 r T . The other problem i s i d e n t i c a l except that y. i s r e -l j U l 
s t r i c t e d to equal i t s upper bound. 3 values for these two new candi­
dates are as obtained from the penalty problems of Step 5 . Next proceed 
t o Step 1 t o s e l e c t a new FCP . 
c 
Step 8. Fathom FCP c , i . e . e l iminate FCP c from the candidate l i s t 
because no completion of i t can produce a f eas ib le so lut ion to FCP with 
value l e s s than v*. I f the candidate l i s t i s now empty, s top; i f an 
incumbent so lut ion e x i s t s , i t i s an optimal so lut ion for FCP, and o ther ­
wise FCP i s i n f e a s i b l e . I f the candidate l i s t i s not empty, proceed t o 
Step 1 t o s e l e c t a new FCP^. 
From Figure 1 and the above discussion i t i s evident tha t in the 
context of such a branch-and-bound procedure re l evant problem s t r u c t u r e 
and computational s impl i f i ca t ions include the following: 1 . E f f i c i e n t procedures for solving continuous problems FCP^. 
2 . Convenient methods for construct ing GPCFCP^) from the optimal 
so lut ion t o FCP . 
c 
3 . Usable c h a r a c t e r i z a t i o n s of penalty problems most l i k e l y t o 
give the highest cos t bounds. 
4 . E f f i c i e n t algorithms for cons truct ion and so lut ion of penalty 
problems. 
5 . Improved procedures for using penalty information in 
s e l e c t i n g branching v a r i a b l e s . 
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The remainder of t h i s d i s s e r t a t i o n presents a number of r e s u l t s r e l a t i n g 
to such cons iderat ions . 
3 . 1 Solution of the Continuous Relaxation 
As formulated in Section 1 . 1 , the problem FCP i s equivalent to 
T T T min c n x n + c^x^ + c s ( 3 - 1 ) 1 1 2 2 s 
(FCP) 
s . t . A ^ + A 2 x 2 = b ( 3 - 2 ) 
- I x 1 + Iy - Is = 0 ( 3 - 3 ) 
u l > y > 0 ( 3 - 4 ) 
U l " X l ~ ° ( 3 " 5 ) 
u > s > 0 ( 3 - 6 ) 
u 2 > x 2 > £ 2 ( 3 - 7 ) 
y = 0 mod u ^ ( 3 - 8 ) 
with c g > 0. This sec t ion inves t i ga te s procedures for s implif ied so lu­
t ion of the continuous r e l a x a t i o n FCP, i . e . the version of FCP without 
c o n s t r a i n t s ( 3 - 8 ) . 
3 . 1 . 1 Construction of a Solution from the Reduced Problem 
As indicated in Section 2 . 2 , Bal inski [ 4 ] and Gray [ 4 6 ] have shown 






 cj_xj_ + C 2 X 2 
s . t . AjX + A 2 x 2 = b 
U j > * X l > 0 
U 2 * X 2 " V 
Thus the value of an optimal solut ion to FCP can be obtained without 
e x p l i c i t cons iderat ion of a l l i t s c o n s t r a i n t s and v a r i a b l e s . Through a 
s e r i e s of lemmas, some e laborat ions on t h i s r e s u l t wi l l now be developed 
Q Q — 
3 . 1 . 1 . 1 Lemma. I f vec tors x^ and x 2 form a basis for RP, then these 
vec tors together with the vec tor y form a bas is for FCP. 
Proof. The indicated vec tors wi l l form a bas i s for FCP i f the c o r r e ­
sponding columns in the c o n s t r a i n t s ( 3 - 2 ) and ( 3 - 3 ) form a l i n e a r l y 
independent s e t . Consider a l i n e a r combination ( z ^ , z 2 , z ^ ) of these 
columns such tha t 
0 
- I Z 2 + 
0 0 I 
I J 
z = 0 
y 
B B 
Now i t must be that z^ = z 2 = 0 because { x ^ , x 2 } i s a bas is for RP and so 
the columns (A ,A ) are l i n e a r l y independent. But then i t must a l so be 
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true that z = 0 because no other combination of unit vec tors can pro-
y 
duce the zero v e c t o r . Thus the only l i n e a r combination of the columns 
B B 
corresponding to x^, x^ and y which y ie lds the zero vec tor has a l l 
zero c o e f f i c i e n t s , and the columns are l i n e a r l y independent. 
Q.E.D. 
3 . 1 . 1 . 2 Lemma. The updated Simplex tableau for FCP corresponding to 
B B 
bas i s v e c t o r s x , x^ and y i s ( a f t e r renumbering of rows and columns 
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where k i s the dimension of x^ and the updated tableau of RP c o r r e -
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Proof. The basis matrix corresponding t o x^ 9 x 2 and y in FCP i s of the 
form 
4 j 0 
1 
- I 0 
J I 
0 0 J 
The inverse of t h i s matrix can be ca l cu la ted by the well-known formula 
for inversion by minors as 
( " I < - 1 i 0 
- 1 
" ~ r ~ 
1 ! 
0 
K B J I 
Direct mul t ip l i ca t ion of t h i s inverse times the o r i g i n a l c o n s t r a i n t 
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matrix of FCP produces the updated cons tra in t matrix indicated in the 
B B 
Lemma when i t i s recognized that (A^jA^) i s the corresponding bas i s 
matrix for RP. For example, consider the lower p a r t o f the columns 
N . . 
corresponding to x^ in the cons tra in t matrix of FCP. Mult ip l icat ion of 
the appropriate submatrices y ie lds 




[ A 1 ] B + ° 
1 k B 
r 
C A I \ B 
k 
- I 
Calculat ion of the updated cos t row for nonbasic var iab l e s i s s i m i l a r . 
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3 . 1 . 1 . 3 Lemma. Let the values of x^ and x^ corresponding t o the bas is 
B B 
^ X 1 ' X 2 " ^ ^ n ^ P b e X l a n c ^ X 2 ' r e s P e c 1 : i v e l y . Then the values of x^, x 2 , y 
B B and s corresponding t o the bas is { x ^ , x 2 , y } in FCP are given by 
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X l = Y = X l ' X 2 = X 2 ' S = °* 
Proof. F i r s t consider the nonbasic var iab l e s in FCP. The components of 
- N - N N N 
x^ and x^ must e x a c t l y equal the upper or lower bounds on x^ and be­
cause they were part of a bas i c solut ion to RP. S imi lar ly , the lower 
bound 0 provides a value which can correspond to a bas i c so lut ion for 
FCP. Thus i t remains only to show that the values of bas i c var iab le s 
implied by these nonbasic values are those given in the statement of the 
Lemma. Using the updated tableau of Lemma 3 . 1 . 1 . 2 , the bas i c var iab le s 
of FCP can be ca l cu la ted 
r- "N~N ;N~N = b - A l X j _ - A 2 x 2 - 0 = 
where the l a s t equal i ty follows because the center expression i s 
i d e n t i c a l t o the one for the values of bas i c var iab l e s in RP. S imi lar ly , 
y = 
f * 1 ] 
1 k B 
rA N i 1 ^ 





X l " 
K -N 
X 2 = 





3 . 1 . 1 . 4 Theorem. Let { x ,x } be a basis which s a t i s f i e s Simplex o p t i ­
mality c r i t e r i a for RP, and l e t x = x , x = x be the corresponding 
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B B optimal bas i c so lut ion . Then { x ,x ,y} i s an optimal bas is for FCP 
yie lding the optimal bas i c so lut ion x^ = y = x^, x^ = x^, s = 0 . 
B B Proof. That { x ^ , x 2 , y } i s a bas is for FCP yielding the indicated so lu­
t ion follows from Lemmas 3 . 1 . 1 . 1 and 3 . 1 . 1 . 3 . I t remains only t o show 
that t h i s bas is i s optimal for FCP. By Lemma 3 . 1 . 1 . 2 , the adjusted cos t 
row of the FCP tableau corresponding t o the indicated bas is i s given by 
y 
,-N.T 
( c ) ( c 2 ) 
-N -N 
where c^ and c 2 are e x t r a c t e d d i r e c t l y from the optimal tableau of RP. 
-N -N 
c^ and c 2 must s a t i s f y Simplex opt imal i ty c r i t e r i a for the so lut ion N -N N -N 
x^ = x^, x 2 = x 2 in FCP because they were optimal in RP. Moreover, 
c g > 0 implies that Simplex opt imal i ty c r i t e r i a are a l so s a t i s f i e d for 
the lower-bounded vec tor s . Thus Simplex opt imal i ty c r i t e r i a hold for 
a l l nonbasic v a r i a b l e s , and the theorem i s proved. 
Q.E.D. 
3 . 1 . 1 . 5 Coro l lary . For FCP and RP as defined above, v(FCP) = v(RP) . 
Proof. I f there i s an optimal so lut ion t o RP, there must be an optimal 
bas ic so lut ion sa t i s fy ing Simplex opt imal i ty c r i t e r i a . Let x^ = x^, 
x^ = x^ be such a bas ic so lut ion . Then by Theorem 3 . 1 . 1 . 4 , x, = y = x, . 
2 2 1 1 
^ = x^, s = 0 i s an optimal so lut ion to FCP. Thus 
4-5 
RP RP RP RP RP RP 
v(FCP) = c^x t c 2 x 2 + 0 x x + c g ( 0 ) = c . ^ + c ^ = v(RP) . 
Q .E.D. 
The p r i n c i p a l implicat ion of the r e s u l t s presented in t h i s s e c ­
t ion i s t h a t so lut ion of the reduced problem RP can not only provide the 
value of an optimal so lut ion for the continuous r e l a x a t i o n FCP, but an 
optimal bas i s and the assoc ia ted Simplex tableau as wel l . Al l such 
elements of an optimal bas i c so lut ion for FCP can be obtained by d i r e c t 
e x t r a c t i o n from corresponding elements of the solut ion of RP, and no 
addi t iona l computations are required. 
3 . 1 . 2 A l t ernat ive Constructions 
Section 3 . 1 . 1 developed one construct ion for c r e a t i n g an optimal 
bas i c so lut ion t o FCP from an optimal bas i c solut ion to RP. C l e a r l y , i f 
x^ = x^, x 2 = x 2 i s an optimal so lut ion to RP, then x^ = y = x^, 
x 2 = x 2 , s = 0 must be the corresponding optimal so lut ion for FCP 
because c^ > O. However, more than one bas i s for FCP may be able t o 
provide th i s so lut ion and s a t i s f y Simplex opt imal i ty c r i t e r i a . 
Consider f i r s t the constructed par t of the FCP bas i s correspond-
g 
ing to an element x ^ , i . e . a component of x^ which was b a s i c in the 
optimal so lut ion to RP. Assuming t h a t so lut ion t o RP i s non-degenerate , 1 
B -B un . > x , . > 0 . 
1 ] 1 ] 
But then the optimal value of the corresponding y component, y_., must 
"''See Appendix B for fur ther discussion of bas i c so lut ions in 
bounded Simplex procedures. 
4 6 
s a t i s f y 
> y > 0 , 
and y . must be bas ic in the so lut ion of FCP. Thus, a t l e a s t in the non-
degenerate c a s e , y . must always be bas i c in FCP whenever x^j i s bas i c in 
R P . 1 
Even in the non-degenerate c a s e , however, a l t e r n a t i v e s are pos-
N 
s i b l e for the part of the constructed bas is corresponding t o x^ , the 
p a r t of x^ which was nonbasic in the optimal so lut ion t o RP. Under some 
N 
condi t ions , the y^ corresponding t o such x^_. may be replaced in the 
N 
basis by e i t h e r x n . or s . . The following theorem enumerates the poss i -1] 1 
b i l i t i e s . 
B B 
3 . 1 . 2 . 1 Theorem. Let { x^JX^} be an optimal bas i s for RP which s a t i s ­








X 2 RHS 
0 / -Nx T 
( C 1 } 
0 ( c 2 ) -
B I 
AN A l 
0 
AN A 2 b 
0 I 
^Tt should be noted t h a t a l t e r n a t i v e bases are poss ible i f B B B x . = 0 or x . . = u . . , but such cases have been omitted in the i n t e r e s t 
i : i : i : 
of b r e v i t y . 
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B B B F u r t h e r , l e t y , s and c be the port ions of the y , s and c v e c t o r s s s 
corresponding t o x B , and l e t y^, s^ and c^ be the port ions corresponding 
N B B B N t o x^. Then x^, x^, y , together with a constructed vec tor z form an 
optimal bas i s for FCP which s a t i s f i e s Simplex opt imal i ty c r i t e r i a i f and 
N 
only i f z i s crea ted according t o the following r u l e s : 
( i ) I f x1^. = 0 in the so lut ion t o RP, then 
N N . , - N N , y . or x, . i f ( c . . - c . ) < 0 
D i] i: s : 
, N N N . , - N N . < y . , s . or x.. . i f ( c , . - c . ) = 0 
N N , - N N > y . or s . i f ( c . . - c . ) > 0, 
r: D i: s: 
( i i ) I f x 
l j 
un . in the solut ion t o RP, then 
ID 
N N N z . = y . or x , . . 
D D J-D 
Proof. By Lemma 3 . 1 . 1 . 2 the optimal tableau for FCP corresponding t o 


















0 ,-N.T ( C 1 } 0 ( c 2 ) 
0 0 ( c s } ( C s } -
B 
X l I 0 
A N A 2 0 0 
0 0 H 
B 






I 0 -I 0 
K B 
0 -I 0 0 0 I 0 -I 0 
( 3 - 1 5 ) 
Theorem 3.1.1.M- demonstrated t h a t Simplex opt imal i ty c r i t e r i a are s a t i s -
N N . 
fied for t h i s b a s i s , and thus z . = y . i s a va l id choice under a l l condi-
3 3 
t i o n s . 
N N 
I f pivot i s performed to rep lace y in t h i s bas i s by s , the r e ­

















0 0 ( c 2 ) 0 (
 N > J 
( c s } 













I 0 - 1 0 C b ] 1 
K B 
N 
s 0 I 0 0 0 - 1 0 I 0 
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N 
N . . . . . . vec tor c . Thus, Simplex opt imal i ty c r i t e r i a can be s a t i s f i e d only i f 3 
N N 
y = 0 in the optimal so lut ion t o FCP. But then x^ = 0 because y = x j _ 
in any optimal so lut ion to FCP. Next, observe t h a t the adjusted cos t 
N -N N N for x n in the tableau i s ( c , - c ) . For x, = 0 , t h i s value can s a t i s f y 1 1 s 1 
Simplex opt imal i ty c r i t e r i a only i f i t i s non-negative. Therefore i t 
N N 
can be concluded t h a t z . = s . provides a bas i s sa t i s fy ing Simplex o p t i -
N -N N mality c r i t e r i a i f and only i f x , . = 0 and ( c , . - c . ) ^ 0 . 
N . 
S imi lar ly , i f a pivot i s performed t o rep lace s in the bas i s by 

















0 0 0 ( c 2 ) 0 ( c x ) 
B c s 
r-N N.T - ( c - c ) 1 s 
B 
X l I 0 
B 
X 2 0 
0 
I 
AN A 2 0 A
N 
A l 0 -A
N 
A l b 
B 
y 0 0 0 i - I 
N 
X l 0 I 0 0 0 - I 0 I 0 
( 3 - 1 7 ) 
Examination of the adjusted cos t row for t h i s case wi l l show that Simplex 
-N N opt imal i ty c r i t e r i a w i l l be s a t i s f i e d whenever - ( c , - c ) ^ 0. Two s i t u a -1 s 
N -N N 
t ions can produce t h i s r e s u l t . I f x , . = 0 , - ( c . - c . ) > 0 must be 
13 13 s : 
. . N N -N 
e x p l i c i t l y required . However, i f x^_. = u^_., then c^_. < 0 by opt imal i ty 
Note that the adjusted cos t for y in th i s tableau i s the pos i t i ve 
50 
-N N 
Simplex optimal i ty c r i t e r i a for FCP i f and only i f e i t h e r x ^ = 0 in 
-N N N N the optimal solut ion for RP and ( c . . - c . ) < 0 , or x n . = un . in the 
i : s : l : i : 
optimal RP so lut ion . 
Q.E.D. 
3 .2 Group Formulation of the Problem 
As b r i e f l y indicated in Section 2 . 1 , the group problem assoc ia ted 
with an in teger program IP ( i . e . GP(IP)) i s a re laxed version of the 
equivalent form of the o r i g i n a l problem obtained by expressing the prob­
lem in terms of an optimal Simplex tableau for i t s continuous r e l a x a t i o n 
IP. Non-negativity c o n s t r a i n t s on the bas ic var iab le s in the optimal 
so lut ion to IP are r e l a x e d , but a l l other requirements of the o r i g i n a l 
problem are r e t a i n e d . The problem i s expressed in terms of the nonbasic 
var iab l e s in the optimal so lut ion of I P , and thus GP(IP) can be viewed 
as the problem of finding a minimum cos t perturbat ion of the nonbasic 
var iab l e s which wi l l s a t i s f y a l l congruence c o n s t r a i n t s of IP while con­
forming t o non-negativi ty on the nonbasic var iab le s in some optimal 
so lut ion to IP. 
In t h i s s ec t ion the group problem assoc ia ted with FCP wi l l be 
care fu l ly developed. Before proceeding t o t h i s development, however, a 
s l i gh t extension of GomoryTs o r i g i n a l de f in i t ion of the group problem 
must be presented. 
As developed by Gomory [ 4 0 ] and summarized in Section 2 . 1 , the 
group formulation i s es tabl i shed only for in teger programming problems 
of RP. Since c . > 0 , i t w i l l always be t r u e tha t - ( c n . - c . ) > 0 . J ID SJ 
N N 
Therefore i t can be concluded tha t = produces a bas i s sa t i s fy ing 
N 
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with zero lower bounds and no impl i c i t l y handled upper bounds on decis ion 
v a r i a b l e s . Moreover, the formulation i s expressed in terms of elements 
of the optimal tableau assoc ia ted with the ordinary Simplex method. The 
following a r e the concepts necessary t o general ize t h i s group formula­
t i o n to the case of FCP, i e . t o problems with impl ic i t upper and lower 
bounds which have been solved by bounded Simplex procedures: 
1. The group problem i s viewed as the problem of finding the 
minimum cost perturbat ion of the optimum values of nonbasic var iab le s in 
FCP which s a t i s f i e s a l l congruence c o n s t r a i n t s of FCP while conform­
ing t o lower bounds on nonbasic var iab l e s which were lower-bounded in 
the optimal FCP solut ion and t o upper bounds on nonbasic var iab l e s which 
were upper-bounded in the optimal FCP so lut ion . Thus the decis ion v a r i ­
ables are not the nonbasic var iab le s themselves, but s lack or per turba­
t ion var iab le s which measure how f a r in the f eas ib le d i r e c t i o n from 
t h e i r FCP optimum values the nonbasic var iab le s are changed in s a t i s f y ­
ing the congruence c o n s t r a i n t s of FCP. 
2 . Both upper and lower bounds on bas i c var iab l e s in the optimal 
FCP solut ion are re laxed in the group problem. 
3 . Upper bounds on nonbasic var iab le s which were lower-bounded 
in the optimal FCP solut ion and.lower bounds on nonbasic var iab l e s which 
were upper-bounded are a l so r e l a x e d . Thus the perturbat ion or change 
var iab le s have no upper l i m i t s . 
4 . To obtain the c o n s t r a i n t s and objec t ive function of the group 
problem from the optimal tableau of an upper-bounded Simplex procedure, 
express the o r i g i n a l nonbasic var iab les in terms of perturbat ion 
5 2 
v a r i a b l e s , and s u b s t i t u t e . This has the e f f e c t of making columns for 
perturbat ions of nonbasic var iab le s i d e n t i c a l t o the corresponding 
columns in the optimal bounded Simplex tableau for FCP when the v a r i ­
ables were lower-bounded in the optimal FCP so lu t ion , and - 1 times the 
corresponding bounded Simplex column when the var iab le s were upper-
bounded in the continuous so lut ion . The r ight-hand-s ide of the main 
congruence c o n s t r a i n t s of the group problem then becomes, not the 
adjusted r ight-hand-s ide of the bounded Simplex tab leau , but the optimal 
FCP values of the bas ic var iab les themselves. 
For d e t a i l s and j u s t i f i c a t i o n s of these concepts see Appendix B. 
3 . 2 . 1 Formulation and Construction of Group Problems 
The r e s u l t s of Section 3 . 1 demonstrate how optimal bounded Simplex 
tableaux for FCP can be constructed from corresponding tableaux for RP, 
and the concepts presented above ind ica te how group problems assoc ia ted 
with FCP can be derived from optimal bounded Simplex tableaux for FCP. 
Thus, group problems for FCP can e a s i l y be constructed from optimal 
bounded Simplex tableaux for RP. 
However, Theorem 3 . 1 . 2 . 1 shows t h a t a l arge number of optimal 
tableaux for FCP can be generated from a p a r t i c u l a r optimal tableau for 
RP by varying the membership of the constructed FCP b a s i s . Thus a number 
of d i f ferent group problems could r e s u l t from a given optimal so lut ion 
t o RP. 
In th i s s ec t ion r e l a t i o n s between these a l t e r n a t i v e group prob­
lems are inves t iga ted . For nota t iona l s i m p l i c i t y , however, only three 
cases wi l l be t r e a t e d . The cases correspond r e s p e c t i v e l y t o choosing 
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N N a l l components of the vec tor y , a l l components of the vec tor s , and 
N 
a l l components of the vec tor in forming the changeable par t of the 
bas is for FCP. Corresponding FCP tableaux are ( 3 - 1 5 ) , ( 3 - 1 6 ) and ( 3 - 1 7 ) 
Any p o s s i b i l i t y admitted by Theorem 3 . 1 . 2 . 1 i s merely a row-by-row mix 
of the r e s u l t s for these three c a s e s . 
Consider f i r s t the case of the bas is { x B , x B , y B , y ^ } , where { x B , x B } 
i s an optimal basis for RP. Subdivide the assoc ia ted nonbasic v e c t o r s 
into upper and lower-bounded p a r t s as indicated in Section 1 . 4 . 2 , and 
define the following perturbat ion var iab le s 
A L L 
A X 1 = X l - 0 
^ U - U 
1 U l 
A L L 
A* 2 = x 2 x u  
- x 
- I 
. B B 
As = s - 0 
N N As = s - 0 
( 3 - 1 8 ) 
Then the bas i c var iab le s for t h i s case can be expressed in terms of 





























( 3 - 2 0 ) 
—B —B —B —N B B B N where x^, x^, y and y are the optimal values of x^, x^, y and y 
r e s p e c t i v e l y . Subst i tut ing for bas i c var iab l e s according to these r e l a ­
t i onsh ips , and for nonbasic var iab le s according t o ( 3 - 1 8 ) , we obtain the 
following equivalent form of FCP: 
min ( C 1 } 
Ax 
•Ax 




' a A As 
N 
c 
, S J 
As 
+ v(FCP) ( 3 - 2 1 ) 




ASB -B y 
B 
U l 





N W - I 0 t 4 
I J 
( 3 - 2 2 ) 


































> 0 ( 3 - 2 5 ) 
B B u^ > As > As ( 3 - 2 6 ) 
u i -
 A x i ' U ^ A U ( 3 - 2 7 ) 
( u i j - J ^ ) > Ax^, ( u ^ ) > Ax^, ( 3 - 2 8 ) 
Several observations can be made about t h i s equivalent form. 
F i r s t , note tha t i f the c o n s t r a i n t s ( 3 - 2 2 ) are r e l a x e d , an optimal solu­
t ion t o EFCP i s 
. B . N . L . U . L . U 
As , As , Ax^, Ax^, A x 2 , Ax 2 = 0 . 
This must be t rue because such a so lut ion s a t i s f i e s a l l c o n s t r a i n t s 
except ( 3 - 2 2 ) , and opt imal i ty of FCP assures the objec t ive function 
c o e f f i c i e n t s of Ax^ and Ax 2 are non-negative, and t h a t those of Ax^ 
and Ax^ are non-pos i t ive . Thus, s ince c > 0 , no other so lut ion s a t i s -2 s 9 
fying ( 3 - 2 3 ) could produce a smaller value of the objec t ive function 
( 3 - 2 1 ) . 
Next observe t h a t i f the c o n s t r a i n t s ( 3 - 2 2 ) are included, the 
a l l - z e r o so lut ion w i l l be a f eas ib l e so lut ion only when y = 0 mod u^, 
i . e . when an optimal solut ion t o FCP i s a l so an optimal so lut ion t o FCP, 
5 6 
Moreover, i f y ^ 0 mod u^, the a l l - z e r o so lut ion would continue t o be 
in feas ib le i f a l l c o n s t r a i n t s were re laxed except ( 3 - 2 2 ) and ( 3 - 2 3 ) . 
Thus minimizing ( 3 - 2 1 ) subject to ( 3 - 2 2 ) and ( 3 - 2 3 ) wi l l produce a 
general ly non-zero so lu t ion , and s ince c i s p o s i t i v e , c^ and c^ are 
non-negative and c ? and c^ are non-pos i t ive , the value of t h i s optimal 
so lut ion wi l l be g r e a t e r than or equal to v(FCP). 
F i n a l l y , note t h a t s ince the value of an optimal solut ion to EFCP 
i s equal t o v(FCP) , the value of an optimal so lut ion to any r e l a x a t i o n 
of EFCP provides a lower bound on v(FCP). In p a r t i c u l a r , the value of 
an optimal so lut ion t o any r e l a x a t i o n of EFCP which includes a t l e a s t 
( 3 - 2 2 ) and ( 3 - 2 3 ) provides a lower bound on v(FCP) which i s in general 
g r e a t e r than v(FCP). Thus the following bounding problem i s of i n t e r e s t 
3 . 2 . 1 . 1 Def init ion. The group problem for FCP associated with the 
B B B N 
basis {x^x^y 3y } i s the optimization problem defined by ( 3 - 2 1 ) , 
( 3 - 2 2 ) , and ( 3 - 2 3 ) , and denoted GP (FCP). 
B B B N 
Development of the group problems for the bases { x ^ , x ,y ,s } 
B B B N 
and { x ^ , x ,y , x^} proceeds in e x a c t l y the same way whenever these bases are optimal for FCP. By defining the perturbat ion var iab le s 
AyL = y L - 0 , AyU = y U - 0 , AyN = y N - 0 ( 3 - 2 9 ) 
and using the tableaux ( 3 - 1 6 ) and ( 3 - 1 7 ) , equivalent forms of FCP could 
be s t a t e d . Relaxation of bounds on bas i c var iab le s in these equivalent 
forms produces the following group problems. 
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3 . 2 . 1 . 2 Definit ion. The group problem for FCP associated with the 
B B B N 
basis {x^x^y s s } i s the optimization problem defined by 
N.T min ( c - c ) 1 s + ( c 2 ) Z 
A L 
Ax 
s . t . [A ] 
1 k B 
± 




+ v(FCP) ( 3 - 3 0 ) 
A B _ -B , B - A s = y mod ( 3 - 3 1 ) 
B N L . U L A ll n As , Ay , A x l 9 A x 1 S A x 2 , Ax 2 > 0 ( 3 - 3 2 ) 
a N - n a N 
Ay = 0 mod u^, 
( 3 - 3 3 ) 
and denoted GP (FCP). 
3 . 2 . 1 . 3 Definit ion. The group problem for FCP associated with the 
B B B N 
basis {x^x^y i s the optimization problem defined by 
5 8 
min ( c 2 ) 
Ax 
-Ax 
( C 1 } 
-Ay 
( 3 - 3 4 ) 
BNT . B N -N N T. N + ( c ) As" + ( c -c + v(FCP) 
s s 1 






( 3 - 3 5 ) 
- As - [ A , ] R (As ) 
1 k B 
-B B y mod u 
. B N . L . U . L . U ^ n As , As , Ay , Ay , A x 2 , Ax 2 > 0 ( 3 - 3 6 ) 
Ay = 0 mod u^, Ay = 0 mod u , ( 3 - 3 7 ) 
and denoted GP 3 (FCP). 
3 . 2 . 2 Relat ions Between Al ternat ive Formulations 
The three formulations of the group problem for FCP presented in 
the previous s ec t ion share s evera l p r o p e r t i e s . Among these are the f o l ­
lowing: 
1. All three group problems can be constructed from the 
optimal bounded Simplex tableau of the reduced problem 
RP by d i r e c t copying of rows from t h a t tab leau . The 
only computation necessary i s the changing of signs 
on some columns. 
2. The value of an optimal so lut ion t o any of the three 
group problems provides a lower bound on v(FCP) which 
w i l l be general ly g r e a t e r than v(FCP). 
These s i m i l a r i t i e s do not imply, however, tha t the three problems 
are equivalent in t h e i r s u i t a b i l i t y for use in a branch-and-bound pro­
cedure l ike the one discussed a t the beginning of t h i s chapter . For 
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example, the next theorem demonstrates tha t the f i r s t two are unequal in 
t h e i r bounding e f f ec t ivenes s . 
3.2.2.1 Theorem. For any GP^FCP) and GP (FCP) as defined above which 
correspond t o Simplex optimal so lut ions t o FCP, v ( G P ^ ( F C P ) } > 
v(GP 2 (FCP)) . Moreover, any p a r a l l e l r e l a x a t i o n of the two problems 
obtained by imposing only part of the c o n s t r a i n t s (3-31) w i l l s imi lar ly 
have the value of an optimal so lut ion t o the r e l a x a t i o n of GP^(FCP) 
g r e a t e r than or equal to the value of an optimal so lut ion t o the 
analogous r e l a x a t i o n of GP 2 (FCP). 
N 
Proof. F i r s t observe t h a t i t w i l l always be optimal t o have Ay = 0 
in GP 2 (FCP). Any other solut ion wi l l incur unnecessary cos t because 
N 
c g > 0. Now suppose GP^(FCP) i s re laxed by replac ing the c o n s t r a i n t s 
(3-22) with those of ( 3 - 3 1 ) , i . e . ignoring the l a s t par t of the con­
s t r a i n t s ( 3 - 2 2 ) . Then for t h i s re laxed version of GP^FCP), i t w i l l 
N N 
always be optimal t o have As = 0 because c g > 0 . Thus the s e t of 
solut ions which could be optimal for GP 2(FCP) i s e s s e n t i a l l y equal t o 
the s e t of solut ions which could be optimal for such a re laxed form of 
GP 1(FCP) and i s defined by (3-31) and 
A s B , A x J , Ax", A x 2 , Ax" > 0. (3-38) 
Ay N , As N = 0. (3-39) 
Now consider the objec t ive funct ions . Over the s e t of so lut ions 
6 0 
jus t described, the two objec t ive functions are i d e n t i c a l except for 
N 
the c o e f f i c i e n t of the perturbat ions of x^. For GP^(FCP) t h i s coeff i ­
c i ent i s c 1 ?, but for GP 0(FCP) i t i s ( c ^ - c 1 ^ ) . Since c N > 0 , 
1 2 I s s 
-N -N N 
C l > C l " C s ' 
and by Theorem 3 . 1 „ 2 . 1 i t i s possible t o cons truct GP^CFCP) only when 
-N N 
( c . - c ) > 0 and a l l nonbasic x n . are lower-bounded. Thus i f GP-(FCP) I s 1] 2 
can be constructed , the value of the objec t ive function of GP^(FCP) wi l l 
be g r e a t e r than or equal t o the value of the objec t ive function of 
GP 2(FCP) for any solut ion sa t i s fy ing ( 3 - 3 1 ) , ( 3 - 3 8 ) and ( 3 - 3 9 ) . Cer­
t a i n l y such a re la t ionsh ip w i l l continue to hold when the described 
r e l a x a t i o n of GP^(FCP) is replaced by the f u l l problem, and so 
v ( G P 1 ( F C P ) ) > v ( G P 2 ( F C P ) ) . 
The argument for the second part of the theorem i s e x a c t l y 
analogous. Relaxation of some of the c o n s t r a i n t s ( 3 - 3 1 ) in both 
GP^(FCP) and GP 2(FCP) would not change any of the above conclus ions , and 
the value of an optimal solut ion for the r e l a x a t i o n of GP^(FCP) would 
s t i l l be g r e a t e r than or equal t o the value of an optimal so lut ion for 
the corresponding r e l a x a t i o n of GP 2(FCP) whenever GP 2(FCP) can be con­
s t r u c t e d . 
Q.E.D. 
Theorem 3 . 2 . 2 . 1 demonstrates t h a t the formulation GP (FCP) has 
l i t t l e a t t r a c t i o n in a branch-and-bound procedure for FCP. Generally 
b e t t e r bounds wi l l be obtained by use of the formulation GP (FCP) , and 
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no addi t ional computational e f f o r t i s required. 
Unfortunately, i t does not appear possible to develop such a 
dominance re la t ionsh ip between GP-^(FCP) and GP 3 (FCP). For some solu­
t ions i t appears one would produce higher bounds, and for others the 
reverse might occur . 
However, GP (FCP) and GP 3(FCP) do d i f f e r in another important 
a spec t . The c o n s t r a i n t s (3-37) impose requirements on the perturbat ion 
solut ion space which are d i f f i c u l t to deal with computationally. In­
stead of perturbat ions moving along a continuum as in GP^(FCP), they 
must advance in d i s c r e t e jumps t o s a t i s f y (3-37). Thus any penalty 
problem derived from GPg(FCP) i s considerably more d i f f i c u l t t o solve 
than a corresponding one from GP^(FCP). 
Because of t h i s computational d i f f i c u l t y with GP 3(FCP) and the 
weaker bounding proper t i e s of GP 2 (FCP), all remaining discussion in this 
dissertation will address the formulation GP^(FCP). To simply no ta t ion , 
the subscr ipt wi l l be omitted, and t h i s formulation r e f e r r e d t o simply 
as GP(FCP). In addi t ion , r e l a x a t i o n s of GP-^FCP) involving only 
se l ec ted rows of (3-22) w i l l be denoted GP(r) where T i s the s e t of 
indices of a l l enforced rows. 
3,3, Pena l t i e s Derived from One-Row Group Problems 
While the value of an optimal so lut ion t o GP(FCP) might very well 
provide a very good bound on v(FCP) , the congruence c o n s t r a i n t s of 
(3-22) make GP(FCP) very d i f f i c u l t to so lve . Thus Gomory and Johnson 
[43] have proposed that even more re laxed penalty problems be derived 
from GP(FCP). In p a r t i c u l a r , they have suggested solving penalty 
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problems cons is t ing of ( 3 - 2 1 ) , ( 3 - 2 3 ) and one row of ( 3 - 2 2 ) , i . e . G P ( i ) . 
In th i s s e c t i o n , such one row pena l t i e s wi l l be studied in the 
FCP c o n t e x t . To simplify the notat ion define d^, d^, a ^ ( i ) , a ^ ( i ) from 
the tableau of ( 3 - 1 5 ) as follows: 





- ° 2 
( 3 - 4 1 ) 
a 1 ( i ) = 
- f t 
k 
- I 0 ( 3 - 4 2 ) 
a 2 ( i ) = 
*\ - f t 
k 
0 0 ( 3 - 4 3 ) 
The vec tors d and d 2 are then the objec t ive function c o e f f i c i e n t s of 
GP(FCP), adjusted in sign according t o whether the corresponding v a r i a b l e 
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was upper-bounded or lower-bounded. S imi lar ly , a ^ ( i ) and ^ ( i ) are the 
c o e f f i c i e n t s of one row of the c o n s t r a i n t s ( 3 - 2 2 ) a f t e r adjustment of 
the s ign. 
3 . 3 . 1 Simple One-Row Group Pena l t i e s 
With t h i s notat ion the one-row group problem associated with the 
ith row of GP(FCP) i s given by 
,T, N , , J , N min ( d x ) Ax 1 + ( d 2 ) Ax 2 + c^ASj^ + v(FCP) ( 3 - 4 4 ) 
(GP(i)j s . t . a J L ( i ) T Ax^ + a 2 ( i ) T A x 2 - s i = yL mod ( 3 - 4 5 ) 
Ax̂ J, A x 2 , A s i > 0. ( 3 - 4 6 ) 
The problem can be in terpre ted as t h a t of finding the minimum cos t 
perturbat ion of the optimal so lut ion t o FCP which wi l l cause y^ t o 
s a t i s f y i t s congruence requirement. The quantity 
v(GP( i ) ) - v(FCP) 
i s thus an est imate of the addi t ional cos t or penalty for making y^ 
conform to y. = 0 mod u n . . 
J i LI 
As indicated in Section 2 . 1 . 1 , even such simple one row group 
problems are often d i f f i c u l t t o so lve , and a s e r i e s of approximation 
methods have been developed (see [ 4 3 , 4 4 , 6 5 , 6 6 ] ) . In the FCP c a s e , how­
e v e r , the simple one row group problems can e a s i l y be solved e x a c t l y . 
6 4 
Since a l l perturbat ion var iab le s are continuous, GP(i) reduces to two 
l i n e a r knapsack problems, and the so lut ion presented in the next theorem 
appl i e s . 
3 . 3 . 1 . 1 Theorem. For GP(i) as defined above, 
v ( 6 P ( i ) ) = v(FCP) + m i n { p D ( i ) , p U ( i ) } 
where 





a. . ( i ) > 0 
a 2 j ( i ) > 0 
( 3 - 4 7 ) 
p ( i ) = ( u ^ - y \ ) min <| 
• J d« 
mm <, 7TT . 
mm 
d 2 3 
- a 2 . ( i ) 
S l 
a , . ( i ) < 0 
a 2 j ( i ) < 0: 
( 3 - 4 8 ) 
Proof. Suppose ( 3 - 4 5 ) in GP(i) i s replaced by 
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a 1 ( i ) Ax + a 2 ( i ) Ax 2 - As^ = w. 
Then the re su l t ing problem i s a l i n e a r knapsack problem, and an optimal 
so lut ion can be obtained by well-known minimum r a t i o procedure. In par­
t i c u l a r , i f w = y the value of a so lut ion i s given by 
D 
v(FCP) + p ( i ) ( 3 - 4 9 ) 
where p^( i ) i s defined in (3 -4 -7 ) . Moreover, i f w > y^, ( 3 - 4 9 ) provides 
a lower bound on the value of an optimal solut ion t o the knapsack prob­
lem. S imi lar ly , i f w = y^ - u ^ , the value of a so lut ion t o the knap­
sack problem i s given by 
U 
v(FCP) + p ( i ) , ( 3 - 5 0 ) 
and ( 3 - 5 0 ) provides a lower bound on solut ion values for a l l problems 
with w < y. - u , . . 
l l i 
By f e a s i b i l i t y of FCP, 
u-. £ y. > 0 . 
l i l 
Thus t o s a t i s f y ( 3 - 4 5 ) in GP(i) e i t h e r 
T N T N 
a - L ( i ) Ax + a 2 ( i ) x A x 2 - A S i > y ( 3 - 5 1 ) 
or 
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T N T N a ( i ) Ax^ + a 2 ( i ) Ax 2 - A S i < y - u r ( 3 - 5 2 ) 
But by the argument jus t presented, the minimum cost so lut ions for these 
two cases are given by ( 3 - 4 9 ) and ( 3 - 5 0 ) . Thus the value of an optimal 
so lut ion t o GP(i) w i l l be the minimum of the values for the two c a s e s . 
Q.E.D. 
In addit ion to having simple exact s o l u t i o n s , the one-row prob­
lems GP(i) possess another convenient property . Since GP(i) reduces t o 
two l i n e a r programs, one which corresponds to forcing y^ "down" t o zero 
and the other which corresponds to forcing y^ "up" to u ^, i t i s pos­
s i b l e to i n t e r p r e t the functions p D ( i ) and p ^ ( i ) . These quant i t i e s c o r ­
respond t o the pena.lties for forcing y^ down and up, r e s p e c t i v e l y . In 
general group penalty approaches (see [ 4 3 , 4 4 , 6 5 , 6 6 ] ) i t i s poss ible t o 
obtain only an est imate of the penalty for forcing y^ t o s a t i s f y i t s 
congruence c o n s t r a i n t . For the FCP c a s e , however, t h i s argument shows 
t h a t pena l t i e s for a t ta in ing s p e c i f i c values of y^ can be i d e n t i f i e d . 
Such s p e c i f i c information is very useful in defining the s e t s 0^ and 0 , 
and choosing the branching v a r i a b l e y? in a branch-and-bound procedure 
l ike the one presented at the beginning of t h i s chapter . 
3 . 3 . 2 Relat ion t o Tomlin's Pena l t i e s 
In [ 9 0 ] J . A. Tomlin proposed two other penalty approaches for 
est imating the cos t of forcing an in teger v a r i a b l e up or down t o the 
next i n t e g r a l value. One se t of pena l t i e s i s based on simple dua l i ty 
concepts , and the other derives from Gomory's mixed-integer cuts [ 3 7 ] . 
For perturbat ion var iab les which must be i n t e g e r , i . e . a r e subject t o 
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congruence requirements, Tomlin's two pena l t i e s a r e d i f f e r e n t . For the 
case where a l l perturbat ion var iab le s are continuous, however, both 
pena l t i e s a r e the same. For FCP's with optimal FCP solut ion obtained 
as in Theorem 3 . 1 . 1 . 4 , the pena l t i e s are given by 
T (1) = y i mm <; 
mm 
M I N 
a. . ( i ) 
1 ] 
'2j 
a n . ( i ) > 0 
13 
>̂ ( 3 - 5 3 ) 
a 2 . ( i ) > 
T (L) ( u n . - y . ) min < 




- a , . ( i ) 
'2j 
- a 2 j ( i ) 
C . 
SI 
a. . ( i ) < 0 
13 
a 2 j ( D < 0 
> ( 3 - 5 4 ) 
where T ( i ) = the penalty for forcing the i th in teger var iab le down 
t o the next value sa t i s fy ing y^ = 0 mod u ^ , 
x " ( i ) = the penalty for forc ing the i t h in teger var iab le up t o 
the next value sa t i s fy ing y^ = 0 mod u ^ . 
Direct inspect ion of these expressions w i l l show t h a t Tomlin's 
penal t i e s are i d e n t i c a l t o the simple one-row group penal t i e s for FCP. 
This observation i s summarized in the following theorem. 
6 8 
3 . 3 . 2 . 1 Theorem. For the problem FCP with optimal FCP tableau con­
s t r u c t e d as in Theorem 3 . 1 . 1 . 4 , the simple one-row group pena l t i e s 
p D ( i ) and p U ( i ) s a t i s f y 
p d) = x d) 
p ( l ) = T ( l ) 
where x ^ ( i ) and x ^ ( i ) are the down and up pena l t i e s proposed by Tomlin. 
3 . 3 . 3 Improving Pena l t i e s by Considering Upper Bounds 
In order for GP(FCP) to conform t o the mathematical group theory 
r e s u l t s developed by Gomory [ 4 0 ] , i t was necessary t o r e l a x the con­
s t r a i n t s ( 3 - 2 4 ) through ( 3 - 2 8 ) of EFCP in formulating the problem. 
Since Theorem 3 . 3 . 1 . 1 has demonstrated that simple one-row r e l a x a t i o n s 
of GP(FCP) are except ional ly easy t o so lve , however, i t seems l o g i c a l 
t o consider reimposing some of the c o n s t r a i n t s l o s t in the GP(FCP) 
formulation in order t o improve the bounds obtained. The more d i f f i c u l t 
problem of considering c o n s t r a i n t s ( 3 - 2 4 ) and ( 3 - 2 5 ) w i l l be discussed 
l a t e r in the d i s s e r t a t i o n , but a simple scheme for including the upper 
bounds on perturbat ion var iab le s ( i . e . ( 3 - 2 6 ) , ( 3 - 2 7 ) and ( 3 - 2 8 ) ) i s 
presented here . 
Define the upper l imi t s 
( 3 - 5 5 ) 
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Then the bounded group problem BGP(Y) associated with the GP(T) i s g i v e n 
by 
.T . N N T A N T, min ( d j Ax" + ( d 0 ) Ax" + c As + v(FCP) 1 1 2 2 s 
T N T N -
s . t . a ^ ( i ) Ax + a ^ d ) Ax^ - As_^ = y^ mod f o r i eT 
( B G P ( D J 
o 2 > A x 2 > 0 
u > As > 0 . 
1 
As w i t h G P ( r ) , t h i s problem can be i n t e r p r e t e d as t h a t o f f i n d i n g t h e 
minimum c o s t p e r t u r b a t i o n o f t h e o p t i m a l s o l u t i o n t o FCP which w i l l 
cause y . t o s a t i s f y t h e c o n s t r a i n t yn- = 0 mod u . f o r a l l i e T . However J2. J
 J± 2.2. 
i n BGP(T) t h e c o n s t r a i n t s ( 3 - 2 6 ) , ( 3 - 2 7 ) and ( 3 - 2 8 ) o f EFCP a r e a l s o 
e n f o r c e d . 
Even w i t h t h e a d d i t i o n a l c o n s t r a i n t s , t h e one-row c a s e s B G P ( i ) 
a r e a l m o s t as e a s y t o s o l v e as G P ( i ) . The nex t theorem s p e c i f i e s t h e 
t e c h n i q u e f o r o b t a i n i n g an o p t i m a l s o l u t i o n . 
3 . 3 . 3 . 1 Theorem. For B G P ( i ) as d e f i n e d above 
v ( B G P ( i ) ) = v(FCP) + m i n { p D ( i ) , p U ( i ) } 
where p ^ ( i ) i s t h e v a l u e o f an o p t i m a l s o l u t i o n t o t h e problem 
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mm ( 3 - 5 6 ) 
( 3 - 5 7 ) 
( 3 - 5 8 ) 
* Ax* * 0 ( 3 - 5 9 ) 
u > As. > 0 l i l ( 3 - 6 0 ) 
U and p ( i ) i s the value of an optimal so lut ion to a s imi lar problem with 
the r ight -hand-s ide of ( 3 - 5 7 ) replaced by ^y^~uj_i^* 
Proof. As with Theorem 3 . 3 . 1 . 1 the version of BGP(i) cons is t ing of 
( 3 - 5 6 ) , ( 3 - 5 8 ) , ( 3 - 5 9 ) , ( 3 - 6 0 ) and the c o n s t r a i n t 
i s a l i n e a r knapsack problem with optimal so lut ion value increas ing 
monotonically with |w| . Moreover, any so lut ion t o BGP(i) sa t i s fy ing 
( 3 - 4 5 ) w i l l a l so s a t i s f y e i t h e r ( 3 - 5 1 ) or ( 3 - 5 2 ) . Thus a l e a s t cos t 
so lut ion w i l l always occur when the i n e q u a l i t i e s in these expressions 
are replaced by e q u a l i t i e s , and the value of an optimal so lut ion t o 
BGP(i) w i l l be the minimum of the two equal i ty c a s e s . 
, . vT N , . >.T N a ^ i ) Ax + a 2 ( i ) Ax 2 - As i = w 
Q .E.D. 
From Theorem 3 . 3 . 3 . 1 i t can be seen t h a t BGP( i ) , l ike G P ( i ) , 
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reduces t o two l i n e a r knapsack problems for which e f f i c i e n t minimum r a t i o 
so lut ion schemes are a v a i l a b l e . Moreover, the "two case" so lut ion pro­
cedure s t i l l permits i n t e r p r e t a t i o n of the functions p^( i ) and p^( i ) as 
the pena l t i e s for forcing y^ "down" t o 0 and "up" t o u-j^> r e s p e c t i v e l y . 
Thus, by solving BGP(i) instead of GP(i) general ly higher pena l t i e s can 
be achieved with r e l a t i v e l y l i t t l e computational cos t and no loss of 
other des irab le p r o p e r t i e s . 
3 . 4 Valid Inequal i t i e s for Fixed Charge Problems 
In the work of Gomory and Johnson [ 4 2 , 4 3 , 4 4 ] on group t h e o r e t i c 
approaches t o integer programming the penalty problem ideas discussed in 
the previous sec t ion are c lose ly r e l a t e d t o the concept of a val id 
inequal i ty or cu t . In t h i s s ec t ion a port ion of t h e i r theory of va l id 
i n e q u a l i t i e s w i l l be applied t o derive some r e s u l t s for FCP. 
3 . 4 . 1 Restatement of the Theory of Valid Inequa l i t i e s 
Before turning t o appl icat ion of the Gomory-Johnson theory t o 
r e s u l t s for FCP, i t i s necessary t o r e s t a t e some of the important d e f i ­
n i t ions and r e s u l t s of the theory in terms of the notat ion and r e q u i r e ­
ments of FCP. The discussion of t h i s s ec t ion provides such a review, 
with each def in i t ion and theorem being a d i r e c t restatement of more 
general r e s u l t s in [ 4 3 ] . 
3 . 4 . 1 . 1 Definition [ 4 3 , p . 3 0 ] . A valid inequality for any r e l a x a t i o n 
of the equivalent form EFCP i s an inequal i ty t defined by 
T. N TA N T. -
1 1 2 2 + s 
( 3 - 6 1 ) 
7 2 
which i s s a t i s f i e d by every f eas ib le so lut ion {Ax^jAx^jAs} to that 
r e l a x a t i o n and has 
t l , t 2 , t s " °* ( 3 - 6 2 ) 
3 . 4 . 1 . 2 Definition [ 4 3 , p . 3 0 ] . A va l id inequal i ty t i s a minimal 
valid inequality i f there e x i s t s no other va l id inequal i ty w for the 
same problem sat i s fy ing t > w, where t > w i s defined t o mean 
t . . > w. . 
1] 1] 
t . > w^. 
23 2 3 
t . > w . 
S J S j 
for a l l j , and s t r i c t inequal i ty holds in a t l e a s t one c a s e . 
Suppose addition of inequa l i t i e s i s defined t o mean c o e f f i c i e n t 
by c o e f f i c i e n t addi t ion , and mul t ip l i ca t ion of an inequal i ty by a s c a l a r 
i s defined t o mean mul t ip l i ca t ion of each c o e f f i c i e n t by the s c a l a r . 
Then c l e a r l y the s e t of va l id i n e q u a l i t i e s for a p a r t i c u l a r problem i s 
a convex se t because an inequal i ty 
( p ) t + ( l -p)w 
constructed from two val id inequa l i t i e s t and w would obviously s a t i s f y 
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( 3 - 6 1 ) and ( 3 - 6 2 ) for 1 £ p ^ 0. Moreover, i t then makes sense t o speak 
of the extreme val id inequa l i t i e s described in the following de f in i t i on . 
3 . 4 . 1 . 3 Definition [ 4 3 , p . 3 1 ] . An extreme valid inequality for a given 
problem i s a va l id inequal i ty for the problem which cannot be expressed 
as a convex combinaition of two d i s t i n c t va l id inequa l i t i e s for t h a t 
problem. 
The r e l a t i o n between minimal and extreme va l id i n e q u a l i t i e s i s 
given by the following theorem. 
3 . 4 . 1 . 4 Theorem [ 4 3 , p . 3 1 ] , The extreme val id i n e q u a l i t i e s for a given 
problem a r e minimal va l id inequa l i t i e s for the problem. 
Proof. Let t be an extreme val id inequal i ty for some problem. Then i f 
t i s not minimal, there e x i s t s another va l id inequal i ty w such t h a t 
w < t in the sense described in Definition 3 . 4 . 1 . 2 . Consider the in­
equal i ty 
( t + ( t -w)} . 
Since t i s a va l id inequal i ty and ( t -w) i s non-negative in every com­
ponent, t h i s inequal i ty s a t i s f i e s ( 3 - 6 1 ) and ( 3 - 6 2 ) and so i s a va l id 
inequal i ty . Moreover, t h i s inequal i ty i s not i d e n t i c a l t o w because t h a t 
would imply t = w. But t = 7 J - w + 7 J - ( t + ( t - w ) ) , which implies t can be 
expressed as a convex combination of two d i s t i n c t va l id i n e q u a l i t i e s and 
c o n t r a d i c t s ex tremal ! ty of t . Thus t must be a minimal val id inequa l i ty . 
Q.E.D. 
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Before applying the above theorem and def in i t ions t o some obser­
vat ions about FCP, i t i s useful t o gain some i n t u i t i o n about the d i f ­
ferent types of va l id i n e q u a l i t i e s . Assume for t h i s purpose t h a t the 
perturbat ion solut ion space of a problem assoc ia ted with EFCP has only 
two dimensions. Then the three p o s s i b i l i t i e s are i l l u s t r a t e d in Figure 
2 . 
Figure 2 . I l l u s t r a t i o n s of Types of Valid Inequal i t i e s 
The heavy dots in t h i s f igure represent points which s a t i s f y the 
problem of i n t e r e s t (e .g . GP(FCP)}. A va l id inequal i ty for t h i s problem 
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i s any inequal i ty with pos i t ive s lope , i . e . with non-negative c o e f f i ­
c i e n t s , which excludes none of the so lut ion po ints . The inequal i ty be­
comes minimal i f i t touches the convex hul l of solut ion points for the 
problem, and extreme i f i t forms a face of t h a t convex h u l l . Thus in 
terms of defining the so lut ion space for a p a r t i c u l a r problem, extreme 
val id inequa l i t i e s a r e the most p r e f e r r e d , followed by minimal va l id 
inequa l i t i e s and then ordinary va l id i n e q u a l i t i e s . I f the e n t i r e se t 
of extreme val id inequa l i t i e s were a v a i l a b l e , an exact so lut ion could be 
provided by l i n e a r programming for any problem involving the minimiza­
t ion of a non-negative objec t ive function over the indicated so lut ion 
points because such a so lut ion would occur a t the i n t e r s e c t i o n of 
extreme val id i n e q u a l i t i e s . 
3 . 4 . 2 Strength of Gomory Cuts as Valid Inequa l i t i e s 
In 1 9 6 0 , Gomory [ 3 7 ] proposed a method for deriving cut t ing planes 
for mixed-integer programs. One such cut t ing plane can be derived from 
each in feas ib le row i of the c o n s t r a i n t s ( 3 - 2 2 ) , and takes the form 
where 
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G K J ( D = 
a, . ( i ) 
k] 
y. - u.. . 
J 1 LI 
i f a . ( i ) > 0 and k=l ,2 
k3 
i f a, . ( i ) < 0 and k=l ,2 
k] 
( 3 - 6 3 ) 
y. - u . . 
J I LI 
8 s j ( i > = < 
i f j= i 
( 3 - 6 4 ) 
0 otherwise 
and a^_ . ( i ) , a^Ai) are as defined in Section 3 . 3 . 
The purpose of generating such inequa l i t i e s i s t o define the 
solut ion space of the o r i g i n a l mixed-integer problem in a way which 
could be dea l t with by l i n e a r programming. However, the next theorem 
demonstrates that the GC(i) can be shown t o be s p e c i a l cases of val id 
i n e q u a l i t i e s . 
3 . 4 . 2 . 1 Theorem. Each GC(i) which corresponds t o a row i of ( 3 - 2 2 ) 
N N 
not s a t i s f i e d by the solut ion Ax^, Ax^, As = 0 i s a va l id inequal i ty for 
EFCP, or any r e l a x a t i o n of EFCP involving a t l e a s t ( 3 - 2 1 ) , ( 3 - 2 3 ) and 
the same row i of ( 3 - 2 2 ) . 
Proof. I t i s su f f i c i en t t o show GC(i) i s a va l id inequal i ty for the 
one-row group problem GP(i) because an inequal i ty which i s va l id for a 
given problem wi l l c e r t a i n l y be val id for any other problem with 
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f eas ib le solut ion se t contained in that of the f i r s t problem. 
For the GP(i) case observe tha t for any in feas ib le row i , i t must 
be t rue tha t u . . > y . > 0 . Thus the def in i t ions ( 3 - 6 3 ) and ( 3 - 6 4 ) l i l 
c l e a r l y imply a l l c o e f f i c i e n t s of GC(i) are f i n i t e and non-negative. 
Next r e c a l l t h a t any solut ion t o GP(i) must s a t i s f y e i t h e r ( 3 - 5 1 ) 
or ( 3 - 5 2 ) . In the case where ( 3 - 5 1 ) i s s a t i s f i e d i t must c e r t a i n l y hold 
t h a t 
I a l j ( i ) A x ^ j + I a 2 j ( i ) A x ^ . > y . . ( 3 - 6 5 ) 
{ j : a _ . ( i ) £ 0 } { j : a o . ( i ) > 0 } 
in 2 D 
S i m i l a r l y , i f a so lut ion s a t i s f i e s ( 3 - 5 2 ) , 
I a i j ( i ) A x i j + I a 2 j ( i ) A x 2 j " A s i - ^i ' u i r ( 3 " 5 6 ) 
{ j : a 1 : . ( i ) < 0 } { j : a 2 j ( i ) < 0 } 
Dividing ( 3 - 6 5 ) by y^ and ( 3 - 6 6 ) by ( y ^ - 1 1 ^ ) produces two expres ­
sions which must be g r e a t e r than or equal t o one. Since e i t h e r the 
s i t u a t i o n of ( 3 - 6 5 ) or the s i t u a t i o n of ( 3 - 6 6 ) must o c c u r , i t i s c e r ­
t a i n l y t rue tha t the sum of the two such expressions must be a t l e a s t 
one. Thus 
( g l ( i ) ) T A x ^ + ( g 2 ( i ) ) V J + ( g s ( i ) ) T A s > 1 
N N 
for a l l so lut ions {Ax^Ax ,As} of G P ( i ) , and GC(i) i s a va l id inequal i ty 
for G P ( i ) . Q.2.D. 
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In order for GC(i) to be a va l id cut t ing plane for a given prob­
lem i t i s necessary t h a t i t be a va l id inequal i ty for the problem. Thus 
Theorem 3.4-. 2 . 1 could be shown for any mixed-integer problem, and in 
f a c t , the argument given in the proof i s e x a c t l y that of Gomory in [ 3 7 ] . 
The next theorem demonstrates, however, tha t Gomory cuts have unusual 
s ign i f i cance for the FCP c a s e . 
3.4-. 2 .2 Theorem. Each GC(i) which corresponds t o a row i of ( 3 - 2 2 ) not 
N N 
s a t i s f i e d by the solut ion Ax^, Ax^, As = 0 i s an extreme va l id inequal­
i t y for GP(FCP) and any r e l a x a t i o n of GP(FCP) for which GC(i) i s a 
val id inequal i ty . 
Proof. I t i s su f f i c i en t to show that GC(i) i s an extreme val id in ­
equal i ty for GP(FCP) s ince any inequal i ty which i s an extreme val id 
inequal i ty for a given problem i s c e r t a i n l y an extreme val id inequal i ty 
in any r e l a x a t i o n of the problem for which i t i s v a l i d . Moreover, 
Theorem 3.4-. 2 . 1 implies GC(i) i s a va l id inequal i ty for GP(FCP). Thus 
i t i s only necessary t o show that the GC(i) are extreme for GP(FCP). 
Suppose, by c o n t r a d i c t i o n , that some GC(i) derived from an in-
feas ib le row of ( 3 - 2 2 ) i s not extreme. Then there e x i s t two d i s t i n c t 
va l id inequa l i t i e s w and z such t h a t 
GC(i) = (p)w + ( l - p ) z ( 3 - 6 7 ) 
for some p satisfying; 1 > p > 0. 
Now i t must be t rue t h a t w . = z . = 0 for j i- i . This follows 
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because g . ( i ) = 0 for j i- i , and two non-negative quant i t i e s can pro-
duce a convex combination equal t o 0 only i f they are both zero . Sup­
pose, however, that: w . < g . ( i ) < z . , and consider the solut ion 
r 9 s i s i s i 
Ax*J = 0 , Ax 2 = 0 , As = u - y . ( 3 - 6 8 ) 
C l e a r l y , ( 3 - 6 8 ) provides a f eas ib le so lut ion t o GP(FCP) because a l l 
perturbat ion var iab le s are non-negative and the indicated value of As 
wi l l s a t i s f y a l l the c o n s t r a i n t s ( 3 - 2 2 ) . But 
T -N T -N T -w.Axn + w_Ax0 + w As = w . ( u . . - y . ) < g . ( i ) ( u . . - y . ) = 1 , 1 1 2 2 s s i l i ^ i ° s i l i Ji 
which c o n t r a d i c t s the v a l i d i t y of w. The reverse case where z . < 
J SI 
g . ( i ) < w . i s e x a c t l y analogous. 
BSL SL 
Thus, i f two d i s t i n c t va l id inequa l i t i e s w and z do e x i s t which 
s a t i s f y ( 3 - 6 7 ) , there must e x i s t some pa ir ( k , j ) with k=l or 2 and 
e i t h e r 
4 s k j ( 1 ) < z k j ( 3 - 6 9 ) 
or 
z, . < g, . ( i ) < w, . . ( 3 - 7 0 ) k] °k3 kj 
Without loss of g e n e r a l i t y , assume ( 3 - 6 9 ) holds , and consider the so lu­
t ion 
8 0 
i x h n = < 
i f h=k, n=j 
( 3 - 7 1 ) 
0 otherwise 
As = <̂  a. . ( n ) 
k l 
l g k j ( 1 ) 
- y. 
i f n = i 
mod u i f n M In 
( 3 - 7 2 ) 
To show t h i s so lut ion i s f eas ib le for GP(FCP), observe f i r s t t h a t a l l 
values of Ax^, Ax^ and As are c l e a r l y non-negative. Moreover, for row 
i of ( 3 - 2 2 ) 
/ • \ T , . . T -N A a k j ( l ) a x ( i ) Ax x + a 2 ( i ) Ax 2 - As. = — = y. or y. - ^ . , 
& k 3 
and e i t h e r of these values i s congruent t o y^ mod u S i m i l a r l y , for 
row n / i 
, ,TA-N , ,TA-N - a k j ( n ) a x ( n ) Ax 2 + a 2 ( n ) Ax 2 - As n = - J ^ 
kj 
a k j ( n ) 
l S k j ( n ) - y : 
mod u 
In 
mod u In a, . ( n ) 
k] 
g k j ( n ) 
a k j ( n ) -





Thus the solution of ( 3 - 7 1 ) and ( 3 - 7 2 ) s a t i s f i e s the c o n s t r a i n t s ( 3 - 2 2 ) 
and i s f eas ib le for GP(FCP). 
But for t h i s solut ion (remembering w , = 0 for h ^ i ) , 
sh 
T A ~ N a. T A ~ N a. T A ~ „ § k j ( 1 ) _ n wnAx, + w 0Ax. + w As = | K t < — ' V ^ Y 1 1 1 2 2 s g . ( i ) g . ( i ) k] 
which v i o l a t e s v a l i d i t y of w. Therefore no d i s t i n c t va l id i n e q u a l i t i e s 
sa t i s fy ing ( 3 - 6 7 ) can e x i s t , and GC(i) i s an extreme val id inequal i ty 
for GP(FCP). 
Q.E.D. 
The implicat ion of Theorem 3 . 4 . 2 . 2 i s t h a t Gomory cuts are 
extreme val id inequa l i t i e s or faces of the convex hul l of so lut ions t o 
GP(FCP). This i s a somewhat surpris ing r e s u l t because experience with 
the use of Gomory cuts in in teger programming has general ly been disap­
pointing computationally (see e .g . [ 4 9 ] ) . For the FCP c a s e , however, the 
above theorem shows tha t the Gomory cuts are as strong as any poss ible 
inequal i ty for GP(FCP). The GC(i) may not be the only faces of the con­
vex hul l of so lut ions t o GP(FCP), but by Theorem 3 . 4 . 1 . 4 there can be 
no va l id inequal i ty t for GP(FCP) which s a t i s f i e s t < GC( i ) . 
A possible explanation for t h i s apparent contrad ic t i on between 
observed and t h e o r e t i c a l s trength of Gomory cuts l i e s in the f a c t t h a t 
Theorem 3 . 4 . 2 . 2 would not hold i f GP(FCP) were augmented by c e r t a i n of 
the c o n t r a i n t s of EFCP which a r e re laxed in the GP(FCP) formulation. 
The next sec t ion i n v e s t i g a t e s t h i s phenomenon for the case of the con­
s t r a i n t s ( 3 - 2 5 ) . 
3 . 4 . 3 Gomory Cuts in E i ther -Qr Problems 
Consider the either-or problem EOP(T) derived from the optimal 
tableau ( 3 - 1 5 ) in the form 
MM 
T N 
d i A x i 
T N T , c O x " + c As + v(FCP) 
JL 2. S 
( 3 - 7 3 ) 
s . t . a , ( i ) Ax, + a 0 ( i ) Ax 0 - As. = y . or y. - u , . for ieV 1 1 2 2 i i i l i ( 3 - 7 4 ) 
(EOP(D) ( 3 - 7 5 ) 
C l e a r l y , such a problem i s a va l id r e l a x a t i o n of FCP because i t cons i s t s 
of GP(T) with some of the c o n s t r a i n t s ( 3 - 2 5 ) reimposed. A solut ion t o 
GP(T) i s a l so a solut ion to EOP(T) i f i t not only s a t i s f i e s the rows of 
( 3 - 2 2 ) corresponding t o ieT but a l so s a t i s f i e s those rows in such a way 
tha t the implied values of the y. y i e ld 0 < y. < un n. . 
not always hold for E O P ( D . Consider, for example, the case where con­
s t r a i n t s of E O P ( r ) are given by 
The extremal i ty of Gomory cuts implied by Theorem 3 . 4 . 2 . 2 does 
Ax, 21 - As 1 = 5 or - 4 ( 3 - 7 6 ) 
Ax A 1 - As 0 = 8 or -12 ( 3 - 7 7 ) 
A X 2 1 ' A S 1 ' A S 2 " °* ( 3 - 7 8 ) 
8 3 
and t h o s e o f G P ( D are 
A x 2 1 ~ A s l = ^ m O C ^ ^ 
A x 2 1 - A s 2 = 8 mod 20 
A X 2 1 ' A S 1 ' A S 2 " ° * 
The Gomory cut f o r ( 3 - 7 6 ) i s 
k A X 2 1 + k A S 1 - ^ ( 3 _ 7 9 ) 
However, i n s p e c t i o n w i l l show t h a t i f Ax i s p o s i t i v e in any s o l u t i o n 
t o ( 3 - 7 6 ) , ( 3 - 7 7 ) and ( 3 - 7 8 ) , 
A X 2 1 " 8 a n d A S 1 ~ 3 
Thus the i n e q u a l i t y 
i s a v a l i d i n e q u a l i t y f o r t h e above EOP because i t e l i m i n a t e s no f e a s i ­
b l e s o l u t i o n . But ( 3 - 8 0 ) has s m a l l e r c o e f f i c i e n t s than ( 3 - 7 9 ) which 
i m p l i e s ( 3 - 7 9 ) i s not m i n i m a l . T h e r e f o r e , by Theorem 3 . 4 . 1 . 4 , t h e 
Gomory c u t ( 3 - 7 9 ) i s a l s o not an extreme v a l i d i n e q u a l i t y f o r t h e above 
EOP. 
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From th i s example i t can be concluded that Gomory cuts w i l l not 
always be extreme for EOP's of a t l e a s t two rows. However, the next 
theorem demonstrates tha t ex tremal i ty does hold for the one-row problems 
EOP(i ) . 
3 . 4 . 3 . 1 Theorem. Each GC(i) which corresponds t o a row i of ( 3 - 2 2 ) not 
N N 
s a t i s f i e d by the solut ion Ax^, Ax^, As = 0 i s an extreme val id inequal i ty 
for the corresponding problem EOP(i ) . 
Proof. By Theorem 3 . 4 . 2 . 1 any such GC(i) i s a va l id inequal i ty for 
G P ( i ) . Since every solut ion t o EOP(i) i s a so lut ion t o G P ( i ) , i t must 
there fore be true t h a t GC(i) i s a va l id inequal i ty for EOP(i ) . 
To show that GC(i) i s an extreme va l id inequal i ty for EOP(i) i t 
i s only necessary t o r e t r a c e the argument in the proof of Theorem 
3 . 4 . 2 . 2 . The ex i s tence of va l id inequa l i t i e s w and z sa t i s fy ing ( 3 - 6 7 ) 
would continue t o be contradicted by the constructed solut ions ( 3 - 6 8 ) 
and ( 3 - 7 1 ) - ( 3 - 7 2 ) because these so lut ions a l so s a t i s f y the one-row 
e i t h e r - o r problem EOP(i ) . 
Q.E.D. 
To understand why Theorem 3 . 4 . 3 . 1 cannot be general ized even t o 
the two-row c a s e , i t i s necessary t o understand the e s s e n t i a l property 
of GP(FCP) that made ( 3 - 6 8 ) and ( 3 - 7 1 ) - ( 3 - 7 2 ) f eas ib l e so lut ions . In an 
i n t u i t i v e sense th i s property might be described as "independence" of 
the rows of ( 3 - 2 2 ) , i . e . the c o n s t r a i n t s of ( 3 - 2 2 ) can each be s a t i s f i e d 
independently by choosing an appropriate value of As^. Such As^ may be 
highly in feas ib le for E 0 P ( D f s , but they wi l l produce a f eas ib l e 
8 5 
so lut ion for GP(D. Proceeding from these i n t u i t i v e ideas , a su f f i ­
c ient condition to achieve t h i s "independence" in two-row EOP's wi l l 
now be developed. 
3 . 4 . 3 . 2 Definit ion. Row i i s said t o be disconnected in E O P ( i , j ) i f 
there e x i s t s a p a i r ( k , n ) such that 
a. ( i ) > 0 and a. ( j ) = 0 . ( 3 - 8 1 ) kn kn 
S imi lar ly , when no such pa ir e x i s t s , i i s said to be connected in 
E 0 P ( i , j ) . 
The property of being disconnected can best be understood as a 
"two way independence." When both the s lack As^, which has a negative 
c o e f f i c i e n t , and some component Ax^_n with a pos i t i ve i c o e f f i c i e n t can 
be chosen independently of any row j cons idera t ions , row i of E 0 P ( i , j ) 
can always be s a t i s f i e d . The next theorem demonstrates the expected 
impl icat ion of t h i s f a c t on the Gomory c u t s . 
3 . 4 . 3 . 3 Theorem. I f row i i s disconnected in E 0 P ( i , j ) , then GC(j) i s 
an extreme val id inequal i ty for E 0 P ( i , j ) . 
Proof. Val idi ty of GC(j) follows from the f a c t t h a t every solut ion t o 
E 0 P ( i , j ) solves G P ( i , j ) . Thus, s ince Theorem 3 . 4 . 2 . 1 assures GC(j) i s a 
va l id inequal i ty for such G P ( i , j ) , i t i s c e r t a i n l y a va l id inequal i ty 
for E 0 P ( i , j ) . 
Now suppose, by c o n t r a d i c t i o n , t h a t GC(j) can be expressed in 
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terms of two d i s t i n c t val id inequa l i t i e s w and z as shown in ( 3 - 6 7 ) , 
i . e . tha t GC(j) i s not an extreme va l id inequal i ty for E O P ( i , j ) . By 
argument in the proof of Theorem 3 . 4 . 2 . 2 , i t must be t r u e that 
V = \t'- ght ( j ) 
for a l l p a i r s ( h , t ) with a ^ ( j ) = 0 , and a l so that 
w = z = g ( j ) . 
s s s 
Thus there must be some p a i r ( h , t ) for which a ( j ) £ 0 and w. ^ z. 
ht ht ht 
Let ( h ' , t ' ) be such a p a i r , Ax, be the var iab le with c o e f f i -
kn 
c i en t s as in ( 3 - 8 1 ) , and 
f * gh't- ( i ) * V f 
Then, consider the solut ion 
A \ t 
g h t ( j ) 
a h , t , ( i ) 
a kn ( j ) Vt ' ( j ) 
i f h=h f , t=tf 




As. = < 
u l i i j i 
i f a, h't» ( i ) > 0 
i 
0 otherwise . 
All components of t h i s solut ion are non-negative by the f a c t s tha t 
a, ( i ) > 0 and un . > y. > 0. Moreover, d i r e c t subs t i tu t ion shows t h a t kn J l i J i 
t h i s solut ion s a t i s f i e s the c o n s t r a i n t s ( 3 - 7 4 ) for both row i and row j . 
Thus the solut ion i s a f eas ib le solut ion for E 0 P ( i , j ) , but 
which c o n t r a d i c t s the v a l i d i t y of w. 
Q.E.D. 
The i n t u i t i v e pr inc ip le of "two way independence" discussed above, 
together with the t h e o r e t i c a l r e s u l t of Theorem 3 . 4 . 3 . 3 suggest t h a t 
connectedness may be a measure of the degree of i n t e r a c t i o n between 
p a i r s of rows from EOP(FCP). When i i s connected in E 0 P ( i , j ) , or b e t t e r 
y e t , with both i and j are connected in E 0 P ( i , j ) , i t seems reasonable t o 
conclude t h a t there i s a r e l a t i v e l y high degree of i n t e r a c t i o n between 
the two rows. The appl icat ion of such a c r i t e r i o n in a branch-and-
bound procedure i s discussed in the next s e c t i o n . 
In Section 3 . 3 . 3 i t was proposed tha t the bas ic method of Gomory 
and Johnson [ 4 3 ] for deriving pena l t i e s in a branch-and-bound procedure 
g h ' t ' ( j ) 
= 1 
( j ) < g h , t , ( j ) 
3 . 5 Two-Row Penalty Problems 
8 8 
from one-row group problems G P ( i ) , be extended t o solving problems 
BGP(i ) , where the l a t t e r problems include the c o n s t r a i n t s of GP(i) and 
upper bounds on the perturbat ion v a r i a b l e s . In Sect ion 3 . 4 the addit ion 
of the c o n s t r a i n t s ( 3 - 2 5 ) t o group problems t o obtain e i t h e r - o r problems 
was discussed. I f the pr inc ip l e s of including bounds on perturbat ion 
v a r i a b l e s and of l imit ing so lut ions t o those sa t i s fy ing the e i t h e r - o r 
case were combined, the r e s u l t would seem t o be even s tronger penalty 
problems, i . e . even b e t t e r bounds on v(FCP). 
Theorem 3 . 3 . 3 . 1 demonstrates, however, t h a t such would not be 
the case i f only one row i s considered. In the one-row c a s e , any o p t i ­
mal so lut ion t o GP(i) or BGP(i) automatical ly s a t i s f i e s the c o n s t r a i n t s 
of EOP(i) as wel l . Thus 
v ( G P ( 1 ) J = v(EOP(i)} 
and 
v(BGP(i)) = v(EOP(i ) : ( 3 - 5 8 ) , ( 3 - 5 9 ) and ( 3 - 6 0 ) ) . 
From t h i s dilemma i t can be concluded t h a t problems with a t l e a s t 
two rows would need t o be solved in order for the e f f e c t s of e i t h e r - o r 
l imi ta t ions t o be r e f l e c t e d in p e n a l t i e s . However, so lut ion of an 
e i t h e r - o r problem with k rows by the method of Theorem 3 . 3 . 3 . 1 involves 
solving 2 l i n e a r programs in order t o decide which r ight -hand-s ide pro­
vides the minimum value . Thus the computational d i f f i c u l t y of such 
penalty problems increases rapidly with the number of rows considered. 
For these reasons , two-row penalty problems were s e l ec t ed for 
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d e t a i l cons iderat ion in the research reported in t h i s d i s s e r t a t i o n . The 
following sec t ions i n v e s t i g a t e the s trength of two-row problems and 
discuss methods for using such problems in a branch-and-bound scheme 
l ike the one discussed a t the beginning of t h i s chapter . 
3 . 5 . 1 Strength of Two-Row Problems 
Define the bounded either-or problem BEOP(T) by 
T N T N T 
min d l A x l + d 2 A x 2 + ° s A s + v ( F C P ) ( 3 - 8 2 ) 
T N T N - -s . t . a - ^ i ) AXĵ  + a 2 ( i ) Ax 2 - As^ = or y - for ieT ( 3 - 8 3 ) 
(BEOP (D) 
N N N N 
U l " A X 1 ~ ° ' °2 ~ A X 2 ~ °* U l " A S ~ °* ( 3 - 8 4 ) 
Then the two-row cases BEOP(i , j ) c l e a r l y s a t i s f y 
v(BEOP(i ,j>) > v(FCP) 
v ( B E 0 P ( i , j ) ) > max{v(GP(i)) , v ( G P ( j ) ) } 
v ( B E 0 P ( i , j ) ) > max{v(BGP(i)) , v(BGP(j)j } 
v ( B E 0 P ( i , j ) ) > max{v(BEOP(i)) , v ( B E 0 P ( j ) } } 
v ( B E 0 P ( i , j ) ) ^ v ( G P ( i , j ) ) 
v ( B E 0 P ( i , j ) ) > v(BGP(i,j)j 
v ( B E C P ( i , j ) ) > v ( E 0 P ( i , j ) ) 
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because the se t of f eas ib le solut ions t o B E 0 P ( i , j ) i s included in the 
se t of f eas ib le solut ions t o each of the problems on the right-hand side 
of the i n e q u a l i t i e s . 
To see t h a t in c o n t r a s t to the one-row c a s e , a l l the above in­
e q u a l i t i e s can hold as s t r i c t i n e q u a l i t i e s , consider the B G P ( 1 , 2 ) 
min A x 2 1 + 3 A x 2 2 + lOOOAŝ  + 1000As 2 + 500 
s . t . A x 2 1 + A x 2 2 " A s i = 5 or - 4 
2 A x 2 1 + 2 A x 2 2 - A s 2 = 8 or -12 
3 > A x 2 1 > 0., 11 > A x 2 2 > 0 , 9 > As 1 > 0 , 20 > As 2 > 0 . 
For t h i s example the solut ions t o the penalty problems l i s t e d above are 
given by 
v ( B E 0 P ( l , 2 ) ) = 2 5 0 9 
v ( F C P ) = 5 0 0 
v ( G P ( l ) ) = 5 0 5 
v ( G P ( 2 ) ) = 5 0 4 
V ( B G P ( 1 ) ] = 5 0 9 
v ( B G P ( 2 ) ) = 5 0 6 
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v(BEOP(l)) = 509 
V ( B E 0 P ( 2 ) ) = 505 
v ( G P ( l , 2 ) ) = 514 
v(BGP(l ,2 ) ) = 536 
v ( E 0 P ( l , 2 ) ) = 2505. 
Thus v ( B E 0 P ( l , 2 ) ) provides a b e t t e r bound on the value of i t s FCP than 
any other one or two-row combination of the group-re lated penalty 
schemes so f a r discussed. 
Note a l so t h a t the r e s u l t s for t h i s example show t h a t each type 
of two-row penalty problem can provide a s t r i c t l y b e t t e r bound than 
e i t h e r of i t s one-row r e l a x a t i o n s . Thus, while not as strong as 
B E 0 P ( i , j ) , the two-row problems G P ( i , j ) , B G P ( i , j ) and E 0 P ( i , j ) are each 
superior t o corresponding one-row problems. Moreover, the BEOP(i , j ) and 
E 0 P ( i , j ) are r e l a t i v e l y easy to so lve . I t i s only necessary t o solve 
four two-row l i n e a r programs with d i f ferent r ight -hand-s ides to ident i fy 
the optimal solution.. 
3 . 5 . 2 Use of Two-Row Problems in a Branch-and-Bound Procedure 
At l e a s t two d i f f erent schemes might be devised for using two-
row problems like E 0 P ( i , j ) and B E 0 P ( i , j ) in the branch-and-bound procedure 
discussed a t the beginning of t h i s chapter . One would solve a t l e a s t 
one two-row problem for each row i s t i l l f ree a t a given s tage of the 
branch-and-bound algorithm. The r e s u l t s of these penalty problems 
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would then be used t o bound completions of the current candidate solu­
t ion, t o ident i fy elements of the s e t s 0 N and 0 , and to guide s e l e c t i o n 
of a branching var iab le y t . 
A d i f ferent scheme would be t o use two-row problems only as a 
-'-->+--''nnal procedure ( e . g . so lut ion of 
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CHAPTER IV 
SPECIAL STRUCTURES OF THE FIXED CHARGE NETWORK PROBLEM 
As i n d i c a t e d i n S e c t i o n 1 . 2 , the fixed charge network problem i s 
the s p e c i a l case o f FCP d e f i n e d by 
T T T 
min e x . + c^x . + c s ( 4 - 1 ) 
1 1 2 2 s 
s . t . E x + E 2 x 2 = 0 ( 4 - 2 ) 
(FCNP) 
- I x + Iy - I s = 0 ( 4 - 3 ) 
> y > 0 ( 4 - 4 ) 
u± > x± > 0 ( 4 - 5 ) 
u x > s > 0 ( 4 - 6 ) 
u 2 > x 2 > %2 ( 4 - 7 ) 
y = 0 mod u , ( 4 - 8 ) 
where ( E ^ , E 2 ) i s the n o d e - a r c i n c i d e n c e m a t r i x o f a d i r e c t e d ne twork . 
In t h i s c h a p t e r s i m p l i f i c a t i o n s o f t h e a n a l y s i s o f Chapter I I I r e s u l t i n g 
from the v e r y s p e c i a l s t r u c t u r e o f the c o n s t r a i n t s i n FCNP w i l l be p r e ­
s e n t e d . In p a r t i c u l a r , a number o f t h e r e s u l t s o f Chapter I I I w i l l be 
i n t e r p r e t e d f o r t h e network c a s e , and c o m p u t a t i o n a l p r o c e d u r e s f o r 
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construct ing and solving penalty problems wi l l be presented which make 
extens ive use of the spec ia l proper t i e s of FCNP. 
4 . 1 Review of Graph Theoret ic I n t e r p r e t a t i o n s 
of Continuous Network Problems 
Because E in ( 4 - 2 ) i s a node-arc incidence m a t r i x , each of i t s 
columns has e x a c t l y one - 1 and one +1 non-zero en try . For a given 
column j l e t that - 1 entry be in row i , and consider replac ing row i in 
( 4 - 2 ) by the d i f ference of i t s current e n t r i e s and those of row j in 
( 4 - 3 ) . This transformation rev i se s columns for x n . , y . and s . in FCNP, 
with a l l other columns remaining unchanged. In p a r t i c u l a r , the revised 
columns for x n . , y . and s . contain e x a c t l y one +1 and one - 1 non-zero 
entry . Thus, i f such a transformation were performed for each column 
j , the e f f e c t would be to convert the c o n s t r a i n t s ( 4 - 2 ) and ( 4 - 3 ) into 
a node-arc incidence matr ix . 
The implicat ion of t h i s observation i s t h a t any problem FCNP or 
FCNP can be in terpre ted as a minimal cos t flow problem in a s ingle com­
modity network. For a given network defined by (E ,E ) the corresponding 
network for FCNP i s constructed by replac ing each a r c x . by a t h r e e - a r c 
s e t as shown in Figure 3 . 
three a r c 
j replacement 
Figure 3 . Construction of the FCNP Network 
from the Underlying Network 
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A l l c o n s t r a i n t s and p r o p e r t i e s o f FCNP can then be i n t e r p r e t e d Ln terms 
o f t h i s expanded network. In p a r t i c u l a r , the problem FCNP i s a c o n ­
t i n u o u s minimum c o s t f l o w problem on t h i s expanded ne twork , and t h e v a s t 
t h e o r y o f such problems i s a p p l i c a b l e . 
One o f t h e p r i n c i p a l i d e a s d e v e l o p e d in Chapter I I I was t h a t an 
o p t i m a l s o l u t i o n , o p t i m a l t a b l e a u , and a s s o c i a t e d group and o t h e r p e n a l t y 
problems f o r t h e c o n t i n u o u s r e l a x a t i o n FCP o f any problem FCP c o u l d be 
e a s i l y c o n s t r u c t e d from t h e reduced problem RP. In p a r t i c u l a r , rows o f 
the group or o t h e r p e n a l t y problems a s s o c i a t e d wi th FCP can be e x t r a c t e d 
d i r e c t l y from c o r r e s p o n d i n g rows o f t h e o p t i m a l t a b l e a u f o r RP. 
For FCNP, the c o r r e s p o n d i n g reduced problem i s 
min 
s . t . 
(RNP) 
Thus RNP i s a c o n t i n u o u s minimum c o s t f l o w problem on t h e o r i g i n a l p r o b ­
lem network. 
One s e t of t h e o r y and p r o c e d u r e s f o r network problems l i k e FCNP 
and RNP i s the work o f D a n t z i g [ 1 5 ] , Johnson [ 6 3 ] , G l o v e r , Klingman 
and Kearny [ 3 6 ] , Langley [ 7 5 ] , Kennington and Lang ley [ 6 9 ] , and o t h e r s 
on graph t h e o r e t i c i n t e r p r e t a t i o n s o f such p r o b l e m s . L a t e r i n t h e 
c h a p t e r , t h i s graph t h e o r e t i c approach w i l l be e x p l o i t e d i n p r o c e d u r e s 
T T 
C 1 X 1 + C 2 X 2 
E 1 X 1 + E 2 X 2 = ° 
u l " x l ~ 0 
u 2 > x 2 > l2 
( 4 - 9 ) 
( 4 - 1 0 ) 
( 4 - 1 1 ) 
( 4 - 1 2 ) 
9 6 
for FCNP. Before proceeding to those d i scuss ions , however, a number of 
re levant def in i t ions and r e s u l t s from the graph t h e o r e t i c approach wi l l 
be reviewed. In the i n t e r e s t of b r e v i t y , proofs of most of the r e s u l t s 
wi l l be omitted, and the reader r e f e r r e d t o more complete discussions 
in the o r i g i n a l works. Only i n t u i t i v e discussions and examples wi l l be 
given here , and discussions wi l l be l imited to the (sometimes s p e c i a l ) 
cases which can occur in RNP and FCNP. 
m - .I.I Description of a Basis 
As defined above, the cons tra in t s e t s of the minimum cost flow 
problems for FCNP and RNP are not of f u l l rank because the sum of the 
rows i s a zero v e c t o r . Thus, in order t o t a l k of a bas i s for these 
problems, i t wi l l be useful to think of adding an i d e n t i t y matr ix to 
and appending appropriate components t o x^. The new components of x^ 
can be thought of as one-ended a r t i f i c i a l a r c s pointing into each node. 
In the terminology of the graph t h e o r e t i c approach to network 
problems, a graph i s a c o l l e c t i o n of a r c s and nodes assoc ia ted with some 
network; a cycle i s a connected se t of two-ended a r c s of the graph which 
touches nodes in such a way that every node i s touched by e x a c t l y two 
a r c s ; a tree i s a connected se t o f two-ended a r c s which contains no 
c y c l e s ; and a forest i s a se t of t r e e s . A f o r e s t i s said t o span a 
graph i f each node i s touched by e x a c t l y one t r e e . I f a one-ended a r c 
i s added to each t r e e so that the number of nodes i s equal t o the number 
of a r c s , the one-ended a r c i s ca l l ed a root, and the t r e e i s said to be 
a rooted tree. A c o l l e c t i o n of such rooted t r e e s i s a rooted forest, 
and a rooted f o r e s t which spans a network i s a rooted spanning forest. 
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In terms of these d e f i n i t i o n s , the fundamental r e s u l t on which the graph 
t h e o r e t i c approach to network flow problems i s based can be s ta t ed as 
follows: 
4 . 1 . 1 . 1 Theorem [ 1 6 , p . 3 5 6 ] . The decis ion and a r t i f i c i a l a r c s a s s o c i ­
ated with any bas is of a network flow problem l ike RNP form a rooted 
spanning fore s t for the network. 
Define the node of a rooted t r e e touched by the root as the base 
of the t r e e . Then the importance of Theorem 4 . 1 . 1 . 1 derived from the 
f a c t tha t by sys temat ica l ly searching from the base of each t r e e in the 
spanning f o r e s t as soc ia ted with a bas i s for a problem l ike RNP, i t i s 
possible to reach a l l bas ic a r c s and a l l nodes without cyc l ing . As the 
following sec t ions wi l l demonstrate, t h i s implies tha t a l l Simplex 
operat ions can be performed on the bas is of a network problem with a 
minimum of e f f o r t . 
To avoid dealing with a number of s p e c i a l cases in these d i scus ­
s ions , i t w i l l be convenient t o think of adding an a r t i f i c i a l node to 
the network of RNP ca l l ed the base of the forest. A r t i f i c i a l a r c s w i l l 
then run from the base of the for e s t t o the base of each t r e e . 
Also, i t wi l l be useful t o define the d i r e c t i o n up in a t r e e as 
away from the base of the f o r e s t , and down as toward the base . Simi­
l a r l y , nodes or a r c s wi l l be said t o be above a given node or a r c in a 
t r e e i f they can be reached by proceeding up the t r e e from the given 
node or a r c . 
An example of a bas is f o r e s t i s given in Figure 4 . The bases of 
the three t r e e s are nodes 1 , 7 and 3 , with r o o t s x , x__ , and x , 
98 
r e s p e c t i v e l y . Moving from node 4 t o node 7 i s p r o c e e d i n g down i n t h e 
f o r e s t , and the p a r t o f the t r e e above arc x i s the branch c o n s i s t i n g 
29 
o f x , x , x , x and nodes 2 , 3 , 5 and 6 and 8 . 
b a s e 
F igure 4 . Example o f a B a s i s F o r e s t f o r RNP 
4 . 1 . 2 Columns o f the S implex Tableau 
One important s t e p i n any S i m p l e x - t y p e a l g o r i t h m i s t o g e n e r a t e 
columns o f t h e updated S implex t a b l e a u , i . e . r e p r e s e n t a t i o n s o f the 
e f f e c t on b a s i c v a r i a b l e s o f changes i n the v a l u e o f n o n b a s i c v a r i a b l e s . 
For t h e c a s e o f a network prob lem, Theorem 4 . 1 . 1 . 1 g r e a t l y s i m p l i f i e s 
t h i s p r o c e s s . S i n c e any b a s i s i s a r o o t e d spanning f o r e s t , t h e 
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introduct ion of any nonbasic a r c into the fores t causes a c y c l e . Thus 
a flow change on a nonbasic a r c e f f e c t s e x a c t l y those bas ic a r c s along 
i t s c y c l e , and such bas ic a r c s wi l l be the only ones with non-zero 
e n t r i e s in the updated tableau column corresponding t o the nonbasic a r c . 
Consider, for example, the case of x ^ in Figure 4 . Basic a r c s 
with non-zero e n t r i e s in the updated tableau column of x would be 
x i o > x o o a n d x • S imi lar ly , the column of x would have non-zero 
1 2 26 2 1 2b 
e n t r i e s for x , x , x , and the a r t i f i c i a l var iab les x and x . A 
2 2 2 3 1 / 27 2 9 
prec i se statement of these pr inc ip l e s i s given in the following theorem. 
4 . 1 . 2 . 1 Theorem [ 7 5 , Section 3 . 3 ] . For a nonbasic, lower-bounded a r c 
in a network problem define the forward d i r e c t i o n as the d i r e c t i o n of 
flow of the a r c , and the reverse d i r e c t i o n as the opposite of the f o r ­
ward d i r e c t i o n . For a nonbasic, upper-bounded a r c , define the forward 
and reverse d i r e c t i o n s e x a c t l y opposi te ly . Then in the updated Simplex 
tableau assoc ia ted with a p a r t i c u l a r bas is f o r e s t for the network prob­
lem, the column assoc ia ted with a given nonbasic var iab le w i l l have a -1 
c o e f f i c i e n t for every bas ic var iab le which points in the forward d i r e c ­
t ion along the cyc le introduced by adding the nonbasic a r c t o the bas i s 
f o r e s t , a +1 c o e f f i c i e n t for every bas i c var iab le which points in the 
reverse d i r e c t i o n along t h i s c y c l e , and 0 c o e f f i c i e n t s for a l l other 
bas ic v a r i a b l e s . 
4 . 1 . 3 Rows of the Basis Inverse 
Another important element of Simplex operations i s the inverse of 
the bas i s m a t r i x . I t i s well known that the updated Simplex tableau for 
a given bas is can be obtained by multiplying the o r i g i n a l tableau by 
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the bas is inverse . 
In the network case the bas is inverse , l ike many other Simplex 
elements, can be generated in terms of the bas is f o r e s t r e p r e s e n t a t i o n . 
B B —1 
In p a r t i c u l a r , note that a row of the bas is inverse [ ( E ^ E ^ ) j \ must 
s a t i s f y 
[ ( E ^ E * ) " 1 ] ^ ^ ) = ( 0 , . . . , 0 , 1 , 0 , . . . , 0 ) ( 4 - 1 3 ) 
where the 1 of the vec tor on the r i g h t i s in the ith pos i t ion . Remem-
B B 
ber , however, t h a t every column of the bas i s ( E ^ j E ^ ) contains at most 
one +1 and one - 1 , with a l l other e n t r i e s 0 . Thus the e n t r i e s in a row 
of the bas is inverse corresponding to a given bas is f o r e s t can be con­
s t r u c t e d by proceeding up the t r e e s in the f o r e s t and c a l c u l a t i n g the 
e n t r i e s for each node so tha t the d i f ference of the e n t r i e s a t the ends 
of each b a s i c a r c wi l l s a t i s f y ( 4 - 1 3 ) . 
For example, consider the row of the inverse corresponding t o 
a r c x in Figure 4 . I f the entry for the base of the f o r e s t i s f ixed 
a t 0 , then e n t r i e s for a l l nodes not above x in the f o r e s t must a l so 
be 0 in order t o obtain 0 d i f ferences on the r ight-hand s ide of ( 4 - 1 3 ) . 
Simi lar ly , the e n t r i e s for nodes 2 , 5 and 6 must be equal in order to 
obtain 0 d i f ferences in ( 4 - 1 3 ) . But the entry for node 2 must be one 
l e s s than that of node 3 in order t o produce the s ingle 1 in ( 4 - 1 3 ) . 
Thus, the row of the bas i s inverse corresponding to x i s given by 
node base 1 2 3 4 5 6 7 8 9 
entry 0 0 - 1 0 0 - 1 - 1 0 0 0 
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A more formal statement of these p r i n c i p l e s i s given in the f o l ­
lowing theorem. 
4 . 1 . 3 . 1 Theorem [ 6 8 , p . 5 5 ] . The row of the bas is inverse corresponding 
t o any bas ic a r c of RNP wi l l have +1 e n t r i e s for a l l nodes above the a r c 
in the bas is fores t i f the a r c i s d irec ted away from the base of the 
f o r e s t and - 1 e n t r i e s for a l l nodes above the a r c in the bas i s f o r e s t 
i f the a r c i s d irec ted toward the base of the f o r e s t . All nodes not 
above the a r c in the bas i s f o r e s t w i l l have 0 e n t r i e s . 
4 . 1 . 4 Rows of the Simplex Tableau 
From the r e s u l t s of Chapter I I I , i t i s c l e a r that an important 
element of any group-theory-based algorithm i s the a b i l i t y to generate 
rows of the optimal Simplex tableau for RNP. In p a r t i c u l a r , i t i s 
necessary t o produce the p a r t s of rows of the optimal tableau c o r r e ­
sponding t o nonbasic v a r i a b l e s . 
A cons truc t ive method for generating such rows i s given by 
Theorem 4 . 1 . 3 . 1 . After generating the row of the bas is inverse for a 
given basis v a r i a b l e , i t i s only necessary to subtrac t the e n t r i e s for 
the end nodes of a nonbasic a r c t o c a l c u l a t e the entry in the updated 
Simplex tableau for that a r c . In Figure 4 , for example, the column 
corresponding to x c in the updated Simplex tableau would have the entry 
+1 ( - 1 ) - 1 ( 0 ) = - 1 
in the row of x 
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For some of the development which fol lows, however, i t wi l l be 
useful to have a more i n t u i t i v e concept of the rows of the updated 
Simplex tableau. Reca l l the pr inc ip le of Section 4 . 1 . 2 tha t the only 
bas i c a r c s af fected by the introduct ion of a given nonbasic a r c into a 
bas i s f o r e s t are those along the cyc le the nonbasic a r c produces in the 
f o r e s t . This implies that the row of the updated tableau for a given 
bas i c a r c wi l l contain non-zero e n t r i e s for nonbasic a r c s only when the 
bas i c a r c i s part of the cyc l e s corresponding to those nonbasic a r c s . 
Membership of a bas i c a r c in the cyc le corresponding t o a nonbasic 
a r c can be charac ter i zed in terms of the branch of the bas is f o r e s t 
above the bas i c a r c . I f a nonbasic a r c touches e x a c t l y once in t h i s 
branch, then the bas i c a r c must be part of the cyc le as soc ia ted with the 
nonbasic a r c because a path from any part of the bas is f o r e s t t o the 
branch above an a r c must include that a r c . S imi lar ly , i f a nonbasic 
a r c touches twice in the branch above a bas i c a r c , or does not touch a t 
a l l , then the bas i c a r c i s not part of the cyc le assoc ia ted with the 
nonbasic a r c . 
For example, consider the row of the optimal tableau for the 
basis in Figure 4 corresponding t o a r c x . Arc x touches only once 
2 y 2o 
in the branch of the t r e e above x^g, and thus x^g i s par t of the cyc le 
corresponding t o ^ g * ^ n ^ e 0 _ t n e r hand, x ,̂_ touches twice in the 
branch above ^ g * and x does not touch at a l l . Thus x^g i s not a par t 
of the cyc les for e i t h e r x^^ or 
A formal izat ion of these pr inc ip l e s i s given in the following 
theorem. 
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4 . 1 . 4 . 1 Theorem [ 7 5 , Section 3 . 4 ] . Let x^_. be a bas i c a r c in a network 
problem and ¥ ( x . . ) be the set of nodes above x . . in the corresponding 
bas i s f o r e s t . Then any nonbasic a r c flowing from node w t o node z wi l l 
have an entry in the updated Simplex tableau row for x^_. as follows: 
( i ) I f we^Cx..) and z ^ C x . . ) , the entry i s -1 i f the nonbasic 
a r c i s lower-bounded and x . . i s oriented away from the base of the 
f o r e s t , or i f the nonbasic a r c i s upper-bounded and x . . i s oriented 
13 
toward the base of the f o r e s t , and the entry i s +1 otherwise. 
( i i ) I f w^ v f (x . . ) and z e v f ( x . . ) , the entry i s +1 i f the nonbasic 
a r c i s lower-bounded and x . . i s oriented away from the base of the 
13 
f o r e s t , or i f the nonbasic a r c i s upper-bounded and x . . i s oriented 
13 
toward the base of the f o r e s t , and the entry i s - 1 otherwise, 
( i i i ) In a l l other cases the entry i s 0 . 
4 . 1 . 5 Labeling of the Basis Forest 
The previous four sec t ions have shown how important components of 
the optimal bas i c so lut ion for problems l ike RNP can be generated from 
the bas i s f o r e s t as soc ia ted with an optimal so lut ion . In order t o a c t u ­
a l l y perform the procedures descr ibed, however, a se t of labe l s which 
define the bas is f o r e s t would be required. 
In p a r t i c u l a r , review of the processes described in the previous 
sect ions wi l l show that labe ls must support a t l e a s t three funct ions . 
F i r s t , i t must be possible t o ident i fy the bases of a l l t r e e s . Second, 
labe l s must f a c i l i t a t e searching down the f o r e s t from a given point to 
ident i fy the cyc le as soc ia ted with a nonbasic a r c . F i n a l l y , l abe l s must 
permit moving up bas is t r e e s to construct bas i s i n v e r s e s , e t c . 
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Johnson [ 6 4 ] , Langley [ 7 5 ] , and Kennington and Langley [ 6 9 ] , 
Glover Klingman and Kearny [ 3 6 ] , and others have proposed a number of 
label ing schemes which wi l l permit such funct ions . The one which appears 
t o be the most s a t i s f a c t o r y for FCNP i s given in the following def in i ­
t i o n . 
4 . 1 . 5 . 1 Definit ion. The basis label of a node w in a network problem 
l ike RNP i s (S(w) ,u(w) ,y(w) ,a(w)) where 
6(w) = the number of the node d i r e c t l y below w in the bas i s 
f or e s t (0 i f the node i s the base of the f o r e s t ) . 
u(w) = the number of a node d i r e c t l y above w in the bas i s 
f o r e s t (0 i f no such node e x i s t s ) . 
y(w) = the number of a node z such that 6(w) = 6 ( z ) and 
y ( z ) f z for a l l z ^ w sa t i s fy ing 6(w) = 6 ( z ) 
(0 i f no such node e x i s t s ) . 
a(w) = the number of the a r c connecting w and 6(w) . 
The components o f the bas is l abe l are r e f e r r e d to as the down node, up 
node, right node and down are, r e s p e c t i v e l y . 
Figure 5 provides one of severa l such s e t s of bas i s labe l s for 
the basis f ore s t in the example of Figure 4. For example, the down node 
labe l o f node 4 i s 7 because 7 in the next c l o s e r node t o the base of 
the f o r e s t , and the down a r c labe l of node 4 i s 17 because a r c 17 con­
nects nodes 4 and 7. The chain of nodes immediately above node 3 begins 
with node 2 , which i s the up node from 3 , and proceeds r i g h t to node 8. 
By using the basis labe l s of Definit ion 4 . 1 . 5 . 1 , a l l the network 
functions mentioned in the previous sec t ions can be performed. Bases of 
t r e e s are ident i f ied by those nodes having down node equal t o 0. 
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base 
F igure 5 . B a s i s L a b e l s f o r the RNP Example 
The b a s i c a r c s i n the c y c l e a s s o c i a t e d wi th a n o n - b a s i c arc can be 
i d e n t i f i e d by p r o c e e d i n g down from both ends o f t h e n o n b a s i c a r c t o t h e 
base o f the f o r e s t . A l l down a r c s encountered e x a c t l y once i n t h i s 
s e a r c h a r e members o f the c y c l e . To i d e n t i f y t h e p a r t o f a t r e e above 
1 0 6 
a given node, f i r s t follow up node labe l s from t h a t node. When a 0 up 
node labe l i s encountered, follow the r igh t node labe l one step and 
proceed up again. I f both up node and r i g h t node labe l s are 0 , proceed 
down one node and then r i g h t . All desired nodes have been searched when 
the o r i g i n a l node i s re-encountered. 
For the example of Figure 5 , the cyc le assoc ia ted with nonbasic 
a r c x^j. i s ident i f ied by proceeding down from both i t s ends. Down a r c s 
from the node 6 end are x , x and x . Those from the 8 end are x 0 1 
12 2o 2.3 21. 
and x . Thus the cyc le i s x , x and x . 2j 1.2 2c 21. 
To ident i fy the branch of the t r e e above a r c x , begin at node 
2 y 
3. Then success ive ly move up t o node 2 , up t o node 6 , r i g h t t o node 5 , 
down t o node 2 , r i g h t t o node 8 , and back t o node 3. The nodes in the 
branch are thus nodes 2 , 3 , 5 , 6 and 8 , and the a r c s in the branch are 
the down a r c s from nodes 2 , 5 , 6 and 8. 
One f i n a l observation about the labe ls of Definition 4 . 1 . 5 . 1 i s 
that the functions they support are not only the ones necessary for 
generating updated tableaux in group problems, but a l so the ones r e ­
quired t o perform pivots of the primal Simplex method. 1 Thus when a 
Simplex algorithm using such labe ls i s employed t o solve RNP, the labe l s 
for an optimal bas is f o r e s t wi l l automat ica l ly be ava i lab le for group 
analyses a t the completion of the Simplex procedure. 
"''See Section A .2 .2 of Appendix A for discussion of how the steps 
of a Simplex pivot are performed with the l a b e l s . 
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4 .2 Group-Related Problems in Terms of the 
Group Theoret ic Description 







- c , 
U 





e 2 ( i ) = 
where c^ , c , c 2 > c ^ , E^9 E 2 , E 2 and k are derived from the optimal 
tableau of FCNP as indicated in Section 1 . 4 . Then group problems GP(D 
for FCNP can be s ta t ed 
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min dTkx* + d^Ax!? + c TAs + v(FCNP) ( 4 - 1 4 ) 
1 1 2 2 S 
T N T N -s . t . e , ( i ) Ax, + e n ( i ) Ax_ - As. 5 y . mod u . . for ieT ( 4 - 1 5 ) 1 1 2 2 i i l i 
( G P ( F ) ) N N , 
Ax", Ax*, As > 0. ( 4 - 1 6 ) 
When the c o n s t r a i n t s ( 4 - 1 5 ) are replaced by 
T N T N - -e , ( i ) Ax, + e « ( i ) Ax 0 - As. = y. or y. - u . . for i£T ( 4 - 1 7 ) 1 1 2 2 i J i J i l i 
the e i t h e r - o r problem EOP(T) i s obtained, and i f the c o n s t r a i n t s 
N N N N 
> A x x , o 2 > A x 2 , u x > As ( 4 - 1 8 ) 
are added t o GP(D and EOP(T), the bounded problems BGP(T) and BE0P(D 
r e s u l t . In th i s s ec t ion i n t e r p r e t a t i o n s and s impl i f i ca t ions of these 
group-re lated problems wi l l be developed in terms of the graph- theore t i c 
ideas presented in Section 4 . 1 . 
4 . 2 . 1 I n t e r p r e t a t i o n of the Group-Related Problems 
To i n t e r p r e t the meaning of these group-re lated problems on the 
network of FCNP, i t i s f i r s t necessary t o cons truc t the bas i s for FCNP 
implied by Theorem 3 . 1 . 1 . 4 . Given a bas i s f o r e s t for RNP, the c o r r e ­
sponding f o r e s t for FCNP i s constructed by replac ing each a r c c o r r e ­
sponding t o a component of x^ by a t h r e e - a r c se t with an a r t i f i c i a l node 
as shown in Figure 3 . In accordance with Theorem 3 . 1 . 1 . 4 , the a r c x, . 
ID 
i s bas i c only i f i t was bas i c for RNP, the a r c y^ i s always b a s i c , and 
109 
t h e a r c s . i s a lways n o n b a s i c . 
J 
F i g u r e 6 shows t h i s f u l l b a s i s f o r e s t f o r t h e c a s e o f F igure 4 . 
Arc x ^ , f o r example , has been r e p l a c e d by t h e t h r e e - a r c s e t x ^ , y^ 
and s^. The new x ^ i s b a s i c because i t was b a s i c i n F i g u r e 4 , y^ i s 
b a s i c because a l l y . are b a s i c i n t h e s o l u t i o n o f Theorem 3 . 1 . 1 . 4 , and 
J 
s^ i n n o n b a s i c because a l l s_. a r e n o n b a s i c i n t h e Theorem 3 . 1 . 1 . 4 s o l u ­
t i o n . The c o n s t r u c t i o n f o r x i s s i m i l a r , e x c e p t t h a t o n l y y^ i s b a s i c 
because x ^ was n o n b a s i c i n F i g u r e 4 . 
R e c a l l t h a t the i n t r o d u c t i o n o f any n o n b a s i c a r c i n t o t h i s b a s i s 
f o r e s t produces a c y c l e . Moreover , t h e forward d i r e c t i o n o f f l o w around 
t h i s c y c l e i s t h e d i r e c t i o n o f f l o w on t h e n o n b a s i c a r c i f i t i s l o w e r -
bounded and the o p p o s i t e i f the a r c i s upper-bounded . 
With t h e s e c o n c e p t s i n mind , r e v i e w o f t h e d e f i n i t i o n s o f p e r t u r ­
b a t i o n v a r i a b l e s in ( 3 - 1 8 ) w i l l show t h a t i n c r e a s i n g a p e r t u r b a t i o n v a r i ­
a b l e from 0 t o an amount h i s e x a c t l y e q u i v a l e n t t o i n t r o d u c i n g a f l o w 
change o f s i z e h i n t h e forward d i r e c t i o n around t h e c y c l e c o r r e s p o n d i n g 
t o t h e n o n b a s i c a r c wi th which the p e r t u r b a t i o n v a r i a b l e i s a s s o c i a t e d . 
For example , i f x o c i s lower-bounded i n the c a s e o f F i g u r e 6 , then s e t -26 
t i n g A x 0 _ = h i s e q u i v a l e n t t o i n t r o d u c i n g a f l o w change o f s i z e h 26 
around t h e c y c l e { x , ? g , y ? , x 1 ? , x 2 ? , x 2 g , x 2 3 , x 2 2 > . Thi s a d d i t i o n a l f l o w 
w i l l add t o t h e e x i s t i n g f l o w a l o n g b a s i c a r c s o r i e n t e d i n t h e forward 
d i r e c t i o n and s u b t r a c t from the f l o w on t h o s e o r i e n t e d i n t h e r e v e r s e 
d i r e c t i o n . 
Next o b s e r v e t h a t the rows o f t h e f u l l group problem GP(FCNP) 
and the c o r r e s p o n d i n g e i t h e r - o r problem EOP(FCNP) r e q u i r e t h a t t h e 
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Figure 6 . Basis Forest for FCNP Corresponding to the RNP Example 
I l l 
flows along a l l a r c s y . must be forced into e i t h e r congruence with u n . 
D 1] 
or equal i ty with 0 or u ^ . Thus the ith cons t ra in t of ( 4 - 1 5 ) or ( 4 - 1 7 ) 
can be in terpre ted as requir ing t h a t flow changes be introduced in the 
forward d i r e c t i o n around cyc les for nonbasic a r c s which include y^ in 
such a way tha t the flow along y^ i s congruent t o u in the GP(FCNP) 
c a s e , and equal t o 0 or u ^ in the EOP(FCNP) c a s e . 
Consider, for example, the case of y^ in Figure 6. This a r c i s 
par t of cyc l e s corresponding t o and s^. Thus the seventh row of 
( 4 - 1 5 ) would require t h a t flow changes in the forward d i r e c t i o n be 
introduced on e i t h e r the cyc l e for x^g, or the c y c l e for s^, or both in 
such a way as t o make the flow on y^ congruent to u . The correspond­
ing row of ( 4 - 1 7 ) requires the s tronger r e s u l t t h a t the flow on y^ equal 
e i t h e r 0 or u^ 7 . 
When the bounding c o n s t r a i n t s ( 4 - 1 8 ) a r e a l so considered, flow 
adjustments around cyc les corresponding t o nonbasic a r c s are fur ther 
r e s t r i c t e d . The addi t ional c o n s t r a i n t s requ ire tha t in seeking t o 
s a t i s f y ( 4 - 1 5 ) or ( 4 - 1 7 ) , flow changes on cyc l e s for nonbasic a r c s are 
not so l arge as t o render in feas ib le the flows on the nonbasic a r c s 
themselves. 
F i n a l l y , the above i n t e r p r e t a t i o n can be used t o show why even 
BEOP(FCNP) i s not equivalent t o FCNP. The c o n s t r a i n t s of BEOP(FCNP) 
require t h a t a l l c o n s t r a i n t s on a r c s y^ be s a t i s f i e d , and t h a t implied 
values of flows on nonbasic a r c s remain f e a s i b l e . However, i t might 
s t i l l be true tha t the e f f e c t of flow changes around various cyc les i s 
t o force some bas ic x , . or x^. t o take on in feas ib le flows. 
ID 2] 
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In the case of Figure 6 , for example, r e c a l l t h a t a flow change 
might need t o be introduced around the cyc le of x^g in order t o make y^ 
s a t i s f y ( 4 - 1 7 ) . In BEOP(FCNP) t h i s flow change would be r e s t r i c t e d t o 
one which keeps x f eas ib l e and makes y^ s a t i s f y ( 4 - 1 7 ) . However, i t 
could be t h a t the change would a l so make a r c x , x , x or x take 
21 2Y 2c 22 
on an in feas ib le flow, i . e . a flow which did not s a t i s f y i t s upper or 
lower bound. 
4 . 2 , 2 The Group Tree and Reduced Inverse 
By taking advantage of the i n t e r p r e t a t i o n of the previous s e c ­
t i o n , a number of computational s impl i f i ca t ions can be obtained. F i r s t , 
observe the cyc l e s a s soc ia ted with the s lack a r c s s_. in Figure 6. Each 
such cyc l e contains only one bas ic a r c , i . e . y_.. Thus, in finding a se t 
of flow changes around cyc les which w i l l s a t i s f y one of the group-
r e l a t e d problems defined above, cyc les for the s_. could e a s i l y be 
handled i m p l i c i t l y . Only the more complex c y c l e s of nonbasic x^_. 
require e x p l i c i t a t t e n t i o n . 
With t h i s observat ion, i t becomes poss ible t o again deal with 
group-related problems in terms of the reduced problem RNP. Al l cyc l e s 
for nonbasic x . . can be jus t as e f f e c t i v e l y t r a c e d on the bas i s f o r e s t 
IJ 
for RNP as on the fores t for FCNP, and nonbasic s . can be handled 
J 
separa te ly . 
For the example of Figure 6 t h i s s impl i f i ca t ion reduces the 
problem once again t o Figure 4. The following de f in i t ion leads t o an 
even further reduct ion. 
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4 . 2 . 2 . 1 Definit ion. A macro-node of a bas i s f or e s t for RNP i s a s ingle 
node used t o rep lace any maximal s e t of ordinary nodes in the f o r e s t of 
RNP which are connected by a t r e e of bas i c a r c s drawn e n t i r e l y from the 
vec tor x^. The reduced version of the bas i s f o r e s t obtained by r e ­
placing the nodes of each macro-node, and the a r c s which connect them, 
by the macro-node i s ca l l ed the group tree for RNP. 
To i l l u s t r a t e the concepts of macro-nodes and group t r e e s , con­
s ider again the case of Figure 4. Figure 7 shows the group t r e e which 
r e s u l t s from the bas i s f o r e s t of that example when a l l nodes are c o l ­
lapsed into macro-nodes. 
Figure 7. Example of a Group Tree for RNP 
114 
For example, the nodes 1 , 7 , 3 , 2 , 5 and 8 , and the t r e e of bas i c a r c s 
connecting them, have been replaced by a s ingle macro-node. This i s 
poss ib le , because a l l such a r c s a r e components of x^. Nodes 4 , 9 and 6 
could not be col lapsed because they are connected t o the r e s t of the 
f o r e s t by b a s i c components of x^. Note t h a t i t i s proper t o r e f e r t o 
the reduced version of the bas is f or e s t as a t r e e because r o o t s are 
always components of x^ and thus the bases of a l l t r e e s in the ordinary 
bas i s f o r e s t wi l l always be a part of the same macro-node. 
Several other observations about the group t r e e can be made. 
F i r s t , note t h a t one i n t e r p r e t a t i o n of a macro-node i s tha t of a c o l ­
lapsed segment of cyc l e s as soc ia ted with a nonbasic a r c . Al l such 
cyc l e s a r e s t i l l v i s i b l e in the group t r e e , but components x^.. of the 
cyc les have been absorbed into macro-nodes so t h a t the e f f e c t s on b a s i c 
x^_. are highl ighted. The values of the bas i c x^_. a r e , of course , the 
flows of i n t e r e s t in group-re lated problems because they correspond 
d i r e c t l y t o the values of the y . . 
D 
Next, note t h a t the c y c l e s in the f o r e s t of RNP corresponding t o 
two d i f ferent nonbasic a r c s which connect the same macro-nodes in the 
group t r e e wi l l contain e x a c t l y the same bas i c a r c s x^_.. For example, 
in the case of Figure 4 , the f u l l cyc l e s for x ^ 5 and x ^ 5 are {x^^x^} 
and ^ x 2j_» x 23 , X 1 2 ^ ' r e s p e c t i v e l y . Both involve only the component x of 
x^, and thus both have e x a c t l y the same appearance in the group t r e e . 
F i n a l l y , observe t h a t any nonbasic a r c s connecting nodes in the 
same macro-node contain no components of x^ in t h e i r c y c l e s . Thus they 
a f f e c t no bas ic a r c s y.. (except possibly ones a s soc ia ted with the 
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nonbasic x^_. themselves) and have l i t t l e e f f e c t in group-re lated prob­
lems . 
Examples of such a r c s a r e x and x of Figure 7. Flows along 
these a r c s might be changed t o c o r r e c t or y^, but changes can have no 
e f f e c t s on y_. not d i r e c t l y r e l a t e d t o the nonbasic a r c s themselves. 
Thus these nonbasic a r c s can l a r g e l y be disregarded in group-re lated 
problems f o r FCNP. 
The above observations about the group t r e e can be developed more 
formally in terms of the proper t i e s of a bas is inverse for RNP presented 
in Sect ion 4 . 1 . 3 . The next s evera l r e s u l t s provide such a formalizat ion, 
4 . 2 . 2 . 2 Theorem. The columns of a bas i s inverse for RNP corresponding 
to any two nodes w and z which a r e part of the same macro-node in the 
group t r e e of RNP w i l l have equal e n t r i e s in a l l rows assoc ia ted with 
g 
components of x^. 
g 
Proof. Consider some component x ^ of x^ , and l e t ^(x^^) be the s e t of 
nodes in the branch above x, . in the bas i s f o r e s t for RNP, and ^(x, , ) be 
hk ' hk 
the se t containing a l l other nodes of RNP. Now nodes w and z a r e con-
g 
nected by a chain of components of x^ because they are in the same 
macro-node of the group t r e e for RNP. Thus x ^ cannot be a par t of the 
chain between w and z and so e i t h e r 
w and z e y(x , ) 
hk 
or 
w and z e ?(x , , ) . 
hk 
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By Theorem 4 . 1 . 3 . 1 t h i s implies w and z have i d e n t i c a l e n t r i e s in the 
row of the basis inverse corresponding t o 
Q.E.D. 
4 . 2 . 2 . 3 Coro l lary , Any nonbasic a r c connecting two nodes of RNP which 
a r e part of the sane macro-node in the group t r e e for RNP wi l l have zero 
g 
e n t r i e s in each of the f i r s t k rows of the group-re lated c o n s t r a i n t s 
g 
( 4 - 1 5 ) and ( 4 - 1 7 ) , i . e . in a l l rows corresponding t o components of x^. 
g 
Proof. The entry for a nonbasic var iab le in any of the f i r s t k rows of 
( 4 - 1 5 ) or ( 4 - 1 7 ) can be obtained by multiplying an appropriate row of 
the bas i s inverse for RNP by the o r i g i n a l tableau column for the non-
b a s i c v a r i a b l e . But t h a t o r i g i n a l tableau column has only a +1 in the 
row assoc ia ted with one node touched by the a r c and a - 1 in the row 
assoc ia ted with the other touched node. Since by Theorem 4 . 2 . 2 . 2 the 
components of the row of the bas is inverse opposite these non-zero 
e n t r i e s must be equal , i t follows t h a t the r e s u l t of the vec tor mult i ­
p l i c a t i o n wi l l be 0. 
Q.E.D. 
4 . 2 . 2 . 4 Coro l lary . Define the forward d i r e c t i o n for a nonbasic a r c of 
RNP as in Sect ion 4 . 2 . 1 , i . e . equal t o the d i r e c t i o n of flow on the a r c 
when i t i s lower-bounded and opposed t o the d i r e c t i o n of flow when the 
a r c i s upper-bounded. Further l e t x , and x , be two nonbasic a r c s ^ r nk n' k' 
of RNP connecting, in the same d i r e c t i o n , nodes which a r e members of the 
same two macro nodes,, i . e . e i t h e r both a r c s have forward d i r e c t i o n l ead­
ing from two nodes in the same macro-node t o two nodes which are both in 
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a d i f f erent macro-node, or the same i s t rue in the reverse d i r e c t i o n . 
g 
Then the e n t r i e s in the f i r s t k rows of ( 4 - 1 5 ) and ( 4 - 1 7 ) corresponding 
t o Ax , and Ax t l . w i l l be equal, nk n 1 k 1 
Proof. Follows from Theorem 4 . 2 . 2 . 2 by d i r e c t mul t ip l i ca t ion of the 
appropriate columns for nonbasic var iab le s and rows of the bas is in­
verse as in the proof of Corol lary 4 . 2 . 2 . 4 . 
Q.E.D. 
The importance of Corol lary 4 . 2 . 2 . 4 l i e s in i t s impl icat ion tha t 
a reduced basis inverse for RNP, which contains one row for each com-
g 
ponent of x^ and one column for each macro-node, i s a l l tha t i s required 
t o generate the n o n - t r i v i a l elements of the c o n s t r a i n t s ( 4 - 1 5 ) and 
( 4 - 1 7 ) . Thus the group-related problems GP(T) and EOP(T) can be e a s i l y 
constructed i f the following labe l s are ident i f i ed . 
4 . 2 . 2 . 5 Definit ion. For each node w in the bas is f o r e s t for RNP, 
n(w) = the number of the macro-node to which w belongs. 
For each macro-node z in the group t r e e for RNP, 
X ( i , z ) = the element of the reduced bas i s inverse for RNP 
assoc ia ted with the ith component of xjj| and the 
macro-node z . 
Moreover, the labe l s of the bas is f o r e s t f or RNP presented in 
Section 4 . 1 . 5 make i t very easy t o cons truc t such group t r e e l a b e l s . I t 
i s only necessary t o t r a c e up the f o r e s t f or RNP, recording a macro-node 
change whenever a bas i c component of x^ i s encountered and s e t t i n g e l e ­
ments of the reduced inverse according t o Theorem 4 . 1 . 3 . 1 . The d e t a i l s 
of such a procedure are provided in the following algorithm. 
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4 . 2 . 2 . 6 Algorithm. Let ( 6 ( n ) , y ( n ) , y ( n ) , a ( n ) ) be the labe l s of an 
optimal bas is f o r e s t for RNP as defined in Definit ion 4 . 1 . 5 . 1 . Then 
the labe l s n(n), and X ( i , k ) can be obtained as fol lows: 
Step 0. Set the next ava i lab le macro-node k = 1 and X ( i , k ) = 0 
for a l l i and k. 
Step 1. Scan sequent ia l ly the nodes u n t i l a new t r e e base 
( i . e . a node n with 6(n)=o) i s found. I f none i s found, s top; the 
algorithm i s complete. Otherwise, s e t the a r c index se t A = $ , the 
current node n' = the number of the node which i s the new base , r)(n') = 
1 , and the current macro-node k' = 1 , and go t o Step 2. 
Step 2. Proceed up by l e t t i n g n = y ( n ' ) . I f n = 0 go t o Step 5. 
Otherwise, proceed t o Step 3 i f a ( n ) i s a component of x^ and t o Step 4 
i f i t i s a component of x^. 
Step 3. Let A = A u ( a ( n ) } i f a ( n ) i s or iented away from the 
base of the f o r e s t , and A = A u ( - a ( n ) } i f a ( n ) i s oriented toward the 
base of the f o r e s t . Also l e t k = k + 1 , k' = k, X ( i , k ' ) = +1 for a l l i 
in A such t h a t i > 0 , and X ( - i , k ' ) = - 1 for a l l i in A such t h a t i < 0. 
Then go t o Step 4 . 
Step 4. Set n' = n and n(n') = k ' . Then go to Step 2. 
Step 5. Proceed r i g h t by s e t t i n g n = y(n'). I f n = 0 go t o 
Step 6. Otherwise remove ± a ( n ' ) from A i f a ( n ' ) i s a component of x^, 
s e t k' = n(fi(n f ))» and then go t o Step 3 i f a ( n ) i s a component of x , 
and t o Step 4 i f i t i s a component of x . 
119 
Step 6. Proceed down by s e t t ing n = 6 ( n ' ) . I f n = 0 , go t o Step 
1. Otherwise remove ± a ( n ' ) from A i f a ( n ' ) i s a component of x^, se t 
n' = n and k' = n ( n ' ) , and go t o Step 5. 
Table 1 i l l u s t r a t e s the algorithm for the case of Figure 4 with labe l s 
as in Figure 5. 
Table 1 . Steps in Algorithm 4 . 2 . 2 . 6 for Example Problem RNP 
Algorithm Variables Assigned Algorithm Variables Assigned 
Step Values Step Values 
0 k=l , a l l A( i ,k ) = 0 2 n=0 
1 A=*, n f = l , n(D =1, k'=l 5 n=0 
2 n=0 6 n=3, n '=3 , k'=l 
5 n=0 5 n=0 
6 n=0 6 n=0 
1 A=*, n '=3, n(3) =1, k'=l 1 A=*, n'=7, n ( 7 ) = l , k'=l 
2 n=2 2 n=4 
4 n'=2, n(2)=l 3 A = { - 1 7 } , k=3, k '=3 , 
2 n=6 A ( 1 7 , 3 ) = - l 
CO
 
A = { - 1 2 } , k=2, k f = 2 , 4 n '=4 , n(4)=3 
A ( 1 2 , 2 ) = - l 2 n=0 
4 n'=6, n(6)=2 5 n=9, A=$, k'=l 
2 n=0 3 A={+11} , k=4, k '=4 , 
5 n=5, A=$, k'=l A ( l l , 4 ) = + 1 
4 n'=5, n (5)= l 4 n '=9 , n(9)=4 




5 n=0 6 n=7, A=$, n '=7, k '=l 
6 n'=2, k f = l 5 n=0 
5 n=8, k f = l 6 n=0 
4 n '=8 , n (8 )= l 1 Stop 
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4 .3 Unimodularity of the Group-Related Problems 
A matrix M i s said t o be totally unimodular i f the determinant of 
every square sub-matrix ofM i s equal t o +1 , 0 or - 1 . In t h i s s ec t ion 
i t w i l l be demonstrated t h a t the main c o n s t r a i n t matrix of the group-
r e l a t e d problems G P(D, BGP(T), E 0 P ( D and B E 0 P(D possesses t h i s con­
venient property . 
4 . 3 . 1 Review of Unimodularity Theory 
In order t o prove t o t a l unimodularity for the group-re lated prob­
lems of FCNP, two r e s u l t s from the theory of unimodular matr ices are 
required . They are s t a t e d in the following lemmas. 
4 . 3 . 1 . 1 Lemma (Hel ler and Tompkins [ 5 6 ] ) . Every bas is of the matr ix M 
has determinant ±1 i f the following are s a t i s f i e d . 
( i ) Every column of M has a t most two non-zero e n t r i e s , 
( i i ) Every element of M i s e i t h e r 0 , +1 or - 1 . 
( i i i ) The rows of M can be par t i t i oned into two s e t s £2̂  and 9.^ 
such that the rows for non-zero e n t r i e s with l ike signs in any column 
a r e members of d i f f erent s e t s , and rows for non-zero e n t r i e s with 
opposing signs in any column are members of the same s e t . 
Proof. Let k be the rank of M. Then the proof proceeds by induction on 
k. For k = 1 the lemma follows t r i v i a l l y from property ( i i ) . Now assume 
the lemma holds for k < n and consider a n by n bas is M of M. Every 
column of M must have a t l e a s t one non-zero entry because M i s a bas is 
matr ix . Moreover, i f any column of M contained only one non-zero entry 
+1 or - 1 , then expansion by minors on t h a t element would prove the lemma 
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because the minor of the element must have determinant + 1 , 0 or - 1 under 
the inductive hypothesis . Thus the lemma can only f a i l t o be t r u e i f M 
has e x a c t l y two non-zero e n t r i e s in each column. For t h i s case property 
( i i i ) implies the sum of the rows of M which are members of ft^ i s 
e x a c t l y equal t o the sum of the rows of M which are members of ft . But 
t h i s implies the rank of M i s l e s s than n which c o n t r a d i c t s the f a c t 
that M i s a bas is matr ix . 
Q.E.D. 
4 . 3 . 1 . 2 Lemma (Dantzig and Veinott [ 1 7 ] ) . I f every bas i s of the 
matrix (M,I) has determinant +1 or - 1 , then M i s t o t a l l y unimodular. 
Proof. Consider some square sub-matrix M of M. I f M i s s ingular then 
det(M) = 0 and the lemma follows t r i v i a l l y . I f M i s non-singular then 
a bas i s of the form 




can be constructed from the columns of ( M , I ) . But expansion by minors 
shows the determinant of t h i s bas i s matrix i s equal t o det (M) , and so 
det(M) = ±1 . 
Q.E.D. 
4 . 3 . 2 Results for Group-Related Problems 
With these two lemmas i t i s poss ible t o prove the following 
theorem. 
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4 . 3 . 2 . 1 Theorem. Let R(r) be the matrix of c o e f f i c i e n t s for the l e f t -
hand side of ( 4 - 1 5 ) or ( 4 - 1 7 ) . Then R(D i s t o t a l l y unimodular. 
Proof. Every R(T) wi l l obviously be t o t a l l y unimodular i f R(FCNP) where 
T = { l , 2 , . . . , n } i s t o t a l l y unimodular, and Lemma 4 . 3 . 1 . 2 demonstrates 
R(FCNP) w i l l be t o t a l l y unimodular i f every bas i s sub-matrix of 
(R(FCNP),IJ has determinant +1 or - 1 . Moreover, every column of R(FCNP) 
i s by def in i t ion +1 or - 1 times a column of the optimal Simplex tableau 
for FCNP. Since the absolute value of the determinant of a matrix does 
not change i f signs are reversed on some columns, i t follows t h a t the 
theorem w i l l be t rue i f every basis of the optimal Simplex tableau for 
FCNP has determinant +1 or - 1 . 
Thus, consider a bas is matrix R from the optimal FCNP t ab leau . 
Reca l l from Section 4 . 1 tha t the o r i g i n a l tableau for FCNP can be r e ­
arranged so t h a t it: becomes a node-arc inc idence , followed by an i d e n t i ­
ty matr ix ; l e t R' be the bas is matrix of t h i s rearranged o r i g i n a l 
tableau corresponding t o R in the optimal tab leau; and l e t B' be the 
bas is matrix of the rearranged o r i g i n a l tableau which produces the 
optimal FCNP so lut ion . The o r i g i n a l tableau for FCNP t r i v i a l l y s a t i s ­
f i e s the requirements of Lemma 4 . 3 . 1 . 1 , and so each of the bas i s 
matr ices R' and B' has determinant ± 1 . But t h i s implies ( B ' ) 1 has 
determinant ±1 . Thus, 
det (R) = det ( (B 1 )" 1 R'J = det ( ( B ' ) " 1 ] d e t ( R ' ) = +1 or - 1 . 
Q .E .D. 
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One use of t h i s r e s u l t i s given by the following c o r o l l a r y . 
4 . 3 . 2 . 2 Coro l lary . In two rows i and j drawn from the c o n s t r a i n t 




r - l 
> ( 4 - 1 9 ) 
- 1 
I J 
+ 1 , 
> 
or columns from the s e t 
'+1 - 1 
+ 1 , 
> 
- 1 
may be present , but not both. 
Proof. I f any combination of a column from the se t of ( 4 - 1 9 ) and a 
column from the s e t of ( 4 - 2 0 ) were present in the same problem, then the 
2 by 2 sub-matrix of these two columns would have determinant ±2. For 
example, 
det 
f+1 - l l 
+1 +1 
= +2 
But by Theorem 4 . 3 . 2 . 1 , every square sub-matrix of the c o n s t r a i n t s 
R ( i , j ) must have determinant + 1 , 0 or - 1 . Thus no combination of e l e ­
ments of the s e t s of ( 4 - 1 9 ) and ( 4 - 2 0 ) i s poss ib le . Q.E.D. 
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4 . 4 Generation and Solution of Penalty Problems 
Sections 3 .3 and 3 . 5 developed a v a r i e t y of one and two-row 
penalty problems for FCP. In Section 3 . 5 . 1 r e l a t i o n s between these 
problems were inves t iga ted , and i t was demonstrated t h a t the bounded 
either-or problems BEOP(i) and BEOP(i , j ) were the s tronges t one and 
two-row problems, r e s p e c t i v e l y . 
For the case of FCNP, these s trongest problems are defined as 
follows: 
BEOP(i) = the problem defined by ( 4 - 1 4 ) , ( 4 - 1 6 ) , ( 4 - 1 8 ) , 
and the ith row of ( 4 - 1 7 ) . 
BEOP(i , j ) = the problem defined by BEOP(i) with the addit ion 
of the jtft row of ( 4 - 1 7 ) . 
Taking advantage of the analys is in previous sec t ions of t h i s c h a p t e r , 
procedures for construct ing and solving these penalty problems for FCNP 
wi l l now be presented. Moreover, s ince a l l the other one and two-row 
penalty problems of Chapter I I I are r e l a x a t i o n s of some BEOP, the f o l ­
lowing construct ions a l so provide the necessary methods for obtaining 
GP's, BGP's and EOP's. 
4 . 4 . 1 Generation of Penalty Problems 
Assume t h a t an optimal so lut ion {x^jX^yjS} has been obtained for 
FCNP by the Simplex method of Appendix A .2 .2 and the cons truct ion of 
Theorem 3 . 1 . 1 . 4 . Let 7r(n) be the optimal Simplex mul t ip l i e r s obtained 
with th i s optimal so lut ion . F i n a l l y , assume t h a t Algorithm 4 . 2 . 2 . 6 has 
been executed so tha t the functions n(n') and A ( i , k ) are a v a i l a b l e . Then 
the elements of the problems BEOP(i) and BEOP(i , j ) can be generated by 
the following procedures. 
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4 . 4 . 1 . 1 Objective Function. The objec t ive function ( 4 - 1 4 ) i s 
derived d i r e c t l y from the updated cos t row of the optimal tableau for 
RNP. Calculat ing these e n t r i e s according t o the well-known formula, 
d. . = | c . . + ir(k. ) - i r (k 0 ) | , i ] 1 ID 1 2 1 
where the a r c corresponding t o x „ runs from node k^ t o node k^. 
The c o e f f i c i e n t s c . of the As. are given in the o r i g i n a l statement of 
3D D 
the problem and thus require no c a l c u l a t i o n . 
4 . 4 . 1 . 2 Right-Hand-Sides. The r ight -hand-s ides of the con­
s t r a i n t s ( 4 - 1 7 ) are derived d i r e c t l y from the optimal FCNP flows y . 
For the ith row, the values are y. and y. - u , . . 
Ji Ji l i 
4 . 4 . 1 . 3 Upper Bounds on Perturbat ion Var iab les . In each c a s e , 
the upper bounds on perturbat ion var iab l e s ( 4 - 1 8 ) are obtained as the 
d i f ference of the upper and lower bounds on the non-basic v a r i a b l e c o r ­
responding t o the perturbat ion v a r i a b l e . 
g 
4 . 4 . 1 . 4 Constraint Rows Up t o Row k . For a row n of ( 4 - 1 7 ) 
B 
corresponding t o a component of x^ , i . e . numbered l e s s than or equal t o 
g 
k , the main c o e f f i c i e n t s of the left-hand side are derived by mul t i ­
p l i c a t i o n of the o r i g i n a l columns and row n of the reduced inverse as 
follows: 
e „ ( n ) = A ( n ,n ( k 2 ) ) - A ( n ,n ( k 1 ) ) i f the a r c corresponding t o x^j runs 
from node kj_ t o node k 2 and x^j i s 
nonbasic lower-bounded in the optimal 
so lut ion to FCNP. 
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e. . ( n ) = xfnjnCkj^)] - x ( n , n ( k 2 ) ) i f the a r c corresponding to x^j runs 
1 -' from node kj_ t o node k2 and x-^j i s 
nonbasic upper-bounded in the optimal 
so lut ion t o FCNP. 
The c o e f f i c i e n t of As i s - 1 . 
n 
4 . 4 . 1 . 5 Constraint Rows Below Row k . For a row n of ( 4 - 1 7 ) 
N B corresponding t o a component of x^, i . e . numbered above k , c o e f f i c i e n t s 
of the lef t -hand s ide are a l l zero except for a - 1 on As , and e i t h e r a 
n 
- 1 or a +1 on Ax, according t o whether x, i s nonbasic lower-bounded or In In 
nonbasic upper-bounded in the optimal so lut ion t o FCNP. 
4 . 4 . 2 Solution of One-Row Problems 
Reca l l from the discussion of Section 3 . 5 t h a t the one-row prob­
lems BEOP(i) and BGP(i) have i d e n t i c a l optimal so lu t ions . Thus, Theorem 
3 . 3 . 3 . 1 provides the out l ine for a procedure t o solve any BEOP(i) of 
FCNP, i . e . BEOP(i) can be solved by construct ing two l i n e a r knapsack 
problems and solving them by the well-known minimum r a t i o procedure. 
However, the minimum r a t i o method i s s implif ied in the network 
case by the f a c t (implied by Theorem 4 . 3 . 2 . 1 ) t h a t every c o e f f i c i e n t of 
row i i s + 1 , 0 or - 1 . The down and up pena l t i e s p^( i ) and p " ( i ) can 
thus be ca l cu la ted by ranking the c o e f f i c i e n t s of the objec t ive function 
( 4 - 1 4 ) in ascending o r d e r , and proceeding sequent ia l ly up t h i s l i s t . 
The cost of each perturbat ion v a r i a b l e with a +1 c o e f f i c i e n t in row i 
which i s encountered in t h i s search i s evaluated a t the minimum of i t s 
upper bound and the amount of y^ not yet f u l f i l l e d , and the r e s u l t i s 
added into a t o t a l which becomes p ^ ( i ) . S i m i l a r l y , the cos t of each 
perturbat ion var iab le with a - 1 c o e f f i c i e n t in row i which i s encoun­
tered in t h i s search i s evaluated at the minimum of i t s upper bound and 
127 
the amount of ( u , . - y . ) not yet f u l f i l l e d , and the r e s u l t i s added t o a l i J 1 J 
t o t a l which becomes p ^ ( i ) . The optimal so lut ion value for BEOP(i) i s 
then given by 
v(BEOP(i)} = v(FCNP) + m i n { p D ( i ) , p U ( i ) } . 
4 . 4 . 3 Solution of Two-Row Problems 
For the two-row problems BEOP(i , j ) of FCNP, four two-row l i n e a r 
programs must be solved t o c a l c u l a t e v ( B E O P ( i , j ) ) . Each of the four 
corresponds t o a d i f ferent combination of the two possible r ight -hand-
s ides of each row. 
Unfortunately, i t does not appear t h a t a simple l i s t search 
scheme l ike the one presented in the previous sec t ion can be devised t o 
solve these two-row l i n e a r problems."'" Thus some i t e r a t i v e procedure 
l ike the Simplex method would probably be required to solve the l i n e a r 
programs assoc ia ted with B E O P ( i , j ) . 
However, a great s impl i f i ca t ion in the s t r u c t u r e of such two-row 
l i n e a r programs i s provided by Corol lary 4 . 3 . 2 . 2 . Since columns of any 
BEOP(i , j ) with two non-zero e n t r i e s must be drawn from e i t h e r the s e t 
of ( 4 - 1 9 ) or tha t of ( 4 - 2 0 ) , any of the l i n e a r programs for B E 0 P ( i , j ) 
can be converted into a three-node minimum cos t flow problem by mult i ­
plying the f i r s t row by +1 or - 1 , c r e a t i n g a th i rd row by multiplying - 1 
times the sum of the second row and the rev ised f i r s t row, and adding 
For the unbounded case of E 0 P ( i , j ) , however, a search method 
i s presented in Appendix A . 2 . 5 . 
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a r c s corresponding t o the revised r ight -hand-s ides of the l i n e a r program. 
Consider for example the BE0P(1 ,2 ) c o n s t r a i n t s 
A x 2 1 - A x 2 2 + A x 2 3 - As 1 = 4 or - 5 
A x 2 1 - A x 2 2 + Ax 2 i + - As 2 = 7 or - 1 1 
5 > A x 2 1 > 0 , 7 > A x 2 2 > 0 , 12 > A x 2 3 > 0 
4 > Ax > 0 , 9 > As > 0 , 18 > As 2 > 0. 
For the case of the l i n e a r program with r ight -hand-s ides 4 and 7 , mul t i ­
p l i c a t i o n of the f i r s t row by - 1 , c a l c u l a t i o n of a t h i r d row as the 
negative sum of the two ex i s t ing rows, and addition of var iab le s z^ and 
z 2 t o c a r r y the r ight -hand-s ides , produces the c o n s t r a i n t s e t : 
- A x 2 1 + A x 2 2 - A x 2 3 + A S l + z x = 0 
+ A x 2 1 - A x 2 2 + Ax 2 l + - As 2 - z 2 = 0 
+ A x 2 3 - Ax 2 l + - As^ + As 2 - z + z 2 = 0 
5 > A x 2 1 > 0 , 7 ^ A x 2 2 > 0 , 12 > A x 2 3 > 0 , 4 > A x ^ > 0 
9 > As ^ 0 , 1 8 > A s 2 > 0 , 4 > z 1 > 4 , 7 > z 2 > 7 . 
Since every column of t h i s c o n s t r a i n t s e t has e x a c t l y one +1 and one - 1 
t h i s l i n e a r program can now be in terpre ted as the network problem 
depicted in Figure 8 . A label ing procedure l ike the one described in 
Figure 3. Network Problem Corresponding t o One 
Linear Program of an Example BEOP(i , j ) 
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CHAPTER V 
LAGRANGEAN STRENGTHENING OF PENALTY PROBLEMS 
The equivalent problem EFCP of Section 3.2.1 can be r e s t a t e d 
(EFCP) 
min T N ,TA N + d 2 Ax 2 + c TAs + v(FCP) s (5-1) 
s t . + F2A X2 + F As ^ s 1 (5-2) 
f B 1 
U l x i r ^ 
0 B 
u2 > -B X2 - H1 A X1 -H 2 Ax 2 - HgAs > (5-3) 
y 0 
A N 
A X 1 > o, A x » , 0, As > 0 (5-4) 
N 
U l 
N v °2 " A X 2 ' U l ~ A S (5-5) 
[H.Ax^ + H9Ax!J + H A s ] " * 1 = y mod u. , 1 1 2 2 s m+n, J 1 ' (5-6) 
where the matr ices H^9 and Hg are derived from an optimal tableau for 
the reduced problem RP by 
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AL -A U A 2 A 2 
2 J U B k 
•\ 
0 
, H = ' s - I 
N N N d , d^, Ax^, Ax^, As and are defined as in Chapter I I I , and the 
matr ices F n , F~ and F define a s e t of redundant c o n s t r a i n t s ( 5 - 2 ) , each 1 2 s 
row of which i s a va l id inequality''" for the problem defined by ( 5 - 1 ) , 
( 5 - 4 ) , ( 5 - 5 ) and ( 5 - 6 ) . In the s trongest one or two-row problems so 
f a r proposed, ( 5 - 1 ) and the c o n s t r a i n t s ( 5 - 4 ) and ( 5 - 5 ) were combined 
with rows m + i and m + j of ( 5 - 3 ) , and rows i and j of ( 5 - 6 ) t o produce 
B E O P ( i , j ) . Sect ion 3 . 5 demonstrated tha t v (BEOP( i , j ) ) provides a gen­
e r a l l y s tronger bound on v(FCP) than any of the other one and two-row 
group-re lated penalty problems defined in Chapter I I I . 
In th i s chapter an extension of BEOP(i , j ) providing p a r t i a l con­
s idera t ion of the remainder of the c o n s t r a i n t s ( 5 - 3 ) and ( 5 - 6 ) w i l l be 
developed by using the methods of Lagrangean r e l a x a t i o n presented in 
Section 2 . 1 . 2 . These remaining c o n s t r a i n t s , which appear computationally 
d i f f i c u l t t o include e x p l i c i t l y in penalty problems, w i l l thus be dea l t 
with i m p l i c i t l y by including them in the objec t ive function of the 
penalty problems. 
S p e c i f i c a l l y , l e t p , q and r be non-negative Lagrange mul t ip l i e r 
"See Section 3 . 4 for a def in i t ion of va l id i n e q u a l i t i e s . 
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vec tors of appropriate dimension corresponding t o the c o n s t r a i n t s of the 
r i g h t inequal i ty of ( 5 - 3 ) , the l e f t inequal i ty of ( 5 - 3 ) , and ( 5 - 2 ) , 
r e s p e c t i v e l y . Then the penalty problems of i n t e r e s t wi l l be one and 
two-row r e l a x a t i o n s of the Lagrangean either-or problem 
min 
T N T N T dnAx" + d'Ax" + c As + v(FCP) 11 2 2 S ( 5 - 7 ) 
(LEOP(FCP)) 
+ P 









x n 1 1 
B -B 
— x~ 2 2 
y 
N N + H Ax + H 0Ax 0 + H As 1 1 2 2 s 
+ r T ( l - F ^ x * - F2Ax!J - F s As) 
N N s . t . [H nAx n + H_Ax_ + H As] . = y . or y. - u . , 1 1 2 2 s i
 J i J i l i ' ( 5 - 8 ) 
i = m+1, . . . ,m+n. 
N N N N 
u x > Ax x > 0 , o 2 > Ax 2 > 0 , u x > As > 0. ( 5 - 9 ) 
Note t h a t both the bound c o n s t r a i n t s ( 5 - 3 ) and the va l id 
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inequa l i t i e s ( 5 - 2 ) have been included in the objec t ive function ( 5 - 7 ) . 
I f a l l rows of ( 5 - 8 ) were always enforced, there would be no advantage 
in including the redundant c o n s t r a i n t s ( 5 - 2 ) . However, when one or two-
row r e l a x a t i o n s of LEOP(FCP) a r e solved, having the val id i n e q u a l i t i e s 
in the objec t ive function i s equivalent t o p a r t i a l enforcement of the 
re laxed rows of ( 5 - 8 ) . 
Note a l s o that the bounded e i t h e r - o r problems can be thought of 
as s p e c i a l cases of Lagrangean e i t h e r - o r problems where a l l Lagrange 
mul t ip l i ers are s e t t o zero . Thus, s ince i t i s only necessary t h a t the 
mul t ip l i e r s be non-negative for v(LEOP(FCP)) t o be a lower bound on 
v(FCP) , a b e t t e r choice of the mul t ip l i ers might be poss ib le . 
5 .1 A l ternat ive Mult ipl ier Calculat ions 
While a proper choice of Lagrange mul t ip l i ers might make r e l a x a ­
t ions of LEOP(FCP) a t t r a c t i v e penalty problems, the development of good 
mul t ip l i er s i s not s tra ight forward. Some a l t e r n a t i v e c a l c u l a t i o n 
approaches are analyzed in the following discuss ion. 
5 . 1 . 1 Optimal Mult ipl iers 
For a given c o n s t r a i n t s e t ( 5 - 2 ) , the optimal choice for p , q and 
r are p , q and r where 
v(LEOP(FCP): p=p,q=q,r=r) = max {v (LEOP(FCP): p=p ,q=q ,r=f ) } . ( 5 - 1 0 ) 
p ,q , f>0 
Such mul t ip l i ers y ie ld the maximum bound on v(FCP) which can be produced 
from LEOP(FCP). Moreover, i f ( 5 - 2 ) i s a s u f f i c i e n t l y exact r e p r e s e n t a ­
t ion of the convex hul l of so lut ions t o ( 5 - 6 ) , the next theorem 
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demonstrates t h a t t h i s bound i s s tronger than one obtained from 
v(BEOP(FCP)j. 
5 . 1 . 1 . 1 Theorem. Let T be a subset of the in tegers m + 1 through 
m + n̂ ^ and the problems BEOP(r) and LEOP(D be the vers ions of BEOP(FCP) 
and LEOP(FCP) where row j of ( 5 - 8 ) i s enforced i f j e T. Also l e t F , 
F^ and F g be such that the c o n s t r a i n t s ( 5 - 2 ) and ( 5 - 9 ) define the convex 
hul l of f eas ib l e solut ions t o BEOP(D or LEOP(D. Then, i f p , q and r 
are as in ( 5 - 1 0 ) , v(BE0P(D) < V(LE 0P(T : p=p ,q=q,r=r) , and i f every 
optimal so lut ion t o BEOP(T) v i o l a t e s ( 5 - 3 ) , 
v(BE0P(r)) < v(LE0P(r: p = p , q = q , r = r ) ) . 
Proof. 
vfBEOP(r)] = vfmin d^Ax^ + d^Ax!? + c T As ^ Y V 1 1 2 2 S 
N N > s . t . Ax^.Ax^As s a t i s f y ( 5 - 2 ) and (5-9)J 
because the minimum of a l i n e a r objec t ive function over a bounded se t 
w i l l occur a t an extreme point of the convex hul l of t h a t s e t . Thus 
obviously 
v(BE0P(r)) < v(min d^WJ + d^Ax^ + c s As ( 5 - 1 1 ) 
N N ^ 
s . t . Ax ,Ax 2 ,As s a t i s f y ( 5 - 2 ) , ( 5 - 3 ) and (5-9 )J, 
and the inequal i ty wi l l be s t r i c t i f every optimal so lut ion t o BEOP(T) 
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v i o l a t e s ( 5 - 3 ) . Now, the problem on the r igh t in ( 5 - 1 1 ) i s a l i n e a r 
program and thus has value of an optimal so lut ion equal t o t h a t of i t s 
dual , 
max 
{ p , q , r > 0 } 
min 
/A N A N A 
{Ax ,Ax 2 ,As 
sa t i s fy ing 
[ ( 5 - 4 ) and ( 5 - 5 ) } 
( 5 - 7 ) evaluated a t 
A N A N A 
p , q , r , A x x , A x 2 , A s 
which i s e x a c t l y LEOP(<!>: p = p , q = q , r = r ) . Clear ly v(LEOP($: p = p , q = q , r = r ) ) 
< v ( L E O P ( r : p = p , q = q , r = r ) ) . Thus, 
v ( B E O P ( D ) < v ( L E O P ( * : p = p , q = q , r = r ) ) < v(LEOP(V: p = p , q = q , r = r ) ) 
and the f i r s t inequal i ty i s s t r i c t when every optimal so lut ion t o 
BEOP(r) v i o l a t e s ( 5 - 3 ) . 
Q.E.D. 
In [ 2 5 ] , Shapiro and Fisher proposed a method for obtaining 
s imi lar optimal Lagrange mul t ip l i er s for the case of a l l - i n t e g e r 
programs. As applied t o FCP t h e i r method would deal with the Lagrangean 
problem 
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m i n 
T N T N T cLAx" + d 0Ax" + c As + v(FCP) 1 1 2 2 s ( 5 - 1 2 ) 
+ P 
- q 
0 f -\ 
-B 
X l 
- -B X 2 
B 










+ H T A X , + H 0 A x 0 + H As 1 1 2 2 s 
N N + H1Ax1 + H0Ax„ + H As 1 1 2 2 s 
- t 
N . N 
U l ' A X 1 
N A N 
°2 " A X 2 
- As 
s . t [HAx? + H Ax!J + H A s ] m + 1 = y mod un 1 1 2 2 s m+r^ J 1 ( 5 - 1 3 ) 
N N Ax £ 0 , Ax^ 2 0 , As > 0 . ( 5 - 1 4 ) 
The e x p l i c i t c o n s t r a i n t s are thus those of GP(FCP), with a l l o ther 
c o n s t r a i n t s being moved t o the objec t ive funct ion. 
The method these re searchers used to find p, q and t which 
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maximized the value of an optimal so lut ion to the above problem i s a 
var iant of Dantzig-Wolfe decomposition [ 1 8 ] . Sub-problems cons is t ing of 
minimizing a l i n e a r objec t ive function over the c o n s t r a i n t s ( 5 - 1 3 ) and 
( 5 - 1 4 ) are solved repeatedly in order to obtain optimal p , q and t from 
a master problem. 
For the cases considered by Fisher and Shapiro, such a c a l c u l a ­
t ion procedure may be f e a s i b l e . In the case of FCP, however, solut ion 
of GP(FCP) even once would be an extensive process . Thus i t i s not 
computationally f eas ib le to consider repeated so lut ion of GP(FCP) as a 
subproblem in a procedure for finding optimal Lagrange m u l t i p l i e r s . 
5 . 1 . 2 Continuous Program Mult ipl iers 
A much simpler method proposed by Geoffrion [ 3 1 ] for c e r t a i n 
in teger programming problems obtains Lagrange mul t ip l i ers from the dual 
so lut ion to the continuous analogs of in teger programs. In the context 
of LEOP(FCP) t h i s method would r e l a x ( 5 - 2 ) and ( 5 - 6 ) in EFCP and solve 
the r e s u l t i n g EFCP. Dual mul t ip l i ers for the c o n s t r a i n t s of ( 5 - 3 ) then 
provide values for p and q, and r i s f ixed a t 0. 
R e c a l l , however, that an optimal so lut ion to EFCP i s provided by 
N N . 
Ax^jAx^, As = 0 because EFCP i s derived from an optimal tableau for FCP. 
Moreover, the c o n s t r a i n t s ( 5 - 3 ) correspond to bounds on the bas i c v a r i ­
ables in FCP. Thus, i f the so lut ion t o FCP was nondegenerate, these 
c o n s t r a i n t s cannot be binding in the a l l - z e r o so lut ion to EFCP, and the 
dual mul t ip l i ers for the c o n s t r a i n t s wi l l be 0. Therefore, a t l e a s t in 
the nondegenerate c a s e , i f the simple method of obtaining Lagrange 
mul t ip l i ers from the dual of EFCP i s attempted, a l l mul t ip l i ers w i l l be 
138 
zero , and LEOP(FCP) wi l l reduce to BEOP(FCP). 
5 . 1 . 3 Obtaining Mult ipl iers with Gomory Cuts 
The a l t e r n a t i v e proposed in t h i s d i s s e r t a t i o n f a l l s between the 
optimal case of Section 5 . 1 . 1 and the t r i v i a l case of Section 5 . 1 . 2 . 
S p e c i f i c a l l y , i t i s proposed tha t the se t of Gomory cuts obtained from 
the optimal Simplex tableau for FCP be used as the c o n s t r a i n t s e t ( 5 - 2 ) . 
Values for the Lagrange mul t ip l i ers can then be derived from the dual 





T , N 
+ d 2 Ax 2 + c T As + v(FCP) s ( 5 - 1 5 ) 
s t . + G 2Ax 2 + G As > s 1 ( 5 - 1 6 ) 
B 
U l 
' -B ' 








u^ > Ax > 0 , o 2 > Ax 2 > 0 , n1 > As > 0 , ( 5 - 1 8 ) 
where the c o n s t r a i n t s ( 5 - 1 6 ) are the Gomory c u t s . In p a r t i c u l a r , o p t i ­
mal dual mul t ip l i ers for the c o n s t r a i n t s of the right-hand inequal i ty of 
( 5 - 1 7 ) provide a value for p , dual mul t ip l i ers for the lef t -hand in­
equal i ty of ( 5 - 1 7 ) provide q, and those of the c o n s t r a i n t s ( 5 - 1 6 ) provide 
r . 
1 3 9 
This Gomory cut approach has a number of advantages over the 
other two schemes presented. F i r s t , in comparison to repeated solving 
of GP(FCP) required by Fisher and Shapiro's method, imposition of Gomory 
cuts on a l i n e a r program i s r e l a t i v e l y simple computationally. In addi­
t i o n , no Gomory cut i s s a t i s f i e d by the solut ion 
A N A N A 
Ax^, A x 2 , As = 0. 
Thus, i t i s l ike ly t h a t values of p, q and r obtained from the dual 
solut ion t o FCP wi l l not a l l be zero as can occur with the method of 
Section 5 . 1 . 2 . 
Unfortunately, i t does not appear possible t o prove tha t Lagrange 
mul t ip l i ers p, q and r obtained from FCP wi l l always y ie ld 
v(BE0P(D) < v(LE0P(r: p=p,q=q,r=r)} . ( 5 - 1 9 ) 
However, Theorem 5 . 1 . 1 . 1 demonstrated that i f the c o n s t r a i n t s ( 5 - 2 ) and 
( 5 - 9 ) define the convex hul l of so lut ions t o BE0P(D, then ( 5 - 1 9 ) holds. 
Even with the bounds ( 5 - 9 ) , the Gomory cuts c e r t a i n l y do not fu l ly de­
fine the convex hul l of so lut ions t o BEOP(T). However, the r e s u l t s of 
Sect ion 3 . 4 demonstrate t h a t the Gomory cut derived from row i , i . e . 
GC( i ) , always provides a face of convex hul l of so lut ions t o GP(D i f 
i e T, and under some conditions a l so provides a face for EOP(T). More­
over , i t may be true tha t GC(i) i s v io la ted by some solut ions t o 
BEOP(r) when i 4 T. Thus, in some aspects the f u l l s e t of Gomory cuts 
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may be s tronger than the convex hul l of so lut ions t o BE0P(D because 
some BE0P(D solut ions may not s a t i s f y ( 5 - 1 6 ) . 
5 . 1 . 3 . 1 S impl i f i cat ions . I f t h i s Gomory cut method i s used for 
construct ing penalty problems L E 0 P ( i , j ) in a branch-and-bound procedure 
l ike the one summarized a t the beginning of Chapter I I I , s evera l simpli­
f i c a t i o n s can be noted. F i r s t , i t i s obviously true that 
v(FCP) < v(FCP) < v(FCP). 
Thus the problem FCP i t s e l f i s a penalty problem, and i f the value of an 
optimal so lut ion t o FCP exceeds tha t of some known feas ib le solut ion t o 
FCP, the current candidate problem can be fathomed. 
Next, note that i t i s not r e a l l y p , q and r tha t are required 
in L E 0 P ( i , j ) , but the objec t ive function constant and c o e f f i c i e n t s of 
N N . ~ Ax, , A x 0 , As. I f these c o e f f i c i e n t s are denoted by z , d , , d^ and c , 1 ' 2 J 1 2 s ' 
r e s p e c t i v e l y , then they are expressed by 
z = v(FCP) + p ~T 
0 f ^ u i 









0. U l y 
I. 4 
+ r 1 
d x = d± + ( p - q ) 1 ^ - r T G 1 
d 2 = d 2 -H ( p - q ) T H 2 - r T G 2 
~ - T ~T 
c = c -l- (p-q) H - r G s s ^ ^ s s 
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where p , q and r are the optimal dual so lut ion to FCP. Comparison of 
these values t o the formulation of FCP wi l l demonstrate tha t the 
required objec t ive function values are e x a c t l y the updated cos t row of 
an optimal Simplex tableau for FCP. Thus, i f a Simplex procedure i s 
used t o solve FCP, p, q and r need not be ident i f i ed e x p l i c i t l y . The 
objec t ive function for LEOP can be obtained d i r e c t l y from the optimal 
tableau of FCP. 
F i n a l l y , r e c a l l t h a t v(LEOP(r)) provides a lower bound on 
v(FCP) whenever p, q and r are non-negative. Thus, i f a dual Simplex 
procedure i s used to impose the Gomory cuts in FCP, i t i s not necessary 
t h a t the process be c a r r i e d t o opt imal i ty . The values of p , q and r a t 
any stage of the dual process wi l l be non-negative , and so the value of 
the dual so lut ion a t each Simplex i t e r a t i o n wi l l provide a lower bound 
on v(FCP). I f th i s bound reaches the value of a known feas ib le so lut ion 
to FCP, the process can be terminated. 
5 . 1 . 3 . 2 Complication. Unfortunately, one c o m p l i c a t i o n of the 
computational procedures developed in Chapter I I I w i l l a l so r e s u l t from 
the use of FCP. I t does not appear possible to devise a general proce ­
dure for construct ing a so lut ion to FCP from a so lut ion for the reduced 
problem RP. Thus, i f the computational s impl i c i ty of RP i s t o be 
exp lo i t ed , i t would be necessary t o f i r s t solve RP, then cons truc t the 
f u l l Simplex so lut ion for FCP, and l a s t l y impose the Gomory cut s on t h i s 
f u l l version of FCP in order t o solve FCP. 
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5.2 Imposing Gomory Cuts by Decomposition 
An addi t ional computational complication a r i s e s when the l i n e a r 
program RP or FCP has a s p e c i a l s t r u c t u r e which can be exploi ted by a 
s p e c i a l version of the Simplex method. For such c a s e s , FCP may not 
possess t h i s same s p e c i a l s t r u c t u r e , and thus computational e f f i c i ency 
would be l o s t i f FCP were used t o c a l c u l a t e Lagrange m u l t i p l i e r s . 
An example of t h i s case i s FCNP. In Chapter IV i t was demon­
s t r a t e d tha t RNP and FCNP are su i tab le to so lut ion by a very e f f i c i e n t 
graph- theore t i c vers ion of the primal Simplex method. Such a so lut ion 
procedure i s appl icable because every bas is of a minimum cost flow ne t ­
work problem can be shown t o contain no c y c l e s . A s imi lar property 
does not hold for the problem FCNP. I f the Gomory cuts were d i r e c t l y 
imposed on the network, the s p e c i a l bas i s s t r u c t u r e would be l o s t . 
This quandary suggests use of a procedure which i n d i r e c t l y 
imposes the Gomory cuts on problems l ike FCNP. In p a r t i c u l a r , a decom­
pos i t ion method i s required which solves the e a s i e r problems RP or FCP 
as a s ingle sub-problem t o a master problem constrained by the Gomory 
c u t s . 
An important requirement on such a decomposition method would be 
tha t i t maintain dual f e a s i b i l i t y for FCP, i . e . t h a t intermediate values 
of p , q and r provide va l id Lagrange mul t ip l i ers for LEOP(r). Such a 
property makes i t poss ible t o take advantage of the s impl i f i ca t ions p r e ­
sented in Section 5.1.3.1. In p a r t i c u l a r , i t would permit stopping the 
procedure before an optimal so lut ion t o FCP had been reached without 
s a c r i f i c i n g the bounding value of LEOP(r)„ 
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One published decomposition method which has t h i s property i s 
Ba las ' I n f e a s i b i l i t y Pr ic ing method [ 1 ] . The remainder of t h i s s ec t ion 
descr ibes the appl icat ion of t h i s method t o the FCP c a s e . 
5 . 2 . 1 An I n f e a s i b i l i t y Pr ic ing Method 
The general concept of the I n f e a s i b i l i t y Pr ic ing method, as pro­
posed by Balas [ 1 ] and spec ia l i zed t o the network case by Bazaraa [ 8 ] , 
i s t o t r e a t sub-problems as Lagrangean r e l a x a t i o n s of the f u l l l i n e a r 
program of i n t e r e s t . Successively b e t t e r and b e t t e r Lagrange mult i ­
p l i e r s for the l inking c o n s t r a i n t s are produced u n t i l the optimal so lu­
t ions of a l l sub-problems corresponding t o some mul t ip l i ers a l so s a t i s ­
fy a l l l inking c o n s t r a i n t s . 
At each i t e r a t i o n the mul t ip l i ers a r e improved in three s t e p s . 
F i r s t , a master problem i s solved which seeks t o obtain a perturbat ion 
of the current optimal so lut ions for the sub-problems which w i l l s a t i s f y 
the linking c o n s t r a i n t s . I f one i s found, the procedure t erminates . 
Otherwise, the dual so lut ion of the master problem provides a d i r e c t i o n 
of improvement on the current Lagrange mul t ip l i er s for the l inking con­
s t r a i n t s . 
However, i t may happen t h a t any movement in t h i s d i r e c t i o n w i l l 
cause Simplex opt imal i ty ( i . e . dual f e a s i b i l i t y ) requirements t o be l o s t 
in the sub-problems. Thus, a second step i s required t o adjust the 
optimal bases of the sub-problems so t h a t in f in i t e s imal ly small move­
ments in the desired d i r e c t i o n w i l l not d is turb Simplex opt imal i ty . 
F i n a l l y , the t h i r d step i s t o move as f a r as possible in the 
desired d i r e c t i o n . A l imi t i s provided by the maximum movement which 
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r e t a i n s Simplex opt imal i ty for the sub-problems. 
In the FCP case t h i s approach c o n s i s t s of finding optimal La­
grange mul t ip l i ers for placing the Gomory cuts in the objec t ive function 
of FCP. This modified version of FCP i s the s ingle sub-problem. At 
each i t e r a t i o n of the algorithm, a master problem i s solved in an 
attempt t o find a perturbat ion of the current optimal so lut ion of the 
sub-problem which wi l l s a t i s f y the Gomory c u t s . I f none i s found, the 
ob jec t i ve function of the sub-problem i s revised and the sub-problem 
i s reoptimized. The process continues u n t i l an objec t ive function i s 
obtained which wi l l y ie ld an optimal so lut ion t o the sub-problem which 
s a t i s f i e s the Gomory c u t s . 
For more complete development of the general procedure see [ 1 ] 
and [ 8 ] . In p a r t i c u l a r , a proof of the convergence of the I n f e a s i b i l i t y 
Pr ic ing method i s given in [ 1 ] . 
5 . 2 . 1 . 1 Notation. Before proceeding t o a de ta i l ed statement of 
the implementation of the I n f e a s i b i l i t y Pr ic ing method for solving FCP, 
i t w i l l be useful to define c e r t a i n deviat ions from the standard nota­
t ion of t h i s d i s s e r t a t i o n . In p a r t i c u l a r , the B and N superscripts will 
be used in this discussion only to refer to the segments of various 
N N 
vectors and matrices corresponding to parts of b*x^> hx^ and As which 
were basic in the most recent solution of the sub-problem. Thus, the 
superscr ipt s B and N assoc ia ted with the bas is of FCP wi l l be dropped, 
B N N 
and, for example, Ax^ and Ax^ wi l l r e f e r to the p a r t s of Ax^ in FCP 
which were r e s p e c t i v e l y bas i c and nonbasic in the l a s t sub-problem. 
S imi lar ly , a new superscr ipt 0 wi l l be used t o denote the p a r t s of 
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v e c t o r s and matrices corresponding t o nonbasic var iab le s in the most 
recent solut ion of the sub-problem which had adjusted c o s t s equal t o 
z e r o , e .g . As^ i s the part of As which was nonbasic in the most recent 
sub-problem and had adjusted cos t s of 0. Since the superscr ipt B , N 
and 0 p a r t s of As and Ax^ wi l l no longer be d i r e c t l y a s soc ia ted with 
B N 
x^ and x^, i t w i l l a l so be necessary t o denote the upper bounds on As 
and Ax^ by d i s t i n c t symbols o s and o^. F i n a l l y , the convention w i l l be 
adopted t h a t every solut ion va lue , tableau p a r t , e t c . taken from the 
most recent sub-problem wi l l be marked with a t i l d a ( ~ ) . 
5 . 2 . 1 . 2 Algorithm. With these no ta t iona l conventions, an 
I n f e a s i b i l i t y Pr ic ing method for FCP can be defined as follows: 
Step 0. From the optimal Simplex tableau of FCP cons truct the 
sub-problem cons is t ing of the Lagrangean r e l a x a t i o n of FCP with Lagrange 
mul t ip l i e r s for the Gomory cuts equal t o 0 , i . e . 
min. d-,Axn + d 0 Ax 0 + c As + v(FCP) 1 1 2 2s ( 5 - 2 0 ) 
(SP) 








HnAx. - H 0Ax 0 - H As > 1 1 2 2 s ( 5 - 2 1 ) 
° 1 " A X 1 * ° ' °2 ~ A X 2 
where d.. = dn , d 0 = d 0 , c = c . 1 1 2 2 s s 
an optimal so lut ion t o t h i s problem 
> 0 , o > As > 0 ( 5 - 2 2 ) ' s 
No optimization i s necessary s ince 
i s Ax, = 0 , Ax = 0 , As = 0 . 
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Thus, proceed immediately t o Step 1. 
Step 1. From the f ina l Simplex tableau of the most recent SP, 
cons truct the following master problem. 
mm l
A f ( 5 - 2 3 ) 
s . t . 
Ax^ 
H 1 ( A x 1 - A x 1 ) H 2 ( A x 2 - A x 2 ) H (As -As ) 
s 
(MP) + G°(Ax°-Ax°) + G°(Ax°-Ax°) + G°(As°-As°) ( 5 - 2 4 ) 








> - H (Ax,-Ax ) - H_(Ax - A x 0 ) - H (As -As ) > 
1 1 1 2 2 2 s 
0 (5 
B o s 
V J 
As* 0 
o° > As° > 0 , o° > Ax? > 0 , o° > Ax° > 0 , f > 0 . ( 5 - 2 6 ) s 1 1 ' 2 2 ' 
Let the optimal dual mul t ip l i ers for the c o n s t r a i n t s ( 5 - 2 4 ) have the 
value r , and the optimal value of f be f. Then go t o Step 2. 
Step 2. Introduce in to the bas i s of SP a l l nonbasic v a r i a b l e s 
corresponding t o components of 
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d x - ( h ) r 1 G 1 
d 2 - ( h ) r G 2 
c - ( h ) r G 
s s 
which cannot s a t i s f y Simplex opt imal i ty c r i t e r i a in SP for any pos i t i ve 
value of the s c a l a r h, i . e . 
0 ~ 0 ~T 
Ax,. such that Ax, . = 0 and r G, > 0 
l j l j 1 
0 ~o 0 -T Ax,. such that Ax, . = o , . and r G < 0 
i j i : i : i 
0 ~ 0 ~T Ax„. such tha t Ax 0 . - 0 and r G > 0 2] 2j 2 
0 ~ 0 0 *• T Ax„. such that A?L . = o„ . and r G_ < 0 2] 2} 2] 2 
As? such that As? = 0 and r T G > 0 " i i s 
0 -0 0 -T As. such tha t As. = o . and r G < 0. 
: : s : s 
Next, make any addi t ional p ivots necessary t o r e s t o r e opt imal i ty in SP, 
l e t the f i n a l values of the adjusted c o s t s be d | , d^ and c ^ , and l e t the 
value of the optimal so lut ion t o SP be v ' ( S P ) . I f v ' (SP) i s g r e a t e r 
than or equal to the value of a known feas ib l e so lut ion to FCP, s top; 
the current candidate problem can be fathomed. Otherwise, i f f = 0 , an 
optimal so lut ion for FCP has been obtained, and d^, d^, c^ are the 
desired objec t ive function c o e f f i c i e n t s for LE0P(r)'s. I f ne i ther of 
these stopping c r i t e r i a i s met, proceed t o Step 3. 
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Step 3. Choose a s c a l a r h so that 
h - sup h > 0; d l -
c -
(h )r T G n 
(h)r T G, 
(h )r T G 
s a t i s f i e s Simplex 
opt imal i ty in SP 
i . e . move as f a r as possible in the d i r e c t i o n r without v io la t ing dual 
f e a s i b i l i t y in SP. I f h = +*, s top; FCP i s i n f e a s i b l e , and the current 
candidate problem can be fathomed. Otherwise update the objec t ive func­




(h )r T G. 
(h)r T G, 
( h ) r G 
and go t o Step 1. 
5 . 2 . 2 Simpl i f icat ions in the Network Case 
When the above I n f e a s i b i l i t y Pr ic ing algorithm i s applied t o the 
case of FCNP, a number of s impl i f i ca t ions r e s u l t . The next s e v e r a l sub­
sec t ions d e t a i l some of these . 
5 . 2 . 2 . 1 Solving Sub-Problems. By a d i r e c t change of var iab le s 
back t o the o r i g i n a l ones of FCNP, i t i s c l e a r t h a t the sub-problem SP 
can be solved on the o r i g i n a l FCNP network. The only d i f ference w i l l be 
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changes in the objec t ive function. At any i t e r a t i o n of the I n f e a s i b i l i t y 
Pr ic ing algorithm., the values of the FCNP var iab le s Ax^, A x 2 > and As can 
be obtained as the absolute d i f ference between the current flow on a r c s 
which were nonbasic in the optimal so lut ion of FCNP, and the optimal 
FCNP flows on the a r c s . 
5 . 2 . 2 . 2 Generating Gomory Cuts. Suppose tha t the algorithm of 
Section 4 . 2 . 2 . 6 was executed a f t e r an optimal so lut ion t o FCNP had been 
obtained. Then elements of the Gomory cuts (defined in ( 3 - 6 3 ) and 
( 3 - 6 4 ) ) can be generated for a var iab le in MP corresponding t o an a r c 
from node w^ t o node ŵ  by using the reduced inverse e n t r i e s A ( i , z ) as 
follows: 
gkju) =<! 
A/y. i f A > 0 and x. . i s lower-bounded 
l k;j 
-A/y. i f A £ 0 and x^_. i s upper-bounded 
A / ( y . - u _ . ) i f A < 0 and x, . i s lower-bounded 
i l i k] 
- A / ( y ^ - u ^ ) i f A > 0 and x^_. i s upper-bounded 
where A = x(i,n(w ) ) - x(i,n(w ) ) . 
S s j ( i ) = 
' - l / t y . - u ^ i f j = i 
0 otherwise. 
Thus the columns of MP which involve segments of the Gomory cut matr ices 
G 1 , Ĝ  and G could be rapid ly constructed a t the beginning of an MP 
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execut ion , or regenerated as needed during the solut ion of MP by a 
rev i sed Simplex algorithm. 
5 . 2 . 2 . 3 Generating Updated Tableau Columns from SP. In a 
s imi lar way, the elements of MP involving segments of the updated sub-
problem matr ices H , i-L and H can be generated rapidly from the network 
of FCNP. Theorem 4 . 1 . 2 . 1 provides a method for construct ing any column 
of the updated tableau corresponding t o a nonbasic a r c in a network 
problem by scanning the cyc le formed in the bas is f o r e s t by the given 
nonbasic a r c . Only one s l i gh t change in t h i s approach i s required t o 
generate the columns of H^, or H g used in MP. I f an a r c was nonbasic 
in both the optimal solut ion t o FCNP and that of the current SP, then 
i t i s only necessary t o redefine the forward d i r e c t i o n in Theorem 
4 . 1 . 2 . 1 t o be the d i r e c t i o n of flow on the a r c i f the a r c was lower-
bounded in the optimal solution to FCNP, and the d i r e c t i o n opposed to 
d i r e c t i o n of flow on the a r c i f the a r c was upper-bounded in the FCNP 
solution. Columns of H n , H 0 and H for var iab le s which were nonbasic 
1 2. S 
in FCNP but bas i c in SP could a l so be generated e a s i l y , but they a r e 
not required for MP. 
1 5 1 
CHAPTER VI 
GROUP-RELATED PENALTY ALGORITHMS 
In the previous three chapters a number of methods were proposed 
for improving the e f f i c i ency of branch-and-bound so lut ion procedures for 
fixed charge problems which use group-theory-re lated penalty problems in 
obtaining bounds and branching r u l e s . A general out l ine of such an ap­
proach was presented at the beginning of Chapter I I I , and numerous 
schemes for cons truc t ing , augmenting and solving group-re lated penalty 
problems make up the remainder of Chapter I I I , and a l l of Chapters IV 
and V. 
In t h i s chapter , an in tegra t ion of these discuss ions wi l l be pro­
vided by the de ta i l ed statement of algorithms for FCP and FCNP which are 
based on the r e s u l t s of the previous a n a l y s i s . For the convenience of 
the r e a d e r , notat ion terminology and step numbers w i l l be kept con­
s i s t e n t with the branch-and-bound method presented at the beginning of 
Chapter I I I and summarized in Figure 1 . 
6 . 1 Algorithm for General Fixed Charge Problems 
In terms of the terminology of Chapters I I I and V, an algorithm 
for general f ixed charge problems in the form of FCP i s given below. 
Detai ls of Steps 5 and 6 are a l so summarized in Figure 9 . 
Step 0. Place FCP in the candidate l i s t , s e t 6(FCP) = 0 and 
v* = +°°, and go t o Step 1. 
1 5 2 
5A. CONSTRUCT F C P C FROM THE OPTIMAL SIMPLEX TABLEAU FOR R P . 
TO STEP 8 
AND FATHOM 
5 B . PERFORM A DUAL SIMPLEX ITERATION 
ON F C P , , . 
AFT 
5 C . CONSTRUCT AND SOLVE L E O P R ( I ) FOR ALL I 
5D. IDENTIFY THE SETS 
{ I : VFLEOP ( I ) : Y . = O ] > V * } C I 1 
0 N = { I : VFLEOP ( I ) : Y . = U _ . ) > V*} D C L \xJ 
T _ ^'IT M A X { V ( L E O P C ( I ) : Y I = O ) , V ( L E O P C ( I ) : Y I = U L I ) } 
I S AMONG THE T HIGHEST FOR I k U 0 ^ 
5 E . CONSTRUCT AND SOLVE A L E O P C ( I , J £ ) FOR EACH I e T WITH J I CHOSEN BY CRITERION 3 . 5 . 2 . 1 . 
6A . ADD TO THE SET 0 D AND 0 ^ BY 
0. • = 0 N U { I E T : VFLEOP ( I , J . ) : Y.=OL > V * } U U V C J I J I 1 
0 N = 0 N U { I E T : VFLEOP ( I , J . ) : Y . = U . . ) > V * } D D
 K c I J x L I 7 
I 
6 B . CHOOSE I AS THE I E T AND ^OP U 0 Y WHICH MAXIMIZES 
M A X { V ( L E O P C ( I , J I ) : Y . = 0 J , V ( L E O P C ( I : y . - U j ^ . ) } 
TO STEP 7 
AND PARTITION 
FIGURE 9 . FLOW CHART OF DETAILS IN STEPS 5 AND 6 OF ALGORITHM FOR FCP 
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Step 1. Choose as the current candidate , FCP^, the element of 
the candidate l i s t sa t i s fy ing 
$(FCP ) = min{$(FCP , ) : FCP , in candidate l i s t } , c c T c 
and proceed t o Step 2. 
Step 2. Solve the continuous r e l a x a t i o n of FCP c , i . e . FCP c , 
by solving the corresponding reduced problem RP c and construct ing a 
so lut ion t o FCP according t o the ru le s of Theorem 3 . 1 . 1 . 4 . I f v(FCP ) c c 
> v' c, proceed t o Step 8 because no completion of FCP c can produce a 
so lut ion t o FCP with value l e s s than tha t of the incumbent. I f v(FCP ) 
c 
< v»,{, proceed t o Step 3 . 
Step 3. Create a f eas ib le solut ion for FCP by rounding "up" the 
optimal so lut ion to FCP^, i . e . by s e t t i n g 
s . = < 
u . . - x . . i f x . . > 0 
1] i ] i ] 
otherwise 
y = s + x 1 
X l = X l 
^2 ~ ^ 2 , 
where x and x 9 are the optimal values of x , and x 0 in the so lut ion of 
FCP . I f the value of t h i s rounded solut ion i s l e s s than v*, proceed t o 
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Step 4. Otherwise, go t o Step 5a. 
Step 4. A new incumbent so lut ion .has been found. Save t h i s 
incumbent as a possible optimal so lut ion t o FCP, and e l iminate from the 
candidate l i s t any problems with 3 value g r e a t e r than or equal t o the 
value of the new incumbent. I f the new v* = s top; FCP i s unbounded. 
Otherwise, proceed t o Step 5a. 
Step 5a. Construct the problem FCP c a s soc ia ted with FCP c from 
the optimal tableau for RPC« The optimal tableau for FCP c i s obtained 
according t o Lemma 3 . 1 . 1 . 2 , and Gomory cuts are derived from t h i s 
optimal tableau according to the def in i t ion in Sect ion 3 . 4 . 2 . Next, go 
t o Step 5b. 
Step 5b. Perform a dual Simplex pivot on FCP , and c a l c u l a t e the 
value of the dual so lut ion t o FCP c a t the completion of t h i s p ivot . I f 
t h i s dual so lut ion value i s g r e a t e r than or equal t o v s' f, go t o Step 8 
because no completion of FCP^ can provide a b e t t e r so lut ion than the in ­
cumbent. Otherwise, i f opt imal i ty of FCP c has been a t t a i n e d , go t o 
Step 5 c , and i f opt imal i ty has not been reached, repeat Step 5b. 
Step 5a. Construct and solve a l l one-row Lagrangean e i t h e r - o r 
problems assoc ia ted with FCP c , i . e . a l l LEOP^d) . The objec t ive func­
t ion for these problems i s given by the adjusted cost row of the optimal 
tableau for FCP , and the c o n s t r a i n t s can be constructed from the c ' 
optimal tableau for RP c according t o ( 3 - 4 2 ) and ( 3 - 4 3 ) in Sect ion 3 . 3 . 1 . 
The problems a r e solved by the minimum r a t i o procedure of Theorem 
3 . 3 . 3 . 1 . 
I f the value of an optimal so lut ion t o any of these LEOP c ( i ) i s 
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g r e a t e r than or equal to v*, go t o Step 8 because no completion of FCP c 
can have a b e t t e r optimal so lut ion than the incumbent. Otherwise, go 
t o Step 5d. 
Step 5d. Using the "down" and "up" pena l t i e s obtained in the 
solut ion of the LEOP ( i ) , i . e . the values v(LEOP(i): y.=o) and 
c ^ 1 J 
v(LEOP(i): y^=u^^j, define the s e t s 
0 r T = { i : vfLEOP ( i ) : y.=o] > v*} U v c i ' 
0 D = { i : v ( L E O P c ( i ) : Y ^ . ) > v*} 
^ = Ji: max{v(LEOP c ( i ) : y.=0J , v ( L E O P c ( i ) : y ^ u ^ ) }1 
[ i s among the t highest values for i^O^ u Oy 
Then go to Step 5e . 
Step Se. Construct and solve a two-row Lagrangean e i t h e r - o r 
problem LEOP ( i , - j \ ) for each i e T. The problems are constructed 
e x a c t l y as in Step 5 c , with being chosen according t o the c r i t e r i o n 
of Section 3 . 5 . 2 . 1 . I f the value of an optimal solut ion t o any of these 
penalty problems i s g r e a t e r than or equal t o v*, go t o Step 8 because no 
completion of PCP^ can provide a b e t t e r so lut ion than the incumbent. 
Otherwise, proceed to Step 6a . 
Step 6a. Add t o the s e t s 0^ and 0^ by 
Qu = 0 y u { i eT: v (LEOP^i , j £ ) : y ^ o ) > v*} 
0 D = 0 D u { i € T : v ( L E 0 P c ( i , j . ) : y . ^ . ) > v*} 
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Then go t o Step 6b. 
Step 6b. Choose the branching var iab le y? so that i i s the 
i e T and 4© D u 0^ which maximizes 
max{vfLEOP ( i , j . ) : y .=o), vfLEOP ( i , j . ) : y . = u . , . ) } . ^ c 1
 Ji ' ' v c J i J i l i ' 
Then go t o Step 7. 
Step 7. Replace FCP c in the candidate l i s t by two more 
r e s t r i c t e d problems. One i s defined by FCP c with the addi t iona l con­
s t r a i n t s t h a t y? : : 0, y . = 0 for j e 0_ , and y . = u. . for j e 0 „ . The 
second problem i s i d e n t i c a l t o the f i r s t except t h a t y? i s r e s t r i c t e d t o 
equal u 3 values for the two problems are v ( L E O P ^ d , j ? ) : y^ = o) and 
v ( L E 0 P c ( i , j c ) : yc=u^c) , r e s p e c t i v e l y . Next, go t o Step 1. 
Step 8. Fathom FCP c , i . e . e l iminate FCP c from the candidate l i s t 
because no completion of i t can produce a f eas ib le so lut ion to FCP with 
value l e s s than that of the incumbent so lut ion v*. I f the candidate 
l i s t i s now empty, s top . I f an incumbent so lut ion e x i s t s , i t i s an 
optimal so lut ion for FCP, and otherwise FCP i s i n f e a s i b l e . I f the 
candidate l i s t i s not empty, proceed to Step 1. 
6 .2 Algorithm for Fixed Charge Network Problems 
In terms of the terminology of Chapters I I I , IV and V, an 
algorithm for fixed charge network problems in the form of FCNP i s given 
below. Deta i l s of Steps 5 and 6 are a l so summarized in Figure 1 0 . 
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5 a . E x e c u t e A l g o r i t h m 4 . 2 
2 . 6 t o o b t a i n n c ( n ) a n d Ac(i,k) 5 b . C o n s t r u c t p r o b l e m S P c f r o m o p t i m a l f o r e s t f o r RNP r c 
Sz. C r e a t e a n d s o l v e MP^ f r o m t h e t a b l e a u o f SP^ ] T o S t e p 8 
a n d 
F a t h o m 
5 d . R e v i s e S P C s o l u t i o n a s n e c e s s a r y t o p e r m i t d u a l 
i m p r o v e m e n t i n d i r e c t i o n s s p e c i f i e d b y MP C 
5 e . C h a n g e d u a l s o l u t i o n a s much a s p o s s i b l e 
i n d i r e c t i o n s p e c i f i e d b y MP C 
5 f „ C o n s t r u c t a n d s o l v e L E O P „ ( i ) f o r a l l r o w s i 
5 g . I d e n t i f y t h e s e t s d e f i n e d b y 
0 r I = { i : v fLEOP ( i ) : y .=O) > v * } 
0 n = { i : v fLEOP ( i ) : y . ^ . l > v * } 
T _ J I . m a x { v ( L E O P c ( i ) : Y I = O ) , v f L E O P c ( i ) : y i = u l i ) } \ 
\ ' i s a m o n g t h e t h i g h e s t f o r i 4 ©y u 
5h.. C o n s t r u c t a n d s o l v e a L E 0 P c ( i , J £ ) f o r e a c h 
i e T w i t h j j c h o s e n b y C r i t e r i o n 3 . 5 . 2 . 1 
6 a . A d d t o t h e s e t s a n d © D b y 
= e 0 u { i e T 
V 
( L E 0 P c ( i , j . ) y I =O) > v * } 
9 D 5 - 0 D u 
{ i e T 
V 
( L E O P c ( i , j . ) y . = U l . ) > v * } 
6 b . C h o o s e i a s t h e i e T a n d 4©D u 0 ^ w h i c h m a x i m i z e s 
m a x { v f L E O P ( i , j . ) : y . = O ] , v fLEOP ( i , j . ) : y . = u . , . l } 
} 
T o S t e p 7 a n d P a r t i t i o n 
Figure 10 . Flow Chart of Detai l s in Steps 5 and 6 of Algorithm for FCNP 
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Step 0. Place FCNP in the candidate l i s t , s e t 3(FCNP) = 0 and 
v* = +°°, and go to Step 1. 
Step 1. Choose as the current candidate , FCNP c, the element of 
the candidate l i s t sa t i s fy ing 
3(FCNP ) = min(3(FCNP , ) : FCNP , in candidate l i s t } , c c c 
and proceed t o Step 2. 
Step 2. Solve the continuous r e l a x a t i o n of FCNP c, i . e . FCNP^, 
by solving the corresponding reduced problem RNP^ with a graph theory-
oriented algorithm and construct ing a so lut ion t o FCNP^ according t o the 
ru les of Theorem 3 . 1 . 1 . 4 . I f v(FCNP c) ^ v*, proceed t o Step 8 because 
no completion of FCNP^ can produce a so lut ion t o FCNP with value l e s s 
than tha t of the incumbent. I f v(FCNP c) < v*, proceed t o Step 3 . 
Step 3. Create a f eas ib le solut ion for FCNP by rounding "up" the 
optimal solut ion t o FCNP^, i . e . s e t t i n g 
u, . - x. . i f x. . > 0 
s . = - 1 : 1 : 1 : 
^ 1 0 otherwise 
s + x 
x i = x i 
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where x^ and are the optimal values of x^ and x^ in the solut ion of 
FCNP^. I f the value of t h i s rounded so lut ion i s l e s s than v*, proceed 
t o Step 4 . Otherwise, go t o Step 5a. 
Step 4. A new incumbent so lut ion has been found. Save t h i s 
incumbent as a possible optimal so lut ion t o FCNP, and e l iminate from the 
candidate l i s t any problems with $ values g r e a t e r than or equal to the 
value of the new incumbent. I f the new v* = - 0 0 , s top; FCNP i s un­
bounded. Otherwise, proceed t o Step 5a. 
Step 5a. Execute Algorithm 4 . 2 . 2 . 6 to ident i fy the macro-node 
assignments r i c ( n ) , and the reduced bas is inverse e n t r i e s X c ( i , k ) from 
the optimal bas is f o r e s t for RNPc. Then go t o Step 5b. 
Step 5b. Construct problem SP c from the optimal bas i s f o r e s t for 
RNP . One addi t ional node and two addi t ional a r c s a r e added for each c 
component of x^ as in Figure 3 , and bas is labe l s are adjusted t o c o r r e ­
spond to the FCNPc so lut ion described in Theorem 3 . 1 . 1 . 4 . Then go t o 
Step 5e. 
Step 5a. Create and solve the I n f e a s i b i l i t y Pr ic ing master 
problem MPc from SP^. Gomory cuts and SP c tableau columns are derived 
as described in Section 5 . 2 . 2 , and solut ion i s by any Simplex procedure 
Next, go t o Step 5d. 
Step 5d. Revise the optimal so lut ion of SP^ as described in 
Step 2 of Algorithm 5 . 2 . 1 . 2 t o permit dual so lut ion improvement in the 
d i r e c t i o n obtained from the dual mul t ip l i ers of the Gomory cuts in the 
l a s t MPc> I f the value of the dual solut ion for FCNP^ implied by t h i s 
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revised SP c so lut ion i s g r e a t e r than or equal to v*, go to Step 8 and 
fathom FCNP^. I f i n f e a s i b i l i t y in the Gomory cuts was forced to zero in 
the l a s t so lut ion to MP ,̂ go to Step 5f . Otherwise, go t o Step 5e . 
Step be. Change the dual so lut ion t o SP^ as much as poss ible in 
the d i r e c t i o n obtained from the l a s t MPc according t o the procedure out­
l ined in Step 3 of Algorithm 5 . 2 . 1 . 2 . I f there i s no l imi t on the 
amount of change, i . e . FCNP^ i s i n f e a s i b l e , proceed to Step 8 and 
fathom. Otherwise go t o Step 5 c . 
Step 5f. Construct and solve a l l one-row Lagrangean e i t h e r - o r 
problems assoc ia ted with FCNP^, i . e . a l l L E 0 P c ( i ) . The objec t ive func­
t ion for these problems i s given by the adjusted cost row of the f i n a l 
so lut ion for SP^, and c o n s t r a i n t s are generated from the n c ( n ) and 
A c ( i , k ) as spec i f ied in Section 4 . 4 . 1 . The problems are solved by the 
minimum r a t i o procedure of Section 4 . 4 . 2 . 
I f the value of an optimal so lut ion to any of these LEOP^d) i s 
g r e a t e r than or equal t o v*, go t o Step 8 and fathom. Otherwise, go t o 
Step 5g. 
Step 5g. Using the "down" and "up" pena l t i e s obtained in the 
so lut ion of the LEOP ( i ) , i . e . the values vfLEOP ( i ) : y.=o),and 
c v c 1 ' 
vfLEOP ( i ) : y . = u , d e f i n e the s e t s c
 J1 liJ = { i : v ( L E 0 P c ( i ) : y i=o) > v*} 
9 D = { i : v ( L E 0 P c ( i ) : > v*} 
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T = <i 
max{vfLEOP ( i ) : y.=o), vfLEOP ( i ) : y . = u . . ) } v. c J ± J •> \. c i l i ' 
i s among the t highest values for i^Oy u ©^ 
Then go to Step 5h. 
Step 5h. Construct and solve a L E O P c ( i , j ^ ) for each ieT, with 
chosen by C r i t e r i o n 3 . 5 . 2 . 1 . The problems a r e constructed as in 
Section 4 . 4 . 1 and solved as four network problems on a graph constructed 
as in Section 4 . 4 . 3 . 
I f the value of an optimal solut ion t o any of these penalty prob­
lems i s g r e a t e r than or equal to v*, go to Step 8 and fathom. Otherwise, 
proceed to Step 6a . 
Step 6a. Add to the s e t s 0^ and 0^ by 
0 U = Qu u { ieT: v (LEOP^i , j . ) : y.=o) > v*} 
0 D = 0 D u { ieT: v (LE0P c ( i , j . ) : y . ^ . ) > v*} 
Then go to Step 6b. 
Step 6b. Choose the branching var iab le y : so that i i s the ieT 
and 4©n u ©y which maximizes 
max { v ( L E 0 P c ( i , J i ) : ŷ o) , v (LEOP^i , j £ ) : y ^ u ^ ) } . 
Then go t o Step 7. 
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Step 7. Replace FCNP^ in the candidate l i s t by two more 
r e s t r i c t e d problems. One i s defined by FCNPc with the addi t ional con­
s t r a i n t s t h a t y? : : 0 , y . = 0 for i e©- , and y . = u . for jeO„. The 
J l 1 J D ' J •} I 3 J U 
second problem i s i d e n t i c a l t o the f i r s t except tha t y^ i s r e s t r i c t e d t o 
equal U j ^ « 6 values for the two problems are v ( L E 0 P c ( i , j ? ) : yt=0J and 
v ( L E 0 P c ( i , j ? ) : yc-^u^c-] , r e s p e c t i v e l y . Next, go t o Step 1. 
Step 8. Fathom FCNP c, i . e . e l iminate FCNPc from the candidate 
l i s t because no completion of i t can produce a f eas ib l e so lut ion t o FCNP 
with value l e s s than tha t of the incumbent so lut ion . I f the candidate 
l i s t i s now empty, s top . I f an encumbent so lut ion e x i s t s , i t i s an 
optimal so lut ion for FCNP, and otherwise FCNP i s i n f e a s i b l e . I f the 
candidate l i s t i s not empty, proceed t o Step 1. 
6 .3 J u s t i f i c a t i o n of the Algorithms 
J u s t i f i c a t i o n of the above algorithms involves both showing the 
v a l i d i t y of the bounds on v(FCP) and v(FCNP) c a l c u l a t e d in various steps 
of the procedures and demonstrating the convergence of the o v e r a l l 
branch-and-bound scheme impl i c i t in both algori thms. The v a l i d i t y of 
bounds used in the algorithms has been extens ive ly t r e a t e d in Chapters 
I I I , IV and V, and need not be demonstrated again here . Moreover, con­
vergence of the o v e r a l l branch-and-bound scheme i s guaranteed by the 
observations t h a t 
1 . The algorithms must terminate a f t e r processing of a 
f i n i t e number of candidate problems because there are 
only a f i n i t e number of s e t t i n g s for the components of 
y , and no r e p e t i t i o n s are permitted. 
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2 . The algorithms must produce an optimal so lut ion or 
demonstrate that none e x i s t s because the only s e t t i n g s 
of components of y which are not e x p l i c i t l y pursued 
are those which bounding demonstrates cannot produce 
a b e t t e r solut ion than some known one. 
Thus i t can be concluded that each of the above algorithms wi l l produce 
an optimal so lut ion or demonstrate that none e x i s t s in a f i n i t e number 




Chapters I I I , IV and V presented a number of group-re lated 
approaches t o f ixed charge problems in the form of FCP and FCNP, and 
Chapter VI in tegrated these proposals into branch-and-bound algori thms. 
The approaches chosen for inclusion in the algorithms of Chapter VI 
were those which t h e o r e t i c a l analys i s had indicated would be the most 
promising in the sense tha t they would most expedite a branch-and-bound 
procedure l ike the one presented at the beginning of Chapter I I I . 
In t h i s Chapter t h e o r e t i c a l analys i s of the value of various 
approaches i s complemented by empirical i n v e s t i g a t i o n . A s e r i e s of 
experiments are reported which analyze whether advantages suggested by 
t h e o r e t i c a l r e s u l t s are a c t u a l l y observed in r e p r e s e n t a t i v e t e s t 
problems. 
7 . 1 Description of Experiments 
The approach se l ec ted t o accomplish such an empir ical ana lys i s i s 
a c l a s s i c a l f a c t o r a l experimental design. A number of d i f f erent group-
r e l a t e d solut ion approaches which could be t e s t ed within ava i lab le 
computer resources were applied t o randomly-generated t e s t problems 
possessing a l l combinations of the proper t i e s previous r e s e a r c h e r s have 
indicated most a f fec ted computational e f f i c i ency of algorithms for f ixed 
charge problems. 
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In p a r t i c u l a r , a version of the algorithm of Section 6 .2 was used 
to generate and solve f ixed charge network problems in manners spec i f ied 
by the following f a c t o r s : 
1. Type of problem - whether the problem i s a general FCNP 
(GNP), a f ixed charge t r a n s p o r t a t i o n problem ( F C T P ) , 1 
or a warehouse l oca t ion problem (WLP). 1 
2. Size of y - the number of a r c s in the problem with f ixed 
charges (code 0 = 2 0 , code 1 = 50 , code 2 := 7 5 , code 3 = 
1 0 0 ) . 
3 . Relative size of fixed costs - whether the fixed cos t s 
in a problem are small or l arge r e l a t i v e to var iab le 
cos t s (code 1 = smal l , i . e . f ixed charges make up l e s s 
than 5% of the value of an optimal so lut ion; code 2 = 
l a r g e , i . e . f ixed charges make up 15-30% of the value of 
an optimal s o l u t i o n ) . 
4 . Solution method - the combination of group-related t e c h ­
niques used in solut ion of the problem (code 0 = use no 
group-related techniques; code 1 = use only the E 0 P ( i ) ; 
code 2 = use only the B E 0 P ( i ) ; code 3 = use the BE0P(i) 
and randomly chosen E 0 P ( i , j ) ; code 4 = use the BE0P(i) 
and E 0 P ( i , j ) chosen by C r i t e r i a 3 . 5 . 2 . 1 ) . 
Detai l s of the generation and solut ion rout ines employed are given in 
Appendix A. 
I t was i n i t i a l l y planned t o t e s t a l l combinations of the above 
f a c t o r s a t the indicated l e v e l codes. However, prel iminary t e s t i n g 
revealed tha t s t r u c t u r e s of GNP's, FCTP's and WLP's were so d i f f erent 
tha t r e s u l t s for d i f f erent so lut ion procedures could not be compared 
across problem types . In addi t ion , ear ly r e s u l t s showed t h a t problems 
with the dimension of y g r e a t e r than 50 could not be solved within 
reasonable time l imi t s without some penalty techniques being used. 
Thus two r e p l i c a t i o n s of s i x separate f a c t o r a l experiments 
"'"See Section 1.2 for de f in i t ion of these special, c a s e s . 
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were a c t u a l l y performed. The three pr inc ipa l experiments focused 
separate ly on the GNP, FCTP and WLP c a s e s . Each case was t e s t ed in a l l 
combinations of large y s i zes (codes 1 , 2 and 3 ) , r e l a t i v e f ixed c o s t s , 
and group-related so lut ion methods. In addi t ion , three s p e c i a l e x p e r i ­
ments were run to analyze the impact on smaller GNP's, FCTP's, and WLP's 
of el iminating a l l group-re lated so lut ion schemes. 
Each combination of f a c t o r s used in the experiments i s presented 
in the l i s t of Table 2. Parameters and r e s u l t s for each combination a r e 
then summarized in Tables 3 , 4 , 5 and 6 . 
7 .2 Analysis o f Experimental Results 
General inspect ion of the r e s u l t s in Tables 3 , 4 , 5 and 6 sug­
gests tha t r e l a t i v e l y large f ixed charge network problems can be solved 
in 10 to 15 minutes by any of the group-re lated penalty methods of Chap­
t e r s I I I and IV. Averages for every problem type , y s i ze and fixed 
charge pat tern reported in those tab les a r e within such reasonable 
computational boundaries, yet the problems with 100 f ixed charge a r c s 
a r e as large or l a r g e r than any FCNP's previously reported solved e f f i ­
c i e n t l y . 
In order to more p r e c i s e l y determine the e f f e c t of various f a c ­
t o r s on the experimental r e s u l t s , s t a t i s t i c a l ana lys i s of var iance was 
applied t o the r e s u l t s . The exact s t a t i s t i c a l assumptions underlying 
the analys i s of var iance could not be ver i f i ed in the r e l a t i v e l y un­
s truc tured domain of randomly-generated optimization problems, but s ince 
a l l the problem f a c t o r s other r e s e a r c h e r s have indicated had s i g n i f i c a n t 
e f f e c t s on computational r e s u l t s were included in the experiments, the 
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Table 2. Definition of Test Problem Options 
No. Fix Relat ive Size Group-Related Penalty-
Code Chg. Arcs F ix Costs Problems in Solution Method 
010 20 Small None 
Oil 20 Small EOP(i) 
020 20 Large None 
021 20 Large EOP(i) 
111 50 Small EOP(i) 
112 50 Small BEOP(i) 
113 50 Small BE0P(i ) and randomly chosen E0P( i »j 
114 50 Small BE0P(i ) and c r i t e r i a chosen E0P( i »j 
121 50 Large E 0 P ( i ) 
122 50 Large BE0P(i ) 
123 50 Large BE0P(i ) and randomly chosen E0P( i »j 
124 50 Large BEOP(i) and c r i t e r i a chosen E0P( i »j 
211 75 Small E 0 P ( i ) 
212 75 Small BE0P(i) 
213 75 Small BE0P(i) and randomly chosen E0P( i »j 
214 75 Small BEOP(i) and c r i t e r i a chosen E0P( i »j 
221 75 Large EOP(i) 
222 75 Large BEOP(i) 
223 75 Large BE0P(i) and randomly chosen E0P( i 
224 75 Large BEOP(i) and c r i t e r i a chosen E0P( i »j 
311 100 Small EOP(i) 
312 100 Small BEOP(i) 
313 100 Small BEOP(i) and randomly chosen E0P( i 
314 100 Small BEOP(i) and c r i t e r i a chosen E0P( i »j 
321 100 Large EOP(i) 
322 100 Large BEOP(i) 
323 100 Large BEOP(i) and randomly chosen E0P( i »j 
324 100 Large BEOP(i) and c r i t e r i a chosen E0P( i 
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Table 3., Summary of General Network Test Problems 
Problem No. No. Fix Chg. 
Options Nodes Arcs Arcs 
Average Average No. 
Part Candidate Average 
Solution Problems Solution 
Fix Chg. Solved Time ( s e c ) 
111 34 159 50 .010 6 2 .2 
112 34 159 50 .034 14 4 . 5 
113 34 159 50 .048 17 6 .2 
114 34 159 50 .010 3 1 .5 
121 34 159 50 .067 10 3 . 2 
122 34 159 50 .203 23 8 .6 
123 34 159 50 .055 6 1 .8 
124 34 159 50 .198 8 4 .2 
211 50 238 75 .024 13 6.8 
212 50 238 75 .033 19 1 2 . 6 
213 50 238 75 .039 24 1 6 . 2 
214 50 238 75 .031 14 1 6 . 9 
221 50 238 75 .074 12 8 .3 
222 50 238 75 .072 6 5 .0 
223 50 238 75 .094 22 1 4 . 6 
224 50 238 75 .076 7 7 .2 
311 66 317 100 .026 18 2 1 . 6 
312 66 317 100 .024 33 3 5 . 0 
313 66 317 100 .041 16 2 2 . 1 
314 66 317 100 .029 16 2 2 . 8 
321 66 317 100 .277 38 5 0 . 8 
322 66 317 100 .148 30 3 4 . 9 
323 66 317 100 .182 28 2 6 . 1 
324 66 317 100 .098 8 1 1 . 4 
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Table 4. Summary of Transportat ion Test Problems 
Problem No. No. Fix Chg. 
Options Nodes Arc Arcs 
Average Average No. 
Part Candidate Average 
Solution Problems Solution 
Fix Chg. Solved Time ( s e c ) 
111 20 69 50 .020 3 .5 
112 20 69 50 .019 22 2 .2 
113 20 69 52 .017 6 .8 
114 20 69 52 .018 7 1 .0 
121 20 69 52 .189 332 4 3 . 8 
122 20 69 52 .218 52 5.7 
123 20 69 52 .227 94 1 1 . 2 
124 20 69 52 .208 104 1 5 . 7 
211 24 98 75 .020 14 3 .2 
212 24 98 75 .016 18 3 . 8 
213 24 98 75 .022 11 2 .2 
214 24 98 75 .024 20 4 .6 
221 24 98 75 .202 652 146 .2 
222 24 98 75 .202 276 5 3 . 0 
223 24 98 75 .230 262 7 6 . 6 
224 24 98 75 .188 180 5 1 . 1 
311 26 125 100 .022 33 1 0 . 6 
312 26 125 100 .021 12 3 . 9 
313 26 125 100 .023 34 1 0 . 4 
314 26 125 100 .024 31 1 4 . 4 
321 26 125 100 .230 1358 557 .0 
322 26 125 100 .186 548 1 5 9 . 4 
323 26 125 100 .206 459 1 5 0 . 1 
324 26 125 100 .154 279 1 5 1 . 2 
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Table 5. Summary of Warehouse Location Test Problems 
Problem No. No. F ix Chg. 
Options Nodes Arc Arcs 
Average Average No. 
Part Candidate Average 
Solution Problems Solution 
F ix Chg. Solved Time ( s e c ) 
111 62 311 50 .048 5 4 . 3 
112 62 311 50 .030 6 4 .2 
113 62 311 50 .032 6 5 .9 
114 62 311 50 .038 4 5 .0 
121 62 311 50 .166 70 5 1 . 5 
122 62 311 50 .208 249 2 4 2 . 1 
123 62 311 50 .142 18 1 5 . 6 
124 62 311 50 .142 149 1 8 7 . 0 
211 92 466 75 .034 16 26 .0 
212 92 466 75 .054 13 1 9 . 4 
213 92 166 75 .040 16 26 .3 
214 92 466 75 .039 14 2 3 . 4 
221 92 '466 75 .139 161 312 .9 
222 92 466 75 .156 71 1 2 8 . 6 
223 92 466 75 .164 233 4 7 8 . 4 
224 92 466 75 .154 77 187 .7 
311 122 621 100 .032 16 3 7 . 8 
312 122 621 100 .037 10 2 6 . 6 
313 122 621 100 .036 8 22 .2 
314 122 621 100 .037 14 4 5 . 0 
321 122 621 100 .146 216 6 6 3 . 5 
322 122 621 100 .138 149 4 9 4 . 4 
323 122 621 100 .130 258 803 .6 
324 122 621 100 .138 160 521 .6 
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analys i s of variance procedure was considered adequate for indicat ing 
the importance of various e f f e c t s . 
Table 6. Summary of Specia l Analysis Problems 
Average Average No. 
Fix Part Candidate Average 
Problem Prob. Chg. Solution Problems Solution 
Type Options Nodes Arcs Arcs F ix Chg. Solved Time ( s e c ) 
General 010 18 69 20 . 021 39 1 .4 
General Oil 18 69 20 .024 5 .4 
General 020 18 69 20 .128 226 5 .0 
General 021 18 69 20 . 381 7 .5 
Transportat ion 010 14 33 20 .015 450 6 .9 




Transportat ion 020 14 33 20 .202 1542 2 9 . 6 
Transportat ion 021 14 33 20 .140 12 .4 
Warehouse 010 20 45 20 .018 2536 32 .3 
Warehouse 011 20 45 20 .010 3 . 1 
Warehouse 020 20 45 20 .100 1098 2 0 . 2 
Warehouse 021 20 45 20 .075 6 
CN
 
The response var iab le se l ec ted for analys i s of var iance c a l c u l a ­
t ions i s the number of candidate problems e x p l i c i t l y inves t igated in 
solving a FCNP. This v a r i a b l e was chosen because i t appeared t o give 
the most a c c u r a t e measure of the t rue impact of d i f f erent group-re lated 
penalty procedures. Solution times are a l so very important, but the 
e f f e c t of the various penalty procedures on so lut ion times i s clouded 
by the programming e f f i c i ency of rout ines to execute the penalty pro­
cedures . 
Results of the analys i s of variance for t h i s response v a r i a b l e 
are given in Tables 7 through 12 . The s ign i f i cance of various 
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Table 7. Analysis of Variance for 
General Test Problems 







Square F - r a t i o 1 
Size of y 1 ,325 2 662 4 . 8 0 *** 
Relat ive f ixed cost 3 1 3 .022 
Solution method 889 3 296 2 .15 * 
S ize -cos t i n t e r a c t i o n 242 2 121 .877 
Size-method i n t e r a c t i o n 717 6 120 .870 
Cost-method i n t e r a c t i o n 210 3 70 .507 
E r r o r 4 ,155 30 138 1 .00 
Table 8. Analysis of Variance for 
Transportat ion Test Problems 








Size of y 578 ,314 2 289,157 2 .97 ** 
Relat ive fixed cos t 1 , 6 0 3 , 8 1 4 1 1 , 6 0 3 , 8 1 4 1 6 . 5 *** 
Solution method 646 ,824 3 215 ,608 2 . 2 1 * 
S ize -cos t i n t e r a c t i o n 503 ,331 2 251 ,666 2 .58 ** 
Size-method i n t e r a c t i o n 219 ,089 6 36 ,515 .375 
Cost-method i n t e r a c t i o n 654 ,060 3 218 ,020 2 .24 * 
E r r o r 2 , 9 2 1 , 7 3 7 30 9 7 , 3 9 1 1 .00 
"'"Single * denotes s i g n i f i c a n t a t a = . 25 l e v e l ; * '* denotes 
s i gn i f i cant a t a = .10 l e v e l , and *** denotes s i g n i f i c a n t a t a = 
173 
Table 9 . Analysis o f Variance for 
Warehouse Location Test Problems 








Size of y 13 ,697 2 6 ,848 .890 
Relat ive f ixed cos t 235 ,760 1 235 ,760 3 0 . 6 *** 
Solution method 2 ,543 3 847 .110 
S ize -cos t i n t e r a c t i o n 11 ,244 2 5 ,622 .731 
Size-method i n t e r a c t i o n 53 ,701 6 8 ,950 1 .16 
Cost-method i n t e r a c t i o n 2 ,815 3 938 .122 
E r r o r 230 ,759 30 7 ,692 1 .00 
Table 10 . Analysis of 
Problems in 
Variance for General 
Specia l Analysis 







Square F - r a t i o 1 
Relat ive f ixed cost 17 ,860 1 17 ,860 1 .13 
Solution method 32 ,004 1 3 2 , 0 0 4 2 .02 * 
Cost-method i n t e r a c t i o n 17 ,133 1 17 ,133 1 .08 
E r r o r 63 ,308 4 15 ,827 1 .00 
Single * denotes s ign i f i cance a t a = .25 l e v e l ; ** denotes 
s ign i f i cance a t a = .10 l e v e l , and *** denotes s ign i f i cance a t 
a = . 0 5 . 
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Table 1 1 . Analysis of Variance for Transportat ion 
Problems in Specia l Analysis 
Degrees 






Re lat ive f ixed cos t 605 ,000 1 605 ,000 5 5 . 1 *** 
Solution method 1 , 9 5 5 , 2 8 8 1 1 , 9 5 5 , 2 8 8 1 7 8 . 2 *** 
Cost-method i n t e r a c t i o n 548 ,528 1 548 ,528 53 .3 *** 
E r r o r 4 3 , 8 9 6 4 1 0 , 9 7 4 1 .00 
Table 12. Analysis of Variance for Warehouse 
Location Problems in Specia l Analysis 
Degrees 







Relat ive f ixed cos t 1 , 0 3 0 , 3 3 0 1 1 , 0 3 0 , 3 3 0 2. 02 * 
Solution method 6 , 5 7 2 , 1 2 5 1 6 , 5 7 2 , 1 2 5 12 . 9 *&* 
Cost-method i n t e r a c t i o n 1 , 0 3 7 , 5 2 0 1 1 , 0 3 7 , 5 2 0 2. 03 * 
E r r o r 2 , 0 4 4 , 0 1 7 4 511 ,004 1. 00 
Single , , { denotes s ign i f i cance a t a = .25 l e v e l ; denotes 
s ign i f i cance a t a = .10 l e v e l , and denotes s ign i f i cance a t 
a = . 0 5 . 
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f a c t o r s implied by the r e s u l t s i s discussed in the next s e v e r a l sub­
s e c t i o n s . 
7 . 2 . 1 Size of y E f f e c t s 
Since the possible number of candidate problems increases 
exponential ly with the s i ze of the y v e c t o r , i t could be expected t h a t 
the number of candidate problems a c t u a l l y solved would a l so be g r e a t l y 
a f fec ted by the s i ze of y . Analysis of var iance r e s u l t s for GNP's and 
FCTP's general ly confirm t h i s expec ta t ion . Both Table 7 and Table 8 
show f a i r l y s i g n i f i c a n t s ize e f f e c t s . 
I t i s i n t e r e s t i n g , however, t h a t the same s ign i f i cance i s not 
observed in the r e s u l t s for WLP's. Great v a r i a t i o n s in the response 
were observed a t a l l s i zes of y . 
7 . 2 . 2 Relat ive Fixed Cost E f f e c t s 
Most previously reported research on f ixed charge problems has 
a l so indicated that computational e f f i c i ency i s highly e f fected by 
the r e l a t i v e s i ze of the f ixed and var iab le c o s t s . I f f ixed c o s t s are 
small , v(FCNP) provides a good est imate of v(FCNP), and only a few 
candidates need t o be e x p l i c i t l y explored. When fixed c o s t s are high, 
however, numerous p o s s i b i l i t i e s for y must be inves t iga ted . 
Experimental r e s u l t s for FCTP's and WLP's s trongly confirm t h i s 
previous experience . Re la t ive f ixed cos t e f f e c t s appear very s i g ­
n i f i c a n t in both Table 8 and Table 9 . 
However, r e s u l t s f or GNP's show the r e l a t i o n between f ixed and 
var iab le c o s t s i s r e l a t i v e l y i n s i g n i f i c a n t . A poss ible explanation 
of t h i s phenomenon i s tha t higher f ixed cos t s in GNP's tend only t o 
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force a l l flows along a r c s without f ixed charges . Thus, the value of 
a v(FCNP) as a bound on v(FCNP) i s not diminished as f ixed charges 
i n c r e a s e . 
7 . 2 . 3 Solution Method E f f e c t s 
The experimental f a c t o r of g r e a t e s t i n t e r e s t t o the re search 
of t h i s d i s s e r t a t i o n i s the e f f e c t of changing the solut ion procedure 
used. Any group-related techniques shown t o be s i g n i f i c a n t l y superior 
would provide su i tab le focuses for future research and a p p l i c a t i o n s . 
Results in Tables 7 through 12 do show s i g n i f i c a n t so lut ion 
method e f f e c t s except in the case of l arge WLP's. The most outstand­
ing o f these e f f e c t s i s the d i f ference between the no-group analys i s 
and one-row analys i s methods. Even for the r e l a t i v e l y small case of 
20 f ixed charge a r c s , r e s u l t s in Tables 10 through 12 ind icate s i g ­
n i f i cant improvements are obtained by using a t least: some group-
r e l a t e d p e n a l t i e s . 
Unfortunately, the d i f ferences among group-re lated techniques 
a r e not so c l e a r from experimental r e s u l t s . Both GNP's and FCTP's 
showed some s ign i f i can t e f f e c t s of v a r i a t i o n in so lut ion methods, 
but d i f ferences between p a r t i c u l a r methods cannot be s t a t i s t i c a l l y 
v e r i f i e d . 
The c l e a r e s t pa t t ern a r i s e s in the FCTP case presented in 
Figure 1 1 . This graph shows the mean number of candidate problems 
invest igated as a function of problem s i ze and solut ion method. The 
r e s u l t s s trongly imply tha t simple one-row group pena l t i e s are in ­
f e r i o r to other techniques. Some advantage i s apparently gained by 
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Mean Number Candidate 
Figure 11 . Mean NuTibers of Candidate Problems Solved for Transportat ion 
Problems by Size of y and Solution Method 
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using two-row approaches, but the g r e a t e s t s ingle improvement derives 
from considerat ion of the bounds on perturbat ion v a r i a b l e s . 
The GNP p a t t e r n of Figure 12 i s somewhat more confused because 
performance of the solut ion methods var i e s widely. However, the 
approach of using both one-row and c r i t e r i a - s e l e c t e d two-row problems 
appears to be the most e f f e c t i v e method. Since r e s u l t s of Figure 11 
a l so show t h i s method t o be the most e f f e c t i v e , i t appears safe t o 
conclude the method has some promise for e f f i c i e n t so lut ion of FCNP's. 
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Figure 12. Mean Numbers of Candidate Problems Solved for General 
Test Problems by Size of y and Solution Method 
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CHAPTER VIII 
CONCLUSIONS AND RECOMMENDATIONS 
The pr inc ipa l objec t ive of the research reported in t h i s d i s ­
s e r t a t i o n was t o ident i fy e f f e c t i v e techniques for explo i t ing the 
s p e c i a l s t r u c t u r e s of f ixed charge problems in group-theory-re la ted 
branch-and-bound solut ion procedures. A number of such techniques 
were developed in Chapters I I I , IV and V, and computational experience 
was reported in Chapter VII . The p r i n c i p a l r e s u l t s of those chapters 
can be summarized as follows: 
1 . Extension of Kennington's Work to General Fixed Charge 
Problems. The great majority of r e s u l t s for f ixed charge t r a n s p o r t a ­
t ion problem in [ 6 8 ] were shown to general ize to any f ixed charge 
l i n e a r program. In p a r t i c u l a r , the so lut ion of the continuous analog 
of FCP and a l l group-related penalty problems can be simply constructed 
from the optimal so lut ion to a reduced l i n e a r program, one-row group 
penalty problems can e a s i l y be solved e x a c t l y because a l l congruence-
constrained var iab les can be made b a s i c , and one-row group pena l t i e s 
a r e e x a c t l y equal t o those of Tomlin [ 9 0 ] and thus can be in terpre ted 
as having an "up" or "down" o r i e n t a t i o n . 
2 . Investigation of Interactions Between Rows of the Group 
Problem for FCP„ Some understanding of the i n t e r a c t i o n s between rows 
of the group problem assoc ia ted with FCP can be obtained by i n v e s t i ­
gating the conditions under which individual rows can be independently 
181 
s a t i s f i e d . In th i s connect ion, the Gomory cuts for FCP can be shown 
t o be faces of the convex hul l of so lut ions to the assoc ia ted group 
problem because of a l imited independence between rows, and the 
property of connectedness i s r e l a t e d t o the degree of independence. 
3 . Specialization to the Network Case. The group problem 
for a f ixed charge network problem can be in terpre ted as the problem 
of finding an optimal s e t of flow adjustments around cyc les in the 
network corresponding t o nonbasic a r c s . Using t h i s i n t e r p r e t a t i o n , 
the f u l l problem network can be col lapsed for purposes of group-
r e l a t e d analys is into a reduced network on macro-nodes. Moreover, the 
c o n s t r a i n t s of the group-related problems can be shown to be t o t a l l y 
unimodular. 
4 . Lagrangean Enforcement of Bounds on Basic Variables. A 
computationally f eas ib l e method for including c o n s t r a i n t s re laxed in 
penalty problems in the objec t ive function v ia Lagrange mul t ip l i er s 
can be obtained by imposing Gomory cuts on the optimal continuous 
solut ion to FCP and using appropriate dual var iab le values for the 
m u l t i p l i e r s . Moreover, t h i s approach can be extended t o the f ixed 
charge network case without s a c r i f i c i n g the s p e c i a l network s t r u c t u r e 
by a decomposition approach. 
5. Computational Experience with Fixed Charge Network Prob­
lems. Randomly se lec ted fixed charge network problems with as many as 
100 fixed charge var iab l e s can be e f f i c i e n t l y solved by a group-
r e l a t e d branch-and-bound algorithm. Moreover, the value of group-
r e l a t e d penalty approaches can be s t a t i s t i c a l l y v e r i f i e d . 
1 8 2 
At the completion of t h i s r e s e a r c h , however, a number of pos­
s i b i l i t i e s for f ixed charge problems s t i l l require i n v e s t i g a t i o n . 
Among these are the following: 
1 . Additional Computational Experience. The r e l a t i v e l y 
promising computational r e s u l t s for fixed charge network problems 
which were presented in Chapter VII suggest the more complex computa­
t i o n a l procedures omitted from i n i t i a l experiments are worthy of 
t e s t i n g . S p e c i f i c a l l y , implementations of the group-re lated penalty 
procedures proposed for general f ixed charge problems and of the 
Lagrangean techniques presented in Chapter VII should be pursued. 
2 . Improved Selection Criteria. The r e s u l t s in Chapter VII 
ind ica te some advantage of two-row penalty problems se l ec ted according 
to C r i t e r i a 3 . 5 , . 2 . 1 , but g r e a t e r improvement might derive from a be t ­
t e r c r i t e r i o n . Additional research into measures of i n t e r a c t i o n 
between rows of group problems appears warranted. 
3 . Alternative Group Problems. S e c t i o n 3 . 2 defined s e v e r a l 
group problems which could be derived from a given so lut ion t o the 
reduced problem RP. The a l t e r n a t i v e involving congruence c o n s t r a i n t s 
on perturbat ion var iab le s was not pursued in t h i s d i s s e r t a t i o n because 
of the d i f f i c u l t y of solving the r e s u l t i n g penalty problems. However, 
t h i s a l t e r n a t i v e group problem could be approached by the approximate 
techniques of Gomory and Johnson [ 4 3 , 4 4 , 6 5 ] . Improved pena l t i e s might 
derive from dealing with t h i s a l t e r n a t i v e group formulation and using 
such approximate methods. 
4 . Graph of the Group Problem. In Section 4 . 4 . 3 i t was 
183 
demonstrated that two-row group-related penalty problems could be 
viewed as minimum cost flow problems on a p a r t i c u l a r graph. However, 
Tutte [ 9 2 , 9 3 ] has shown that such a graph can be constructed for many 
t o t a l l y unimodular matr i ce s . Since Theorem 4 . 3 . 2 . 1 demonstrated tha t 
the c o n s t r a i n t matrix of the group problem for every f ixed charge 
network problem i s t o t a l l y unimodular, i t may thus be possible to 
ident i fy an underlying graph for penalty problems of more than two 
rows. 
More genera l ly , c e r t a i n of the pr inc ip le s presented in t h i s 
research on f ixed charge problems may be appl icable to other in teger 
and mixed-integer programs. Any c l a s s of problems for which a f e a s i ­
ble so lut ion t o the f u l l problem can always be constructed from a 
so lut ion t o i t s continuous r e l a x a t i o n would probably possess most of 
the proper t i e s demonstrated in Chapter I I I because some "independence" 
of in teger var iab le s would have to be present , i . e . i t would have t o 
be possible to perturb the continuous solut ion to s a t i s f y congruence 
c o n s t r a i n t s one by one. S imi lar ly , the Gomory cut approach for 
deriving Lagrange mul t ip l i ers which was presented in Chapter V i s 
appl icable to improving group problems for any mixed-integer program. 
In f a c t , any set of va l id i n e q u a l i t i e s could be used in the suggested 




ALGORITHM USED IN COMPUTATIONAL EXPERIMENTS 
In Chapter VII some computational experiments with f ixed charge 
network problems were reported . Al l those experiments were run with a 
version of the algorithm of Section 6 .2 implemented in FORTRAN on the 
Georgia I n s t i t u t e of Technology's Univac 1108 . 
For the convenience of other r e s e a r c h e r s , an out l ine of t h i s 
algorithm i s presented in t h i s Appendix. A f i r s t s ec t ion summarizes 
the algorithm in a s tep-by-step fashion, and l a t e r sec t ions add comments 
on some techniques not de ta i l ed elsewhere in the d i s s e r t a t i o n and o f fer 
some computational observat ions . The notat ion of Chapter VI and the 
step numbers of Figure 1 are used throughout. 
A . l Statement of the Algorithm 
In terms of the notat ion of Chapters I I I through VI, and the step 
numbers of Figure 1 , the f ixed charge network algorithm used in e x p e r i ­
mentation can be s t a t e d : 
Step 0a. Generate a random problem FCNP according t o input 
s p e c i f i c a t i o n s and cons truct ion techniques outl ined in Sect ion A . 2 . 1 . 
Then go to Step Ob. 
Step Ob. Solve RNP using the algorithm summarized in Section 
A . 2 . 2 , and save the optimal solut ion and bas i s fores t for r e s t a r t so lu­
t ion of l a t e r sub-problems as described in Sect ion A . 2 . 3 . Then, go t o 
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Step Oc. 
Step Oa. I n i t i a l i z e a l l pointers in the candidate l i s t defined 
in Sect ion A . 2 . 4 , and place FCNP in the candidate l i s t with 3(FCNP) = 
v(RNP). Also, se t v* = + 0 0 , FCNPc = FCNP and go t o Step 3. 
Step 1. Se lec t as FCNPc the lowest cost bound element of the 
candidate l i s t chain defined in Section A . 2 . 4 . Then go t o Step 2a . 
Step 2a. Use the saved optimal so lut ion to RNP t o c r e a t e a b a s i c 
f eas ib l e solut ion for RNPc according t o the method outl ined in Section 
A . 2 . 3 . Then, go to Step 2b. 
Step 2b. S tar t ing from the solut ion and bas i s f o r e s t constructed 
in Step 2a, solve RNPc. I f v(RNP c) > v*, go t o Step 8 and fathom. 
Otherwise, go t o Step 3. 
Step 3. Create a feas ib le solut ion for FCNP by rounding "up" the 
optimal so lut ion t o FCNP^, i . e . by s e t t i n g 
x1 . i f x n . > 0 
I D ID 
otherwise 
where x^ and x^ are the optimal values of x^ and x^ in the solut ion t o 
RNP . I f the value of t h i s rounded solut ion i s l e s s than v i V , go t o 
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Step 4a . Otherwise, go t o Step 5a. 
Step 4a. Save the rounded FCNPc so lut ion as the new incumbent 
so lut ion . I f the new v* i s g r e a t e r than the B value of every candidate 
in the candidate l i s t , go to Step 5a. I f the new v* = - 0 0 , s top; FCNP 
i s unbounded. Otherwise go t o Step 4b. 
Step 4b. Scan up the candidate chain defined in Section A . 2 . 4 
u n t i l a candidate i s found with 3 value a t l e a s t equal to v*. Eliminate 
from further considerat ion a l l problems in the par t of the chain begin­
ning with tha t candidate . Then, go to Step 5a. 
Step 5a. Go t o Step 8 and fathom i f the optimal so lut ion t o 
FCNP^ s a t i s f i e s a l l congruence c o n s t r a i n t s on y . Otherwise, go t o Step 
5b i f group-related pena l t i e s are to be used for t h i s t e s t , and to Step 
6a i f not . 
Step 5b. Execute Algorithm 4 . 2 . 2 . 6 t o ident i fy the macro-node 
assignments n ( n ) , and the reduced bas is inverse e n t r i e s X ( i , k ) from 
the optimal bas is f ore s t for RNPC. Then go t o Step 5 c . 
Step 5a. Calculate the adjusted cos t c o e f f i c i e n t s of nonbasic 
a r c s in the optimal so lut ion t o RNPc by the method of Sect ion 4 . 4 . 1 . 1 t o 
provide the objec t ive function for group-related penalty problems. Then 
go t o Step 5d. 
Step 5d. Construct an increas ing cos t sequential chain of a l l 
a r c s which were nonbasic in the optimal so lut ion t o FCNP and which 
connect two nodes t h a t are not members of the same macro-node. Then, 
go t o Step 5e. 
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Step 5e. I f bounds on one-row problems are t o be considered in 
t h i s t e s t solve a l l BEOP(i) , and otherwise solve a l l EOP( i ) . In e i t h e r 
c a s e , the method of solut ion i s the one spec i f ied in Section 4 . 4 . 2 with 
nonbasic a r c s being considered in the order of the chain of Step 5d. 
I f the value of the optimal so lut ion to any of these one-row 
problems i s g r e a t e r than or equal t o v*, go to Step 8 and fathom. 
Otherwise, go t o Step 5f . 
Step Sf. Using the "up" and "down" pena l t i e s obtained in the 
so lut ion of the one-row problems of Step 5 e , define the s e t s 
g J \ . the "down" ( i . e . y^=0) case of the ith 
U | " problem in Step 5e had value > v* 
Q - J I. t n e "up" ( i . e . y - ^ U j ^ ) case of the ith^ 
D Y ' problem in Step 5e had value > v* J 
I f no two-row group-related penalty problems are to be used in t h i s 
t e s t , go to Step 6b. Otherwise, go to Step 5g. 
Step 5g. Using the r e s u l t s of Step 5e and 5f define the s e t s 
T = s i 
the maximum of the value of the "up" and 
the "down" case in the ith problem of Step 
5e i s among the t g r e a t e s t values for such 
maxima among i^Oy u © n . 
Then, go to Step 5h. 
Step Sh. Construct and solve an EOP( i , j^ ) for each ieT. The 
problems are constructed as in Section 4 . 4 . 1 and solved according t o the 
minimum r a t i o procedure of Section A . 2 . 5 . The second row -i. i s chosen 
randomly i f c r i t e r i a a r e not t o be used in t h i s t e s t , and otherwise as 
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the j which maximizes to^(j) + to^Cj) where, 
^ ( j ) 
1 i f x , . was nonbasic in the 
ID 
optimal solut ion to RNP(̂  
2 i f x ^ was bas i c in the optimal 
optimal so lut ion t o RNP^ and 
e i t h e r x n . = 0 or x n . = un . 
ID 1] ID 
3 otherwise. 
o) 2 (j) = <! 
1 i f e i t h e r row i or row j i s 
connected in E O P ( i , j ) , but not both, 
2 i f both rows i and j connected in 
EOP(i , j ) 
0 otherwise. 
I f the value of the optimal so lut ion to any of these penalty 
problems i s g r e a t e r than or equal t o v s' :, go to Step 8 and fathom. Other­
wise, proceed t o Step 6 c . 
Step 6a. Choose the branching var iab le yc randomly, s e t 
© D = 0 ( J = and l e t 
$(FCNP : y c = 0 ) = 3(FCNP : y ? = u - ) = v(FCNP ) . 
C I C 1 l l c 
Then, go to Step 7. 
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Step 6b. Choose the branching var iab le y? so t h a t i i s the i 
which maximizes for i 4 ® y u ® n the maximum of the values of the "up" and 
the "down" cases in the ith problem solved in Step 5e . Let 
the "down" value for i in Step 5e . 
the "up" value for i in Step 5e . 
Then, go t o Step 7 . 
Step 6 q . Add to the se t 0y and 0 D by 
0 U = 0y u { i€T: v ( E 0 P c ( i , J i ) : y . = o ] > v*} 
°D : = 0D U U € T : v ( E 0 P c ( i 9 J i ) : y i = u l i ) ^ v * } . 
Then go t o Step 6d. 
Step 6d. Choose the branching v a r i a b l e y? so tha t i i s the 
ieT and ^0^ u 0^ which maximizes 
m a x { v ( E O P c ( i , J i ) : y ^ o ) , v ( E O P c ( i , J i > : y . ^ ) } . 
Let 
3(FCNP c : y : = 0 ) = v ( - E O P ^ i , j ? ) : y : = o ) 
and 
3(FCNP : y?=u_?) = vJEOP yc=u . . c - ' i l i v. C l " ' l l l ' 
3(FCNP : y t = 0 ) c 1 
3(FCNP : y-=u - ) c J 2. l i 
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Then, go t o Step 7. 
Step 7. Remove FCNPc from the candidate l i s t chain defined in 
Section A . 2 . 4 and c r e a t e two new candidate problems. One i s defined by 
FCNP with the addi t ional c o n s t r a i n t s t h a t y? = 0 , y . = 0 for jeQ~, and c l ] D' 
y_. = û _. for JeQy- The second problem i s i d e n t i c a l t o the f i r s t except 
tha t y? i s r e s t r i c t e d t o equal ^ values for the two problems are 
as defined in Step 6. 
After the two problems have been c r e a t e d , scan up the candidate 
chain t o i n s e r t the problems in proper cos t bound sequence. Then, pro ­
ceed t o Step 1. 
Step 8. Fathom FCNP c, i . e . e l iminate FCNPc from the candidate 
l i s t chain. I f the candidate l i s t i s now empty, s top . I f an incumbent 
so lut ion e x i s t s , i t i s optimal so lut ion for FCNP, and otherwise FCNP i s 
i n f e a s i b l e . I f the candidate l i s t i s not empty, proceed t o Step 1. 
A.2 Detailed Description of Important Components 
The majority of the procedures included in the above algorithm 
are e i t h e r se l f - exp lanatory or documented in the main t e x t of t h i s d i s ­
s e r t a t i o n a t the points indicated by re ferences in the statement of the 
algorithm. However, c e r t a i n computational techniques not d i r e c t l y con­
nected with the theory of t h i s d i s s e r t a t i o n do require addi t iona l 
explanation. The following sub-sect ions provide such d e t a i l on f ive 
important components of the above algorithm. 
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A . 2 . 1 Generation of Random Problems 
The method used t o generate random problems a t Step Oa of the 
above algorithm i s a v a r i a t i o n of the scheme proposed by Klingman, 
Napier and Stutz in [ 7 2 ] . Input cards are read which specify c e r t a i n 
parameters of the desired network and a seed for a pseudo-random number 
generator . A FORTRAN rout ine then c r e a t e s a f eas ib l e network problem 
sat i s fy ing the s p e c i f i c a t i o n s in the input c a r d s . 
Spec i f ic items in the input card are defined in Table 13 . Before 
outl ining how these parameters are used t o c r e a t e a t e s t network prob­
lem, however, i t wi l l be useful to define the term random partitioning. 
A random p a r t i t i o n i n g of a given quantity in to sub-quant i t ies as soc ia ted 
with the elements of some f i n i t e se t i s achieved by 
1. Obtaining a p r o r a t a share by dividing the t o t a l quantity 
by the number of elements in the s e t . 
2. Randomly dividing the p r o r a t a share for each element of 
the se t into two p a r t s , one added t o the sub-quantity 
for t h a t element and the other added to the sub-quantity 
for a randomly chosen element. 
3 . Adding any remaining part of the t o t a l quantity due t o 
rounding in previous steps t o the sub-quantity for a 
randomly chosen element. 
With t h i s de f in i t ion and the parameters of Table 1 3 , the problem 
generating rout ine can be outl ined as shown below. Costs for generated 
a r c s are ca l cu la ted as spec i f ied in Table 1 4 . 
Step i . Randomly p a r t i t i o n the t o t a l supply over a l l sources 
(pure and transshipment source nodes) . 
Step i i . I f any pure t r a n s p o r t a t i o n nodes are t o be included, 
randomly p a r t i t i o n them over a l l sources . 
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Table 13 . Input Parameters for Problem Generation 
Parameter Name Definition 
Problem type Whether the problem i s a general f ixed charge 
network problem, a f ixed charge t r a n s p o r t a ­
t ion problem, or a warehouse l oca t ion problem. 
Pure sources The number of nodes which are t o be pure 
sources or supply po ints . 
Pure sinks The number of nodes which are t o be pure sinks 
or demand po ints . 
Transshipment sources The number of nodes which are t o be both sup­
ply points and transshipment po ints . 
Transshipment sinks The number of nodes which are t o be both 
demand points and transshipment po ints . 
Pure transshipment The number of nodes which are t o be purely 
transshipment po ints . 
Arcs The t o t a l number of a r c s in the network. 
Fixed charge arcs The t o t a l number of a r c s with fixed charges 
in the network. 
Variable cost The upper and lower l imi t s on .var iab le c o s t s 
for a r c s in the network. 
Prorata fixed cost range The upper and lower l imi t s on p r o r a t a f ixed 
cos t s for fixed charge a r c s in the network. 
Upper bound range The upper and lower l imi t s on upper bounds 
for a r c s in the network. 
Total supply The t o t a l supply for a l l sources in the 
network. 
Percent excess supply The f r a c t i o n by which t o t a l demand i s l e s s 
than t o t a l supply. 
Seed The seed for the pseudo-random number 
generator of the generating r o u t i n e . 
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Table 14 . Cost Calculat ions for Generated Arcs 
Arc Type Problem Case Variable Cost 
Pro Rata 
Fixed Cost 1 
Super-source to 
source 
General FCNP, f ixed charge 





General FCNP, non-fixed 




Fixed charge t r a n s p o r t a ­
t ion problem 
0 None 




All cases 0 None 
Super-sink to 
super-source 
All cases 0 None 
Non-circularizing General FCNP, f ixed charge 





General FCNP, non-fixed 




Fixed charge t r a n s p o r t a ­





Warehouse loca t ion problem Random within 
input range 
None 
Note tha t pro r a t a , not f u l l f ixed c o s t s are generated. Thus 
the f u l l f ixed charge on a given a r c i s c o r r e l a t e d with i t s upper bound. 
In general, f ixed charge network problems, i t i s randomly decided 
whether or not an a r c should have a f ixed charge according t o the aver ­
age density of f ixed charge a r c s implied by input parameters . 
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Step i i i . Create a r c s t o make a chain between each source and 
any pure transshipment nodes a l l o c a t e d t o i t . Lower bounds for the a r c s 
are zero , and upper bounds are assigned by the formula 
upper _ flower l imit on upper supply a l l o c a t e d ] 
bound ^bounds speci f ied on input' t o t h i s chain f 
I f no pure-transshipment nodes are assigned t o a given source i t s chain 
cons i s t s so le ly of the supply node i t s e l f . 
Step iv. Connect each chain t o a randomly chosen se t of sinks 
(pure and transshipment sink nodes) . Bounds for such a r c s are assigned 
e x a c t l y as in Step i i i . 
Step v. Calculate the preliminary demands for each sink by 
randomly par t i t i on ing the supply on each chain over the sinks connected 
t o the chain. 
Step vi. I f t o t a l supply i s not t o equal t o t a l demand, reduce 
the ca l cu la ted demand at each sink by an amount equal t o the percentage 
of excess spec i f ied on input. 
Step vii. Build c i r c u l a r i z i n g a r c s connecting each source t o a 
super-source , each sink t o a super-s ink, and the super-sink t o the 
super-source . Bounds on these a r c s are given by 
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lower 
bound = < 
0 i f a r c connects super-source t o source 
Demand . . . . . . . i f a r c connects sink to super-sink at sink r 











i f a r c connects super-source t o source 
i f a r c connects sink t o super-sink 
i f a r c connects super-sink t o super-
source . 
Step viii. Build the remaining f ixed charge and non-fixed charge 
arcs required t o reach the t o t a l numbers speci f ied on input. Lower 
bounds are 0 , and upper bounds are chosen randomly within the range 
spec i f ied on input. 
Step ix. I f the problem i s a t r a n s p o r t a t i o n problem or a ware­
house locat ion problem, rev i s e the upper bounds on a r c s connecting 
sources t o sinks t o conform t o the formula 
upper = m i n J supply at 
bound a r c ' s source 
demand a t 1 
a r c ' s s i n k J 
A.2 .2 Solution of Network Problems 
The continuous network problems RNP and RNPC in the algorithm of 
Section A . l were solved by a primal Simplex procedure which takes advan­
tage of the rooted spanning f o r e s t representa t ion of a b a s i s . In 
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addit ion t o the concepts presented in Sect ion M-.l, the important 
t h e o r e t i c a l r e s u l t on which the procedure i s based i s t h a t i t i s only 
necessary to change ir(n) and bas is labe ls in the part of the bas i s 
f o r e s t above the outgoing a r c t o execute a Simplex p ivot . For a proof 
of t h i s r e s u l t see Langley [ 7 5 ] . 
Table 15 presents the information s tored about each a r c and each 
node. Using t h i s information, a Simplex procedure for RNP or RNPc can 
be outl ined as follows: 
Step i. Create an i n i t i a l bas ic so lut ion by s e t t i n g the flow on 
each a r c equal t o i t s lower bound and introducing an a r t i f i c i a l a r c t o 
balance flows a t each node. A r t i f i c i a l a r c s are t r e a t e d as having the 
very large pos i t i ve cos t m. Next, go t o Step i i . 
Step i i . Search a l l nonbasic a r c s u n t i l one i s located which i s 
lower-bounded with negative adjusted cos t or upper-bounded with p o s i t i v e 
adjusted c o s t . I f no such a r c i s found, s top; the algorithm i s com­
ple ted . Otherwise define the located a r c to be the incoming arc for 
the current Simplex p ivot . 
Step i i i . Use the down node and down a r c labe l s t o search down 
from both ends of the incoming a r c u n t i l the cyc l e formed in the bas i s 
f o r e s t by the incoming a r c has been ident i f i ed . Define the forward 
d i r e c t i o n around t h i s c y c l e as the d i r e c t i o n of flow on the a r c , i f the 
a r c i s lower-bounded, and the opposing d i r e c t i o n i f the a r c i s upper-
bounded. Choose as the outgoing arc for t h i s Simplex pivot the b a s i c 
a r c in t h i s cyc l e which allows the minimum flow change where permiss ible 
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Table 15 . Information Stored for Network Algorithm 
Name 
Associated 
With Definit ion 
Begin node a r c s The number of the node where the a r c 
begins. 
End node a r c s The number of the node where the a r c ends. 
Lower bound a r c s The lower bound on flow on the a r c . 
Upper bound a r c s The upper bound on flow on the a r c . 
Fixed cost a r c s The pro r a t a f ixed charge a s soc ia ted with 
the a r c . 
Variable cost a r c s The var iab le cos t a s soc ia ted with the a r c . 
Flow a r c s The current flow on the a r c . 
Basis status a r c s Whether the a r c i s c u r r e n t l y b a s i c , non-
b a s i c lower-bounded or nonbasic upper-
bounded. 
Down node (6(n)J nodes The number of the node Immediately below 
the labeled node in the bas i s f o r e s t 
(0 i f none). 
Up node (y (n) ) nodes The number of a node immediately above the 
labeled node in the bas i s f o r e s t (0 i f 
none). 
Right node (y(n)) nodes The number of another node sharing the same 
down node with the labeled node (0 i f none). 
Down arc ( a (n ) ) nodes The number of the a r c connecting the 
labeled node t o i t s down node. 
Dual variable 
(*(n) ) 
nodes The current value of the dual mul t ip l i er 
for the labeled node. 
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change for a r c s in the forward d i r e c t i o n i s the d i f ference of t h e i r up­
per bounds and t h e i r current flows, and permissible change for a r c s in 
the reverse d i r e c t i o n i s the d i f ference of t h e i r current flows and 
t h e i r lower bound.s. I f no such a r c e x i s t s because the flow change 
around the c y c l e i s u n r e s t r i c t e d , s top; the current problem i s unbounded. 
Otherwise, go t o Step i v . 
Step iv. Use the down node, up node and r i g h t node labe l s t o 
search through the part of the t r e e above the outgoing a r c and r e v i s e 
bas is labe l s as required to "disconnect" t h i s part of the fore s t a t the 
outgoing a r c and "connect" i t a t the incoming a r c . Then go t o Step v. 
Step V. Use the revised bas i s labe ls t o search the part of the 
f o r e s t previously above the outgoing a r c and r e v i s e the dual var iab les 
Tr(n) as required t o r e s t o r e complementary s lackness , i . e . as required t o 
make adjusted cos t s equal t o zero along a l l bas i c a r c s . Then go t o 
Step i i . 
A .2 .3 R e s t a r t of the Network Algorithm 
Execution of an algorithm l ike the one presented in Sect ion A . l 
requires so lut ion of many reduced problems RNP^ derived from candidate 
problems FCNPc. Recognizing that each FCNPc i s merely FCNP with the 
values of some y.. constrained t o p a r t i c u l a r va lues , the s t r a t e g y of 
beginning the so lut ion of each FCNPc from the optimal so lut ion to FCNP 
was adopted for the computational experimentation of t h i s d i s s e r t a t i o n . 
To see how t h i s can be accomplished with the reduced problems 
RNP , r e c a l l that the cos t c o e f f i c i e n t s c . . on var iab le s with fixed c 1 3 
charges include two components. S p e c i f i c a l l y , 
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C, . = V . + c . 
where v. = the var iab le cost on the a r c assoc ia ted with x n . . 
D ID 
c . = the pro r a t a f ixed cost on the a r c assoc ia ted with x n . S3 * I 3 
Thus, when a given y . i s f ixed in FCNP these c o e f f i c i e n t s can be 
3 c 
represented by 
v. + m i f y . i s f ixed a t 0 
'v. + 0 i f y . i s f ixed a t un . , 
k D JD ID 
where m i s a very large constant . Moreover, t h i s representa t ion implies 
that only the objec t ive function changes when RNP i s replaced by RNP c > 
Thus, the optimal bas i c so lut ion to RNP i s a bas i c f eas ib l e solut ion t o 
RNP . 
c 
In p a r t i c u l a r , the above observations demonstrate t h a t the o p t i ­
mal flows and bas i s f o r e s t from RNP may be used as a s t a r t i n g point for 
RNP .̂ However, the dual so lut ion defined by the 7r(n) labe l s must be 
changed t o obtain complementary s lackness for the s t a r t i n g network of 
RNP^, i . e . t o make the adjusted c o s t s of a l l bas i c a r c s equal t o 0. 
Thus, the procedure adopted for t h i s d i s s e r t a t i o n saves a l l flows and 
bas i s labels a t Step Ob of Algorithm A . l , but s t a r t i n g fr(n) are r e c a l c u ­
la ted for each RNP . The d e t a i l s of Step 2a in Algorithm A . l can be 
s ta t ed as follows: 
Step i . Restore a l l a r c flows and bas i s labels t o t h e i r optimal 
RNP s t a t u s and determine c^ for RNP .̂ Then go t o Step i i . 
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Step i i . I f a l l t r e e s in the RNPC bas is f o r e s t have been 
labe led , s top; the algorithm i s completed. Otherwise, l o c a t e the next 
unlabeled t r e e , and l e t n = the node number of i t s base . Next, s e t 
•rr(n) = m and go t o Step i i i . 
Step i i i . Proceed up by l e t t i n g n' = y ( n ) . I f n' = 0 , go t o 
Step iv . Otherwise, set 
•rr(n) + the cost of a (n ' ) i f a (n ' ) i s or iented 
away from the base 
of the t r e e . 
Tr(n') = <| 
7r(n) - the cos t of a ( n ' ) i f a ( n ' ) i s oriented 
I toward the base of 
( the t r e e . 
Next, s e t n = n' and repeat Step i i i . 
Step iv. Proceed r i g h t by l e t t i n g n' = y(n). I f n' = 0 , go t o 
Step v. Otherwise, s e t 
ir(n») = < 
^[fiCn')] + the cos t of c t (n f ) i f a ( n ' ) i s or iented 
away from the base 
of the t r e e . 
•m^Cn')) - the cos t of a ( n ' ) i f a ( n ' ) i s or iented 
toward the base of 
the t r e e . 
Next, se t n = n' and go t o Step i i i . 
Step v. Proceed down by l e t t i n g n f = 6 ( n ) . I f n' i s the base of 
the current t r e e , go to Step i i . Otherwise, s e t n = n' and go t o Step 
iv. 
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A. 2 . 4 Handling a.nd Storage of the Candidate L i s t 
In order t o e f f i c i e n t l y s t o r e the possibly l arge number of candi­
date problems awaiting inves t iga t ion a t various times in the execution 
of the algorithm of Section A . l , a doubly chained l i s t technique was 
adopted. More s p e c i f i c a l l y , the port ion of core s torage a l l o c a t e d for 
candidate problems was divided into seven-word segments packed on a 
b i t - b y - b i t bas is with the items l i s t e d in Table 16 . 
Table 16 . Items Stored on Candidate Problems 
Item Name Definition 
Chain successor pointer The number of the next segment in the chain t o 
which t h i s candidate l i s t a r e a segment c u r ­
r e n t l y belongs. 
Cost bound The best ava i lab le lower bound on the value of 
any completion of the problem stored in t h i s 
segment of the candidate l i s t a r e a . 
Variable fixed statuses Ind icators for each i = l , 2 , . . . , n - L of whether 
y^ i s f ixed at value 0 , f ixed a t value u ^ o r 
free in the problem stored in t h i s segment of 
the candidate l i s t a r e a . 
At any point in the so lut ion of a problem, these segments were connected 
in two chained l i s t s . The f i r s t connected the segments containing 
information about candidate problems which were s t i l l members of the 
candidate l i s t . These segments were linked in ascending order of cos t 
bound. The second chained l i s t connected segments of the candidate l i s t 
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area in core which were ava i lab le for s torage of newly created candidate 
problems. 
In order to fu l ly explain the handling of these l i s t s , define the 
following v a r i a b l e s : 
b = the segment number of the pending candidate problem 
with the lowest cos t bound. 
t = the segment number of the pending candidate problem 
with the highest cos t bound. 
n = the segment number of the next segment ava i lab le for 
a newly created candidate . 
3(k) = the cos t bound of the problem in segment number k. 
ip(k) = the chain successor pointer of segment: number k. 
The following sec t ions describe the processing of these var iab le s a t 
each re levant step of the algorithm of Section A . l . 
A . 2 . 4 . 1 I n i t i a l i z a t i o n at Step 0 c . The steps in i n i t i a l i z i n g 
the candidate l i s t chains a Step 0c are the following: 
Step i. Set \l>(k) = k + 1 for a l l segments k in the candidate 
l i s t area of core memory. 
Step i i . Place the problem FCNP in segment number one of the 
candidate l i s t a r e a , and s e t b = t = l , n = 2 . 
A . 2 . 4 . 2 Select ing a t Step 1. Because the candidate l i s t chain 
i s in sequence by cos t bound, the candidate problem se l ec ted for inves­
t i g a t i o n i s always the one stored in segment b. 
A . 2 . 4 . 3 Testing for Fathoming a t Step 4a . The t e s t of whether 
a new incumbent so lut ion i s as low as any member of the candidate l i s t 
i s merely t o check i f 3 ( t ) ^ v*. 
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A. 2 . 4 . 4 Eliminating Candidates a t Step 4b. I f a t l e a s t one 
candidate can be eliminated because i t s cos t bound i s as large as the 
new incumbent solut ion value , the following procedure i s used t o update 
the candidate l i s t area chains . 
Step i. Let k = b ( i . e . the segment number of the problem which 
jus t produced a new incumbent s o l u t i o n ) . Then, go t o Step i i . 
Step i i . Advance up the candidate chain by l e t t i n g k ? = k, 
k = i^(k') . I f $(k) t. v*, the desired break point in the chain has been 
reached, so proceed to Step i i i . Otherwise, repeat Step i i . 
Step i i i . Transfer a l l segments above k' in the candidate chain 
t o the ava i lab le segments chain by s e t t ing ip("t) = n and n = k. Next, 
make k ? the new end of the candidate chain by s e t t i n g t = k ' . Then 
s top; the chain update i s completed. 
A . 2 . 4 . 5 Adding Candidates a t Step 7. The steps for replac ing 
the current candidate problem with two new candidates are as f o l l o w s : 
Step i . Let i^ = b and s t o r e information about the new candidate 
with the lower cos t bound in segment i^. Next, l e t i ' = n and s t o r e in­
formation about the new candidate with the higher cos t bound in segment 
i^. Then update pointers by s e t t i n g b = ip(b), n = ip(n), and go t o Step 
i i . 
Step i i . Let k = b. I f the new $ ( i ^ ) ^ 3 (b) i n s e r t i^ a t the 
bottom of the candidate chain by s e t t i n g i K i ^ ) = b 9 b = i^ 9 a n d g° to 
Step v. Otherwise, go to Step i i i . 
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Step i i i . Advance up the candidate chain by s e t t i n g k' = k, 
k = i/j(k'). I f 3 (k ) ^ 3 ( i j _ ) , go to Step iv and i n s e r t i in the candi­
date chain. Otherwise, repeat Step i i i . 
Step iv. Inser t i^ in the candidate chain by s e t t i n g \b(i^) = k, 
i[j(k') = i . Then l e t k 1 = i and go to Step v i . 
Step v. I f the new 3 ( i 2 ) - 3 (b ) i n s e r t a t the bottom of the 
candidate chain by s e t t ing ip(±2) = b , b = i , and s top; the procedure i s 
complete. Otherwise, go t o Step v i . 
Step vi. I f 3 (k ) > 3 ( i 2 ) go "to Step v i i and i n s e r t i in the 
candidate chain. Otherwise, advance up the candidate chain by s e t t i n g 
k 1 = k, k = ijj(k') and repeat Step v i . 
Step vii. Inser t i^ in the candidate chain by s e t t i n g tyii^ = 
k, ip(k') = i 2 ' . Then, s top; the procedure i s complete. 
A . 2 . 4 . 6 Fathoming a t Step 8. Removal of a candidate from future 
cons iderat ion requires removing b from the candidate chain and placing 
i t in the ava i lab le segment chain by s e t t i n g k = b , b = i^(b), \\i(k) = n, 
and n = k. 
A . 2 . 5 Solving Two-Row Problems E 0 P ( i , j ) 
Though considerably more complicated than the one-row c a s e , two-
row l i n e a r programs derived from the penalty problems E 0 P ( i , j ) can be 
solved by an extension of the minimum r a t i o approach for one-row l i n e a r 
knapsack problems when the cons tra in t matr ices are t o t a l l y unimodular. 
Reca l l from Corol lary 4 . 3 . 2 . 2 tha t t o t a l unimodularity implies only c e r ­
t a i n combinations of columns can appear in two-row group-re lated 
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T T 
problems. E i ther columns of the form ( + 1 , - 1 ) and ( ~ 1 , + 1 ) , or columns 
T T 
of the form ( + 1 , + 1 ) and ( - 1 , - 1 ) may be present in a problem, but not 
both. Thus three possible cases can occur . E i ther no columns have two 
non-zero entries . , or columns with two non-zero e n t r i e s have e n t r i e s of 
l ike s ign , or columns with two non-zero e n t r i e s have e n t r i e s of opposing 
s ign. 
Suppose functions e ( i , j , z ) are defined from two-row problems 
E 0 P ( i , j ) so tha t for example 
e ( i , j , z ) = ( z ) 
minimum cost c o e f f i c i e n t in the 
group objec t ive function for a 
column having a +1 in row i and 
[a - 1 in row j of E 0 P ( i , j ) . 
Then the value of a solut ion t o E 0 P ( i , j ) and the as soc ia ted pena l t i e s 
p ^ ( i , j ) , p ^ ( i , j ) , p ^ ( i , j ) , and p ^ ( i , j ) can be obtained for the three 
cases by the expressions given below. 
A . 2 . 5 . 1 Case of No Columns with Two Non-Zero Coef f i c i en t s . 
v ( E 0 P ( i , j ) ) = v(FCNP) + m i n { p ° ( i , j ) , p ° ( i , j ) , p ^ ( i , j ) , p | j ( i , j ) } 
where 
P D ( i ,n) = e Q ( i , : , y i ) + e + ( i , ] , y . ) 
p y d , : ) = e 0 d , : , y i ) + e _ d , : . u ^ - y ^ ) 
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P ^ ( i , j ) = e 0 ( i , j .u.^-y.jj + e ° _ ( i , j , y j ) 
A . 2 . 5 . 2 Case of Columns with Coef f ic ients of Like Sign, 
v ( E 0 P ( i , j ) ) = v(FCNP) + m i n { p ° ( i , j ) , p ° ( i , j ) , p ^ ( i , j ) , p ^ ( i , j ) } 
where 
p ( i , j ) = min <j 
e Q ( i , j , Y i ) + £ ° ( i , j , y J 
e ^ ( i , j , m i n { y i S y + e j ( i , j ,max{0 ,yj.-y^. } ) 
+ e ° ( i , j , m a x { 0 , y ^ - y i > ) 
e * ( i , j , m a x { y i , y ^ } ) + e Q ( i , j ,max{0 . Y j ^ } ) 
+ e ° ( i , j .maxCO^-y } ) 
Pyd.D ) 
= mm < 
+ / . • - X 0 , . . - x 
e ^ ( i , j , y i ) + € ° ( i , j , u 1 j - y j + y i ) 
c j^ j .u^ -y . ) + c + U.j^.-y.+y.) 
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P D ( i , : ) 
mm <j 
e o ( i ' j ' u i i - y i ) + 
< d , j , y . ) + c - C i J ^ ^ - y . + y . ) 
e ' d . j . u ^ - y ^ + e ° r i , j , u l L - y i + y ) 
= min < 
€ o ( i * j ' u i i - y i ) +
 e - ( u i rV 
e~ ( i , j , m i n { u l i - y i » u X j - y j > ) + € q ( 1 > 3 ,max{0 ̂ j ^ y i " ^ - ^ j * > 
+ e ° ( i , j , m a x { 0 , u 1 ^ . - y ^ - u l i - y i > ) 
e ~ ( i , j , m a x { u l i - y i , y 1 ^ - y } ) + e * { i , j , m a x { 0 ^ ^ - y ^ - u ^ y ^ } ) 
+ € + ( i , j 9 m a x { 0 , u l i - y i - u 1 j + y j }) 
A . 2 . 5 . 3 Case of Columns with Coeff ic ients of Opposite Signs 
v ( E 0 P ( i , j ) ] = v(FCNP) + m i n { p ° ( i , j ) , p ° ( i , j ) , p ^ ( i , j ) , p ^ ( i , j ) } 
where 
P D ( i , : ) 
mm < 
+ , . . - * 0,. . - . 
C q C i , ] ^ ) + e + ( i , : , y . ) 
0, e _ ( i , j , y i ) + e + ( i , j , y i + y j 
j ,yj ) + € ^ ( 1 , : , ^ + ^ ) 
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D , . 
= M I N < 
*--Q(i,i,yL) + €_(!,:,u .-Vj) 
c ^ ( i , j , m i n { y i , y 1 j - y J ) + e * ( i , j , m a x { 0 ^ - u ^ + y ^ } ) 
0, + e _ ( i , j ^ a x i O ^ ^ - y ^ - y ^ ) 
e ^ ( i , j , m a x { y i , u l j - y } ) + e ~ ( i , j ,max{0 ^ ^ - y ^ - y ^ ) 
+ e ° ( i , j , m a x { 0 , y i - u 1 j + y J ) 
P N D , : ) = M I N S 
0 , -
e o ( i ' j ' u i i - y i ) + e + ( y j } 
e + ( i , j , m i n { u l i - y i , y ^ } ) + e Q ( i , j ,max{0 . u ^ - y ^ y . . } ) 
+ e ° ( i , j , m a x { 0 , y ^ - u l i + y i } ) 
e ~ ( i , j , m a x { u l i - y i , y } ) + e * ( i , j , m a x { 0 , y \ - u l i + y i } ) 
+ e ° ( i , j , m a x { 0 , u l i - y i - y J ) 
P Y D , 3 ) 
€ 0 ( i , ^ , U l i " y i ) + e - ( i ' J ' U l j " y j ) 
= min < U + ( i , j , u . .-y . ) + e . ( i , j , u n . - y , + u . . - y . ) 
C ; ( I , J , U U - Y . ) + C ° ( I , I , U U - Y . T U L F Y . ) 
A. 3 Computational Notes 
As a by-product of the experiments reported in Chapter V I I , 
information about the computational e f f ec t iveness of some of the above 
techniques was compiled. The following sec t ions b r i e f l y analyze t h i s 
information. 
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A . 3 . 1 Ef fec t of Macro-Node Analysis 
In Step 5d of Algorithm A. l a l l a r c s were eliminated from penalty 
problems i f they connected two nodes in the same macro-node. Results 
for the three main experiments reported in Chapter VII show that t h i s 
t e s t el iminated from considerat ion an average of 64 per cent of the 
var iab les in group problems for general FCNP's, 39 per cent of the v a r i ­
ables for fixed charge t r a n s p o r t a t i o n problems, and 33 per cent of the 
var iab le s for warehouse l oca t ion problems. Thus a considerable reduc­
t ion in the computcitional e f f o r t required t o solve one and two-row 
penalty problems was obtained through macro-node a n a l y s i s . 
A .3 .2 Ef f ic iency of Res tar t Procedure 
The r e s t a r t procedure described in Section A.2 .3 proceeds by 
s t a r t i n g the so lut ion of each problem RNPc from the optimal so lut ion t o 
RNP. Results from the p r i n c i p a l experiments described in Chapter VII 
showed a considerable savings in computation resu l ted from t h i s proce ­
dure. RNP's assoc ia ted with general FCNP's required an average of 223 
pivots t o reach opt imal i ty , yet the r e s t a r t e d problems RNPc required an 
average of only 26 pivots t o reach opt imal i ty . S imi lar ly , RNP's a s s o ­
c ia t ed with fixed charge t r a n s p o r t a t i o n problems required an average of 
114 p i v o t s , while corresponding RNP^/s solved in an average of 16 
p i v o t s , and RNP's assoc ia ted with warehouse l oca t ion problems required 
an average of 291 p i v o t s , while corresponding RNP^'s solved in an a v e r ­
age of 25 p ivo t s . 
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A.3 .3 Size of the Candidate L i s t 
I t i s often suggested tha t the candidate l i s t approach de ta i l ed 
in Section A . 2 . 4 requires too much computer s torage t o be f eas ib l e for 
l a r g e problems. I f a very large number of candidate problems had t o be 
simultaneously s t o r e d , t h i s c r i t i c i s m would be v a l i d . However, r e s u l t s 
for the main experiments described in Chapter VII show t h a t no more than 
26 problems were ever in a candidate l i s t for general FCNP's, and t h a t 
s imi lar maximums for f ixed charge t r a n s p o r t a t i o n problems and warehouse 
l oca t ion problems were 733 and 510 , r e s p e c t i v e l y . Thus i t appears t h a t 
candidate l i s t s required for r e l a t i v e l y l arge FCNP's a r e well within the 
s torage c a p a b i l i t i e s of modern s c i e n t i f i c computers. 
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APPENDIX B 
GROUP PROBLEMS WITH GENERAL UPPER AND LOWER BOUNDS 
The linear mixed-integer program with general upper and lower 
bounds can be formulated 
T T 
min
 cJ_XJ_ + C 2 X 2 ( B " D 
s . t . A x + A 2 x 2 = b ( B - 2 ) 
(MIP) u l " x l ~
 ll (B"3) 
u 2 > x 2 > i 2 ( B - 4 ) 
= 0 mod w, ( B - 5 ) 
where c ^ , u 9 I 9 w and x^ are n^-vec tors , c 2 , u 2 , Z^ and x 2 are n 2 ~ 
v e c t o r s , b i s an m-vector , A i s an m by n-^-matrix, A 2 i s an m by n 2 
m a t r i x , and ^ J 1 - ^ = 0 m o d w « Gomory and Johnson [ 4 0 , 4 1 , 4 2 , 4 3 , 4 4 , 6 5 ] 
have derived a number of important proper t i e s for a group problem a s s o ­
c i a t e d with MIP in the case of w = 1 , u^ and u 2 i n f i n i t e , Z^ and Z^ 
zero . In t h i s Appendix, t h e i r der ivat ion w i l l be extended to the case 
of any MIP. Al l notat ion i s as defined in Sect ion 1 .4 unless otherwise 
noted. 
For a mixed-integer program in non-negative var iab le s Gomory and 
Johnson derive the group problem by the following s teps : 
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1 . Solve the r e l a x a t i o n of the problem obtained by-
ignoring i n t e g r a l i t y c o n s t r a i n t s . 
2 . Represent the bas i c var iab les in the optimal so lut ion 
of the re laxed problem in terms of the nonbasic v a r i ­
ables by using the optimal standard Simplex tableau . 
3. Use t h i s representat ion t o r e s t a t e the objec t ive 
function e n t i r e l y in terms of the nonbasic v a r i a b l e s . 
4 . Re-impose the i n t e g r a l i t y c o n s t r a i n t s d i r e c t l y on the 
nonbasic v a r i a b l e s , and i n d i r e c t l y on the bas i c v a r i ­
ables through t h e i r representa t ion in terms of the 
nonbasic v a r i a b l e s . 
5. Relax non-negativi ty requirements on a l l b a s i c v a r i a b l e s . 
Suppose now t h a t the continuous r e l a x a t i o n of MIP, i . e . MIP, i s 
solved by a bounded Simplex procedure. In order t o derive the group 
problem for MIP i t i s necessary t o find a procedure l ike the one above 
to obtain a problem which minimizes a revised objec t ive function subject 
to equivalent forms of the congruence c o n s t r a i n t s ( B - 5 ) , and nonnega-
t i v i t y on var iab le s nonbasic in the optimal MIP so lut ion . 
In terms of the optimal bounded Simplex tableau for MIP, the 
B B 





r T L L 7U U -L L r-U-U = b - A 1 x 1 - A ^ - A 2 x 2 - A 2 x 2 . ( B - 6 ) 
B B 
Thus, i f the dimension of x^ i s k , an equivalent form of the par t of 
( B - 5 ) r e f e r r i n g t o x i s given by 
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B mod w' 
B ( B - 7 ) 
Also, the remainder of ( B - 5 ) i s given by 
L 
1 
0 mod w and x n = 0 mod w 
U ( B - 8 ) x 
Reca l l that applying the bounded Simplex procedure to a given 
problem i s equivalent t o applying the ordinary Simplex procedure t o the 
expanded problem obtained by t r e a t i n g the bound c o n s t r a i n t s as par t of 
the main c o n s t r a i n t s , l e t t i n g the decis ion var iab le s be u n r e s t r i c t e d in 
s ign , and adding two non-negative s lack var iab le s for each decis ion 
variable."'" One s lack measures the absolute d i f ference between the v a r i ­
able and i t s upper bound, and the other measures the absolute d i f ference 
between the var iab le and i t s lower bound. In t h i s expanded problem, the 
decis ion var iab le s are always b a s i c , and the s lacks a r e bas i s or non-
b a s i c according t o the following r u l e s : 
1 . I f the decis ion var iab le was bas i c in the bounded 
Simplex so lu t ion , both the bound s lack assoc ia ted 
with i t s lower bound and the bound s lack assoc ia ted 
with i t s upper bound are bas i c in the f u l l Simplex 
so lut ion . 
2. I f the decis ion var iab le was nonbasic lower-bounded in 
the bounded Simplex so lu t ion , the bound s lack a s s o ­
c ia t ed with i t s lower bound i s nonbasic a t value 0 , 
and the bound s lack as soc ia ted with i t s upper bound 
i s bas i c in the f u l l Simplex so lut ion . 
3 . I f the decis ion var iab le was nonbasic upper-bounded 
in the bounded Simplex so lu t ion , the bound s lack 
See for example Hadley [ 4 8 , Sect ion 1 1 . 7 ] . 
2 1 4 
assoc iated with i t s upper bound i s nonbasic a t value 
0 and the bound s lack assoc ia ted with i t s lower bound 
i s bas ic in the f u l l Simplex so lut ion . 
Let the nonbasic bound s lacks for such cases in MIP be defined as 
follows: 
L L L U U U , 
Ax = x - * Ax = u - x ( B - 9 ) 
Ax^ = x^ - lh Ax^ = - xjj. ( B - 1 0 ) 
Then an equivalent form of ( B - 7 ) and ( B - 8 ) i s given in terms of these 
non-negative nonbasic var iab les by 
[ A ^ ( A x ^ ^ ) + A^(u^-Ax^) + A ^ ( A x ^ ^ ) + A ^ u ^ - A x ^ ] ^ = [ b ] ^ mod wB ( B - l l ) 
k k 
(Ax^+ic^) 5 0 mod wL and (u^-Ax^) = 0 mod wU. ( B - 1 2 ) 
Moving a l l constant terms to the right-hand side of ( B - l l ) y i e lds 
r - T L L - U A U T L A L 7 U A U - , 1 _ - B , B , „ 1 O X [A Ax - Aĵ Ax + A 2 Ax 2 - A 2 Ax 2 ] = x̂ ^ mod w . ( B - 1 3 ) 
k 
S imi lar ly , moving constant terms t o the r ight-hand side of ( B - 1 2 ) and 
r e c a l l i n g t h a t £^ = 0 mod ŵ  and u^ = 0 mod w^ y ie lds 
Ax^ = 0 mod wL Ax^ = 0 mod wU. ( B - 1 4 ) 
Thus the congruence c o n s t r a i n t s ( B - 5 ) can be equivalently represented in 
215 
terms of the non-negative nonbasic var iab le s defined in ( B - 9 ) and ( B - 1 0 ) 
by (B-13 ) and ( B - 1 4 ) . 
Proceeding in an e x a c t l y s imi lar way, the objec t ive function of 
MIP i s given in terms of the bounded Simplex nonbasic var iab le s by 
mm ( c ^ ) x1 + ( c ) x1 + ( c 2 > x 2 + ( c 2 ) x + z (B-15 ) 
where z i s the adjusted r ight-hand-s ide of the cos t row in the optimal 
bounded Simplex tableau for MIP. Subst i tut ing the def in i t ions ( B - 9 ) and 
(B-10 ) and simplifying y ie lds the equivalent form 
mm ( c ^ ) Ax - ( c ^ ) Ax x + ( c 2 > Ax 2 - ( c 2 ) Ax 2 + v(MIP). (B-16 ) 
Thus both the congruence c o n s t r a i n t s and the objec t ive function of MIP 
can be r e s t a t e d in terms of non-negative, nonbasic var iab les by using 
the nonbasic var iab les for the standard Simplex method in place of those 
for the bounded Simplex method. The remaining problem in reproducing 
Gomory and Johnson's der ivat ion i s to ident i fy which c o n s t r a i n t s are 
equivalent to non-negat ivi ty requirements on b a s i c var iab le s in the 
so lut ion of the ordinary Simplex method. Such c o n s t r a i n t s must be 
re laxed in formulating the group problem. 
By the r u l e s given above, the bas i c var iab le s for the f u l l Sim­
plex method include the two bound s lacks for any var iab le considered 
b a s i c in the bounded Simplex solut ion t o MIP, the upper bound s lacks for 
var iab le s considered lower-bounded in the bounded Simplex so lu t ion , and 
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the lower bound s lacks for any var iab le s considered upper-bounded in the 
bounded Simplex so lut ion . Thus non-negat ivi ty of the bas i c var iab le s in 
the f u l l so lut ion i s equivalent t o the o r i g i n a l c o n s t r a i n t s 
B B B B B B u > x > u„ > x„ > £, 
1 " 1 " 1 2 " 2 " 2 
L ^ L L ^ L 
U l " X l U 2 " X 2 
x U > £ U x U > £ L X l " *1 X 2 - *2 
Expressing these c o n s t r a i n t s in terms of the var iab le s defined in 







B N -B CM < 
A-̂ Ax + A-̂ Ax̂  T L L - U A U ^ A 2 Ax 2 + A 2 Ax 2 > 
( B - 1 7 ) 
( u j - ^ ) a A x J \ (u!jU!j|) > Ax^, ( u ^ ) > Axjj, ( u ^ ) > Ax^. ( B - 1 8 ) 
Thus, the c o n s t r a i n t s which must be re laxed in the group problem for 
MIP include upper and lower l imi t s on the var iab les considered b a s i c in 
the bounded Simplex so lu t ion , as well as upper l imi t s on the nonbasic 
s lack var iab les defined in ( B - 9 ) and ( B - 1 0 ) . 
In summary then, the group problem for MIP i s given by 
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,-L,T A L /-U.T. U A ,-L.T L ,-U,T A U ^ R T F = ^ . min ( c ) Ax - ( c ^ ) Ax 1 + ( c 2 ) Ax 2 - ( c 2 ) Ax 2 + v(MIP) 
_ R - L A L -U A U A L A L X U A U-,1 _ -B , B s . t . [A.Ax. - A..Ax. + A_Ax0 - A Ax.J = x. mod w 
1 1 1 1 2 2 2 2 . D 1 
k 
(GP(MIP)) 
Ax^ = 0 mod w^, Ax^ = 0 mod w^ 
. L . U . L » U _ Ax , Ax , A x 2 , Ax 2 > 0. 
GP(MIP) can be viewed as the problem of finding the minimum cost pertur­
bation of the optimal values of var iab le s considered nonbasic in the 
bounded Simplex solut ion of MIP which s a t i s f i e s a l l congruence con­
s t r a i n t s of MIP while conforming to lower bounds on var iab le s which 
were lower-bounded in the MIP solut ion and t o upper bounds on var iab le s 
which were upper-bounded in the MIP so lut ion . I f an optimal perturba­
t ion for GP(MIP) a l so s a t i s f i e s (B-17) and ( B - 1 8 ) , then the implied 
values of x^ and x 2 provide an optimal so lut ion t o MIP. 
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