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Summary. — Semiclassical methods are extremely valuable in the study of trans-
port and thermodynamical properties of ballistic microstructures. By expressing the
conductance in terms of classical trajectories, we demonstrate that quantum inter-
ference phenomena depend on the underlying classical dynamics of non-interacting
electrons. In particular, we are able to calculate the characteristic length of the bal-
listic conductance fluctuations and the weak localization peak in the case of chaotic
dynamics. Integrable cavities are not governed by single scales, but their non-generic
behavior can also be obtained from semiclassical expansions (over isolated trajec-
tories or families of trajectories, depending on the system). The magnetic response
of a microstructure is enhanced with respect to the bulk (Landau) susceptibility,
and the semiclassical approach shows that this enhancement is the largest for in-
tegrable geometries, due to the existence of families of periodic orbits. We show
how the semiclassical tool can be adapted to describe weak residual disorder, as
well as the effects of electron-electron interactions. The interaction contribution to
the magnetic susceptibility also depends on the nature of the classical dynamics
of non-interacting electrons, and is parametrically larger in the case of integrable
systems.
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1. – Introduction
The field of Quantum Chaos, whose recent developments are reviewed in this volume,
deals with general and fundamental questions, like the dependence of quantum properties
on the underlying classical dynamics of a physical system [1, 2, 3, 4]. Traditionally, there
have been few experimental systems (Rydberg atoms [5] and microwave cavities [6] among
them) where to perform measurements and test the theoretical ideas of Quantum Chaos.
In the last decade, low-temperature transport in mesoscopic semiconductor structures
was proposed and used as a new laboratory for studying Quantum Chaos [7, 8] and many
interesting concepts have been developed from such a connection [9, 10, 11, 12, 13, 14, 15].
The mesoscopic regime is attained in small condensed matter systems at sufficiently
low temperatures for the electrons to propagate coherently across the sample [16, 17, 18,
19]. The phase coherence of the electron wave-function is broken by an inelastic event
(coupling to an external environment, electron-phonon or electron-electron scattering,
etc) over a distance LΦ larger than the size of the system (a). In a more precise language,
we should not talk of electrons, which are strongly interacting, but of Landau quasipar-
ticles, which are the weakly interacting carriers (at low energies and small temperatures)
moving in a self consistent field. The quasiparticle lifetime gives the limitation on LΦ
arising from electron-electron interactions. Following the standard practice, we will refer
to the carriers as “electrons” and we will not distinguish between the electrostatically
imposed external potential and the self consistent field.
The view of a mesoscopic system as a single phase-coherent unit allows us to deal
with a one-particle problem, where the theoretical concepts of Quantum Chaos are more
simply applied. However, this simplistic approach does not describe the physical reality
completely since in real life LΦ is larger than a but never strictly infinite. The fact
that Mesoscopic Physics is not such an ideal laboratory for Quantum Chaos makes the
richness of their relationship. Mesoscopic systems are extremely useful to study the
interplay between quantum and classical mechanics, and at the same time, we can use this
interplay to test fundamental questions of Condensed Matter Physics, like decoherence,
dissipation and many-body effects.
Mesoscopic Physics was initially focused on disordered metals, where the classical
motion of electrons is a random walk between the impurities. The phase-coherence in
the multiple scattering of electrons gives rise to corrections to the classical (Drude) con-
ductance. The most studied quantum interference phenomena in disordered metals are
the Aharanov-Bohm oscillations of the conductance in multiply connected geometries,
the weak localization effect (a decrease in the average conductance around zero mag-
netic field), and the universal conductance fluctuations (reproducible fluctuations in the
conductance versus magnetic field or Fermi energy with rms of size of the order e2/h,
independent of the average conductance) [20]. A perturbative treatment of disorder,
followed by an average over impurity configurations, has provided the calculational tool
leading to the understanding of those phenomena [21]. The small parameter is kF l,
with kF = 2π/λF the Fermi wave-vector and l the elastic mean-free-path (i.e. the typ-
ical distance traveled by the electron between successive collision with the impurities).
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Mesoscopic disordered conductors are then characterized by λF ≪ l≪ a≪ LΦ.
It is in a “second generation” of mesoscopic systems, semiconductor microstructures,
that the connection with Quantum Chaos has been more successfully developed. Ex-
tremely pure semiconductor (GaAs/AlGaAs) heterostructures make it possible to create
a two-dimensional electron gas (2DEG) by quantizing the motion perpendicular to the
interphase [22]. Given the crystalline perfection and the fact that the dopants are away
from the plane of the carriers, an electron can travel a long distance before its initial
momentum is randomized. This typical distance, the transport mean-free-path lT , is
generally larger than the elastic mean-free-path (due to small-angle scattering [23]) and
it can achieve values of 5− 15µm.
Various techniques have been developed to produce a lateral confinement in the 2DEG
and define one-dimensional (quantum wires) and zero-dimensional (quantum boxes or
cavities) structures. Spatial resolutions of the order of a micron allow to define, at the
level of the 2DEG, mesoscopic structures smaller than the elastic mean-free-path, paving
the way to the ballistic regime [24, 25]. When a ≪ lT the classical motion of the two-
dimensional electrons is given by the collisions with the walls defining the cavity, with a
very small drift due to the weak impurity potential. We reserve the term of clean system
for the ideal case in which lT is strictly infinite, allowing us to completely ignore the
effects of disorder. In usual ballistic transport the disorder effects are very small, and
the distinction between ballistic and clean regimes is often skipped. On the other hand,
thermodynamical properties are more sensitive to the residual disorder, and we will show
in this work how to include such effects within a semiclassical approach. Changing the
shape of a clean cavity we can go from integrable to chaotic dynamics and study the
consequences at the quantum level.
It is important to realize that the constraints arising from the measurement limit the
type of problems to study. For instance, we cannot address one of the central questions
of Quantum Chaos, the relationship between the (short range) statistical properties of
the spectrum of a quantum system and the nature of the underlying classical dynamics
[26], since in the mesoscopic regime we do not have access to single-particle energies. We
do not deal with microscopic systems where the level spacing ∆ can become larger than
the temperature broadening kBT . The fruitful connection between Quantum Chaos and
Mesoscopic Physics has to be established from the observables that are accessible in the
laboratory.
The broad (long range) features of the density of states of a ballistic cavity can be
tested by the measurement of its magnetic susceptibility, which is a thermodynamical
property. This is a considerably difficult experiment due to the smallness of the orbital
response, thus only a few experimental results exist up to now [27, 28]. The physical
property of ballistic microstructures which is most easily measured is their electrical
resistance, and as a consequence, an important wealth of experimental results on ballistic
transport has been obtained in the last decade [8, 29, 30, 31, 32, 33, 34, 36, 37, 38, 39, 40].
In order to measure the electrical resistance we have to open the cavities, connecting them
to measuring devices that are necessarily macroscopic and can be thought as electron
reservoirs (Fig. 1). In the case of magnetization measurements we are dealing with a
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Fig. 1. – Typical ballistic cavity coupled to reservoirs characterized by chemical potentials µ1
and µ2.
closed system. In the transport experiments we have an open system with a continuous
spectrum. The experimental situation concerning the existing results is to be contrasted
with the theoretical one, since closed systems have traditionally captured most of the
attention in Quantum Chaos.
In this work we review the theory of both, open and closed ballistic microstructures,
in connection with the two types of cited experiments concerning transport and thermo-
dynamical properties. The unifying concept in our presentation is the use of semiclassical
approximations for the calculation of the quantum observables. The restriction to the
semiclassical tool is made in order to provide a pedagogical and consistent approach to
Mesoscopic Physics. Other techniques, like supersymmetry or random matrix theory
(reviewed in this volume [41, 42]) have also proven to be very helpful for understanding
mesoscopic systems.
Our aim is to present the semiclassical approach as a tool, showing its principles and
illustrating how it works in a few examples. It is expected that this introduction can
provide an entry point towards other applications of semiclassics in Mesoscopic Physics.
Semiclassical approaches were essential at the advent of Quantum Mechanics and have
ever since remained a privileged tool for developing our intuition on new problems and for
performing analytical calculations as well [4, 43]. The semiclassical approximation in one-
dimension is referred in standard textbooks as the WKB (Wentzel-Kramers-Brillouin)
method and allows to obtain closed expressions for eigenenergies and eigenfunctions.
The extension to higher dimensions is built from the Van Vleck approximation to the
propagator, expressed as a sum over classical trajectories, each of them associated with a
weight given by a stability prefactor and a phase depending on the classical action. The
consistent use of the stationary-phase method whenever an integral has to be evaluated
allows us to link classical mechanics with other quantum protagonists, like the Green
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function, the density of states, matrix elements, scattering amplitudes, etc. The depen-
dence of the properties of a quantum system on the underlying classical mechanics can
then be established, and this is why the semiclassical approach is so widely used in the
studies of Quantum Chaos.
For the usual densities of the 2DEG (3×1011 cm−2) the Fermi wave-lengths are of
the order of 40nm. The semiclassical approximation is therefore justified in the study of
mesoscopic ballistic cavities since λF ≪ a≪ lT ≪ LΦ.
The semiclassical expansions are well suited to study the nontrivial effect of small
perturbations. In this work we will often use the fact that a weak magnetic field can
be accounted for by attaching an extra phase to the action associated with each unper-
turbed trajectory. Other perturbations, like a smooth disordered potential or a change
in the Fermi energy can also be treated by this combination of semiclassics and classical
perturbation theory.
We remark that the use of semiclassical expansions that we do in the theory of meso-
scopic systems differs from that of Quantum Chaos. The finite values of LΦ and l,
that we emphasized above, and the thermal broadening due to the Fermi distribution
of electrons account for the fact that our semiclassical expansions are always cut off
after a certain typical trajectory length. This observation considerably simplifies our
calculations and keeps us away from the convergence problems that plague semiclassical
expansions. Moreover, in certain cases, like in the orbital magnetism of an integrable
structure, we arrive to a good physical understanding by only considering a few orbits.
As mentioned before, the first generation of mesoscopic systems, the disordered met-
als, have mainly been analyzed within diagrammatic perturbation theory. There has also
been semiclassical descriptions as a way of representing specific diagrams and providing
intuitive interpretations [44, 45]. For instance, it can be shown that the weak localization
effect arises from the constructive interference of time-reversed backscattering trajecto-
ries. Since the scattering centers of disorder metals (defects, impurities, interstitials,
etc) are of atomic dimensions the single scattering events have to be treated quantum
mechanically. Therefore the semiclassical description of disordered systems is a mixed
one, built from a classical propagation between quantum scatterings. Assuming that the
classical single scattering events have a random outcome and invoking an ensemble aver-
age, we are lead to a diffusive motion of electrons. The situation is then quite different
from that of ballistic systems, were the classical trajectories are completely determined
by the geometry and the dynamics can be chaotic or integrable depending on the shape
of the cavity. Also, the notion of impurity average, so crucial in disordered systems, is
usually replaced in the ballistic regime by averages over energy or over samples.
At this point it is useful to establish a further clarification concerning our use of
the term “semiclassics”. In Condensed Matter Physics the semiclassical model usually
describes the evolution of a wave-packet of Block electron levels by classical equations of
motion that take into account the band structure effects through the dispersion relations
[46]. Such a description allows the study of classical transport from the Boltzmann
equation and the determination of Fermi surfaces in metals. The periodic potential
of the crystal is included quantum mechanically, while the externally applied field is
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treated classically. The band structure effects in the 2DEG are extremely simple since
we are always restricted to the bottom of the conduction band, which can be taken as
parabolic with an effective mass m = 0.067me. For the usual Fermi wave-lengths of the
order of 40nm the electrons are distributed over many atomic sites, and as in standard
condensed matter textbooks we include the periodic potential through the dispersion
relation. However, we go beyond the classical description of electron propagation in the
applied field in order to incorporate the quantum interference effects.
This review article is organized as follows. In Sec. 2 we present the scattering ap-
proach to coherent transport and develop a semiclassical theory for conductance. The
conductance fluctuations [7, 47] and the weak localization effect [48] are studied with
the semiclassical tool and differences according to the nature of the underlying classical
dynamics are predicted. Sec. 3 deals with integrable cavities: the square, for which the
semiclassical expansions are organized in terms of families of trajectories [49] and the
circle, where the effects of diffraction and tunneling can be easily incorporated into the
semiclassical description [50]. Sec. 4 describes a few experimental results related with
the theories previously developed and discusses the relation of complementarity between
semiclassics and random matrix theory. In that section we also refer to the case of cavities
with mixed dynamics and the semiclassical approach to bulk conductivity.
The second part of this work is devoted to orbital magnetism. The magnetic suscep-
tibility of clean dots [51, 52] is calculated in Sec. 5. Sec. 6 studies weak-disorder effects
in ballistic cavities, and applies such a study to the magnetic response of semiconductor
microstructures [53]. In Sec. 7 we include the effects of electron-electron interaction in
the orbital response of quantum dots [54] summarizing the various contributions in dif-
ferent regimes and establishing a comparison with the existing experimental results. In
Sec. 8 we conclude with a summary of the strenghts and weakness of the semiclassical
approach in Mesoscopic Physics and we point at some open problems.
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2. – Quantum transport through classically chaotic cavities
Our understanding of quantum transport greatly owes to the Landauer-Bu¨ttiker ap-
proach of viewing conductance as a scattering problem [55, 56, 18, 19]. The interpretation
of conductance measurements in the ballistic regime from a Quantum Chaos point of view
will therefore involve the study of the quantum and classical mechanics of open systems.
In this section we describe some features of classical scattering relevant for quantum
conductance, we give a simple presentation of the Landauer-Bu¨ttiker formalism, and we
use semiclassical methods to relate classical and quantum properties of ballistic cavities.
2
.
1. Chaotic scattering. – The study of a physical system from the Quantum Chaos
point of view usually starts with its classical dynamics. In open systems, we have to
consider a classical scattering problem. The concept of chaos [57], developed for closed
systems, and related to the long-time properties of the trajectories, has to be re-examined
in open systems since the trajectories exit the scattering region after a finite amount of
time. We will not review the field of Chaotic Scattering [58, 59, 60], but only present the
minimal information needed to understand the quantum properties of ballistic cavities.
In this section we will mainly deal with chaotic dynamics, but not exclusively; some of
the results are general and independent of the dynamics. In addition, we will stress the
differences between chaotic and integrable cases.
The “transient chaos” of a scattering problem is characterized by the infinite set of
trajectories which stay in the scattering region forever. This set is constituted by the
periodic unstable orbits of the scattering region (the “strange repeller”) and their stable
manifold (the trajectories that converge to the previous ones in the infinite-time limit).
Chaotic scattering is obtained when the dynamics in the neighborhood of the repeller is
chaotic in the usual sense, and this set has a fractal dimension in the space of classical
trajectories. When an incoming particle enters the scattering region, it approaches the
strange repeller, bounces around close to this set for a while and it is eventually ejected
from the scattering region (if it did not have the right initial conditions to be trapped).
If we scan a set of scattering trajectories (say, we fix the initial position y at the left
entrance of the cavity of Fig. 1 and we vary the injection angle θ) studying the time τ
that the particle spends in the interaction region, we obtain a fractal curve for τ(θ). The
infinitely trapped trajectories give the divergences of τ(θ) and determine its self-similar
structure. The study of τ(θ) is a quick way to determine if our scattering is chaotic.
The rate at which particles escape from the scattering region (γ) results from a balance
between the rate in which nearby trajectories diverge away from the repeller (character-
ized by its largest Lyapunov exponent λ) and the rate at which the chaotic escaping
trajectories are folded back into the scattering region (depending on the density of the
repeller, that is measured by its fractal dimension d). More precisely, if we start (or inject)
particles in the scattering region, the survival probability at time τ will be P (τ) = e−γτ ,
with γ = λ(1 − d) [59, 60, 61]. The escape rate may be interpreted as the inverse of the
typical time spent by the particles in the scattering region.
In Fig. 2.a we show the length distribution (which in billiards is equivalent to the
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Fig. 2. – Classical distributions of length [(a),(c)] and effective area [(b),(d)] for the stadium
(solid line) and rectangular (dashed line) billiards. In the stadium both distributions are close
to exponential after a short transient region and are very different from the distributions for the
rectangle, which show the power-law behavior characteristic of non-chaotic systems. Different
power laws are indicated by dotted lines. In panel (c), the dash-dotted line is the two-particle
distribution of length differences (Eq. (2.42)). In (d) the dash-dotted line is the two-particle
distribution of area differences for transmitted particles (Eq. (2.43)). (A is the area of the cavity,
Ld is the direct length between the leads. From Ref. [10].)
length distribution) for a cavity with the shape of a stadium, and verify the exponential
law (solid line), P (L) = e−γclL (with γcl = γ/v and v the constant velocity of the
scattering particles). Our curve becomes ragged for large lengths due to the finite number
of particles that we are able to simulate. The exponential law sets in very fast, after a
length corresponding to a few bounces.
The appearance of a single scale is not surprising since in chaotic scattering the
particle moves ergodically over the whole energy surface while in the scattering region.
The value of the escape rate can be estimated from general arguments of ergodicity in
the case of chaotic cavities with small openings, where the typical trajectory bounces
around many times before it escapes [62]. Assuming that the instantaneous distribution
of trajectories is uniform on the energy surface, the escape rate is simply given by γ =
F/A, where F is the flux through the holes (equal to the size of the holes times v/π,
the factor of π comes from integration over the departing angles), A is the area of
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the two-dimensional scattering domain. In the case of small holes this simple estimate
reproduces remarkably well the escape rates obtained from the numerical determination
of the survival probability using classical trajectories.
Our interest in the escape rate is due to the fact that, as we will show in the sequel,
the energy scale of the conductance fluctuations is given by this classical quantity. In
addition, we will show that the conductance fluctuations as a function of magnetic field
are governed by the area distribution. Scattering trajectories are open, and therefore
do not have a well defined enclosed area. Instead, we define the “effective area” of a
trajectory s from the circulation of the vector potential along the path Cs. We assume a
perpendicular magnetic field B = Bzˆ generated by a vector potential A, and define the
effective area by
Θs =
2π
B
∫
Cs
A · dr ,(2.1)
If s were a closed trajectory, Θs would be equal to 2π times the enclosed area. Unlike
the scattering time, Θ can be positive or negative. In the chaotic case the distribution
of effective areas, like the distribution of lengths, is expected to depend on a single scale.
Numerical calculations and analytical arguments [7, 62, 63, 64, 65, 66] yield a distribution
N(Θ) ∝ exp (−αcl|Θ|) ,(2.2)
where the parameter αcl can be interpreted as the inverse of the typical area enclosed by
a scattering trajectory. In Fig. 2.b we present the distribution N(Θ) (only for positive
Θ, solid line) obtained from simulating classical trajectories in a stadium cavity, showing
good agreement with the proposed distribution. Scattering trajectories yield an effective
area which is not gauge-invariant. However, the large (in absolute value) effective areas
are associated with long trajectories that bounce many times, which are constituted by
many loops and two extreme “legs” in and out of the cavity. The dominant contribution
comes from the loops and therefore it is gauge-invariant. Changing the choice of the
gauge in our numerical simulations modifies the distribution for small Θ, but not the
exponent αcl governing the distribution of large Θ.
Exploiting the ergodic properties of the chaotic dynamics in the scattering domain
and assuming that the area is accumulated in a random-walk fashion, the parameter αcl
can be related to the escape rate and the typical length scale of the cavity [62, 66]. As
in the case of the escape rate, these estimations compare very favorably with the values
extracted from numerical simulations.
In the integrable case the particle moves over only that part of the energy surface
consistent with the conserved quantity. Therefore, we no longer have a single scale. In
situations with multiple scales we expect to observe power-law distributions [67, 63, 68,
69]. For the case of a rectangular cavity we obtain the results of Fig. 2c and d with
an approximate L−3 dependence for the length distribution (dashed) and Θ−1/2 for the
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area distribution (dashed). However, for integrable cavities the concept of distributions
is not completely rigorous since the survival probabilities depend on the initial conditions
chosen for the trajectories. For our simulations we have used a uniform distribution of
y along the entrance lead and a cos θ weighted angular distribution as initial conditions
(consistently with the classical limit of the quantum problem).
It is important to recall our discussion about the differences between the traditional
Quantum Chaos approach and our view of Mesoscopic Physics describing condensed
matter systems. For instance, the only features of the length and area distributions that
will be experimentally relevant are those happening at scales just a few times larger than
the typical size and area of the cavity (trajectories shorter than our physical cut-offs).
Therefore, we will not be concerned about the tails of such distributions [70, 69].
2
.
2. The scattering approach to the conductance. – Within the Landauer-Bu¨ttiker
approach, in the phase-coherent regime the resistance is not related to an intensive re-
sistivity of the type defined in standard condensed matter books [46] (like, for instance,
electron-phonon interaction), but arises from the elastic scattering that electrons suffer
while traversing mesoscopic sample between the measuring devices. The measuring de-
vices are macroscopic and behave as electron reservoirs. They are characterized by an
electrochemical potential µ, which does not vary while giving and accepting electrons.
The role of the reservoirs is crucial as they render the total system infinite, and the spec-
trum continuous. It is only in the reservoirs that the randomization of electron phases
is assumed to take place.
The simplest experimental set up is the two-probe measurement (Fig. 1), where the
sample is attached between two reservoirs whose electrochemical potentials differ by the
value of the applied voltage V , which is supposed to be very small (µ1−µ2 = eV ≪ µ1). In
this work we will concentrate exclusively in ideal two-probe experiments. The multiprobe
case [56] does not pose new fundamental problems but the theoretical description becomes
more complicated since a matrix of conductance coefficients must be introduced. These
conductances are also expressed in terms of transmission coefficients, which can be treated
with the semiclassical approach [71, 7, 72, 11, 12] in the same way as in the two-probe
case that we discuss here.
The scattering description necessitates a set of asymptotic states. In our case such a
set is provided by the propagating channels of the leads connecting the sample with the
reservoirs. Sample, reservoirs and leads are the three key elements of ballistic transport.
Assuming the leads to be disorder-free, with hard walls (of widthW ) in the y-direction
and infinite in the x-direction, their eigenstates with energy ε are products particle-in-
a-box wave-functions
φa(y) =
√
2
W
sin
(πay
W
)
,(2.3)
(a integer) in the transverse direction and plane-waves propagating in the longitudinal
direction, with wave-vectors ka such that ε = h¯
2/(2m)((aπ/W )2+k2a). The N transverse
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momenta which satisfy this relationship with k2a > 0 define the 2N propagating channels
of the leads with energy ε. The incoming lead-states are
ϕ
(−)
1(2),ε,a(r) =
1
v
1/2
a
e±ikax φa(y) , r = (x, y) , a = 1, . . .N .(2.4)
The normalization factor v
−1/2
a = (m/h¯ka)
1/2 is chosen in order to have a unit of in-
coming flux in each channel. The subindex 1 (2) corresponds to channels propagating
from the left (right) reservoir with longitudinal momenta ka (−ka), and ka explicitly
positive. The outgoing lead-states ϕ
(+)
1(2),ε,a(r) are defined as in (2.4), but with the ± of
the exponent inverted. The time order of outgoing and incoming lead-states is obtained
by giving an infinitesimal positive (negative) imaginary part to ka.
The scattering states corresponding to an electron incoming from lead 1 (2) with
energy ε, in the mode a are given, in the asymptotic regions, by
Ψ(r)
(+)
1,ε,a =
{
ϕ
(−)
1,ε,a(r) +
∑N
b=1 rbaϕ
(+)
1,ε,b(r) , x < 0∑N
b=1 tbaϕ
(+)
2,ε,b(r) , x > 0
.(2.5a)
Ψ(r)
(+)
2,ε,a =
{ ∑N
b=1 t
′
baϕ
(+)
1,ε,b(r) , x < 0
ϕ
(−)
2,ε,a(r) +
∑N
b=1 r
′
baϕ
(+)
2,ε,b(r) , x > 0
.(2.5b)
The 2N×2N scattering matrix S, relating incoming flux and outgoing fluxes, can be
written in terms of the N × N reflection and transmission matrices r and t (r′ and t′)
from the left (right) as
S =
(
r t′
t r′
)
.(2.6)
Current conservation implies that the incoming flux should be equal to the outgoing flux,
and therefore S is unitary (SS† = I). In terms of the total transmission (T =
∑
a,b |tba|2)
and reflection (R =
∑
a,b |rba|2) coefficients, the unitarity condition is expressed as T +
R = N . Also, unitarity dictates that T =T ′ and R=R′. Furthermore, in the absence of
magnetic field, time reversal invariance dictates that S is symmetric (S = ST). Cavities
with geometrical symmetries (up-down or right-left) are described by scattering matrices
with a block structure [73].
The set {Ψ(+)1(2)ε,a} constitutes an orthogonal (but not orthonormal) basis, [74, 75],
∫
dr Ψ
(+)∗
l,ε,a (r)Ψ
(+)
l′,ε′,a′(r) =
2π
va
δaa′ δ(ka − ka′) δll′ .(2.7)
Using the spectral decomposition of the retarded Green function in this basis and taking
into account the analytical properties of the transmission amplitudes in the complex
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k-plane, we can relate the Green function to the scattering amplitudes. Alternatively,
the formal theory of scattering (Lippmann-Schinger) can be adapted to wave-guides and
obtain [76]
tba = ih¯(vavb)
1/2 exp [−i(kbx′ − kax)]
∫
Sx′
dy′
∫
Sx
dy φ∗b (y
′) φa(y) G(r
′, r;E)(2.8a)
rba = −δab exp [2ikbx′](2.8b)
+ ih¯(vavb)
1/2 exp [−i(kbx′ + kax)]
∫
S
x′
dy′
∫
Sx
dy φ∗b (y
′) φa(y) G(r
′, r;E) ,
where the integrations take place at the transverse cross sections Sx on the left lead and
Sx′ on the right (left) lead for the transmission (reflection) amplitudes. The physical
observables are obtained from the transmission and reflection coefficients (Tba = |tba|2
and Rba = |rba|2) between modes, which, by current conservation, do not depend on the
choice of the transverse cross sections. We will use this freedom to take Sx and Sx′ at
the entrance and exit of the cavity (or both at the entrance for (2.8b)), and we will omit
the x and x′ dependences henceforth.
The intuitive interpretation of the above equations as a particle arriving at the cavity
in mode a, propagating inside (through the Green function), and exiting in mode b is
quite straightforward. Expressing the scattering amplitudes in terms of Green functions is
extremely useful for analytical and numerical computations. Diagrammatic perturbation
theory, as well as semiclassical expansions, are built on Green functions.
So far, we have presented the scattering theory for samples connected to wave-guides.
Now, we reproduce the standard counting argument to relate conductance with scattering
[55, 56, 18, 19]. As stated at the beginning of this section, we assume that the left
reservoir has an electrochemical potential µ1 slightly higher than the one of the right
reservoir (µ1−µ2 = eV ).
In the energy interval eV between µ2 and µ1 electrons are injected into right-going
states emerging from reservoir 1, but none are injected into left-going states emerging
from reservoir 2. Consequently, there is a net right-going current proportional to the
number of states in the interval µ1−µ2, given by
I = gse
N∑
a=1
va
dna
dε
eV
N∑
b=1
Tba = gs
e2
h
 N∑
a,b=1
Tba
V .(2.9)
N is the number of propagating channels at the energy µ1, the factor gs=2 takes into
account spin degeneracy,
∑N
b=1 Tba is the probability for an electron coming in the mode
a to traverse the system, dna/dε quasi-one-dimensional density of states (which for non-
interacting particles satisfies that dna/dε=1/hva). Then, the two-probe conductance is
just proportional to the total transmission coefficient of the microstructure,
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G =
I
V
= gs
e2
h
T = gs
e2
h
Tr{tt†} .(2.10)
A more rigorous alternative to the counting argument presented above can be obtained
from linear response (Kubo formula) for the conductivity, within a wave-guide geometry
[76, 77]. The extension to finite magnetic fields [75, 80, 81] presents some subtleties, but
the final form is still the simple looking Eq. (2.10). The magnetic fields that we consider
will always be very weak, and therefore the zero-field formulation of the conductance
that we presented is sufficient for our purposes.
2
.
3. Quantum interference in ballistic cavities . – The scattering formalism presented
in the last chapter is the base for the semiclassical theory of ballistic transport that
we develop in this work. It is also at the origin of the numerical studies of elastic
scattering due to impurities or transport through phase-coherent cavities. In this chapter
we describe the results of numerical calculations as a way to introduce the quantum
interference effects that we are interested in. These exact computations will later be
used to test the applicability of our analytical results.
In a tight-binding model representing the cavity and the leads, the Green function
can be calculated recursively, starting from its exact expression in the leads, by matrix
multiplications and inversions [78, 79, 72]. The discrete version of Eq. (2
.
2), together
with (2.10), allow us to obtain the transmission coefficient through the cavity.
We can simulate any potential in the cavity by choosing the in-site energies of the
tight-binding Hamiltonian. In this work we will concentrate in cavities that are billiards
(defined by hard-walls and with zero potential in the classically allowed region). This
choice is the simplest for numerical and analytical calculations, and allows us to treat the
case of a classical dynamics that exhibits hard chaos. It is clearly a rough approximation
to the experimentally achievable micro-cavities, and its applicability depends on the
fabrication details [9, 40].
In Fig. 3 we show the transmission coefficient of an asymmetric cavity as a function
of the incoming flux kW/π (µ1 = h¯
2k2/2m, the integer part of kW/π is the number of
propagating channels). The overall behavior of the transmitted flux is a linear increase
with k. In the next chapters we will show that the classical limit of the semiclassical
approximation, corresponding to the neglect of quantum interference, reproduces the
slope of this secular behavior, which is noted as “classical”. The term “classical” should
be taken with some caution, since the incoming flux is still quantized in the modes of
the leads.
Superimposed to the secular behavior, we observe fine-structure fluctuations charac-
teristic of the cavity under study. These conductance fluctuations, analogous to those
of disordered metals, also appear if we fix the Fermi energy and use the magnetic field
as a tuning parameter. The conductance fluctuations are characterized by their magni-
tude, 〈(δT )2〉, and the correlation scale as a function of wave-vector ∆kc (or magnetic
field ∆Bc). Our numerical results seem to indicate that these characteristic scales do
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Fig. 3. – Transmission coefficient for the cavity of the inset as a function of wave-vector (W is
the width of the leads). The straight solid line is the classical transmission, the fluctuating solid
line is the full quantum transmission Tqm, and the dashed (dotted) line is the smoothed Tqm at
B=0 (BA/Φ0=0.25). (From Ref. [10].)
not change as we go into the semiclassical limit of large k. However, these results are
necessarily limited by the maximum wave-vector that we are able to treat (scaling with
the size of our tight-binding model). In the following chapters we will show how semi-
classics can be used to extract energy-independent values of ∆kc and ∆Bc in chaotic
billiards. The independence of 〈(δT )2〉 on the incident energy is a necessary condition
if the ballistic conductance fluctuations are to share some of the universal properties
of those of disordered systems. Semiclassical arguments will be used to support such
scale invariance for chaotic billiards, and we will point out the difficulties concerning the
calculation of 〈(δT )2〉.
The secular behavior (dashed line) lies below the classical value of the transmission
coefficient, due to mode effects from confinement in the leads. The above defined classical
limit only reproduces the slope of the large-k smoothed transmission coefficient, but the
shift 〈δT 〉 (as well as the fluctuations) does not disappear in the large-k limit. The
presence of a weak magnetic field tends to decrease the offset, yielding a secular behavior
(dotted line) that runs higher than in the B=0 case. This is the weak localization effect
for ballistic cavities [48]. The reason why we chose an asymmetric cavity is that the
ballistic weak localization effect is strongly dependent on the spatial symmetries of the
cavity [73].
Our numerical results show that the conductance fluctuations and the weak local-
ization effect, first discussed in the context of disordered mesoscopic conductors, are
also present in ballistic mesoscopic cavities. The distinctions concerning these two types
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of mesoscopic systems, that we discussed in the introduction, force us to rethink the
appropriate definition of averages, as well as the concept of universality.
2
.
4. Semiclassical transmission amplitudes . – Our goal is to calculate the conductance
through a cavity (like the ones in Figs. 1 and 3) by using Eqs. (2.10) and (2
.
2) within a
semiclassical approach. The Green function is the Laplace transform of the propagator.
The Van Vleck expression for the latter, together with a stationary-phase integration on
the time variable, leads to the semiclassical approximation for the Green function [4]
G(r′, r;E) =
2π
(2πih¯)(d+1)/2
∑
s(r,r′)
√
Ds exp
[
i
h¯
Ss(r
′, r;E)− iπ
2
νs
]
.(2.11)
The sum is over classical trajectories s, with energy E, going between the initial and
final points r= (x, y) and r′ = (x′, y′). As in the previous chapter, we will take x and
x′ at the junctions between the leads and the cavity, and therefore we will not write
any x dependence. Ss =
∫
Cs
p ·dq is the action integral along the path Cs. In the
case of billiards without magnetic field Ss/h¯ = kLs, where Ls is the trajectory length.
The factor Ds describing the evolution of the classical probability can be expressed
as a determinant of second derivatives of the action [4, 43]. In our geometry, if we
denote by θ and θ′ the incoming and outgoing angles of the trajectory with the x-axis,
Ds = (v| cos θ′|/m)−1 | (∂θ/∂y′)y |. We include in the phase νs the Maslov index
counting the number of constant-energy conjugate points and the phase acquired at the
bounces with the walls when those are given by an infinite potential (hard walls). In our
calculations we will always take the spatial dimensionality d=2.
In the case of hard-wall leads, the transverse wave-functions have the sinusoidal form
of Eq. (2.3). Using the semiclassical expression (2.11) of the Green function in Eq. (2
.
2)
we see that, for large integers a, the integral over y will be dominated by the stationary-
phase contribution occurring for trajectories starting at points y0 defined by
(
∂S
∂y
)
y′
= −py = − a¯h¯π
W
, a¯ = ±a ,(2.12)
The dominant trajectories are those entering the cavity with the angles θa¯ such that
sin θa¯ = a¯π/kW . Thus, the initial transverse momentum of the trajectories equals the
momentum of the transverse wave-function. As always in this type of reasoning, we
have assumed that we could interchange the order of the integration and the sum over
trajectories. Integrating the gaussian fluctuations we have
tba = i
√
vb
2W
∫
dy′ φb(y
′)
∑
a¯=±a
∑
s(θa¯,y′)
sgn(a¯)
√
Dˆs exp
[
i
h¯
Sˆs(y
′, θa¯;E)− iπ
2
νˆs
]
.(2.13)
The reduced action is
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Sˆ(y′, θa¯;E) = S(y
′, y0(θa¯, y
′);E) +
h¯πa¯
W
y0(θa¯, y
′) ,(2.14)
The prefactor is now given by Dˆ = (v cos θ′)−1|(∂y/∂y′)θ|, and the new index νˆ (that we
still call Maslov index) is increased by one if (∂θ/∂y)y′ is positive. At this intermediate
stage we have a mixed representation, with trajectories starting with fixed angles (±θa)
and finishing at points y′. A new stationary-phase over y′ calls for. However, this is not
possible in the case where families of trajectories with degenerate action exist and the
reduced action Sˆ is a linear function of y′. This is the case of trajectories directly crossing
the cavity without suffering collisions or the case in which the cavity has rectangular
shape. In the next section we analyze these two cases in detail. Here we will assume that
trajectories are isolated and we can perform the y′ integration by stationary phase. The
final points y′0 are selected according to
(
∂Sˆ
∂y′
)
a¯
=
(
∂S
∂y′
)
y
= py′ = − b¯h¯π
W
, b¯ = ±b ,(2.15)
implying that the trajectories have an outgoing angle θb¯ such that sin θb¯ = b¯π/kW . The
semiclassical expression for the transmission amplitude can then be casted as [7]
tba = −
√
2πih¯
2W
∑
a¯=±a
∑
b¯=±b
∑
s(b¯,a¯)
sgn(a¯b¯)
√
D˜s exp
(
i
h¯
S˜s(b¯, a¯;E)− iπ
2
ν˜s
)
(2.16)
The reduced action is
S˜(b¯, a¯;E) = S(y′0, y0;E) +
h¯πa¯
W
y0 − h¯πb¯
W
y′0 .(2.17)
For billiards it can be written as S˜ = h¯kL˜, with L˜ = L + ky0 sin θa¯ − ky′0 sin θb¯. The
prefactor is now given by
D˜s =
1
mv cos θ′
∣∣∣∣( ∂y∂θ′
)
θ
∣∣∣∣ ,(2.18)
and the Maslov index is
ν˜ = ν +H
((
∂θ
∂y
)
y′
)
+H
((
∂θ′
∂y′
)
θ
)
,(2.19)
where H is the Heaviside step function [82].
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Similar arguments can be used to write the semiclassical reflection amplitude in terms
of trajectories leaving and returning to the cross section at the left entrance with ap-
propriate quantized angles. Note that there are two kinds of trajectories contributing
to G(y′, y;E) in the case of reflected paths: those which penetrate into the cavity and
those which go directly from y to y′ staying on the cross section of the lead. It is only
trajectories of the first kind which contribute to the semiclassical reflection amplitude,
as trajectories of the second kind merely cancel the δba of Eq. (2.8b).
The semiclassical transmission amplitude (2.16) is, for an open system, the analogous
of the Gutzwiller trace formula for the density of states in a closed system [4]. Both
are expressed as a sum over isolated classical trajectories, making the connection be-
tween classical and quantum properties transparent. The main difference between the
scattering and energy-level problems, at the semiclassical level, is that the trace for-
mula involves the sum over periodic orbits while the transmission amplitude is given by
open trajectories that go across the scattering region. In chaotic systems the number of
trajectories connecting two given points grows exponentially with the trajectory length.
In open systems the trajectories can escape the scattering region, therefore their prolif-
eration is much weaker than in the close case (although still exponential). Therefore,
the convergence of semiclassical propagators in chaotic scattering (even if we ignore the
physical cutoffs discussed in the introduction) will not encounter the difficulties of the
trace formula. From the quantum point of view, since the Gutzwiller trace formula must
reproduce a delta-function spectrum, it can be conditionally convergent at most, while
the quantum transmission amplitude is a smooth function of the Fermi energy (away
from the thresholds at the opening of new modes) and so the semiclassical sum can be
absolutely convergent (depending on the value of the fractal dimension d of the strange
repeller governing the chaotic scattering [83]).
Chaotic scattering problems have been studied by Miller [84] in the context of molec-
ular collisions in terms of the semiclassical propagator in the momentum representation.
In this case the relevant sum in this case is over classical trajectories with fixed incident
and outgoing momenta, similar but not identical to what we find for the transmission
amplitude in our waveguide geometry. Our procedure furnishes a more explicit semi-
classical expression to use in the Landauer-Bu¨ttiker conductance formulas and allows
one to handle more complicated situations like finite magnetic field and soft walls in
the leads [72], tunneling in the cavities [50], or the presence of families of trajectories
[49]. The last case, discussed in detail in the next section, leads to an expression of the
semiclassical transmission amplitudes as a sum over families of trajectories (in analogy
with the Berry-Tabor formula for the density of states of integrable systems [85]). The
simple prescription for the Maslov indices makes possible the numerical evaluation of
the semiclassical transmission amplitude. In this section we will not pursue section the
explicit summation of Eq. (2.16) over classical trajectories, but in (3
.
6) we discuss the
work of Lin and Jensen [86] addressing such a problem for a circular scattering domain.
2
.
5. Transmission coefficients and average values . – Transmission coefficients are
obtained from the magnitude squared of the transmission amplitudes. In a semiclassical
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approach they are given by sums over pairs of trajectories. Since we will be focusing on
billiards, it is convenient to scale out the energy (or momentum) dependence and write
T (k) =
N∑
a,b=1
Tba(k) =
1
2
( π
kW
) N∑
a,b=1
∑
a¯=±a
∑
b¯=±b
∑
s(a¯,b¯)
∑
u(a¯,b¯)
F s,u
b¯,a¯
(k) ,(2.20)
F s,u
b¯,a¯
(k) =
√
A˜sA˜u exp [ik(L˜s − L˜u) + iπφs,u] .(2.21)
Where s and u label the paths with extreme angles θa¯ and θb¯, A˜s = (h¯k/W )D˜s, and
φs,u = (ν˜u−ν˜s)/2+a¯+b¯. Note that A˜ is independent of energy, therefore the only energy-
dependence is in the selection of the injection angles and in the explicit k-dependence of
the actions.
We would like to understand in which sense the semiclassical transmission coefficients,
given by (2.20) and (2.21), are able to account for the highly structured curve of Fig. 3.
We do not attempt a detailed description or an identification of classical trajectories
(like in Refs. [87, 88]), but a characterization of the overall features, like the secular
behavior or the statistical properties of the fluctuations. For this purpose we need to
define an average procedure. Since we dispose of a single cavity, our averages must be
over energy (or wave-vector). Our semiclassical approximations are supposed to be valid
in the large-k limit, thus for an observable O(k) we define
〈O〉 = lim
q→∞
1
q
∫ qc+q
qc
dk O(k) ,
qcW
π
≫ 1 .(2.22)
This average is particularly suited for analytical calculations, but not for dealing with
experimental or numerical results, where we only dispose of a finite k-range (and the
averages are necessarily local). However, if we average over many oscillations, we expect
to get the same results as with (2.22). An average over a finite energy-range is precisely
the effect of finite temperature on the conductance.
The secular behavior is linearly increasing with k (outgoing flux proportional to the
incoming flux). The slope is given by the average of T (k)/k, that is,
T =
〈 π
kW
T (k)
〉
=
1
2
〈( π
kW
)2 N∑
a,b=1
∑
a¯=±a
∑
b¯=±b
∑
s,u
F s,u
b¯,a¯
(k)
〉
.(2.23)
In the large k-limit the modes are closely spaced in angle, and the sums over modes can
be converted into integrals over angles:
∑N
a
∑
a¯=±a → (kW )/π
∫ 1
−1 d(sin θ). After this
conversion, the only k-dependence remains in the phase factors, and we can interchange
the angle-integral with the k-average obtaining
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T = 1
2
∫ 1
−1
d(sin θ)
∫ 1
−1
d(sin θ′)
∑
s(θ,θ′)
√
A˜sA˜u 〈exp [ik(L˜s − L˜u) + iπφs,u]〉 .(2.24)
Our definition of averages immediately yields that k(L˜s− L˜u) + πφs,u = 0. In the
absence of symmetries, such a relation is only possible if s=u. Quantum interference is
therefore absent in the resulting diagonal term. Using the definition of A˜ and changing
variables, from the outgoing angle θ′ to the initial position y, we have
T = 1
2
∫ 1
−1
d(sin θ)
∫ W
0
dy
W
f(y, θ) ,(2.25)
where f(y, θ) = 1 if the trajectory with initial conditions (y, θ) is transmitted and
f(y, θ) = 0 otherwise. The above expression is purely classical and has the intuitive
interpretation of a probability of transmission. It can also be easily obtained from a
Boltzmann equation approach [72]. The classical form of the transmission coefficient
is relevant when the temperature is high enough to kill the interference effects, and it
has been used to understand the early experiments on transport in ballistic junctions at
Helium temperatures [24, 25, 71, 22].
Unlike (2.16), Eq. (2.25) is very easy to implement numerically, if we have the in-
formation of the classical dynamics. We simply have to sample the space of classical
trajectories with random choices of the initial position and initial angles (with a weight
of cos θ). Following this procedure yields a value of T consistent with the slope of the
quantum numerical results (within the statistical errors with which we can determine
them).
The secular behavior of the conductance (dashed line in Fig. 3) is given by the straight
line that best fits T (k), defined by its slope (equal to the classical transmission probability
T ) and the shift,
〈δT 〉 =
〈(
T −
( π
kW
)
T
)〉
(2.26)
Operationally, δT is well defined. However, it is not possible to give a simple semiclassical
prescription for its calculation. In (2
.
7) we will address the problem of its magnetic field
dependence, which determines the weak localization effect.
2
.
6. Conductance fluctuations . – The most striking feature of the data in Fig. 3 are
the conductance fluctuations around the mean value. The shape of these fluctuations
is characterized by their power spectrum. The semiclassical treatment of the power
spectrum [7, 10] was based on the semiclassical approach to S-matrix fluctuations as a
function of energy, introduced by Gutzwiller [90] and extensively developed by Blu¨mel
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and Smilansky [47] and Gaspard and Rice [61]. The main conclusion is that the power
spectrum is directly related to properties of the classical phase space.
In order to characterize the fluctuations, we introduce the k-correlation function
Ck(∆k) = 〈δT (k +∆k)δT (k)〉 ,(2.27)
with
δT = T −
(
kW
π
T + 〈δT 〉
)
.(2.28)
The semiclassical calculation of the correlation function involves a sum over four
trajectories,
Ck(∆k) =
1
4
〈( π
kW
)2 N∑
a,b
N∑
a′,b′
∑
a¯=±a
∑
b¯=±b
∑
a¯′=±a′
∑
b¯′=±b′
∑
s,u
′
∑
s′,u′
′
F s,u
b¯,a¯
(k +∆k)F s
′,u′
b¯′,a¯′
(k)
〉
.
(2.29)
The “prime” in the summations over trajectories indicates that the completely diagonal
terms s = u (and s′ = u′) are excluded, since they contribute to T . The semiclassical
expression for Ck(∆k) is fairly complicated since four trajectories contribute to each
summand. We will restrict ourselves to the diagonal (in modes) component CDk (∆k),
obtained from (2.29) by taking a=a′ and b=b′.
In taking the k-average, we consider the limit when the modes are very dense and
therefore we replace the sums over modes by integrals over angles (as we did in the
previous chapter). The only k-dependence is in 〈exp[ik(L˜s− L˜u+ L˜t− L˜v)]〉. The infinite
k-average implies that the only contribution is for L˜s − L˜u + L˜t − L˜v = 0. Because of
the definition of CDk , all four paths satisfy the same boundary conditions on angles, and
hence they are all chosen from the same discrete set of paths. In the absence of symmetry,
the only contribution (excluding s=u and s′=u′) is s=u′ and u=s′. Thus we find
CDk (∆k) =
1
4
∫ 1
−1
d(sin θ)
∫ 1
−1
d(sin θ′)
∑
s(θ,θ′)
∑
u(θ,θ′)
′
A˜sA˜u exp
[
i∆k(L˜s − L˜u)
]
,(2.30)
which is independent of k. As previously stated, we characterize the conductance fluc-
tuations from the Fourier power spectrum
Ĉk(x) =
∫
d(∆k)Ck(∆k)e
ix∆k .(2.31)
The semiclassical approximation to the diagonal term reads
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ĈDk (x) =
π
2
∫ 1
−1
d(sin θ)
∫ 1
−1
d(sin θ′)
∑
s(θ,θ′)
∑
u(θ,θ′)
′
A˜sA˜uδ(L˜s + x− L˜u)(2.32)
In the chaotic case, we can make progress analytically by assuming that (1) the
trajectories are uniformly distributed in the sine of the angle, (2) the angular constraints
linking trajectories u and s can be ignored, and (3) the constraint u 6= s can be ignored
because of the proliferation of long paths. Introducing angular integrations over θ˜ and
θ˜′ we write
ĈDk (x) =
π
8
∫ 1
−1
d(sin θ)
∫ 1
−1
d(sin θ′)
∑
s(θ,θ′)
A˜s
∫ 1
−1
d(sin θ˜)
∫ 1
−1
d(sin θ˜′)(2.33)
×
∑
u(θ˜,θ˜′)
A˜uδ(L˜s + x− L˜u) ∝
∫ ∞
0
dL P (L+ x)P (L) ,
P (L) =
1
4
∫ 1
−1
d(sin θ)
∫ 1
−1
d(sin θ′)
∑
u(θ,θ′)
A˜uδ(L− L˜u) ,(2.34)
is the classical distribution of lengths (x is taken positive). As previously discussed, the
distribution of lengths is exponential for chaotic billiards for large L (P (L) ∝ e−γclL),
while there may be deviations at small L. Using the exponential form for all lengths, we
find that
ĈDk (x) ∝ e−γcl|x| ,(2.35)
which is valid for all x since ĈD(x) must be real and symmetric. This form for the power
spectrum implies that the wave-vector correlation function is Lorentzian [47].
CDk (∆k) =
CDk (0)
1 + (∆k/γcl)2
.(2.36)
We have treated the case of billiards, where the energy-dependence is easily scaled
out, and we are lead to the distribution of lengths. But the result of Ref. [47] is general
for energy-correlation functions. A semiclassical analysis and an energy-average over
intervals small in the classical scale (unchanged trajectories) but large in the quantum
scale (many oscillations) yields CDE (∆E) = C
D
E (0)/[1 + (∆E/(h¯γ)
2].
The conductance fluctuations are on a scale ∆Ec = h¯γ much larger than the level
spacing ∆, since the openings of the cavity put us in the regime of overlapping resonances.
This regime has been extensively studied in Nuclear Physics, in the context of compound
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nuclei, and the fluctuations we have discussed are known as Ericson fluctuations [91].
The same physics has also been studied in one-dimensional models of chaotic scattering
obtained as a variant of the kicked rotator [92], where the quantum correlation lengths
have been shown to be well described by the numerically computed escape rates.
The derivation of the magnetic field correlation function [7] follows the same lines as
the case treated above. The correlation function defined as an average over k
CB(∆B) = 〈δT (k,B +∆B)δT (k,B)〉 .(2.37)
Again, our definition of averages will facilitate the analytical calculations. In analyzing
experimental or numerical results, averages over finite k or B intervals (small enough not
to modify the classical dynamics) are generally used.
Treating the diagonal (in modes) component CDB (∆B), assuming ∆B small enough
not to change the classical trajectories significatively, and using the pairing s=u′, u=s′,
we are lead to the action differences [Ss(B +∆B)− Su(B +∆B) + Su(B)− Ss(B)]/h¯ =
(Θs −Θu)∆B/Φ0. In analogy with the previous case, we have
CDB (∆B) =
1
4
∫ 1
−1
d(sin θ)
∫ 1
−1
d(sin θ′)
∑
s(θ,θ′)
∑
u(θ,θ′)
′
A˜sA˜u exp
[
i
∆B
Φ0
(Θs −Θu)
]
,(2.38)
ĈDB (η) =
Φ0π
2
∫ 1
−1
d(sin θ)
∫ 1
−1
d(sin θ′)
∑
s(θ,θ′)
∑
u(θ,θ′)
′
A˜sA˜uδ(Θs + η −Θu)
∝
∫ ∞
−∞
dΘN(Θ + η)N(Θ).(2.39)
Using the exponential form (2.2) of the distribution of effective areas N(Θ), for all values
of Θ yields the power spectrum [7]
ĈDB (η) ∝ e−αcl|η| (1 + αcl|η|)(2.40)
and the correlation function
CDB (∆B) =
CDB (0)
[1 + (∆B/αclΦ0)2]2
(2.41)
We have only been able to calculate semiclassically the line-shapes of the diagonal
parts of Ck(∆k) and CB(∆B), which are k-independent. On the other hand, for a
chaotic cavity we expect only one characteristic scale for each correlation function. We
then conjecture that (2.35) and (2.40) also represent the full power spectra, and that
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Fig. 4. – Power spectrum of T (k) for the chaotic structure shown for two fillings: N = 21
(squares) and N=1 (triangles). In the former case, the agreement with the semiclassical theory
is excellent, in the extreme quantum limit when only one mode is propagating in the leads, there
is more high-frequency power and the agreement with the semiclassical theory is poorer. (From
Ref. [10].)
Ck and CB are k-independent (like C
D
k and C
D
B ). Thus, we expect the conductance
fluctuations to persist (and remain invariant) in the large-k limit.
We need to perform a systematic study of the conductance fluctuations in order to
test the semiclassical predictions. Since there is some arbitrariness in determining the
averages of the numerical data, we directly calculate the power spectra Ĉk(x) and ĈB(η)
from the Fourier power of the raw data. Once we smooth them, we verify that they are
well represented by Eqs. (2.35) and (2.40) over large ranges of x and η. In Fig. 4 we see (for
Ĉk) deviations for small lengths (x ≃ Ld) and for large x. Similar agreement is obtained
for ĈB [7, 10]. The deviations for small lengths (or areas) are understandable since the
chaotic nature of the dynamics (and the statistical treatment of the trajectories that we
used) cannot give an appropriate description for short trajectories. The deviations for
large lengths arise from the limitations of semiclassics and of the diagonal approximation,
and they become less important as we go in the large k-limit.
The analysis of the power spectra has the advantage of separating the fluctuations
according to their length (or area) scales. This is important when we want to make
the connection with the experimental world of Mesoscopic Physics. Only the features
associated with scales smaller than our physical cut-offs will be relevant.
If we fit the power spectra obtained from the quantum numerical calculations in an
interval where the forms (2.35) and (2.40) are respected we can extract quantum corre-
lation lengths γqm and αqm, that can be compared with the rates γcl and αcl obtained
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Fig. 5. – (a) Ratio of the wave-vector correlation length to the classical escape rate γcl as
a function of γcl for both types of structures shown. 4-disc structure (triangles) with R/W =
1, 2, 4, and stadium (squares) with R/W = 0.5, 1, 2, 4, 6, 8. (b) Ratio of magnetic field correlation
length to αcl, the exponent of the distribution of effective areas, as a function of αcl. 4-disc
structure with R/W = 1, 2, 4, and open stadium with R/W = 1, 2, 4, 6. (From Ref. [7].)
from the simulation of the classical dynamics. Semiclassics provides the link, through
Eqs. (2.35) and (2.40), between quantum and classical parameters. Fig. 5 shows that
γqm, αqm are indeed given by the classical quantities γcl, αcl to high accuracy while they
are varied over roughly two orders of magnitude by changing the size of the structures
considered (for the four-probe structure, we considered the fluctuations of the Hall re-
sistance, which is a function of the transmission coefficient between leads [56, 71, 72],
for which the previous semiclassical analysis is applicable). The k-independence of γqm,
Ck(0), αqm and CB(0) is approximately respected in our numerical simulations away of
the quantum limit of small N [10].
In an integrable cavity each trajectory belongs to a torus defined by two constants of
motion. Moreover, if the conserved quantities in the cavity and in the leads are the same,
the scattering trajectories are organized in families, and as we will see in the next section,
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Fig. 6. – Power spectra of T (k) for the chaotic (squares) and regular (triangles) structures
shown (N = 33). The regular structure has more power at large frequencies because of more
trajectories with large enclosed areas. The line is a fit to Eq. (2.35). (From Ref. [10].)
we need to modify the form of the semiclassical transmission amplitudes. Leaving aside
this last case, there are at least three assumptions leading to Eqs. (2.35) and (2.40) that
break down in the case of integrable dynamics: the length and area distributions are
not characterized by a single scale (exhibiting, as we saw in (2
.
1), power-laws), there
are angular correlations between incident and outgoing angles, and the constraint of two
trajectories to satisfy the same boundary conditions on angles cannot be ignored. From
Eq. (2.32), the power spectrum ĈDk (x) is evidently related to the distribution of two
distinct paths with a difference in length of x. Thus we conjecture that
ĈD(x) ∝
∫ ∞
0
dL
∫ 1
0
d(sin θ) P2(L+ x, L, θ)(2.42)
where P2(L + x, L, θ) is the classical distribution for two distinct trajectories at angle
θ, one with length L and the other with length L + x. Numerical simulations for P2 in
rectangular a cavity (Fig. 2c) show that it does not factorize. It is characterized by a
decay 1/x2 for large x, while P (L) follows a 1/L3 law.
In the case of the power spectrum of T (B), we assume that a similar expression holds
in terms of the classical distribution for two trajectories at angle θ with effective areas
Θ and Θ + η
ĈD(η) ∝
∫ ∞
−∞
dΘ
∫ 1
0
d(sin θ)N2(Θ + η,Θ, θ).(2.43)
The result of classical simulation in Fig. 2 shows that this distribution is roughly constant
up to a cutoff which is less than the area of the rectangle.
Numerical calculations of integrable cavities yield a more ragged conductance, as com-
pared with the chaotic case [63, 10]. This is reflected by more power strength at large
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lengths (Fig. 6) and areas, consistently with our conjecture for linking conductance fluc-
tuations and P2. Lai and collaborators [68] showed that the fine scale energy fluctuations
of the S matrix are greatly enhanced for non-hyperbolic dynamics, as compared with the
hyperbolic case, and predicted for CE(∆E) a cusp-shaped peak at ∆E = 0.
2
.
7. Weak localization in the ballistic regime. – In our discussion of the secular be-
havior of the conductance through a ballistic cavity (Fig. 3), we pointed that the shift
〈δT 〉 is sensitive to the magnetic field. The presence of a small field increases the average
conductance. By analogy with the disordered case, we call this effect the ballistic weak
localization [48, 10]. It is important to realize that it is an average effect. Only after
removing the (large) conductance fluctuations by the k-average, we obtain the (small)
difference between the secular behaviors with and without magnetic field. The two-probe
conductance is an even function of the magnetic field, therefore in a given sample, g(B)
may have a maximum or a minimum at B = 0. The two possible cases are observed,
experimentally [30] and in the numerical simulations.
In our calculation of the slope of the secular behavior (2.25) we neglected the possibil-
ity that unlike paths may have the same effective action and only considered the diagonal
approximation of pairing each trajectory with itself. Ignoring degeneracies among actions
is correct in the absence of symmetries, but time-reversal or spatial symmetries force us
to consider non-diagonal (in trajectories) terms. Obtaining exact spatial symmetries of
the confining potential in actual microstructures is quite difficult due to the limitations in
the fabrication procedure, but the time-reversal symmetry is exactly fulfilled by simply
turning off the external magnetic field.
It is easy to identify a set of degenerate trajectories that yields quantum interference.
Let us consider the reflection coefficient and separate it on its diagonal (in modes) and
off diagonal components
R = RD +ROD =
N∑
a=1
Raa +
N∑
b6=a
Rba ,(2.44)
Raa =
1
2
( π
kW
) ∑
a¯=±a
∑
b¯=±a
∑
s(a¯,b¯)
∑
u(a¯,b¯)
F s,u
b¯,a¯
(k) .(2.45)
The factors F have the same meaning as in Eq. (2.21), but now they refer to reflecting
trajectories. Averaging R(k)/k and doing the diagonal (in trajectories) approximation
yields the classical reflection probability R (analogous to Eq. (2.25)) verifying T +R = 1.
In the absence of magnetic field there are symmetry related trajectories in RD and in
ROD. The time-reversed of a trajectory s(a¯, b¯) is sT(b¯, a¯), starting with the angle θb¯ and
coming back to the lead with angle θa¯, therefore it contributes to Rab. If b 6= a there is
no interference between s and sT, thus the only diagonal (in trajectories) terms to be
considered are in RD (trajectories leaving with an angle θ and returning with θ or −θ).
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The contribution of such trajectories can be treated in a similar way as in the case of R
and T (except that we only have one sum over modes),
〈δRD(B=0)〉 = 1
2
∫ 1
−1
d(sin θ)
∑
s(θ,±θ)
A˜s .(2.46)
If we now turn on a magnetic field B weak enough not to modify appreciably the
geometry of the paths, we only need to consider the phase difference between s and sT,
that is given by the effective area Θs according to (Ss − Su)/h¯ = 2ΘsB/Φ0. Thus, we
obtain
〈δRD(B)〉 = 1
2
∫ 1
−1
d(sin θ)
∑
s(θ,±θ)
A˜s exp
[
i
2B
Φ0
Θs
]
,(2.47)
which yields an order unity (k-independent) contribution to the average conductance
containing only classical parameters (and Φ0).
In a chaotic system it is reasonably to assume that there is a uniform distribution
of exiting angles, and that the distribution (2.2) of effective areas is valid even if we
constraint the initial and final angles of the trajectories to fixed values of θ and θ′.
Therefore we can write [48]
〈δRD(B)〉 = 1
4
∫ 1
−1
d(sin θ)
∫ 1
−1
d(sin θ′)
∑
s(θ,θ′)
A˜s
∫ ∞
−∞
dΘN(Θ) exp
[
i
2B
Φ0
Θs
]
(2.48)
=
R
1 + (2B/αclΦ0)2
.
The Lorentzian line-shape is governed by the same parameter αcl of the conductance
fluctuations (up to a factor of 2). Notice that 〈RD(B = 0)〉 = 2R, and the diagonal
reflection coefficients Raa are on average twice as large as the typical off diagonal term
(R/N). This factor of two enhancement, known as “coherent backscattering”, is called
“elastic enhancement” in Nuclear Physics [93, 94].
We have shown that by the application of a magnetic field larger than αclΦ0/2, the
diagonal reflection coefficient is reduced from 2R to R. By unitarity, this means that
ROD+T must increase by R. However, there are not time-symmetric pairs of trajectories
producing interference effects in ROD or T , and we are not able to evaluate semiclassically
the corrections (or order 1) to their leading behavior (or order N). The weak localization
is the B-dependent part of the shift 〈δT (B)〉 of Fig. 3, but we have been able to calculate
semiclassically only one part of it, the coherent backscattering 〈δRD(B)〉.
Our semiclassical result of Eq. (2.49), predicts two important parameters of the elas-
tic backscattering: its magnitude and its magnetic field scale. Due to the off-diagonal
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Fig. 7. – Transmission coefficient as a function of wave-vector for the half-stadium structure
shown in the bottom right. The T = 0 fluctuations (solid) are eliminated by smoothing using a
temperature which corresponds to 20 correlation lengths. The offset of the resulting B = 2Φ0/A
curve (dotted) from that for B = 0 (dashed) demonstrates the average magnetoconductance
effect. Inset: smoothed transmission coefficient as a function of the flux through the cavity
(kW/pi = 9.5) showing the difference between the chaotic structure in the bottom right (solid)
and the regular structure in the top right (dashed). (From Ref. [48].)
contribution, we expect the magnitude of the weak localization effect to be different than
the coherent backscattering. On the other hand, as with the conductance fluctuations,
we expect the weak localization of a chaotic cavity to be characterized by a single field
scale, that should necessarily be the one of the coherent backscattering. We confirm
such a conjecture with the numerical results of Fig 7, where the magnetoconductance of
a chaotic cavity is shown to have a Lorentzian line-shape, with the width given by the
classical parameter αcl.
Our numerical studies allow to address the problem of the off-diagonal contributions.
For the two structures of Fig. 8 we split the field dependent part of the (smoothed)
total reflection coefficient R(B = 0) − R(B) (solid) in its diagonal (dashed) and off-
diagonal (dotted) parts. For the structure with the stopper 〈δRD〉 is approximately
independent of k, its magnitude is within 30% of R, and the elastic enhancement factor
goes approximately from 2 to 1 when we turn on the field. But there is an important
off-diagonal contribution, of opposite sign. Therefore, the weak localization effect is
reduced respect to the coherent backscattering. The structure without stoppers exhibits
similar features, but has a very reduced weak localization effect. Also, the magnitude of
The semiclassical tool in mesoscopic physics 29
pik W /
R
(B
=0
)
R
(B
)
(a) (b)
total
diagonal
off-diagonal-0.2
0.0
0.2
0.4
0.6
2 6 10 2 6 10
Fig. 8. – Change in the total (smoothed) reflection coefficient (solid), as well as the diagonal
(dashed) and off-diagonal (dotted) parts, upon changing B from 0 to 2αclΦ0. The dashed ticks
on the right mark the classical value of R. (From Ref. [48].)
the coherent backscattering differs considerably from R and there is an important net
variation as a function of k. Such effects are probably due to the presence of short paths
and the approximate nature of the uniformity assumption used to obtain Eq. (2.49).
In (4
.
2) we will discuss some proposals to cope with this limitation of the semiclassical
approximation and the predictions of the theory of random matrices applied to ballis-
tic transport. With the random matrix approach we are able to calculate averages of
diagonal, as well as non-diagonal, coefficients.
In the case of integrable cavities similar considerations to those invoked in the discus-
sion of conductance fluctuations are pertinent. Lacking a rigorous theory, we conjecture
how to modify our formalism taking into account the assumptions that break down in
the integrable case. For instance, the uniformity assumption leading to Eq. (2.49) is no
longer valid, and we should work with an angle-dependent distribution function N(Θ, θ).
Evaluating (2.47) numerically for circular and polygonal shapes leads [approximately] to
〈δRD(B)〉 ∝ |B| for small B [48, 11]. Such linear behavior can be obtained by taking
the Fourier transform of a distribution N(Θ) ∝ 1/Θ2 In of Fig. 7 (inset) we see for the
quantum mechanical calculations in a polygonal cavity the triangular shape of the weak
localization peak, together with the Lorentzian one of the chaotic case. We thus verify
that the difference in the area distributions of chaotic and integrable cavities leads to a
qualitative difference in the shape of the weak localization peak.
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3. – Scattering and integrability in quantum transport
In the previous section we analyzed quantum interference effects in ballistic cavities
using a semiclassical approach. In the discussion leading to the semiclassical from of the
transmission amplitude, we stressed the fact that the simple form of (2.16), expressed
as a sum over classical trajectories, was only valid in the case in which trajectories were
isolated, as typically happens for chaotic systems. In this chapter we treat the case of
trajectories that appear in families and we obtain a different form of the semiclassical
transmission amplitudes than in the previous case. This difference, arising from the clas-
sical dynamics, has important consequences at the level of the quantum observables. We
first discuss in this section the example of the families of trajectories that directly cross a
ballistic cavity [10, 86], and then the case of the scattering through a rectangular billiard
by using a continuous fraction approach [49]. Transport through a square cavity has also
been discussed by Wirtz and collaborators [95]; an alternative form of the transmission
coefficients was proposed and the correspondence between quantum results and classical
trajectories was established. At the end of the section we present another integrable
case: circular cavities, for which the semiclassical form (2.16) is applicable, and can be
adapted in order to incorporate effects of diffraction and tunneling.
3
.
1. Direct trajectories . – A typical structure, like that of Fig. 1 will have a family of
trajectories that cross directly from one lead to the other, without suffering any collision.
This is the simplest case to illustrate the modifications that we need to include in the
semiclassical approach to transport due to the presence of families of trajectories. As
discussed in (2
.
4), we can always do the first integration of (2.8a) by stationary-phase.
The resulting Eq. (2.13) for the contribution of direct trajectories to the transmission
amplitude tba writes as
tdba =
i
W
√
cos θb
cos θ
{∫ W
Ld tan θ
dy′ sin
[
πby′
W
]
exp
[
i
(
k
cos θ
+
πay0
W
)]
−
∫ W−Ld tan θ
0
dy′ sin
[
πby′
W
]
exp
[
i
(
kLd
cos θ
− πay0
W
)]}
.(3.1)
W is the width of the leads and Ld the distance between them. The two terms correspond
to the two families, with injection angles ±θ, verifying sin θ=aπ/kW . The length of all
the trajectories is L = Ld/ cos θ, and y0 = y
′∓Ld tan θ is the initial point of the trajectory
reaching the exiting cross section at y′ in the first (second) term. Of course, we cannot
perform as before the integral over y′ by stationary-phase as there is no quadratic term
in the action. However we can calculate the integral in a closed form. For the diagonal
term we obtain [10]
tdaa = − exp [ikL)
{
(1− ρ tan θ] exp (−iπaρ) + 1
πa
sin (πaρ)
}
,(3.2)
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with ρ = (Ld/W ) tan θ. For large quantum numbers a we can neglect the last (small and
rapidly oscillating) term. The off-diagonal terms (a 6= b) vanish if a and b have different
parity. For modes with the same parity we have
tdba = −
2
π
√
cos θb
cos θa
exp i [kL− πaρ]
{
1
b+ a
exp
[
−i (b+ a)πρ
2
]
sin
[
(b + a)πρ
2
]
(3.3)
− 1
b− a exp
[
−i (b− a)πρ
2
]
sin
[
(b− a)πρ
2
]}
.
As expected, the result is strongly peaked for b=a (where Eq. (3.2) should be used), but
shows nevertheless an important off-diagonal contribution for close quantum numbers b
and a. In Ref. [86], Lin generalized these results to the case in which the leads are not
collinear.
It is important to notice the different dependence on h¯ (or k) for the contribution
from the family of direct trajectories and the isolated trajectories. The number of modes
that support direct trajectories is N(W/Ld), and therefore the effect of direct trajec-
tories does not disappear in the semiclassical limit. The existence of direct trajectories
complicates the comparison between experiment (both numerical and laboratory) and
the semiclassical theory. Thus in many of our numerical simulations we have introduced
“stoppers” in the billiards which eliminate this effect; the experimentalists have also
tried to avoid this problem by displacing the leads [30], having an angle smaller than π
between them [8, 39], or using stoppers inside the cavity [30, 37].
3
.
2. Scattering through a rectangular cavity. – The dynamics in a rectangular cavity
is integrable, and the conserved quantities are the absolute value of the projections of
the momentum of the particle along the two axis. The motion of the particle inside the
cavity can be represented by a straight line in the extended (or unfolded) space where
the cavity is periodically repeated in both directions (Fig. 9). In order to simplify the
notation, we work in this section with a square cavity of length side 1 (without loss of
generality since we can always scale the sides of a rectangular cavity to the square of
unit length).
For a trajectory starting at the point y0 of the entrance lead with and angle θ, we
would like to know after how many bounces with the walls, the particle is going to leave
the cavity. In the unfolded space, this problem translates into finding the first window
(i.e. image of the lead connections) encountered by the straight line D(y0) defined by
y = y0+x tan θ. If we now change y0, keeping θ fixed, the nearby trajectories will exit
by the same window until a certain critical value yc0, where we pass to another family of
trajectories associated with a different window. Evaluating the families of trajectories
with a a given injection angle leads to a diophantic problem [49]. The coordinates (p, q)
of the exiting windows are part of the intermediate fractions (or Farey series) appearing
in the continued fraction representation of 1/ tan θ. Our interest in fixed injection angles
stems from the semiclassical approximation to the transmission amplitude, that according
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Fig. 9. – Unfolded space for the dynamics in a square cavity (inset). The trajectory entering at
the lowest point (y=0) of the left lead with an angle θ is shown in the original and extended
space. It belongs to the family that leaves the cavity through the exiting lead (p0, q0) and has
a weight δ0. For this angle θ there are two families contributing to the transmission amplitude
(0 and 1) and one family contributing to the reflection amplitude (0∗). (From Ref. [49].)
to Eq. (2.13) selects the angles ±θ, with sin θ=aπ/kW .
Let us start with the trajectory entering the cavity at the lowest point (y0=0), whose
exiting lead is defined by the segment [(p0, q0); (p0, q0 +W )] which intersects D(0) (see
Fig. 9). As we increase y0, we will remain within a family of degenerate trajectories (that
we note by n= 0) until the exiting point y0+p0 tan θ hits the uppermost point of the
segment. The pair (p0, q0) must verify the conditions:
a. 0 < p0 tan θ − q0 < W ,
b. ∀(p, q) such that 0 < p tan θ − q < p0 tan θ − q0 ⇒ p > p0 .
According to a, the first y-interval is [0, δ0] (or equivalently, the first y
′-interval is [W −
δ0,W ]), while condition b means that (p0, q0) is the first lattice point verifying a. The
uppermost family will be associated with an interval [(p∗0, q
∗
0); (p
∗
0, q
∗
0+W )], where the
pair (p∗0, q
∗
0) verifies similar conditions as (p0, q0):
c. 0 < W + p∗0 tan θ − q∗0 < W ,
d. ∀(p, q) such that W+p∗0 tan θ−q∗0 < W+p tan θ−q < W ⇒ p > p∗0 .
According to c, the first y-interval of the uppermost family is [W − δ∗0 ,W ] (the first
y′-interval is [0, δ∗0 ]), while d implies that (p
∗
0, q
∗
0) is the first lattice point verifying c.
Now that we have determined the lowest and the uppermost families for the [0,W ]
y-interval, the following sequences of families can be obtained by reducing ourselves to
the y-interval [δ0,W−δ∗0 ], and with the changes of (p0, q0), (p∗0, q∗0) by (p1, q1), (p∗1, q∗1)
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the conditions a − d define the next two families. Continuing this procedure until the
two sequences of families begin to overlap each other, we obtain the sequence of lower
families defined by their initial and final points,
y′i(pl, ql) = W + (pl − pl−1) tan θ − (ql − ql−1) ,(3.4a)
y′f(pl, ql) = W ,(3.4b)
The width (or “weight”) of the family is δl = y
′
f − y′i = ql − ql−1 − (pl − pl−1) tan θ. For
the upper-families we have
y′i(p
∗
u, q
∗
u) = 0 ,(3.5a)
y′f (p
∗
l , q
∗
l ) = (p
∗
u − p∗u−1) tan θ − (q∗u − q∗u−1) ,(3.5b)
and the width δ∗u = (p
∗
u−p∗u−1) tan θ− (q∗u− q∗u−1) The very last family is simultaneously
shadowed by lower and upper families, therefore has y′i given by (3.4a) and y
′
f by (3.5b).
We can now establish the relationship with the continued fraction representation of
Θ=1/ tan θ, that is defined by the sequences (αm) and (am) as follows [96]:
α0 = Θ a0 = [α0]
αm+1 =
1
αm−am
am+1 = [αm+1] .
(3.6)
[α] denotes the integer part of α. The best rational approximations to Θ are the fractions
Pm/Qm, called convergents, and obtained from the recurrence relations{
Pm = Pm−2 + amPm−1
Qm = Qm−2 + amQm−1 ,
(3.7)
with the initial choice of (P−1, Q−1) = (1, 0) and (P0, Q0) = ([Θ], 1). Since (Pm)
and (Qm) are sequences of integers, we can represent the convergents as lattice points
(Pm, Qm) that approach the straight line D(0) as m increases from above (even m) and
below (odd m).
The m-th Farey sequence (or intermediate fractions) are the intermediate lattice
points on the segment [(Pm−2, Qm−2), (Pm, Qm)]) defined by{
pkm = Pm−2 + kPm−1
qkm = Qm−2 + kQm−1
0 ≤ k ≤ am .(3.8)
This sequence sequence of equally spaced lattice points (pkm, q
k
m) starts at the convergent
(Pm−2, Qm−2) (for k=0) and finishes at (Pm, Qm) (for k=am). The translation vector
is given by the coordinates of the convergent (Pm−1, Qm−1). The intermediate fractions
with odd (even) m verify the properties the conditions b (d), thus determining the lattice
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points associated with the exiting leads. The two types of families are given by the Farey
sequences of even and odd order convergents, with the additional requirements that the
exiting points are closer than W to the straight line D(0). Odd (even) values of pn
correspond to transmission (reflection) trajectories. The initialization (p−1, q−1) = (1, 0)
and (p0, q0) = ([Θ], 1) is an arbitrary choice, and some special care has to be taken in the
case in which tan θ < 1/2 where they may exist lattice points between the initial ones.
The continued fraction representation of a generic (irrational) real number results
in an infinite sequence of convergents. However, the fact that we have defined a finite
distance W to approach D(0) implies that once the lower and upper families begin to
overlap we do not need to consider higher convergents. Therefore, each angle θa is
associated to a finite number of families. In addition, it can be shown that at most three
sequences of intermediate fractions are relevant [49].
3
.
3. Semiclassical transmission amplitudes for square cavities . – In the extended
space, the Green function between points at the entrance and exit leads equals to that
of the free space taken between the initial point and the image of the final one (with the
adjustment of the phases at the reflections on the hard walls).
As in the previously studied cases, the semiclassical approach for the transmission
amplitudes tba selects the incoming angle θ corresponding to the mode a (Eqs. (2.12)-
(2.14)). Symmetry arguments for a rectangular cavity dictate that tba=0 if a+b is odd.
For even a+b we perform the y′-integration for each family of trajectories n, obtaining
a transmission amplitude
tba = − i
W
√
cos θb
cos θa
∑
n
εn exp[ikL˜n] {In(a+b)− In(a−b)} ,(3.9)
where
In(x) =
W
πx
(
exp
[
i
πx
W
y
′(n)
f
]
− exp
[
i
πx
W
y
′(n)
i
])
.(3.10)
(pn, qn) are the coordinates of the exiting lead in the extended space, y
′(n)
i and y
′(n)
f are
the extreme points of the exiting interval. We have defined the phase εn = exp[iπ(a+
1)ε(qn)], with ε(qn) = 0 (1) for even (odd) qn. The parity of qn appears in the phase
due to mirror symmetries involved in going to the extended space. The phase gained
at the hard-walls is given by the index ν˜n = 2(pn+ qn− 1). The trajectories of the
n-th family have a length Ln = pn/ cos θa (all lengths are expressed in units of the
side of the square), we have defined the reduced length L˜n = pn cos θa + qn sin θa. The
trajectories that contribute to the transmission amplitude are those going from the left
to the right lead, therefore only the values n with odd pn are considered. Similarly to
the contribution of direct trajectories, the case a¯+b¯ = 0 has to be treated separately for
the y′-integration. However, the corresponding result is included in Eq. (3.9) by taking
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the limit x→0. Obviously, a¯+b¯ = 0 corresponds to the maximum transmission since this
is the case where the classical trajectory arrives to the exiting lead with the quantized
angle of mode b.
When the y′-intervals are of the form [W−δl,W ] or [0, δ∗u] (Eqs. (3.2)-(3.2)) we can
separate the semiclassical sum into upper (u) and lower (l) families and write
tba =
1
W
√
cos θb
cos θa
∑
n=l,u
εnε
′
n exp [ikL˜n] {∆n(a+ b)−∆n(a− b)} δn ,(3.11)
with the family-dependent function ∆n defined by
∆n(x) =
2W
πxδn
exp
[
iε′n
πx
2W
δn
]
sin
[ πx
2W
δn
]
,(3.12)
ε′n = 1 if n = u and ε
′
n = −1 if n = l [97]. As previously stated, only odd pn should
be considered in the expansion for the transmission amplitude. The “last” family does
not have a y′-interval with the simple form of the previous ones. Therefore, when this
family contributes to the transmission amplitude, we cannot use for it the simple form
(3.11) depending only on the weights δn, but Eq. (3.9) together with the limits (3.4a)
and (3.5b).
The forms (3.9) and (3.11) of the transmission amplitude provide a very powerful
method to numerically compute the conductance through a rectangular cavity. For each
a= 1 . . .N , we only need to calculate a finite number of convergents and intermediate
fractions of the continued fraction representation of 1/ tan θa and recursively obtain the
weighting intervals δn. The advantage over quantum methods based on discretization
(recursive Green function, wave function matching, etc) is that it can be used for large
wave-vectors k. The method actually gets more exact with increasing k since it involves
a semiclassical approximation.
In Fig. 10 we present the conductance of a square cavity calculated from Eq. (3.11)
for an small opening (W = 0.05) in a large k-interval. We remark two salient features:
the linear increase of the mean conductance with N = kW/π and the fluctuations around
the mean, which become larger as k increases. The linear increase of 〈T 〉 with a slope
given by the classical transmission coefficient agrees with the classical behavior discussed
in the previous section. The increase of the fluctuations obtained within the semiclassical
approach is consistent with previous quantum computations [10]. The quantum mechan-
ical calculations of Wirtz et al. [95] for a square cavity allowed to identified the peaks
of the Fourier transform of the transmission amplitude with the families (or bundles) of
classical trajectories contributing in the semiclassical expansion.
Unitarity, the mathematical translation of charge conservation, is a critical test for
semiclassical approximations. Fig. 10 shows that it is relatively well respected, except
at the opening of new modes, where we obtain diffraction peaks. The curve R+T has
a slope of N , within an error of 5%. The departures from unitarity are smaller than
36 Rodolfo A. Jalabert
0 20 40 60 80
 k W / pi
0
20
40
60
80
 
R
, T
, R
+T 0.0 0.5 1.0
 W
0.0
0.5
1.0
  τ
Fig. 10. – Reflection R (lower curve), transmission T (medium), and R+T (upper) for a square
cavity as a function of wave-vector for an opening of W = 0.05 (in units of the size of the
square). Inset: classical transmission probability as a function of W from the slope of T (k)
(triangles) and from Eq. (2.25) (dashed).
the fluctuations, therefore it is justified to approach the latter with our semiclassical
methods.
3
.
4.Mean conductance in a square cavity. – Our semiclassical approach can be further
simplified in order to render the calculations analytically tractable. The function ∆n(x)
defined in Eq. (3.12) is peaked for x = 0 (when the quantized angles of the incoming
and outgoing modes coincide with the angle of the trajectory) and decays on the scale
of W/δn, therefore it can be approximated by the rectangular function
Πn(x) =
{
exp
[
iε′n
πx
2W δn
]
, if |x| < W2δn ,
0 otherwise .
(3.13)
Thus, the semiclassical tba simplifies to:
tba =
1
W
√
cos θb
cos θa
∑
n
Πn(a− b)εnε′nδn exp[ikL˜n] .(3.14)
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Within this approximation, the total transmission coefficient is be expressed as a sum
over pairs of families of trajectories (with odd pn and pn′).
T =
1
W 2
N∑
a,b=1
cos θb
cos θa
∑
n,n′
εnεn′ε
′
nε
′
n′δnδn′ exp [ik(L˜n−L˜n′)] Πn(a−b)Πn′(a−b) .(3.15)
The secular behavior of the transmission coefficient can be obtained from the k-
average of T (k)/k, leading to the diagonal approximation between the families of trajec-
tories (n= n′). In the case of isolated trajectories, the diagonal approximation yielded
the classical probability of transmission by pairing individual trajectories. In the present
case, the concept of families of trajectories replaces the role of individual trajectories.
Inserting the definition of the function Π, we find (to leading order in kW/π)
〈T 〉 ≃ 1
W 2
N∑
a=1
∑
n
δ2n
(
bmax∑
b=bmin
cos θb
cos θa
)
,(3.16)
bmin = max {a−W/2δn, 1} and bmax = min {a+W/2δn, N}. In the classical limit of
N=kW/π ≫ 1 the sum over b can be approximated by an integral leading to
〈T 〉 ≃
N∑
a=1
∑
n
δn
W
.(3.17)
For each mode a we have simply obtained the total weight of trajectories contributing
to transmission. Converting also the sum over a into an integral we write
〈T 〉 ≃ kW
π
T , T =
∫ π/2
0
dθ cos θ
∑
n
δn
W
.(3.18)
Thus, the total transmission coefficient is proportional to the number of modes, and the
constant T is a purely geometric factor. Breaking the contribution of families into that of
individual trajectories we are left with the usual classical transmission probability (2.25).
In the inset of Fig. 10 we compare the mean slope in the numerical (semiclassical)
results (triangles) with the classical transmission probability T obtained from Eq. (2.25)
by sampling the space of classical trajectories with random choices of initial conditions
θ and y (dashed). We verify the good agreement between the two approaches and we
see that T remains almost constant over a large interval of variation of the opening. A
more efficient path to T than Eq. (2.25) is to sample the angles θ and to incorporate
the weights δn emerging from the intermediate fractions of 1/ tan θ, as suggested by
Eq. (3.18). We then see that the continued fraction approach is not only useful for
evaluating semiclassical effects, but also for classical properties like the transmission
38 Rodolfo A. Jalabert
coefficient (and also the length distribution). Random sampling of classical trajectories
is an appropriate procedure for chaotic structures, where the ergodicity of phase space
results in an exponential distribution of lengths. On the other hand, integrable cavities
exhibit power-law distributions, which are more difficult to obtain by trajectory sampling.
In this case, the continued fraction approach is very efficient since, for a given angle, only
a finite number of terms are relevant, and the contributing families are incorporated at
once according to their weight.
3
.
5. Conductance fluctuations in a square cavity. – As visible from Fig. 10, the
oscillations around the mean transmission coefficient grow with larger N . We will now
evaluate the local fluctuations 〈(δT )2〉 = 〈(T − [(kW/π)T + 〈δT 〉])2〉. We begin with the
simplified expression (3.15) of T , and write
T 2 =
1
W 4
N∑
a,b,a′,b′=1
cos θb
cos θa
cos θb′
cos θa′
∑
n,n′,n′′,n′′′
εnεn′εn′′εn′′′ε
′
nε
′
n′ε
′
n′′ε
′
n′′′δnδn′δn′′δn′′′(3.19)
exp
[
ik(L˜n−L˜n′+L˜n′′−L˜n′′′)
]
Πn(a−b)Πn′(a−b)Πn′′(a′−b′)Πn′′′(a′−b′) .
As before, we only consider the terms having a null phase, for which
L˜n − L˜n′ + L˜n′′ − L˜n′′′ = 0 .(3.20)
This condition is satisfied with the pairing L˜n = L˜n′ and L˜n′′ = L˜n′′′ , but the resulting
term cancels against the square of the average transmission coefficient. A non trivial
pairing is obtained when L˜n = L˜n′′′ and L˜n′ = L˜n′′ with L˜n 6= L˜n′ , which implies a=a′.
The contribution of this pairing to the local fluctuations is
〈(δT )2〉I = 1
W 4
N∑
a=1
N∑
b,b′=1
cos θb cos θb′
cos2 θa
∑
n,n′
Πn(a−b)Πn′(a−b)Πn′(a−b′)Πn(a−b′)δ2nδ2n′
=
1
W 4
N∑
a=1
∑
n,n′
(
min
{
W
δn
,
W
δn′
})2
δ2nδ
2
n′ .(3.21)
In the semiclassical limit the sum over a can be converted into an integral dictating a
linear behavior of 〈(δT )2〉I with respect to k.
The two pairings above described are those usually considered in dealing with chaotic
cavities, except that in such cases we take individual trajectories instead families. In
the integrable system we are studying there is another non trivial way of satisfying
Eq. (3.20), that is, L˜n−L˜n′ = L˜n′′−L˜n′′′ , with L˜n 6= L˜n′ and L˜n 6= L˜n′′ . This typically
happens when n, n′, n′′, and n′′′ belong to the same (m-th) Farey sequence and they are
respectively associated with the intermediate functions (pk+jm , q
k+j
m ), (p
k
m, q
k
m), (p
k′
m, q
k′
m),
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Fig. 11. – Correlation function locally normalized according to Eq. (3.23) for three N-intervals:
20-40 (dotted), 40-60 (solid), and 60-80 (dashed) with an opening W = 0.05. Left inset: blow
up of the small ∆N region showing a cusp at the origin. Right inset: local variance 〈(δT )2(k)〉
exhibiting a linear increase with N = kW/pi.
and (pk
′+j
m , q
k′+j
m ), with k 6= k′, j 6= 0 and k, k′, k+ j, k′+ j ∈ (0, am). Also, since we
are dealing with transmission coefficients, we need pkm, p
k′
m, p
k+j
m and p
k′+j
m to be odd,
which implies that if j is odd, Pm−1 must be even. Under such conditions, we have
L˜n − L˜n′ = j(Pm−1 cos θa + Qm−1 sin θa). If neither n nor n′ correspond to the first
family of the sequence (k, k′ 6= 0) the four exiting intervals have the same length δm =
|Pm−1 tan θ −Qm−1|.
This last contribution to the local fluctuations can be expressed as a sum over the
convergents
〈(δT )2〉II =
N∑
a=1
∑
m
am∑
k,k′=0
∑
j
δ2m
W 2
,(3.22)
with the above specified restrictions for k, k′ and j. As in the previous case, converting
the sum over a into an integral yields a contribution 〈(δT )2〉II to the local fluctuations
that is linear in k, with a purely geometrical coefficient given by the continued fraction
representation of 1/ tan θ.
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The linearity of 〈(δT )2〉 = 〈(δT )2〉I + 〈(δT )2〉II with k that we have demonstrated is
consistent with the numerical results of Fig. 11 (right inset).
The conductance fluctuations of chaotic cavities are characterized by two k-independent
parameters: the correlation length γcl and the variance 〈(δT )2〉. In our integrable cavity
we have seen that 〈(δT )2〉 is not universal, but energy dependent. Also, there does not
exist a characteristic time for exiting the cavity. Therefore it is not obvious that a corre-
lation function depending only on the energy (or momentum) increment can be defined.
That is why we consider the normalized correlation function
CNk (∆k) =
〈δT (k+∆k)δT (k)〉
〈(δT )2(k)〉 ,(3.23)
where k varies on an interval much larger than ∆k, but small enough to neglect secular
variations.
From Eqs. (3.23) and (3.11) we obtain numerically the correlation functions shown
in Fig. 11 for three N -intervals: 20-40 (dotted), 40-60 (solid), and 60-80 (dashed). A
singularity for small ∆k appears in all the N -intervals in the form of a cusp around
the origin (inset). The linear behavior of C(∆k) is to be contrasted to the Lorentzian
correlation function expected for a chaotic cavity. It agrees with the prediction of Ref. [68]
and it is consistent with quantum calculations yielding decay of the power spectrum as
x−2 at large x (see Fig. 6 and Ref. [10]).
We have seen an example of an open system with integrable dynamics exhibiting larger
fluctuations than those of the chaotic case. The situation is analogous to the density of
states of closed systems, which is characterized by stronger fluctuations in integrable
than in chaotic geometries. The augmented fluctuations in integrable closed and open
geometries can be traced to the same origin: the bunching of trajectories into families in
the semiclassical expansions, the Berry-Tabor formula and Eq. (3.11) respectively.
The unbounded fluctuations we have found are unlikely to be experimentally detected
in Mesoscopic Physics. It is a very small effect that necessitates a range of variation of N
much larger than what is normally achieved [30, 37, 38]. Also, the cusp of the correlation
function at the origin is related with very long trajectories, that may be longer than
our physical cut offs. The case of the square is rather special amont integrable systems
since the conserved quantities of the cavity are the same as in the leads. Therefore,
he geometry of the leads plays a very important role [34, 38] and renders the quantum
signatures of integrability in open systems quite involved.
3
.
6. Circular billiards, diffraction and tunneling. – The circular billiard is particularly
interesting because it has been realized experimentally [8, 9, 32, 35, 37], and it is an
integrable geometry where the semiclassical transmission amplitude (2.16) is applicable
since the contributing trajectories are isolated. Also, the proliferation of trajectories with
the maximum number of bounces considered is much weaker than for the chaotic case,
making the explicit summation of Eq. (2.16) much easier. Lin and Jensen [86] undertook
such a calculation considering trajectories up to 100 bounces. As expected, going into
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the semiclassical limit by increasing the number of modes N results in a better fulfillment
of the unitarity condition T+R = N (only a 1% deviation for N =20). Moreover, they
demonstrated that the coherent backscattering is significantly reduced by off-diagonal
contributions to the total reflection, and they obtained conductance fluctuations as a
function of energy with high degree of regularity.
The signature of classical trajectories in the numerically obtained quantum transmis-
sion amplitudes has been established for circular billiards [87, 88, 50]. In particular, the
Fourier transform of the transmission amplitudes shows strong peaks for lengths corre-
sponding to the classical trajectories contributing in the semiclassical expansion (2.16).
Since the injection angle depends on k, a given trajectory contributes only over a lim-
ited energy range. This is why in geometries with stable trajectories, like the circle, the
Fourier peaks are more pronounced than for the stadium billiard. It has also been shown
in Ref. [87] that 〈(δT )2〉 increases with k, consistently with the behavior found in the
last chapter for another integrable case (the square).
Diffraction effects become important when the number of incoming modes N is small.
The semiclassical approach we have presented can be generalized to include diffraction
effects in the transmission and reflection amplitudes [89]. In the extreme limit of N= 1,
the wave-front impinging into the cavity is approximately circular and has the entering
lead as the source. The semiclassical propagation of this wave-front can be built from
classical trajectories launched from the center of the lead in all directions [88]. The
resulting expansion reproduces, at the level of Fourier transforms, rather well the exact
quantum mechanical data in the case of a circular billiard. Some of the harmonics of the
quantum reflection amplitude do not correspond to classical trajectories, but to “ghost
paths”, or diffractive trajectories (like reflections off the mouth of an exiting lead), that
can be incorporated in an approximate way in this previous semiclassical formalism.
In Fig. 12 we present the correspondence between peaks in the squared modulus
R11(L) of the Fourier transform of r11(k) and the classical trajectories (including their
repetitions) contributing to (2.16), established in Refs. [87, 88, 50], for the circular billiard
of the inset. The first peak is not a classical trajectory contributing to reflection, but
corresponds to diffraction off the lead mouths [87, 88]. This effect can be interpreted in
terms of a trajectory that gets reflected back at the right lead (ghost path). For larger
lengths L, we can identify a triangular path, a five-star path, a seven-star path, and so
on. Since we are considering r11, and since the angular momentum is conserved, the
outgoing angle is opposite to the incoming one, and the transport trajectories tend to
coincide with periodic orbits.
Placing a sufficiently high barrier into the cavity considerably changes the reflection
amplitude and R11 (panel b); some of the peaks are reduced, other augmented, and new
length scales appear. Some of the new peaks are related with diffractions induced by the
barrier. Interestingly enough, the dependence of the peak amplitudes is not monotonic
with the strength of the barrier. This behavior is well described by a simple modification
of Eq. (2.16) where each contribution is affected by the tunneling amplitude of a two-
dimensional plane-wave encountering a barrier of infinite length [50].
It is important to note that the straightforward identification of classical trajectories in
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Fig. 12. – Length spectrum R11 (magnitude squared of the Fourier transform of r11(k)) for the
circular billiard of the inset. (a) the case without a barrier, (b) with a thin and infinitely high
barrier (shown as the dashed line reaching from the edge to the center of the circle). Lengths
are scaled to the radius R of the circle. In the absence of a barrier we identify the peaks in the
length spectrum with periodic trajectories. (From Ref. [50].)
the quantum calculations is always at the level of transmission and reflection amplitudes.
For the transmission and reflection coefficients, the identification is more problematic
since we deal with pairs of trajectories, and the Fourier transforms yield differences of
lengths.
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4. – Experiments on ballistic transport and other aspects of the theory
In the two previous sections we developed the semiclassical theory of ballistic trans-
port, studying conductance fluctuations and weak localization in chaotic and integrable
cavities. Our emphasis was set in the signatures of the underlying classical mechanics,
but we did not discussed in detail the actual experimental work. We intend to provide
here a brief description of the experimental results relevant in the development and test-
ing of the theory. (For reviews on experiments in ballistic transport see Refs. [9, 13, 98].)
The initial application of Quantum Chaos ideas in transport through ballistic cavities
was followed by work in different regimes, other systems, and also the development of
new theoretical tools. Without attempting to review such developments, we briefly dis-
cuss in this section the regime of mixed dynamics, the semiclassical approach of Kubo
conductivity applied to the antidot lattice, and the connection between semiclassics and
the random matrix theory of ballistic transport.
4
.
1. Conductance fluctuations and weak localization in ballistic microstructures . – The
statistical analysis of the low-temperature magnetoconductance in ballisticGaAs/AlGaAs
quantum dots was first performed by Marcus and collaborators [8, 9]. Different shapes
(stadium and circle) with steep-walled confining potentials were achieved and the leads
were oriented at right angles to reduce transmission via direct trajectories. The transport
mean free path was estimated to be several times the size of the structures (a ≃ 0.5µm)
indicating that the ballistic regime was achieved, and the number of conducting channels
was N = 3 (that is, not quite in the semiclassical limit of the theory). Analyzing the
magnetoconductance as we did in (2
.
6) gave for the stadium cavities a power spectrum
in agreement with Eq. (2.40) over three orders of magnitude, and a deviation for large
areas was observed (as in the inset of Fig. 13.b). The conductance fluctuations in the
circular billiard were more structured (more weight in the high harmonics of the power
spectrum) compared with the case of the stadium, demonstrating experimentally the
possibility of distinguishing ballistic cavities according to their classical dynamics.
The magnetic field scale of the fluctuations was found to be consistent with the
semiclassical prediction, and increasing with the mean conductance through the dot
[29]. In the completely coherent picture of Sec. 2, the parameter αcl governing the
area distribution in a chaotic cavity was given by the geometry and the escape rate.
A phenomenological way of introducing decoherence [99] is by attaching a virtual lead
that draws no current but provides a channel for phase breaking. Taking into account
the virtual lead in our description will increase the escape rate (proportionally to LΦ),
and then αcl. The measurement of the conductance fluctuations allowed to estimate the
temperature dependence of LΦ, thus providing an example where the theoretical ideas of
Quantum Chaos were used to test fundamental properties of condensed matter systems.
The systematic study of conductance fluctuations, and the measurement of the ballis-
tic weak localization, require a considerable amount of averaging. A given magnetocon-
ductance curve offers only a limited interval for averaging since once the cyclotron radius
becomes comparable to the size of the structure the nature of the classical dynamics
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may change. In order to cope with this problem, alternative types of averages have been
developed: by tuning the Fermi energy [30, 38], by thermal cycling the sample [31, 34],
by different realizations of the residual disorder in an array of identical cavities [32], and
by small distortions in the shape of the cavity [33, 37].
Keller et al. [30] fabricated microstructures where the electron density (and hence
kF ) was tunable while maintaining the geometry approximately fixed. Different shapes
were considered: a stadium with displaced leads, the “stomach” and a polygonal shape
with stoppers (the last two shapes are shown in the insets of Fig. 6). In the chaotic
cavities a good quantitative agreement with the semiclassical theories is obtained, with
the scale of the fluctuations depending on the cavity size. The polygonal geometry
did not show qualitative differences with the chaotic case, illustrating the difficulties
of observing experimentally the signatures of integrable dynamics. The energy average
yielded a weak-localization peak, and the conductance of a given sample did not always
show a minimum at B=0, consistent with the lack of self average of ballistic cavities.
The use of sub-micron stadium-shaped quantum dots (with N up to 7) cycled at
room temperature allowed Berry and collaborators [31] to obtain average values and
separate the weak localization peak from the conductance fluctuations. The line-shape
of the peak was found to be Lorentzian, in agreement with the semiclassical prediction.
Moreover, the field scales of the weak localization and conductance fluctuations were
found to be related by the factor of 2 that we discussed in (2
.
7), giving strong support
to the applicability of the semiclassical approach.
Chang and collaborators [32] fabricated arrays of microstructures connected in par-
allel and considered two shapes: stadium and circle. In each case, the 48 cavities were
nominally identical but actually slightly different due to uncontrollable shape distortions
and residual disorder. Thus, the conductance fluctuations were averaged out. The weak
localization peak was found to be Lorentzian for the stadium cavities and triangular for
the circular ones, in agreement with the semiclassical prediction and detailed numerical
calculations [11]. Rectangular cavities, however, failed to yield a cusp of the magnetore-
sistance at B=0.
Microstructures admiting small shape distortions (less than 5 % in the area) by tun-
ing the voltage of lateral gates (inset of Fig. 13.a) were developed by Chan, Marcus
collaborators [33]. The lithographic shape of the cavity is clearly non-chaotic, however
it is expected that dot-specific features tend to average away by the effect of the shape
distortions. Also, these are relatively large structures, where disorder definitely affects
the long trajectories. N was not in the semiclassical regime, as it was tuned to a value
of 2. Conductance can be studied as a function of magnetic field and shape distortion,
allowing to gather very good statistics. The fluctuations as a function of magnetic field
show very good agreement with Eq. (2.40) (inset of Fig. 13.b). The shape distortion
fluctuations yield an exponential power spectrum, in agreement with the calculations of
Bruus and Stone showing that the semiclassical formalism of Sec. 2 can be extended to
this case [100]. A Lorentzian shape for the weak localization peak was obtained, with
a width related to the characteristic field of the conductance fluctuations, as predicted
by semiclassical theory. The magnitude of the shape fluctuations at non-zero field had a
The semiclassical tool in mesoscopic physics 45
0.035
0.030
0.025
0.020
0.015
0.010
va
r(g
(B
))
43210-1
B (mT)
1.95
1.90
1.85
1.80
1.75
1.70
1.65
1.60
〈g(
B)
〉
43210-1
B (mT)
V1
V3
V2 Vg
(a) (b)
10 -3
10 -2
10 -1
10 0
S B
 
(f B
) 
400020000
fB (cycles/T)
Fig. 13. – (a) Shape-averaged conductance showing a weak localization peak fitted to a
Lorentzian (dashed). Inset: electron micrograph of device (the gate voltage Vg is used to
produce shape distortion. (b) Variance of shape-distortion conductance fluctuations (in units
of (e2/h)2) Inset: power spectral density in magnetic field fitted by Eq.(2.40). (Adapted from
Ref. [33].)
factor of 2 reduction with respect to the zero field value, and the line shape of 〈(δT )2〉 was
found to be a Lorentzian squared [101]. The rich statistics that this type of structures
allows to gather can be used to generate not only the moments of the conductance, but its
whole distribution, and compare with the random matrix theory predictions [108, 109].
As we will see in the next chapter, the detailled study of the conductance distribution
allows to estimate the coherence length [39]. Interestingly enough, LΦ seems to saturate
below certain temperature (of de order of 100 mK), in analogy with similar observations
in disordered metals [102]
Bird and collaborators used thermal cycling on rectangular cavities to measure a weak
localization peak that changes its shape from Lorentzian to triangular as the quantum
point contacts at the entrance of the cavity are closed [34]. The transition occurs for
N ≃ 2 and demonstrates the non-trivial role played by the leads. Measurements and
numerical analysis by Zozoulenko et al. [38] on square cavities suggested that, depending
on the geometry of the leads, transport through the cavity is effectively mediated by
just a few resonant levels, illustrating the importance of the injection conditions in the
integrable case.
Lee, Faini and Mailly used shape and energy averages to extract the weak-localization
peak of chaotic (stadia and stomach) and integrable (circles and rectanges) [37]. The
former exhibited a Lorenztian line-shape, consistently with the theoretical predictions.
However, among the integrable cavities, only the rectangle showed the expected trian-
gular shape, while the circle yielded a Lorentzian. Chan has proposed [32] that this
apparently discrepancy with his results is due to the shorter physical cut offs of Ref.
[37], hindering long trajectories to exhibit the signatures of the integrable dynamics.
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4
.
2. Semiclassics vs. random matrix theory. – In our discussion of ballistic weak
localization (2
.
7) we stressed the fact that our semiclassical approach allows to calculate
only one part of the effect, the elastic backscattering, corresponding to the interference
of time-reversed trajectories in the diagonal reflection coefficients Raa. Numerical cal-
culations, as well as elementary considerations based on current conservation, show that
the off-diagonal terms Rba are also sensitive to a weak field. However, this B-dependence
is not easily calculable within the diagonal semiclassical approximation of only keeping
terms where we pair one trajectory with itself or with its time-symmetric. Moreover, the
semiclassical results for the weak localization may depend on how we organize the sums.
If instead of going through the approach developed in Sec. 2 of calculating transmission
amplitudes and then the coherent backscattering, we calculate the average magnetocon-
ductance effect directly from the real-space Green function, we obtain a vanishing result
[103].
The problem that we face in calculating the magnitude of weak localization (or con-
ductance fluctuations) arises from the fact that those are effects of order N0, while semi-
classics only assures the compliance of unitarity to leading order (N). A complementary
approach to semiclassics is that of random matrix theory (RMT), where we describe the
ballistic transport through a chaotic cavity by its scattering matrix S (Eq. 2.6)), and
unitarity is automatically preserved by the condition SS† = I.
Random matrix approaches have been applied to a variety of physical problems, rang-
ing from Nuclear Physics to level statistics in small quantum systems and conductance
fluctuations in disordered mesoscopic conductors [42, 26, 16, 104, 105]. The basic as-
sumption is that the relevant matrix is the most random among those verifying the
required symmetries of the problem. The appropriate ensembles for unitary matrices are
Dyson’s COE and CUE (circular orthogonal and circular unitary) ensembles describing
respectively the cases with (β = 1) and without (β = 2) time-reversal symmetry. For
unitary matrices the eigenvalues are pure phases, and the random assumptions on the
distribution of the matrices translate into the statistical properties of the eigenphases.
Bu¨mel and Smilansky proposed that chaotic scattering is represented by COE and CUE
S-matrices, and derived statistical properties of the eigenphases from a semiclassical
analysis [106].
Eigenphases are not directly related with transport properties, and therefore a param-
eterization of Dyson matrices in terms of conductance parameters needs to be established
[107]. From that, the statistical properties of the conductance can be established. With-
out going through the derivations, we quote the results for the average conductance and
the second moment [108, 109]
〈T 〉 = 1
2
N + 〈δT 〉 , 〈δT 〉 = β − 2
4β
, 〈(δT )2〉 = 1
8β
.(4.1)
The weak localization effect ∆〈T 〉 = 〈T 〉β=1 − 〈T 〉β=2 = −1/4 can be shown to be the
sum of a diagonal contribution (
∑
a∆〈Raa〉 = 1/2) and an off-diagonal contribution
(
∑
b6=a∆〈Rba〉 = −1/4), consistently with our results of (2.7).
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RMT is able to predict not only the moments of the conductance, but the whole
distribution in the case of small N . In particular, for N = 1 the distribution is highly
non-gaussian. The experimental quest for such peculiar distribution has lead to the
consideration of virtual leads, discussed in (4
.
1), and which can also be incorporated
in a random matrix description [110, 111]. Determining experimentally the number of
channels in the virtual leads has become a very useful way of estimating LΦ [39].
The random matrix hypothesis for the Hamiltonian of a chaotic dot (or the zero-
dimensional non-linear sigma model) coupled to leads yields equivalent results to those
of Eq. (4.1) [93, 94] and allows to calculate the crossover β = 1 to β = 2 as a function of
magnetic field [101, 112, 105].
Unlike semiclassics, RMT is able to produce numerical values for the conductance
fluctuations and weak localization. However, its applicability to ballistic cavities neces-
sitates an ergodic behavior of classical trajectories. For instance, the existence of direct
trajectories dramatically changes the previous values, and that is why the quantitative
agreement of RMT and numerical simulations is only obtained in structures like the one
at the bottom of Fig. 6, where the short-time scales were eliminated from the problem by
introducing stoppers. Short-time process can be incorporated into the RMT approach
[113, 114], but the formalism and its use becomes considerably less simple. Obviously,
RMT is not of any help when dealing with cavities with integrable or mixed dynamics.
We therefore see that RMT and semiclassics are complementary techniques. The
former immediately yields the universal behavior in the case of ergodic dynamics. The
semiclassical diagonal approximation is applicable to a much wider range of classical
behaviors, but it is not able to produce universal numbers. In addressing this failure
we have to consider the possible breakdown of our two main assumptions: semiclassics
and diagonal approximation. Similar questions arise in the study of the density-density
correlator of closed systems, where standard semiclassics cannot recover the small en-
ergy (long time) quantum behavior. It has been suggested in this context that taking
into account action correlations between very long trajectories may correct this failure
of the diagonal semiclassical approximation [115]. In the context of ballistic transport,
Argaman [116] pointed to the failure of the diagonal approximation for special pairs of
long trajectories where the difference of actions does not vary enough in the integration
interval. Similar arguments were presented by Aleiner and Larkin [117] separating the
dynamics in scales shorter and longer than the Ehrenfest time. In the former the corre-
lations of the disorder potential have to be taken into account, in the latter the classical
diffusion equation can be used. Both approaches reproduce (under certain conditions of
ergodicity and invoking the presence of a small amount of disorder) the universal values
of Eq. (4.1), but they are not genuinely semiclassical in the sense of giving an operational
prescription to handle a given geometry from the knowledge of the classical trajectories.
4
.
3. Mixed dynamics . – In our study of ballistic transport we have considered, so
far, the extreme cases of hyperbolic and regular classical dynamics. Semiclassical theory
predicts qualitative differences between these two cases, and the experiments seem to
support these results. It is natural to ask about the behavior with a mixed phase space
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containing both chaotic and regular regions. This is the most generic situation for a
dynamical system, and since the microstructures do not have hard-walls potentials, it is
experimentally relevant too.
Ketzmerick considered the problem of a dynamical system with mixed phase space
[118], where the trapping generated by the infinite hierarchy of cantori leads to a power-
law for the escape rate of the cavity P (τ) ∝ t−β , with the exponent β > 1. From a
semiclassical diagonal approximation to the conductance, Ketzmerick proposed that the
graph of g vs. E has (in the case β < 2) the statistical properties of fractional Brownian
motion with fractal dimension D = 2− β/2.
Numerical simulations by Huckestein and collaborators [119] in cavities with mixed
dynamics connected to leads yielded the power-law distribution of the classical escape
rate, but the quantum curve g(E) failed to exhibit fractal behavior. On the other hand,
Casati and and collaborators [120] obtained a fractal structure for the survival probability
in an open quantum system classically described by a map with mixed phase space.
These unsettled theoretical issues illustrate the difficulties of describing generic Hamil-
tonian systems, and are particularly interesting given the recent experiments of Sachrajda
et al [40]. The conductance fluctuations measured in soft-wall stadium and Sinai billiards
exhibited fractal behavior in the curves g(B) over two orders of magnitude in magnetic
field. Normally, we would have expected to be more difficult to observe the fractal be-
havior in experiment than in the simulations, since the physical cut-offs discussed in the
introduction will limit the scale that can be resolved in phase space.
4
.
4. Semiclassical approach to bulk conductivity. – In Sec. 2 we mentioned that the
Landauer formulation of the conductance could be obtained from linear response (Kubo
formula) theory. The latter is given in terms of matrix elements of the current opera-
tor. The semiclassical approximation for matrix elements [121] and the consistent use
of stationary-phase integrations can be then used to yield a semiclassical expression for
the longitudinal conductivity as the sum over classical (Drude) component [122] and an
oscillatory component [123, 124]. The latter is given by a periodic orbit expansion where
the coefficients of the trace formula are affected by the classical correlator of the lon-
gitudinal component of the velocity along the trajectory. This approach has been very
helpful to understand the classical and quantum oscillations of the magnetoconductivity
in antidot lattices [125]. This formulation needs the incorporation of a small amount of
disorder to produce a finite conductivity and has the drawback of not being able to yield
a weak localization effect (since it is given as an expansion over single orbits). Even if the
Kubo and Landauer approaches for the conductance give equivalent results at the quan-
tum mechanically, such a connection has not been established at the semiclassical level.
As discussed in (4
.
2) the difficulty arises from the lack of unitarity of the semiclassical
approximations that we have described.
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5. – Orbital magnetism in clean systems
The problem of orbital magnetism in an electron gas has a long history, going back
to the pioneering work of Landau demonstrating the existence of a small diamagnetic
response at weak fields H and low temperatures T (such that kBT exceeds the typical
spacing h¯ω, ω = eH/mc) [126, 127]. The orbital response of a non-interacting 2DEG
has a small diamagnetic value
−χL = − gse
2
24πmc2
(5.1)
(gs = 2 is the spin degeneracy factor). The constriction of the electron gas (2D or 3D)
to a finite region (area of volume) introduces a new energy scale in the problem (the
typical level spacing ∆) leading to a modification of the Landau susceptibility. The
finite-size corrections to the Landau susceptibility have received considerable attention;
various geometries and physical regimes have been studied [14, 128]. We are interested
in the orbital response of ballistic microstructures, as measured in the experiments of
Refs. [27, 28]. We will show that semiclassical methods, similar to those used in the
previous sections, allow us to undertake such studies [51, 52]. Moreover, the differences
arising from the nature of the classical dynamics turn out to be more important than in
the case of transport.
The magnetic susceptibility is a thermodynamical property and it is sensitive to the
effect disorder and interactions. In this section we start with the simplest model of non-
interacting electrons in a clean cavity. In the following sections we will incorporate the
effect of residual disorder and electron-electron interaction.
5
.
1. Thermodynamic Formalism. – For a system of electrons in an area A, connected
to a reservoir of chemical potential µ, the magnetic susceptibility is defined by
χGC = − 1
A
(
∂2Ω
∂H2
)
T,µ
.(5.2)
The notation with the superscript GC is used in order to emphasize the fact that we
are working in the grand canonical ensemble.
Ω(T,H, µ) = Ω0(T,H, µ) + Ωi(T,H, µ)(5.3)
is the thermodynamic potential, decomposed in a non-interacting part
Ω0(T,H, µ) = − 1
β
∫
dE d(E) ln[1 + exp(β(µ − E))](5.4)
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depending on the one-particle density of states d(E) (β = 1/kBT ) and the term Ωi arising
from electron-electron interactions [129, 130]. We will not consider this last contribution
until Sec. 7.
The choice of the ensemble in the macroscopic limit of the area A and the number
of particles N going to infinity is a matter of convenience. As it was recognized in the
context of persistent currents in disordered rings [131, 19, 132], the equivalence between
the ensembles may break down in the mesoscopic regime. Although the number of
electrons can be large for a mesoscopic system, the fact that N is fixed must be taken
into account (by working in the canonical formalism) if a disorder or energy averaged
susceptibility of an ensemble of isolated micro-systems is examined.
The magnetic susceptibility of a system of N electrons is
χ = − 1
A
(
∂2F
∂H2
)
T,N
,(5.5)
with the free energy F and the thermodynamical potential Ω are related by means of the
Legendre transform
F (T,H,N) = µN+Ω(T,H, µ) .(5.6)
In Condensed Matter Physics the simple dependence of the thermodynamical poten-
tial on the density of states in (5.4) makes the grand canonical ensemble the easiest to
work with. In the case of disordered metals, in which the density of states (DOS) can
be separated in a smooth and a (small) fluctuating part, Imry proposed convenient rep-
resentation for the canonical free energy in terms of grand canonical quantities [19]. In
our clean case we use the decomposition
d(E) = d¯(E) + dosc(E)(5.7)
in the mean (or Weyl) part d¯ and the periodic orbit contribution dosc. (Rigorously
speaking, dosc is not small since it is the sum of delta functions, therefore the expansion
(5.7) has to be used after some thermal broadening [14].) We define a mean chemical
potential µ¯ as the one that accommodates the N particles with the mean DOS d¯.
N = N(µ) = N¯(µ¯) .(5.8)
Here
N(µ) =
∫ ∞
0
dE d(E) f(E−µ)(5.9)
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with the Fermi distribution function
f(E − µ) = 1
1 + exp[β(E − µ)] .(5.10)
N¯ is then obtained in Eq. (5.9) by replacing d(E) by d¯(E). Expanding (5.6) to second
order in µ − µ¯ leads to an expansion of the free energy in terms of grand canonical
quantities [132, 19]
F (N) ≃ F 0 +∆F (1) +∆F (2) ,(5.11)
with
F 0 = µ¯N+ Ω¯(µ¯) ,(5.12a)
∆F (1) = Ωosc(µ¯) ,(5.12b)
∆F (2) =
1
2d¯(µ¯)
(Nosc(µ¯))2 .(5.12c)
The functions Ωosc and Nosc are expressed by means of Eqs. (5.4) and (5.9), respec-
tively, upon inserting the oscillating part dosc of the density of states. The leading order
contribution to F is given by the first two terms F 0 +∆F (1) yielding the susceptibility
calculated in the grand canonical case with the chemical potential µ¯. F 0 gives rise to
the diamagnetic Landau–susceptibility (−χL) independently of the confining geometry
[133, 134, 14]. We will show that, as in the case of persistent currents, the average value
of ∆F (1) vanishes and the additional term ∆F (2) becomes the dominant one.
5
.
2. Semiclassical treatment of susceptibilities . – For a semiclassical computation of
∆F (1) and ∆F (2) and their derivatives respect to H we calculate dosc(E,H) from the
trace
d(E,H) = −gs
π
Im
∫
dr G(r, r;E)(5.13)
of the semiclassical one–particle Green function (Eq. (2.11)). Its contribution to dosc(E)
is given by all classical paths s (of non–zero length) joining r to r′ at energy E [4, 43].
The evaluation of the trace integral (5.13) for chaotic and integrable systems leads
to the Gutzwiller [4] and Berry–Tabor [85] periodic–orbit trace formulas, respectively.
In order to calculate the magnetic susceptibility at small fields one has to carefully
distinguish [14] between the three possibilities: a chaotic billiard, the special case of
an integrable billiard remaining integrable upon inclusion of the H–field, and the more
general case where the field acts as a perturbation breaking the integrability of a regular
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structure. We start this section with the last situation, focusing on the experimentally
relevant case of ballistic squares [27] and we later discuss chaotic and circular cavities.
For a generic integrable system (a regular geometry) any perturbation breaks the
integrability of the dynamics. The Poincare´-Birkhoff theorem [57] states that as soon
as the magnetic field is turned on, all resonant tori (i.e. all families of periodic orbits)
are instantaneously broken, leaving only two isolated periodic orbits (one stable and one
unstable). Therefore, neither Gutzwiller nor Berry–Tabor trace formulas are directly
applicable and a uniform treatment of the perturbing H–field is necessary [3]. In the
integrable zero–field limit each closed trajectory belongs to a torus IM and we can replace
r in the trace integral (5.13) by angle coordinates Θ1 specifying the trajectory within the
(one–parameter) family and by the position Θ2 on the trajectory. For small magnetic field
the classical orbits can be treated as essentially unaffected while the field acts merely
on the phases in the Green function in terms of the magnetic flux through the area
AM(Θ1) enclosed by each orbit of family M. Evaluating the trace integral along Θ2 for
the semiclassical Green function of an integrable system leads in this approximation to
a factorization of the density of states
dosc(E) =
∑
M 6=0
CM(H) d0M(E)(5.14)
into the contribution from the integrable zero–field limit
d0
M
(E) = BM cos
(
kFLM − νMπ
2
− π
4
)
(5.15)
(LM and νM are respectively the length and Maslov index of the orbits of family M and
BM is the semiclassical weight [85]) and the function
CM(H) = 1
2π
∫ 2π
0
dΘ1 cos
[
2π
HAM(Θ1)
Φ0
]
(5.16)
containing the H–field dependence (Φ0 = hc/e). Calculating ∆F
(1) from Eq. (5.12b)
and taking the derivatives respect to H gives the grand canonical contribution to the
susceptibility at small magnetic field
χ(1)
χL
= −24π
gs
mA
(
Φ0
2πA
)2 ∑
M
RT (τM)
τ2
M
d0
M
(µ¯)
d2CM
dH2
.(5.17)
Here, τM is the period of a closed orbit of family M and
RT (τ) =
τ/τT
sinh(τ/τT )
; τT =
h¯β
π
=
LT
vF
.(5.18)
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is a damping factor which arises from the convolution integral in Eq. (5.4) and gives an
exponential suppression of long orbits according to the temperature dependent cut off
τT (or LT ). As discussed in the introduction, this physical cutoff is important from a
physical as well as computational point of view, as conceptual difficulties associated with
the questions of absolute convergence of semiclassical expansions at zero temperature do
not arise.
Eq. (5.17) is the basic equation for the susceptibility of an individual microstructure.
When considering ensembles of ballistic microstructures however, an average ( · ) over
Fermi energy (µ = h¯2k2
F
/2m) or over the system size a has to be performed since there
will usually be a dispersion of kF and a among the members of the experimental ensemble.
These averages lead to variations in the phases kFLM of the DOS (5.15) which are much
larger than 2π. Therefore, χ(1) vanishes upon ensemble average. In order to characterize
the orbital magnetism of ensembles we introduce the typical susceptibility χ(t) = (χ2)1/2
(the width of the distribution) and the ensemble averaged χ (its mean value, which is
non–zero because of the positive term ∆F (2) in the expansion (5.11)).
If we assume that there are no degeneracies in the lengths of orbits from different
families M we obtain for χ(t)
(
χ(t)
χL
)2
=
(
24π
gs
mA
)2(
Φ0
2πA
)4 ∑
M
R2T (τM)
τ4
M
d0
M
(µ¯)2
(
d2CM
dH2
)2
.(5.19)
In calculating χ, the grand canonical contribution χ(1) from ∆F (1) vanishes under
energy average and the semiclassical approximation to the canonical correction ∆F (2)
(Eq. (5.12c) yields
χ
χL
≃ χ
(2)
χL
= −24π
2
gs2
h¯2
(
Φ0
2πA
)2 ∑
M
R2T (τM)
τ2
M
d0
M
(µ¯)2
d2C2
M
dH2
.(5.20)
Eqs. (5.17)–(5.20) provide the general starting point for a computation of the suscep-
tibility of integrable billiards at small fields.
5
.
3. Square billiards . – In a square billiard each family of periodic orbits can be
labeled by M = (Mx,My) where Mx and My are the number of bounces occurring on
the bottom and left side of the billiard. The length of the periodic orbits for all members
of a family is LM = 2a(M
2
x +M
2
y )
1/2 and BM = m/
√
h¯kLM. Since νM = 4(Mx +My)
the Maslov index will be omitted from now on. The advantage of the square geometry,
from the calculational point of view, is that as in (3
.
2), we can work in the extended
space and use the free form of the Green function.
In the inset of Fig. 14 we represent a trajectory of the familyM = (1,1) of the shortest
flux–enclosing periodic orbits. Instead of Θ1 we use the lower reflection point x0 as orbit
parameterization within the family. The orbits (1,1) have the unique length L11 = 2
√
2a
and enclose a normalized areaA(x0) = 4πǫx0(a−x0)/a2, where the index ǫ = ±1 specifies
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the direction in which the trajectory is traversed. This set is particularly relevant in view
of the cut off (5.18) discussed above, killing exponentially the long trajectories (for the
usual experimental conditions LT ≃ 2a). The (small) contribution of the long trajectories
can be calculated along the same lines that in the case of the family (1,1) [14].
The computation of d011(µ) for the square geometry gives for χ
(1) (Eq. (5.17)) yields
χ(1)
χ0
= sin
(
kFL11 +
π
4
)∫ a
0
dx0
a
A2(x0) cos(ϕA(x0))(5.21)
as a function of the total flux ϕ = Ha2/Φ0. The prefactor is defined by
χ0 = χL
3
(
√
2π)5/2
(kFa)
3/2RT (L11) .(5.22)
In the case of a square geometry, the integrals can be evaluated analytically,
C11(ϕ) = 1√
2ϕ
[cos(πϕ)C(
√
πϕ) + sin(πϕ)S(
√
πϕ)] ,(5.23)
where C and S respectively denote the cosine and sine Fresnel integrals, and the zero-field
susceptibility of a clean cavity is [51, 52]
χ(1) = χL
4
5(
√
2π)1/2
(kFa)
3/2 sin
(
kFL11 +
π
4
)
RT (L11) .(5.24)
The results (5.21) and (5.24) show the (kFa)
3/2-dependence typical for regular sys-
tems, with rapid oscillations as a function of kF (that make χ
(1) to vanish when averaged
over variations of kF or a). In Fig 14 we see the good agreement between Eq. (5.24) (solid)
and the numerically obtained quantum mechanical susceptibility (dotted). The small de-
viations between both traces is due to higher repetitions (trajectoriesM = (M,M)) that
can easily be incorporated in our formalism [14]). The oscillations as a function of the flux
at a given number of electrons in the square (solid) are in agreement with the numerical
calculations (dashed).
The typical and average susceptibilities for a square geometry where only the domi-
nant contributions of the family (1,1) are considered, can be written as
χ(t)
χ0
≃
√
χ(1)
2
χ0
=
1√
2
∫ a
0
dx0
a
A2(x0) cos (ϕA(x0)) ,(5.25)
χ
χ0
=
1
2
∫ a
0
dx0
a
∫ a
0
dx′0
a
[A2− cos(ϕA−) +A2+ cos(ϕA+)] ,(5.26)
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x0
Fig. 14. – Magnetic susceptibility of a square as a function of kFa from numerical calculations
(dotted line) at zero field and at a temperature equal to 10 level-spacings. The solid line shows
our semiclassical approximation (Eq. (5.24)) taking into account only the family (1,1) of shortest
orbits. The period pi/
√
2 of the quantum result indicates the dominance of the shortest periodic
orbits enclosing non-zero area with length L11 = 2
√
2a (upper inset). Lower inset: amplitude
of the oscillations (in kFL11) of χ as a function of the flux through the sample from Eq. (5.22)
(solid) and numerics (dashed). (From Ref. [52].)
with
χ0
χL
=
3
(
√
2π)3
(kFa) R
2
T (L11)(5.27)
and A± = A(x0)±A(x′0). As in the previous case, the integrals (5.25) and (5.26) can be
calculated in terms of Fresnel functions. In particular, the average zero-field susceptibility
is paramagnetic and attains the value [51, 52]
χ(2)(H=0) =
4
√
2
5π
kFa χL R
2
T (L11) .(5.28)
Since kFa≫ 1 we have that χ(t) ≫ χ≫ χL, and then we obtain a large enhancement
of the Landau susceptibility by the effect of confinement in an integrable geometry.
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Fig. 15. – Thin solid curve: average magnetic susceptibility of an ensemble of squares from
Eq. (5.26). Thick solid line: average over an ensemble with large dispersion of sizes. Thick
dashed curve: average from numerics. The shift of the numerical with respect to the semiclassical
results reflects the Landau susceptibility (due to F 0 in Eq. (5.11)) not included in the latter.
Inset: average susceptibility as a function of kFa for various temperatures (8, 6 and 4 level
spacings, from below) and a flux ϕ = 0.15 and numerics (dashed). (From Ref. [52].)
The average susceptibility from (5.26) (thin solid line in Fig. 15) oscillates in the scale
of one flux through the sample. For ensembles with a wide dispersion of lengths (like in
the experiment of Ref. [27]) we have to also consider the effect on C of the average over
a (on a classical scale), which will suppresses the B-oscillations (thick solid line).
5
.
4. Integrable versus chaotic behavior . – Squares constitute a generic example of an
integrable system perturbed by a magnetic field. It is interesting to compare our results
with two extreme cases: circles (which remain integrable under the perturbation) and
completely chaotic systems. The periodic orbits of the circular billiard are labeled by
the topology M = (M1,M2), where M1 is the number of turns around the circle until
coming to the initial point after M2 bounces. We can therefore write the field-dependent
DOS as in (5.14), and we easily see that the susceptibility for circular billiard (of radius
R) has the same parametric dependence of the square: (kFR)
3/2 for χ(1) and χ(t), and
(kFR) for χ [14]. The orbital response of small rings is usually expressed in terms of the
persistent current I = −c(∂F/∂Φ)T,N which can be calculated along the same lines than
the susceptibility of the circle [135] and shows the previous parametric dependence on
(kFR). The semiclassical results are in good agreement with the measurments of Ref. [28].
The generic behavior of integrable systems can be traced to the k
−1/2
F dependence of
dosc(E) in Eq. (5.14).
For chaotic systems (of typical length a) with hyperbolic periodic orbits, the Gutzwiller
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trace formula provides the appropriate path to calculate dosc(E,H). For temperatures at
which only a few short periodic orbits are important, χ can have any sign, and its mag-
nitude is of the order of (kFa)χL [136, 137]. For an ensemble of chaotic billiards χ ∝ χL.
Therefore both susceptibilities are considerably reduced respect to the integrable case.
The magnetization line-shape can be calculated along similar lines than those used in
(2
.
7) for the coherent backscattering [14, 138].
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6. – Semiclassical approach to weak disorder
In the previous section we described important differences in the orbital response of
clean cavities according to their underlying classical mechanics. On the other hand, we
know that any perturbing potential, such as the one provided by the disorder, immedi-
ately breaks the integrable character of the classical dynamics [57]. A natural question
to pose is whether the difference chaotic versus integrable will survive when we go from
the clean to the ballistic regimes and we consider the residual disorder that is always
present in actual microstructures.
Disorder is usually studied in terms of the ensemble average over impurity realizations,
since it is a perturbation of a electrostatic potential whose detailed nature is unknown.
Typically, quantum perturbation theory is followed by the average over the strengths and
positions of the impurities [129, 21]. This approach is suited for macroscopic metallic
samples (which are self-averaging) or ensembles of mesoscopic samples (where different
microstructures present different impurity configurations). The possibility of measuring
a single disordered mesoscopic sample posses a conceptual difficulty since there is not an
average process involved. In this section we first develop a general formalism of disordered
Green functions for the ballistic regime, applicable to a wide range of physical problems,
and then use this formalism to calculate the various averages of the susceptibility that
we encounter in different experimental situations [53, 139].
6
.
1. Disorder models . – We assume that the disorder is generated by means of a given
realization of a two-dimensional Gaussian potential of the form
V (r) =
Ni∑
j
uj
2πξ2
exp
[
− (r−Rj)
2
2ξ2
]
,(6.1)
provided by Ni independent impurities located at points Rj with uniform probability on
an area V (ni = Ni/V). The strengths uj obey 〈ujuj′〉 = u2δjj′ . This model yields, in
the limit ξ → 0, the white noise disorder of δ-function scatterers V (r) =∑Nij ujδ(r−Rj).
The disorder potential V (r) is characterized by its correlation function
C(|r− r′|) = 〈V (r)V (r′)〉 = u
2ni
4πξ2
exp
[
− (r− r
′)2
4ξ2
]
.(6.2)
Our model is quite simple, we do not aim to describe disorder within a microscopic
model with realistic distributions of residual impurities in the semiconductor heterostruc-
ture, as done in Refs. [140, 141]. The model of Gaussian disorder is particularly appro-
priated for analytical calculations. On the other hand, many of the results that we will
give only depend on the correlation function C(|r − r′|), and are therefore valid for a
wide class of disorder models.
Disorder effects depend on several length scales: the Fermi–wavelength λF of the
electrons, the disorder correlation length ξ and the size a of the microstructure. In the
The semiclassical tool in mesoscopic physics 59
bulk case of an unconstrained (2DEG) we distinguish between short range (SR, ξ <λF )
and finite range (FR, ξ>λF ) disorder potentials. In the case of a microstructure a third,
long range (LR) regime for ξ >a>λF has to be considered. The cleanest samples used
in today experiments are in the finite range regime a > ξ > λF .
6
.
2. Single-particle Green function. – If we assume a microstructure with size a≫ λF
and work in the FR or LR regimes, where the disorder potential is smooth on the scale
of λF , the use of the semiclassical expression (2.11) for the single–particle Green function
G(r′, r;E) is well justified. The classical mechanics of trajectories with length Ls ≪ lT is
essentially unaffected by disorder. Therefore the dominant effect on the Green function
results from the shifts in the phases due to the modification of the actions (while the
amplitudes Ds and topological indices νs remain nearly unchanged). The first–order
approximation to the action along a path Cs in a system with weak disorder potential is
Sds ≃ Scs + δSs ,(6.3)
here the clean action Scs is obtained by integrating along the unperturbed trajectory
Ccs without disorder (i.e. Scs = kFLs in the case of billiards without magnetic field)
instead of the actual path Cs. The correction term δSs is obtained, after expanding
p =
√
2m[E − V (q)] for small V/E, from the integral
δSs = − 1
vF
∫
Cc
s
V (q) dq .(6.4)
In this approximation an impurity average 〈. . .〉 acts only on δSs and the disorder
averaged Green function reads
〈G(r′, r;E)〉 =
∑
s
Gcs(r
′, r;E)
〈
exp
[
i
h¯
δSs
]〉
.(6.5)
Gcs is the contribution of the trajectory s to the zero-disorder (clean) Green function G
c.
For trajectories of length Ls ≫ ξ, the contributions to δS from segments of the tra-
jectory separated more than ξ, are uncorrelated. The stochastic accumulation of action
along the path can be therefore interpreted as determined by a random-walk process,
resulting in a Gaussian distribution of δSs(Ls). For larger ξ or shorter trajectories
(Lt 6≫ ξ), one can still think of a Gaussian distribution of the de-phasing δSs provided
V (r) is generated by a sum of a large number of independent impurity potentials. As a
consequence of the Gaussian character of the distribution of δSs(Ls), the characteristic
function involved in Eq. (6.5) is given by
〈exp
[
i
h¯
δSs
]
〉 = exp
[
−〈δS
2
s 〉
2h¯2
]
(6.6)
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and therefore entirely specified by the variance
〈δS2s 〉 =
1
v2
F
∫
Cc
s
dq
∫
Cc
s
dq′〈V (q)V (q′)〉 .(6.7)
For an unconstrained 2DEG the sum in Eq. (6.5) is reduced to the direct trajectory
joining r and r′. If L = |r − r′| ≫ ξ the inner integral in Eq. (6.7) can be extended to
infinity and we obtain
〈δS2〉 = L
v2
F
∫
dq C(q) .(6.8)
The semiclassical average Green function for the bulk exhibits therefore an exponential
behavior [53, 142] (on a length scale lT > L≫ ξ)
〈G(r′, r;E)〉 = Gc(r′, r;E) exp
[
−L
2l
]
,(6.9)
with the damping governed by an inverse elastic mean free path
1
l
=
1
h¯2v2
F
∫
dq C(q) =
u2ni
4
√
πh¯2v2
F
ξ
,(6.10)
for the Gaussian potential (6.1).
Quantum diagrammatic perturbation theory for the potential (6.1) shows that the
damping (6.9) of the one–particle Green function is also valid in the SR regime (where our
semiclassical approach is no longer applicable). The quantum elastic MFP agrees with the
semiclassical result (6.10) in the limit kF ξ ≫ 1, and it is equal to lδ = (vF h¯3)/(mniu2)
for short range. The quantum results for the transport MFP [53] are lT = lδ in the
SR regime and lT = 4(kF ξ)
2l for kF ξ ≫ 1 (and therefore the transport MFP may be
significantly larger than l [23]).
We now turn from the semiclassical treatment of the bulk to that of a confined system.
We treat the ballistic regime lT >a where both, the confinement and the impurities have
to be considered. Confinement implies that the clean Gc(r′, r;E) is given as a sum
over all direct and multiply reflected paths connecting r and r′; disorder modifies the
corresponding actions according to Eq. (6.4).
In the SR and FR regimes the damping of each contribution 〈Gs〉 to 〈G〉 acquires a
damping exp(−Ls/2l) according to its length Ls,
〈G(r′, r;E)〉 =
∑
s
Gcs(r
′, r;E) exp
[
−Ls
2l
]
.(6.11)
In the long range regime and for ξ ∼ a the correlation integral (6.7) can no longer
be approximated by Ls
∫ +∞
−∞ dqC(q) due to correlations across different sectors of an
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orbit (with distance smaller ξ). Therefore the orbit–geometry enters into the correlation
integral. For ξ ≫ a we can expand C(|r−r′|) (up to first order in (|r′−r|/ξ)2) and obtain
a damping exponent that depends quadratically on Ls (in contrast to linear behavior in
the finite range case), with a length scale given by the geometrical mean of the bulk MFP
l and ξ [139].
6
.
3. Two-particle Green function. – The typical susceptibility (Eq. (5.19)), the en-
semble averaged susceptibility (Eq. (5.20)), or in general a density-density correlation
function, involve squares of the density of states. Writing the latter (Eq. (5.13)), in
terms of the difference between advanced and retarded Green functions (G(+)−G(−)) we
are left with products of one-particle Green functions. The most interesting terms are
the cross products G(+)(r′, r;E) G(−)(r, r′;E) = G(+)(r′, r;E)G(+)
∗
(r′, r;E∗), because
they survive the energy average and are sensitive to changes in the magnetic field.
In the non-interacting approach that we have used so far in this work, the two-
particle Green function factorizes into a product of one-particle Green functions [130],
therefore we will use in this section the former as a synonym for the latter. Un-
less specified, the Green functions will be retarded ones. Let us consider the product
G(r′1, r1;E)G
∗(r′2, r2;E). The effect of the disorder potential can be taken into account
perturbatively, for each realization of the disorder, in the same way as before by using
Eqs. (6.3) and (6.4). We can therefore write the disorder average as a double sum over
trajectories s and u
〈G G∗〉 =
∑
s
∑
u
〈Gs G∗u〉 =
∑
s
∑
u
Gcs G
c∗
u 〈exp
[
i
h¯
(δSs − δSu)
]
〉(6.12)
=
∑
s
∑
u
Gcs G
c∗
u exp
[
−〈(δSs − δSu)
2〉
2h¯2
]
.
Here it is necessary to take into account the correlation of the disorder potential
between points on trajectories s and u. One limiting case is that where s and u are,
either the same trajectory, or the time reversal one of each other. In these cases their
associated contribution acquires exactly the same phase shift and 〈Gs G∗s〉 = |Gcs|2.
Within our approximation, the diagonal contributions s = u, which e.g. are responsible
for the classical part of the conductivity, remain disorder-unaffected, since we assume the
trajectories have a length much smaller than lT . (A semiclassical consideration of these
effects for trajectories of length of the order of lT or larger was performed in Ref. [142]
for the bulk, giving a damping of the two–point Green function on the scale of lT .) At
the opposite extreme, if trajectories s and u are completely uncorrelated, i.e., for long
trajectories in classical chaotic systems or trajectories in integrable systems with a spatial
distance larger than ξ, the average in Eq. (6.12) factorizes: 〈Gs G∗u〉 = 〈Gs〉〈G∗u〉 and
lead to single-particle damping behavior.
The double sum Eq. (6.12) may also involve pairs of trajectories which stay within a
distance of the order of ξ (as for nearby paths on a torus of an integrable system). In
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this case the behavior of 〈Gs G∗u〉 is more complicated and depends of the confinement
geometry of the system under consideration. As a simple illustration of the interplay
between disorder correlation and families of orbits, let us consider for the case of two
trajectories s and u joining respectively the points r1 = (0, 0) with r
′
1 = (L, 0) and
r2 = (0, y) with r
′
2 = (L, y). We assume L ≫ ξ and ignore the confinement effects.
The separation y between the trajectories may be of the order of ξ. The variance of the
relative phase between s and u is
〈(δSs − δSu)2〉 = 2L (K(0)−K(y))
v2
F
(6.13)
with K(y) =
∫ +∞
−∞ C(x, y) dx = (h¯
2v2
F
/l) exp(−y2/(4ξ2)) for Gaussian potentials. There-
fore 〈GG∗〉 = Gc Gc∗f˜(y) with
f˜(y) = exp
[
−L
l
(
1− K(y)
K(0)
)]
.(6.14)
This result is general for two trajectories of length L running parallel a distance y apart.
The function f˜(y) expresses in a very simple way that as y → 0, the effect of disorder
disappears (f˜(0) = 1) while for y ≫ ξ the function f˜(y) behaves as the square of single
particle Green function damping.
6
.
4. Fixed-size impurity average of the magnetic susceptibility. – We consider here
a disorder average (which will henceforth be called a fixed–size impurity average) of
an ensemble of structures for which the parameters of the corresponding clean system
(geometry, size, and chemical potential) remain fixed under the change of impurity re-
alizations. As shown in the previous section, averages over weak disorder exponentially
damp, but do not completely suppress, oscillatory contributions (with phase kFLs) to
the single–particle Green function arising from the paths of a confined system.
We treat regular billiards at zero or small magnetic fields, where the density of
states has the H–dependence of the formulae (5.14)–(5.16). The general result for χ(1),
Eq. (5.17), formally persists in the presence of smooth disorder with the replacement of
CM by
〈Cd
M
(H)〉 = 1
2π
∫ 2π
0
dΘ1 cos
[
2π
HAM(Θ1)
Φ0
]
exp
[
−〈(δSM(Θ1))
2〉
2h¯2
]
,(6.15)
where 〈δS2M(Θ1)〉 is given by Eq. (6.7) with the integrals performed along the orbits of
the family M parameterized by Θ1.
In the case of square billiards, where the dominant contribution arises from the family
(1, 1), δS(x0) is independent of x0 and in the FR regime we have
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Fig. 16. – Susceptibility 〈χ〉 of a square billiard (at zero magnetic field and at a temperature
equal to 6 level spacings) as a function of kF a for the clean case (dotted) and for increasing
Gaussian disorder (ξ/a = 0.1) with elastic MFP l/a = 4, 2, 1, 0.5 (solid lines in the order of
decreasing amplitude). Upper inset: Two representative periodic orbits belonging to the family
(1,1) of a square billiard. Lower inset: ratio 〈χ〉/χc as a function of the inverse elastic MFP
a/l for ξ/a = 4, 2, 1, 0, 0.5 (from the top). The symbols indicate the numerical quantum results
for ξ = 0 (triangles), ξ/a = 0.5 (squares), ξ/a = 1 (crosses), ξ/a = 2 (diamonds), ξ/a = 4
(stars). The solid line is the ξ = 0 result. The the dotted lines going through the different sets
of symbols for show the semiclassical dampings in various regimes.
〈χ〉 ≃ 〈χ(1)〉 = χ(1)c exp
[
−L11
2l
]
,(6.16)
where χ
(1)
c denotes the susceptibility of the system without disorder (Eq. (5.21)).
Fig. 14 shows results of the numerical quantum simulations for the average suscep-
tibility 〈χ〉 of an ensemble of squares with fixed size but different disorder realizations
at a temperature kBT = 3gs∆, where ∆ is the mean level spacing. The characteristic
oscillations on a scale kFL11 are the signature of the (1, 1) family and persist upon inclu-
sion of disorder such that the elastic MFP l is of the order of the system size. The clean
susceptibility (dotted line) is increasingly damped (solid lines) with decreasing elastic
MFP (l/a = 4, 2, 1, 0.5) for fixed ξ/a = 0.1 (which represents a typical disorder corre-
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lation length in experimental realizations). For details of the numerical simulations see
Ref. [53]. The lower inset depicts the ratio 〈χ〉/χc for various correlation lengths ξ and l.
The damping is exponential as predicted by Eq. (6.16) and the decays are well reproduced
by the analytical expressions for the SR (solid line), FR and LR (dotted lines).
6
.
5. Combined impurity and energy average of the susceptibility. – The previously
treated fixed-size impurity average is not realistic since in experimentally realizable struc-
tures disorder averages cannot be performed independently from size-averages. The de-
tailed features of the confining potential do not remain unchanged for different impurity
configurations. Therefore we have to consider energy and disorder averages. The typical
susceptibility is now defined by χ(t) = 〈χ2〉1/2. It applies to the case of repeated measure-
ments on a given microstructure when different impurity realizations (and simultaneous
changes in kF ) are obtained by some kind of perturbation (e.g. cycling to room tem-
perature). From now on we will reserve the term χ
(t)
cl for the clean typical susceptibility
(χ2)1/2. The energy and impurity averaged susceptibility 〈χ〉 describes the magnetic
response of an ensemble of a large number of microstructures with different impurity
realizations and variations in size. This is the relevant quantity for the interpretation of
the experiment of Ref. [27].
The semiclassical results for χ(t) and 〈χ〉 for a system of integrable geometry are ob-
tained in an analogous way as we proceeded in the previous chapter. That is, by includ-
ing in the integral (5.16) for CM a Θ1-dependent disorder-induced phase exp [iδS(Θ1)/h¯].
However, now we have to take the square of CM before the impurity average, and cross
correlations between different paths on a torus M, or between different tori, have to be
considered. We discuss this effect, typical of integrable systems, for the case of a square
billiard. For sake of clarity we moreover assume a temperature range such that only the
contribution of the shortest closed orbit has to be taken into account. The contribution
of orbits (1, 1) for the typical susceptibility reads:
(
χ(t)
χ0
)2
=
1
2
∫ a
0
dx0
a
∫ a
0
dx′0
a
A2(x0)A2(x′0) cos (ϕA(x0)) cos (ϕA(x′0)) f(x0, x′0) ,(6.17)
with χ0 defined as in Eq. (5.22). The function
f(x0, x
′
0) =
〈
exp
{
i
h¯
(δS(x0)− δS(x′0))
}〉
(6.18)
= exp
{
− 1
2h¯2
[〈δS2(x0)〉+ 〈δS2(x′0)〉 − 2〈δS(x0)δS(x′0)〉]}
accounts for the effect of disorder on pairs of orbits x0 and x
′
0. For the magnetic response
of an energy and disorder averaged ensemble we find correspondingly:
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〈χ〉
χ0
=
1
2
∫ a
0
dx0
a
∫ a
0
dx′0
a
[A2− cos(ϕA−) +A2+ cos(ϕA+)] f(x0, x′0)(6.19)
with χ0 and A± defined as in Eq. (5.27).
In the case of short range we reach the border of applicability of our semiclassical
approximation. If we nevertheless take ξ −→ 0, we see that orbits with x0 6= x′0 are
disorder-uncorrelated and all such pair contributions are exponentially damped. Using
exclusively the family (1,1), one obtains an overall suppression of the typical and average
susceptibility
lim
ξ→0
χ(t) = χ
(t)
cl e
−L11/2lδ , lim
ξ→0
〈χ〉 = χ e−L11/lδ .(6.20)
Note that the exponent for 〈χ〉 differs by a factor 1/2 from that for 〈χ〉.
In the finite range case of λF <ξ≪a, the phase shifts δS(x0) and δS(x′0) in f(x0, x′0)
are accumulated in a correlated way, if the spatial distance of two orbits x0 and x
′
0
is smaller than ξ. To evaluate the product term 2〈δS(x0)δS(x′0)〉 in the exponent of
f(x0, x
′
0) in this regime the integrations are performed as in Eq. (6.7) but with q and q
′
running along paths starting at x0, respectively x
′
0. Ignoring the additional correlations
occurring near the bounces off the boundaries of the billiard, the trajectories x0 and x
′
0
(see inset Fig. 16) can be regarded as straight lines remaining at a constant distance y =
|x0 − x′0|/
√
2 from another. We can therefore approximate f(x0, x
′
0) by f˜(|x0 − x′0|/
√
2)
with the function f˜ given by Eq. (6.14). For Gaussian correlation we thus have
f(x0, x
′
0) = exp
{
−L11
l
[
1− exp
(
− (x0 − x
′
0)
2
8ξ2
)]}
.(6.21)
Orbits separated by |x0 − x′0| ≫ ξ are disorder–uncorrelated and exponentially sup-
pressed: f(x0, x
′
0) ≃ exp(−L11/l). In contrast to that, disorder only weakly affects
trajectories separated by |x0 − x′0| < ξ.
The disorder averages in the finite range regime lead, by means of the function f , to
a non–exponential damping of the susceptibilities for systems with families of periodic
orbits. This behavior becomes obvious for the case of square billiards where at H=0 the
integrals (6.17) and (6.19) can be evaluated analytically in the limits of L11 ≪ l (extreme
ballistic) and L11 ≫ l (deep ballistic). We find for the typical and average susceptibility
at H = 0 in the finite range case for L11 ≪ l [53, 139]
(
χ(t)
χ
(t)
c
)2
≃ 1− L11
l
(
1− ct ξ
a
)
,
〈χ〉
χ
≃ 1− L11
l
(
1− ca ξ
a
)
,(6.22)
and for L11 ≫ l (by steepest descent):
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Fig. 17. – Ratio between disorder averaged and zero–disorder results for (a) the typical χ(t)
(thin curves) and (b) the ensemble averaged 〈χ〉 (thick curves) susceptibilities as a function of
decreasing elastic MFP l for different values of ξ/a. The symbols denote the numerical quantum
results, the solid lines (for ξ > 0) the semiclassical integrals (6.17) (a) and (6.19) (b) and the
dashed lines asymptotic expansions of the integrals for large a/l.
(
χ(t)
χ
(t)
c
)2
≃ ct
(
ξ
a
) (
l
L11
)1/2
,
〈χ〉
χ
≃ ca
(
ξ
a
) (
l
L11
)1/2
.(6.23)
The constants in the above equations are ct = (20/7)
√
2π and ca = 2
√
2π [53]. Eq. (6.22)
expresses the limit of very weak disorder, showing that the small disorder effect is further
reduced due to the correlation of the disorder potential. The other limit, Eq. (6.23), is
more interesting since it shows that disorder correlation effects lead to a replacement of
the exponential disorder damping by a power law.
Fig. 17 depicts in logarithmic representation our collected results for the disorder
averaged typical (a) and averaged (b) susceptibility for square billiards (at H = 0 and
kBT = 2gs∆) as a function of the inverse elastic MFP for different disorder correlation
lengths. The symbols denote results from numerical quantum simulations and the full
curves semiclassical results from numerical integration of the Eqs. (6.17) and (6.19). For
the short range case ξ = 0 they reduce to Eq. (6.20) predicting an exponential decrease
with exponent L11/lδ which is in line with the quantum calculations (circles). The
semiclassical results for the finite range are on the whole in agreement with the numerical
results for ξ/a = 0.1 (diamonds), ξ/a = 0.2 (triangles) and ξ/a = 0.5 (squares). The
semiclassical curves seem to overestimate the damping of the typical susceptibility. The
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dotted curves (shown for a/l ≥ 1) depict the limiting expressions (6.23) in the regime
L11 > l.
6
.
6. Relation to experiment and other theories . – In the experiment of Le´vy et al.
[27], the magnetic susceptibility was measured for an array of about 105 ballistic square-
like cavities. The size of the squares is on average a = 4.5µm, with a large dispersion
(estimated between 10 and 30%) along the array. Each individual square is a mesoscopic
ballistic system since the phase-coherence length is estimated to be LΦ = 15–40 µm and
the elastic MFP l = 4.5–10 µm. The potential correlation length can be estimated to
be of the order of ξ/a ≃ 0.1. Taking the most unfavorable case of l ≃ a we obtain, with
respect to the clean case, a disorder reduction for the averaged susceptibility of 〈χ〉/χ ≃
0.37, showing that the features of the clean integrable systems (strong paramagnetic
susceptibility at H = 0) persist upon inclusion of disorder. Since χ ≃ 100 χL [51, 52, 14],
our calculations for the paramagnetic response of the ballistic squares agree quantitatively
with the experimental findings (given the experimental uncertainties). However, the
temperature dependence obtained in the experiment is much slower than the exponential
suppression implied by Eqs. (6.23), (5.28) and (5.18). This is one of the motivations to
consider the interaction effects that we discuss in the next section.
In a related theoretical work, Gefen and collaborators [143] followed a complementary
approach to ours and calculated the disorder–averaged susceptibility for an ensemble of
ballistic squares based on long trajectories [strongly] affected by scattering from δ–like
impurities. They found that the average susceptibility does not depend on the elas-
tic MFP. At the temperatures of experimental relevance, these very long trajectories
are irrelevant, and this is the reason why our numerical results do not present the pro-
posed effect. McCann and Richter combined a diagrammatic approach with semiclassical
techniques and studied the transition between the clean and diffusive regimes for δ-like
potentials [144]. They separated the contributions from trajectories persisting in the
clean limit (as we have considered in this section) form scattered paths (as proposed in
Ref. [143]), and demonstrated that the former are clearly dominant in the (temperature
and disorder) regime of experimental relevance.
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7. – Electron-electron interactions in the ballistic regime
As discussed in the introduction, in Mesoscopic Physics the electron-electron interac-
tions are usually taken into account only by a renormalization of single-particle quantities
(like the effective mass or the effective potential felt by individual electrons) and by the
effect of the quasiparticle life-time as a limiting factor of the phase-coherence length LΦ.
This is the approximation we have used so far in this work, which gives good account
of transport experiments, dealing with open systems. On the other hand, when we go
to dots weakly coupled to the electronic reservoirs, we enter in the regime of Coulomb
blockade, where the effect of interactions becomes crucial for the conductance [145]. If we
completely isolate the dots and measure thermodynamical properties, like the magnetic
susceptibility, we expect important effects from the combined role of confinement and
interactions. In the context of persistent currents in disordered metals, the effect of in-
teractions was invoked [146, 147] as a possible source for the discrepancy found between
the experimental results [148, 149, 150] and the non-interacting theories [132].
In Secs. 5 and 6 we concentrated ourselves on the effect of confinement in ballistic
cavities and, working within a single-particle approach, we found a large orbital response
which depends on the underlying classical mechanics. In this section we demonstrate
that interactions also give rise to a large contribution, which has to be added to the
non-interacting one. We show that the semiclassical approach can be extended to the
interacting problem and that the new contribution to the susceptibility is also depending
on the classical dynamics of non-interacting electrons [54].
7
.
1. Screened Coulomb interaction in two dimensions . – Interactions in a 2DEG
formed at a semiconductor heterostructure have been thoroughly studied since the early
eighties [151], by adopting the techniques used for the 3D electron gas, like Landau’s
Fermi liquid theory and Random Phase Approximation (RPA) [129, 130]. The latter
approach yields an effective (momentum and frequency dependent) interaction potential
V(q;ωm) = Vˆ (q)
1− Vˆ (q)Π0(q;ωm)
,(7.1)
where Vˆ (q) = (2πe2/ǫ∞)(fq/q) is the bare potential. The 2D Fourier transform of
the standard 3D Coulomb interaction (2πe2/q) is reduced by two factors: the optical
(high-frequency) dielectric constant ǫ∞ taking into account the screening by the valence
electrons and the form-factor fq arising from the finite extent of the electron wave-
function in the direction perpendicular to the heterojunction [151]. The irreducible
polarizability (particle-hole propagator) is given by
Π0(q;ωm) = −gs
β
∑
ǫn
∫
dp
(2π)2
G(p;ωm) G(p+ q;ωm + ǫn) ,(7.2)
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in terms of the non-interacting finite-temperature Green functions [129, 130] (for which we
develop a semiclassical approximation latter in this section). The Matsubara frequencies
associated with one-particle (two-particle) propagators are of fermionic (bosonic) kind:
ǫn = (2n+ 1)π/β (ωm = 2mπ/β).
In two dimensions, the zero-temperature (time-ordered) irreducible polarizability ad-
mits the simple analytical form [151]
Π0T(q;ω) = −
n
EF
kF
q
(
q
kF
−
√
a2+ − 1 +
√
a2− − 1
)
,(7.3)
with n the 2D electron density, a± = (ω + iη)/(qvF )± q/(2kF ), and the complex square
roots taken in the branch with positive imaginary part. RPA is a high-density expansion
in the dimensionless parameter rs = r0/a0 (πr
2
0 is the average area per electron, and a0 is
the Bohr radius in the semiconductor). In GaAs/AlGaAs heterostructures we typically
have rs= 2, but as in standard metals, RPA gives good results beyond its regime of
validity, and it has been extensively used in calculations of effective masses, inelastic
scattering times, etc [151, 152].
The long wave-length limit of the static effective potential yields the Thomas-Fermi
(or screened) 2D potential:
VˆTF(q) =
2πe2/ǫ∞
q + qs
, VTF(r) =
∫
dq
(2π)2
VˆTF(q) exp[iq·r] ,(7.4)
where qs = (gsme
2)/(h¯2ǫ∞) is the screening wave-vector (we take fq = 1). VTF(r) is the
electrostatic potential created by a test charge at the origin, and given by the sum of the
bare (long range) Coulomb potential and a term associated with the fact that electrons
in the gas are pushed away from the [negative] external charge, resulting in the screening
of the original potential. The screening properties of the 2DEG are poorer than in the
three dimensional case. For instance, in the former the potential VTF(r) decays for large
distances as the third power of r while in the later the dependence is exponential. In
RPA the difference in the decay of the effective potential is the factor r−d of the Friedel
oscillations. The poor screening in the 2DEG will then be a limitation to keep in mind
when using local effective interactions.
When we consider the confinement into a quantum box, we will still keep the screened
interaction of Eq. (7.4). This is a reasonable approximation since the size of the quantum
boxes we want to describe (a = 4.5µm) is much larger than the typical screening length
(2π/qs = 0.03µm). We therefore expect the boundary effects on the screened interaction
to be small.
Even if the semiclassical approach can be adapted to work with the potential VTF(r)
of Eq. (7.4) [155], we will make in this section a further (and strong) approximation and
neglect the momentum dependence of VˆTF, which leads to the local potential
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U(r) = λ0 N(0)
−1 δ(r) ,(7.5)
with N(0)=EF/n=gsm/(2πh¯
2) the density of states and λ0 = 1 introduced to identify
the order of perturbation.
7
.
2. Thermodynamics and semiclassics of small interacting systems . – The interaction
induced thermodynamical properties are given by the contribution Ωi to the thermody-
namical potential (Eq. (5.3)). The finite-temperature formalism for the grand-partition
function yields a perturbative expansion for Ωi [129]. For local and spin independent
interactions, the leading order (Cooper channel) contribution is represented diagram-
matically in Fig. 7
.
2, and given by [154]
ΩCi = −
1
β
∞∑
k=1
(−λ0)k
k
∑
ωm<EF
∫
dr1 . . . drkΣ(r2, r1;ωm) . . .Σ(r1, rk;ωm)
=
1
β
∑
ωm<EF
Tr {ln[1 + λ0Σ(ωm)]} .(7.6)
The particle-particle propagator is given by [129]
Σ(r′, r;ωm) =
1
βN(0)
∑
ǫn<EF
G(r′, r; ǫn) G(r′, r;ωm − ǫn) .(7.7)
The trace over the space coordinates is a short way of expressing the expansion in all
orders in λ0Σ. The short-length (high-frequency) behavior is incorporated in the screened
interaction, thus requiring a cutoff of the frequency sums at EF [154]. In Fig. 7
.
2 the
wavy lines represent the local interaction and the solid lines the non-interacting Green
function G in the presence of the confining potential. The concept of particle-particle
propagator, as well as the Cooperon contribution, come from the Cooper pairs in the
theory of superconductivity. The main difference with our case is that here the interaction
is repulsive (thus the plus sign in the trace) and that we have lost translational invariance
(therefore we cannot trade the operators for ordinary functions by going to momentum
representation). The factor k in each term of the expansion (7.6) is to be contrasted
with the k! of the Feynman rules for the Green function, and it is responsible for the
poor convergence properties of perturbative expansions for ΩCi [129]. This is why higher-
order diagrams are essential in the diagonal Cooper channel, as known from the theory
of superconductivity [153] and persistent currents [146, 147].
The standard RPA contribution to ΩCi [130] is obtained by reversing the direction of
one of the loops in the diagrams of Fig. 7
.
2 (or by using similar expressions to those of
Eq. (7.6) with the interchange of λ0Σ by UΠ
0). The first two diagrams of both series
coincide, but semiclassical arguments indicate that the RPA expansion gives a much
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++ +
Fig. 18. – Leading Cooper-channel diagrams for the interaction contribution to the thermody-
namic potential.
smaller contribution than that of the Cooper channel. The RPA susceptibility of a 3D
electron gas has been calculated by Vignale as an expansion in rs [156]. On the other
hand, the Cooper channel gives for the 2DEG an interaction-induced susceptibility that
overwhelms the Landau contribution and increases with kF [153, 157].
We have seen in the previous sections that the non-interacting grand-canonical sus-
ceptibility averaged over the microstructures vanishes in leading order in N, forcing us
to make the distinction between the canonical and grand-canonical results. Conversely,
we will see that the interacting contribution from Ωi does not vanish upon average, and
that is why in this section we work in the grand-canonical ensemble.
The non-interacting finite-temperature Green functions appearing in the diagrams of
Fig. 7
.
2 (and in Eqs. (7.2) and (7.7)) can be written in terms of retarded and advanced
Green function as
G(r′, r; ǫn) = θ(ǫn) G(+)(r′, r;EF+iǫn) + θ(−ǫn)G(−)(r′, r;EF+iǫn) .(7.8)
The complex energy-arguments force us to go to the analytic continuation. However, if
the Matsubara energies are much smaller than EF , in a semiclassical expansion of G
(+)
(Eq. (2.11)), we can expand the classical action around EF . We can also include the effect
of a weak magnetic field by a perturbation in the action (as we have consistently done in
this work), and we arrive to the semiclassical approximation for the finite-temperature
Green function
G(r′, r; ǫn, B) = 2π
(2πih¯)3/2
θ(ǫn) ∑
s(r,r′)
√
Ds exp
[
i
h¯
Ss−iπ
2
νs
]
exp
[
− ǫnτs
h¯
]
exp
[
i
BΘs
Φ0
]
+ θ(−ǫn)
∑
s′(r′,r)
√
Ds′ exp
[
− i
h¯
Ss′+i
π
2
νs′
]
exp
[ǫnτs′
h¯
]
exp
[
−iBΘs′
Φ0
](7.9)
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where the unperturbed trajectories s and s′ travel from r to r′ in opposite directions, with
the energy EF and in the absence of magnetic field. τs = ∂Ss/∂E) is the time associated
with the trajectory s, and Θs is the effective area (Eq. (2.1)). Long trajectories are
exponentially suppressed in the expansion.
The usefulness of Eq. (7.9) goes far beyond the problem of orbital magnetism that we
discuss in this work, as it provides a calculational approach to any perturbative problem
where we have the knowledge of the single-particle classical dynamics. For instance,
it has been used to calculate the interaction-induced renormalization of the density of
states in open systems [158].
7
.
3. First order perturbation, diagonal and non-diagonal contributions . – The first-
order (Hartree-Fock like) is obviously the simplest term to calculate in the diagrammatic
expansion (7.6), and given by
Ω
(1)
i =
λ0
β
∑
ωm
Tr {Σ(ωm)} .(7.10)
Semiclassically, Σ(r′, r;ωm) is a sum over pairs of trajectories joining r to r
′. However,
most pairs yield highly oscillating contributions which, after the spatial integrations,
give higher order terms in 1/kFa. To leading order, the only pairs that contribute to the
susceptibility are whose whose dynamical phases exp[iSs(B=0)/h¯] cancel while retaining
a magnetic-field dependence. One way this can be achieved is by pairing each orbit s
with its time reverse. The trace in Eq. (7.10) yields a sum over closed but not necessarily
periodic trajectories (see Fig. 7
.
3 left, for a square). This diagonal contribution, is present
independent of the nature of the classical dynamics.
In integrable systems, periodic orbits come in families within which the action integral
is constant. If, as is generally the case, two orbits of the same family cross at a given
point, it is possible to cancel the dynamical phases by pairing them (Fig. 7
.
3, right).
This pair contributes to the trace in Eq. (7.10) because both orbits are continuously
deformable so that the phase is canceled throughout an entire region of space. If we
restrict ourselves to the family (1,1), this non-diagonal first-order contribution is given
by [54]
〈χ(1)ODi,11 〉
χL
= − 3kFa
4
√
2π3
d2C211(ϕ)
dϕ2
R2T
(
L11
LT
)
(7.11)
The temperature dependence is governed by the function RT of Eq. (5.18) and the field
dependence by C11 (Eq. (5.23)). The first-order contribution to χ in the diagonal channel
〈χ(1)Di 〉 has the same dependence on kFa as in Eq. (7.11) and a similar T dependence; its
magnitude is ∼1.4 times larger. Therefore, to first order in the interaction, the difference
between chaotic systems (for which there is only the diagonal term) and regular ones (for
which the non-diagonal term is also present) is numerical but not qualitative. Disorder
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r
r
Fig. 19. – Typical pairs of real-space trajectories that contribute to the average susceptibility to
first order in the interaction in the diagonal channel (left) and the non-diagonal channel (right).
will not affect the diagonal contributions since we have paired time-reversed trajectories.
The suppression of 〈χ(1)ODi,11 〉 by a smooth disorder potential will be, as in (6.5), a power
law.
7
.
4. Higher order terms . – As mentioned before, we should consider all diagrams of
the Cooper channel shown in Fig. 7
.
2. One should sum all terms which (i) do not vanish
upon ensemble averaging, (ii) depend on B, and (iii) are of leading order in h¯ ∼ 1/kFa.
For instance, (iii) is checked by h¯ power counting, since a pair of Green functions scales
as N(0)/h¯, interactions as [N(0)]−1, and Matsubara sums as h¯. Indeed, all terms in
the series are of order h¯ despite the formal expansion in λ0. Higher-order terms contain
diagonal as well as non-diagonal contributions. However, in the latter terms the location
of the additional interaction points is severely limited: they must lie on both periodic
orbits to cancel the dynamical phases and so must be near the intersections of the two
orbits. Further analysis [54, 155] shows that these contributions are smaller by a factor
of 1/kFa. Therefore, it is only the diagonal contribution that is strongly renormalized
by higher-order terms.
The diagonal contribution ΩDi to Ωi is given by (7.6) with the substitution of Σ by
its diagonal part
ΣD(r, r′;ωm) =
1
(2πh¯)2N(0)
Ls>Λ0∑
s(r,r)
Ds
R(2τs/τT )
τs
exp
[
i
2B
Φ0
Θs
]
exp
[
−ωmτs
h¯
]
,(7.12)
expressed as a single sum over trajectories s longer than the cutoff Λ0 = λF/π (associ-
ated with the upper bound EF on the Matsubara sum in Eq. (7.7)]). While we cannot
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Fig. 20. – Temperature dependence of the zero-field susceptibility (solid line) for an ensemble
of squares at kFa = 50. The contribution of the non-diagonal channel (dashed, family (11)
and repetitions) exceeds that of the diagonal Cooper channel (dotted) at low temperatures
(kBT0 = h¯vF /2pia). Inset: expanded scale shows the change in sign as a function of T (From
Ref. [54].)
diagonalize ΣD analytically, it has the nice property that (except for Λ0) all variations
occur on classical scales: rapid quantum oscillations on the scale of λF have been washed
out, greatly simplifying the original quantum problem. In this sense, ΣD is a “classi-
cal” operator. Hence, we can discretize ΣD with mesh size larger than λF , sum over
trajectories between cells, diagonalize, and so compute ΩDi numerically.
In Fig. 7
.
4 we show the interaction contribution to the susceptibility of a square
billiard (solid) as the sum of the the non-diagonal contribution of the family (11) (and
its repetitions) (dashed) and the diagonal contribution χDi (dotted) from the numerical
evaluation of ΩDi . The non-diagonal contribution dominates χ
D
i . Thus, the existence of a
family of periodic orbits– a characteristic of the non-interacting classical dynamics– has
a crucial effect on the interaction contribution to the susceptibility. We can distinguish
three regimes for χD. At low-temperature it is paramagnetic and decays on a scale
similar to the non-diagonal contribution, but has a significantly smaller amplitude. In
the intermediate range, χD is small and diamagnetic. Finally, at high temperatures it
is again paramagnetic, but very small. This is naturally understood by associating each
regime with an order in the perturbation series. The low-T part corresponds to the
first-order term (orbits of the type in Fig. 7
.
3, left) which is exponentially suppressed
by the temperature factor R when LT becomes smaller than the shortest closed orbit.
At this point the second-order term, due to closed paths of two trajectories connected
by interactions, takes over. There is no minimum length of these paths, and hence the
second-order term is less rapidly suppressed by T . For repulsive interactions, the sign is
opposite of the first-order term, thus the sign change in χD. At even higher temperatures
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χ(t)/χL 〈χ〉/χL
regular chaotic regular chaotic
non-interacting
contribution (kFa)
3/2 (kFa) (kFa) (kFa)
0
interacting
contribution (kFa) (kFa)/ ln (kFa) (kFa) (kFa)/ ln (kFa)
smooth-disorder
damping (ξ/a)1/2(l/L)1/4 1 (ξ/a)(l/L)1/2 1
Table I. – (kFa) dependence of the non-interacting and interacting contributions to the magnetic
response and the parametric dependence of their dampings due to the presence of smooth disorder
for billiard-like microstructures in the presence (regular case) and absence (chaotic case) of
families of periodic orbits. χ(t) and 〈χ〉 are respectively the typical and energy-disorder averaged
susceptibilities. We express them in units of the 2D Landau susceptibility χL = e
2/(12pimc2). kF
is the Fermi wave-vector, a the typical size of the microstructure, l the elastic mean-free-path, ξ
the correlation length of the disorder potential, and L is the length of the shortest flux-enclosing
periodic trajectories.
once LT ≪ a, this term is a surface contribution and the third-order term takes over. The
latter is a bulk contribution [153, 157] since with three interactions flux can be enclosed
without bouncing off the boundary.
The previous interpretation of Fig. 7
.
4 should be reconsidered since, the final result for
the diagonal channel at low T is much smaller than the first-order diagonal contribution.
Moreover, we observe numerically that the terms in the perturbation series increase in
magnitude with order and therefore we do not have a good convergence of the series. As
often found with ill-convergent series, a renormalization mechanism contains the basic
physical ingredients. The essential idea is to reorder the perturbation expansion (7.6)
by gathering short paths as to produce effectively lower-order contributions [54, 155].
This analysis leads to a reduction of 1/ ln(kFa) of 〈χ(1)Di 〉 and explains why the diagonal
contribution is dominated by 〈χ(1)ODi,11 〉. The semiclassical ideas and the renormalization
scheme can also be applied to the calculation of the orbital response of the 2DEG [157]
and of disordered mesoscopic conductors [159, 155].
In table I we summarize the various contributions to the susceptibility for the cases
of chaotic and regular geometries. As discussed in (6
.
6) the non-interacting theory is
roughly in agreement with the experimental results (at the lowest temperatures). In-
corporating the interaction-induced contribution, which is of the same order as the non-
interacting one, still keeps us within the range of the measurements [27] (which have an
uncertainty of a factor of 4). The disagreement on the temperature dependence of the
susceptibility is reduced respect to that of the non-interacting case, but the temperature
scale T0 in Fig. 7
.
4 is still significantly smaller than that in the experiment.
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8. – Conclusions
The central line of this review has been the use of semiclassical methods in problems
of Mesoscopic Physics. When applied to mesoscopic systems, the semiclassical analysis
needs to be adapted according to physical considerations, often introducing cut off lengths
(elastic mean-free-path, coherence length, etc). The ability of semiclassical methods to
deal with problems that are not translational invariant gives them a very special place
among the analytical tools used in the study of small systems.
In this article we have seen both the strength and weakness of the semiclassical tool.
Semiclassics is able to yield the signatures of the underlying classical dynamics on quan-
tum properties. It allows us to study important features of ballistic transport, like
conductance fluctuations and weak localization, predicting the line-shape of the correla-
tion function and the weak localization peak. Technically, only one part of these effects
(the diagonal component) is easily obtained. For line-shapes in chaotic structures it is
reasonable to expect that the diagonal part has the same information of the total ef-
fect, and we have verified this conjecture with numerical calculations. The magnitude of
the conductance fluctuations and weak localization effects are not easily obtained from
semiclassics. Random matrix theory, whenever it is applicable, presents a better route
to extract universal values.
Each integrable system has its own specificity, but semiclassics can be applied to all
cases and therefore remains the only analytical tool in dealing with transport through
integrable cavities. The semiclassical analysis predicts important differences between the
quantum interference phenomena in transport through integrable and chaotic cavities.
Such a distinction is supported by many numerical calculations.
The experimental developments in quantum transport have been largely motivated by
the theoretical results. In the case of chaotic cavities, good agreement is obtained between
the measurements and the theoretical predictions. Signatures of integrable dynamics have
been obtained experimentally in the power spectrum of the conductance fluctuations and
in the (non-Lorentzian) weak localization peak. But the integrable behavior is much
more fragile than in the chaotic case and it does not show up in some of the experiments
on cavities with regular geometry. The experimental attention has somehow shifted to
the chaotic case, where the semiclassical and random matrix theory predictions have
been tested and used as a way of extracting information on the phase coherence length.
However, we feel that regular microstructures deserve more attention if we want to achieve
a thorough understanding of their physics.
There has been a growing interest in the transport through cavities with mixed dynam-
ics lately. Further theoretical and experimental work seems necessary to make progress
in our understanding of this generic case.
The semiclassical tool is also helpful to study thermodynamical properties of mi-
crostructures, like the magnetic susceptibility. The orbital response is a direct conse-
quence of the magnetic field dependence of the density of states. The latter is known to
be very sensitive to the underlying classical dynamics, exhibiting larger fluctuations in
the integrable case than in the chaotic one. This behavior translates into an enhanced
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susceptibility for integrable cavities (which is mainly given by the effect of short orbits).
We have presented a formalism capable of incorporating weak-disorder effects arising
from smooth potentials (slowly varying on the scale of the Fermi wave-length). Such
a formalism is expressed in terms of one and two-particle Green functions and can be
applied to transport and thermodynamical quantities. For the magnetic susceptibility it
predicts a weak (power-law) suppression of the clean values.
It might have not been evident to foresee, but the semiclassical tool can also be
adapted to treat problems of electron-electron interaction, and the resulting contribu-
tion to the magnetic susceptibility turns out to depend on the classical dynamics of
non-interacting electrons. The agreement between theory and experiment concerning
the magnetic response of ballistic microstructures is only qualitative (and at the lowest
temperatures), and much less satisfactory than in the case of transport. The difficulties
from the theoretical side are probably related to the approximated way in which we are
able to take interactions into account. We expect that the few available experimental
results of orbital magnetism in the ballistic regime will soon be complemented by detailed
studies.
In this work we have presented a few examples illustrating the link between Mesoscopic
Physics and semiclassical theories, and we have left aside other problems of sustained
interest at present, like the Coulomb blockade in quantum dots [145], the tunneling
through quantum wells with tilted magnetic fields [160], and the electron transport with
inhomogeneous magnetic fields [161], where semiclassics is also a very helpful approach.
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