In this paper, we propose to construct confidence bands by bootstrapping the debiased kernel density estimator (for density estimation) and the debiased local polynomial regression estimator (for regression analysis). The idea of using a debiased estimator was first introduced in Calonico et al. (2015) , where they construct a confidence interval of the density function (and regression function) at a given point by explicitly estimating stochastic variations. We extend their ideas and propose a bootstrap approach for constructing confidence bands that is uniform for every point in the support. We prove that the resulting bootstrap confidence band is asymptotically valid and is compatible with most tuning parameter selection approaches, such as the rule of thumb and cross-validation. We further generalize our method to confidence sets of density level sets and inverse regression problems. Simulation studies confirm the validity of the proposed confidence bands/sets. Keywords and phrases: Kernel density estimator, local polynomial regression, level set, inverse regression, confidence set, bootstrap.
1. Introduction. In nonparametric statistics, how to construct a confidence band has been a central research topic for several decades. However, this problem has not yet been fully resolved because of its intrinsic difficulty. The main issue is that the nonparametric estimation error generally contains a bias part and a stochastic variation part. Stochastic variation can be captured using a limiting distribution or a resampling approach, such as the bootstrap (Efron, 1979) . However, the bias is not easy to handle because it often involves higher-order derivatives of the underlying function and cannot be easily captured by resampling methods (see, e.g., page 89 in Wasserman 2006).
To construct a confidence band, two main approaches are proposed in the literature. The first one is to undersmooth the data so the bias converges faster than the stochastic variation (Bjerve et al., 1985; Hall, 1992a; Hall and Owen, 1993; Chen, 1996; Wasserman, 2006) . Namely, we choose the tuning parameter (e.g., the smoothing bandwidth in the kernel estimator) in a way such that the bias shrinks faster than the stochastic variation. Because the bias term is negligible compared to the stochastic variation, the resulting confidence band is (asymptotically) valid. The other approach is to estimate the bias and then construct a confidence band after correcting the bias (Härdle and Bowman, 1988; Hardle and Marron, 1991; Hall, 1992b; Eubank and Speckman, 1993; Fan and Gijbels, 1996; Wasserman, 2006) . The second approach is sometimes called a debiased, or bias-corrected, approach. Because the bias term often involves higher-order derivative of the targeted function, we need to introduce another estimator of the derivatives to correct the bias to obtain a consistent bias estimator.
However, both approaches have their limitations. If we undersmooth the data, we no longer have the optimal convergence rate because we are not balancing the bias and stochastic variation. This inflates the size of the confidence bands, which makes it suboptimal for practical use. For the debiased method, we need to use another estimator to consistently estimate the bias, which generally requires choosing another tuning parameter. Having another tuning parameter makes the problem even more complicated and limits its practical applicability.
In this paper, we introduce a simple approach to construct confidence bands for both density and regression functions. We use the kernel density estimator (KDE) to estimate the density function and local polynomial regression for inferring the regression function. Our method is based on the debiased estimator proposed in Calonico et al. (2015) , where the authors propose a confidence band of a fixed point using an explicit estimation of the errors. However, they consider univariate density and their approach is only valid for a given point, which limits the applicability. We generalize their idea to multivariate densities and propose using the bootstrap to construct a confidence band that is uniform for every point in the support. A feature of the debiased estimator in Calonico et al. (2015) is that we are able to construct a confidence band even without a consistent bias estimator. Thus, our approach requires only one single tuning parameter-the smoothing bandwidth-and this tuning parameter is compatible with most off-the-shelf bandwidth selectors, such as the rule of thumb in the KDE or cross-validation in regression (Fan and Gijbels, 1996; Wasserman, 2006; Scott, 2015) . This leads to a simple but elegant approach to construct a valid confidence band with uniform coverage over the entire support.
As an illustration, consider Figure 1 , where we apply the nonparametric bootstrap with L ∞ metric to construct confidence bands. We consider one example for density estimation and one example for regression. In the first example (top row of Figure 1 ), we have a size 2000 random sample from a Gaussian mixture, such that with a probability of 0.6, a data point is generated from the standard normal and with a probability of 0.4, a data point is from a normal centered at 4. We choose the smoothing bandwidth using the rule of thumb (Silverman, 1986) , estimate the density using the debiased KDE, and use the bootstrap to construct a 95% confidence band. In the left panel, we display one example of the confidence band for the population density function (black curve) with a confidence band from bootstrapping the usual KDE (red band) and that from bootstrapping the debiased KDE (blue band). The right panel shows the coverage of the bootstrap confidence band under various nominal levels. For the second example (bottom row of Figure 1 ), we consider estimating the regression function of Y = sin(π · X) + , where ∼ N (0, 0.1 2 ) and X is from a uniform distribution on [0, 1] . We generate 500 points and apply the local linear smoother to estimate the regression function. We select the smoothing bandwidth by repeating a 5-fold cross validation of the local linear smoother 1000 times. Then we estimate the regression function using both the local linear smoother (red) and the debiased local linear smoother (blue) and apply the empirical bootstrap to construct 95% confidence bands. In both cases, we see that bootstrapping the usual estimator does not yield an asymptotically valid confidence band, but bootstrapping the debiased estimator gives us a valid confidence band with nominal coverages.
Main Contributions.
• We propose our confidence bands for both density estimation and regression problems (Section 3.1 and 3.2).
• We generalize these confidence bands to both density level set and inverse regression problems (Section 3.1.1 and 3.2.1).
• We derive the convergence rate of the debiased estimators under uniform loss (Lemma 2 and 7).
• We derive the asymptotic theory of the debiased estimators and prove the consistency of confidence bands (Theorem 3, 4, 8, and 9) . In the top row, we consider estimating the density function of a Gaussian mixture. And in the bottom row, we consider estimating the regression function of a sine structure. The left panel displays one instance of 95% bootstrap confidence bands and the right panel shows the coverage of bootstrap confidence band under different nominal levels.
• We use simulations to show that our confidence bands/sets are indeed asymptotically valid (Section 5).
Related Work. Our method is based on the pilot work in Calonico et al. (2015) . Our confidence band is a bias correction (debiasing) method, which is a common method for constructing confidence bands of nonparametric estimators. An incomplete list of literature about bias correction approach is as follows: Härdle and Bowman (1988) ; Hardle and Marron (1991); Hall (1992b) ; Eubank and Speckman (1993); Sun and Loader (1994) ; Härdle et al. (1995) ; Neumann (1995) ; Xia (1998) ; Härdle et al. (2004) . The confidence sets about level sets and inverse regression are related to Lavagnini and Magno (2007) ; Bissantz and Birke (2009); Birke et al. (2010); Tang et al. (2011); Mammen and Polonik (2013) ; Chen et al. (2015b) .
Outline. In Section 2, we give a brief review of the debiased estimator proposed in Calonico et al. (2015) . In Section 3, we propose our approaches for constructing confidence bands of density and regression functions and generalize these approaches to density level sets and inverse regression problems. In Section 4, we derive a convergence rate for the debiased estimator and prove the consistency of confidence bands. In Section 5, we use simulations to demonstrate that our proposed confidence bands/sets are indeed asymptotically valid. Finally, we conclude this paper and discuss some possible future directions in Section 6.
2. Debiased Estimator. Here we briefly review the debiased estimator of the KDE and local polynomial regression proposed in Calonico et al. (2015) .
2.1. Kernel Density Estimator. Let X 1 , · · · , X n be IID from an unknown density function p with a compact support K ∈ R d . For simplicity, we consider d = 1 case. The (original) KDE is
where K(x) is the kernel function and h > 0 is the smoothing bandwidth. Now we define the Hessian estimator using another smoothing bandwidth b > 0 as
where
,
Note that when we use the Gaussian kernel, c K = 1. The function M τ (x) can be viewed as a new kernel function, which we called the debiased kernel function. Note that the second quantity
is an estimate for the asymptotic bias in the KDE. An important remark is that we allow τ ∈ (0, ∞) to be a fixed number and still have a valid confidence band. In practice, we often choose h = b (τ = 1).
A feature of the debiased KDE is that the second derivative estimator p
b (x) (the debiased part) is not a consistent estimator of p (2) b (x) because the variance will be O(1) when τ is fixed. Although p b (x) is not a consistent estimator, it is an asymptotically unbiased estimator of ∇ 2 p(x). Thus, adding this term to the original KDE trades the bias of p h (x) into the stochastic variability of p τ,h (x). For statistical inference, as long as we can use resampling methods to capture the variability of the estimator, we are able to construct a valid confidence band. The reason why bootstrapping the debiased KDE p τ,h (x) works is because the bias of p τ,h (x) converges faster than its stochastic variability. The stochastic variability can be captured by the bootstrap, which leads to a valid confidence band.
2.2. Local Polynomial Regression. Now we introduce the debiased estimator for the local polynomial regression (Fan and Gijbels, 1996; Wasserman, 2006) . For simplicity, we consider the local linear smoother (local polynomial regression with degree 1) and assume that the covariate has dimension 1. One can easily generalize this method into higher-order local polynomial regression or multivariate covariates.
Let (X 1 , Y 1 ), · · · , (X n , Y n ) be the observed random sample for the covariate X i ∈ D ⊂ R and the response Y i ∈ R. The parameter of interest in regression analysis is the regression function r(x) = E(Y i |X i = x).
The local linear smoother for estimating r(x) is
where K(x) is the kernel function and h > 0 is the smoothing bandwidth.
To debias r h (x), we use the local polynomial regression for estimating the second derivative r (x). We consider the third-order local polynomial regression estimator of r (x), which is given by
where e T 3 = (0, 0, 1, 0),
Namely, r b (x) is the local polynomial regression estimator of second derivative r (x) using smoothing bandwidth b > 0. Using the same quantity τ = h/b, the debiased local linear smoother is
where c K = x 2 K(x)dx is the same as the constant used in the debiased KDE. Note that in practice, we often choose h = b(τ = 1) . Essentially, the debiased local linear smoother uses r
h/τ (x) to correct the bias of the local linear smoother r h (x).
Remark 1. One can also construct a debiased estimator using the kernel regression (Nadaraya-Watson estimator; Nadaraya 1964). However, because the bias of the kernel regression has an extra design bias term
the debiased estimator will be more complicated. We need to estimate r (x), p (x), and p(x) to correct the bias.
3. Confidence Bands.
3.1. Inference of Density Function. Here is how we construct our confidence bands of density function. Given the original sample X 1 , · · · , X n , we apply the empirical bootstrap (Efron, 1979) to generate the bootstrap sample X * 1 , · · · , X * n . Then we apply the debiased KDE (1) with the bootstrap sample to obtain the bootstrap debiased KDE (6) p
where M τ is the debiased kernel defined in equation (2). Finally, we compute the bootstrap
Confidence Bands of Density Function 1. Choose the smoothing bandwidth hRT by a standard approach such as the rule of thumb or crossvalidation (Silverman, 1986; Sheather and Jones, 1991; Sheather, 2004) .
2. Compute the debiased KDE p τ,h RT with a fixed value τ (in general, we choose τ = 1).
3. Bootstrap the original sample for B times and compute the bootstrap debiased KDE
Compute the quantile
5. Output the confidence band Let
In Theorem 4, we prove that this is an asymptotic valid confidence band of p when
log n → c 0 ≥ 0 for some c 0 . Namely, we will prove
The constraint on the smoothing bandwidth allows us to choose h = O(n −1/(d+4) ), which is the rate of most bandwidth selectors in the KDE literature (Silverman, 1986; Sheather and Jones, 1991; Sheather, 2004) . Thus, we can choose the tuning parameter using one of these standard methods and bootstrap the debiased estimators to construct the confidence band. This leads to a simple but elegant confidence band with uniform coverage over the entire support. Figure 2 provides a summary of the proposed procedure.
Note that one can replace the KDE using the local polynomial density estimator and the resulting confidence band is still valid. The validity of the confidence band follows from the validity of the confidence band of the local linear smoother (Theorem 9).
Remark 2. We can construct a variable width confidence band by bootstrapping
the weighted L ∞ -metric. This is because the variance of p τ,h is proportional to p(x), so we rescale the difference, making the resulting empirical process have an equal variance at each position. In more detail, we choose t 1−α as the 1 − α quantile of
and construct a confidence band using
Note that when we rescale the difference, we use the original estimator p h instead of the debiased estimator p τ,h because the debiased estimator may take negative value (this is because it is a KDE using a fourth-order kernel-see the discussion after Lemma 1). A feature of this confidence band is that the width of the resulting confidence band now depends on x and by a similar derivation as Theorem 4, it is also an asymptotically valid confidence band.
Remark 3. In a sense, the debiased estimator is similar to the debiased lasso (Javanmard and Montanari, 2014; Van de Geer et al., 2014; Zhang and Zhang, 2014) where we add an extra term to the original estimator to correct the bias so that the stochastic variation dominates the estimation error. Then the stochastic variation can be estimated using either a limiting distribution or a bootstrap, which leads to a (asymptotically) valid confidence band.
3.1.1. Inference of Density Level Sets. In addition to the confidence band of p, bootstrapping the debiased KDE gives us a confidence set of the level set of p. Let λ be a given level. We define D = {x : p(x) = λ} as the λ-level set of p Polonik (1995); Tsybakov (1997) .
A simple estimator for D is the plug-in estimator based on the debiased KDE:
Under regularity conditions, a consistent density estimator leads to a consistent level set estimator (Polonik, 1995; Tsybakov, 1997; Cuevas et al., 2006; Rinaldo et al., 2012) . Now we propose a confidence set of D based on bootstrapping the debiased KDE. We will use the method proposed in Chen et al. (2015b) . To construct a confidence set for D, we introduce the Hausdorff distance which is defined as
The Hausdorff distance is like an L ∞ metric for sets.
Recall that p * τ,h is the bootstrap debiased KDE. Let D * τ,h = {x : p * τ,h (x) = λ} be the plug-in estimator of D using the bootstrap debiased KDE. Now define t LV 1−α to be the 1 − α quantile of the distribution of the bootstrap Hausdorff distance 2. Compute the debiased local linear smoother r τ,h CV with a fixed value τ (in general, we choose τ = 1).
3. Bootstrap the original sample for B times and compute the bootstrap debiased local linear smoother
5. Output the confidence band Then a (1 − α) confidence set of D is
where A ⊕ r = {x : d(x, A) ≤ r} for a set A and a scalar r > 0. In Theorem 5, we prove that this is an asymptotically valid confidence set of D.
Remark 4. Mammen and Polonik (2013) proposed an alternative way to construct confidence sets for the level sets by inverting the confidence bands of KDE. They proposed using {x : | p h (x) − λ| < n,α } as a confidence set of D, where n,α is some suitable quantity computed from the data. This idea also works for the debiased KDE; we can construct a confidence set as
where t 1−α is the 1 − α quantile of bootstrap L ∞ metric given in Section 3.1. Moreover, Theorem 4 implies that this is also an asymptotically valid confidence set.
3.2. Inference of Regression Function. Now we turn to the confidence band for the regression function r(x). Again we propose using the empirical bootstrap (in the regression case it is also known as the paired bootstrap) to estimate r(x). Other bootstrap methods, such as the multiplier bootstrap (also known as the wild bootstrap; Wu 1986) or the residual bootstrap (Freedman, 1981) , will also work under slightly different assumptions. Recall that r τ,h (x) is the debiased local linear smoother.
Given the original sample (
Then we compute the debiased local linear smoother using the bootstrap sample to get the bootstrap debiased local linear smoother r * τ,h (x). Let s 1−α be the (1 − α) quantile of the distribution
That is, the confidence band is the debiased local linear smoother plus or minus the bootstrap quantile. The bottom left panel of Figure 1 shows an example of the confidence band.
In Theorem 9, we prove that r τ,h ± s 1−α is indeed an asymptotic 1 − α confidence band of the regression function r(x) when h → 0,
The condition on smoothing bandwidth (h → 0,
log n → c 0 ≥ 0 for some c 0 ≥ 0) is compatible with the optimal rate of the usual local linear smoother (h = O(n −1/5 )). Thus, we suggest choosing the smoothing bandwidth by cross-validating the original local linear smoother. This leads to a simple but valid confidence band. We can also use other bandwidth selectors such as those introduced in Chapter 4 of Fan and Gijbels (1996) ; these methods all yield a bandwidth at rate O(n −1/5 ), which works for our approach. Figure 3 summarizes the above procedure of constructing a confidence band.
3.2.1. Inference of Inverse Regression. The debiased local linear smoother can be used to construct confidence sets of the inverse regression problem (Lavagnini and Magno, 2007; Bissantz and Birke, 2009; Birke et al., 2010; Tang et al., 2011) . Let r 0 be a given level, the inverse regression finds the collection of points R such that
Namely, R is the region of covariates such that the regression function r(x) equals r 0 , a fixed level. Note that the inverse regression is also known as the calibration problem (Brown, 1993; Gruet, 1996; Weisberg, 2005) and regression level set (Cavalier, 1997; Laloe and Servien, 2013) .
A simple estimator of R is the plug-in estimator from the debiased local linear smoother: Laloe and Servien (2013) proved that R τ,h is a consistent estimator of R under smoothness assumptions.
To construct a confidence set of R, we propose the following bootstrap confidence set. Recall that r * τ,h (x) is the bootstrap debiased local linear smoother and let be the plug-in estimator of R. Let s R 1−α be the (1 − α) quantile of the distribution
Then an asymptotic confidence set of R is
In Theorem 10, we prove that R * τ,h ⊕ s R 1−α is indeed an asymptotically valid (1 − α) confidence set of R.
When R contains only one element, say x 0 , asymptotically the estimator R τ,h will contain only one element x 0 . Moreover, √ nh( x 0 − x 0 ) converges to a mean 0 normal distribution. Thus, we can use the bootstrap R * τ,h to estimate the variance of √ nh( x 0 − x 0 ) and use the asymptotic normality to construct a confidence set. Namely, we use
as a confidence set of x 0 , where z α is the α quantile of a standard normal distribution and σ R is the bootstrap variance estimate. We will also compare the coverage of confidence sets using this approach in Section 5.
Similar to Remark 4, an alternative method of the confidence set of the inverse regression is given by inverting the confidence and of the regression function:
where s 1−α is the bootstrap L ∞ metric of the debiased local linear smoother (Section 3.2). As long as we have an asymptotically valid confidence band of m(x), the resulting confidence set of inverse regression is also asymptotically valid. Bissantz and Birke (2009) and Birke et al. (2010) suggested constructing confidence sets of R by undersmoothing. However, undersmoothing is not compatible with many common bandwidth selectors for regression analysis and the size will shrink at a slower rate. On the other hand, our method does not require any undersmoothing and later we will prove that the smoothing bandwidth from cross-validation h CV is compatible with our method (Theorem 10). Thus, we can simply choose h CV as the smoothing bandwidth and bootstrap the estimators to construct the confidence set.
Theoretical Analysis.
4.1. Kernel Density Estimator. For a multi-index vector β = (β 1 , . . . , β d ) of non-negative integers, we define |β| = β 1 + β 2 + · · · + β d and the corresponding derivative operator
where D β f is often written as f [β] . For a real number , let be the largest integer strictly less than . For any given ξ, L > 0, we define the Hölder Class Σ(ξ, L) (Definition 1.2 in Tsybakov 1997) as the collection of functions such that
To derive the consistency of confidence bands/sets, we need the following assumptions. Assumptions.
(K1) K(x) is symmetric and has at least second-order bounded derivative and
is defined in equation (8) and K * = γ=0 K γ . We assume that K * 2 is a VC-type class. i.e., there exist constants A, v, and a constant envelope b 0 such that (9) sup
is the -covering number for a semi-metric set T with metric d T and L 2 (Q) is the L 2 norm with respect to the probability measure Q. (K1) is a common and mild condition on kernel functions (Wasserman, 2006; Scott, 2015) . (K2) is also a weak assumption to control the complexity of kernel functions so we have uniform consistency on density, gradient, and Hessian estimation (Giné and Guillou, 2002; Einmahl and Mason, 2005; Genovese et al., 2009 Genovese et al., , 2014 Chen et al., 2015a) . Note that many common kernel functions, such as the Gaussian kernel, satisfy this assumption. (P) is a very mild assumption because δ 0 can be a tiny number. We can interpret (P) as requiring the existence and smoothness of the second derivative of the density function. When δ 0 > 2, our procedure is still valid but the bias of the debiased KDE will be at rate O(h 4 ). (D) is a common assumption in the level set estimation literature to ensure level sets are (d − 1) dimensional hypersurfaces; see, e.g., Cadre (2006) and Chen et al. (2015b) .
Our first result is the pointwise bias and variance of the debiased KDE.
Lemma 1 (Pointwise bias and variance). Assume (K1) and (P) and τ ∈ (0, ∞) is fixed. Then the bias and variance of p τ,h is at rate
Lemma 2 is consistent with Calonico et al. (2015) and it shows an interesting result: the bias of the debiased KDE has rate O(h 2+δ 0 ) and its stochastic variation has the same rate as the usual KDE. This means that the debiasing operation kicks the bias of the density estimator into the next order and keeps the stochastic variation as the same order. Moreover, this also implies that the optimal bandwidth for the debiased KDE is h = O(n − 1 d+4+2δ 0 ), which corresponds to oversmoothing the usual KDE. This is because when τ is fixed, the debiased KDE is actually a KDE with a fourth-order kernel function (Calonico et al., 2015) . Namely, the debiased kernel M τ is a fourth-order kernel function. Thus, the bias is pushed to the order O(h 2+δ 0 ) rather than the usual rate O(h 2 ).
Using the empirical process theory, we can further derive the convergence rate under the L ∞ error.
Lemma 2 (Uniform error rate of the debiased KDE). Assume (K1-2) and (P) . Assume τ ∈ (0, ∞) is fixed and h → 0,
To obtain a confidence band, we need to study the L ∞ error of the estimator p τ,h . Recall from (1),
Lemma 1 implies
Using the notation of empirical process and defining f x (y) =
log n → c 0 for some c 0 ≥ 0. Based on the above derivations, we define the function class
By using the Gaussian approximation method of Chernozhukov et al. (2014a,c) , we derive the asymptotic behavior of p τ,h .
Theorem 3 (Gaussian approximation). Assume (K1-2) and (P) . Assume τ ∈ (0, ∞) is fixed and h → 0, nh d+4 log n → c 0 ≥ 0 for some c 0 . Then there exists a Gaussian process B n defined on F τ,h such that for any
Theorem 3 shows that the L ∞ metric can be approximated by the distribution of the supremum of a Gaussian process. The requirement on h,
log n → c 0 ≥ 0 for some c 0 , is very useful-it allows the case where h = O(n − 1 d+4 ), the optimal choice of smoothing bandwidth of the usual KDE. As a result, we can choose the smoothing bandwidth using standard receipts such as the the rule of thumb and least square cross-validation method (Chacón et al., 2011; Silverman, 1986) . A similar Gaussian approximation (and later the bootstrap consistency) also appeared in Neumann and Polzehl (1998) .
Finally, we prove that the distribution of the bootstrap L ∞ error p * τ,h − p τ,h ∞ approximates the distribution of the original L ∞ error, which leads to the validity of the bootstrap confidence band.
Theorem 4 (Confidence bands of density function). Assume (K1-2) and (P) . Assume τ ∈ (0, ∞) is fixed and h → 0,
log n → c 0 ≥ 0 for some c 0 . Let t 1−α be the 1 − α quantile of the distribution of the bootstrap L ∞ metric; namely,
is an asymptotically valid 1 − α confidence band of the density function p.
Theorem 4 proves that bootstrapping the debiased KDE leads to an asymptotically valid confidence band of p. Moreover, we can choose the smoothing bandwidth at rate h = O(n − 1 d+4 ), which is compatible with most bandwidth selectors. This shows that bootstrapping the debiased KDE yields a confidence band with width shrinking at rate O P log n n 2 d+4
, which is not attainable if we undersmooth the usual KDE.
Remark 5. The bootstrap consistency given in Theorem 4 shows that our method may be very useful in topological data analysis (Carlsson, 2009; Edelsbrunner and Morozov, 2012; . Many statistical inferences of topological features of a density function are accomplished by bootstrapping the L ∞ distance Chazal et al., 2014; Jisu et al., 2016) . However, most current approaches consider bootstrapping the original KDE so the inference is for the topological features of the 'smoothed' density function rather than the features of the original density function p. By bootstrapping the debiased KDE, we can construct confidence sets for the topological features of p. In addition, the assumption (P) in topological data analysis is reasonable because many topological features are related to the critical points (points where the density gradient is 0) and the curvature at these points (eigenvalues of the density Hessian matrix). To guarantee consistency when estimating these structures, we need to assume more smoothness of the density function, so (P) is a very mild assumption when we want to infer topological features.
Remark 6. By a similar derivation as Chernozhukov et al. (2014a) , we can prove that
For a Hölder class Σ(2 + δ 0 , L 0 ), the optimal width of the confidence band will be at rate
), the width of our confidence band is at rate O P (log n · n − 1 d+4 ), which is suboptimal when δ 0 is large. However, when δ 0 is small, the size of our confidence band shrinks almost at the same rate as the optimal confidence band.
Remark 7. The correction in the bootstrap coverage, O
, is not optimal. Chernozukov et al. (2014) introduced an induction method to obtain a rate of O(n −1/6 ) for bootstrapping high dimensional vectors. We believe that one can apply a similar technique to obtain a coverage correction at rate O . The Gaussian approximation also works for the Hausdorff error of the level set estimator D τ,h (Chen et al., 2015b) . Thus, bootstrapping the Hausdorff metric approximates the distribution of the actual Hausdorff error, leading to the following result.
Theorem 5 (Confidence set of level sets). Assume (K1-2), (P), (D), and τ ∈ (0, ∞) is fixed, and h → 0,
. Namely, C LV n,1−α is an asymptotic confidence set of the level set D = {x : p(x) = λ}.
The proof of Theorem 5 is similar to the proof of Theorem 4 in Chen et al. (2015b) , so we ignore it. The key element in the proof is showing that the supremum of an empirical process approximates the Hausdorff distance, so we can approximate the Hausdorff distance using the supremum of a Gaussian process. Finally we show that the bootstrap Hausdorff distance converges to the same Gaussian process.
Theorem 5 proves that the bootstrapping confidence set of the level set is asymptotically valid. Thus, bootstrapping the debiased KDE leads to not only a valid confidence band of the density function but also a valid confidence set of the density level set. Note that Chen et al. (2015b) proposed bootstrapping the original level set estimator D h = {x : p h (x) = λ}, which leads to a valid confidence set of the smoothed level set D h = {x : E ( p h (x)) = λ}. However, their confidence set is not valid for inferring D unless we undersmooth the data.
Local Polynomial Regression.
To analyze the theoretical behavior of the local linear smoother, we consider the following assumptions. Assumptions.
(K3) Let
We assume that K † 6 is a VC-type class (see assumption (K2) for the formal definition). (K3) is the local polynomial version assumption of (K2), which is a mild assumption that any kernel with a compact support and the Gaussian kernel satisfies this assumption. (R1) contains two parts. The first part is a common assumption to guarantee the convergence rate of the local polynomial regression (Fan and Gijbels, 1996; Wasserman, 2006) . The latter part of (R1) is analogous to (P) , which is a very mild condition. (R2) is an analogous assumption to (D) that is needed to derive the convergence rate of the inverse regression.
Lemma 6 (Bias and variance of the debiased local linear smoother). Assume (K1), (R1), and τ ∈ (0, ∞) is fixed. Then the bias and variance of r τ,h for a given point x is at rate
Define Ω k ∈ R (k+1)×(k+1) whose elements Ω k,ij = u i+j−2 K(u)du. and define e T 1 = (1, 0) and e T 3 = (0, 0, 1, 0). Let ψ x : R 2 → R be a function defined as
Lemma 7 (Empirical approximation). Assume (K1,3), (R1), and τ ∈ (0, ∞) is fixed, and h → 0, nh 5 log n → c 0 ≥ 0 for some c 0 . Then the scaled difference √ nh( r τ,h (x) − r(x)) has the following approximation:
where ψ x (z) is defined in equation (11). Moreover, the debiased local linear smoother r τ,h (x) has the following error rate
Lemma 7 shows that we can approximate the scaled difference √ nh ( r τ,h (x) − r(x)) by an empirical process
. Based on this approximation, the second assertion (uniform bound) is an immediate result from the empirical process theory in Giné and Guillou (2002) .
Note that Lemma 7 also works for the usual local linear smoother or other local polynomial regression estimators (but centered at their expectations). Namely, the local polynomial regression can be uniformly approximated by an empirical process. This implies that we can apply empirical process theory to analyze the asymptotic behavior of the local polynomial regression.
Remark 8. Fan and Gijbels (1996) have discussed the prototype of the empirical approximation. However, they only derived a pointwise approximation rather than a uniform approximation. To construct a confidence band that is uniform for all x ∈ D, we need a uniform approximation of the local linear smoother by an empirical process. Now we define the function class
where ψ x (z) is defined in equation (11). The set G τ,h is analogous to the set F τ,h in the KDE case. With this notation and using Lemma 7, we conclude
Under assumption (K1, K3) and applying the Gaussian approximation method of Chernozhukov et al. (2014a,c) , the distribution of the right-hand-side will be approximated by the distribution of the maxima of a Gaussian process, which leads to the following conclusion.
Theorem 8 (Gaussian approximation of the debiased local linear smoother). Assume (K1,3), (R1), τ ∈ (0, ∞) is fixed, and h → 0, nh 5 log n → c 0 ≥ 0 for some c 0 . Then there exists a Gaussian process B n defined on G τ,h such that for any
The proof of Theorem 8 follows a similar way as the proof of Theorem 3 so we omit it. Theorem 8 shows that the L ∞ error of the debiased linear smoother will be approximated by the maximum of a Gaussian process. Thus, as long as we can prove that the bootstrapped L ∞ error converges to the same Gaussian process, we have bootstrap consistency of the confidence band.
Theorem 9 (Confidence band of regression function). Assume (K1,3), (R1), τ ∈ (0, ∞) is fixed, and h → 0,
is an asymptotically valid 1 − α confidence band of the regression function r.
The proof of Theorem 9 follows a similar way as the proof of Theorem 4, with Theorem 3 being replaced by Theorem 8. Thus, we omit the proof.
Theorem 9 proves that the confidence band from bootstrapping the debiased local linear smoother is asymptotically valid. This is a very powerful result because Theorem 9 is compatible with the smoothing bandwidth selected by the cross-validation of the original local linear smoother. This implies the validity of the proposed procedure in Section 3.2.
Finally, we prove that the confidence set of the inverse regression R is also asymptotically valid.
Theorem 10 (Confidence set of inverse regression). Assume (K1,3), (R1-2), and τ ∈ (0, ∞) is fixed, and h → 0, nh 5 log n → c 0 ≥ 0 for some c 0 . Then
. Namely, R * τ,h ⊕ s R 1−α is an asymptotically valid confidence set of the inverse regression R.
The proof of Theorem 10 is basically the same as the proof of Theorem 5. Essentially, the inverse regression is just the level set of the regression function. Thus, as long as we have a confidence band of the regression function, we have the confidence set of the inverse regression.
A good news is that Theorem 10 is compatible with the bandwidth from the cross-validation h CV . Therefore, we can simply choose h = h CV and then construct the confidence set by bootstrapping the inverse regression estimator.
Remark 9. Note that one can revise the bound on coverage correction in Theorem 10 into the rate O 1 nh 1/6 by using the following facts. First, the original Hausdorff error is approximately the maximum of absolute values of a few normal random variables. This is because each estimated location of the inverse regression follows an asymptotically normal distribution centered at one population location of the inverse regression. Then because the bootstrap will approximate this distribution, by the Gaussian comparison theorem (see, e.g., Theorem 2 in Chernozhukov et al. 2014b and Lemma 3.1 in Chernozhukov et al. 2013) , the approximation error rate is O 1 nh 1/6 .
Simulation.
5.1. Density Estimation. In this section, we demonstrate the coverage of proposed confidence bands/sets of density function and level sets. It is clear that when we bootstrap the original KDE, the confidence band has undercoverage in every case. On the other hand, when we bootstrap the debiased KDE, the confidence band achieves nominal coverage when we undersmooth the data (green curves) or when the sample size is large enough (blue curve).
Density functions. To demonstrate the validity of confidence bands for density estimation, we consider the following Gaussian mixture model. We generate n IID data points X 1 , · · · , X n from a Gaussian mixture such that, with a probability of 0.6, X i is from N (0, 1), a standard normal, and with a probability of 0.4, X i is from N (4, 1), a standard normal centered at 4. The population density of X i is shown in the black curve in the top left panel of Figure 1 . We consider three different sample sizes: n = 500, 1000, and 2000. We bootstrap both the original KDE and the debiased KDE for 1000 times with three different bandwidths: h RT , h RT × 2, and h RT /2, where h RT is the bandwidth from the rule of thumb (Silverman, 1986 ). We use these three different bandwidths to show the robustness of the bootstrapped confidence bands against bandwidth selection. The result is given in Figure 4 . In the top row (the case of bootstrapping the original KDE), except for the undersmoothing case (orange line), confidence band coverage is far below the nominal level. Moreover, even in the undersmoothing case, the coverage does not achieve the nominal level. In the top row, we display the result of bootstrapping the debiased KDE. We see that undersmoothing (green curve) always yields a confidence band with nominal coverage. The rule of thumb (blue curve) yields an asymptotically valid confidence band-the bootstrap coverage achieves nominal coverage when the sample size is large enough (in this case, we need a sample size about 2000). This affirms Theorem 4. For the case of oversmoothing, it still fails to generate a valid confidence band.
Level sets. Next, we consider constructing the bootstrapped confidence sets of level sets. We generate the data from a Gaussian mixture model with three components:
where I 2 is the 2 × 2 identity matrix. We have equal probability (1/3) to generate a new observation from each of the three Gaussians. We use the level λ = 0.25. This model has been used in Chen et al. (2015b) . The black contours in the left two columns of Figure 5 provide examples of the corresponding level set D. We consider two sample sizes: n = 500 and 1000. We choose the smoothing bandwidth by the rule of thumb (Chacón et al., 2011; Silverman, 1986) and apply the bootstrap 1000 times to construct the confidence set. We repeat the entire procedure 1000 times to evaluate coverage, and the coverage plot is given in the right column of Figure 5 . In both cases, the red curves are below the gray line (45 degree line). This indicates that bootstrapping the usual level set does not give us a valid confidence set; the bootstrap coverage is below nominal coverage. On the other hand, the blue curves in both panels are close to the gray line, showing that bootstrapping the debiased KDE does yield a valid confidence set.
5.2.
Regression. Now we show that bootstrapping the debiased local linear smoothers yields a valid confidence band/set of the regression function and inverse regression.
Regression functions. To show the validity of confidence bands, we generate pairs of random variables (X, Y ) from
where X and are independent. This is the same as the model used in the bottom row of Figure 1 . In the bottom left panel of Figure 1 , we display one instance of data points (gray dots), the true regression function (black curve), the original local linear smoother In the first column, we display one instance of data points along with the true level contour (black curve), the estimated level contour using the usual KDE (red curve), and the associated confidence set (red area). The second column is similar to the first column, but we now use the level set estimator from the debiased KDE (blue curve) and the blue band is the associated confidence set. The third column shows the coverage of the bootstrap confidence set and the nominal level. The top row is the result of n = 500 and the bottom row is the result of n = 1000. Based on the third column, we see that bootstrapping the original KDE does not give us a valid confidence set (we are under coverage) but bootstrapping the debiased KDE does yield an asymptotically valid confidence set.
(red curve), and the debiased local linear smoother (blue curve). We consider three sample sizes: n = 500, 1000, and 2000. The smoothing bandwidth h CV is chosen using a 5-fold crossvalidation of the original local linear smoother. In addition to h CV , we also consider h CV × 2 and h CV /2 to show the robustness of the confidence bands against bandwidth selection. We then bootstrap both the original local linear smoother and the debiased local linear smoother to construct confidence bands. The result is shown in Figure 6 . In the top panel, we present the coverage of bootstrapping the original local linear smoother. Only in the case of h CV /2 (undersmoothing) do the confidence bands attain nominal coverage. This makes sense because when we are undersmoothing the data, the bias vanishes faster than the stochastic variation so the bootstrap confidence bands are valid. In the bottom panel, we present the coverage of bootstrapping the debiased local linear smoother. It is clear that all curves are around the gray line, which means that the confidence bands attain nominal coverage in all the three smoothing bandwidths. Thus, this again shows the robustness of the confidence band from the debiased estimator against different bandwidths. Inverse regression. The last simulation involves inverse regression. In particular, we consider the case where R contains a unique point, so we can construct a confidence set using both the bootstrap-only approach and normality with the bootstrap variance estimate. The data are generated by the following model:
where X, are independent. Namely, the regression function r(x) = E(Y |X = x) = 1 − e x . We choose the level r 0 = 0.5, which corresponds to the location R = {− log(2)}. We consider two sample sizes: n = 500, and 1000. We choose the smoothing bandwidth using a 5-fold cross-validation of the original local linear smoother. The left column of Figure 7 shows one example of the two sample sizes where the black vertical line denotes the location of R, the red line and red band present the estimator from the original local linear smoother and its confidence set, and the blue line and blue band display the estimator and confidence set from Confidence sets of the inverse regression. In the left column, we display one instance of the bootstrap confidence set using the local linear smoother (red region) and debiased local linear smoother (blue region). The purple curve shows the actual regression line and the black vertical line shows the location of the actual inverse regression (r0 = 0.5). In the right column, we provide bootstrap coverage for both local linear smoother (red) and the debiased local linear smoother (blue). We also consider the confidence set using normality and bootstrap (in a lighter color). The top row is the case of n = 500 and the bottom row is the case of n = 1000.
the debiased local linear smoother. We construct the confidence sets by (i) completely bootstrapping (Section 3.2.1), and (ii) the normality with the bootstrap variance estimate. The right column of Figure 7 presents the coverage of all four methods. The reddish curves are the results of bootstrapping the original local linear smoother, which do not attain nominal coverage. The bluish curves are the results from bootstrapping the debiased local linear smoother, which all attain nominal coverage. Moreover, it seems that using normality does not change the coverage-the light-color curves (using normality) are all close to the dark-color curves (without normality).
6. Discussion. In this paper, we propose to construct confidence bands/sets via bootstrapping the debiased estimators (Calonico et al., 2015) . We prove both theoretically and using simulations that our proposed confidence bands/sets are asymptotically valid. Moreover, our confidence bands/sets are compatible with many common bandwidth selectors, such as the rule of thumb and cross-validation.
In what follows, we discuss some topics related to our methods.
• Higher-order kernels. In this paper, we consider second-order kernels for simplicity.
Our methods can be generalized to higher-order kernel functions. Calonico et al. (2015) has already described the debiased estimator using higher-order kernel functions, so to construct a confidence band, all we need to do is bootstrapping the L ∞ error of the debiased estimator and take the quantile. Note that if we use a ω-th order kernel function for the original KDE, then we can make inference for the functions in
because the debiasing operation will kick the bias into the next order term. Thus, if we have some prior knowledge about the smoothness of functions we are interested in, we can use a higher-order kernel function and bootstrap it to construct the confidence bands.
• Detecting local difference of two functions. Our approaches can be used to detect local differences of two functions. When the two functions being compared are densities, it is a problem for the local two sample test (Duong et al., 2009; Duong, 2013) . When the two functions being compared are regression functions, the comparison is related to the conditional average treatment effect curve (Lee and Whang, 2009; Hsu, 2013; Ma and Zhou, 2014; Abrevaya et al., 2015) . In the local two sample test, we want to know if two samples are from the same population or not and find out the regions where the two densities differ. For the case of the conditional average treatment effect curve, we compare the differences of two regression curves where one curve is the regression curve from the control group and the other is the regression curve from the treatment group. The goal is to find out where we have strong evidence that the two curves differ. In both cases, we can use the debiased estimators of the densities or regression functions, and then bootstrap the difference to obtain an asymptotically valid confidence band. Chiang et al. (2017) has applied a similar idea to several local Wald estimators in econometrics.
• Other geometric features. We can use the idea of bootstrapping the debiased estimator to make inferences of other geometric features such as local modes (Romano, 1988) , ridges (Chen et al., 2015a) , and cluster trees (Jisu et al., 2016) . Romano (1988) proved that naively bootstrapping the KDE does not yield a valid confidence set unless we undersmooth the data. However, bootstrapping the debiased KDE still works because the optimal h of the original KDE is an undersmoothed h of the debiased KDE. So our results are actually consistent with Romano (1988) .
Thus, by the standard derivation of the bias under assumption (P) ,
Because τ = h/b is fixed, we obtain the desired result for the bias.
Variance. To derive the variance, note that under (K1) and (P), nonparametric theory implies
see, e.g., Wasserman (2006) and Scott (2015) . Thus, when τ = h/b is fixed,
Proof of Lemma 2. By Lemma 1,
and when
log n → c 0 ≥ 0, the bias is negligible compared to p τ,h (x) − E ( p τ,h (x)) so we only focus on the stochastic variation part. To derive the rate of p τ,h (x) − E ( p τ,h (x)), note that p τ,h (x) is a KDE with the kernel function M τ x−y h . Because assumption (K2) implies that for fixed τ and h,
is a bounded VC class of functions. Note that we can always find such a h because h → 0 when n → ∞. Therefore, F 1 satisfies the K 1 condition of Giné and Guillou (2002) , which implies that
Plugging this into equation (12), we obtain the desired result.
Proof of Theorem 3. By Lemma 2, when nh d+4 log n → c 0 ≥ 0, the scaled difference
By Corollary 2.2 and the derivation of Proposition 3.1 in Chernozhukov et al. (2014c) , there is a tight Gaussian process B n as described in Theorem 3 and constants A 1 , A 2 > 0 such that for any γ > 0,
when n is sufficiently large. Using equation (13), we can revise the above inequality by
B n (f ) > A 3 log 2/3 n γ 1/3 (nh d ) 1/8 ≤ A 2 γ for some constants A 3 .
To convert the bound in equation (14) into a bound on the Kolmogorov distance, we apply the anti-concentration inequality (Lemma 2.3 in Chernozhukov et al. 2014c ; see also Chernozhukov et al. 2014a) , which implies that when n is sufficiently large, there exists a constant A 4 > 0 such that
B n (f ) · A 3 log 2/3 n γ 1/3 (nh d ) 1/8 + A 2 γ.
By Dudleys inequality of Gaussian processes (van der Vaart and Wellner, 1996) ,
so the optimal γ = log 7 n nh d
1/8
, which leads to the desired result:
Proof of Theorem 4. The proof of Theorem 4 follows the same derivation as the proof of Theorem 4 of Chen et al. (2015b) . A similar derivation also appears in Chernozhukov et al. (2014a) . Here we only give a high-level derivation.
Let t 1−α be the 1 − α quantile of the CDF of p τ,h − p ∞ . By the property of the L ∞ loss p τ,h − p ∞ , it is easy to see that Thus, all we need to do is to prove that the bootstrap estimate t 1−α approximates t 1−α . We will prove this by showing that √ nh d p τ,h −p ∞ and the bootstrap L ∞ metric √ nh d p * τ,h − p τ,h ∞ converges in the Kolmogorov distance (i.e., the Berry-Esseen bound).
By Theorem 3, we known that there exists a Gaussian process B n defined on F τ,h such that
Conditioned on X n = {X 1 , · · · , X n }, by Lemma 1, the bootstrap difference
and similar to
h − E ( p τ,h |X n ) ∞ can be approximated by the maximum of an empirical bootstrap process (Chernozhukov et al., 2016) , which, by the same derivation as the proof of Theorem 3, leads to the following conclusion
, where B n is a Gaussian process defined on F τ,h such that for any f 1 , f 2 ∈ F τ,h E B n (f 1 ) B n (f 2 )|X n = Cov(f 1 (X), f 2 (X))
f 2 (X i ).
Namely, E B n (f 1 ) B n (f 2 )|X n follows the sample covariance structure at f 1 and f 2 .
Because B n and B n differ only in the covariance structure and the sample covariance converges to the population covariance, by the Gaussian comparison Lemma (Theorem 2 in Chernozhukov et al. 2014b), sup f ∈F τ,h B n (f ) and sup f ∈F τ,h B n (f ) converges in the Kolmogorov distance (and the convergence rate is faster than the Gaussian approximation described in Theorem 3 so we can ignore the error here).
Thus, we have shown that
which proves that
Thus, the quantile of the distribution of p * τ,h − p τ,h ∞ approximates the quantile of the distribution of p τ,h − p ∞ , which proves the desired result.
APPENDIX B: PROOFS OF THE LOCAL POLYNOMIAL REGRESSION
Proof of Lemma 6. Recall from equation (5) that the debiased local linear smoother is
h/τ (x).
Under assumption (K3) and (R1), the bias and variance of r h (x) is (by a similar derivation as the one described in Lemma 1)
Var( r h (x)) = O P 1 nh , and the bias and variance of the second derivative estimator r
h/τ (x)) = O P 1 nh 5 .
Thus, the bias of r τ,h (x) is E ( r τ,h (x)) − r(x) = E ( r h (x)) − r(x) −
The variance of r τ,h (x) is
h/τ (x)
which has proven the desired result.
Before we move on to the proof of Lemma 7, we first introduce some notations. For a given point x ∈ D, let 
Based on the above notations, the local polynomial estimator r
h (x) can be written as
h (x) = e
where e T 3 = (0, 0, 1, 0); see, e.g., Fan and Gijbels (1996); Wasserman (2006) . Thus, a key element in the proof of Lemma 7 is deriving the asymptotic behavior of ( 1 nh X T x,h W x X x,h ) −1 .
Lemma 11. Assume (K1,K3) and (R1). Then
Thus,
Proof. We denote Ξ n (x, h) = 1 nh X T x,h W x X x,h . Then direct computation shows that the (j, ) element of the matrix Ξ n (x, h) is
for j, = 1, 2, 3, 4.
Thus, the difference Ξ n (x, h) j − p X (x)Ω 3,j = Ξ n (x, h) j − E (Ξ n (x, h) j )
.
The first quantity (I) is about stochastic variation and the second quantity (II) is like bias in the KDE. We first bound (II). By direct derivation,
