Abstract. We prove that Lipschitz intrinsic graphs in the Heisenberg groups H n , with n > 1, which are vanishing viscosity solutions of the minimal surface equation, are smooth and satisfy the PDE in a strong sense.
Introduction
The Heisenberg group H n , n > 1 is a Lie group with a 2n þ 1 dimensional Lie algebra h n endowed with a stratification V 1 l V 2 , where V 1 has dimension 2n, and V 2 ¼ ½V 1 ; V 1 has dimension 1. We will call V 1 the horizontal layer and the corresponding left-invariant bundle H p A H n in H n the horizontal bundle. Moreover, given the stratification one must be able to choose fX s ; X 1 ; . . . ; X 2nÀ1 g a basis of V 1 and a non-zero vector X 2n A V 2 such that ½X s ; X 2nÀ1 ¼ ½X i ; X iþnÀ1 ¼ X 2n , for i ¼ 1; . . . ; n À 1 while all other commutators vanish. To denote elements of the group we use canonical coordinates of the second kind (the so called polarized coordinates [7] ) and denote by ðs; xÞ the elements of the group, expðsX s Þ expðx 1 X 1 Þ . . . expðx 2n X 2n Þ where x ¼ ðx 1 ; . . . ; x 2n Þ. Using the Baker-Campbell-Hausdor¤ formula we can represent the basis of the Horizontal tangent space V 1 as follows:
X s ¼ q s ; X i ¼ q i for i ¼ 1; . . . ; n À 1; X i ¼ q i À x iÀnþ1 q 2n for i ¼ n; . . . ; 2n À 2;
ð1:1Þ while X 2n ¼ q 2n A V 2 : We introduce a sub-Riemannian metric g 0 in H n by requiring that fX s ; . . . ; X 2nÀ1 g form a g 0 -orthonormal basis of V 1 . For each e > 0 we extend g 0 to a Riemannian metric g e by asking that fX s ; . . . ; X 2nÀ1 ; eX 2n g form a g 1 -orthonormal basis of h n .
Let M H H n be a C 1 smooth hypersurface. A point p A M is characteristic if T p M is entirely horizontal. We will call intrinsic regular surfaces or graphs hypersurfaces of the form M ¼ fðs; xÞ : s ¼ uðxÞg where u : R 2n ! R. Such graphs were studied in [24] and [15] , and (if u is at least C 1 ) are always non-characteristic.
Note that intrinsic graphs represent, in a sense, generic non-characteristic hypersurfaces. In fact, according to a version of the implicit function theorem ( [24] and [15] ), any level surface f f ðs; xÞ ¼ cg H H n of functions f : H n ! R with continuous derivatives along the directions (1.1), can locally (near non-characteristic points) be expressed as an intrinsic graph of a function u : W ! R, W H R 2n . Moreover the smoothness of f implies that the function u is regular with respect to the projection on its domain of the vector fields in (1.1) (see [15] and [1] ). Since X s has null projection on the domain of u, the regularity of this function will be described in terms of the vector fields: X i; u ¼ X i for i e 2n À 2; X 2nÀ1; u ¼ q 2nÀ1 þ uðxÞq 2n : ð1:2Þ
In particular X 2nÀ1; u is a non-linear vector field, since it depends on u. Note that the vector fields X 1; u ; . . . ; X 2nÀ1; u satisfy Hö rmander's finite rank condition in R 2n . Consequently they give rise to a control distance d u , whose metric balls B u ðx; rÞ have volume comparable to r Q , with Q ¼ 2n þ 1 the homogeneous dimension of the space ðR 2n ; d u Þ.
Minimal graphs. Several equivalent notions of horizontal mean curvature H 0 for a C 2 surface M H H n (outside characteristic points) have been given in the literature (see for instance [20] , [8] , [10] , [5] , [36] , [37] , [29] , [30] , [39] , [40] ). In particular, H 0 arises in the first variation formulae(1) of the area functional. For a C 2 intrinsic graph of the form M ¼ fðs; xÞ : s ¼ uðxÞg one has If u A C 2 ðWÞ is a solution of (1.5) then its graph is a critical point of the perimeter and consequently it is called a minimal intrinsic graph.
Properties of regular minimal surfaces have been investigated in [26] , [33] , [10] , [8] , [25] , [21] , [2] and [32] .
Since minimal surfaces arise as critical points of the perimenter functional, the variational formulation naturally provides several notions of non-regular solutions (see for instance [26] , [33] and [8] ). Indeed existence of BV and Sobolev minimizers of the perimeter is proved respectively in [26] , [33] using direct methods of the calculus of variations. More recently, existence of Lipschitz continuous vanishing viscosity solutions has been studied in [8] . Such solutions are defined as uniform limits of smooth minimal surfaces in the g e approximating Riemannian metrics (see [33] , [7] and [8] for the relation between Riemannian and sub-Riemannian curvature). The Riemannian approximation of (1.5) is The existence results in [8] motivate the following Definition 1.1. Letting C 1 E denote the standard Euclidean C 1 norm, we will say that a Euclidean Lipschitz continuous function u is a vanishing viscosity solution of (1.5) in an open set W, if there exists a sequence u e of smooth solutions of (1.6) in W such that for every compact set K H W ku e k C 1 E ðKÞ e C for every e, u e ! u as e ! 0 pointwise a.e. in W.
As mentioned above, existence of this type of viscosity solutions in the case of tgraphs, i.e. graphs of the form x 2n ¼ gðs; x 1 ; . . . ; x 2nÀ1 Þ, has been proved in [8] , Theorem A and Theorem 4.5. For such a graph the corresponding PDE is more degenerate than (1.6) as characteristic points are allowed (indeed, much of the analysis in [8] and [10] is focused on the study of solutions near such points). In [8] the authors prove that such solutions are minimizers of the perimeter and address questions of uniqueness and comparison theorems as well. The problem of regularity of minimal surfaces is still largely open. In this paper we address the issue of regularity away from characteristic points. Our goal is to prove the following Theorem 1.2. The Lipschitz continuous vanishing viscosity solutions of (1.5) are smooth functions. Moreover they satisfy pointwise the minimal graph PDE (1.5).
Comparison with other regularity results. We describe the relation between our results in Theorem 1.2 and the regularity results in [9] . In [9] Cheng, Hwang and Yang prove that any C 1 weak solution of the prescribed (continuous) horizontal mean curvature PDE, has C 2 smooth Legendrian foliation outside of the characteristic set. On the one hand, in the present paper we require only Lipschitz continuity of u and prove Euclidean smoothness, thus implying the result in [9] . On the other hand, we only deal with the case H 0 ¼ 0 and with those solutions which are limits of Riemannian minimal graphs. In this sense our results are more specialized and less general than the ones in [9] . A comparison with other regularity results for the case n ¼ 1 due to Bigolin and Serra-Cassano [3] is discussed in our paper [6] .
Applications of Theorem 1.2. Invoking the implicit function theorem, we want to apply Theorem 1.2 to the study of the regularity away from the characteristic locus of the Lipschitz perimeter minimizers found in [8] for the case H n , n > 1. Here and in the following, ' E denotes the Euclidean gradient in R 2n . We also define exponential coordinates 2n be a C 1 minimal t-graph which is the C 1 limit of Riemannian minimal graphs as in [8] , Theorem 4.5. In the neighborhood of any non-characteristic point g is smooth and a strong solution of the minimal surface PDE. Remark 1.5. Given our regularity result and the wealth of examples of area minimizers with low regularity constructed recently by Cheng, Hwang and Yang in [8] , by Pauls in [34] and by Ritoré in [35] , it is clear that not all minimal surfaces, not even those that are area minimizers arise as limits of Riemannian minimal surfaces or area minimizers in the Riemannian approximation scheme.
The one dimensional case. We remark that in the case n ¼ 1 of the first Heisenberg group the regularity of vanishing viscosity minimal intrinsic graphs is quite di¤erent. In the forthcoming paper [6] we study this problem and prove a form of intrinsic regularity, with di¤erentiability only along the Legendrean foliation of the minimal graph.
Sketch of the proof. Equation (1.5) is a uniformly elliptic approximation of a subelliptic equation. The defining vector fields have Lipschitz coe‰cients and satisfy a weak Hö rmander condition, since together with their first order vector fields they span the space at every point. The main di‰culty of the proof is to handle the vector field
and the dependence on e. A similar di‰culty arises in problems of mathematical finance. For example in [18] , [19] , it was proved that the viscosity solutions of the following equation are C y :
where X 1 ¼ q xx , X 2 ¼ q y u þ uq z u satisfy a weak Hö rmander condition analogous to the one in the present paper. The techniques in [18] , [19] provide the main inspiration for the proof of Theorem 1.2.
The regularity of solutions will be measured in terms of the natural norm of the intrinsic Hö lder class C 1; a u , i.e. functions f such that ' e u f is Hö lder continuous, with respect to the control distance d u . The proof will be accomplished in two steps:
Step 1. First prove that the Lipschitz continuous solutions are of class C 1; a u . Since the operator L e in (1.6) is represented in divergence form, by di¤erentiating the PDE and combining several horizontal and ''vertical'' energy estimates, it is possible to prove a Euclidean Cacciopoli-type inequality for the intrinsic gradient ' e u u of the solution. The Moser iteration technique will then lead to Hö lder continuous estimates uniform in e for the gradient. This step holds also for n ¼ 1.
Step 2. We prove the smoothness of the solution. In order to do so we first note that the operator L e can also be represented in a divergence form: For every fixed point x 0 we will approximate the assigned operator with a linear, uniformly subelliptic operator in divergence form L e; x 0 , with C y coe‰cients. The approximation is carried out through a ad-hoc freezing technique, where the function u in the coe‰cients of the vector field is substituted with polynomials, in a technique reminiscent of the work of Rothschild and Stein [38] . The novel di‰culty arises from the non-smoothness of u, and has to be dealt with through a delicate bootstrap argument. The existence of a fundamental solution G e x 0 for such operator as well as its estimates, uniform in e, have previously been proved in the papers [4] and [14] . Eventually G e x 0 will be used to define a parametrix for the fundamental solution of L e and to obtain estimates independent of e, of the derivatives of any order of the solution. which act as a second order derivative, in the sense that it is a homogenous di¤erential operator of order two with respect to the group dilations. We set the degree of s i to be the integer degðs i Þ ¼ 1 for s i e 2n, and degð2n þ 1Þ ¼ 2. Correspondingly the degree of any multi-index s ¼ ðs 1 ; . . . ; s m Þ, s r A f1; . . . ; 2n þ 1g, 1 e r e m A N, will be
We will also denote the cardinality of s ¼ ðs 1 ; . . . ; s m Þ the number of its elements:
We define the intrinsic derivative Since the vector fields X e 1; u ; . . . ; X e 2n; u are the Riemannian completion of a Hö rmander type set of vectors, they give rise to a control distance d e; u . The corresponding metric balls are denoted B e; u ðx; rÞ. As e ! 0 the metric space ðW; d e; u Þ converges in the GromovHausdor¤ sense to ðW; d u Þ (see [7] ).
We next define the spaces of Hö lder continuous functions related to the fixed function u.
Definition 2.1. Let x 0 A W, 0 < a < 1, assume that u is a fixed Lipschitz continuous function, and that u is defined on W: We say that u A C 
Taylor approximation.
The following result is well known for vector fields with C y coe‰cients (see [32] ) and also holds for vector fields of the form q 1 þ uq 2n , with u Lipschitz continuous with respect to the Euclidean distance. Let us first denote by e 1 ; . . . ; e 2n the canonical coordinates of a point x around x 0 , We will also set P k x 0 u ¼ 0 for any negative integer k.
Note that
From the explicit expression of the Taylor polynomials of order less than 4 it is possible to directly deduce the following result. for every x; x 0 ; x A K, see [13] , Lemma 3.6, and [18] These frozen derivatives have been defined as approximation of the intrinsic derivatives, depending on u: In order to clarify this point, we recall the following definition, given in [23] and [32] . If a A R and f ðx;
we will say that the differential operator f ðx; x 0 Þ' e s; x 0 has degree degðsÞ À a. We have
Hence, if u is of class C 1; a u , then 
uÞ'
where C r; m; s; h are suitable constants. In particular the operator ' e s; u jðxÞ can be identified as a di¤erential operator of degree degðsÞ and represented in terms of frozen derivatives.
Proof. Since the function j is of class C y 0 ðWÞ, its Lie derivatives can be simply computed as directional derivatives. By definition
Hence the assertion is true if degðsÞ ¼ 1. If the assertion is true for any s such that degðsÞ ¼ k, then we consider a multiindex s such that degðsÞ ¼ k þ 1. In this case s ¼ ðs 1 ; sÞ;
uÞ' e r; x 0 j (also using (2.6))
Note that the first term satisfies
The second term (when non-zero) is ðu À P , for a suitable %, of degree degð%Þ ¼ k þ 2: Hence degð%Þ À h ¼ k þ 1: Similarly, all the other terms are in the form indicated in the thesis (in both case, s 1 3 2n þ 1 or k f 3 and
The vector fields X e i; x 0 satisfy a Hö rmander type condition, hence they define a control distance d e; x 0 ðx 0 ; xÞ. The corresponding metric balls B e; x 0 ðx; rÞ have volume comparable to r 2nþ1 , and we will call where a e i; j are defined in (1.7). Since the function u is fixed, the operator is a linear nondivergence type operator, whose coe‰cients have the regularity of the function u. In case u is not smooth, it is natural to approximate it with a frozen operator, defined in terms of the vector fields X
where a e ij are defined in (1.7). This is a divergence form uniformly subelliptic operator with C y coe‰cients, which depends on e. Hence it has a fundamental solution G e x 0 (see [4] ), and its dependence on e can be handled as in [14] . Since G The first step in our bootstrap argument for regularity consists in establishing representation formulae for the solution u and for its derivatives up to order four. Such representation formulae involve derivatives of the fundamental solution G e x 0 evaluated at points di¤erent from x 0 . In order to provide estimates for such terms we invoke [18] for every x; x 0 A K and x such that d e; x 0 ðx 0 ; xÞ f Md e; x 0 ðx 0 ; xÞ. The constant Q is the homogeneous dimension of the space, defined in (2.7).
Estimates of this type for the fundamental solution are the key elements used in [18] , Proposition 3.9, to prove the following result: 
Also assume that for every x 0 fixed A W 1 , the kernels N i ðÁ; x 0 Þ are supported in W 3 , as functions of their first variable and there exists a constant C 1 such that the kernels satisfy the following conditions: ðx; 0Þ'
Besides, for any a 0 < a, there exists a constant C only dependent on C 1 and on C p in (2.10) such that 
where the kernels N 4; ki ðx; x 0 Þ satisfy assumptions similar to N 3; k :
For every x A W 3 and x; x 0 A W 1 , Let us now start the first step in the proof of the regularity result. Using in full strength the nonlinearity of the operator L e , we prove here some Cacciopoli-type inequalities for the intrinsic gradient of u, and for the derivative q 2n u: The main novelty of the proof is that putting together two intrinsic subelliptic Cacciopoli inequalities we will end up with a Euclidean Cacciopoli inequality. In this way we can obtain the Hö lder-regularity of the gradient via a standard Moser iteration.
We first observe that We now prove that if u is a smooth solution of L e u ¼ 0 in W H R 2n then its derivatives q 2n u and X e k; u u are solutions of a similar mean curvature type equation with di¤erent right.
More precisely, we consider o ¼ q 2n u þ 2kuk Lip and z ¼ X e k; u u þ 2kuk Lip . Note that positive constants have been added so that z and o are always strictly positive. This is a standard and necessary device which has to be used because negative powers of o and z have to be considered later in the course of the Moser iteration scheme. Proof. Di¤erentiating the equation L e u ¼ 0 with respect to q 2n we obtain
Using the previous remark, where a ij are defined in (1.7) . 
The constant C is bounded if p is bounded away from 2. If p ¼ 2 the inequality holds in the form 
Á
(by Hö lder inequality and the fact that z is bounded away from 0)
For d su‰ciently small this implies that Hence, using again the boundedness of jq 2n uj and the fact that z is bounded from below, together with inequality (3.4) we conclude the proof. r 
The constant C is bounded if p is bounded away from the values 1 and 2. Using the uniform ellipticity of a ij and the boundedness of a ij and q 2n u, we obtain
From here, using a Hö lder inequality and the boundedness of z from below one has 
for every d > 0.
In order to estimate I 1 we first consider separately the cases k 3 2n À 1 and k ¼ 2n À 1. If k e n À 1 then by Remark 3.3 (integrating by parts, using the boundness of ' e u u, and the fact that q 2n X e k; u u ¼ q 2n z)
(using Hö lder inequality and the fact that z is bounded away from 0)
This estimate can be proved with a similar argument in the case n e k e 2n À 2 and k ¼ 2n. Hence if k 3 2n À 1 the conclusion follows by choosing d su‰ciently small.
If k ¼ 2n À 1, then Remark 3.3 yields
(directly computing the derivative with respect to q 2n )
If we set F ðsÞ ¼ 1 ffiffiffiffiffiffiffiffiffiffi ffi 1 þ s p , then one easily computes
so that the previous integral becomes
(by Proposition 3.4 and an Hö lder inequality)
thus concluding the proof. r Next, we note that, from Propositions 3.4 and 3.5 one can derive a Euclidean Cacciopoli type inequality for z ¼ X e k; u u þ 2kuk Lip , with k e 2n. Here and in the following ' E denotes the Euclidean gradient in R 2n .
Proposition 3.6 (Euclidean Cacciopoli inequality). If u is a Lipschitz continuous solution of L
, and z ¼ X e k; u u þ 2kuk Lip , with k e 2n, then for every p 3 1 there exists a constant C, only dependent on the bounds on the gradient of u and on p such that for
The constant C is bounded if p is bounded away from the values 1 and 2.
Proof. Observe that there exists C > 0 depending only on kuk Lip 
Let r > 0 su‰ciently small so that the Euclidean ball B r H W. A standard choice of test function and Hö lder inequality yield
Recalling that W H R 2n and using Poincaré inequality we obtain w A BMOðWÞ.
At this point, using (3.8), the John-Nirenberg Lemma and following the standard Moser iteration process (see for instance [27] , Chapter 8) we obtain the Hö lder regularity of z. r
In this section we will conclude the proof of the regularity result. The section is organized in 3 steps. We fix a function u, and study solutions of the linearized equation uniform in e are well known (and have been recalled in Section 2), from these representation formulas we will deduce a priori estimates for the solution u, in terms of the fixed solution u. Choosing u ¼ u we will obtain a priori estimates of the solutions of the non-linear equation L e u ¼ 0. Finally, letting e go to 0, we will conclude the proof of the estimates of the vanishing viscosity solutions of Lu ¼ 0:
4.1. Representation formulas.
Lemma 4.1. The di¤erence between the operator L e; u and its frozen operator can be expressed as follows: 
Finally h sij are real numbers, only dependent on x 0 , defined as
Proof. By definition of fundamental solution, we have
ðx; xÞL e; x 0 ðujÞðxÞ dx ð4:6Þ
ðx; xÞ The following representation formula will be used to estimate higher order derivatives of the solutions. Proof. We represent uj as in formula (4.2), and we study each term separately. Let us start with the second term in (4.2):
The kernel in the third term of (4.2) can be expanded as follows: Then, for every compact set K 1 H H K, for every a 0 < a there exists a constant C > 0 only dependent on C 0 , a and the compact sets, such that Proof. By Proposition 4.2, we know that the function uj admits a representation in terms of the fundamental solution of the frozen operator, and suitable kernels. Let us verify that these kernels satisfy the assumptions of Proposition 2.9 with k ¼ 2.
From the expression of N 1 in (4.3), we see that N 1 is a sum of derivatives of the function j. Since j is constantly equal to 1 on the set K 2 , then N 1 vanishes on the same set. Hence the point (i) of Proposition 2.9 regarding the support of N 1 is satisfied. On the other side N 1 depends on x 0 only through the first derivatives of u, while it depends on x through the derivatives up to second order of the function u. Hence it is Hö lder continuous in x 0 locally uniformly in x. Hence there exists a constant C 1 only depending on C 0 such that In the same way, using the regularity properties of u, we deduce that the function In order to obtain an a-priori estimate of the second derivatives of the solution u in terms of its L p norms we need to improve slightly the previous result. , and Q is the homogeneous dimension of the space, defined in (2.7).
If Q À pa < 0, then for every compact set K 1 H H K there exists a constant C > 0 only depending on C 0 such that Let us consider the first integral in (4.19). We first note that, by the expression (4.3) of N 1 , there exist constants C 3 and C 4 only dependent on C 0 such that
for any x; x 0 A K. On the other hand N 1 is a sum of derivatives of the function j, constant in K 2 , the support of the kernel N 1 is a subset of ðx; xÞ is bounded uniformly in e, by condition (2.11). Then, for every
where C only depends on C 0 .
The second term in (4.19) is the convolution of the fundamental solution with a regular function,
whose L y norm only depends on kgk C 1; a u on the support K of the function j.
In the third term of (4.19), using the property (2. In order to study the regularity of smooth solutions u of the approximating non-linear equations L e u ¼ 0, we apply the previous lemma substituting u with u. Proof. We first prove that for every r > 1 for every compact set K 2 such that K 1 H H K 2 H H K there exists a constant C r , only depending on r, C 0 and on the choice of the compact sets, such that for every multi-index s of degree 2, we have 
For every fixed number r, after a finite number of iterations of the same argument, we can prove the estimate (4.27).
Consequently by (4.22) we have k' By Proposition 4.6 we deduce that for every b < 1 and for every compact set K 7 such that K 1 H H K 7 H H K 6 there exists a constantC C b such that kuk C The thesis is true for degðsÞ ¼ 0 by Theorem 4.10.
We assume by induction that it is true for degðsÞ ¼ k. Call z ¼ ' for a constant C 2 dependent on C 0 , k, a. This concludes the proof. Since all the constants are independent of e, letting e go to 0 we obtain estimates of u in C k E for every k. Consequently u A C y E : r
