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Abstract
For an undirected, connected graph it is well known that an eigenvector belonging to the
principal eigenvalue of G can be given such that all entries are positive. We ask whether
this vector carries information on the structure of the graph and approach this question by
investigating the values that can occur in its maximal entry. © 2000 Published by Elsevier
Science Inc. All rights reserved.
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1. Introduction
It has always been a matter of interest to gain information on the structure of
graphs from properties of related objects (e.g. its adjacency or incidency matrix). For
example, the relationship between graphs and their spectra is intensively investigated
(see [2]). Besides the eigenvalues of a graph the principal eigenvector is of high
interest since it is often used in applications. In the field of social network analysis,
for instance, the entries of such a vector are applied to measure the “position” of
their related nodes (see e.g. [10] for an overview). It therefore seems natural to ask
 Corresponding author. Tel.: +49-231-755-5405; fax: +49-231-755-5408.
E-mail addresses: b.papendieck@wiso.uni-dortmund.de (B. Papendieck), p.recht@wiso.uni-
dortmund.de (P. Recht).
0024-3795/00/$ - see front matter ( 2000 Published by Elsevier Science Inc. All rights reserved.
PII: S 0 0 2 4 - 3 7 9 5 ( 0 0 ) 0 0 0 6 3 - X
130 B. Papendieck, P. Recht / Linear Algebra and its Applications 310 (2000) 129–138
whether such an eigenvector also carries information on the structure of the graph
and how this information can be extracted.
It will be shown in the following that the maximal entry of the principal eigen-
vector plays an important role to answer these questions.
The paper is organized as follows. First, we recall some basic notations that will
be used in the sequel. In Section 3, the influence of different norms on the principal
eigenvector is discussed. The main theorem is proved and (least) upper bounds for
the maximal entry are derived. Section 4 concludes.
2. Notations
Throughout the paper, we assume that G D .V ;E/ is a simple,1 undirected and
connected graph with node-set V D fv1; : : : ; vng and the set of edges E  V 
V . The set of all such graphs G is denoted by G VD Sn>2Gn where Gn VD fG D
.V ;E/ j jV j D ng is the set of all G with n nodes.
The adjacency matrix A.G/ of G is defined as n  n matrix A.G/ D .aij /, where
aij D

1 if .vi ; vj / 2 E;
0 otherwise;
and denoted by A D A.G/.
By the spectrum of G, we denote the set of eigenvalues  D f.1/; : : : ; .n/g of
A.G/. It is well known that for undirected graphs the eigenvalues .i/ are real for
all 1 6 i 6 n (e.g. [2]). Without loss of generality the eigenvalues of G are assumed
to be ordered by .1/ > .2/ >    > .n/. For every .i/ and every y.i/ 6D 0 with
Ay.i/ D .i/y.i/, we call ..i/; y.i// an eigenpair of G.
Due to the Perron–Frobenius theorem it is known that all entries of an eigenvector
y.1/ corresponding to .1/ are nonvanishing and have the same sign (e.g. see [2]). We
call an eigenpair ..1/; y.1// with y.1/ > 0 principal eigenpair and y.1/ a principal
eigenvector of G. For simplicity of notation, we will omit the index in the principal
eigenpair and write .; y/.
Since we will only consider normalized principal eigenvectors kykp D 1, we
recall the definition of a p-norm for 1 6 p 6 1:
kykp VD

.jy1jp C jy2jp C    C jynjp/1=p if 1 6 p < 1;
maxiD1;:::;nfjyi jg if p D 1:
By ymaxp VD maxiD1;:::;n yi , we denote the maximal entry of the principal eigen-
vector with respect to the chosen p-norm.
1 That is, without loops and multiple edges.
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3. Influence of normalization
Structural properties of graphs are often characterized by their spectra. Sometimes
for a complete characterization it is even sufficient to know only one, for example
the principal, eigenvalue.2 That special properties of a graph can also be deduced
using the principal eigenvector is well known, for instance the fact that G is regular
if and only if an arbitrary eigenvector of  is a multiple of the all-1-vector. However,
after normalization, the same amount of information is already contained in ymaxp
as the following example shows.
Example 1. Let y be a principal eigenvector, 1 6 p < 1: Then
G is regular if and only if ymaxp D .1=n/1=p:
Since information on the degree r of regularity is contained in the principal
eigenvalue  D r , this can be used for a unique identification of the complete graph
Kn.
Example 2. Let .; y/ be a principal eigenpair. Then
ymax1 D =.n − 1/ if and only if G D Kn:
In fact, the principal eigenvalue of any other graph than Kn is less than n − 1, and
ymax1 D 1 for an arbitrary graph.
In this context the natural question arises whether it is possible in general to char-
acterize graphs by the maximal entry of their principal eigenvectors.
We start our investigation by considering how ymaxp is influenced by p and G, and
ask whether knowledge on ymaxp can be carried over to gain structural statements on
a graph. Of interest is only the case p < 1 since for p D 1 we obtain ymaxp D 1
regardless of the structure of G and thus this value cannot give further information
on G.3
For any p with 1 6 p < 1, obviously ymaxp < 1 holds in an arbitrary G with
n > 2. We are interested in a sharper bound on ymaxp than 1, i.e. a number UBp < 1
such that ymaxp 6 UBp for all G 2 G. And, moreover, we are interested whether this
bound is attained by some G and which properties G might have.
Up to now, only little research in this direction was done (cf. [1,4,6]) although
there is a wide range of literature concerning spectra of graphs, e.g. the monographs
of Cvetkovic´ et al. [2,3]. An overview on bounds for eigenvalues, especially for the
principal eigenvalue, is given in [5].
2 The complete graph Kn D .V ;E/ with E D f.vi ; vj / j vi ; vj 2 V g is the only graph with principal
eigenvalue  D n − 1.
3 Note that additional information was necessary in Example 2.
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3.1. The main theorem
The question how the value of ymaxp is influenced by p for 1 6 p < 1 is
answered by the following main theorem.
Theorem 1. Let G D .V ;E/ 2 G be a simple; connected and undirected graph;
A D A.G/ the adjacency matrix. For 1 6 p < 1, let .; y/ be a normalized princi-
pal eigenpair of G .
Then ymaxp satisfiesV
(i) ymaxp 6 .p−2=.1 C p−2//1=p 8G 2 G;
(ii) ymaxp D .p−2=.1 C p−2//1=p , G is isomorphic to the star S1;n−1 for p 6D
1; where S1;n−1 D .V ;E/ with E D f.v1; vi/ j 8i D 2; : : : ; ng.
For the proof, we need the following lemma [8]. Its proof can be found in [7].
Lemma 2. If q1; : : : ; qn are positive numbers; thenV
min
i
pi
qi
6 p1 C    C pn
q1 C    C qn 6 maxi
pi
qi
(1)
for any real numbers p1; : : : ; pn. Equality holds on either side if and only if all the
ratios pi=qi are equal.
Proof of Theorem 1. Without loss of generality let y1 be an arbitrary entry of y.
By definition of the principal eigenvector yi > 0 for all i D 1; : : : ; n.
For the positive numbers yp2 ; : : : ; y
p
n and the real numbers a12y2; : : : ; a1nyn we
have according to the lemma:
min
iD2;:::;n
a1iyi
y
p
i
6
Pn
iD2 a1iyiPn
iD2 y
p
i
6 max
iD2;:::;n
a1iyi
y
p
i
: (2)
Using the eigenvector property of y and the fact that G is simple (i.e. a11 D 0), we
get
nX
iD2
a1iyi D y1:
It follows from normalization that
nX
iD2
y
p
i D 1 − yp1 ;
whence the right-hand side inequality in (2) can be written as
y1
1 − yp1
6 max
iD2;:::;n
a1iyi
y
p
i
: (3)
Since G is connected, there is at least one index i 2 f2; : : : ; ng such that in the
adjacency matrix a1i D 1. Let l be an index with a1l D 1 satisfying
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max
iD2;:::;n
a1iyi
y
p
i
D a1lyl
y
p
l
D 1
y
p−1
l
:
Replacing the maximum in (3) yields
y1
1 − yp1
6 1
y
p−1
l
:
For p D 1 this leads to
y1 6
1
 C 1 : (4)
If p > 1, we have
yl 6
 
1 − yp1
y1
!1=.p−1/
: (5)
Again we apply the eigenvector property for the lth row of A:
nX
kD1
alkyk D yl:
Substituting yl and using al1 D 1 results in
y1 D al1y1 6
nX
kD1
alkyk D yl 6
 
1 − yp1
y1
!1=.p−1/
; (6)
hence
y1 6

p−2
1 C p−2
1=p
for an arbitrary y1 and thus also for ymaxp , which proves (i).
Now we prove (ii).
Assuming that y1 D ymaxp D .p−2=.1 C p−2//1=p, it follows that in (6) equal-
ity holds, just as in (5), (3) and (2). According to the lemma, equality in (2) holds
only if all the ratios a1iyi=ypi are equal. Then it follows that
a1i D 1 for all i D 2; : : : ; n (7)
because otherwise the node v1 would be isolated. For p > 1, we get
1
y
p−1
2
D    D 1
y
p−1
n
and thereby
y2 D    D yn: (8)
Equality in (6)
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y1 D al1y1 D
nX
kD1
alkyk D yl (9)
implies alk D 0 for every k; l 6D 1.
For any other row i 6D 1, it follows by applying again the eigenvector property
and because of (7) and (8):
nX
jD1
aij yj D ai1|{z}
D1
y1 C
X
j 6D1
aij yj D  yi|{z}
Dyl
:
Due to (9) we haveX
j 6D1
aij yj D 0;
which means
a1j D aj1 D 1 8j D 2; : : : ; n and aij D 0 otherwise,
i.e. the adjacency-matrix of S1;n−1. Thus this direction is proved.
To prove the opposite direction, we assume that G is isomorphic to S1;n−1. For
S1;n−1 calculation yields  D
p
n − 1 and
y D

y1;
y1p
n − 1 ; : : : ;
y1p
n − 1

:
The result follows by calculation of y1 for p > 1. 
Remark 1. Note that (ii) in Theorem 1 is not valid for p D 1: In this case for
ymax1 D 1=. C 1/ equality must hold in (2). According to the lemma, then all frac-
tions a1iyi=yi have to be equal. Since G is connected, we have a1j D1;8j D2; : : : ; n,
i.e. G contains the star S1;n−1 implying  >
p
n − 1. Note that it must not necessarily
hold y2 D y3 D    D yn, because these entries yi are cancelled out of the fractions.
But even the case yi D yk for all i; k D 2; : : : ; n and ymaxp D 1=. C 1/ does not
allow a unique identification of an underlying graph since the principal eigenvector
of the star, the wheel and the complete graph have this property.
3.2. Resulting bounds
Our initial interest was to find upper bounds UBp on ymaxp , for G 2 G, i.e. bounds
independent of G and n, that are sharper than the bound 1. Using Theorem 1, we now
can show that such an improvement is possible only if p 6 2.
For this we define
UBp.G/ D

p−2
1 C p−2
1=p
:
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For an arbitrary G with principal eigenvalue , UBp.G/ > ymaxp holds by Theo-
rem 1 for all 1 6 p < 1.
Let
UB.n/p VD max
G2Gn
ymaxp :
Note that UBp.G/ is an upper bound on ymaxp depending on G, while UB.n/p is
the maximal value of ymaxp among all G 2 Gn.
First, we consider the case 1 6 p < 2: UBp.G/ is, in this case, decreasing in .
Since the minimal principal eigenvalue among all G 2 G is given by K2 with  D 1,
we obtain
UBp.G/ 6 UBp.K2/ D

1
2
1=p
:
This value is independent of G and n and thus a general bound for all G 2 G is
UBp D UBp.K2/:
Theorem 1 and the remark imply that ymaxp D UBp for G D K2, since K2 is
isomorphic to S1;1. Moreover, it is possible to show that K2 is the only graph with
ymaxp D UBp: If ymaxp D . 12 /1=p, by Theorem 1 follows for p 6D 1 that G D S1;n−1.
Calculation yields  D 1, i.e. G D K2. For p D 1, the remark yields the result anal-
ogously.
For the case p D 2, we can see immediately from Theorem 1 that
UB2 D 1p2
and this bound is attained only by S1;n−1 for an arbitrary n.
In the case 2 < p < 1, the value UBp.G/ is increasing in . Hence,
UBp.G/ 6 UBp.Kn/ 8G 2 Gn:
But UBp.Kn/ > ymaxp 8G 2 Gn.4
On the other hand, equality holds for the star, ymaxp D UBp.S1;n−1/, and thus
UBp.S1;n−1/ 6 UB.n/p < UBp.Kn/:
For n tending to 1, UBp.S1;n−1/ and UBp.Kn/ tend to 1. Therefore, UBp D 1.
Similar as in the case p D 1, an improvement of the bound is not possible.
With the above considerations the following proposition is proved.
Proposition 3.
(i) For all G 2 G; the least upper bound UBp is given by
4 UBp.G/ and ymaxp can differ essentially as calculation shows: For the complete graph ymaxp D
.1=n/1=p tends to 0 for n ! 1 whereas
UBp.Kn/ D
 
.n − 1/p−2
1 C .n − 1/p−2
!1=p
tends to 1.
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Fig. 1. Example graphs.
UBp D

. 12 /
1=p for 1 6 p 6 2;
1 for 2 < p 6 1:
(ii) ymaxp D UBp if and only if
G D

K2 for 1 6 p < 2;
S1;n−1 for p D 2:
(iii) For 2 < p < 1; strict inequality ymaxp < UBp holds.
Note that UB2 D UB.n/2 8n, while UBp > UB.n/p for other p. For n > 3, this in-
equality is strict.
The considerations also deliver the following result.
Corollary 4. Let 1 6 p < 2. For n > 2 the following inequality is validV
1
p
n − 12−p C 1| {z }
D UBp.S1;n−1/
6 UB.n/p 6
1
.2 cos.=.n C 1///2−p C 1| {z }
D UBp.Pn/
:
Proof. UBp.G/ is decreasing in  and the least eigenvalue among all G 2 Gn is
given by the path Pn 5 with  D 2 cos.=.n C 1//. 
However, for Pn the related value ymaxp is in general less than UBp.S1;n−1/. That
there in fact exists G with ymaxp > UBp.S1;n−1/ shows the following example.
Example 3. Consider the graphs, depicted in Fig. 1.
Calculating the principal eigenpairs .; y/ and .; x/ for G and S1;10 with p D 1
leads to
G:  D 2:85308; ymax1 D 0:25043,
S1;10:  D 3:0; xmax1 D 0:25.
5 Pn VD .V ; f.vi; viC1/ 8i D 1; : : : ; n − 1g/:
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For every n > 10 it is possible to find a graph with ymaxp > UBp.S1;n−1/. We
have not found a graph with n < 10.
In this section, we have given different kinds of upper bounds for ymaxp : bounds
depending on G, bounds related to the number of nodes n and general bounds, that
hold for all G 2 G and are independent of n.
The general bounds are only of interest in the case p 6 2. For p D 2 all three
kinds of bounds coincide. Also, for p < 2 it is possible to find node-related bounds
that are sharper than the general one.
It is an open question, whether a graph G with ymaxp > UBp.S1;n−1/ for p > 2
exists.
4. Conclusion
We have shown that normalization has an important influence on the maximal
entry of the principal eigenvector of a graph.
It turned out that the intervals containing ymaxp differ with the normalization.
Therefore, using this value in applications, it is important to distinguish between
various norms and to choose carefully an appropriate one.
The question whether the maximal entry of the normalized principal eigenvector
carries information on the structure of the graph can be answered in some special
situations.
First, it turned out that the star is of central interest in this context. For p D 2
this graph is uniquely determined by ymax2 D 1p
2
, which coincides with the general
bound UB2. Furthermore, for p =2 f1;1g, S1;n−1 is the only graph with the property
ymaxp D UBp.G/.
In the case p D 1, the property ymax1 D UB1.G/ implies at least a graph con-
taining S1;n−1. In some cases UBp.G/ even gives more information than ymaxp . For
example ymax1 D 1=n for every regular graph, but the only graph with UBp.G/ D
1=n is the complete graph Kn.
For 1 6 p < 2 and n > 3, graphs with ymaxp D UB.n/p must separately be deter-
mined for every n. Whether there is a certain kind of structure in these graphs has
to be the work of further research. At least, it was possible to give upper and lower
bounds on UB.n/p .
For 2 < p < 1, the question remains whether a graph with ymaxp >UBp.S1;n−1/
exists.
It might also be of some interest to investigate the influence that different p-norms
have on the minimal entry in the principal eigenvector. Here it is known that there is
no graph where the minimal entry equals the lower bound 0.
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