ABSTRACT The A-star algorithm is an efficient classical algorithm for solving the shortest path problem. The efficiency of the algorithm depends on the evaluation function, which is used to estimate the heuristic value of the shortest path from the current vertex to the target. When the vertex coordinates are known, the heuristic value of the shortest path is usually generated by the distance. In this paper, we present an Index Based A-Star algorithm (IBAS), which aims to solve the shortest path problem in a weighted directed acyclic graph with unknown vertex coordinates. This paper constructs three indexes for each vertex, i.e., the earliest arrival index, reverse earliest arrival index, and latest arrival index. We can compute the lower bound and the upper bound of the shortest distance from the source vertex to the target based on the three indexes and prune the intermediate vertices which are not in shortest path according to the lower and upper bounds. The IBAS algorithm not only makes use of the earliest arrival index to construct the evaluation function of the A-star algorithm but also utilizes the three indexes to prune useless vertices, so as to improve the performance of the algorithm. Compared with the A-star algorithm, the additional time complexity and space complexity of the IBAS algorithm are O(|V | + |E|) and O(|V |), respectively. A real road network and benchmark datasets with large-scale network are selected to verify the performance of IBAS. Experimental results verify the effectiveness of the proposed algorithm.
I. INTRODUCTION
The shortest path problem is a classical problem [1] , [2] , but is also a tough issue especially in large-scale network [3] , [4] . It appears in many practical applications, such as transportation networks [5] - [7] , isometric feature mapping [8] , biological networks analysis [9] , subgraph similarity matching [10] , pattern mining [11] - [13] , RDF clustering [14] , and social networks [15] . Motivated by these applications, a variety of shortest path problems have been investigated. Wang et al. [16] focused on solving approximate constrained shortest path queries. Yuan et al. [17] dealt with k nearest object search on road networks by incorporating social influence. Zhao et al. [18] dealt with the problem of an online shortest path computation. Abraham et al. [19] investigated the shortest path problem in a high-dimensional space. Sedeno-Noda and Raith [20] considered the bi-objective shortest path problem. Zhu et al. [21] constructed an approximate solution to the shortest path in a network. Gao et al. [22] focused on a dynamic shortest path algorithm in a hypergraph environment. Nip et al. [23] exploited a number of combination problems involving the shortest path. Hong et al. [24] studied the shortest path problem for largescale dynamic graphs. However, the above studies have all focused on setting up effective algorithms for specific problems, but with the growth of the scale of the graphs it is becoming increasingly important to have a fast shortest path solving method for large-scale graphs. A feasible method is to employ a reachable index to quickly identify unreachable vertices in Directed Acyclic Graphs (DAG) [25] , and then prune them in order to reduce the scale of the graph [26] , [27] . In studies on the reachability query problem, Yildirim et al. [28] proposed the GRAIL algorithm, which can reduce the error rate via adding two additional interval labels L 1 and L 2 for each vertex by different depthfirst traversal. Cheng et al. [29] proposed a k-reach algorithm by using the minimum vertex cover set to solve k-step reachability queries in DAG for any two vertices. Zhou et al. [30] proposed the BiRch algorithm, based on the GRAIL algorithm, which further improved the query performance. Our previous studies [31] , [32] investigated the number of simple paths and the number of disjoint paths between two vertices by using a special data structure nettree. These studies all concerned k-step reachability based on unweighted graphs. Nevertheless, in practice it is necessary to consider time or cost constraints, thus forming weighted graphs. Existing methods fail to solve this problem.
In addition, the A-star algorithm is an efficient search algorithm, and its evaluation function can be denoted as:
where f (n) is the evaluation function, dis(u, n) is the shortest path value from the source vertex u to the current vertex n, and h(n) is the heuristic value that estimates the value of the shortest path from the current vertex n to the target. The selection of h(n), which needs to be estimated in advance, significantly influences the efficiency of the A-star algorithm.
Although there exist a variety of computing methods, such as the Manhattan distance, diagonal distance, and Euclidean distance, these are all established with known vertex coordinates. In the case with unknown vertex coordinates, the problem of determining h(n) requires urgent attention. In addition, in the process of computing the shortest path, if we can prune some useless vertices in advance this will significantly boost the solving speed of the shortest path problem. The main contributions of this study are threefold: 1) We propose methods for constructing the earliest arrival index, reverse earliest arrival index, and latest arrival index in a weighted DAG.
2) We present an index-based A-star algorithm, IBAS, which uses the earliest arrival index to construct the evaluation function of the A-star algorithm, and also employs the above three indexes to achieve effective pruning.
3) Through extensive experiments, we demonstrate that IBAS can effectively boost the speed of traditional algorithms, and the efficiency of the reachability cost index is high.
The rest of this paper is organized as follows. Section II introduces the related works. Section III presents the detailed construction algorithms of the three indexes, theoretically proves the feasibility of the pruning algorithm, introduces the principle of IBAS through an example, and finally presents the IBAS algorithm. Also the additional time and space complexities are analyzed in this section. Section IV introduces the experimental data and presents the analysis results. Conclusions are discussed in Section V.
II. RELATED WORKS
The shortest path problem is a classical graph theory problem. At present, there are many solving algorithms, among which the most classical ones are Dijkstra algorithm [33] , Floyd algorithm [34] , and A-star algorithm [35] . The Dijkstra algorithm was put forward by Dijkstra in 1959 and the principle is that it starts from the source vertex and spreads from layer to layer until it reaches the target. Because each time it is necessary for the algorithm to identify all vertices, the time complexity of each identification is O(|V |). Therefore, the time complexity of the Dijkstra algorithm is O(|V | 2 ). The Floyd algorithm uses dynamic programming to solve the shortest path problem. The shortest path matrix between two vertices is obtained by the weight matrix of a graph, and the time complexity of the algorithm is O(|V | 3 ). The A-star algorithm is the most effective direct search method for static networks shortest path problem. It adopts the heuristic search strategy to obtain the best position by using the evaluation function, which avoids a lot of useless search path, so as to improve the search efficiency. As mentioned above, the accuracy of the evaluation function has a direct impact on the efficiency of the A-star algorithm.
In recent years, some more efficient algorithms from different views have been proposed, such as parallel processing method [36] , large graph processing method [37] , hardware accelerated method [38] , and the pretreatment of the metric backbone based method [39] . Obviously, these methods are with known network topology.
With the emergence of electronic maps such as Google Maps and Baidu Maps, a variety of studies, for example, a quick query based on spatial mashups [40] , a new path planning based on historical path caching [41] , have been carried out in order to realize the search of the shortest path from the source to the destination on electronic map. Zhang et al. [2] realized the search of the shortest path by cloud-based mapping services with path sharing and path caching, without knowing the underlying graph structure or network topology, although only the straight lines for path sharing are considered. Therefore, for the non-spatial graph, the shortest path solving methods still need to be explored.
Similar studies [28] - [32] used the interval index for reachability queries in the unweighted DAG graph, which aimed to determine whether it can be reached in k step from the source vertex to the target. These studies accelerate the identification of the unreachable vertices by constructing a certain number of indexes in advance, so as to improve the query efficiency. This paper establishes three indexes in a weighted DAG, and prunes the intermediate vertice which are not in shortest path by the indexes, thus effectively avoiding unnecessary search, so as to realize the fast computation of the shortest path.
III. METHOD FOR SOLVING THE SHORTEST PATH PROBLEM
This paper presents three indexes: the earliest arrival index E(u), reverse earliest arrival index R(u), and latest arrival index L(u). These three indexes are used to implement an efficient strategy for pruning useless vertices, so as to reduce the scale of DAG. The earliest arrival index is also used to estimate the evaluation function of the A-star algorithm. Finally, a fast search of the shortest path in a large-scale DAG is achieved, and the computational efficiency of the algorithm is improved.
A. CONSTRUCTION OF THREE INDEXES
This paper constructs the earliest arrival index E(u), reverse earliest arrival index R(u), and latest arrival index L(u) for each vertex u.
where V is a set of vertices, E ⊆ V * V is a set of arcs, and W is a set of arc weights. For any two vertices u and v in G, the shortest path between them is denoted by dis (u, v 
: The earliest arrival index E(u) refers to the minimum cost from the 0 in-degree vertex to vertex u. E(u) is equal to 0 if the in-degree of u is 0, otherwise E(u) equals the minimum of the sum of all its in-degree vertices E(t) and the weights of the corresponding arcs. The method of calculating E(u) is as follows:
E(u) = 0 the in-degree of u is 0 min{E(t) + c} otherwise (2)
where t is the parent vertex of u, c is the arc weight. Definition 3: The reverse earliest arrival index R(u) refers to the reverse minimum cost from the 0 out-degree vertex to vertex u. R(u) is equal to 0 if the out-degree of u is 0, otherwise R(u) equals the minimum of the sum of all its out-degree vertices R(t) and the weights of the corresponding arcs. The method for calculating R(u) is as follows:
R(u) = 0 the out-degree of u is 0 min{R(t) + c} otherwise (3)
where t is the child vertex of u, c is the arc weight. Definition 4: The latest arrival index L(u) refers to the maximum cost from the 0 in-degree vertex to vertex u. L(u) is equal to 0 if the in-degree of u is 0, otherwise L(u) equals the maximum of the sum of all its in-degree vertices L(t) and the weights of the corresponding arcs. The method for calculating L(u) is as follows:
where t is the parent vertex of u, c is the arc weight. The construction algorithm of the three indexes is shown in Algorithm 1.
Algorithm 1 Construction Algorithm of the Three Indexes
if in-degree(u)=0 then // Compute E(u) and L(u) according to formula 2 and formula 4, respectively;
3: 13: end if 14 : end for 15 : return E(u), R(u), L(u) VOLUME 6, 2018 In the computation process, it is necessary to ensure that each vertex is marked only once.
R(u)=min(R(t) + w[u][t]);

B. PRUNING ALGORITHM
The working principle of the pruning algorithm is given as follows. We can calculate the range of the shortest distance dis(u, v) based on the following three theorems. Theorems 1 and 2 give the lower bound of dis (u, v) , and Theorem 3 gives the upper bound of dis (u, v) . Although we propose two theorems, Theorem 1 and Theorem 2, to calculate the lower bound of dis (u, v) , Theorem 5 will show how to apply the two theorems to prune the intermediate vertex t, which must not be on the shortest path from u to v.
Theorem 1: The lower bound of dis(u, v) can be found as E(v) − E(u); that is, E(v) − E(u) ≤ dis(u, v).
Proof: The proof employs reduction to absurdity. Assume that dis(u, v) < E(v) − E(u). Definition 2 implies that the minimum cost from the 0 in-degree vertex to u is E(u). Therefore, the minimum cost of reaching v from the 0 in-degree vertex through u is
That is, the minimum cost of reaching v through u is less than E(v). However, this is a contradiction of Definition 2. Thus, the proof is complete.
Theorem 2: The lower bound of dis(u, v) can be given as R(u) − R(v); that is, R(u) − R(v) ≤ dis(u, v).
Proof: The proof employs reduction to absurdity. Assume that dis(u, v) < R(u) − R(v). Definition 3 implies that the minimum cost from the 0 out-degree vertex to v is R(v). Therefore, the reverse minimum cost of reaching u from the 0 out-degree vertex through v is
That is, the reverse minimum cost of reaching u through v is less than R(u). However, this is a contradiction of Definition 3. Thus, the proof is complete.
Proof: The proof employs reduction to absurdity.
. Definition 4 implies that the maximum cost from the 0 in-degree vertex to u is L(u). Therefore, the maximum cost of reaching v from the 0
That is, the cost of reaching v through u is greater than L(v). However, this is a contradiction of Definition 4. Thus, the proof is complete.
Theorem 4: If E(t) = 0 and t is not u, or R(t) = 0 and t is not v, then t can be pruned.
Proof: E(t) = 0 shows that the in-degree of vertex t is 0. Because t is not u, there is no path pointing to t in the graph, and t can be pruned. Similarly, R(t) = 0 means that the out-degree of vertex t is 0 and t is not v, so there is no path t pointing to. The proof is complete.
Apparently, for any node t, according to Theorem 1 and Theorem 2, we can calculate four values d 1 , d 2 , d 3 , and d 4 shown in Theorem 5. Therefore, we can draw four circles with centers u and v and with the radius of the four values. If node t locates outside the four circles, which means the lower bound of the distance from u to t or from t to v is greater than the upper bound of the distance from u to v. Therefore vertex t cannot be an intermediate vertex on the shortest path from u to v. Hence node t can be safely removed. Theorem 5 will show the correctness of this strategy. Consequently, dis (20, 15) 4, 5, 7, 8, 10, 16, and 17 . Now, we show the pruning algorithm in Algorithm 2.
Theorem 5: Let d = L(v)−L(u). For a vertex t in a graph
, let d 1 = E(t)−E(u), d 2 = E(v)−E(t), d 3 = R(u)−R(t), and d 4 = R(t) − R(v). If d 1 > d or d 2 > d or d 3 > d or d 4 > d,then the vertex t can be pruned. Proof: The proof employs reduction to absurdity. If the shortest path from vertex u to v passes t, then from Theorem 3 we know that dis(u, t) + dis(t, v) = dis(u, v) ≤ d. However, from Theorems 1 and 2 we know that d1 ≤ dis(u, t), d 2 ≤ dis(t, v), d 3 ≤ dis(u, t), and d 4 ≤ dis(t, v). Therefore, dis(u, t) + dis(t, v) ≥ d 1 + d 2 . If d 1 > d or d 2 > d, then it is obvious that d 1 + d 2 > d; that is, dis(u, t) + dis(t, v) > d. However, this contradicts the fact that dis(u, t) + dis(t, v) = dis(u, v) ≤ d. Similarly, dis(u, t) + dis(t, v) ≥ d 3 + d 4 > d is also a contradiction of the fact. Therefore, if d 1 > d or d 2 > d or d 3 > d or d 4 > d,
Algorithm 2 Pruning Algorithm Input: Indexes E(u), R(u), L(u), vertices u and v;
Output: pruned;
for t=1 to |V | do 3: if (E(t) = 0 and t! = u) or (R(t) = 0 and t! = v) then 4: pruned(t)=true; //Prune t according to Theorem 4; 5: end if 6 : 7: pruned(t)=true; //Prune t according to Theorem 5; 
Theorem 6: Let the shortest path from u to r be dis(u, r). For the vertex t in a graph, if (r, t) ∈ W , then let the weight of (r, t) be w. If dis(u, r)+w+d 2 > d or dis(u, r)+w+d 4 > d, then the vertex t can be pruned.
Proof: The proof employs reduction to absurdity. From Theorem 1 we know that d 2 ≤ dis(t, v) . Suppose the shortest path from vertex u to v passes t. From Theorem 3, we know that dis(u, r) After applying the pruning algorithm in DAG, Algorithm 3 is used to compute the shortest path.
D. COMPLEXITY ANALYSIS
Because the three indexes E(u), R(u), and L(u) are constructed for each vertex in the graph, the additional space complexity of the IBAS algorithm is O(|V |). In the process of construction of E(u), it is necessary to compute each edge, so the time complexity of the construction of E(u) is O(|V | + |E|), and the time complexities of the construction of other two indexes are the same as E(u). Algorithm 2 conducts the pruning strategy for all vertices, so its time complexity is O(|V |). The time complexity of the third line of IBAS is same as that of A-star, since the time complexity of Theorem 6 is O (1) . Thus, compared with A-star, the additional time complexity of the IBAS algorithm is O(|V |+|E|). Get vertex r from OPEN table; 6: Get vertex t which is the neighbor of r; 7: if pruned(t) =false then 8: if 9: pruned(t)=true; 10: else 11: Calculate dis(u, v) according to A-star algorithm; 12: end if 13: end if 14: end while 15: return the shortest path dis(u, v);
dis(u, r) + w[r][t] + E(v) − E(t) > d or dis(u, r) + w[r][t] + R(t) − R(v) > d then
IV. EXPERIMENTAL DATA AND RESULTS ANALYSIS
In order to verify the effectiveness of the proposed algorithm, a real road network data set and benchmark data sets are selected. We also contrast the IBAS algorithm with the Dijkstra algorithm without a pruning strategy, the Floyd algorithm without a pruning strategy, the A-star algorithm using E(u) to represent its h function, the Dijkstra algorithm with a pruning strategy according to Theorem 5 (i.e., index-based Dijkstra algorithm, IBD), and the Floyd algorithm with a pruning strategy according to Theorem 5 (i.e., index-based Floyd algorithm, IBF). In order to further verify the effect of dynamic pruning, we also perform the IBAS-S algorithm with only static pruning, which does not use the if-then structure of line 8 of IBAS. To further verify the performance of the three indexes, we propose a new algorithm, named IBAS-M, which uses both the three indexes and the two index intervals, L u [x, y] and R u [x, y], proposed in [28] and [30] to prune the vertices. Since [28] and [30] focused on reachability query in unweighted DAG, we set all arc weights as 1 to get the corresponding unweighted DAG at first. Then we can obtain the two intervals in the new DAG according to the pre-order and post-order traversal strategy.
All of the above algorithms are written in VC++6.0. All experiments are conducted on a laptop with an Intel (R) Core i7-5500U, a 2.40-GHZ CPU, 4.00 GB of RAM, and Windows 7 SP1 operating system.
A. EXPERIMENTAL DATA DESCRIPTION 1) REAL ROAD NETWORK DATA
In this paper, the Xi'an Yanta District road network from [42] is used to demonstrate the performance of the proposed VOLUME 6, 2018 IBAS algorithm. The network contains 66 vertices without coordinates, as shown in Fig. 2 . Limited to the length, we omit the distance of each path. The path distance can be downloaded from the Internet, and here is taken as the arc weight, thus forming a weighted DAG. In this DAG, we ignore the vertex coordinates, and only preserve the path distance between each vertex.
We extract the vertex pairs (19, 37) , (10, 42) , (8, 38) , (31, 55) , (19, 42) , (10,50), (13, 48) , (19, 51) , (21, 45) , (24, 33) , (24, 52) , and (11,28) from Fig. 2 to verify the algorithm performance.
2) BENCHMARK DATA
To further verify the performance of the proposed algorithm, we use the medium and large-scale data provided by http:// algs4.cs.princeton.edu/44sp/, which is shown in Table 1 . We randomly generate 10,000 vertex pairs to verify the algorithm performance. Tables 2 and 3 compare the number of pruned vertices and indexes construction time.
B. EXPERIMENTAL RESULTS
1) REAL DATA EXPERIMENTAL RESULTS
To facilitate analysis, in this paper, two parameters, the number of updated vertices and the number of loops of each algorithm, are selected. The two parameters in Dijkstra, Floyd, IBD, and IBF refer to the number of vertices checked in solving the problem and the number of loops in which at least a vertex is checked, respectively. As we know, the time complexity of A-star, IBAS-S, IBAS-M, and IBAS depends on the number loops of line 4 which is the number of vertices put into the OPEN table. Therefore, both two parameters in A-star, IBAS-S, IBAS-M, and IBAS are the same. Hence, the two parameters are comparable in the similar algorithms, otherwise they are not comparable, since the principles of Dijkstra, Floyd, and A-star are different. Apparently, the less number of updated vertices is, the more effective the algorithm is. Figs. 3 and 4 illustrate the number of updated vertices and the number of loops of each algorithm, respectively. Fig. 5 and Table 4 demonstrate the running time and the average running time of each algorithm, respectively. Table 5 lists the construction time and size of the indexes on the benchmark data. The construction time is based on the average value of 50 computations. It can be seen that the index size grows in line with the number of vertices in the graph, and the construction time increases as the scale of the data increases.
2) BENCHMARK DATA EXPERIMENTAL RESULTS
Figs. 6, 7, and 8 respectively show the number of updated vertices, number of loops, and running time of each algorithm when computing the shortest path in each graph. The vertical coordinates of Figs. 6, 7, and 8 are transformed to log-polar coordinates, and ''-'' indicates that we do not have the results, as the corresponding algorithm failed due to running out of memory.
C. EXPERIMENTAL RESULTS ANALYSIS
1) Algorithms with a pruning strategy perform better than those without one in terms of the number of updated vertices, number of loops, and running time. On the one hand, from Table 2 we can see that an average of 20 vertices are pruned from the 66 vertices of the real road network in the process of the shortest path computation, and the pruning effect is beneficial. On the other hand, the algorithms IBD, IBF, and IBAS with indexes improve the Dijkstra, Floyd, and A-star algorithms. From the benchmark data experimental results, it is easy to see that the performances of the Dijkstra, Floyd, and A-star algorithms have been improved following the index construction. In 1000EWG, the IBD algorithm reduces the running time of Dijkstra from 423.9 ms to 407.4 ms, because the number of loops is reduced from 65 to 55, which leads to the number of updated vertices being reduced from 134 to 115. Exactly the same results are achieved on many instances in Figs. 3, 4 , 5, 6, 7, and 8, which validate the effectiveness of the index method.
2) IBAS employs more effective index strategy than IBAS-M. From Table 2 , we can see that IBAS-M can prune VOLUME 6, 2018 From Fig. 2 , we see that all these 12 vertices are in the branch of the path from 10 to 50. Therefore, these 12 vertices are useless vertices for solving the shortest path problem. Moreover, from Table 3 , IBAS-M costs more time to create the two index intervals. Hence, IBAS which does not prune the useless vertices has better performance than IBAS-M.
3) The IBAS-S and IBAS algorithms are not only fast, but also suitable for solving large-scale network shortest path problems. Compared with IBD and IBF, the IBAS-S and IBAS algorithms can effectively shorten the running time and improve the computational efficiency. From the data in Fig. 8 , taking 1000EWG as an example, the running time of IBAS-S and IBAS are 10.9 ms and 10.3 ms, respectively, while the running time of the IBD algorithm is 407.4 ms, and the IBF algorithm requires 73283 ms to complete the computation. Thus, from this comparison it is not difficult to see that IBAS-S and IBAS significantly shorten the running time and improve the computational efficiency. More importantly, the Dijkstra and Floyd algorithms cannot solve the shortest path problem in a large-scale network, while IBAS-S and IBAS can.
4) The performance of the IBAS algorithm is the best. In Fig. 6 , the results for largeEWG show that IBAS-S and A-star have the same number of updated vertices, namely 1158, and the number of updated vertices for IBAS is only 339, which is clearly lower. Because the path between the vertices in the experiment is sparse and the path distance is large, the pruning effect cannot be achieved by the static pruning strategy, while the dynamic pruning strategy can achieve better pruning results. Therefore, in the shortest path computation the combination of these two pruning strategies, namely the IBAS algorithm, can achieve more efficient pruning.
V. CONCLUSION
In this paper, an Index-Based A-Star algorithm, IBAS, is proposed to solve the shortest path problem for weighted DAG with unknown vertex coordinates. The algorithm constructs the earliest arrival index, reverse earliest index, and latest arrival index for each vertex. The earliest arrival index is used to construct the evaluation function of the A-star algorithm, and all three indexes are used to prune useless vertices in the process of computing the shortest path, so as to improve the performance of the algorithm. The results of comparative experiments for the Dijkstra, Floyd, A-star, IBD, IBF, IBAS-S, and IBAS algorithms verify the effectiveness of the proposed pruning strategy, and then further verify the efficiency of the IBAS algorithm, which can be applied to solving the shortest path problem in large-scale networks.
This paper focuses on solving the shortest path problem in a weigthed DAG which is inspired by the indexes for reachability queries in an unweighted DAG. More effective algorithms in a weighted DAG and more valuable problems in a weighted directed graph will be studied in the future. 
