Abstract We have developed a methodology to discretize an isotropic velocity model with low velocities near the free surface for full waveform numerical modeling. The method modifies the near-surface minimum velocity in a given (original) model by replacing parts of the model with equivalent medium parameters (EMP). The discretized model (with EMP) has a higher minimum velocity and minimizes the difference between the seismograms evaluated for the original model and the model with EMP. The method is suitable for studies requiring full waveform numerical modeling with a limited frequency range (such as a finite-difference full waveform modeling in a sedimentary basin). The discretized model with EMP is set to match locally surface-wave velocities evaluated in the original model over the frequency range of interest. The difference in group velocity calculated for the original vertical profile and the vertical profile with EMP provides an estimate of the error due to the modification of the original model.
Introduction
Numerical solution of the wave equation has become practical for large heterogeneous models. The accuracy of the numerical simulations (i.e., the mesh size) is determined by the slowest velocities in the model, which may span only a small portion of the model (usually the shallow sediments at or near the surface). The computational time of the required numerical simulations increases with a smaller mesh size (the required computational time for a 3D finite-difference simulation [Graves, 1996] increases proportional to the fourth power of one over the mesh size). A simple clamping of the minimum velocities known as a velocity cutoff (e.g., Olsen et al., 1995 Olsen et al., , 1997 Olsen and Archuleta, 1996; Graves, 1998; Wald and Graves, 1998; Olsen, 2000 ; for the definition used in this article, see the following paragraphs) can cause some significant errors, which appear to contaminate the surface waves. The velocity clamping often eliminates the near-surface structure, where many multiply reflected waves interfere constructively to create a significant effect on dispersion of long-period surface waves. Although attenuation will generally reduce the effect of the near-surface low-velocity structure, it does not eliminate it.
One solution to this problem is to use a variable mesh size to reduce the number of calculations while preserving the accuracy (Moczo et al., 1997; Komatitsch and Tromp, 1999; Opršal and Zahradník, 1999) . However, accurate vari-*Present address: Schlumberger Cambridge Research, High Cross, Madingley Road, Cambridge, CB12PR, U.K.
able mesh-size algorithms may substantially increase the computational complexity (Moczo et al., 1997; Opršal and Zahradník, 1999) or mesh-generating algorithms (Komatitsch and Tromp, 1999) . In this study, we propose a method in which the low-velocity regions are modified in a manner that is consistent with the surface-wave dispersion but allows coarser sampling of the medium. We do not include in our method attenuation of the low-velocity regions as it is beyond the scope of this article. We address how to sample models for elastic-wave propagation in isotropic media.
The problem of correct discretization and velocity clamping is more significant than is commonly realized, particularly in the calculation of the multiply reflected waves inside sedimentary basins. Graves (1997) made a simple attempt to see the effect of the velocity clamping by comparing synthetic seismograms computed for models with different values of the velocity clamping. Our analysis started with analogous numerical experiments in which we compared seismograms computed for models with different values of the velocity clamping. In these tests, a velocity clamped to a certain threshold replaces all velocities lower than that threshold. In the following, we refer to such a model as a clamped model. Figure 1 shows the effect of velocity clamping on long-period seismic-wave propagation. The direct body waves are not significantly affected, but later arrivals are very sensitive to the value of the velocity clamping. Both the source and the receiver are situated outside the sedimen- Magistrale et al., 1996) . The event simulates an aftershock of the Landers earthquake (34.38Њ N, 118.49Њ W, and depth at 6.7 km) as recorded at station PAS (34.14Њ N, 118.17Њ W). The point-source double-couple mechanism of the aftershock has strike 278Њ, dip 56Њ, rake 63Њ, and moment 4.2. The solid line represents the displacement computed for a model with a minimum velocity clamped to 1.0 km/sec, and the dashed line represents the displacement computed for a model with a minimum velocity clamped to 0.5 km/sec. The velocity model includes strong lateral variations of both P-and S-wave velocities as well as density due to the presence of deep basins (Los Angeles and San Fernando in this case), however, neither source nor receiver is situated in the sedimentary basin. The results with no velocity clamping are not available because of extremely high numerical cost of such a simulation. All seismograms were low-pass filtered for periods longer than 3 sec.
show even more sensitivity to the value of the velocity clamping. The horizontal components are most severely affected, especially the transverse component, which is dominated by the Love waves.
We propose to discretize the original model in a way that preserves the surface-wave velocities. First we show the algorithm for a 1D model, and in the following section we generalize the algorithm for a 3D heterogeneous model. Finally, we test the algorithm with the numerical modeling of seismic waves in isotropic media. In the following, we refer to the input model as the original model, and the modified model is called the equivalent medium parameter (EMP) model.
Equivalent Medium Parameters for a 1D
Vertical Profile
In this section we show how, for a given frequency range and a 1D vertical profile of medium parameters (in the following we refer to it as a vertical profile), we find an EMP vertical profile such that all synthetic seismograms (including surface waves) computed for both vertical profiles agree as closely as possible. We require two conditions to reduce the cost of numerical modeling: the minimum velocity in the modified vertical profile must be higher than a certain a priori selected threshold (v min ), and the original and modified profiles are isotropic.
An analogous problem was solved by Backus (1962) , who showed how to replace thin isotropic elastic layers with a homogeneous anisotropic layer. This method was generalized by Schoenberg and Muir (1989) for an arbitrary anisotropic elastic medium. This method is not dependent on the period range of interest (it is derived for infinitely long period), and the modified vertical profile is always anisotropic, and its minimum velocity may be lower than the a priori selected threshold.
Algorithm for a 1D Vertical Profile
The original 1D vertical profile of isotropic medium parameters is described by depth-dependent P-wave and Swave velocities and density. The values of medium parameters in the original profile can be either continuous or discrete. Let us assume there is a maximum depth h for which the S-wave velocity is lower than the a priori selected threshold. To modify the vertical profile, we evaluate the Love-wave group velocities v T gL or ( ) over a range of periods of interest (T 1 , T 2 ) using the original vertical profile. Then we find a new S-wave velocity and density EMP profile such that the S-wave velocity of the EMP profile is greater than or equal to the a priori selected threshold by minimizing the relative error of the Love-wave group velocities between the EMP and the original vertical profiles. We set the EMP vertical profile equal to the original vertical profile everywhere, except the top layer of thickness H, where H is greater than h. The EMP profile is then found by a gradient search for the three parameters of the top homogeneous layer of the EMP profile: the thickness H, the S-wave velocity v s EMP , and the density q EMP To find the new parameters of the homogeneous layer ( , and
we minimize (1) 
where v gR is the group velocity of Rayleigh waves, and v p EMP is the P-wave velocity of the homogeneous layer in the EMP profile. However, for large 3D velocity models, evaluation of this equation is expensive (a gradient search). We found it to be sufficiently accurate to determine the P-wave velocity by using the ratio
where z is the depth and k(z) and l(z) are uniquely determined from the medium parameters of the original vertical profile. The P-wave velocity for a homogeneous layer is then evaluated by
Figure 2 shows a flow chart of the previously described algorithm. The grid search over S-wave velocities and densities can be replaced with a gradient search. Figure 3 illustrates the method of fitting the Love-wave dispersion with the equivalent medium parameters. The Love-wave group velocities from the EMP and the original vertical profiles match only over the frequency range of interest. Note that the group and phase velocities of the shorter periods are significantly different.
Discussion of the Algorithm for a 1D Vertical Profile
The lowest velocities in most models occur near the surface, and in our numerical experiments, we have found that Love waves are generally the most sensitive to the lowvelocity structure near the surface. For this reason and for the reasons discussed in the Introduction we have based our algorithm on matching the Love waves rather than Rayleigh waves or body waves. Love waves in a 1D medium exist only on the transverse component. The frequency spectrum of the transverse component due to a source with a small frequency range in a vertically varying medium can be evaluated from the formula (7.147) of Aki and Richards (1980) . That formula describes the elastic-wave propagation effects on the synthetic seismograms as a function of the depth of the source and the receiver. The elastic-wave propagation effects on the synthetic seismograms due to the horizontal (epicentral) distance of the source and receiver of a finitefrequency signal centered at frequency x 0 can be approximated by formula (7.11) of Aki and Richards (1980) :
Here f 0 (x, t) is a signal due to a normalized harmonic source of an angular frequency x 0 at time t and distance x. The phase and group velocities of Love waves are c and v g , respectively, both of which are functions of x 0 . Because we modify the original model, we cannot obtain exactly the same seismograms computed for the original and the EMP models. An exact match between the seismograms computed for the two models would mean we match exactly the eigenfunctions and the group and phase velocities evaluated at the original and the EMP models for the frequency range of interest, which is not possible. We have the choice of matching the phase velocities, the group velocities, or the eigenfunctions evaluated for the original and the EMP models. Of these possibilities, the group velocity seems to be a good compromise, because it guarantees that the energy in the seismograms evaluated for the original and the EMP models arrives at the same time. Matching only the phase velocities of the original and the EMP models does not give as good a match of the seismograms. Matching only the eigenfunctions causes significant travel-time errors, and it is much more expensive.
The discrepancy (time delay of the wave traveling with v T gL or ( )) due to the propagation effect can be estimated from the difference in the two corresponding maximum energy arrivals evaluated for the original and the EMP vertical profiles:
Here t x v T prop gL EMP = / ( ).The time discrepancy between arrivals of the corresponding waves (groups of energy) for a given distance x will increase with larger relative error of the group velocity and longer time of wave propagation in the modified model t prop . For a given period we may estimate the time for which the seismograms should match by
The effects due to source depth, receiver depth, and source radiation pattern are important if the Love-or Rayleigh-wave eigenfunctions of the original and the EMP models differ significantly at the source or receiver positions. The distortion of eigenfunctions due to a velocity change at shallow depths rapidly decays with depth. We have found numerically that the differences in eigenfunctions due to the receiver or source position at the free surface are also negligible. However, if a receiver or a source is situated inside the modified layer of the EMP model, the eigenfunctions of the EMP and the original models may differ significantly, thus causing some discrepancies.
A low-velocity layer in the model should not be eliminated if it can trap seismic waves within the frequency range of interest. We have numerically found that the lowest group velocity (the minimum of the Airy phases [Airy phase is a phase traveling with velocity for which group velocity has a local extreme]) is very sensitive to a minimum velocity near the surface. Therefore, the near-surface low velocity can be increased only if the frequency range of interest does not contain the frequency of the group velocity minimum. Furthermore, we have found that frequencies for which the higher mode velocities are real are usually higher than or near the frequency of the minimum of the group velocity of the fundamental mode. Consequently, we do not include group and phase velocities of higher modes in algorithm.
It is also important to include a search over the density. The best-fitting homogeneous layer of the EMP model tends to be of lower density compared with the original model. If we do not include a search over density, eigenfunctions of the EMP vertical profile would not match the eigenfunctions of the original model. The lower densities compensate for the increased velocity by maintaining the impedance contrast at the depth H of the replacement layer.
Equivalent Medium Parameters for a 3D Isotropic Model
To modify a 3D model we horizontally discretize it to be a set of 1D vertical profiles. We evaluate the group ve-locity of the Love and Rayleigh waves in all 1D vertical profiles and find the minimum group velocity in the frequency range of interest. This minimum determines the mesh size of our numerical simulation. Vertical profiles with velocities lower than the minimum are modified with the algorithm described in the previous section. The limits of this approximation are analyzed in this section. This determines the minimum velocity that must be used for the numerical simulation, which then sets the mesh size. Now we again search through the entire original discretized model by examining vertical profiles for every point {x i , y i , 0}. If for a vertical profile {x i , y i , z}, the velocity does not drop below the minimum velocity v min , we do not modify that vertical profile, and parameters in the EMP model are equal to the original model for that profile. If for a vertical profile {x i , y i , z}, the velocity drops below the minimum velocity v min , we use the algorithm described in previous section with threshold value v min to rediscretize that profile.
Discussion of the Algorithm for a 3D Isotropic Model
The algorithm is suitable for a heterogeneous model with weak lateral inhomogeneity near the surface as for instance defined by Levshin et al. (1989) . The condition of the weak lateral inhomogeneity is locally satisfied by models with as much heterogeneity as the Southern California Velocity Model (SCVM) (Magistrale et al., 2000) . Figure 4 shows the Love-wave group velocities computed for a period of 3 sec for the SCVM (Version 2.2). Several authors (Graves, 1995; Olsen et al., 1995; Olsen and Archuleta, 1996; Wald and Graves, 1998) have noted that the surface waves form the coda in their numerical simulations of the wave propagation inside the basins. This observation can be explained by the large zones of weakly heterogeneous group velocities in the basin regions as can be seen in Figure 4 . The boundaries of the basins trap the surface waves inside the basins. Our algorithm finds a new model in which the group velocities for the periods of interest match the original model and preserves the heterogeneity of the original model. In contrast to a simple velocity clamping, the method we propose preserves the average velocity. This means that we increase the velocity in some regions of the original model as well as decrease it in other regions of the original model. The volumetric averaging of slowness (Muir et al., 1992; Moczo et al., 2000) is the most appropriate method to discretize an isotropic model to an isotropic model.
Numerical Tests
In order to test the method, we compare synthetic seismograms computed for the original and the EMP models. Tests with simple models will enable us to analyze the effects of the approximations we use. We start with the case of a layer over a half-space, test a complex vertically heterogeneous vertical profile selected from a realistic 3D model, and finally show how the method works for laterally heterogeneous models. Love Wave Group Velocity (km/s) Figure 4 . This figure shows the map of the Love-wave group velocities for a period of 3 sec, computed for the SCVM (Version 2.2, Magistrale et al., 2000) . The group velocities were computed at horizontal points (gridspacing length 300 m) by taking a vertical velocity profile with medium parameters discretized every 25 m for the top 1000 m and then with increased spacing down to a depth of 45,000 m. For the case of a layer over the half-space we have chosen a layer with a velocity contrast of a factor of 2 to generate synthetic seismograms with observable dispersion. To test a large number of source locations in this model, we used the reciprocity method (Eisner and Clayton, 2001 ) with a single receiver at the free surface and 155 double-couple point sources located throughout the model. The test for variable source depth is more sensitive to a change in the eigenfunctions with depth, as certain combinations of eigenfunctions may be excited by the source mechanism. The source locations vary from 0 to 24 km of epicentral distance and from 0 to 3 km of depth. Generally, the deeper the source location, the smaller the effect of the near-surface velocity variations. Sources beyond an epicentral distance of 24 km were not tested because we limited our comparison to the first 60 sec. The time limit chosen here corresponds to the time set by the criterion for t prop (see equation 3). The synthetic seismograms were compared for three source mechanisms from which a response due to an arbitrary double-couple mechanism can be evaluated by linear superposition (strike slip, vertical dip slip, and 45Њ dip slip). The original, the EMP, and the velocity-clamped models are described in Table 1 Figure 5 . Comparison of the synthetic seismograms computed for the original, the EMP, and the velocity-clamped models. Three components of velocity (in lm/sec) due to a 45Њ dip-slip double-couple point source situated at the free surface (azimuth 90Њ, strike 90Њ, dip 90Њ, rake 45Њ, moment M w 1.0). The epicentral distance is 24 km. In both columns, the solid line is the synthetic seismogram computed for the original model. The dashed line in the left column is the synthetic seismogram computed for the EMP model, whereas in the right column it shows synthetic seismograms computed for velocity-clamped model. The models are described in Table 1 . All seismograms were low-pass filtered for periods longer than 3 sec. periods of 3 sec and longer. To compare models with equal numerical cost of computation, the velocity-clamped and the EMP models have the same minimum velocities. Figure 5 shows the worst matching seismograms (EMP and original) computed with a finite-difference technique using velocity-stress formulation solved by a staggered-grid scheme with fourth-order accuracy in the spatial derivatives and second-order accuracy in time derivatives. The seismograms were computed for the original, the EMP, and the velocity-clamped models. We have used a triangular source time function with a length of 3 sec, and the model was discretized at 10 points per minimum S-wave wavelength to avoid the numerical dispersion (dx ‫ס‬ 0.15 km). The worst matching seismograms as determined by cross correlation were selected from 465 (155 source positions and three mechanisms) source-receiver combinations. The relative Love-wave group velocity error corresponding to a period of 3.0 sec is 7.5%, and criterion (3) sets t prop to be less than 40.0 sec. The EMP and the seismograms of the original model agree within a line thickness up to 30 sec, and the agreement deteriorates for arrivals after 45 sec on the transverse component. The agreement of the radial and vertical components deteriorates for arrivals after approximately 37 sec; however, the amplitude of these arrivals is an order of magnitude smaller than the amplitude on the transverse component. The velocity clamping does a poor job for all times after the onset. Also note that both the source and the receiver are situated at the free surface on the top of the modified layer, which means that changes in the eigenfunctions due to the modified medium parameters do not affect the synthetic seismograms for EMP vertical profile. Figure 6 shows the poorest matching seismograms computed for the original, the EMP, and the velocity-clamped models with a double-couple point source mechanism of 90Њ dip slip situated 0.25 km below the free surface at an epicentral distance of 22 km. Seismograms computed for the original and the EMP agree well up to 25 sec, and the agreement deteriorates for both the phase and the amplitude for times 25-40 sec on all components. The source is situated at the center of the modified layer (thickness 0.5 km), and at this depth the eigenfunctions of the original and the EMP models (and the velocity-clamped model) may significantly differ. Since we did not observe a similar discrepancy (as in Fig. 6 ) for different source mechanisms at the same hypocenter, we infer that it is not caused by the epicentral distance but by the source mechanisms, which increase the difference between the eigenfunctions of the original and EMP models. To further test this hypothesis, we compared seismograms due to deeper sources for which the eigenfunctions do not differ as much between the original and the EMP models. Figure 7 shows seismograms due to the same double-couple point source mechanism, the same epicentral distance, but at a depth of the source 2 km. The seismograms computed for the original and the EMP models match well up to 40 sec, except the transverse component, which is 10 times smaller than the other two components, and therefore a small discrepancy on the other two components may project into a large discrepancy on the transverse component. Again, the simple clamping of the minimum velocities produces a much worse result. Figure 8 gives the medium parameters and the dispersion curves for a single vertical profile in the Los Angeles basin from the SCVM (Version 2.2, Magistrale et al., 2000) .
The near-surface sedimentary layer causes a sharp drop in all medium parameters with the minimum velocity reaching 250 m/sec. The dispersion curve of the Love-wave group velocity shows three Airy phases at 0.15 sec, 2.6 sec, and 3.1 sec. As discussed previously, we cannot increase the minimum velocity in the model if the group velocities of the period range of interest contain the overall minimum of the Love-wave group velocity (T ‫ס‬ 0.15 sec). We have modified the original model for signals with energy at 3 sec and higher periods to have a minimum velocity of 700 m/ sec. The relative error of the Love-wave group velocity caused by the increased minimum velocity is 5.7% for the period of 3 sec; therefore, by equation (3), the seismograms should agree up to 52 sec.
Synthetic seismograms for a shallow source (1 km deep) computed for the original, the EMP, and the velocityclamped models are compared in Figure 9 . We computed the synthetic seismograms with the Thompson-Haskell propagator matrix method (Thompson, 1950; Haskell, 1953) . We tested and compared a large number of source mechanisms, epicentral distances, and source depths (the re- ceiver was fixed at the free surface), and this example represents an average fit between the seismograms computed for the original, the EMP, and the velocity-clamped models. The Airy phase arrival on the transverse component is at approximately 55 sec (theoretical arrival time of 53.5 sec). The synthetic seismograms computed for the original and the EMP models agree very well, even for times greater than the predicted 52 sec. The Airy phase is poorly matched by synthetic seismograms computed for the velocity-clamped model. The value of the clamping velocity was estimated from the EMP solution itself and leads to a similar result.
However, if the clamping velocity has been chosen at higher values, the results would be substantially different.
Finally we tested the method for a simple 3D heterogeneous medium. We chose a model similar to the microbasin model of figure 10 of Saikia et al. (1994) , who pointed out the importance of the near-surface low-velocity zones for full waveform seismograms. Our 3D model is shown in Figure 10 . The S-wave velocity drops to 0.2 km/sec in the original model. The equivalent medium parameter model has a minimum velocity of 0.5 km/sec, and the relative group velocity error caused by this model modification is 0.4% for the period of 3 sec. Therefore, we may expect our seismograms to agree upto 750 sec. We use a rectangular shape of the basin model to avoid effects due to a different discretization for the finite-difference grid. The grid for the EMP model (dx ‫ס‬ 0.25 km) is almost twice as coarse as the grid of original model (dx ‫ס‬ 0.15 km).
We simulated the synthetic seismograms at a receiver situated at the free surface from 384 point sources for three different source mechanisms (strike slip, 90Њ dip slip, and 45Њ dip slip). Figure 11 shows the synthetic seismograms with the lowest cross-correlation coefficient. The late arrivals (20-30 sec) are caused by trapped energy in the basin. The seismograms from the original and the EMP models match within a line thickness. The perfect match of the multiply reflected waves inside the low-velocity region demonstrates the capability of the method to handle sedimentary basins. The numerical simulation for the EMP model required 8 times less computation time and 4 times less computer memory than with the original model. Figure 1 shows that the synthetic seismograms are significantly dependent on the a priori chosen value of the clamping velocity. The misfit between synthetic seismograms computed in original and clamped velocity models can be quite significant, particularly if one is using latearriving energy. The differences between the Love-wave group velocities in the original and modified models are used to estimate the misfit between seismograms computed in the original and modified models. By matching the Love-wave group velocities we are able to change the original model to the one with higher minimum velocity and still minimize the discrepancy between the seismograms computed in the original and modified models.
Conclusions
The synthetics computed for the models with the equivalent medium parameters produce a significantly better match to the original models than the synthetics computed for the velocity-clamped models. This allows a significant reduction in model size and computational time required. For the 3D velocity model shown here, the computational time was reduced by a factor of 8 and the memory requirements by a factor of 4. Tests also show that the t prop time of equation (3) does a good job of predicting the amount of time that the solution will be relatively free of artifacts. Figure 9 . Comparison of the synthetic seismograms computed for the original, the EMP, and the velocity-clamped models for complex vertical profile. Three components of velocity (in microns per second) due to a strike-slip double-couple point source situated 1.0 km below the free surface (azimuth 40Њ, strike 0Њ, dip 90Њ, rake 0Њ, moment M w 1.0). The epicentral distance is 30.0 km. In both columns, the solid line is the synthetic seismogram computed for the original model of Figure 8 . The dashed line in the left column is the synthetic seismograms computed for the EMP model of minimum velocity 0.7 km/sec, whereas in the right column it shows synthetic seismograms computed for velocity-clamped model at 0.7 km/sec. All seismograms were low-pass filtered for periods longer than 3 sec. 
