Traditional text classification techniques in clinical domain have heavily relied on the manually extracted textual cues. This paper proposes a generally supervised machine learning method that is almost equally hassle-free and does not use clinical knowledge. The employed methods were simple to implement, fast to run and yet effective. 
with the open source clinic NER model cliNER 1 (Boag, 2015) as additional features. The predicted named entities tags (i.e. "treatment", "problem", "test") are also incorporated into the feature vectors. Adding clinic relevant keywords and context-sense identities to the feature vectors will increase the performance of the classification. To avoid the deficiency of information in the clinical words, the traditional TFIDF features that help capture more information in the document are also adopted. 
FastText Feature Extraction

Ensemble Classification System
To solve the biasness caused by using one machine learning classification method, we propose an ensemble system that combines three components, i.e. a logistic regression (LR) model, a linear SVM model and a gradient boosting decision tree (GBDT) model (Ye, 2009 ).
The noted components are assembled by predicting the class label based on the argmax of the sums of the predicted probabilities. Before ensemble, the components are experimented respectively to establish the weights in the ensemble system. Given the case of a multi-class classification problem occurring in this task, 13 classifiers are built for the 13 class labels.
We perform extensive 5-fold cross validation experiments to confirm the weight of each type of features on different class labels and the weight of each classification model in the ensemble system. The final official result (micro F1) of our team is obtained as 83.00%. 
