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Abstract
We consider the incompressible Navier-Stokes equations in a bounded domain with
C1,1 boundary, completed with slip boundary condition. Apart from studying the general
semigroup theory related to the Stokes operator with Navier boundary condition where
the slip coefficient α is a non-smooth scalar function, our main goal is to obtain estimate
on the solutions, independent of α. We show that for α large, the weak and strong
solutions of both the linear and non-linear system are bounded uniformly with respect to
α. This justifies mathematically that the solution of the Navier-Stokes problem with slip
condition converges in the energy space to the solution of the Navier-Stokes with no-slip
boundary condition as α→∞.
Keywords: Slip boundary condition, Semigroup theory, Resolvent estimate, Limit problem
as slip coefficient grows large.
1 Introduction
In this article we prove the existence of solutions to the following problem for the Navier
Stokes equation:

∂u
∂t
−∆u+ (u · ∇)u+ ∇π = 0 in Ω× (0, T )
divu = 0 in Ω× (0, T )
u · n = 0 on Γ× (0, T )
2[(Du)n]τ + αuτ = 0 on Γ× (0, T )
u(0) = u0 in Ω
(1.1)
(1.2)
(1.3)
(1.4)
(1.5)
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where Ω is a bounded domain of R3, not necessarily simply connected, whose boundary Γ is
of class C1,1. The initial velocity u0 and the (scalar) friction coefficient α are given functions.
The external unit vector on Γ is denoted by n, Du = 12
(∇u+∇uT ) denotes the strain
tensor and the subscript τ denotes the tangential component i.e. vτ = v − (v · n)n for any
vector field v. The functions u and π describe respectively the velocity and the pressure of
a viscous incompressible fluid in Ω satisfying the boundary conditions (1.3), (1.4).
The boundary condition (1.4) was introduced by H. Navier in [34], taking into account
the molecular interactions with the boundary and is called Navier boundary condition. It
may be deduced from kinetic theory considerations, as first described in [31] and rigorously
proved under suitable conditions in [30]. It has been widely studied in recent years, because of
its significance in modeling and simulations of flows and fluid-solid interaction problems (cf.
[23], [16], [35] and references therein). In that context the function α is, up to some constant,
the inverse of the slip length. We then impose the condition α ≥ 0 in all the remaining of
this work.
The problem with Dirichlet boundary condition has deserved a lot of attention. In partic-
ular, a good semigroup theory has been developed in a series of work by Giga (cf. [18], [20],
[21], [22]). Here we wish to establish a similar framework for α 6≡ 0. We will study two differ-
ent types of solutions for (1.6), (1.2)-(1.5): strong solutions which belong to Lp(0, T,Lq(Ω))
type spaces and weak solutions (in a suitable sense) that may be written for a.e. t > 0,
as u(t) = v(t) + ∇w(t) where v ∈ Lp(0, T ;Lq(Ω)) and w ∈ Lp(0, T ;Lq(Ω)). We will also
consider different hypothesis on regularity of the function α. In particular, we collect some of
the relevant results available for the Navier-Stokes problem with no-slip condition based on
semigroup properties and prove them for the system (1.1)-(1.5) for the sake of completeness,
so that this paper can be used as a basis for further work.
Let us give an overview of some related works. The system (1.1)-(1.5) has been studied
in [14] in two-dimension where α ≥ 0 is a function in C2(Γ), with the main objective to
analyse vanishing viscosity limit where the existence of weak and strong solutions have been
established. Also in [13], the authors have studied stochastic Navier-Stokes equation with
Navier boundary condition, similar to (1.1)-(1.5) where they considered same assumption that
α ≥ 0 is in C2(Γ) and proved existence of weak solution. Beirao Da Veiga [9] has considered
the same problem in 3D in C2,1 domain with α ≥ 0 constant and first showed that the Stokes
operator with Navier boundary condition A is a maximal monotone, self-adjoint operator
on L2σ,τ (Ω) which generates an analytic semigroup of contraction and thus obtain strong
solution of Stokes problem; Also by identifying the domain of A1/2, he obtained the global
strong solution of Navier-Stokes equation under the assumption of small data as in the no-slip
boundary condition. The system (1.1)-(1.5) has also been studied by Tanaka et al [24] in
Sobolev-Slobodetskii spaces in point of view to analyze asymptotic behavior of the unsteady
solution to the steady solution where they have considered Γ belongs toW
5
2
+l
2 and α ∈ (0, 1) is
in W
1
2
+l, 1
4
+ l
2
2 ((0,∞)×Γ) with l ∈ (12 , 1) and proved existence of local in time, strong solution
and global in time, strong solution for small data. Note that in this work, α depends on both
time and space variable. We want to mention further the works of [23, 29] where though
the main objective is again to study viscosity limit, in the first paper, Iftimie and Sueur
show existence of global in time weak solution in C([0,∞);L2σ,τ (Ω)) ∩ L2loc([0,∞);H1(Ω))
for L2σ,τ (Ω) initial value; by classical approach: first deriving some energy estimate and then
using Galerkin method. There they considered α a scalar function of class C2, without a sign.
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And in the second paper, Masmoudi and Rousset worked on anistropic conormal Sobolev
spaces considering smooth domain and |α| ≤ 1. In the paper [33], the authors aimed to
prove the existence of global in time, strong solution of a similar problem assuming small
data, in C1,1 domain and α non-negative, Ho¨lder continuous in time. Also we mention the
work [43] where Lagrangian Navier-Stokes problem (as a regularization system of classical
Navier-Stokes equations) with vorticity slip boundary condition (which is close to boundary
condition (1.4)) has been studied for non-negative smooth function α and existence of weak
solution, global in time is obtained.
Further, in [10], Benes has established a unique weak solution, local in time for the Navier-
Stokes system with mixed boundary condition: on some part of the boundary Navier condition
with α = 0 is considered and on other part, Neumann type boundary condition. Similar result
for Navier-Stokes problem with Navier-type boundary condition (which corresponds to α = 0)
has been studied in, for example [28]. Also for α = 0 the semigroup associated to equation
(1.6) with (1.2)-(1.5) has been studied in [4].
In this work, we wish to study the general semigroup theory for any p ∈ (1,∞) for the
Stokes operator with Navier boundary condition (NBC) with (possibly) minimal regularity
on α which gives us existence, uniqueness and regularity of both strong and weak solutions
of (1.6), (1.2)-(1.5). We start with introducing the strong and weak Stokes operators for
each fixed α and show that they generate analytic semigroups on the respective spaces for
all p ∈ (1,∞). The proof of this is not very complicated and mostly use the existence and
estimate results studied in [6] for the steady problem. Further we study the imaginary and
fractional powers of the Stokes operators. To show that the operators are of bounded imag-
inary power(BIP) is not straight forward; Here we did not use pseudo-differential operator
theory or Fourier multiplier theory as done by Giga [22], but chose a rather different approach:
we show that the Stokes operator with (full) slip boundary condition (in its weak form) can
be written as a lower order perturbation of the Navier-type boundary condition (cf. (3.18))
for which the result (that the operator is BIP) is known (cf. [3, Theorem 6.1]); And then
with the help of Amann’s interpolation-extrapolation theory [5], we recover the boundedness
of imaginary power of Ap,α. This method has been used in [37] to establish that the Stokes
operator with NBC for α > 0 constant, possesses a bounded H∞-calculus on Lpσ,τ (Ω). Next
we prove that the Stokes operator has maximal Lq-regularity and establish various types of
Lp − Lq estimates which helps to develop an Lp-theory for the Navier-Stokes equations. We
have used the abstract theory by Giga [20] for semilinear parabolic equations in Lp to achieve
the similar existence and regularity of a local strong solution and global weak solution.
The interesting part is to show the resolvent estimate
|λ|‖(λI +Ap,α)−1f‖Lpσ,τ (Ω) ≤ C‖f‖Lpσ,τ (Ω) ∀λ ∈ C∗ with Reλ ≥ 0
where the positive constant C does not depend on α for α sufficiently large. Adopting the
standard method, multiplying the equation by |u|p−2u¯ (for example, as followed in [2]), one
can easily obtain the above estimate but with the constant depending on α. Therefore we
need some different approach. In the Hilbert case, this follows (cf. Theorem 3.4) from the
variational formulation as expected. But to prove it for p 6= 2 is much more delicate. We
have used Lp-extrapolation theory of Shen (cf. Lemma 3.11), with a suitable operator T .
The main difficulty is to satisfy the necessary condition (3.29) which is a weak reverse Ho¨lder
inequality (wRHI). Unfortunately, the estimates derived on the steady problem do not help
in this situation.
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It seems very natural to let α→∞ in some sense in order to obtain the Dirichlet boundary
condition on Γ from the condition (1.4). The main goal of the present article is to study the
behavior of the solutions of the unsteady Stokes and Navier-Stokes equation with NBC with
respect to α, in particular what happens when α goes to∞. This problem is considered in [25]
in 2D where the author shows in Theorem 9.2 that, for u0 ∈H3(Ω), when ‖1/α‖L∞(Γ) → 0,
the solution of problem (1.1)-(1.5) converges to the solution of the Navier-Stokes problem
with Dirichlet boundary condition in suitable spaces (cf. Section 9 for details). In our work,
we first deduce uniform resolvent estimates with respect to some suitable norm of the function
α which in turn provides α independent estimates for the solutions of non-stationary Stokes
problem with NBC. This enables us to consider the case where α is a constant function and
α → ∞ in both the linear problem (1.6), (1.2)-(1.5) and the nonlinear problem (1.1)-(1.5).
We show that the solutions of the problems with NBC converge strongly in the energy space
to the solutions of corresponding problem with Dirichlet boundary condition as α goes to ∞.
We state now our main results, for which the following notations are needed:
Lpσ,τ (Ω) = {v ∈ Lp(Ω); div v = 0 in Ω,v · n = 0 on Γ}
equipped with the norm of Lp(Ω) and
D(Ap,α) =
{
u ∈W 2,p(Ω) ∩Lpσ,τ (Ω); 2[(Du)n]τ + αuτ = 0 on Γ
}
.
The space D(Ap,α) is nothing but the domain of Ap,α, the Stokes operator on L
p
σ,τ (Ω) with
the boundary conditions (1.3)-(1.4).
Theorem 1.1. Suppose that α ∈ W 1− 1r1 ,r1(Γ) for some r1 ≥ 3 and α ≥ 0. Then, for
every u0 ∈ Lr2σ,τ (Ω) with r2 ≥ 3, there exists a unique solution u of (1.1)–(1.5) defined on a
maximal time interval [0, T⋆) such that
u ∈ C([0, T⋆);Lrσ,τ (Ω)) ∩ Lq(0, T⋆;Lpσ,τ (Ω))
t1/qu ∈ C([0, T⋆);Lpσ,τ (Ω)) and t1/q‖u‖Lp(Ω) → 0 as t→ 0
with r = min(r1, r2), p > r, q > r and
2
q =
3
r − 3p . Moreover,
u ∈ C((0, T⋆),D(Ar,α)) ∩C1((0, T⋆); Lrσ,τ (Ω)).
If r > 3 and T⋆ <∞,
‖u(t)‖Lr(Ω) ≥ C(T⋆ − t)(3−r)/2r
where C is independent of T⋆ and t.
Also, there exists a constant ε > 0 such that if ‖u0‖L3(Ω) < ε, then T⋆ =∞.
Under weaker conditions on Ω and α, a similar Theorem holds for initial data in the space
of distributions u0 = ψ+∇χ where ψ ∈ Lr(Ω) and χ ∈ Lr(Ω) (denoted by [Hr′0 (div,Ω)]′, cf.
Proposition 2.1), with r ≥ 3.
The proof of these results is based on a careful study of the semigroup associated to the
linear equation
∂u
∂t
−∆u + ∇π = f (1.6)
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with conditions (1.2)-(1.5). For that we first study the strong and weak Stokes operators Ap,α
and Bp,α and deduce that both of them have bounded inverse on L
p
σ,τ (Ω) and [H
p′
0 (div,Ω)]
′
respectively for all p ∈ (1,∞). Also −Ap,α and −Bp,α generate bounded analytic semigroups
on their respective spaces (cf. Theorem 3.13 and Theorem 4.3) and their pure imaginary
powers are uniformly bounded as well (cf. Theorem 5.1). We obtain the following theorems,
if f = 0:
Theorem 1.2. Let 1 < p <∞ and α ≥ 0 be as in (3.5). Then for u0 ∈ Lpσ,τ (Ω), the problem
(6.1) has a unique solution u(t) satisfying
u ∈ C([0,∞),Lpσ,τ (Ω)) ∩ C((0,∞),D(Ap,α)) ∩ C1((0,∞),Lpσ,τ (Ω))
and
u ∈ Ck((0,∞),D(Alp,α)) ∀ k ∈ N, ∀ l ∈ N\{0}.
Also, for all t > 0 and q ≥ p, u(t) ∈ Lq(Ω) and there exists δ > 0 independent of t and q
such that:
‖u(t)‖Lq(Ω) ≤ C(Ω, p) e−δtt−3/2(1/p−1/q)‖u0‖Lp(Ω).
Moreover, the following estimates also hold
‖Du(t)‖Lq(Ω) ≤ C(Ω, p) e−δtt−3/2(1/p−1/q)−1/2‖u0‖Lp(Ω),
∀ m,n ∈ N, ‖ ∂
m
∂tm
Anp,αu(t)‖Lq(Ω) ≤ C(Ω, p) e−δtt−(m+n)−3/2(1/p−1/q)‖u0‖Lp(Ω).
For f 6≡ 0, and if we denote Eq the following real interpolation space:
Eq ≡ (D(Ap,α),Lpσ,τ (Ω)) 1
q
,q
we have the result:
Theorem 1.3. Let 1 < p, q < ∞. Also assume that 0 < T ≤ ∞ and α ≥ 0 be as in (3.5).
Then for f ∈ Lq(0, T ;Lpσ,τ (Ω)) and u0 ∈ Eq, there exists a unique solution (u, π) of (7.1)
satisfying:
u ∈ Lq(0, T0;W 2,p(Ω)) for all T0 ≤ T if T <∞ and T0 <∞ if T =∞,
π ∈ Lq(0, T ;W 1,p(Ω)/R), ∂u
∂t
∈ Lq(0, T,Lpσ,τ (Ω)),
T∫
0
∥∥∥∥∂u∂t
∥∥∥∥
q
Lp(Ω)
dt+
T∫
0
‖u‖q
W 2,p(Ω)
dt+
T∫
0
‖π‖q
W 1,p(Ω)
dt ≤ C

 T∫
0
‖f‖q
Lp(Ω)dt+ ‖u0‖qEq


(1.7)
where C > 0 is independent of f ,u0 and T .
Similar results hold for less regular data (cf. Theorem 6.4 and Theorem 7.1). And the
last interesting result of our work is the following limit problem which improves the result in
[25, Theorem 9.2]:
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Theorem 1.4. Let α be a constant and (uα, πα) be the solution of the problem (8.1) with
u0 ∈ L2σ,τ (Ω) and (u∞, π∞) ∈ L2(0, T ;H10 (Ω)) × L2(0, T ;L2(Ω)) a solution of the following
Navier-Stokes problem with Dirichlet boundary condition

∂u∞
∂t
−∆u∞ + (u∞ · ∇)u∞ +∇π∞ = 0, div u∞ = 0 in Ω× (0, T );
u∞ = 0 on Γ× (0, T );
u∞(0) = u0 in Ω
(1.8)
(whose existence has been proved in [41, Theorem 3.1, Chapter III]). Then for any T < T∗,
uα → u∞ in L2(0, T ;H1(Ω)) as α→∞
and
T∫
0
∫
Γ
|uα − u∞|2 ≤ C
α
. (1.9)
Moreover, if Γ is C2,1 and u0 ∈H2(Ω) ∩H10,σ(Ω), we also have
sup
t∈[0,T ]
∫
Ω
|uα − u∞|2 +
T∫
0
∫
Ω
|D(uα − u∞)|2 +
T∫
0
∫
Γ
|uα − u∞|2 ≤ C
α
. (1.10)
Similar result holds for the linear problem as well as for initial data in Lp-spaces (cf.
Section 9).
2 Preliminaries
First, we review some basic notations and functional framework, we will use in the study.
Throughout the work, if we do not specify otherwise, Ω is an open bounded set in R3 with
boundary Γ of class C1,1 possibly multiply connected. Also if we do not precise otherwise, we
will always assume
α ≥ 0 on Γ and α > 0 on some Γ0 ⊂ Γ with |Γ0| > 0.
We follow the convention that C is an unspecified positive constant that may vary from
expression to expression, even across an inequality (but not across an equality); Also C
depends on Ω and p generally and the dependence on other parameters will be specified in
the parenthesis when necessary.
The vector-valued Laplace operator of a vector field v can be equivalently defined by
∆v = 2 div Dv − grad (div v).
We will denote by D (Ω) the set of smooth functions (infinitely differentiable) with compact
support in Ω. Define
D σ(Ω) := {v ∈ D (Ω) : div v = 0 in Ω}
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and
Lp0(Ω) :=

v ∈ Lp(Ω) :
∫
Ω
v = 0

 .
For p ∈ [1,∞), p′ denotes the conjugate exponent of p i.e. 1p + 1p′ = 1. We also introduce the
following space:
Hp(div,Ω) := {v ∈ Lp(Ω) : div v ∈ Lp(Ω)}
equipped with the norm
‖v‖Hp(div,Ω) = ‖v‖Lp(Ω) + ‖div v‖Lp(Ω).
It can be shown that D (Ω) is dense in Hp(div,Ω) for all p ∈ [1,∞). The closure of D (Ω) in
Hp(div,Ω) is denoted by Hp0 (div,Ω) and it can be characterized by
H
p
0 (div,Ω) = {v ∈Hp(div,Ω) : v · n = 0 on Γ} . (2.1)
For p ∈ (1,∞), we denote by [Hp0 (div,Ω)]′, the dual space of Hp0 (div,Ω), which can be
characterized as (for details, see [39, Proposition 1.0.4]):
Proposition 2.1. A distribution f belongs to [Hp0 (div,Ω)]
′ iff there exists ψ ∈ Lp′(Ω) and
χ ∈ Lp′(Ω) such that f = ψ +∇χ. Moreover, we have the estimate :
‖f‖[Hp0 (div,Ω)]′ = inff=ψ+∇χ max{‖ψ‖Lp′ (Ω), ‖χ‖Lp′ (Ω)}.
Next we introduce the spaces:
Lpσ,τ (Ω) := {v ∈ Lp(Ω) : div v = 0 in Ω,v · n = 0 on Γ}
equipped with the norm of Lp(Ω);
W1,pσ,τ (Ω) := {v ∈W 1,p(Ω) : div v = 0 in Ω,v · n = 0 on Γ}
equipped with the norm of W 1,p(Ω) and H1σ,τ (Ω) :=W
1,2
σ,τ (Ω). Also let us define
Ep(Ω) :=
{
(u, π) ∈W1,p(Ω)× Lp(Ω);−∆u+∇π ∈ Lr(p)(Ω)
}
where {
r(p) = max
{
1, 3pp+3
}
if p 6= 32
r(p) > 1 if p = 32 .
Let us now introduce some notations to describe the boundary. Consider any point P
on Γ and choose an open neighborhood W of P in Γ, small enough to allow the existence
of 2 families of C2 curves on W with the following properties: a curve of each family passes
through every point of W and the unit tangent vectors to these curves form an orthogonal
system (which we assume to have the direct orientation) at every point of W . The lengths
s1, s2 along each family of curves, respectively, are a possible system of coordinates in W .
We denote by τ1, τ2 the unit tangent vectors to each family of curves.
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With these notations, we have v =
∑2
k=1 vkτk + (v · n)n where τk = (τk1, τk2, τk3) and
vk = v · τk. For simplicity of notations, we will denote,
Λv =
2∑
k=1
(
vτ · ∂n
∂sk
)
τk . (2.2)
Here we state a relation between the Navier boundary condition and another type of
boundary condition involving curl (often called as ’Navier type boundary condition’) which
will be used in later work. For proof, see [7, Appendix A].
Lemma 2.2. For any v ∈W 2,p(Ω), we have the following equalities:
2 [(Dv)n]τ = ∇τ (v · n) +
(
∂v
∂n
)
τ
−Λv
and
curl v × n = −∇τ (v · n) +
(
∂v
∂n
)
τ
+Λv.
Remark 2.3. In the particular case v · n = 0 on Γ, we have the following equalities for all
v ∈W 2,p(Ω),
2 [(Dv)n]τ =
(
∂v
∂n
)
τ
−Λv and curl v × n =
(
∂v
∂n
)
τ
+Λv
which implies that
2 [(Dv)n]τ = curl v × n− 2Λv . (2.3)
Note that on a flat boundary, Λ = 0 and 2 [(Dv)n]τ is actually equal to curl v × n.
Let us recall the Green’s formula that plays an important role in this work, which is
proved in [6, Lemma 3.5]
Theorem 2.4. Let Ω ⊂ R3 be a C0,1 bounded domain. Then,
(i) D (Ω)×D(Ω) is dense in Ep(Ω).
(ii) The linear mapping (v, π) 7→ [(Dv)n]τ , defined on D (Ω)×D(Ω) can be extended to a
linear, continuous map from Ep(Ω) to W
− 1
p
,p
(Γ). Moreover, we have the following relation:
for all (v, π) ∈ Ep(Ω) and ϕ ∈W1,p′σ,τ (Ω),∫
Ω
(−∆v +∇π) ·ϕ = 2
∫
Ω
Dv : Dϕ− 2 〈[(Dv)n]τ ,ϕ〉
W
− 1p ,p(Γ)×W
1
p ,p
′
(Γ)
. (2.4)
Finally, we recall that the infinitesimal generator of an analytic semigroup can be char-
acterized by the following theorem [8, Theorem 3.2, Chapter I]:
Theorem 2.5. Let A be a densely defined linear operator in a Banach space E . Then A
generates an analytic semigroup on E if and only if there exists M > 0 such that
‖ (λI −A)−1 ‖L(E ) ≤
M
|λ|
for all λ ∈ C with Reλ > w.
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3 Stokes operator on Lpσ,τ (Ω): Strong solutions
It is known that the closure of D σ(Ω) in L
p(Ω) is the Banach space Lpσ,τ (Ω) [41, Theorem
1.4]. We introduce now the unbounded operator (Ap,α,D(Ap,α)) on L
p
σ,τ (Ω) whose definition
depends on the regularity of the function α.
1. If α ∈ Lt(p)(Γ) with
t(p) =


2
3p
′ + ρ if 1 < p < 32
2 + ρ if 32 ≤ p ≤ 3, p 6= 2
2 if p = 2
2
3p+ ρ if p > 3
(3.1)
with ρ > 0 arbitrarily small, we define the Stokes operator Ap,α on L
p
σ,τ (Ω) as:{
D(Ap,α) =
{
u ∈W 1,pσ,τ (Ω) : ∆u ∈ Lp(Ω), 2[(Du)n]τ + αuτ = 0 on Γ
}
Ap,α(u) = −P (∆u) for u ∈ D(Ap,α)
(3.2)
(3.3)
where P : Lp(Ω)→ Lpσ,τ (Ω) is the orthogonal projection on Lpσ,τ (Ω). More precisely, for all
ψ ∈ Lp(Ω), P (ψ) = ψ −∇π where π ∈W 1,p(Ω) is a solution of{
div(∇π −ψ) = 0 in Ω
(∇π −ψ) · n = 0 on Γ. (3.4)
Notice that, when u ∈ D(Ap,α) but u 6∈W 2,p(Ω), the boundary term [(Du)n]τ is still well
defined as shown in [7, Lemma 2.4].
2. If α is such that
α ∈

W
1− 13
2+ρ
, 3
2
+ρ
(Γ) if 1 < p ≤ 32
W
1− 1
p
,p
(Γ) if p > 32
(3.5)
with ρ > 0 arbitrarily small, then we define the Stokes operator Ap,α on L
p
σ,τ (Ω) as{
D(Ap,α) =
{
u ∈W 2,p(Ω) ∩Lpσ,τ (Ω), 2[(Du)n]τ + αuτ = 0 on Γ
}
Ap,α(u) = −P (∆u) for u ∈ D(Ap,α).
(3.6)
(3.7)
Remark 3.1. If α satisfies (3.5), then α ∈ Lt(p)(Γ) as well.
Remark 3.2. When α satisfies (3.5) and u ∈ D(Ap,α), Ap,αu = Au where A is the following
operator defined in [6, just before Proposition 5.6]:
A ∈ L
(
W1,pσ,τ (Ω),
(
W1,p
′
σ,τ (Ω)
)′)
defined by 〈Au,v〉 = a(u,v)
where a(u,v) = 2
∫
Ω
Du : Dv¯ +
∫
Γ
αuτ · v¯τ .
More precisely, if u ∈ D(Ap,α), then using Green’s formula (2.4) and the relation 2[(Du)n]τ =
−αuτ on Γ, we can show 〈Au,v〉 = 〈Ap,αu,v〉 for any v ∈W1,p
′
σ,τ (Ω).
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3.1 Analyticity
In order to show that (D(Ap,α), Ap,α) generates an analytic semi group on L
p
σ,τ (Ω), λ ∈ C,
some estimate on the resolvent (λI +Ap)
−1 is needed.
Suppose that α ∈ Lt(p)(Γ) and f ∈ Lpσ,τ (Ω). Then by (3.2)-(3.3), u ∈ D(Ap,α) and
(λI +Ap,α)u = f is equivalent to u ∈W 1,p(Ω) satisfying


λu−∆u+∇π = f in Ω
div u = 0 in Ω
u · n = 0 on Γ
2[(Du)n]τ + αuτ = 0 on Γ
(3.8)
(3.9)
(3.10)
(3.11)
for some π ∈ Lp(Ω).
If on the other hand, α satisfies (3.5), u ∈ D(Ap,α) and (λI+Ap,α)u = f for f ∈ Lpσ,τ (Ω),
is equivalent to (u, π) ∈W 2,p(Ω)×W 1,p(Ω) satisfying (3.8)-(3.11).
Proposition 3.3. Suppose that α ∈ Lt(p)(Γ), f ∈ [Hp′0 (div,Ω)]′ with p ∈ (1,∞) and λ ∈ C.
Then, u ∈ W 1,p(Ω) solves (3.8)-(3.11) for some π ∈ Lp(Ω) is equivalent to u ∈ W1,pσ,τ (Ω)
satisfies: 

aλ(u,ϕ) = 〈f , ϕ¯〉 ∀ ϕ ∈W1,p′σ,τ (Ω)
where:
aλ(u,ϕ) = λ
∫
Ω
u · ϕ¯+ 2
∫
Ω
Du : Dϕ¯+ 〈αuτ , ϕ¯τ 〉Γ
(3.12)
and 〈, 〉Γ denotes the duality product between W−
1
p
,p
(Γ) and W
1
p
,p′
(Γ).
Proof. By [6, Lemma 5.1], for all u ∈W1,pσ,τΩ) and ϕ ∈W1,p
′
σ,τ (Ω) we have αuτ · ϕ¯τ ∈ L1(Γ)
and ∫
Γ
αuτ · ϕ¯τ ≤ C‖α‖Lt(p)(Γ)‖u‖W1,pσ,τ (Ω)‖ϕ‖W1,p′σ,τ (Ω).
It easily then follows that aλ(·, ·) is a continuous sesqui-linear form on W1,pσ,τ (Ω)×W1,p
′
σ,τ (Ω).
When λ = 0, it is the sesqui-linear form a(·, ·) introduced in [6]. The proof of this proposition
then follows exactly the same steps and uses the same arguments as in [6, Proposition 5.2].

The following theorem gives the existence of a unique solution of the resolvent problem
and also the resolvent estimate.
Theorem 3.4. For any ε ∈ (0, π), let λ ∈ Σε := {λ ∈ C : | arg λ| ≤ π − ε}, f ∈ L2(Ω) and
α ∈ L2(Γ). Then,
1. the problem (3.8)-(3.11) has a unique solution (u, π) ∈H1(Ω)× L20(Ω).
2. there exists a constant Cε > 0, independent of f , α and λ, such that the solution u
satisfies the following estimates, for λ 6= 0:
‖u‖L2(Ω) ≤
1
Cε|λ| ‖f‖L2(Ω) (3.13)
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‖Du‖L2(Ω) ≤
1
Cε
√|λ| ‖f‖L2(Ω) (3.14)
and
‖π‖L2(Ω) ≤ C(Ω)
[
1 +
1
Cε
(
1 +
1√|λ|
)]
‖f‖L2(Ω). (3.15)
3. moreover, if either (i) Ω is not axisymmetric or (ii) Ω is axisymmetric and α ≥ α∗ > 0,
then
‖u‖H1(Ω) + ‖π‖L2(Ω) ≤ C(Ω)
(
1 +
1
Cε
)
‖f‖L2(Ω) (3.16)
and if α is a constant, then
‖u‖H2(Ω) + ‖π‖H1(Ω) ≤ C(Ω)
(
1 +
1
Cε
)
‖f‖L2(Ω) (3.17)
where C(Ω) does not depend on α.
Remark 3.5. Note that the estimates (3.13) and (3.14) give better decay for λ large and
enables us having a good semigroup theory, in general. On the other hand, estimate (3.16)
gives uniform bound on the solution, especially when λ is small.
Proof. 1. In view of Proposition 3.3, it is enough to prove the existence and uniqueness of
a solution to (3.12). Also λ = 0 case corresponds to the existence result for the stationary
Stokes problem [6, Theorem 4.1]. So we may consider λ 6= 0.
By Korn inequality, ‖u‖L2(Ω) + ‖Du‖L2(Ω) is an equivalent norm on H1(Ω). Then using
the following inequality (cf. [3, Lemma 4.1]):
∀ λ ∈ Σε,∀ a, b > 0, |λa+ b| ≥ Cε (|λ|a+ b) for some constant Cε > 0
and α ≥ 0, we get,
|aλ(u,u)| ≥ Cε

|λ|‖u‖2L2(Ω) + 2‖Du‖2L2(Ω) +
∫
Γ
α|uτ |2


≥ Cε min (|λ|, 2)
(
‖u‖2L2(Ω) + ‖Du‖2L2(Ω)
)
≥ Cε min (|λ|, 2)‖u‖2H1(Ω).
Hence, for all λ ∈ Σε, aλ is coercive on H1σ,τ (Ω) and therefore, by Lax-Milgram lemma, we
get a unique solution in H1σ,τ (Ω) of the problem (3.12) which proves 1.
2. From the variational formulation, we have,
aλ(u,u) =
∫
Ω
f · u¯
which gives
|aλ(u,u)| ≤ ‖f‖L2(Ω)‖u‖L2(Ω).
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But we also have,
|aλ(u,u)| ≥ Cε
(
|λ|‖u‖2L2(Ω) + 2‖Du‖2L2(Ω)
)
.
Thus
‖u‖L2(Ω) ≤
1
Cε|λ| ‖f‖L2(Ω)
and then
‖Du‖2L2(Ω) ≤
1
2 Cε
‖f‖L2(Ω)‖u‖L2(Ω) ≤
1
2 |λ| C2ε
‖f‖2L2(Ω)
prove the inequalities (3.13) and (3.14).
From the equation (3.8), we may write, using (3.13) and (3.14),
‖π‖L2(Ω) ≤ ‖∇π‖H−1(Ω) ≤ C(Ω)
(‖f‖L2(Ω) + ‖∆u‖H−1(Ω) + |λ|‖u‖L2(Ω))
≤ C(Ω) (‖f‖L2(Ω) + ‖Du‖L2(Ω) + |λ|‖u‖L2(Ω))
≤ C(Ω)
[
1 +
1
Cε
(
1 +
1√
2|λ|
)]
‖f‖L2(Ω)
which gives (3.15).
3. Moreover, writing (3.8) as −∆u+∇π = f − λu, we deduce from the Stokes estimate
[6, Proposition 4.3] in the case either (i) Ω is not axisymmetric or (ii) Ω is axisymmetric and
α ≥ α∗ > 0, the existence of a constant C > 0 which depends only on Ω such that
‖u‖H1(Ω) + ‖π‖L2(Ω) ≤ C(Ω)
(‖f‖L2(Ω) + |λ|‖u‖L2(Ω)) ≤ C(Ω)
(
1 +
1
Cε
)
‖f‖L2(Ω).
This provides the better bound (3.16) on u and π when λ is small.
Similarly, for constant α, the H2 estimate of the Stokes problem [6, Theorem 4.5] yields
‖u‖H2(Ω) + ‖π‖H1(Ω) ≤ C(Ω)
(
1 +
1
Cε
)
‖f‖L2(Ω).

In the next theorem we prove the analyticity of the semigroup generated by the Stokes
operator with Navier boundary condition on L2σ,τ (Ω).
Theorem 3.6. For any α ∈ L2(Γ), the operator −A2,α, defined in (3.2)-(3.3) with p = 2,
generates a bounded analytic semigroup on L2σ,τ (Ω).
Proof. Obviously D(A2,α) is dense in L
2
σ,τ (Ω). Therefore, according to Theorem 2.5, it is
enough to prove the resolvent estimate. Now, by definition and from the previous theorem,
we have,
‖(λI +A2,α)−1‖ = sup
f∈L2σ,τ (Ω)
f 6=0
‖(λI +A2,α)−1f‖L2(Ω)
‖f‖L2(Ω)
= sup
f∈L2σ,τ (Ω)
‖u‖L2(Ω)
‖f‖L2(Ω)
≤ 1
Cε|λ| .
Hence, the result. 
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Next we extend the results of Theorem 3.4 for all p ∈ (1,∞).
Theorem 3.7. Suppose that p ∈ (1,∞), α satisfies (3.5) and λ ∈ Σε where Σε is defined as
in Theorem 3.4. Then for every f ∈ Lp(Ω), the problem (3.8)-(3.11) has a unique solution
(u, π) ∈W 2,p(Ω)× (W 1,p(Ω) ∩ Lp0(Ω)).
Proof. case (i): p > 2. Since from the assumption, f ∈ L2(Ω) and α ∈ L2(Γ), there exists
a unique solution (u, π) ∈ H1(Ω) × L20(Ω) of (3.8)-(3.11) by Theorem 3.4. Now writing
the equation (3.8) as −∆u + ∇π = f − λu and since u ∈ H1(Ω) →֒ L6(Ω), we have
f − λu ∈ Lp(Ω) for all p ≤ 6. Thus, using the regularity result in [6, Theorem 5.10], we
obtain u ∈W 2,p(Ω) for all p ≤ 6.
Now for p > 6, we have u ∈W 2,6(Ω) →֒ L∞(Ω). Hence f −λu ∈ Lp(Ω) and by the same
regularity result, we get u ∈W 2,p(Ω) for all p > 6.
case (ii): 1 < p < 2. We first claim that (λI + A) is an isomorphism from W 1,qσ,τ (Ω) to
(W 1,q
′
σ,τ (Ω))
′ for all q ≥ 2. Then the adjoint operator, λI + A∗ is also an isomorphism from
W
1,q′
σ,τ (Ω) to (W
1,q
σ,τ (Ω))
′ with q′ ≤ 2. Then, for any f ∈ Lpσ,τ (Ω) ⊂ (W 1,p
′
σ,τ (Ω))
′, there exists a
unique u ∈W 1,pσ,τ (Ω) such that (λI +A∗)u = f . Our second claim is that, since f ∈ Lpσ,τ (Ω)
it follows that u ∈ D(Ap,α) and A∗u = Ap,αu. This finally implies that (λI +Ap,α)u = f .
First claim: For q > 2 and ℓ ∈ (W 1,q′σ,τ (Ω))′ ⊂ (H1σ,τ (Ω))′, from Lax Milgam lemma
there is a unique u ∈ H1σ,τ (Ω) such that aλ(u,ϕ) = 〈ℓ,ϕ〉 for all ϕ ∈ H1σ,τ (Ω). Then,
a(u,ϕ) = 〈ℓ − λu,ϕ〉 with ℓ − λu ∈ (W 1,q′σ,τ (Ω))′. On the other hand, by [6, Theorem 5.5]
there exists a unique w ∈W 1,qσ,τ (Ω) ⊂W 1,2σ,τ (Ω) such that
a(w,ϕ) = 〈ℓ− λu,ϕ〉 ∀ϕ ∈W 1,q′σ,τ (Ω).
It then follows that
a(w − u,ϕ) = 0 ∀ϕ ∈H1σ,τ (Ω)
and by the uniqueness result [6, Theorem 5.5], u = w in H1σ,τ (Ω) and thus u ∈W 1,qσ,τ (Ω).
Second claim: If f ∈ Lpσ,τ (Ω) with 1 < p < 2 and (λI + A∗)u = f with u ∈ W 1,pσ,τ (Ω),
then A∗u = f − λu =: g ∈ Lpσ,τ (Ω) which means a(u,ϕ) = (g,ϕ) for all ϕ ∈W 1,p
′
σ,τ (Ω). It
then follows by [6, Theorem 5.10] that (u, π) ∈W 2,p(Ω) ×W 1,p(Ω) with π defined by (3.4)
for ψ = ∆u and u satisfies the boundary condition. In particular u ∈ D(Ap,α). Then, using
Remark 3.2, Apu = A
∗u. 
Remark 3.8. Notice that though the two boundary conditions
curl u× n = 0 on Γ (3.18)
and
2[(Du)n]τ + αuτ = 0 on Γ (3.19)
are very much similar, as described in (2.3), but in the case of the Stokes problem with
Navier type boundary condition (3.18) on Lpσ,τ (Ω) the pressure is constant and hence does
not appear in the operator (see [2, Proposition 3.1]). On the contrary, the pressure term does
appear in the Stokes operator with Navier boundary condition (3.19).
Next we deduce Lp-resolvent estimate for all p ∈ (1,∞).
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Theorem 3.9. Let λ ∈ C∗ with Reλ ≥ 0 and p ∈ (1,∞). Then for α ∈ Lt(p)(Γ) and for any
f ∈ Lp(Ω), the unique solution u ∈W 1,p(Ω) of (3.8)-(3.11) satisfies the estimate:
‖u‖Lp(Ω) ≤
C
|λ| ‖f‖Lp(Ω)
where C depends at most on p and Ω.
To prove the above theorem, we need to establish the following weak Reverse Ho¨lder
estimate (as in [40, Lemma 6.2]):
Lemma 3.10. Let x0 ∈ Ω and 0 < r < c diam(Ω). Let (u, π) ∈ H1(B(x0, 2r) ∩ Ω) ×
L2(B(x0, 2r) ∩ Ω) satisfies the Stokes system{
λu−∆u+∇π = 0, div u = 0 in B(x0, 2r) ∩ Ω
u · n = 0, 2 [(Du)n]τ + αuτ = 0 on B(x0, 2r) ∩ Γ
(3.20)
where λ ∈ C∗ with Reλ ≥ 0 and α ∈ Lt(p)(Γ). Then, for any p ≥ 2,

 1
r3
∫
Ω∩B(x0,r)
|u|p


1/p
≤ C

 1
r3
∫
Ω∩B(x0,2r)
|u|2


1/2
(3.21)
where C > 0 depends only on p and Ω.
Note that if B(x0, 2r) ∩ Γ = ∅, then we do not consider any boundary condition.
Proof. By a geometric consideration, we only need to establish the estimate in two cases :
(i) x0 ∈ Ω and B(x0, 3r) ⊂ Ω; (ii) x0 ∈ Γ.
The first case (i) follows from interior estimate (cf. [40, estimate 5.22]). The second case
(ii) concerns a boundary estimate. Here onwards, we denote the ball B(x0, R) by BR and
−
∫
ω f =
1
|ω|
∫
ω f .
1. Let r ≤ s < t ≤ 2r and consider a cut-off unction η ∈ C∞c (Bt) such that
η ≡ 1 on Bs, 0 ≤ η ≤ 1 and |∇η| ≤ C
t− s . (3.22)
Multiplying (3.20) by η2u and integrating by parts, we get,
0 = λ
∫
B2r∩Ω
η2|u|2 + 2
∫
B2r∩Ω
Du : D(η2u) +
∫
B2r∩Γ
αη2|uτ |2 −
∫
B2r∩Ω
(π − π0) div(η2u)
where π0 = −
∫
Ω π. This gives, using the fact that div u = 0 in Ω,
λ
∫
B2r∩Ω
η2|u|2+2
∫
B2r∩Ω
η2|Du|2+
∫
B2r∩Γ
αη2|uτ |2 = −4
∫
B2r∩Ω
Du : η∇ηu¯+2
∫
B2r∩Ω
(π − π0)η∇ηu¯
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where ∇ηu¯ is the matrix ∇η ⊗ u¯. Equating real and imaginary parts and using Cauchy’s
inequality, this implies
Reλ
∫
B2r∩Ω
η2|u|2 + 2
∫
B2r∩Ω
η2|Du|2 +
∫
B2r∩Γ
αη2|uτ |2
= −4Re
∫
B2r∩Ω
Du : η∇ηu¯+ 2Re
∫
B2r∩Ω
(π − π0)η∇ηu¯
≤ ε
∫
Ω∩B2r
η2|Du|2 + Cε
∫
Ω∩B2r
|∇η|2|u|2 + ε
∫
Ω∩B2r
η2|π − π0|2 + Cε
∫
Ω∩B2r
|∇η|2|u|2 (3.23)
and
Imλ
∫
B2r∩Ω
η2|u|2
= −4 Im
∫
B2r∩Ω
Du : η∇ηu¯+ 2 Im
∫
B2r∩Ω
(π − π0)η∇ηu¯
≤ ε
∫
Ω∩B2r
η2|Du|2 + Cε
∫
Ω∩B2r
|∇η|2|u|2 + ε
∫
Ω∩B2r
η2|π − π0|2 + Cε
∫
Ω∩B2r
|∇η|2|u|2. (3.24)
Now adding (3.23) and (3.24) gives, since α > 0,
(Reλ+ | Imλ|)
∫
B2r∩Ω
η2|u|2 + 2
∫
B2r∩Ω
η2|Du|2
≤ ε
∫
Ω∩B2r
η2|Du|2 + Cε
∫
Ω∩B2r
|∇η|2|u|2 + ε
∫
Ω∩B2r
η2|π − π0|2.
Incorporating the properties of η, we obtain
|λ|
∫
Bs∩Ω
|u|2 +
∫
Bs∩Ω
|Du|2 ≤ C(Ω)
(t− s)2
∫
Ω∩Bt
|u|2 + ε
∫
Ω∩Bt
|π − π0|2. (3.25)
2. Next to estimate the pressure term, as π − π0 ∈ L2(Bt ∩ Ω), there exists a unique
ψ ∈H1(Bt ∩ Ω) such that {
div ψ = π − π0 in Bt ∩ Ω
ψ = 0 on ∂(Bt ∩Ω)
satisfying
‖ψ‖H1(Bt∩Ω) ≤ C(Ω) ‖π − π0‖L2(Bt∩Ω). (3.26)
Multiplying (3.20) by ψ yields (replacing π by (π−π0) and extending ψ by 0 outside Ω∩Bt),
λ
∫
Ω∩Bt
u · ψ + 2
∫
Ω∩Bt
Du : Dψ =
∫
Ω∩Bt
(π − π0) div ψ =
∫
Ω∩Bt
|π − π0|2
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which gives, using (3.26),
‖π − π0‖L2(Ω∩Bt) ≤ C(Ω)
(|λ|‖u‖L2(Ω∩Bt) + ‖Du‖L2(Ω∩Bt)) .
Plugging this estimate in (3.25), we obtain
|λ|
∫
Bs∩Ω
|u|2 +
∫
Bs∩Ω
|Du|2 ≤ C(Ω)
(t− s)2
∫
Ω∩Bt
|u|2 + ε
∫
Ω∩Bt
|Du|2 + ε|λ|
∫
Ω∩Bt
|u|2.
From here, we deduce the following Caccioppoli inequality for Stokes system∫
Bs∩Ω
|Du|2 ≤ C(Ω)
(t− s)2
∫
Bt∩Ω
|u|2 (3.27)
which follows from the general result [17, Lemma 0.5] setting f = |λ||u|2+|Du|2, g = |u|2, h =
0 and α = 2.
3. Therefore [32, Lemma 6.7] enables us to have the following reverse Ho¨lder inequality,

 ∫
Ω∩Br
|u|2


1/2
≤ C(q)

 ∫
Ω∩B2r
|u|q


1/q
for any q > 0. (3.28)
Finally we claim that the above inequality implies (3.21). To prove that, let us define an
operator
T : Lp
′
(Ω ∩B2r)→ L2(Ω ∩Br)
v 7→ v.
Now for the adjoint map
T ∗ : L2(Ω ∩Br)→ Lp(Ω ∩B2r)
by definition, we can write,
〈T ∗u,f〉Lp(Ω∩B2r)×Lp′ (Ω∩B2r) = 〈u, Tf〉L2(Ω∩Br)×L2(Ω∩Br)
≤ C(p)r3( 12− 1p′ )‖f‖Lp′ (Ω∩B2r)‖u‖L2(Ω∩Br)
where the last inequality comes from (3.28). This shows
‖T ∗u‖Lp(Ω∩B2r) ≤ C(p)r3(
1
2
− 1
p′
)‖u‖L2(Ω∩Br).
Since T ∗u = u on Lp(Ω ∩Br), we then obtain
 ∫
Ω∩Br
|u|p


1/p
≤ C(p)r3( 12− 1p′ )

 ∫
Ω∩Br
|u|2


1/2
which concludes (3.21) upon using ‖u‖L2(Ω∩Br) ≤ ‖u‖L2(Ω∩B2r). 
The following lemma, due to Shen [40, Lemma 6.3], contains the real variable argument
needed to complete the proof of Theorem 3.9.
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Lemma 3.11. Let p > 2 and Ω be a bounded Lipschitz domain in Rd. Suppose that:
(1) T is a bounded sublinear operator in L2(Ω;Cm) and ‖T‖L2→L2 ≤ C0;
(2) There exist constants 0 < β < 1 and N > 1 such that for any bounded measurable f with
suppf ⊂ Ω \ 3B,
 ∫
Ω∩B
|Tf |p


1/p
≤ N



 ∫
Ω∩2B
|Tf |2


1/2
+ sup
B′⊃B

 −∫
B′
|f |2


1/2

 (3.29)
where B = B(x, r) is a ball with x ∈ Ω and 0 < r < β diam(Ω). Then T is bounded on
Lq(Ω;Cm) for any 2 < q < p. Moreover, ‖T‖Lq→Lq is bounded by a constant depending on
at most d,m, β,N,C0, p, q and the Lipschitz character of Ω.
Proof of Theorem 3.9. By rescaling, we may assume that diam(Ω) = 1. Then for λ ∈ C∗
with Reλ ≥ 0 and f ∈ L2(Ω), there exists a unique (u, π) ∈ H1(Ω) × L20(Ω) satisfying
(3.8)-(3.11). Also
|λ|
∫
Ω
|u|2 + 2
∫
Ω
|Du|2 +
∫
Γ
α|uτ |2 ≤ C
∫
Ω
|f ||u|
where C depends only on Ω. By Ho¨lder inequality, this implies
|λ|‖u‖L2(Ω) ≤ C0‖f‖L2(Ω)
where C0 depends only on Ω. Let us now define the operator Tλ by Tλ(f) = |λ|u. Then Tλ
is a bounded linear operator on L2(Ω) and ‖Tλ‖L2→L2 ≤ C0 which is the assumption (1) in
Lemma 3.11. We will show ‖Tλ‖Lq→Lq ≤ C for 2 < q < p using Lemma 3.11.
To verify the assumption (2) in Lemma 3.11, let B = B(x0, r) where x0 ∈ Ω and 0 < r < c.
Let f ∈ L2(Ω) with suppf ⊂ Ω \ 3B. Since{
λu−∆u+∇π = 0, div u = 0 in Ω ∩ 3B
u · n = 0, 2 [(Du)n]τ + αuτ = 0 on Γ ∩ 3B
we may then apply Lemma 3.10 to obtain,
 1
r3
∫
Ω∩B
|u|p


1/p
≤ C

 1
r3
∫
Ω∩2B
|u|2


1/2
.
It follows that 
 ∫
Ω∩B
|Tλ(f)|p


1/p
≤ C

 ∫
Ω∩2B
|Tλ(f)|2


1/2
where C depends only on p and Ω. Therefore by Lemma 3.11, we conclude that the operator
Tλ is bounded on L
q(Ω) for any 2 < q < p and that ‖Tλ‖Lq→Lq ≤ Cq where Cq depends on
at most q and Ω. Thus in view of the definition of Tλ, we have shown that for any q > 2,
‖u‖Lq(Ω) ≤
Cq
|λ|‖f‖Lq(Ω).
By duality, the estimate also holds for q ∈ (1, 2). 
17
As a conclusion, we have the following theorem:
Theorem 3.12. Let p ∈ (1,∞) and α as in (3.5). Then for all λ ∈ C∗ with Reλ ≥ 0 and
f ∈ Lp(Ω), there exists a constant C > 0 depending on at most p and Ω such that the unique
solution (u, π) ∈ D(Ap,α)×
(
W 1,p(Ω) ∩ Lp0(Ω)
)
of (3.8)-(3.11) satisfies:
‖u‖Lp(Ω) ≤
C
|λ|‖f‖Lp(Ω). (3.30)
If moreover α is a constant and either (i) Ω is not axisymmetric or (ii) Ω is axisymmetric
and α ≥ α∗ > 0, then
‖Du‖Lp(Ω) ≤
C√|λ|‖f‖Lp(Ω) (3.31)
and
‖u‖W 2,p(Ω) ≤ C ‖f‖Lp(Ω). (3.32)
Proof. Estimate (3.30) follows from Theorem 3.9.
Let us now prove the estimate (3.31). From Gagliardo-Nirenberg inequality [1, Chapter
IV, Theorem 4.14, Theorem 4.17] and regularity estimate for the stationary Stokes problem
[6, Theorem 6.11], we have,
‖Du‖Lp(Ω) ≤ C ‖u‖W 1,p(Ω) ≤ C ‖u‖1/2W 2,p(Ω)‖u‖
1/2
Lp(Ω)
≤ C ‖f − λu‖1/2
Lp(Ω)‖u‖
1/2
Lp(Ω)
≤ C (‖f‖Lp(Ω) + |λ|‖u‖Lp(Ω))1/2 ‖u‖1/2Lp(Ω).
Thus estimate (3.31) follows using (3.30).
To prove (3.32) we again use [6, Theorem 6.11] and (3.30) to obtain
‖u‖W 2,p(Ω) ≤ C ‖f − λu‖Lp(Ω) ≤ C ‖f‖Lp(Ω).

Finally we obtain our first main result:
Theorem 3.13. Let α be as in (3.5). The operator −Ap,α generates a bounded analytic
semigroup on Lpσ,τ (Ω) for all 1 < p <∞.
Proof. In view of Theorem 3.12, to apply Theorem 2.5 it remains to check that D(Ap,α)
is dense in Lpσ,τ (Ω). But this is immediate since D σ(Ω) →֒ D(Ap,α) →֒ Lpσ,τ (Ω) and by
definition D σ(Ω) is dense in L
p
σ,τ (Ω). 
4 Stokes operator on [Hp
′
0 (div,Ω)]
′
σ,τ
We first recall that if f ∈ [Hp′0 (div,Ω)]′ (defined in (2.1)) and is such that divf ∈ Lp(Ω)
for some p ∈ (1,∞), then its normal trace (f ·n)|Γ is well defined and belongs toW−1−
1
p
,p(Γ)
[3, Corollary 3.7].
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Let B be the closure of D σ(Ω) in [H
p′
0 (div,Ω)]
′. Then, it can be shown that
B = [Hp
′
0 (div,Ω)]
′
σ,τ :=
{
f ∈ [Hp′0 (div,Ω)]′ : div f = 0 in Ω,f · n = 0 on Γ
}
which is a Banach space with the norm of [Hp
′
0 (div,Ω)]
′ [3, Proposition 3.9]. Let Q :
[Hp
′
0 (div,Ω)]
′ → B be the orthogonal projection on B. We define the Stokes operator
Bp,α on B, as{
D(Bp,α) =
{
u ∈W 1,p(Ω) ∩B : ∆u ∈ [Hp′0 (div,Ω)]′, 2[(Du)n]τ + αuτ = 0 on Γ
}
;
Bp,α(u) = −Q(∆u) for u ∈ D(Bp,α)
with α ∈ Lt(p)(Γ) where t(p) is defined in (3.1).
4.1 Analyticity
As in the previous section, we will now discuss the analyticity of the semigroup generated
by the Stokes operator Bp,α on [H
p′
0 (div,Ω)]
′
σ,τ .
Theorem 4.1. Let p ∈ (1,∞) and α ∈ Lt(p)(Γ). Then, for all λ ∈ C∗ such that Reλ ≥ 0,
and all f ∈ [Hp′0 (div,Ω)]′, the problem (3.8)-(3.11) has a unique solution (u, π) ∈W 1,p(Ω)×
Lp0(Ω) satisfying
‖u‖
[Hp
′
0 (div,Ω)]
′
≤ C|λ| ‖f‖[Hp′0 (div,Ω)]′ (4.1)
for some constant C independent of λ and α.
Proof. 1. Existence: The proof of the existence and uniqueness of the solution follows
similar arguments as in the proof of Theorem 3.4 and Theorem 3.7. For p = 2 the existence
and uniqueness of solution comes from Lax-Milgram lemma and De Rham theorem for the
pressure.
When p > 2, since f ∈ [Hp′0 (div,Ω)]′ ⊂ [H20 (div,Ω)]′ and α ∈ Lt(p)(Γ) ⊂ L2(Γ), we have
the existence of the unique solution (u, π) ∈H1(Ω)×L20(Ω). We can now apply [6, Corollary
5.8], since f − λu ∈ [Hp′0 (div,Ω)]′ to obtain u ∈W 1,p(Ω).
For p < 2, the proof follows in the same way as in [6, Corollary 5.8].
2. Estimate: Now to prove the estimate (4.1), consider the problem,{
λv −∆v +∇θ = F , div v = 0 in Ω
v · n = 0, 2[(Dv)n]τ + α˜vτ = 0 on Γ
where F ∈ Hp′0 (div,Ω) and α˜ as in (3.5). Thanks to Theorem 3.7 and the estimate (3.30),
there exists unique (v, θ) ∈W 2,p′(Ω)× (W 1,p′(Ω) ∩ Lp′0 (Ω)) with the estimate
‖v‖Lp′ (Ω) ≤
C
|λ| ‖F ‖Lp′ (Ω) .
As a result, we get,
‖v‖
H
p′
0 (div,Ω)
≤ C|λ| ‖F ‖Hp′0 (div,Ω).
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Now, for the solution (u, π) ∈W 1,p(Ω)× Lp(Ω) of the problem (3.8)-(3.11), we get,
‖u‖
[Hp
′
0 (div,Ω)]
′
= sup
F∈Hp
′
0 (div,Ω)
F 6=0
| 〈u,F 〉 |
‖F ‖
H
p′
0 (div,Ω)
= sup
F∈Hp
′
0 (div,Ω)
F 6=0
| 〈u, λv −∆v +∇θ〉 |
‖F ‖
H
p′
0 (div,Ω)
= sup
F∈Hp
′
0 (div,Ω)
F 6=0
| 〈λu−∆u+∇π,v〉 |
‖F ‖
H
p′
0 (div,Ω)
= sup
F∈Hp
′
0 (div,Ω)
F 6=0
| 〈f ,v〉 |
‖F ‖
H
p′
0 (div,Ω)
≤ C|λ| ‖f‖[Hp′0 (div,Ω)]′
which is the required estimate. 
Theorem 4.2. Let p ∈ (1,∞) and α ∈ Lt(p)(Γ) with t(p) defined in (3.1). Then, for
f ∈ [Hp′0 (div,Ω)]′, the unique solution (u, π) of (3.8)-(3.11) in D(Bp,α)×Lp0(Ω) is such that
the pressure π satisfies the following estimate in the case when (i) either Ω is not axisymmetric
or (ii) Ω is axisymmetric and α ≥ α∗ > 0:
‖π‖Lp(Ω) ≤ C ‖f‖[Hp′0 (div,Ω)]′
for some constant C independent of λ and α.
Proof. By the regularity result of the stationary Stokes problem [6, Theorem 6.7], we can
write
‖u‖W1,p(Ω) + ‖π‖Lp(Ω) ≤ C‖f − λu‖[Hp′0 (div,Ω)]′
and the result follows using estimate (4.1). 
The analyticity of the semigroup generated by the Stokes operator Bp,α on [H
p′
0 (div,Ω)]
′
σ,τ
is now easily deduced from Theorem 4.1.
Theorem 4.3. Let α ∈ Lt(p)(Γ) with t(p) defined in (3.1). The operator −Bp,α generates a
bounded analytic semigroup on [Hp
′
0 (div,Ω)]
′
σ,τ for all 1 < p <∞.
Proof. In view of Theorem 4.1, to apply Theorem 2.5 it remains to check that D(Bp,α) is
dense in [Hp
′
0 (div,Ω)]
′
σ,τ . But this is immediate since D σ(Ω) →֒ D(Bp,α) →֒ [Hp
′
0 (div,Ω)]
′
σ,τ
and by definition D σ(Ω) is dense in [H
p′
0 (div,Ω)]
′
σ,τ . 
5 Imaginary and Fractional powers
5.1 Imaginary powers
Our main purpose in this section is to prove local bounds on pure imaginary powers Aisp,α
and Bisp,α of the Stokes operators defined in Section 3 and Section 4 respectively. A complete
theory of fractional powers of an operator (bounded or unbounded) can be found in Komatsu
[27].
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Since these operators are non-negative operators, it then follows from the results in [27]
and in [42] that their powers are well, densely defined and closed linear operators on Lpσ,τ (Ω)
and [Hp
′
0 (div,Ω)]
′ with domain D(Aisp,α) and D(B
is
p,α) respectively.
Notice that in [2], it was comparatively straight forward to obtain the bounds on pure
imaginary powers, since with Navier type boundary condition, the Stokes operator actually
reduces to Laplace operator and thus they could borrow the well-established theory for elliptic
operators, which is not our case. Therefore we use the theory of interpolation-extrapolation
to make use of the established theory for similar operators and implement a perturbation
argument.
Theorem 5.1. Let α be as in (3.5) and if p ∈ (1, 3] suppose also that α ∈ L∞(Γ). Then
there exists an angle 0 < θ < π/2 and a constant C > 0 such that for any s ∈ R,
‖Aisp,α‖ ≤ C e|s|θ. (5.1)
Similarly, for α ∈ L∞(Γ), there exists an angle 0 < θ′ < π/2 and a constant C ′ > 0, such
that for any s ∈ R,
‖Bisp,α‖ ≤ C ′ e|s|θ
′
. (5.2)
Proof. Since the proof of (5.2) is exactly similar to that of (5.1), we only show (5.1). The
proof of (5.1) is based on the theory of interpolation-extrapolation scales from [5]. A similar
approach has been followed in [37], considering the perturbation of a different operator than
ours and for α constant.
1. Let us define X0 := L
p
σ,τ (Ω) and A0 := λI +ANT , for all λ > 0 and where ANT is the
Stokes operator with Navier-type boundary condition
u · n = 0, curl u× n = 0 on Γ.
i.e. {
D(ANT ) =
{
u ∈W 2,p(Ω) ∩Lpσ,τ (Ω), curl u× n = 0 on Γ
}
ANT (u) = −P (∆u) for u ∈ D(ANT ).
Note that from [27, Theorem 6.4], it follows that for λ ≥ 0, the domain D(λI +Ap) does not
depend on λ and
D(λI +Ap) = D(Ap) for λ > 0.
As indicated in the Introduction to this Section, the powers Aa0 of the operator A0 are well,
densely defined and closed linear operators on Lpσ,τ (Ω) with domain D(A
a
0).
Now by [5, Theorems V.1.5.1 and V.1.5.4], (X0, A0) generates an interpolation-extrapolation
scale (Xa, Aa), a ∈ R with respect to the complex interpolation functor since A0 is a closed
operator on X0 with bounded inverse (cf. [2, Theorem 4.8]). More precisely, for every a ∈ R,
Xa is a Banach space, Xa →֒ Xa−1 and Aa is an unbounded linear operator on Xa with
domain Xa+1 and for a > 0:
(i) Xa = (D(A
a
0), ‖Aa0 · ‖)
(ii) Aa is the restriction of A0 on Xa.
Moreover, for any b ∈ (a, a+ 1),
Xb = [Xa,Xa+1]θ where
1
b
=
1− θ
a
+
θ
a+ 1
.
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Similarly, let X♯0 := (X0)
′ = Lp
′
σ,τ (Ω), A
♯
0 := (A0)
′. Then (X♯0, A
♯
0) generates another
interpolation-extrapolation scale (X♯a, A
♯
a), the dual scale by [5, Theorem V.1.5.12] and
(Xa)
′ = X♯−a and (Aa)
′ = A♯−a for a ∈ R
where A′ denotes the dual of A. In the particular case a = −1/2, we obtain by definition, an
operator A−1/2 : X−1/2 → X−1/2 with
D(A−1/2) = X1/2 = [X0,X1]1/2. (5.3)
We now claim that
[X0,X1]1/2 =W
1,p
σ,τ (Ω) (5.4)
and then,
X−1/2 =
[
W 1,p
′
σ,τ (Ω)
]′
(5.5)
will follow.
To prove (5.4), one inclusion is obvious. Indeed,
[X0,X1]1/2 ⊂ [Lpσ,τ (Ω),W 2,pσ,τ (Ω)]1/2 =W 1,pσ,τ (Ω).
And for the other inclusion, by (5.3) it is enough to prove that W 1,pσ,τ (Ω) ⊂ D(A1/20 ). To
this end, first consider the operator A
1/2
0 on L
p′
σ,τ (Ω). Since A0 has a bounded inverse, A
1/2
0
is an isomorphism from D(A
1/2
0 ) to L
p′
σ,τ (Ω) [42, Theorem 1.15.2, part(e)] and thus, for any
F ∈ Lp′σ,τ (Ω), there exists a unique v ∈ D(A1/20 ) such that A1/20 v = F. So, for all u ∈ D(A0),
‖A1/20 u‖Lpσ,τ (Ω) = sup
F∈Lp
′
σ,τ (Ω)
F 6=0
∣∣∣〈A1/20 u,F〉∣∣∣
‖F‖
L
p′
σ,τ (Ω)
= sup
v∈D(A
1/2
0 )
v 6=0
∣∣∣∣
〈
A
1/2
0 u, A
1
2
0 v
〉∣∣∣∣
‖A
1
2
0 v‖Lp′σ,τ (Ω)
= sup
v∈D(A
1/2
0 )
v 6=0
|〈A0u,v〉|
‖A1/20 v‖Lp′σ,τ (Ω)
= sup
v∈D(A
1/2
0 )
v 6=0
∣∣∫
Ω λu · v + curl u · curl v
∣∣
‖A1/20 v‖Lp′σ,τ (Ω)
≤ C‖u‖W 1,p(Ω). (5.6)
Now as D(A0) is dense in W
1,p
σ,τ (Ω), we get the inequality (5.6) for all u ∈ W 1,pσ,τ (Ω) which
gives the required embedding.
Now from [3, Theorem 6.1], we know that there exist constants M > 0 and θ ∈ (0, π2 )
such that
∀s ∈ R, ‖Ais0 ‖L(X0) ≤Me|s|θ.
It then follows from [5, Theorem V.1.5.5 (ii)] that
∀s ∈ R, ‖ (A−1/2)is ‖L(X−1/2) ≤Me|s|θ.
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We call the operator A−1/2 the weak Stokes operator subject to Navier-type boundary condi-
tion. Since A−1/2 is the closure of A0 in X−1/2 and X1 →֒ X1/2, it follows that A−1/2u = A0u
for u ∈ X1 and thus, for all v ∈W 1,p
′
σ,τ (Ω),
〈
v, A−1/2u
〉
(X−1/2)′×X−1/2
= 〈v, A0u〉 = λ
∫
Ω
u · v +
∫
Ω
curl u · curl v
where we only used integration by parts. Now using the density of X1 in X1/2, we obtain the
relation, for all (u,v) ∈W 1,pσ,τ (Ω)×W 1,p
′
σ,τ (Ω),
〈
A−1/2u,v
〉
= λ
∫
Ω
u · v +
∫
Ω
curl u · curl v. (5.7)
2. Next let us define an unbounded operator AN,w on X−1/2, with domain X1/2, as, for
all (u,v) ∈W 1,pσ,τ (Ω)×W 1,p
′
σ,τ (Ω),
〈AN,wu,v〉 =
∫
Ω
curl u · curl v + 〈Λu,v〉Γ +
∫
Γ
αu · v (5.8)
where Λ is defined in (2.2). We call the operator AN,w the weak Stokes operator subject to
Navier boundary conditions. Comparing (5.8) with (5.7) implies
〈(λI +AN,w)u,v〉 =
〈
A−1/2u,v
〉
+ 〈Λαu,v〉Γ
where the linear operator Λα : X−1/2 → X−1/2, given by,
〈Λαu,v〉Γ = 〈Λu,v〉Γ +
∫
Γ
αu · v
is a lower order perturbation of A−1/2. Therefore, as α ∈ L∞(Γ), it follows from [37, Propo-
sition 3.3.9],
∀s ∈ R : ‖ [(λI +AN,w)]is ‖L(X−1/2) ≤Me|s|θA
for some constant θA ∈ (0, π/2). Since, from [6, Theorem 5.8], AN,w has a bounded inverse
it follows from [37, Proposition 3.3.9] again, that
‖AisN,w‖L(X−1/2) ≤Me|s|θA .
3. Now we want to transfer this ’bounded imaginary power’ property to the strong
Stokes operator Ap with Navier boundary condition, defined in (3.6)-(3.7) on L
p
σ,τ (Ω). For
that we will apply again Amann’s theory of interpolation-extrapolation scales. Let Xw0 :=[
W
1,p′
σ,τ (Ω)
]′
, Aw0 := AN,w and X
w
1 := W
1,p
σ,τ (Ω). By [5, Theorems V.1.5.1 and V.1.5.4], the
pair (Xw0 , A
w
0 ) generates an interpolation-extrapolation scale (X
w
a , A
w
a ), a ∈ R with respect
to the complex interpolation functor and by [5, Theorem V.1.5.5 (ii)], for any a ∈ R,
∀s ∈ R, ‖(Awa )is‖L(Xwa ) ≤Me|s|θA.
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We will show in the remaining part of this proof that the operator Aw1/2 : X
w
3/2 ⊂ Xw1/2 →
Xw1/2 coincides with Ap where the strong Stokes operator Ap : D(Ap) ⊂ Lpσ,τ (Ω) → Lpσ,τ (Ω)
is defined in (3.6)-(3.7). Observe that, by (5.3), (5.5),
Xw0 = X−1/2 and X
w
1 = X1/2.
Therefore,
Xw1/2 = [X
w
0 ,X
w
1 ]1/2 =
[
X−1/2,X1/2
]
1/2
= X0 = L
p
σ,τ (Ω)
and the operator Aw1/2 is the restriction of A
w
0 on X
w
1/2. Hence, A
w
1/2u = A
w
0 u = AN,wu for
any u ∈ D(Aw1/2) = Xw3/2 and then, for any ϕ ∈W 1,p
′
σ,τ (Ω),
〈
ϕ, Aw1/2u
〉
(
Xw
1/2
)′
×Xw
1/2
= 〈ϕ, AN,wu〉(
Xw
1/2
)′
×Xw
1/2
(5.9)
=
∫
Ω
curl u · curl ϕ+ 〈Λu,ϕ〉Γ +
∫
Γ
αu · ϕ. (5.10)
On the other hand, for any (v,ϕ) ∈ D(Ap)×W 1,p
′
σ,τ (Ω), it follows from integration by parts
that
〈ϕ, Apv〉(
Xw
1/2
)′
×Xw
1/2
=
∫
Ω
curl v · curl ϕ+ 〈Λv,ϕ〉Γ +
∫
Γ
αv ·ϕ. (5.11)
Now for any given u ∈ D(Aw1/2), Aw1/2u ∈ Lpσ,τ (Ω) and then there exists a unique v ∈ D(Ap)
such that
Apv = A
w
1/2u
since Ap is onto. Thus it follows from (5.9) that for any ϕ ∈W 1,p
′
σ,τ (Ω),
〈ϕ, Apv〉(
Xw
1/2
)′
×Xw
1/2
= 〈ϕ, AN,wu〉(
Xw
1/2
)′
×Xw
1/2
This in turn implies by (5.10) and (5.11) that
〈ϕ, AN,wu〉(
Xw
1/2
)′
×Xw
1/2
= 〈ϕ, AN,wv〉(
Xw
1/2
)′
×Xw
1/2
.
Hence, v = u by injectivity of AN,w. Similarly, if v ∈ D(Ap) is given, then there exists a
unique u ∈ D(Aw1/2) such that Aw1/2u = Apv since Apv ∈ Lpσ,τ (Ω) and Aw1/2 is onto. By the
same argument as above, we obtain u = v showing that D(Ap) = D(A
w
1/2) and Ap = A
w
1/2.
Thus finally we get that,
∀s ∈ R, ‖Aisp ‖L(Lpσ,τ (Ω)) ≤Me|s|θA .

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5.2 Fractional powers
The above result allows us to study the domains of Aβp , β ∈ R. It can be shown that
D(Aβp,α) is a Banach space with the graph norm which is equivalent to the norm ‖Aβp,α ·‖Lp(Ω),
since Ap,α has bounded inverse. Note that for any β ∈ R, the map u→ ‖Aβp,αu‖Lp(Ω) defines
a norm on D(Aβp,α) due to the injectivity of A
β
p,α.
Theorem 5.2. For all p ∈ (1,∞), D(A1/2p,α) =W 1,pσ,τ (Ω) with equivalent norms.
Proof. Since the pure imaginary power of Ap,α is bounded and satisfies estimate (5.1), using
the result [42, Theorem 1.15.3], we get that
D(A1/2p,α) = [L
p
σ,τ (Ω),D(Ap,α)] 1
2
. (5.12)
Then it is enough to show that
[Lpσ,τ (Ω),D(Ap,α)] 1
2
=W1,pσ,τ (Ω)
with equivalent norms, which is already proved in (5.4). 
Remark 5.3. If Ω is not obtained by rotation around an axis i.e. if Ω is not axisymmetric,
the norms ‖u‖W 1,p(Ω) and ‖Du‖Lp(Ω) are equivalent for u ∈ W 1,p(Ω) with u · n = 0 on
Γ, as shown in [6, Proposition 3.7]. As a result we have the following equivalence for all
u ∈ D(A1/2p,α):
‖Du‖Lp(Ω) ≃ ‖A1/2p,αu‖Lp(Ω).
Our next result is an embedding theorem of Sobolev type for domains of fractional pow-
ers which will be applied to deduce the so-called Lp − Lq estimates for the solution of the
evolutionary Stokes equation.
Theorem 5.4. For all 1 < p < ∞ and for all β ∈ R such that 0 < β < 32p , the following
embedding holds :
D(Aβp,α) →֒ Lq(Ω) where
1
q
=
1
p
− 2β
3
.
Proof. First observe that for 0 ≤ θ ≤ 1, by the result [42, Theorem 1.15.3] and the estimate
(5.1), we can write
D(Aθp,α) = [L
p
σ,τ (Ω),D(λI +Ap,α)]θ →֒ [Lp(Ω),W 2,p(Ω)]θ →֒W 2θ,p(Ω) →֒ Lq(Ω) (5.13)
where
1
q
=
1
p
− 2θ
3
when p <
3
2θ
.
Now let β = θ + k where 0 ≤ θ < 1 and k ∈ N ∪ {0}. Consider m large so that D(Amp,α) ⊂
D(Aβq,α) where
1
q =
1
p− 2β3 . Also, by the definition of q, it is obvious that D(Aβq,α) ⊂ D(Aβp,α).
If we set
1
q0
=
1
p
− 2θ
3
and
1
qj
=
1
q0
− 2j
θ
for 0 ≤ j ≤ k,
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then we have 1qj =
1
qj−1
− 23 for 1 ≤ j ≤ k and qk = q. Moreover, qj−1 < 32 for 1 ≤ j ≤ k by
assumptions on p and β. Hence as the consequence of the embedding (5.13), we get that
D(Aθp,α) →֒ Lq0(Ω)
and
D(Aqj−1,α) →֒ Lqj(Ω) for 1 ≤ j ≤ k.
Thus it follows that for all u ∈ D(Amp ),
‖u‖Lq(Ω) ≤ C‖Aqk−1,αu‖Lqk−1 (Ω) ≤ ... ≤ C‖Akq0,αu‖Lq0 (Ω) ≤ C‖Aβp,αu‖Lp(Ω).
By density of D(Amp,α) in D(A
β
p,α), we get the final result. 
6 The homogeneous Stokes problem
In this section, with the help of the semigroup theory, we solve the homogeneous time
dependent Stokes problem:

∂u
∂t
−∆u+∇π = 0, div u = 0 in Ω× (0, T ),
u · n = 0, 2[(Du)n]τ + αuτ = 0 on Γ× (0, T ),
u(0) = u0 in Ω
(6.1)
for which the analyticity of the semigroups, considered before give a unique solution satisfying
the usual regularity.
6.1 Strong solution
We start with the strong solution of the problem (6.1).
Theorem 6.1. Let p ∈ (1,∞) and α be as in (3.5). Then for u0 ∈ Lpσ,τ (Ω), the problem
(6.1) has a unique solution u(t) satisfying
u ∈ C([0,∞),Lpσ,τ (Ω)) ∩ C((0,∞),D(Ap,α)) ∩ C1((0,∞),Lpσ,τ (Ω)) (6.2)
and
u ∈ Ck((0,∞),D(Alp,α)) ∀ k ∈ N, ∀ l ∈ N\{0}. (6.3)
Also we have the estimates, for some constant C > 0 independent of α,
‖u(t)‖Lp(Ω) ≤ C‖u0‖Lp(Ω) (6.4)
and ∥∥∥∥∂u(t)∂t
∥∥∥∥
Lp(Ω)
≤ C
t
‖u0‖Lp(Ω). (6.5)
Moreover, if α is a constant and either (i) Ω is not axisymmetric or (ii) Ω is axisymmetric
and α ≥ α∗ > 0, then
‖Du(t)‖Lp(Ω) ≤
C√
t
‖u0‖Lp(Ω) (6.6)
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‖u(t)‖W 2,p(Ω) ≤
C
t
‖u0‖Lp(Ω) (6.7)
and
‖∇π‖Lp(Ω) ≤
C
t
‖u0‖Lp(Ω). (6.8)
Proof. Since −Ap,α generates an analytic semigroup for every u0 ∈ Lpσ,τ (Ω), the initial value
problem (6.1) has a unique solution u(t) = T (t)u0, by [36, Corollary 1.5, Chapter 4, page
104]. Also, from [36, Theorem 7.7, Chapter 1, Page 30], we get that
‖T (t)‖ ≤ C for some constant C > 0, independent of α.
As a result, we obtain the estimate (6.4). Also, with the help of [36, point (d), Theorem 5.2,
Chapter 2], we get the estimate (6.5). To prove the estimate (6.6), we need to proceed as in
the proof of (3.31), hence we skip it. The estimate (6.7) follows from (6.5) and using the fact
that ‖v‖W 2,p(Ω) ≃ ‖Ap,αv‖Lp(Ω) for v ∈ D(Ap,α).
Further, using the usual regularity properties of semi group and by [36, Lemma 4.2,
chapter 2], we can deduce the regularity (6.2) and (6.3). The estimate on the pressure term
(6.8) can be deduced from the equation using (6.5) and (6.7). 
The estimates (6.4), (6.5) and (6.6) allow us to deduce the following regularity result.
Corollary 6.2. Let p ∈ (1,∞) and α be as in (3.5). Moreover, u0 ∈ Lpσ,τ (Ω), 0 < T <∞ and
(u, π) be the unique solution of problem (6.1) given by theorem 6.1. Then, for all 1 ≤ q < 2,
we have,
u ∈ Lq(0, T ;W 1,p(Ω)), π ∈ Lq(0, T ;Lp0(Ω)) and
∂u
∂t
∈ Lq(0, T ; [Hp′0 (div,Ω)]′).
Proof. Since we have the Korn inequality
‖u(t)‖W 1,p(Ω) ≤ ‖u(t)‖Lp(Ω) + ‖Du(t)‖Lp(Ω)
and u(t) satisfies the estimates (6.4) and (6.6), we get,
‖u(t)‖q
W 1,p(Ω)
≤ C(1 + t−q/2)‖u0‖Lp(Ω)
which implies u ∈ Lq(0, T ;W 1,p(Ω)) only for 1 ≤ q < 2 and for all 0 < T <∞.
Moreover, as the operator Bp,α : D(Bp,α) → [Hp
′
0 (div,Ω)]
′ is an isomorphism, we have
the equivalence of norm, for any v ∈ D(Bp,α), ‖Bp,αv‖[Hp′0 (div,Ω)]′ ≃ ‖v‖D(Bp,α) and here
Bp,αu =
∂u
∂t . Thus
∂u
∂t ∈ Lq(0, T ; [Hp
′
0 (div,Ω)]
′).
Finally from the equation ∇π = ∆u− ∂u∂t , the regularity of π follows. 
Theorem 6.3. Let α satisfy (3.5). Then for all p ≤ q < ∞ and u0 ∈ Lpσ,τ (Ω), there exists
δ > 0 such that the unique solution u(t) of the problem (6.1) belongs to Lq(Ω) and satisfies,
for all t > 0 :
‖u(t)‖Lq(Ω) ≤ C(Ω, p) e−δtt−3/2(1/p−1/q)‖u0‖Lp(Ω). (6.9)
Moreover, the following estimates also hold
‖Du(t)‖Lq(Ω) ≤ C(Ω, p) e−δtt−3/2(1/p−1/q)−1/2‖u0‖Lp(Ω), (6.10)
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∀ m,n ∈ N, ‖ ∂
m
∂tm
Anp,αu(t)‖Lq(Ω) ≤ C(Ω, p) e−δtt−(m+n)−3/2(1/p−1/q)‖u0‖Lp(Ω). (6.11)
Note that all the above constants C(Ω, p) are independent of α.
Proof. First observe that in the case of p = q, the estimates (6.9), (6.10) and (6.11) follow
from the classical semi group theory and the result that ‖T (t)‖ ≤Me−δt ([36, Theorem 6.13,
Chapter 2]).
Suppose that p 6= q. Let s ∈ R such that 32 (1p − 1q ) < s < 32p and set 1p0 = 1p − 2s3 . It
is clear that p < q < p0. Since for all t > 0 and for all l ∈ R+, u(t) ∈ D(Alp,α), thanks to
Theorem 5.4, u(t) ∈ D(Asp,α) →֒ Lp0(Ω). Now 1q = αp0 + 1−αp for α =
1/p−1/q
1/p−1/p0
∈ (0, 1). Thus
u(t) ∈ Lq(Ω) and
‖u(t)‖Lq(Ω) ≤ C‖u(t)‖αLp0 (Ω)‖u(t)‖1−αLp(Ω) ≤ C‖Asp,αT (t)u0‖αLp(Ω)‖T (t)u0‖1−αLp(Ω)
≤ C e−δtt−αs‖u0‖Lp(Ω)
where the last estimate follows from [36, Chapter 2, Theorem 6.13].
In order to prove (6.11) we first obtain from (6.2): ∂
m
∂tmA
n
p,αu(t) ∈ Lq(Ω) for any m,n ∈ N
and then
‖ ∂
m
∂tm
Anp,αu(t)‖Lq(Ω) = ‖A(m+n)p,α T (t)u0‖Lq(Ω) ≤ Ce−δtt−(m+n)−3/2(1/p−1/q)‖u0‖Lp(Ω).
To prove estimate (6.10), we first deduce from (6.11) for m = 1 and n = 0:
‖Ap,αu(t)‖Lq(Ω) ≤ Ce−δtt−1−
3
2
(
1
p
− 1
q
)
. (6.12)
Then, from Gagliardo Nirenberg’s inequality, we obtain
‖Du(t)‖Lq(Ω) ≤ C ‖u(t)‖W 1,q(Ω) ≤ C ‖u(t)‖1/2W 2,q(Ω)‖u(t)‖
1/2
Lq(Ω)
≤ C ‖u(t)‖1/2
D(Aq,α)
‖u(t)‖1/2
Lq(Ω) ≤ C ‖Aq,αu(t)‖
1/2
Lq(Ω)‖u(t)‖
1/2
Lq(Ω).
Thus (6.10) follows from (6.9) and (6.12). 
Proof of Theorem 1.2. This essentially follows from Theorem 6.1 and Theorem 6.3. 
6.2 Weak solution
The following result says that if the initial data is in [Hp
′
0 (div,Ω)]
′, we have the weak
solution for the homogeneous problem (6.1). Here, as in Theorem 6.1, we use the analyticity
of the semi group generated by the operator Bp,α and the fact that ‖T (t)‖ ≤Me−δt.
Theorem 6.4. Let 1 < p < ∞ and α ∈ Lt(p)(Γ) where t(p) defined in (3.1). Then, for all
u0 ∈ [Hp
′
0 (div,Ω)]
′, the problem (6.1) has a unique solution u(t) with the regularity
u ∈ C([0,∞), [Hp′0 (div,Ω)]′) ∩ C((0,∞),D(Bp,α)) ∩C1((0,∞), [Hp
′
0 (div,Ω)]
′)
and
u ∈ Ck((0,∞),D(Blp,α)) ∀ k ∈ N, ∀ l ∈ N\{0}.
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Also there exists constants C > 0, independent of α and δ > 0 such that for all t > 0,
‖u(t)‖
[Hp
′
0 (div,Ω)]
′
≤ Ce−δt‖u0‖[Hp′0 (div,Ω)]′
and ∥∥∥∥∂u(t)∂t
∥∥∥∥
[Hp
′
0 (div,Ω)]
′
≤ C e
−δt
t
‖u0‖[Hp′0 (div,Ω)]′ .
Moreover, if (i) either Ω is not axisymmetric or (ii) Ω is axisymmetric and α ≥ α∗ > 0, then
‖u‖W 1,p(Ω) ≤ C
e−δt
t
‖u0‖[Hp′0 (div,Ω)]′
and
‖∇π‖
[Hp
′
0 (div,Ω)]
′
≤ C e
−δt
t
‖u0‖[Hp′0 (div,Ω)]′ .
In the same way as we deduced in Corollary 6.2, we can have the following regularity
result from Theorem 6.4.
Corollary 6.5. Let p ∈ (1,∞) and α ∈ Lt(p)(Γ) where t(p) defined in (3.1). Moreover,
suppose u0 ∈ [Hp
′
0 (div,Ω)]
′, 0 < T < ∞ and (u, π) be the unique solution of problem (6.1)
given by theorem 6.4. Then, for all 1 ≤ q < 2, we have
u ∈ Lq(0, T ;Lp(Ω)).
Proof. We know the interpolation inequality
‖u(t)‖Lp(Ω) ≤ ‖u(t)‖1/2W 1,p(Ω)‖u(t)‖
1/2
W−1,p(Ω)
.
Now using the estimates in Theorem 6.4 and the fact that [Hp
′
0 (div,Ω)]
′ →֒W−1,p(Ω) in the
above inequality, we get the result. 
7 The non-homogeneous Stokes problem
Here we discuss the non-homogeneous Stokes problem:

∂u
∂t
−∆u+∇π = f , div u = 0 in Ω× (0, T ),
u · n = 0, 2[(Du)n]τ + αuτ = 0 on Γ× (0, T ),
u(0) = u0 in Ω.
(7.1)
It is known that if −A generates a bounded analytic semigroup on a Banach space X, then
we can construct a strong solution of
u′ +Au = f for a.e. t ∈ (0, T ), u(0) = a (7.2)
if f is Ho¨lder continuous in time with values in X. But the analyticity of e−tA is not sufficient
to deduce the existence of solutions of (7.2) for general f ∈ Lp(0, T ;X) unless X is a Hilbert
space. Therefore, we use the result on abstract Cauchy problem by Giga and Sohr [22,
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Theorem 2.3] which used the notion of ζ-convexity. For completeness, we recall the definition
of ζ-convexity (see [11], also refer to [38]):
A Banach space X is said to be ζ-convex if there exists a symmetric biconvex function ζ
on X ×X such that ζ(0, 0) > 0 and
ζ(x, y) ≤ ‖x+ y‖ if ‖x‖ ≤ 1 ≤ ‖y‖.
The concept of ζ-convexity is stronger than that of reflexivity. For application purpose, it
is important to recall [22] that X is ζ-convex iff for some 1 < s < ∞, the truncated Hilbert
transform
(Hεf)(t) =
1
π
∫
|τ |>ε
f(t− τ)
τ
dτ, f ∈ Ls(R,X)
converges as ε → 0 for almost all t ∈ R and there is a constant C = C(s, x) independent of
f such that
‖Hf‖Ls(R,X) ≤ C‖f‖Ls(R,X)
where (Hf)(t) = lim
ε→0
(Hεf)(t).
The result in [22, Theorem 2.3] is useful in two senses : (i) it can be used even when A
does not have a bounded inverse (though in our case, both Ap and Bp have bounded inverse)
and (ii) the constant in the estimate is independent of time T , hence gives global in time
results.
Here we introduce the notation for the space, for any 1 < p, q <∞,
D
1
q
,p
A =
{
v ∈ X : ‖v‖
D
1
q ,p
A
= ‖v‖X +
(∫ ∞
0
‖t1− 1qAe−tAv‖pX
dt
t
)1/p
<∞
}
which actually agrees with the real interpolation space (D(A),X)1−1/q,p when e−tA is an
analytic semigroup. First we deduce the strong solution of the Stokes system (7.1) and
obtain Lp − Lq estimates.
Proof of Theorem 1.3. Since Lpσ,τ (Ω) is ζ-convex [22, page 81] and Ap,α satisfies the es-
timate (5.1), all the assumptions of [22, Theorem 2.3] are fulfilled with A = Ap,α and
X = Lpσ,τ (Ω). As a result, the regularity of u and
∂u
∂t follow. The regularity of π comes
from the fact that
∇π = f − ∂u
∂t
+∆u. (7.3)
Also we get the estimate
∫ T
0
∥∥∥∥∂u∂t
∥∥∥∥
q
Lp(Ω)
dt+
∫ T
0
‖Ap,αu‖qLp(Ω)dt ≤ C

∫ T
0
‖f(t)‖q
Lp(Ω)dt+ ‖u0‖q
D
1− 1q ,q
Ap,α


which yields (1.7) using the fact that Ap,αu = −∆u+∇π. 
In the same way, using A = Bp,α and X = [Hp
′
0 (div,Ω)]
′
σ,τ in [22, Theorem 2.3], since
[Hp
′
0 (div,Ω)]
′
σ,τ is ζ-convex [3, Proposition 2.16] and Bp,α satisfies the estimate on the pure
imaginary power (5.2), we get the weak solution of the problem (7.1) with corresponding
estimates as follows:
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Theorem 7.1. Let 0 < T ≤ ∞, 1 < p, q <∞ and α ∈ Lt(p)(Γ) where t(p) be defined in (3.1).
Then for every f ∈ Lq(0, T ; [Hp′0 (div,Ω)]′σ,τ ) and u0 ∈ D
1− 1
q
,q
Bp,α
there exists a unique solution
(u, π) of (7.1) satisfying the properties :
u ∈ Lq(0, T0;W 1,p(Ω)) for all T0 ≤ T if T <∞ and T0 <∞ if T =∞,
π ∈ Lq(0, T ;Lp0(Ω)),
∂u
∂t
∈ Lq(0, T, [Hp′0 (div,Ω)]′σ,τ ),
∫ T
0
∥∥∥∥∂u∂t
∥∥∥∥
q
[Hp
′
0 (div,Ω)]
′
dt+
∫ T
0
‖u‖q
W 1,p(Ω)
dt+
∫ T
0
‖π‖qLp(Ω)/Rdt
≤ C

∫ T
0
‖f‖q
[Hp
′
0 (div,Ω)]
′
dt+ ‖u0‖q
D
1− 1q ,q
Bp,α

 .
8 Nonlinear problem
In this section, we consider the initial value problem for the Navier-Stokes system with
Navier boundary condition :

∂u
∂t
−∆u+ (u · ∇)u+∇π = 0, div u = 0 in Ω× (0, T ),
u · n = 0, 2[(Du)n]τ + αuτ = 0 on Γ× (0, T ),
u(0) = u0 in Ω.
(8.1)
The semi group theory formulated in Section 3, 4 and 5 for the Stokes operator provides us
the necessary properties with which we can obtain some existence, uniqueness and regularity
result for the non-linear problem as well. Here we want to employ the results of [20] for the
abstract semi linear parabolic equation of the form
ut +Au = Fu, u(0) = a (8.2)
where Fu represents the nonlinear part and A is an elliptic operator. This abstract theory
gives the existence of a local solution u(t) for certain class of Fu. The solution can be
extended globally also, provided norm of the initial data is sufficiently small. Moreover, this
solution belongs to Lq(0, T ;Lp) with suitably chosen p, q. Since, u ∈ Lq(0, T ;Lp) is equivalent
of saying ‖u(t)‖Lp(Ω) ∈ Lq(0, T ), this gives the asymptotic behaviour of ‖u(t)‖Lp(Ω) as t→ 0
and t→∞.
To apply [20, Theorem 1 and Theorem 2], we need to verify the hypothesis therein, which
we state below for convenience:
For a closed subspace Ep of Lp(Ω), let P : Lp(Ω) → Ep be a continuous projection for
p ∈ (1,∞) such that the restriction of P on Cc(Ω), the space of continuous functions with
compact support, is independent of p and Cc(Ω)∩Ep be dense in Ep. Let e−tA be a strongly
continuous operator on Ep for all p ∈ (1,∞). Also, there exists constants n,m ≥ 1 such that
for a fixed T ∈ (0,∞), the estimate
(A) ‖e−tAf‖Lp(Ω) ≤M‖f‖Ls(Ω)/tσ, f ∈ Es, t ∈ (0, T )
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holds with σ = (1s − 1p) nm for p ≥ s > 1 and constant M depending only on p, s, T .
Moreover, let Fu be written as
Fu = LGu
where L is a closed, linear operator, densely defined from Lp(Ω) to Eq for some q > 1 such
that for some γ, 0 ≤ γ < m, the estimate
(N1) ‖e−tALf‖Lp(Ω) ≤ N1‖f‖Lp(Ω)/tγ/m, f ∈ Ep, t ∈ (0, T )
holds with N1 depending only on T and p, for all p ∈ (1,∞) and G is a nonlinear mapping
from Ep to Lh(Ω) such that for some β > 0, the estimate
(N2) ‖Gv −Gw‖Lh(Ω) ≤ N2‖v − w‖Lp(Ω)
(
‖v‖βLp(Ω) + ‖w‖βLp(Ω)
)
, G(0) = 0
holds with 1 ≤ h = p/(1 + β) and N2 depending only on p, for all p ∈ (1,∞).
With these assumptions, the next Theorem follows directly from [20, Theorem 1 and
Theorem 2].
Theorem 8.1. For u0 ∈ Lrσ,τ (Ω) and α ∈W 1−
1
r
,r(Γ), r ≥ 3, α ≥ 0, there exists T0 > 0 and
a unique solution u(t) of (8.1) on [0, T0) such that
(8.3) u ∈ C([0, T0);Lrσ,τ (Ω)) ∩ Lq(0, T0;Lpσ,τ (Ω))
t1/qu ∈ C([0, T0);Lpσ,τ (Ω)) and t1/q‖u‖Lp(Ω) → 0 as t→ 0
with 2q =
3
r − 3p , p, q > r. Moreover, there exists a constant ε > 0 such that if ‖u0‖Lr(Ω) < ε,
then T0 can be taken as infinity for r = 3.
Let (0, T⋆) be the maximal interval such that u solves (8.1) in C((0, T⋆);L
r
σ,τ (Ω)), r > 3.
Then
‖u(t)‖Lr(Ω) ≥ C(T⋆ − t)(3−r)/2r
where C is independent of T⋆ and t.
Proof. As our Stokes operator has all the same properties and estimates satisfied by the
Stokes operator with Dirichlet boundary condition, we are exactly in the same set up as in
[20] and hence the proof goes similar to that. However, we briefly review it for completeness.
Let Ep be Lpσ,τ (Ω) and P : L
p(Ω) → Lpσ,τ (Ω) be the Helmholtz projection, defined in
(3.4). It is trivial to see that P is independent of p ∈ (1,∞) on Cc(Ω) and Cc(Ω) ∩Lpσ,τ (Ω)
is dense in Lpσ,τ (Ω). The Stokes operator Ap,α on L
p
σ,τ (Ω) is defined in (3.6)-(3.7) with dense
domain and −Ap,α generates bounded analytic semigroup on Lpσ,τ (Ω) for all p ∈ (1,∞) also
(cf. Theorem 3.13). Applying P on both sides of the Navier-Stokes system (8.1) gives
ut +Ap,αu = −P (u · ∇)u, u(0) = u0
which is obviously in the form (8.2) with Fu = −P (u · ∇)u.
We now need to verify the assumptions (A), (N1) and (N2). Since −Ap,α generates a
bounded analytic semigroup with bounded inverse, we have (cf. [36, Chapter 2, Theorem
6.13])
∀f ∈ Lsσ,τ (Ω), ‖Aσs,αe−tAs,αf‖Ls(Ω) ≤M‖f‖Ls(Ω)/tσ.
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AsD(Aσs,α) is continuously embedded inW
2σ,s(Ω), this together with the Sobolev embedding
theorem yields (A) with m = 2, n = 3.
Next we want to write the nonlinear term Fu. Since div u = 0, we have (u · ∇)ui =∑3
j=1∇j(ujui). If we define g : R3 → R9 by
(g(x))ij = −xixj
and G : Lpσ,τ (Ω)→ (Lp(Ω))9 by
Gu(x) = g(u(x))
and L : (Lp(Ω))9 → Lqσ,τ (Ω) by
Lgij =
3∑
j=1
P∇jgij
which is a linear operator, it implies Fu = LGu. Also it is easy to see from Ho¨lder inequality
that
|g(y)− g(z)| ≤ N2|y − z|(|y|+ |z|), g(0) = 0
which gives in turn (N2) with β = 1.
Finally
‖e−tAp,αLf‖Lp(Ω) = ‖A1/2p,αe−tApA−1/2p,α Lf‖Lp(Ω) ≤
C
t1/2
‖A−1/2p,α Lf‖Lp(Ω)
and since A
−1/2
p,α L is bounded in Lp(Ω) (cf. [21, Lemma 2.1]), the assumption (N1) is verified
for γ = 1. This completes the proof. 
Next we show that the solution of (8.1) given in the above Theorem in the integral form
is actually regular enough and satisfies (8.1).
Theorem 8.2. Let u0 ∈ Lrσ,τ (Ω), r ≥ 3 and u(t) be the unique solution of (8.1) given by
Theorem 8.1. Then
u ∈ C((0, T∗],D(Ap,α)) ∩C1((0, T∗];Lrσ,τ (Ω))
Proof. As in the previous Theorem, the proof follows exactly the same way as in the case of the
Dirichlet boundary condition in [21]. Since the Stokes operator with Navier boundary condi-
tion, defined in (3.6)-(3.7), have all the same properties as for the Stokes operator with Dirich-
let boundary condition, [21, Theorem 2.5] gives (with f = 0) that u ∈ C((0, T∗],D(Ap,α)).
And u ∈ C1((0, T∗];Lrσ,τ (Ω)) follows from [15, Lemma 2.14] (with f = 0). 
Next we show that regular solutions satisfy energy inequality provided the initial condition
is in L2σ,τ (Ω).
Proposition 8.3. Let u be the regular solution of (8.1) on (0, T0)(T0 <∞) satisfying (8.3).
Suppose u0 ∈ L2σ,τ (Ω). Then
u ∈ L∞(0, T0;L2σ,τ (Ω)) ∩ L2(0, T0;H1(Ω))
and satisfies the energy equality
1
2
∫
Ω
|u(t)|2 + 2
t∫
0
∫
Ω
|Du|2 +
t∫
0
∫
Γ
α|uτ |2 = 1
2
∫
Ω
|u0|2.
Proof. The proof follows the same reasoning as in [20, Proposition 1, Section 5]. 
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9 The limit as α→∞
Let us denote now uα the solutions of the unsteady Stokes or Navier-Stokes equation with
NBC for a given slip coefficient α ≥ 0 and a fixed initial data u0. A very formal argument
suggests that when α → ∞, we may expect that uα → u∞ in some sense, where u∞ is
the solution of the same equation, with the same initial data, but with Dirichlet boundary
condition. The existence of solutions u∞ for such a problem, for a suitable set of initial data
has been proved for example in [41, Theorem 1.1, Chapter III] for the Stokes equation and
[41, Theorem 3.1, Chapter III] for the Navier Stokes equation.
This question has already been considered in [25] for Ω a two dimensional domain and
1
α ∈ L∞(Γ). The author proves in Theorem 9.2 that when ‖ 1α‖L∞(Γ) → 0 and u0 ∈H3(Ω) ∩
H10 (Ω)∩L2σ,τ (Ω), the solution of problem (1.1)-(1.5) converges to the solution of the Navier-
Stokes problem with Dirichlet boundary condition in L∞(0, T ;L2(Ω)) ∩ L2(0, T ; H˙1(Ω)) ∩
L2(0, T ;L2(Γ)) ([25, Theorem 9.2]).
Our results on this problem are based on the uniform estimates of the solutions with
NBC with respect to the parameter α proved in the previous Sections. Then, we may only
consider the case where the function α is a non negative constant. But, on the other hand,
our convergence result in the Hilbert case, with the same rate of convergence as in [25] only
needs the initial data to satisfy u0 ∈ L2σ,τ (Ω) and we also obtain convergence results for the
non Hilbert cases.
In the first two results of this Section, we prove that when α is a constant and the initial
data is such that u0 ∈ D(Ap,α) for all α sufficiently large, the solutions of the Stokes equation
with Navier boundary conditions (6.1) converge in the energy space to the solutions of the
Stokes equation with Dirichlet boundary condition obtained in [19]. Moreover, we also obtain
estimates on the rates of convergence.
Theorem 9.1. Let u0 ∈ L2σ,τ (Ω), α be a constant and Tα(t) : Lpσ,τ (Ω) → Lpσ,τ (Ω) the
semigroup generated by the Stokes operator Ap,α, defined in (3.2)-(3.3). Then for any T <∞,
(9.1) Tα(t)u0 → T∞(t)u0 in L2(0, T ;H1(Ω)) as α→∞
where T∞(t) is the semigroup generated by the Stokes operator with Dirichlet boundary con-
dition [19]. Also we have
(9.2)
T∫
0
∫
Γ
|Tα(t)u0 − T∞(t)u0|2 ≤ C
α
.
Moreover, if u0 ∈H10 (Ω) with div u0 = 0 in Ω, we further obtain
(9.3)
T∫
0
∫
Ω
|D(Tα(t)u0 − T∞(t)u0)|2 +
T∫
0
∫
Γ
|Tα(t)u0 − T∞(t)u0|2 ≤ C
α
.
Proof. Let us denote uα := Tα(t)u0. Then uα is the solution of the Stokes problem with
Navier boundary condition (6.1), given by Theorem 6.1 where πα is the associated pressure.
So uα satisfies the following energy equality
1
2
∫
Ω
|uα(T )|2 + 2
T∫
0
∫
Ω
|Duα|2 + α
T∫
0
∫
Γ
|uατ |2 = 1
2
∫
Ω
|u0|2
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which shows that as α→∞,
Duα is bounded in L
2(0, T ;L2(Ω))
and
uατ is bounded in L
2(0, T ;L2(Γ)).
Therefore, uα is bounded in L
2(0, T ;H1(Ω)). Hence πα is also bounded in L
2(0, T ;L2(Ω))
since ‖B2v‖[H20 (div,Ω)]′ ≃ ‖v‖H1(Ω) for all v ∈ D(B2). This deduces that
∂uα
∂t is as well
bounded in L2(0, T ;H−1(Ω)). So there exists (u∞, π∞) ∈ L2(0, T ;H1(Ω))×L2(0, T ;L2(Ω))
with ∂u∞∂t ∈ L2(0, T ;H−1(Ω)) such that up to a subsequence,
(uα, πα)⇀ (u∞, π∞) weakly in L
2(0, T ;H1(Ω))× L2(0, T ;L2(Ω)) as α→∞
and
∂uα
∂t
⇀
∂u∞
∂t
weakly in L2(0, T ;H−1(Ω)).
Also, by Aubin-Lions Lemma, we have
uα → u∞ in L2(0, T ;L6−ε(Ω)) for any ε > 0.
Next we claim that (u∞, π∞) satisfies the following Dirichlet problem
(9.4)


∂u∞
∂t
−∆u∞ +∇π∞ = 0, div u∞ = 0 in Ω× (0, T )
u∞ = 0 on Γ× (0, T )
u∞(0) = u0 in Ω.
Indeed, for any v ∈ C1([0, T ];H10,σ(Ω)) where we denote H10,σ(Ω) = H10 (Ω) ∩ L2σ,τ (Ω), the
weak formulation satisfied by (uα, πα) is,
(9.5)
T∫
0
〈
∂uα
∂t
,v
〉
H−1(Ω)×H10 (Ω)
+ 2
T∫
0
∫
Ω
Duα : Dv = 0.
Then passing limit as α→∞, we obtain
(9.6)
T∫
0
〈
∂u∞
∂t
,v
〉
H−1(Ω)×H10 (Ω)
+ 2
T∫
0
∫
Ω
Du∞ : Dv = 0.
Hence, 〈
∂uα
∂t
,v
〉
H−1(Ω)×H10 (Ω)
+ 2
∫
Ω
Du∞ : Dv = 0
for any v ∈H10,σ(Ω) and a.e. 0 ≤ t ≤ T . Also we have, u∞ ∈ C([0, T ];L2(Ω)).
In order to show that u∞(0) = u0, we can write from (9.5), for any v ∈ C1([0, T ];H10,σ(Ω))
with v(T ) = 0,
−
T∫
0
∫
Ω
uα · ∂v
∂t
+ 2
T∫
0
∫
Ω
Duα : Dv =
∫
Ω
u0 · v(0)
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and similarly from (9.6),
−
T∫
0
∫
Ω
u∞ · ∂v
∂t
+ 2
T∫
0
∫
Ω
Du∞ : Dv =
∫
Ω
u∞(0) · v(0).
As v(0) is arbitrary, we thus conclude that u∞(0) = u0.
ii) It remains to prove the strong convergence of (uα, πα) to (u∞, π∞). Note that
(vα, pα) := (uα − u∞, πα − π∞) satisfies the following problem
(9.7)


∂vα
∂t
−∆vα +∇pα = 0, div vα = 0 in Ω× (0, T )
vα · n = 0, 2[(Dvα)n]τ + αvατ = −2[(Du∞)n]τ on Γ× (0, T )
vα(0) = 0 in Ω.
Multiplying the above system by vα, we obtain the following energy estimate
(9.8)
1
2
∫
Ω
|vα(t)|2 + 2
T∫
0
∫
Ω
|Dvα|2 +
T∫
0
∫
Γ
α|vατ |2 = 2
T∫
0
〈[(Du∞)n]τ ,vατ 〉Γ
which shows that vα → 0 in L2(0, T ;L2(Γ)) as α → ∞ and thus (9.2) follows. Also since
vατ ⇀ 0 weakly in L
2(0, T ;H
1
2 (Γ)) and [(Du∞)n]τ ∈ L2(0, T ;H− 12 (Γ)), the right hand side
in the above relation goes to 0 as α→∞. So Dvα → 0 in L2(0, T ;L2(Ω)). This proves (9.1).
iii) If we assume u0 ∈H10 (Ω)∩L2σ,τ (Ω), then u∞ ∈ L2(0, T ;H2(Ω)) (cf. [41, Proposition
1.2, Chapter III]) and thus the energy equality (9.8) can be estimated as
T∫
0
∫
Ω
|Dvα|2 ≤
T∫
0
∫
Γ
[(Du∞)n]τ · vατ ≤ ‖u∞‖L2(0,T ;H2(Ω))‖vα‖L2(0,T ;L2(Γ)).
This along with the estimate (9.2) gives (9.3). 
In order to prove the convergence result for any p ∈ (1,∞), we need to use some com-
pactness argument. But due to unavailability of the energy estimate for general p 6= 2, some
more regularity of the solution of (6.1), hence more regular initial data is required.
Theorem 9.2. Let p ∈ (1,∞), Tα(t), T∞(t) be defined as in Theorem 9.1 and u0 ∈W 2,p0 (Ω)∩
L
p
σ,τ (Ω). Then for any T <∞, as α→∞,
(9.9) Tα(t)u0 → T∞(t)u0 in C([0, T ];D(A1/2p,α ))
and
(9.10) Tα(t)u0 → T∞(t)u0 in Ck(0, T ;D(Alp,α)) ∀k ∈ N, ∀l ∈ N \ {0}.
Also if we assume u0 ∈ D(A2p,α), then the following convergence rate can be obtained, for any
1 < q <∞,
‖ ∂
∂t
(Tα(t)u0 − T∞(t)u0) ‖Lq(0,T ;Lp(Ω)) + ‖Tα(t)u0 − T∞(t)u0‖Lq(0,T ;W 2,p(Ω)) ≤
C
α
.
36
Proof. First we claim the following set theoretic equality
W
2,p
0 (Ω) ∩Lpσ,τ (Ω) = ∩α≥1D(Ap,α).
Indeed, it is obvious to see that
∩
α≥1
D(Ap,α) = {u ∈W 2,p(Ω) ∩W 1,p0 (Ω) ∩Lpσ,τ (Ω) : [(Du)n]τ = 0 on Γ}.
Let us denote the set on the right hand side of the above relation by E. It is then enough
to show E ⊆W 2,p0 (Ω) ∩Lpσ,τ (Ω). To simplify, assuming Ω = R3+, we get that if u = 0 on Γ,
then [(Du)n]τ = 0 iff (
∂u1
∂x3
, ∂u2∂x3 , 0) = 0. Taking into account the fact that div u = 0 in Ω,
this implies ∂u∂n = 0 on Γ. Hence the claim.
i) Since u0 ∈ D(Ap,α) for every α large enough,
uα ∈ C([0, T ];W 2,pσ,τ (Ω)) ∩C1([0, T ];Lpσ,τ (Ω)) is bounded as α→∞.
So by Aubin-Lions compactness result, there exists u∞ ∈ C[0, T ;W 1,pσ,τ (Ω)) such that up to
a subsequence,
uα → u∞ in C([0, T ];W 1,pσ,τ (Ω)).
Also by De Rham’s theorem, there exists π∞ ∈ C([0, T ];Lp(Ω)) such that πα → π∞ in
C([0, T ];Lp(Ω)). In fact, as uα ∈ Ck(0, T ;D(Alp)) is bounded uniformly for any k ∈ N and
l ∈ N\{0}, we get that u∞ ∈ Ck(0, T ;D(Alp)). We now claim that (u∞, π∞) satisfies the
Stokes equation with Dirichlet boundary condition. Indeed if we write the system (6.1) as
(9.11)


∂uα
∂t
−∆uα +∇πα = 0, div uα = 0 in Ω× (0, T )
uα · n = 0, uατ = − 2
α
[(Duα)n]τ on Γ× (0, T )
uα(0) = u0 in Ω
passing the limit α → ∞, we obtain that u∞ satisfies the system (9.4) which is given by
T∞(t)u0, with associated pressure π∞. Note that we use uα is continuous up to t = 0 to
show that u∞ satisfies the initial data. Thus, by the hypothesis on u0, the convergence result
(9.9) and (9.10) follow.
ii) Next to deduce the rate of convergence, consider the difference between the systems
(9.11) and (9.4). The system satisfies by (vα, pα) := (uα − u∞, πα − π∞) is
(9.12)


∂vα
∂t
−∆vα +∇pα = 0, div vα = 0 in Ω× (0, T )
vα · n = 0, vατ = − 2
α
[(Duα)n]τ on Γ× (0, T )
uα(0) = 0 in Ω.
We then reduce the system (9.12) to a problem with homogeneous boundary data to apply
the known estimates for Stokes problem for example, [22, Theorem 2.8]. For any α > 0 and
t ≥ 0, let (wα(t), zα(t)) satisfies the system
−∆wα(t) +∇zα(t) = 0, div wα(t) = 0, wα(t)|Γ = uα|Γ(t).
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Since we have assumed u0 ∈ D(A2p,α), we get the improved regularity [26, Theorem 4.4.7,
Chapter 4] uα ∈ C1([0,∞);W 2,pσ,τ (Ω)) which gives ∂uα∂t |Γ(t) ∈ W 2−
1
p
,p(Ω) for all t ≥ 0 .
Thus the regularity result for Stationary Stokes system with Dirichlet boundary condition
[12] yields that ∂∂twα(t) ∈W 2,p(Ω) for all t ≥ 0. We also obtain the estimate
(9.13) ‖wα‖C1([0,T ];W 2,p(Ω)) ≤ C‖uα‖
C1([0,T ];W
2− 1p ,p(Γ))
≤ C
α
‖[(Duα)n]τ ‖
C1([0,T ];W
2− 1p ,p(Γ))
.
Note that the above continuity constant C is independent of α. Then the substitution
Vα := vα −wα reduces the system (9.12) to,
(9.14)


∂Vα
∂t
−∆Vα +∇pα = −∂wα
∂t
, div Vα = 0 in Ω× (0, T )
Vα = 0 on Γ× (0, T )
Vα(0) = −wα(0) in Ω.
Hence the maximal regularity result [22, Theorem 2.8] leads us to,
Vα ∈ Lq(0, T ;W 2,p0 (Ω)) with
∂Vα
∂t
∈ Lq(0, T ;Lpσ(Ω)) for any 1 < q <∞
and the estimate
T∫
0
∥∥∥∥∂Vα∂t
∥∥∥∥
q
Lp(Ω)
+
T∫
0
‖ −∆Vα +∇pα‖qLp(Ω) ≤ C

 T∫
0
‖∂wα
∂t
‖q
L
p
σ(Ω)
+ ‖wα(0)‖W 2,p(Ω)


with C = C(Ω, p, q) > 0 independent of α. Therefore, together with (9.13), we obtain
T∫
0
∥∥∥∥∂vα∂t
∥∥∥∥
q
Lp(Ω)
+
T∫
0
‖ −∆vα +∇pα‖qLp(Ω) ≤
C
α
since ‖[(Duα)n]τ ‖
C1([0,T ];W
2− 1p ,p(Γ))
is bounded for all α large. This concludes the proof. 
We prove now our two results on the convergence as α→∞ of the solutions to the Navier
Stokes equation and begin with the case where u0 belongs to an L
2-type space.
Proof of Theorem 1.4. We proceed as in the linear case.
i) From Proposition 8.3 we can see that as α→∞,
Duα is bounded in L
2(0, T ;L2(Ω))
and
uατ is bounded in L
2(0, T ;L2(Γ)).
Therefore, uα is bounded in L
2(0, T ;H1(Ω)). And since ‖B2,αv‖[H20 (div,Ω)]′ ≃ ‖v‖H1(Ω) for
any v ∈ D(B2,α), πα is as well bounded in L2(0, T ;L2(Ω)). This implies ∂uα∂t is also bounded
in L2(0, T ;H−1(Ω)). Hence, there exists (u∞, π∞) ∈ L2(0, T ;H1(Ω))×L2(0, T ;L2(Ω)) with
∂u∞
∂t ∈ L2(0, T ;H−1(Ω)) such that up to a subsequence,
(uα, πα)⇀ (u∞, π∞) weakly in L
2(0, T ;H1(Ω))× L2(0, T ;L2(Ω)) as α→∞
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and
∂uα
∂t
⇀
∂u∞
∂t
weakly in L2(0, T ;H−1(Ω)).
Also, by Aubin-Lions Lemma,
uα → u∞ in L2(0, T ;L6−ε(Ω)) for any ε > 0.
Next we show that (u∞, π∞) satisfies the Dirichlet problem (1.8). Indeed, for any v ∈
C1([0, T ];H10,σ(Ω)), the weak formulation of the problem (8.1) is,
(9.15)
T∫
0
〈
∂uα
∂t
,v
〉
H−1(Ω)×H10 (Ω)
+ 2
T∫
0
∫
Ω
Duα : Dv +
T∫
0
∫
Ω
(uα · ∇)uα · v = 0.
Then passing limit as α→∞, we obtain
(9.16)
T∫
0
〈
∂u∞
∂t
,v
〉
H−1(Ω)×H10 (Ω)
+ 2
T∫
0
∫
Ω
Du∞ : Dv +
T∫
0
∫
Ω
(u∞ · ∇)u∞ · v = 0.
To pass to the limit in the non-linear term, we used the standard relation∫
Ω
(uα · ∇)uα · v = −
∫
Ω
(uα · ∇)v · uα.
Also we have, u∞ ∈ C([0, T ];L2(Ω)).
In order to prove u∞(0) = u0, we write from (9.15), for any v ∈ C1([0, T ];H10,σ(Ω)) with
v(T ) = 0,
−
T∫
0
∫
Ω
uα · ∂v
∂t
+ 2
T∫
0
∫
Ω
Duα : Dv +
T∫
0
∫
Ω
(uα · ∇)uα · v =
∫
Ω
u0 · v(0)
and similarly from (9.16),
−
T∫
0
∫
Ω
u∞ · ∂v
∂t
+ 2
T∫
0
∫
Ω
Du∞ : Dv +
T∫
0
∫
Ω
(u∞ · ∇)u∞ · v =
∫
Ω
u∞(0) · v(0).
As v(0) is arbitrary, we thus conclude u∞(0) = u0.
ii) Finally to show the strong convergence of (uα, πα) to (u∞, π∞), setting vα = uα−u∞
and pα = πα − π∞, it solve the following problem

∂vα
∂t
−∆vα + (uα · ∇)uα − (u∞ · ∇)u∞ +∇pα = 0, div vα = 0 in Ω× (0, T )
vα · n = 0, 2[(Dvα)n]τ + αvατ = −2[(Du∞)n]τ on Γ× (0, T )
vα(0) = 0 in Ω.
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Multiplying the above system by vα and integrating by parts over Ω× (0, T ), we deduce
(9.17)
1
2
‖vα(T )‖2L2(Ω) + 2
T∫
0
‖Dvα‖2L2(Ω) + α
T∫
0
‖vατ ‖2L2(Γ)
= −2
T∫
0
〈[(Dv∞)n]τ ,vατ 〉Γ −
T∫
0
〈(uα · ∇)uα − (u∞ · ∇)u∞,vα〉Ω.
This shows that vα → 0 in L2(0, T ;L2(Γ)) proving (1.9). As vα → 0 in L2(0, T ;L4(Ω)),
T∫
0
〈(uα · ∇)uα − (u∞ · ∇)u∞,vα〉Ω = −
T∫
0
∫
Ω
(vα·∇)u∞ · vα ≤ ‖vα‖2L4(Ω)‖∇u∞‖L2(Ω) → 0.
Also since vα ⇀ 0 weakly in L
2(0, T ;H
1
2 (Γ)) and [(Du∞)n]τ ∈ L2(0, T ;H− 12 (Γ)), it implies,
〈2[(Du∞)n]τ ,vα〉
H
−12 (Γ)×H
1
2 (Γ)
→ 0.
Therefore, Dvα → 0 in L2(0, T ;L2(Ω)). The strong convergence for the pressure term follows
from the equation.
iii) Now to obtain (1.10), we estimate suitably the right hand side of (9.17). Because
u0 ∈H10,σ(Ω), we have u∞ ∈ L2(0, T ;H2(Ω)) and thus
T∫
0
〈[(Dv∞)n]τ ,vατ 〉Γ ≤ C‖u∞‖L2(0,T ;H2(Ω))‖uα‖L2(0,T ;L2(Γ)).
Similarly Γ is C2,1 and u0 ∈ H2(Ω) ∩H10,σ(Ω) implies the regularity u∞ ∈ L2(0, T ;H3(Ω))
by the same argument as [41, Theorem 3.10, Chapter III]. Hence ∇u∞ ∈ L∞(0, T ;H2(Ω)) ⊂
L∞(0, T ;L∞(Ω)) and thus∣∣∣∣∣∣
T∫
0
∫
Ω
(vα·∇)u∞ · vα
∣∣∣∣∣∣ ≤ C‖vα‖2L2(0,T ;L2(Ω))‖∇u∞‖L∞(0,T ;L∞(Ω)).
Therefore, combining these estimates, we get
1
2
‖vα(T )‖2L2(Ω) + 2
T∫
0
‖Dvα‖2L2(Ω) ≤ C‖uα‖L2(0,T ;L2(Γ)) + C
T∫
0
‖vα‖2L2(Ω)
which yields by applying Gronwall’s lemma,
‖vα(T )‖2L2(Ω) ≤ C‖uα‖L2(0,T ;L2(Γ))eCt ≤
C
α
.
The convergence in L∞(0, T ;L2(Ω)) and thus also in L2(0, T ;H1(Ω)) follow immediately. 
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When the initial data belongs to an Lr-type space with r ≥ 3, we have the following:
Theorem 9.3. Let (uα, πα) be the solution of the problem (8.1) with u0 ∈ W 2,r0 (Ω) ∩
Lrσ,τ (Ω) where r ≥ 3. Suppose also that (u∞, π∞) ∈ C([0, T ];W 2,r(Ω))∩C1([0, T ];Lr(Ω))×
C([0, T ];W 1,r(Ω)) is the solution of (1.8) with the same initial data u0 whose existence and
uniqueness has been proved in [20, Theorem 4]. Then as α→∞,
(9.18) (uα, πα)→ (u∞, π∞) in C([0, T );W 1,s(Ω))× C([0, T );Ls(Ω))
where s ∈ [1,∞) if r = 3 and s =∞ if r > 3.
Moreover, if u0 ∈ D(A2p,α) for α sufficiently large, then we obtain the following rate of
convergence, for any m ∈ (1,∞),
(9.19) ‖ ∂
∂t
(uα − u∞)‖Lm(0,T ;Ls(Ω)) + ‖uα − u∞‖Lm(0,T ;W 2,s(Ω)) ≤
C
α
.
Proof. i) As explained in the beginning of the proof of Theorem 9.2, u0 ∈ D(Ar,α) for all α
large enough and hence
uα is bounded in C([0, T ];W
2,r(Ω)) ∩C1([0, T ];Lr(Ω)).
Thus by compactness, there exists u∞ ∈ C([0, T ];W 1,s(Ω)) with s as defined in the theorem
such that, up to a subsequence,
uα → u∞ in C([0, T ];W 1,s(Ω)).
This implies by De Rham theorem, πα → π∞ in C([0, T ];Ls(Ω)). Now to show that the limit
(u∞, π∞) actually satisfies the Navier-Stokes problem with homogeneous Dirichlet boundary
data, we write the system (8.1) in the following form
(9.20)


∂uα
∂t
−∆uα + (uα · ∇)uα +∇πα = 0, div uα = 0 in Ω× (0, T )
uα · n = 0, uατ = − 2
α
[(Duα)n]τ on Γ× (0, T )
uα(0) = u0 in Ω.
Since (uα ·∇)uα− (u∞ ·∇)u∞ = (uα−u∞) ·∇uα+u∞ ·∇(uα−u∞), the regularity implies
‖(uα · ∇)uα − (u∞ · ∇)u∞‖Ls(Ω)
≤ ‖uα − u∞‖L∞(Ω)‖∇uα‖Ls(Ω) + ‖u∞‖L∞(Ω)‖∇(uα − u∞)‖Ls(Ω)
≤ ‖uα − u∞‖W 1,s(Ω)
(‖uα‖W 1,s(Ω) + ‖u∞‖W 1,s(Ω))
which shows that (uα · ∇)uα → (u∞ · ∇)u∞ in C([0, T ;Ls(Ω)) as α → ∞. Hence, passing
limit in the other terms of the above system yields that indeed u∞ is a solution of the problem
(1.8). Note that we use the continuity of uα up to t = 0 to obtain u∞ satisfies the initial
data.
Next to deduce the rate of convergence, taking difference between the two systems (9.20)
and (1.8) and denoting by vα = uα − u∞ and pα = πα − π∞, we obtain

∂vα
∂t
−∆vα +∇pα = (u∞ · ∇)u∞ − (uα · ∇)uα, div vα = 0 in Ω× (0, T )
vα · n = 0, vατ = − 2
α
[(Duα)n]τ on Γ× (0, T )
vα(0) = 0 in Ω.
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But notice that (u∞ · ∇)u∞ − (uα · ∇)uα → 0 in Lm(0, T ;Ls(Ω)) for any m ∈ [1,∞) and
[(Duα)n]τ is bounded in L
m(0, T ;W 1−
1
s
,s(Γ)). Therefore as we have done for the linear
problem, using the lift operator and then the maximal regularity for the Stokes system with
non-homogeneous initial data [22, Theorem 2.8] leads us to the following
T∫
0
∥∥∥∥∂vα∂t
∥∥∥∥
m
Ls(Ω)
+
T∫
0
‖ −∆vα +∇pα‖mLs(Ω)
≤ C

 T∫
0
‖(u∞ · ∇)u∞ − (uα · ∇)uα‖mLs(Ω) +
1
α
‖[(Duα)n]τ ‖m
W 2−
1
s ,s(Γ)

 .
This finally shows that both the terms in the right hand side go to 0 as α →∞. Hence the
result. 
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