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QUANTIZING MISHCHENKO–FOMENKO SUBALGEBRAS FOR
CENTRALIZERS VIA AFFINE W -ALGEBRAS
TOMOYUKI ARAKAWA AND ALEXANDER PREMET
Abstract. We use affine W -algebras to quantize Mishchenko–Fomenko sub-
algebras for centralizers of nilpotent elements in finite dimensional simple Lie
algebras under certain assumptions that are satisfied for all cases in type A
and all minimal nilpotent cases outside type E8.
Dedicated to Ernest Borisovich Vinberg for his 80th birthday
1. Introduction
Let G be a simple algebraic group over C and g = Lie(G). Let e be a nilpotent
element of g and {e, f, h} ⊂ g an sl2-triple containing e. Given x ∈ g we write g
x
for the centralizer of x in g. By Elashvili’s conjecture, which is now a theorem, the
index of ge equals ℓ := rk g; see [ChM] and references therein. This means that the
set of those linear functions on ge whose stabilizer in ge has dimension equal to ℓ is
non-empty and Zariski open in (ge)∗. The complement of this open subset in (ge)∗
will be denoted by (ge)∗sing.
We identify g and g∗ as G-modules by using the Killing form of g. Under this
identification, it was shown in [PPY] that for P ∈ S(g)g the minimal degree com-
ponent eP of the restriction P |e+gf belongs to S(g
e)g
e
. A homogeneous generating
system {P1, . . . , Pℓ} of S(g)
g is called good for e if
ℓ∑
i=1
deg ePi = (dim g
e + ℓ)/2.
Theorem 1.1 ([PPY]). Suppose e admits a good generating system {P1, . . . , Pℓ} in
S(g)g and assume further that (ge)∗sing has codimension ≥ 2 in (g
e)∗. Then S(ge)g
e
is a polynomial algebra in variables eP1, . . . ,
ePℓ.
In [PPY] it was also proved that the assumptions of Theorem 1.1 hold for all
nilpotent elements in simple Lie algebras of type A and C. We refer to [ChaM] for
further results on polynomiality of S(ge)g
e
.
Given F ∈ S(ge) and χ ∈ (ge)∗ we put
DχF (x) :=
d
du
F (x+ uχ)|u=0
(
∀x ∈ (ge)∗
)
,
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so that F (x + uχ) =
∑degF
i=0
ui
i! D
i
χF (x). To each χ ∈ (g
e)∗ we then attach its
Mishchenko–Fomenko subalgebra A¯e,χ of S(g
e). Recall that the C-algebra A¯e,χ is
generated by the χ-shifts Diχ(F ) of all F ∈ S(g
e)g
e
. It is well-known [MF] that
A¯e,χ is a Poisson-commutative subalgebra of the Poisson–Lie algebra S(g
e).
Theorem 1.2 ([PY]). Under the assumptions of Theorem 1.1 suppose further that
(ge)∗sing has codimension ≥ 3 in (g
e)∗. Then, for a regular element χ of (ge)∗,
the subalgebra A¯e,χ is freely generated by all D
j
χ(
ePi) with i = 1, . . . , ℓ and j =
0, . . .deg ePi − 1. Moreover, A¯e,χ is a maximal Poisson-commutative subalgebra of
the Poisson–Lie algebra S(ge).
The canonical filtration of the universal enveloping algebra U(ge) induces that
on any C-subalgebra A of U(ge) and we write grA for the corresponding graded
subalgebra of S(ge) = gr U(ge). More precisely, grA is generated by the symbols
in S(ge) of all a ∈ A. In this article we prove the following:
Theorem 1.3. Under the assumptions of Theorem 1.1 there exists a commutative
subalgebra Ae,χ of U(g
e) such that grAe,χ = A¯e,χ. This subalgebra is freely gener-
ated by (dim ge+ ℓ)/2 elements. If (ge)∗sing has codimension ≥ 3 in (g
e)∗ then Ae,χ
is a maximal commutative subalgebra of U(ge).
If e = 0 then ge = g and Theorem 1.3 becomes a classical result of Lie Theory.
In this case, it has been proved by Tarasov [Tar] for g = sln, by Nazarov–Olshanski
[NO] for classical Lie algebras, and by Rybnikov [Ryb], Chervov–Falqui–Rybnikov
[CFR] and Feigin–Frenkel–Toledano-Laredo [FFTL] for any finite dimensional sim-
ple Lie algebra g. Related results have also been obtained by Cherednik [Cher].
If a is a finite dimensional Lie algebra over C then the problem of quantizing
Mishchenko–Fomenko subalgebras of S(a), i.e. lifting them to commutative subal-
gebras of U(a), was first raised in [Vin] and is sometimes referred to as Vinberg’s
problem. In this terminology, our paper shows that Vinberg’s problem has a pos-
itive solution for a large class of centralizers in simple Lie algebras. It is worth
remarking that Vinberg’s problem is wide open for an arbitrary Lie algebra a.
In Section 4 we show that all conditions of Theorem 1.3 hold in the case where e
is an element of the minimal nonzero nilpotent orbit Omin ⊂ g and g is not of type
E8. In Section 5 we describe Ae,χ explicitly in the case where e ∈ Omin and g is of
type Aℓ with ℓ ∈ {2, 3}.
The main step of the proof of Theorem 1.3 consists in establishing a chiral-
ization of Theorem 1.1. Namely we prove the following result: let Z(V κe,c(ge))
be the center of the universal affine vertex algebra V κe,c(ge) associated with ge
at the critical level κe,c; see Section 3 for more detail. There exists a natural
filtration of the vertex algebra V κe,c(ge) such that grV κe,c(ge) ∼= S(ĝe−), where
ĝe− = g
e[t−1]t−1 := ge ⊗C t
−1C[t−1]. Given a ∈ V κe,c(ge) we denote by σ(a) its
symbol in S(ĝe−). We identify S(g
e) with a subring of S(ĝe−) by using the algebra
homomorphism which sends any x ∈ ge to xt−1 ∈ ĝe−.
Theorem 1.4. Let {P1, . . . , Pℓ} be a good generating system of S(g)
g for a nilpotent
element e ∈ g and suppose that (ge)∗sing has codimension ≥ 2 in (g
e)∗. Then there
exist homogeneous elements ePˆ1, . . . ,
ePˆℓ in Z(V
κe,c(ge)) such that σ(Pˆi) =
ePi ∈
S(ge) ⊂ S(ĝe−), and Z(V
κe,c(ge)) is a polynomial algebra in variables T j(ePˆi) with
i = 1, . . . , ℓ and j ≥ 0, where T is the translation operator of V κe,c(ge).
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Having established Theorem 1.4 we deduce Theorem 1.3 by applying the method
which Rybnikov [Ryb] used in the case where e = 0. It should be mentioned that in
this case Theorem 1.4 is a celebrated result of Feigin and Frenkel [FF]. In order to
prove Theorem 1.4 in our situation we use the affineW -algebraWκc(g, f) associated
with (g, f) at the critical level κc.
Acknowledgement. The work of this paper has started during the second author’s
visit to Kyoto University. He would like to thank RIMS (Kyoto) for its hospitality
and excellent working conditions. The authors are grateful to the anonymous referee
for pointing out a gap in an earlier version of this paper and important suggestions.
2. Rybnikov’s construction and vertex algebras
Let q be a finite dimensional Lie algebra over C and let κ( · , · ) be a symmetric
invariant bilinear form of q. The associated affine Kac-Moody algebra q̂κ is a central
extension of the Lie algebra q((t)) = q⊗C((t)) by the one-dimensional center C1:
0→ C1→ q̂κ → q((t))→ 0.
The commutation relations in q̂κ are given by
[x⊗f, y⊗g] := [x, y]⊗fg − κ(x, y)Rest=0(fdg)1
for all x, y ∈ q and f, g ∈ C((t)). Set
q̂+ = q[[t]]⊕C1, q̂− = q[t
−1]t−1 ⊂ q̂κ,
so that q̂κ = q̂−⊕ q̂+.
We regard S(q) as a subalgebra of S(q̂−) via the embedding x 7→ xt
−1, x ∈ q. We
also identify S(q̂−) with the function algebra C[q
∗
∞] on the infinite jet scheme q
∗
∞
of the affine space q∗. Then our embedding S(q) →֒ S(q̂−) gives rise to an inclusion
C[q∗] →֒ C[q∗∞]. The Poisson algebra structure of S(q) = C[q
∗] gives rise [A2] to a
Poisson vertex algbera structure on S(q̂−) = C[q
∗
∞]. The translation operator T on
the Poisson vertex algebra S(q̂−) is the derivation of the C-algebra S(ĝ−) defined
by the rule
Tx(−m) = mx(−m−1), T 1 = 0,
where x(m) = xt
m, x ∈ q. Let Z(S(q̂−)) be the center of the Poisson vertex algebra
S(q̂−). Identifying q̂− with q̂/q̂+ we have that
Z(S(q̂−)) = S(q̂−)
q̂+ .
For χ ∈ q∗ and u ∈ C∗, we define a ring homomorphism
Φ¯χ(?, u) : S(q̂−)→ S(q),
by setting
Φ¯χ(x(−m), u) = u
−mx+ δm,1χ(x) for all x ∈ q and m ∈ N.
This definition implies that
Φ¯χ(P, u)(λ) = u
− degPP (λ+ uχ)(1)
for any homogeneous element P ∈ S(q) ⊂ S(q̂−) and any λ ∈ q
∗. Furthermore,
Φ¯χ(Ta, u) = −
d
du
Φ¯χ(a, u)(2)
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for all a ∈ S(q̂−). We denote by Φ¯χ,n(a) ∈ S(q) the coefficient of u
−n in Φ¯χ(a, u),
so that
Φ¯χ(a, u) =
∑
n≥0
Φ¯χ,n(a)u
−n.
For a homogeneous element P of S(g) we have that
Φ¯χ,n(P ) =
{
udeg P−n
(degP−n)!D
degP−n
χ (P ) if n ≤ degP ;
0 else.
(3)
Lemma 2.1 ([Ryb, FFTL]). The following are true:
(1) For any T -invariant subspace U of S(q̂−) the image Φχ(U, u) is independent
of the choice of u ∈ C∗ and spanned by the elements Φχ,n(a) with a ∈ U .
(2) Let A be a subalgebra of S(q)q and let A∞ be the (T -invariant) subalge-
bra of S(q̂−) generated by A. Then Φ¯χ(A∞) is the Mishchenko-Fomenko
subalgebra of S(q) generated by the χ-shifts of P for all P ∈ A.
Let
V κ(q) = U(q̂κ)⊗U(q̂+)C,
where C is considered as a q̂+-module on which q[[t]] acts trivially and 1 acts as
the identity. Note that
V κ(q) ∼= U(q̂−)
as vector spaces. As is well-known (see [Kac, FBZ]), V κ(q) is naturally a vertex
algebra. The state-field correspondence
V κ(q) −→ EndV κ(q)[[z, z−1]], a 7→ a(z) =
∑
n∈Z
a(n)z
−n−1,
is uniquely determined by the conditions
(I)(z) = idV κ(q), (xt
−1
I)(z) = x(z) :=
∑
n∈Z
x(n)z
−n−1 for x ∈ q,
where I = 1⊗1 ∈ V κ(q) and x(n) = xt
n. The translation operator T is an endo-
morphism of V κ(q) such that T I = 0 and [T, x(z)] = d
dz
x(z) for all x ∈ g.
Given a vertex algebra V we write V = E0V ⊃ E1V ⊃ E2V ⊃ . . . for the Li
filtration of V ; see [Li] and [A2]. Recall that EpV κ(q) is spanned by all
(x1t
−n1) · · · (xrt
−nr)I with xi ∈ q and − r +
r∑
i=1
ni ≥ p.
The associated graded space grV =
⊕
pE
pV/Ep+1V is naturally a Poisson vertex
algebra. The Poisson vertex algebra structure on grV induces a genuine Pois-
son algebra structure on Zhu’s C2-algebra RV := V/E
1V ⊂ grV . Moreover, RV
generates grV as a differential graded algebra; see [Li].
Setting deg xt−n = n for all x ∈ q and n ≥ 0 gives U(q̂−) =
⊕
j∈Z≥0
U(q̂−)[j] a
graded algebra structure. This, in turn, induces a grading on V κ(q):
V κ(q) =
⊕
j∈Z≥0
V κ(q)[j],(4)
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where V κ(q)[j] = (U(q̂−)[j])I. Let {Ui(q̂−) | i ≥ 0} be the canonical filtration of
U(q̂) and put Ui(q̂−)[j] = Ui(q̂−) ∩ U(q̂−)[j]. The above then shows that
(EpV κ(q))[j] = (Uj−p(q̂−)[j])I,
where (EpV κ(q))[j] = EpV κ(q) ∩ V κ(q)[j]. It follows that
grV κ(q) ∼= S(q̂−) and RV κ(q) ∼= S(q).(5)
More precisely, RV κ(q) coincides with the subalgebra of S(q̂−) generated by all xt
−1
with x ∈ q.
Given a vertex algebra V we denote by Z(V ) the center of V , so that
Z(V ) = {z ∈ V | [z(m), a(n)] = 0 for all a ∈ V and m,n ∈ Z}
= {z ∈ V | a(n)z = 0 for all a ∈ V and n ≥ 0}.
Here the last equality follows from the commutator formula
[a(m), b(n)] =
∑
i≥0
(
m
i
)
(a(i)b)(m+n−i).
Since Z(V ) is a commutative vertex subalgebra of V , it is a differential algebra, i.e.
a unital commutative C-algebra equipped with a derivation; see [Bor]. Specifically,
the multiplication in Z(V ) is given by a · b := a(−1)b for all a, b ∈ Z(A). The
translation operator of V preserves Z(A) and acts on this algebra as a derivation.
When V = V κ(q) we have that
Z(V κ(q)) = V κ(q)q̂+ ∼= Endq̂κ(V
κ(q))opp
as C-algebras. We will often regard Z(V κ(q)) as a commutative subalgebra of
U(q̂−) via the above-mentioned identification V
κ(q) = U(q̂−).
Given χ ∈ q∗ and u ∈ C∗ we define an algebra homomorphism
Φχ(?, u) : U(q̂−)→ U(q), a 7→ Φχ(a, u),
by the rule
Φχ(x(−m), u) = u
−mx+ δm,1χ(x) for all x ∈ q and m ∈ Z.
It is immediate from the definition that
Φχ(Ta, u) = −
d
du
Φχ(a, u)(6)
for all a ∈ V κ(q) = U(q̂−). We denote by Φχ,n(a) ∈ U(q) the coefficient of u
−n in
Φχ(a, u), so that
Φχ(a, u) =
∑
n≥0
Φχ,n(a)u
−n.
The following result can be found in [FFTL, Sect. 2.5].
Lemma 2.2. For any T -invariant subspace U of U(q̂−) the image Φχ(U) is inde-
pendent of the choice of u ∈ C∗ and spanned by Φχ,n(a) with a ∈ U .
We let Aχ denote the image of the subalgebra Z(V
κ(q)) of U(q̂−) under the
homomorphism Φ(?, u). This is a commutative C-subalgebra of U(q).
Lemma 2.3. Let a ∈ V κ(q)[d] be such that its image a¯ in RV κ(q) ∼= S(q) has
the property that Dd−iχ
(
a¯) 6= 0 for some i ≤ d. Then the symbol of Φχ,i(a) in
S(q) = grU(q) equals Φ¯χ,i(a¯).
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Proof. The statement of the lemma is a reformulation (in a different notation) of
[FFTL, Lemma 3.13] and the proof in loc. cit. applies in our situation without any
changes. 
3. Affine W -algebras, the Feigin–Frenkel center and quantization
of Mishchenko–Fomenko subalgebras
Since we are going to apply the methods outlined in Section 2 to the case where
q = ge we shall require an extension of [RT, The´ore`m 4.5(ii)] valid under our
assumptions on the nilpotent element e ∈ g.
We first fix some notation. Let m be a nonnegative integer and write T for the
image of t in the truncated polynomial ring Om := C[t]/(t
m). Set q := ge and write
qm for the Lie algebra q⊗Om. As a vector space, qm =
⊕m−1
i=0 qT
i, where T stands
for the image of t in Om, and [xT
i, yT j] = [x, y]T i+j for all x, y ∈ q and i, j ∈ Z≥0
(to ease notation we omit all tensor product symbols). Following the conventions
of [RT] we identify q∗m =
⊕m−1
i=0 q
∗T i with the direct product of m copies of q∗.
Specifically, the m-tuple (ψ0, . . . , ψm−1) with ψ0, . . . , ψm−1 ∈ q
∗ identifies with the
linear function ψ on qm such that ψ(xT
i) = ψi(x) for all x ∈ q and 0 ≤ i ≤ m− 1.
Recall that the index of a finite dimensional Lie algebra a, denoted ind a, is de-
fined as the smallest dimension of the coadjoint stabilizers aχ where χ runs through
the linear functions on a. We denote by a∗sing the Zariski closed, conical subset of
a∗ consisting of all χ ∈ a∗ with dim aχ > ind a. Since ind q = ind g = ℓ, it follows
from [RT, 1.6] that ind qm = mℓ and
ψ = (ψ0, . . . , ψm−1) ∈ q
∗
m \ (qm)
∗
sing ⇐⇒ ψm−1 ∈ q \ (q
∗)sing.
Each polynomial function P ∈ S(q) on g∗ gives rise to m polynomial functions
P0, . . . , Pm−1 ∈ S(qm) on q
∗
m by the rule
P
(∑m−1
i=0 ψit
i
)
=
∑
i≥0Pi(ψ0, . . . , ψm−1)t
i
(
∀ (ψ0, . . . , ψm−1) ∈ q
∗
m
)
(we ignore the coefficients Pi(ψ0, . . . , ψm−1) with i ≥ m). It is worth mentioning
that if P ∈ Sr(q) then Pi ∈ S
r(qm) for all 0 ≤ i ≤ m− 1. By [RT, Lemma 3.5], all
Pi with 0 ≤ i ≤ m− 1 lie in S(qm)
qm whenever P ∈ S(q)q.
Proposition 3.1. Let q = ge and suppose the pair (g, e) satisfies the conditions of
Theorem 1.1. If {P1, . . . , Pℓ} ⊂ S(g)
g is a good generating system for e then the
elements (ePi)j with 1 ≤ j ≤ ℓ and 0 ≤ j ≤ m−1 are algebraically independent and
generate the C-algebra S(qm)
qm .
Proof. Since ePi ∈ S(q)
q the preceding remark shows that (ePi)j ∈ S(qm)
qm for all
admissible i and j. By [RT, Lemma 3.3(i)], the differentials d (ePi)j with 1 ≤ i ≤ ℓ
and 0 ≤ j ≤ m − 1 are linearly independent at ψ = (ψ0, . . . , ψm−1) ∈ q
∗
m if and
only if the differentials d ePi are linearly independent at ψm−1 ∈ q
∗. Since (q∗)sing
coincides with the Jacobian locus J (eP1, . . . ,
ePℓ) by [PPY, Theorem 2.1], the latter
has codimension ≥ 2 in q∗ (here we use our assumption on e). The above discussion
then yields that the same holds for the Jacobian locus of the (ePi)j ’s in q
∗
m. As a
consequence, these elements are algebraically independent in S(qm) and satisfy the
conditions of [PPY, Theorem 1.1] which is an extended characteristic zero version of
[Sk, Theorem 5.4]. Applying this result shows that the C-subalgebra, R, of S(qm)
qm
generated by the mℓ = ind qm elements (
ePi)j with 1 ≤ i ≤ ℓ and 0 ≤ j ≤ m − 1
is algebraically closed in S(qm). On the other hand, it is well known that ind qm
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coincides with the transcendence degree of the field of invariants C(q∗m)
qm . It follows
that the field of fractions of S(qm)
qm is algebraic over the subfield generated by R.
As R is algebraically closed in S(qm)
qm we now deduce that R = S(qm)
qm and the
proposition follows. 
As an immediate consequence we obtain the following:
Theorem 3.2. Suppose all assumptions of Theorem 1.1 hold and let {P1, . . . , Pℓ} ⊂
S(g)g be a good generating system for e. Then S(ĝe−)
ĝe+ is a polynomial algebra in
variables T j(ePi) where i = 1, . . . , ℓ and j ∈ Z≥0.
Proof. Let q = ge and write q∞ for the Lie algebra q⊗C[t] = q[[t]]. Since we identify
q̂− with q̂/q̂+ the invariant ring S(q̂−)
q̂+ gets identified with S(q∞)
q∞ . Since the
conditions of Proposition 3.1 are satisfied for all Lie algebras q(m) = q[[t]]/t
mq[[t]]
with m ≥ 0 it is straightforward to see that each invariant algebra C[(ge)(m))
∗]g
e
(m)
is freely generated by the elements T j(ePi) with 1 ≤ i ≤ ℓ and 0 ≤ j ≤ m − 1.
Note that (q(m))
∗ is the m-th jet scheme of the affine space q∗ and all polynomial
functions T j(ePi) ∈ C[(q)
∗
∞] are invariant under the natural action of the group
Ge
(
C[t]
)
, where Ge = ZG(e). It follows that T
j(ePi) ∈ C[(q)
∗
∞]
q∞ for all i ≤ ℓ and
j ≥ 0. In conjunction with the above this shows that
S(q̂−)
q̂+ = C[(q)∗∞]
q∞ = lim
−→
m
C[(q)∗(m)]
q(m)
is a polynomial algebra in T j(ePi) where i = 1, . . . , ℓ and j ∈ Z≥0. 
We now fix a good grading [KRW, EK]
g =
⊕
j∈Z
g(i)
for e. Then ge =
⊕
j≥0 g
e(j), where ge(i) = ge ∩ g(i). Let κe,c be the invariant
bilinear form of ge defined by
κe,c(x, y) =
{
− 12 trg0(adx ad y)−
1
2 trg1(adx ad y) for x, y ∈ g
e(0),
0 else,
for all homogeneous x, y ∈ ge.
LetWκc(g, f) be the affineW -algebra [KRW] associated with (g, e) at the critical
level κc. Here
κc(x, y) = −
1
2
trg(adx ad y) for x, y ∈ g.
The following assertion was proved in [KW] (see also [A1, Theorem 5.5.1]).
Theorem 3.3 ([KW]). There exists a filtration F•W
κc(g, e) of the vertex algebra
W
κc(g, e) such that
grF W
κc(g, e) ∼= V κe,c(ge)
as vertex algebras.
This result enables us to attach to every element a ∈ Wκc(g, e) its F -symbol
σF (a) ∈ V
κe,c(ge). Let Se := e+ g
f , the Slodowy slice to the adjoint G-orbit of e.
8 TOMOYUKI ARAKAWA AND ALEXANDER PREMET
Theorem 3.4 ([A4, Theorem 4.4.7]). There is a natural isomorphism
grWκc(g, f) ∼= C[(Se)∞],
where grWκc(g, f) denotes the graded Poisson vertex algebra associated with the Li
filtration of Wκc(g, f).
Let q = ge. The F -filtration also induces a filtration of the associated graded
vertex Poisson algebra grWκc(g, e), which we identify with C[(Se)∞] by Theorem
3.4. Using the BRST realization of C[(Se)∞] ([A4]), we find in the same way as
Theorem 3.3 that
grF (C[(Se)∞])
∼= C[(q∗)∞], ,(7)
which restricts to an isomorphism grF C[Se]
∼= C[q∗]. For a ∈ C[(Se)∞], let σF (a) ∈
C[(q∗)∞] denote its F -symbol. It will be crucial in what follows that for a ∈ C[Se] ⊂
C[(Se)∞] the F -symbol σF (a) ∈ C[q
∗] coincides with the initial term of a in the
sense of [PPY].
Theorem 3.3 in conjunction with (5) and (7) implies that
σF (σ(a)) = σ(σF (a)) for all a ∈W
κc(g, e).(8)
Theorem 3.5 ([A3]). There is a natural isomorphism of vertex algebras
Z(V κc(g))
∼
−→ Z(Wκc(g, e)),
which induces an embedding
S(ĝ−)
ĝ+ →֒ C[(Se)∞], P 7→ P |(Se)∞ ,
of associated graded vertex Poisson algebras.
The image of Pˆi ∈ Z(V
κc(g)) in Z(Wκc(g, e)) will also be denoted by Pˆi. The
following result is well-known.
Theorem 3.6 (Feigin and Frenkel [FF, Fre]). Each set {P1, . . . , Pℓ} of homoge-
neous generators of S(g)g admits a lift {Pˆ1, . . . , Pˆℓ} ⊂ Z(V
κc(g)) such that the sym-
bol of Pˆi equals to Pi ∈ S(g)
g ⊂ S(ĝ−)
ĝ+ for each i ≤ ℓ. Furthermore, Z(V κc(g))
is a polynomial algebra in variables T iPˆj with i ∈ Z≥0 and j = 1, . . . , ℓ.
We may assume that each Pˆi is homogeneous with respect to the grading (4).
Proof of Theorem 1.4. If a ∈ Z(Wκc(g, e)) then σF (a) ∈ Z(V
κe,c(ge)). We set
eP̂i := σF (P̂i) ∈ Z(V
κe,c(ge)).
Then, by (8),
σ(eP̂i) = σ(σF (P̂i)) = σF (σ(P̂i)) = σF (Pi) =
ePi
for each i = 1, . . . , ℓ. Thus, eP̂i ∈ Z(V
κe,c(ge)) is a lift of ePi ∈ S(ĝ
e
−)
ĝe+ . We
have σ(T j(eP̂i)) = T
j(ePi) for all j ≥ 0. The above-mentioned identification
grV κe,c(ge) = S(ĝe−) then induces an embedding
grZ(V κe,c(ge)) = gr(V κe,c(ge)ĝ+) →֒ S(ĝe−)
ĝe+ .
In view of Theorems 3.2 the assertion follows. 
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Proof of Theorem 1.3. Since Φχ is an algebra homomorphism, setting in Lemma 2.2
U = Z(V κe,c(ge)) and applying Theorem 1.4 one observes that the subalgebra Ae,χ
of U(ge) generated by all Φχ,n(
eP̂i) with 1 ≤ i ≤ ℓ and 0 ≤ n ≤ deg
ePi − 1 is
commutative. Since ge satisfies the conditions of Theorem 1.1 and χ is regular in
(ge)∗, it follows from [PY, Theorem 3.2(i)] that the χ-shifts Djχ(
ePi) with 1 ≤ i ≤ ℓ
and 0 ≤ j ≤ degePi − 1 are algebraically independent in S(g
e) and hence nonzero.
Applying Lemma 2.3 now yields that the symbol of every Φχ,n(
eP̂i) in S(g
e) equals
Φ¯χ,n(
ePi). In view of (2), (6) and (3) this means that the Poisson-commutative
subalgebra grAe,χ contains A¯e,χ.
Conversely, if a ∈ Ae,χ then Lemma 2.3 combined with [PY, Theorem 3.2(i)]
yields that the symbol of a in S(ge) lies in the subalgebra generated by Djχ(
ePi);
see [FFTL, Theorem 3.14] for a similar argument. Hence grAe,χ = A¯e,χ. If (g
e)∗sing
has codimension ≥ 3 in (ge)∗ then Theorem 1.2 says that A¯e,χ is a maximal Poisson-
commutative subalgebra of S(ge). This implies that grAe,χ is a maximal commu-
tative subalgebra of U(ge), completing the proof. 
Remark 3.7. We see that if e satisfies the conditions of Theorem 1.1 and χ is a
regular linear function on ge then the commutative subalgebra Ae,χ of U(g
e) is a
quantization of the Mishchenko–Fomenko subalgebra A¯e,χ. So Vinberg’s problem
has a positive solution in this case. However, when (ge)∗sing has codimension 2 in
(ge)∗ the maximality of the commutative subalgebra Ae,χ in U(g
e) is not guaran-
teed.
Remark 3.7 brings to our attention the problem of classifying those nilpotent
centralisers ge for which (ge)∗sing has codimension ≥ 3 in (g
e)∗. In the next section
we show that this property holds in the case where ℓ ≥ 2 and e lies in the minimal
nonzero nilpotent orbit of g.
4. The singular locus in the minimal nilpotent case
If G is a group of type A then it follows from [Yak, Theorem 5.4] that (ge)∗sing has
codimension ≥ 3 in (ge)∗ for any non-regular nilpotent element e ∈ g. On the other
hand, the example in [PPY, 3.9] shows that outside type A there exist nilpotent
elements e ∈ g for which (ge)∗sing has codimension 1 in (g
e)∗. Let Omin denote the
minimal nonzero nilpotent G-orbit in g (it consists of all nonzero elements e ∈ g
such that [e, [e, g]] = Ce). In this section we are going to prove the following:
Theorem 4.1. If g is a finite dimensional simple Lie algebra of rank > 1 over C
and e ∈ Omin then (g
e)∗sing has codimension ≥ 3 in (g
e)∗.
In conjunction with [PPY, Theorem 04] this shows that our main result (Theo-
rem 1.3) is applicable to the minimal nilpotent centralizers ge outside type E8.
Proof of Theorem 4.1. . Let {e, h, f} be an sl2-triple with e ∈ Omin. The action of
adh on g gives rise to a Z-grading
g = g(−2)⊕ g(−1)⊕ g(0)⊕ g(1)⊕ g(2)
such that g(−2) = Cf and g(2) = Ce. Also, ge = ge(0)⊕ ge(1)⊕ ge(2) where ge(0)
is an ideal of codimension 1 in g(0). We may assume that our symmetric invariant
bilinear form κ on g has the property that κ(e, f) = 1. Then [x, y] = 〈x, y〉e for all
x, y ∈ g(1), where 〈x, y〉 = κ(f, [x, y]). Since gf ∩ g(1) = {0} by the sl2-theory, the
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skew-symmetric form 〈· , ·〉 on g(1) is non-degenerate and g(1)⊕ g(2) is isomorphic
to a Heisenberg Lie algebra.
The centralizer G0 := ZG(h) is a Levi subgroup of G with Lie(G0) = g(0) and
one can choose a maximal torus T in G0 and a basis of simple roots Π in the
root system Φ of G with respect to T in such a way that e ∈ gθ where θ is the
highest root of the positive system Φ+(Π). Thanks to Yakimova’s result mentioned
earlier we may assume that G is not of type A. In this case it is well known (and
easily seen) that ge(0) = [g(0), g(0)] is a semisimple group and g(1) is an irreducible
ge(0)-module.
The bilinear form κ enables us to identify the coadjoint ge-module (ge)∗ with the
factor-module g/
(
Ch⊕g(1)⊕g(2)
)
. Since the latter identifies with g(−2)⊕g(−1)⊕
ge(0) as vector spaces and G0-modules, we shall often express linear functions
χ ∈ (ge)∗ in the form
χ = αχf + nχ + hχ with αχ ∈ C, nχ ∈ g(−1) and hχ ∈ g
e(0).
By [PPY, p. 366], the hyperplane H := g(−1)⊕ge(0) of (ge)∗ given by the equation
αχ = 0 is not contained in (g
e)∗sing.
Suppose for a contradiction that (ge)∗sing contains an irreducible component X
of codimension ≤ 2 in (ge)∗. Let N be the unipotent radical of the centralizer Ge.
If X 6⊆ H then the coadjoint action of N on the the nonempty principal Zariski
open subset X◦ := {χ ∈ X | χ(e) 6= 0} induces an isomorphism of affine algebraic
varieties
X◦ ∼= (N/(N,N))×
(
X◦ ∩Ann g(1)
)
;
see [PPY, p. 366] for detail. Identifying (ge)∗ with g/(Ch ⊕ g(1) ⊕ g(2)
)
we have
that Ann g(1) = Cf+ge(0) and X◦∩Ann g(1) = C×f⊕X◦(0) for some nonempty
locally closed subset X◦(0) of ge(0). Since dimN/(N,N) = dim ge(1), this subset
has codimension ≥ 2 in ge(0). Consequently, X◦(0) contains a regular element of
the semisimple Lie algebra ge(0), say r. But if χ ∈ X is such that αχ 6= 0, nχ = 0
and hχ = r then (g
e)χ consists of all x0 + λe with λ ∈ C and x0 ∈ g
e(0) such that
[x0, r] = 0. So the stabiliser (g
e)χ has dimension 1+(ℓ− 1) = ℓ. This contradiction
shows that each χ ∈ X vanishes on e, i.e. X is a proper subset of H. As we
are assuming that (ge)∗sing has codimension ≤ 2 in (g
e)∗ this means that X is a
hypersurface in H.
Let π : X → g(−1) denote the morphism induced by the canonical projection
H ։ g(−1). The theorem on fiber dimensions of a morphism then implies that π
is either dominant or the Zariski closure of π(Hsing) has codimension 1 in g(−1).
Moreover, in the latter case the generic fibers of π project onto ge(0) while in the
former case they project onto hypersurfaces in ge(0). Since G0 is a connected group
and Hsing is G0-stable, the sets X and π(X) are G0-stable, too.
If χ = nχ + hχ ∈ H then the stabilizer of χ in g
e consists of all x = x0 + x1+ x2
with xi ∈ g
e(i) such that
(9) x0 ∈ g
nχ(0) and [x1, nχ] + [x0, hχ] ∈ Ch.
We first consider the case where g is not isomorphic to a Lie algebra of type
C (in particular, we exclude the case where g is of type B2). Applying [Pan1,
Theorem 4.2] or analysing the Dynkin labels of nilpotent G-orbits as presented in
[Car, pp. 394–407] one observes that in this case the cocharacter 2θ∨ : C× → T is
optimal in the sense of the Kempf–Rousseau theory for a nonempty Zariski open
subset of g(1). It follows that there exists an sl2-triple {e˜, 2h, f˜} ⊂ g such that
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f˜ ∈ g(−1), e˜ ∈ g(1) and the adjoint G0 orbits of e˜ and f˜ are Zariski open in g(1)
and g(−1), respectively.
(A) Suppose π : X → g(−1) is a dominant morphism. Then π(X) contains a
Richardson element of the parabolic subalgebra g(0) ⊕ g(−1)⊕ g(−2) of g, say f˜ .
Since all such elements in g(−1) are conjugate under the adjoint action of G0, our
earlier remark shows that there exists e˜ ∈ g(1) such that {e˜, 2h, f˜} is an sl2-triple
in g. By the sl2-theory, the Lie algebra g
f˜ (0) = gf˜ ∩ gh is reductive and
(10) g(0) = gf˜ (0)⊕ [f˜ , g(1)].
Since non-isomorphic irreducible sl2-submodules of g are orthogonal to each other
with respect to κ, it must be that κ(z, h) = 0 for all z ∈ gf˜ (0). From this it follows
that gf˜ (0) ⊆ [g(0), g(0)] = ge(0).
Our standing hypothesis yields that X contains an element χ with nχ = f˜ and
π−1(f˜) = f˜ + Y for some hypersurface Y in ge(0). Applying to χ a suitable auto-
morphism exp(ad∗ y) ∈ Ad∗Ge with y ∈ g(1) and taking (10) into account we may
assume further that hχ ∈ g
f˜ (0). This entails that Y intersects with the subalgebra
gf˜(0) of ge(0). By the affine dimension theorem, all irreducible components of that
intersection have codimension ≤ 1 in gf˜ (0).
The structure of the Lie algebra gf˜ (0) is described in [PPY, Tables 2 and 3]. If
g has type other than G2, B3 or D4 then the semisimple rank of g
f˜ (0) is ≥ 1 and
in the three excluded cases gf˜ (0) is a torus of dimension 0, 1 and 2, respectively.
In any event, Y ∩ gf˜ (0) contains a regular element of gf˜(0); we call it r′ (if g has
type G2 then necessarily r
′ = 0).
Taking χ ∈ X with nχ = f˜ and hχ = r
′ and using (9) it is straightforward to
see that x0 + x1 + x2 ∈ (g
e)χ if and only if x0 lies in the centralizer of r
′ in gf˜ (0)
and [x1, f˜ ] ∈ Ch. Since the map ad f˜ : g(1)→ g(0) is injective, this gives x1 ∈ Ce˜.
Since gf˜ (0) has rank ℓ−2 in all cases (by [PPY, 3.9]) and x2 ∈ Ce we now conclude
that the stabilizer of χ in ge has dimension ℓ. As this contradicts out assumption
that χ ∈ (ge)∗sing we thus deduce that the present case cannot occur.
(B) Now suppose that the Zariski closure of π(X) has codimension 1 in g(−1). This
case is more complicated, and we are fortunate that some related work has been
done by Panyushev in [Pan1, Sect. 4]. Given a subspace V in g(i) we denote by
V ⊥(−i) the orthogonal complement of V in g(−i) with respect to κ. Since 2θ∨ is an
optimal cocharacter for a nonempty Zariski open subset of g(−1) the coordinate ring
C[g(−1)] contains a homogeneous function of positive degree which is semi-invariant
under the adjoint action of G0; we call it ϕ. Since G0 acts on g(−1) with finitely
many orbits, the zero locus of ϕ contains an open G0-orbitO
′
0. This orbit is actually
unique by [Pan1, Theorem 4.2(ii)]. We pick an element f ′ ∈ O′0. Since [g(0), f
′]
has codimension 1 in g(−1) by our choice of e′ there is a nonzero u ∈ gf
′
(1) such
that gf
′
(1) = [g(0), f ′]⊥(1) = Cu. Since g(−1)⊕ g(−2) is a Heisenberg Lie algebra,
gf
′
(−1) has codimension 1 in g(−1). Also, dim gf
′
(0) = dim g(0)− dim g(−1) + 1
and gf
′
(2) = {0}. From this it is immediate that gf
′
= g(−2)⊕gf
′
(−1)⊕gf
′
(0)⊕Cu
and
dim gf
′
= dim g(0) + 2 = (dim gf˜ ) + 2.
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Since the semisimple element h normalizes the line Cf ′ it lies in a Cartan subal-
gebra of g contained in the optimal parabolic subalgebra of the G-unstable vector
e′ ∈ g. By the Kempf–Rousseau theory, this Cartan subalgebra contains an element
h′ with the property that {e′, h′, f ′} is an sl2-triple of g. Since [h, h
′] = 0 we have
that h′ ∈ g(0). Writing e′ =
∑
ie
′
i with e
′
i ∈ g(i) and taking into account the fact
that [h′, e′] = 2e′ and [h, g(i)] ⊆ g(i) for all i, one observes that [h′, e′1] = 2e
′
1. As
[e′, f ′] = h = [e′1, f
′] it follows that {e′1, h
′, f ′} is an sl2-triple of g. So we may
assume without loss that e′ ∈ g(1).
For i, j ∈ Z define g(i, j) = {x ∈ g(j) | [h′, x] = ix}. By the sl2-theory, the Lie
algebra g thus acquires a bi-grading g =
⊕
i,j∈Z g(i, j). By [Pan1, 4.6], it endows
g with a symmetry of type G2. Specifically, the set Σ
′ of all (i, j) 6= (0, 0) with
g(i, j) 6= {0} forms a root system of type G2 in R
2. More precisely, g(±2) =
g(±3,±2), g(0) = g(−1, 0)⊕ g(0, 0)⊕ g(1, 0), and
g(±1) = g(±3,±1)⊕ g(±2,±1)⊕ g(±1,±1)⊕ g(0,±1).
Furthermore, the subspaces g(i, j) corresponding to the long roots of Σ′ have di-
mension 1 whereas all g(i, j)’s labelled by the short roots of Σ′ have the same
dimension a depending on the type of g. We shall see later that a + 3 = h∨, the
dual Coxeter number of g.
Note that g(0, 1) = gf
′
(1) = Cu and g(0,−1) = ge
′
(−1). Also,
gf
′
(0) ∩ ge
′
(0) = gf
′
(0, 0) = ge
′
(0, 0) and g(0) = gf
′
(0, 0)⊕ [e′, g(−2,−1)]
by the sl2-theory. We set k := g
f ′(0, 0) and p := [e′, g(−2,−1)]. As (ad e′)3 annihi-
lates the abelian subalgebra g(−2,−1)) of g, we have that
0 = 13 (ad e
′)3([x, y]) = [(ad e′)2(x), (ad e′)(y)] + [(ad e′)(x), (ad e′)2(y)]
=
[
e′, [[e′, x], [e′, y]]
]
= [e′, [p, p]]
for all x, y ∈ g(−2,−1). Consequently, [p, p] ⊆ k implying that g(0) = k ⊕ p is a
symmetric decomposition of the Levi subalgebra g(0) of g. Note that the restriction
of κ to k is non-degenerate and p = [e′, g(−2,−1)] = k⊥ = [f ′, g(2, 1)] by dimension
reasons. Since ad f ′ is injective on g(1, 0) by the sl2-theory and [f
′, g(−1, 0)] =
g(−3,−1) is 1-dimensional, the ideal gf
′
(−1, 0) of gf
′
(0) has codimension 1 in
g(−1, 0) and
(11) gf
′
(0) = k⊕ gf
′
(−1, 0).
Recall that in the present case we can take χ ∈ X with nχ = f
′ while our choice
of hχ ∈ g
e(0) is unconstrained. Since g(3, 1) is spanned by (ad e′)3(f), our earlier
remarks in this part yield
[f ′, g(1)] = C[e′, [e′, f ]]⊕ g(−1, 0)⊕ p.
Applying to χ = f ′+hχ a suitable automorphism exp(ad
∗ y) ∈ Ad∗Ge with y ∈ g(1)
we may thus assume that hχ = hχ,0 + hχ,1 for some hχ,0 ∈ k and hχ,1 ∈ g
e′(1, 0).
Note that κ gives rise to a perfect pairing between gf
′
(0) = k ⊕ gf
′
(−1, 0) and
ge
′
(0) = k⊕ ge
′
(1, 0).
Set m := ke⊕gf
′
(−1, 0) = gf
′
(0)∩ge(0), an ideal of codimension 1 in gf
′
(0), and
denote by χ¯ the linear function on m given by χ¯(y) = κ(hχ, y) for all y ∈ m. Our
preceding remarks imply that hχ can be chosen in such a way that dim(m
∗)χ¯ =
indm where, as before, indm denotes the index of the Lie algebra m. If x =
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x0 + x1 + x2 with xi ∈ g
e(i) lies (ge)χ then (9) yields that x0 = x0,0 + x−1,0 for
some x0,0 ∈ k
e and x1,−0 ∈ g
f ′(−1). Moreover,
[hχ,0, x0,0] + [hχ,1, x−1,0] + [hχ,0, x−1,0] + [hχ,1, x0,0] + [f
′, x1] ∈ Ch.
Then κ([hχ,0 + hχ,1, x0,0 + x0,−1], y0,0 + y0,−1) = 0 for all y0,0 ∈ k
e and y−1,0 ∈
gf
′
(−1, 0) forcing x0 = x0,0 + x0,−1 ∈ m
χ¯. Since g(−1, 0) ⊂ [f ′, g(1)], this also
shows that for any x0 ∈ m
χ¯ there is x1 ∈ g(1) such that x0 + x1 ∈ (g
e)χ. As
a consequence, the canonical projection ge ։ ge(0) gives rise to a surjective Lie
algebra homomorphism ψ : (ge)χ ։ mχ¯ whose kernel consists of all x1 + x2 with
xi ∈ g(i) and [f
′, x1] ∈ Ch.
Let K = 2h∨κ be the Killing form of g. It is immediate from our earlier remarks
that 4h∨ = K(h, h) = 2(2a + 2) + 8 = 4(a + 3) and K(h, h′) = 2(3a + 3) + 12 =
6(a+ 3) = 6h∨ (here h∨ is the dual Coxeter number of g). Therefore, κ(h′, h) = 3.
Similarly, K(h′, h′) = 2(5a + 9) + 2a + 18 = 12(a + 3), so that κ(h′, h′) = 6. If
h = [f ′, v] for some v ∈ g then κ(h, h) = κ([h, f ′], v) = −κ(f ′, v) and κ(h′, h) =
κ([h′, f ′], v]) = −2κ(f ′, v) implying κ(h′, h) = 4. This contradiction shows that
Kerψ = gf
′
(1)⊕ g(2) = Cu⊕ Ce is 2-dimensional. As a result,
(12) dim(ge)χ = indm+ 2.
Next we observe that f ′ lies in gh
′−2h = g(−2,−1)⊕ g(0, 0)⊕ g(2, 1), a Levi sub-
algebra of g. Let l denote the orthogonal complement of h′ − 2h in gh
′−2h. As
κ(h′ − 2h, h′ − 2h) = 6 − 12 + 8 = 2 we have that gh
′−2h = l ⊕ C(h′ − 2h). In
particular, l is a reductive subalgebra of g of rank ℓ − 1. In order to compute the
index of m in a case-free fashion we shall identify m with a subalgebra of lf
′
.
We first recall tat gf
′
(−1, 0) is an abelian ideal of m, so that m ∼= ke⋉ gf
′
(−1, 0)
as Lie algebras. Since ke = k ∩ [g(0), g(0)] is orthogonal to both h′ and h by
the sl2-theory, it is a subalgebra of l
f ′(0, 0). From this it is immediate that l =
ke ⊕ g(−2,−1). Since [f, [e′, g(−1, 0)]] = g(−2,−1) by the sl2-theory and both f
and e′ commute with ke, the ke-modules g(−1, 0) and g(−2,−1) are isomorphic. If
f ′ ∈ [f, [e′, gf
′
(−1, 0)]] then
3 = 12κ(h
′, h′) = κ(e′, f ′) = κ(e′, [f, [e′, w]]) = −κ([e′, [e′, f ]], w)
for some w ∈ gf
′
. But since [h′, e] = 3e and [e′, e] = 0 the sl2-theory also yields
[e′, [e′, f ]] ∈ Im ad f ′. Then κ([e′, [e′, f ]], w) = 0. This contradiction shows that
g(−2,−1) = [f, [e′, gf
′
(−1, 0)]]⊕ Cf ′ as ke-modules and
m ∼= ke ⋉ gf
′
(−1, 0) ∼= ke ⋉ [f, [e′, gf
′
(−1, 0)]]
identifies with an ideal of codimansion 1 in lf
′
complementary to Cf ′; we call it m′.
Since ind lf
′
= rk l = ℓ−1 by [Pan1, Theorem 3.5], for example, and lf
′
= m′⊕Cf ′,
we now deduce that indm = indm′ = ℓ − 2. But then (12) gives dim(ge)χ = ℓ
contrary to our choice of χ. This contradiction proves the theorem for all simple
Lie algebras of type other than C.
(C) Finally, let G be of type Cℓ and suppose first that ℓ = 2. In this case it follows
from the main results of [PPY] that the C-algebra S(ge)g
e
is freely generated by two
homogeneous invariants eF1 and
eF2 of degree 1 and 3, and (g
e)∗sing coincides with
their Jacobian locus J (eF1,
eF2). The centraliser g
e has a C-basis {E,H, F, u, v, e}
such that {E,H, F} is an sl2-triple in g
e(0) and u, v ∈ ge(1) have the property that
[E, v] = u, [F, u] = v and [u, v] = e. Using this basis it is not hard to describe the
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invariant ring S(ge)g
e
explicitly. Namely, we may assume without loss of generality
that eF1 = e and
eF2 = (4EF +H
2)e + 2Ev2 + 2uvH − 2Fu2.
As deg(eF1) = 1, it is then straightforward to see that J (
eF1,
eF2) is isomorphic to
the intersections of five quadrics
2yt+ q2 = 0, 2xt− p2 = 0, qz − 2yp = 0, 2xq + pz = 0, zt+ pq = 0
in the affine space A6 with coordinates x, y, z, p, q, t. This variety is nothing but
{(p2/2t,−q2/2t,−pq/t, p, q, t) | p, q ∈ C, t ∈ C×} ⊔ {(x, y, z, 0, 0, 0) | x, y, z ∈ C}.
We thus deduce that (ge)∗sing has two irreducible components both of which are
3-dimensional. So the statement holds for ℓ = 2.
Now suppose ℓ ≥ 3. At the beginning of this proof we have assumed for a contar-
diction that an irreducible hypersurface X of H is contained in (ge)∗sing. Recall that
N denotes the unipotent radical of Ge and π : X → g(−1) is the map induced by
the second projection ge(0)⊕g(−1)։ g(−1). Since in the present case the derived
subgroup of G0 acts transitively on the nonzero vectors of the 2(ℓ− 1)-dimensional
vector space g(−1) the morphism π is surjective and dimπ−1(v) = (dimX)−2(ℓ−1)
for any nonzero v ∈ g(−1).
Using the standard realisation of the root system Φ we may assume that θ = 2ε1
and the Lie algebra ge(0) is generated by all root vectors eγ and fγ , where γ = εi±εj
and 2 ≤ i < j ≤ ℓ. We may (and will) take for v a short root vector fε1−ε2 . Set
l = ge(0), a simple Lie algebra of type Cℓ−1. The adjoint action of hv := hε2−ε1 on
l gives rise to a Z-grading
l = l(−2)⊕ l(−1)⊕ l(0)⊕ l(1)⊕ l(2)
such that l(2) = Ce2ε2 and [v, g(1)] = Chv⊕ l(1)⊕ l(2). As hε2−ε1 −h2ε2 = −h, the
same grading of l is induced by the adjoint action of h2ε2 . More importantly, v =
fε1−ε2 and e0 := e2ε2 have the same centralizer in l, namely, [l(0), l(0)]⊕ l(1)⊕ l(2).
Let S be the set of all linear functions on ge that vanish on g(2)⊕g(1)⊕ l(−2)⊕
l(−1)⊕Ch2ε2. This subspace of (g
e)∗ is canonically isomorphic to the dual space of
the minimal nilpotent centralizer le0 of type Cℓ−1, Our discussion in the previous
paragraph implies that the coadjoint action of N gives rise to an isomorphism
π−1(v) ∼=
(
N/(N,N)
)
×
(
v + V ∩X
)
of affine algebraic varieties. As a consequence,
dim(S ∩X) = dimπ−1(v)− 2(ℓ− 1) = dimX − 4(ℓ− 1)
= dim ge − 4(ℓ− 1)− 2 = dim l− 2(ℓ− 2)− 3
= dim l(0) + dim l(1) + dim l(2)− 2 = dim le0 − 1.
Therefore, S ∩X has codimension 1 in (ge0 )∗. By [PPY, Theorem 04], there exists
ξ ∈ S ∩ X with dim(le0)ξ¯ = ℓ − 1, where ξ¯ is the restriction of ξ to le0 (here we
use the fact that ℓ ≥ 3). Since le0 = lv it follows from the definition of V and the
preceding discussion that x = x0+x1+x2 with xi ∈ g
e(i) lies in (ge)ξ if and only if
x0 ∈ (l
e0)ξ¯ and x1 = 0. But then dim(g
e)ξ = (ℓ−1)+1 = ℓ violating our assumption
that X ⊆ (ge)∗sing. This contardiction completes the proof of Theorem 4.1. 
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Remark 4.2. If g has type other than A or E8 then combining Theorem 4.1 with
[PPY, Theorem 04] and [OVdB, Proposition 1.6] one obtains that all irreducible
components of (ge)∗sing have codimension 3 in (g
e)∗. We stress that [OVdB, Propo-
sition 1.6] applies because outside type A the Lie algebra ge is perfect and hence
all semi-invariants of S(ge) under the action of ge lie in S(ge)g
e
. If g is of type
E8 then [PPY, Theorem 04] and [OVdB, Proposition 1.6] are no longer applicable,
but according to an unpublished result of Yakimova it is still true that (ge)∗sing has
codimension 3 in (ge)∗.
5. Some explicit formulae in type A: the minimal nilpotent case
Let g = gln, and let eij be a standard basis element of g. Let ĝ−⊕Cτ be the
extended Lie algebra with τ acting on ĝ by the rule
[τ, x(−m)] = mx(−m).
For an n×n matrix A = (aij) with entries in an associative ring, denote by cdetA
the column determinant defined by the formula
cdetA =
∑
σ∈Sn
sgn(σ)aσ(1)1 . . . aσ(n)n.
Let τ + E(−1) be the n× n matrix with entries in ĝ−⊗Cτ given by
τ + E(−1) =

τ + (e11)−1 (e12)(−1) . . . (e1n)(−1)
(e21)−1 τ + (e22)(−1) . . . (e2n)(−1)
... · · ·
. . .
...
(en1)−1 (en2)(−1) . . . τ + (enn)(−1)
 .
Let e = en,n−1, a minimal nilpotent element of g, and put
g2 = span{en,i; 1 ≤ i ≤ n− 1}, g−2 = span{ei,n; 1 ≤ i ≤ n− 1},
and g0 = span{eij ; 1 ≤ i, j ≤ n− 1}+ span{en,n}, Then
g = g−2⊕ g⊕ g2
defines a good even grading for e. In particular, ge = ge0 ⊕ g2. Denote by κe,c the
invariant symmetric bilinear form on ge such that
κe,c(x, y) =
{
− trg0(adx ad y) for x, y ∈ g
e
0,
0 else.
Then κe,c coincides the form defined in Theorem 3.3 on sl
e
n. We have V
κe,c(ge) =
V κe,c(slen)⊗π, where π is the commutative vertex algebra that is freely generated
by one element I(−1)I, I := e11 + e22 + e33 + · · ·+ enn. Therefore,
Z(V κe,c(ge)) = Z(V κe,c(sln))⊗π
and there is no harm in replacing sln with g.
Note that dim ge = dim g0 = (n− 1)
2 + 1. We have
ge = span{I, ei,j (1 ≤ i ≤ n− 2, 1 ≤ j ≤ n− 1), en,j (1 ≤ j ≤ n− 1)}.
16 TOMOYUKI ARAKAWA AND ALEXANDER PREMET
Consider the (n − 1) × (n − 1) matrix Z obtained from τ + E(−1) by removing
its (n− 1)-th row and n-th column. Then
Z =

τ + (e11)(−1) (e12)(−1) . . . (e1 n−2)(−1) (e1 n−1)(−1)
(e21)(−1) τ + (e22)(−1) . . . (e2 n−2)(−1) (e2 n−1)(−1)
...
...
. . .
...
...
(en−2 1)(−1) (en−2 2)(−1) . . . τ + (en−2 n−2)(−1) (en−2 n−1)(−1)
(en 1)(−1) (en 2)(−1) . . . (en n−2)(−1) (en n−1)(−1)

The entries of Z belong to the subalgebra ĝe−⊕Cτ of ĝ−⊕Cτ , and so its column
determinant cdetZ is an element of U(ĝe−⊕Cτ). We may also regard it as an
element of V κe,c(ge)⊗C[τ ].
Arguing as in [CheM] one proves the following assertion:
Theorem 5.1. The C[T ]-module Z(V κe,c(ge)) is freely generated by I(−1) and the
coefficient Q1, . . . , Qn−1 of the polynomial
cdet(Z) = Q1τ
n−2 +Q2τ
n−3 + . . . Qn−2τ +Qn−1,
so that Z(V κe,c(ge)) = C[T jI(−1), T
jQi; 1 ≤ i ≤ n− 1, j ∈ Z≥0].
Note that Q1 = e(−1).
Example 5.2. If n = 3 then Q1 = (e32)(−1) and
Q2 = (e11)(−1)(e32)(−1) − (e31)(−1)(e12)(−1) + (e32)(−2).
If n = 4 then Q1 = (e43)(−1) and
Q2 =
∣∣∣∣(e11)(−1) (e13)(−1)(e41)(−1) (e43)(−1)
∣∣∣∣+ ∣∣∣∣(e22)(−1) (e23)(−1)(e42)(−1) (e43)(−1)
∣∣∣∣+ 2(e43)(−2),
Q3 =
∣∣∣∣∣∣
(e11)(−1) (e12)(−1) (e13)(−1)
(e21)(−1) (e22)(−1) (e23)(−1)
(e41)(−1) (e42)(−1) (e43)(−1)
∣∣∣∣∣∣+
∣∣∣∣(e11)(−1) (e13)(−2)(e41)(−1) (e43)(−2)
∣∣∣∣
+
∣∣∣∣(e22)(−2) (e23)(−1)(e42)(−2) (e43)(−1)
∣∣∣∣+ ∣∣∣∣(e22)(−1) (e23)(−2)(e42)(−1) (e43)(−2)
∣∣∣∣+ 2(e43)(−3).
Here we use vertical brackets as short-hand notation for column determinants in
non-commutative rings.
Let χ ∈ (ge)∗, and set χij := χ(eij). Also, put ∂u :=
d
du
. Let A be the
(n− 1)× (n− 1) matrix with entries in U(ge)⊗C[u−1]⊗C[∂u] obtained by replacing
(eij)(−1) by u
−1eij + χij and τ by −∂u: Its column determinant cdet(A) is an
element of U(ge)⊗C[u−1]⊗C[∂u]. Write
cdet(A) = A1(−∂u)
n−2 +A2(−∂u)
n−1 + · · ·+An−1(−∂u) +An−1,
Ai = A
(0)
i u
−i +A
(1)
i u
1−i + · · ·+A
(i−1)
i u
−1 +A
(i)
i
and note that A
(0)
1 = e.
Theorem 5.3. For a regular χ ∈ (ge)∗ we have
Ae,χ = C[I, A
(j)
i ; i = 1, . . . , n− 1, j = 0, 1, . . . , i− 1].
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Example 5.4. If n = 3 then
A =
∣∣∣∣−∂u + u−1e11 + χ11 u−1e12 + χ12u−1e31 + χ31 u−1e32 + χ32
∣∣∣∣ ,
A1 = e32u
−1 + χ32,
A2 =
∣∣∣∣e11u−1 + χ11 e12u−1 + χ12e31u−1 + χ31 e32u−1 + χ32
∣∣∣∣+ e31u−2.
If n = 4 then
A =
∣∣∣∣∣∣
−∂u + u
−1e11 + χ11 u
−1e12 + χ12 u
−1e13 + χ13
u−1e21 + χ21 −∂u + u
−1e22 + χ22 u
−1e23 + χ23
u−1e41 + χ41 u
−1e42 + χ41 u
−1e43 + χ43
∣∣∣∣∣∣ ,
A1 = e43u
−1 + χ43,
A2 =
∣∣∣∣e11u−1 + χ11 e13u−1 + χ13e41u−1 + χ41 e43u−1 + χ43
∣∣∣∣+ ∣∣∣∣e22u−1 + χ22 e23u−1 + χ23e42u−1 + χ41 e43u−1 + χ43
∣∣∣∣+ 2e43u−2,
A3 =
∣∣∣∣∣∣
e11u
−1 + χ11 e12u
−1 + χ12 e13u
−1 + χ13
e21u
−1 + χ21 e22u
−1 + χ22 e23u
−1 + χ23
e41u
−1 + χ41 e42u
−1 + χ42 e43u
−1 + χ43
∣∣∣∣∣∣+
∣∣∣∣e11u−1 + χ11 e13u−2e41u−1 + χ41 e43u−2
∣∣∣∣
+
∣∣∣∣e22u−2 e23u−1 + χ23e42u−2 e43u−1 + χ43
∣∣∣∣+ ∣∣∣∣e22u−1 + χ22 e23u−2e42u−1 + χ42 e43u−2
∣∣∣∣+ 2e43u−3.
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