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ABSTRACT 
This paper consider an MMLE (Modified Maximum Likelihood Estimation) based 
scheme to estimate software reliability using exponential distribution. The MMLE is one 
of the generalized frameworks of software reliability models of Non Homogeneous 
Poisson Processes (NHPPs). The MMLE gives analytical estimators rather than an 
iterative approximation to estimate the parameters. In this paper we proposed SPC 
(Statistical Process Control) Charts mechanism to determine the software quality using 
inter failure times data. The Control charts can be used to measure whether the 
software process is statistically under control or not. 
 
KEYWORDS 
Software Reliability, Statistical Process Control, Control Charts, NHPP, Exponential Distribution, 
MMLE, Inter Failure Times Data 
1. INTRODUCTION 
The software reliability is one of the most significant attributes for measuring software quality. 
The software reliability can be quantitatively defined as the probability of failure free operation 
of a software in a specified environment during specified duration.[1]. Thus, probabilistic 
models are applied to estimate software reliability with the field data. Various NHPP software 
reliability models are available to estimate the software reliability. The MMLE is one of such 
NHPP based software reliability model.(2). The software reliability models can be used 
quantitative management of quality (3). This is achieved by employing SPC techniques to the 
quality control activities that determines whether a process is stable or not. The objective of 
SPC is to establish and maintain statistical control over a random process. To achieve this 
objective, it is necessary to detect assignable causes of variation that contaminate the random 
process. The SPC had proven useful for detecting assignable causes(4). 
2. BACKGROUND 
This section presents the theory that underlies exponential distribution and maximum likelihood 
estimation for complete data. If ‘t’ is a continuous random variable with 
pdf: ),,,;( 21 ktf θθθ K . Where kθθθ ,,, 21 K are k unknown constant parameters 
which need to be estimated, and cdf: ( )tF
( )( )
. Where, the mathematical relationship between the 
pdf and cdf is given by:
dt
tFdtf =)( . Let ‘a’ denote the expected number of faults that would 
be detected given infinite testing time in case of finite failure NHPP models. Then, the mean 
value function of the finite failure NHPP models can be written as: )()( taFtm = . where, F(t) is 
a cumulative distribution function. The failure intensity function )(tλ  in case of the finite 
failure NHPP models is given by: )(')( taFt =λ  [5][6] 
 
2.1 Exponential NHPP Model 
 
When the data is in the form of inter failure times also called Time between failures, we will try 
to estimate the parameters of an NHPP model based on exponential distribution [6]. Let N(t) be 
an NHPP defined as  
 
,  
 
Here  is the mean value function of the process of an NHPP given by 
 
)   a>0, b>0,t>=0       (2.1.1) 
 
The intensity function of the process is given by 
 
 = b( )       (2.1.2) 
 
2.2  Modified Maximum Likelihood Estimation 
 
The constants ‘a’, ’b’ which appear in the mean value function and hence in NHPP, in intensity 
function (error detection rate) and various other expressions are called parameters of the model. 
In order to have an assessment of the software reliability  ‘a’,’ b’ are to be known or they are to 
be estimated from a software failure data. Suppose we have ‘n’ time instants at which the first, 
second, third..., nth failures of a software are experienced. In other words if   is the total time 
to the kth failure,  is an observation of random variable ks and ‘n’ such failures are 
successively recorded. The joint probability of such failure time realizations     is 1 2 3, ,.... ns s,s s
( ).
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The function given in equation (2.1.3)(2.2.1) is called the likelihood function of the given 
failure data. Values of ‘a’, ‘ b’ that would maximize L are called maximum likelihood 
estimators (MLEs) and the method is called maximum likelihood (ML) method of estimation.  
Accordingly ‘a’, ‘b’ would be solutions of the equations 
 
 ,  
 
Substituting the expressions for m(t), λ(t) given by equations (2.1.1) and (2.1.2) in equation  
(2.2.1), taking logarithms, differentiating with respect to ‘a’, ‘b’ and equating to zero, after some  
joint simplification we get 
 
                                                                (2.2.2) 
      (2.2.3) 
 
MLE of ‘b’ is an iterative solution of equation (2.1.5) (2.2.3) which when substituted in 
equation (2.1.4) gives MLE of ‘a’. In order to get the asymptotic variances and co-variance of 
the MLEs of ‘a’, ‘b’ we needed the elements of the information matrix obtained through the 
following second order partial derivative. 
 
      (2.2.4) 
Expected values of negatives of the above derivative would be the following information matrix 
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Inverse of the above matrix is the asymptotic variance covariance matrix of the MLEs of ‘a’,‘ 
b’. Generally the above partial derivatives evaluated at the MLEs of ‘a’, ‘b’ are used to get 
consistent estimator of the asymptotic variance covariance matrix.  
 
However in order to overcome the numerical iterative way of solving the log likelihood 
equations and to get analytical estimators rather than iterative, some approximations in 
estimating the equations can be adopted from [2] [8] and the references there in. We use two 
such approximations here to get modified MLEs of ‘a’ and ‘b’. 
Equation (2.2.3) can be written as 
 
      (2.2.5) 
 
Let us approximate the following expressions in the L.H.S of equation (2.2.5) by linear 
functions in the neighborhoods of the corresponding variables. 
 
 , n = 1,2,…… n.              (2.2.6) 
 
where  is the slope and  is the intercepts in equations (2.2.6)are to be suitably found. With 
such values equations  (2.2.6)  when used in equation (2.2.5)would give an approximate MLE 
for ‘b’ as 
 
         (2.2.7) 
 
  
 
We suggest the following method to get the slopes and intercepts in the R.H.S of equations 
(2.2.6). 
 
        (2.2.8) 
         (2.2.9) 
        (2.2.10) 
Given a natural number ‘n’ we can get the values of    by inverting the above equations 
through the function F(z) the L.H.S of equation (2.2.6) we get 
 
        (2.2.11) 
        (2.2.12) 
It can be seen that the evaluation of  , C are based on only a specified natural number ‘n’ and 
can be computed free from any data. Given the data observations and sample size using these 
values along with the sample data in equation (2.1.12)(2.2..7) we get an approximate MLE of 
‘b’. Equation (2.2.2) gives approximate MLE of ‘a’. 
 
3. ESTIMATION BASED ON INTER FAILURE TIMES DATA 
 
Based on the time between failures data give in Table-1, we compute the software failure 
process through mean value control chart. We use cumulative time between failures data for 
software reliability monitoring through SPC. The parameters obtained from Goel-Okumoto 
model applied on the given time domain data are as follows: 
 
a = 33.396342,  
b = 0.003962 
‘ ’ and ‘ ’ are Modified Maximum Likelihood Estimates (MMLEs) of parameters and the 
values can be computed using analytical method for the given time between failures data shown 
in Table 1. Using values of ‘a’ and ‘b’ we can compute
∧
a
∧
b
. Now equate the pdf of m(t) to 
0.00135, 0.99865, and 0.5 and the respective control limits are given by  
 
 
  
 
These limits are convert at and are given by 
 
, ,  
 
They are used to find whether the software process is in control or not by placing the points in 
Mean value chart shown in figure-1. A point below the control limit indicates an alarming 
signal. A point above the control limit indicates better quality. If the points are falling 
within the control limits it indicates the software process is in stable [9]. The values of control 
limits are as shown in Table-2. 
 
Table-1: Time between failures data (Xie et al., 2002) 
Failure  
No. 
Time 
between 
 Failures 
Failure  
No. 
Time 
between  
Failures 
Failure 
No. 
Time 
between 
 failures 
Failure 
No. 
Time 
between 
 failures 
Failure 
No. 
Time 
between 
 failures 
1 30.02 7 5.15 13 3.39 19 1.92 25 81.07 
2 1.44 8 3.83 14 9.11 20 4.13 26 2.27 
3 22.47 9 21 15 2.18 21 70.47 27 15.63 
4 1.36 10 12.97 16 15.53 22 17.07 28 120.78 
5 3.43 11 0.47 17 25.72 23 3.99 29 30.81 
6 13.2 12 6.23 18 2.79 24 176.06 30 34.19 
 
 
Table-2: Successive Difference of mean value function 
Failure 
No 
Cumulative 
failures m(t) 
m(t) 
Successive 
Difference 
Failure 
No 
Cumulative 
failures m(t) 
m(t) 
Successive 
Difference 
1 30.02 3.745007495 0.168687503 16 151.78 15.09281062 1.773292339
2 31.46 3.913694999 2.511282936 17 177.5 16.86610295 0.181718724
3 53.93 6.424977934 0.1449395 18 180.29 17.04782168 0.123892025
4 55.29 6.569917434 0.362096035 19 182.21 17.1717137 0.263324295
5 58.72 6.932013469 1.348473204 20 186.34 17.435038 3.888381284
6 71.92 8.280486673 0.507278516 21 256.81 21.32341928 0.789509245
7 77.07 8.787765189 0.370602904 22 273.88 22.11292853 0.176969998
8 80.9 9.158368093 1.935032465 23 277.87 22.28989853 5.577616276
9 101.9 11.09340056 1.11713536 24 453.93 27.8675148 1.518886819
10 114.87 12.21053592 0.039414228 25 535 29.38640162 0.03590267 
11 115.34 12.24995015 0.515572704 26 537.27 29.42230429 0.238631489
12 121.57 12.76552285 0.275243684 27 552.9 29.66093578 1.420599455
13 124.96 13.04076653 0.72160932 28 673.68 31.08153524 0.266001157
14 134.07 13.76237585 0.168851459 29 704.49 31.34753639 0.259556189
15 136.25 13.93122731 1.161583304 30 738.68 31.60709258  
 
4. CONTROL CHART 
 
Control charts are sophisticated statistical data analysis tools, which include upper and lower 
limits to detect any outliers. They are frequently used in SPC analysis [10]. We used control 
chart mechanism to identify the process variation by placing the successive difference of 
cumulative mean values shown in table 2 on y axis and failure number on x axis and the values 
of control limits at mean value function are placed on Inter Failure Control chart, we obtained 
Figure 1. The Inter Failure Control chart shows that the successive differences of m(t) at 10th 
and 25th failure data has fallen below which indicates the failure process is identified. It is 
significantly early detection of failures using Inter Failure Control chart. The software quality is 
determined by detecting failures at an early stage. The remaining failure data shown in Figure-1 
is stable. No failure data fall outside . It does not indicate any alarm signal. 
 
 
5. CONCLUSION 
 
This Mean value chart (Fig 1) exemplifies that, the first out – of – control and  second our-of-
control situation is noticed at the 10th failure and 25th failure with the corresponding successive 
difference of m(t) falling below the LCL. It results in an earlier and hence preferable out - of - 
control for the product. The assignable cause for this is to be investigated and promoted. The 
out of control signals in and the model suggested in Satya Prasad at el [2011] [ 13 ] are the 
same. We therefore conclude that adopting a modification to the likelihood method doesn’t alter 
the situation, but simplified the procedure of getting the estimates of the parameters, thus 
resulting in a preference of the present model to the one described in Satya Prasad et al [2011] 
[13 ]. 
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