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Abstract. We study the graded limits of minimal affinizations over a quantum loop algebra
of type D in the regular case. We show that the graded limits are isomorphic to multiple
generalizations of Demazure modules, and also give their defining relations. As a corollary
we obtain a character formula for the minimal affinizations in terms of Demazure operators,
and a multiplicity formula for a special class of the minimal affinizations.
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1 Introduction
Let g be a complex simple Lie algebra, Lg = g⊗C[t, t−1] the associated loop algebra, and Uq(Lg)
the quantum loop algebra. In [1], Chari introduced an important class of finite-dimensional sim-
ple Uq(Lg)-modules called minimal affinizations. For a simple Uq(g)-module V , we say a simple
Uq(Lg)-module V̂ is an affinization of V if the highest weight of V̂ is equal to that of V . One can
define a partial ordering on the equivalence classes (the isomorphism classes as a Uq(g)-module)
of affinizations of V , and modules belonging to minimal classes are called minimal affinizations
(a precise definition is given in Section 2.6). For example, a Kirillov–Reshetikhin module is
a minimal affinization whose highest weight is a multiple of a fundamental weight. Minimal
affinizations have been the subjects of many articles in the recent years. See [7, 10, 12, 18, 19, 21]
for instance. For the original motivations of considering minimal affinizations, see [1, Introduc-
tion]. Given a minimal affinization, one can consider its classical limit. By restricting it to the
current algebra g[t] = g ⊗ C[t] and taking a pull-back, a graded g[t]-module called graded limit
is obtained. Graded limits are quite important for the study of minimal affinizations since the
Uq(g)-module structure of a minimal affinization is completely determined by the U(g)-module
structure of its graded limit.
Graded limits of minimal affinizations were first studied in [2, 5] in the case of Kirillov–
Reshetikhin modules, and subsequently the general ones were studied in [18]. In that paper,
Moura presented several conjectures for the graded limits of minimal affinizations in general
types, and partially proved them. Graded limits of minimal affinizations in type ABC were
further studied in [21]. In that paper the author proved that the graded limit of a minimal
affinization in these types is isomorphic to a certain g[t]-module D(w◦ξ1, . . . , w◦ξn). Here w◦ is
the longest element of the Weyl group of g, ξj are certain weights of the affine Lie algebra ĝ
which are g-dominant, and D(w◦ξ1, . . . , w◦ξn) is a g[t]-submodule of a tensor product of simple
highest weight ĝ-modules, which is generated by the tensor product vw◦ξ1 ⊗ · · · ⊗ vw◦ξn of the
extremal weight vectors with weights w◦ξj . As a corollary of this, a character formula for minimal
affinizations was given in terms of Demazure operators. In addition, the defining relations of
graded limits conjectured in [18] were also proved.
?This paper is a contribution to the Special Issue on New Directions in Lie Theory. The full collection is
available at http://www.emis.de/journals/SIGMA/LieTheory2014.html
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In type ABC a minimal affinization with a fixed highest weight is unique up to equivalence,
and the graded limit of a minimal affinization depends only on the equivalence class. As
a consequence, the module D(w◦ξ1, . . . , w◦ξn) can be determined from the highest weight only.
(If the highest weight is λ =
∑
1≤i≤n
λi$i where $i are fundamental weights, then ξj are roughly
equal to λi($i+aiΛ0) where Λ0 is the fundamental weight of ĝ associated with the distinguished
node 0, and ai = 1 if the simple root αi is long and ai = 1/2 otherwise. For the more precise
statement, see [21].)
In contrast to this, in type D there are nonequivalent minimal affinizations with the same
highest weights. It was proved in [10], however, that even in type D if the given highest weight
satisfies some mild condition (see Section 2.6), then there are at most 3 equivalence classes of
minimal affinizations with the given highest weight. We say a minimal affinization is regular
if its highest weight satisfies this condition. The purpose of this paper is to study the graded
limits of regular minimal affinizations of type D using the methods in [21].
In the sequel we assume that g is of type Dn. Let pi be Drinfeld polynomials and assume
that the simple Uq(Lg)-module Lq(pi) associated with pi is a regular minimal affinization. Then
in a certain way we can associate with Lq(pi) a vertex s ∈ {1, n− 1, n} of the Dynkin diagram
of g (see Section 2.6). In the case where the number of equivalence classes are exactly 3, this s
parameterizes the equivalence class of Lq(pi). In this paper we show that there exists a sequence
ξ
(s)
1 , . . . , ξ
(s)
n of g-dominant ĝ-weights such that the graded limit L(pi) of Lq(pi) is isomorphic to
D
(
w◦ξ
(s)
1 , . . . , w◦ξ
(s)
n
)
(Theorem 3.1). Here ξ
(s)
j depends not only on the highest weight of Lq(pi)
but also s, and the correspondence is less straightforward compared with the case of type ABC
(see Section 3.1 for the precise statement). As a consequence, we give a character formula
for Lq(pi) in terms of Demazure operators (Corollary 3.5). We also prove the defining relations
of the graded limits L(pi) conjectured in [18] (Theorem 3.2), which also depends not only on the
highest weight but also s.
Recently Sam proved in [22] some combinatorial identity in type BCD, and gave a multiplicity
formula for minimal affinizations in type BC using the identity and results in [4] and [21]. By
applying the identity of type D to our results, we also obtain a similar multiplicity formula
for a special class of minimal affinizations in type D, which gives multiplicities in terms of the
simple Lie algebra of type C (Corollary 3.8).
The proofs of most results are similar to those in [21] and are in some respects even simpler
since the type D is simply laced. For example we do not need the theory of q-characters, which
was essentially needed in loc. cit.
The organization of the paper is as follows. In Section 2, we give preliminary definitions
and basic results. In particular, we recall the definition of the modules D(ξ1, . . . , ξp), the clas-
sification of regular minimal affinizations of type D, and the definition of graded limits. In
Section 3 we state Theorems 3.1 and 3.2, and discuss some of their corollaries. The proofs of
Theorems 3.1 and 3.2 is given in Section 4.
2 Preliminaries
2.1 Simple Lie algebra of type Dn
Let Î = {0, 1, . . . , n} and Ĉ = (cij)i,j∈Î be the Cartan matrix of type D
(1)
n whose Dynkin diagram
is as follows:
◦
1
◦
2
◦
0
◦
3
. . . ◦
n− 3
◦
n− 2
◦
n
◦
n− 1
(2.1)
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Let J ⊆ Î be a subset. In this paper, by abuse of notation, we sometimes denote by J the
subdiagram of (2.1) whose vertices are J .
Let I = Î \{0}, C = (cij)i,j∈I be the Cartan matrix of type Dn, and g the complex simple Lie
algebra associated with C. Let h be a Cartan subalgebra and b a Borel subalgebra containing h.
Denote by ∆ the root system and by ∆+ the set of positive roots, and let θ ∈ ∆+ be the highest
root. Let αi and $i (i ∈ I) be the simple roots and fundamental weights respectively, and
set $0 = 0 for convenience. Let P be the weight lattice and P
+ the set of dominant integral
weights. Let W denote the Weyl group with simple reflections si (i ∈ I), and w◦ ∈ W the
longest element.
For each α ∈ ∆ denote by gα the corresponding root space, and fix nonzero elements eα ∈ gα,
fα ∈ g−α and α∨ ∈ h such that
[eα, fα] = α
∨, [α∨, eα] = 2eα, [α∨, fα] = −2fα.
We also use the notation ei = eαi , fi = fαi for i ∈ I. Set n± =
⊕
α∈∆+ g±α. For a subset J ⊆ I,
denote by gJ ⊆ g the semisimple Lie subalgebra corresponding to J , and let hJ =
∑
i∈J
Cα∨i ⊆ h.
2.2 Affine Lie algebra of type D(1)n
Let ĝ = g ⊗ C[t, t−1] ⊕ CK ⊕ Cd be the affine Lie algebra with Cartan matrix Ĉ, where K is
the canonical central element and d is the degree operator. Naturally g is regarded as a Lie
subalgebra of ĝ. Define a Cartan subalgebra ĥ and a Borel subalgebra b̂ as follows:
ĥ = h⊕ CK ⊕ Cd, b̂ = ĥ⊕ n+ ⊕ g⊗ tC[t].
Set n̂+ = n+⊕ g⊗ tC[t]. We often consider h∗ as a subspace of ĥ∗ by setting 〈K,λ〉 = 〈d, λ〉 = 0
for λ ∈ h∗. Let ∆̂ be the root system of ĝ, ∆̂+ the set of positive roots, ∆̂re the set of real roots
and ∆̂re+ = ∆̂+ ∩ ∆̂re. Set α0 = δ − θ, e0 = fθ ⊗ t, f0 = eθ ⊗ t−1 and α∨0 = K − θ∨.
Denote by Λ0 ∈ ĥ∗ the unique element satisfying 〈K,Λ0〉 = 1 and 〈h,Λ0〉 = 〈d,Λ0〉 = 0, and
define P̂ , P̂+ ⊆ ĥ∗ by
P̂ = P ⊕ ZΛ0 ⊕ Cδ and P̂+ =
{
ξ ∈ P̂ | 〈α∨i , ξ〉 ≥ 0 for all i ∈ Î
}
.
Let Ŵ denote the Weyl group of ĝ with simple reflections si (i ∈ Î). We regard W naturally as
a subgroup of Ŵ . Let ` : Ŵ → Z≥0 be the length function. Let ( , ) be the unique non-degenerate
Ŵ -invariant symmetric bilinear form on ĥ∗ satisfying
(α, α) = 2 for α ∈ ∆̂re, (h∗, δ) = (h∗,Λ0) = (Λ0,Λ0) = 0 and (δ,Λ0) = 1.
Let Σ be the group of Dynkin diagram automorphisms of ĝ, which naturally acts on ĥ∗ and ĝ,
and W˜ the subgroup of GL(ĥ∗) generated by Ŵ and Σ. Note that we have W˜ = Σ n Ŵ . The
length function ` is extended on W˜ by setting `(τw) = `(w) for τ ∈ Σ, w ∈ Ŵ .
Denote by V (λ) for λ ∈ P+ the simple g-module with highest weight λ, and by V̂ (Λ) for
Λ ∈ P̂+ the simple highest weight ĝ-module with highest weight Λ. For a finite-dimensional
semisimple h-module (resp. ĥ-module) M we denote by chhM ∈ Z[h∗] (resp. chĥM ∈ Z[ĥ∗]) its
character with respect to h (resp. ĥ). We will omit the subscript h or ĥ when it is obvious from
the context.
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2.3 Loop algebras and current algebras
Given a Lie algebra a, its loop algebra La is defined as the tensor product a⊗C[t, t−1] with the
Lie algebra structure given by [x⊗ f, y ⊗ g] = [x, y]⊗ fg. Let a[t] and tka[t] for k ∈ Z>0 denote
the Lie subalgebras a⊗C[t] and a⊗ tkC[t] respectively. The Lie algebra a[t] is called the current
algebra associated with a.
For a ∈ C×, let eva : Lg→ g denote the evaluation map defined by eva(x⊗ f) = f(a)x, and
let V (λ, a) for λ ∈ P+ be the evaluation module which is the simple Lg-module defined by the
pull-back of V (λ) with respect to eva. An evaluation module for g[t] is defined similarly and is
denoted by V (λ, a) (λ ∈ P+, a ∈ C).
2.4 b̂-submodules D(ξ1, . . . , ξp)
Let ξ1, . . . , ξp be a sequence of elements belonging to the Weyl group orbits Ŵ (P̂
+) of dominant
integral weights of ĝ. We define a b̂-module D(ξ1, . . . , ξp) as follows. For each 1 ≤ j ≤ p let
Λj ∈ P̂+ be the unique element satisfying ξj ∈ ŴΛj , and take a nonzero vector vξj in the
1-dimensional weight space V̂ (Λj)ξj . Then define
D(ξ1, . . . , ξp) = U(b̂)(vξ1 ⊗ · · · ⊗ vξp) ⊆ V̂ (Λ1)⊗ · · · ⊗ V̂ (Λp).
If (αi, ξj) ≤ 0 for all i ∈ I and 1 ≤ j ≤ p, then D(ξ1, . . . , ξp) can be regarded as a g[t]⊕CK⊕Cd-
module and in particular a g[t]-module.
Some of D(ξ1, . . . , ξp) are realized in a different way. To introduce this, we prepare some
notation. Assume that V is a ĝ-module and D is a b̂-submodule of V . For τ ∈ Σ, we denote
by FτV the pull-back (τ
−1)∗V with respect to the Lie algebra automorphism τ−1 on ĝ, and
define a b̂-submodule FτD ⊆ FτV in the obvious way. It is easily proved that
FτD(ξ1, . . . , ξp) ∼= D(τξ1, . . . , τξp).
For i ∈ Î let p̂i denote the parabolic subalgebra b̂⊕ Cfi ⊆ ĝ, and set FiD = U(p̂i)D ⊆ V to be
the p̂i-submodule generated by D. Finally we define FwD for w ∈ W˜ as follows: let τ ∈ Σ and
w′ ∈ Ŵ be the elements such that w = τw′, and choose a reduced expression w′ = si1 · · · sik .
Then we set
FwD = FτFi1 · · ·FikD ⊆ FτV.
Proposition 2.1 ([21, Proposition 2.7]). Let Λ1, . . . ,Λp be a sequence of elements of P̂+, and
w1, . . . , wp a sequence of elements of W˜ . We write w[r,s] = wrwr+1 · · ·ws for r ≤ s, and assume
that `(w[1,p]) =
p∑
j=1
`(wj). Then we have
D
(
w[1,1]Λ
1, w[1,2]Λ
2, . . . , w[1,p−1]Λp−1, w[1,p]Λp
)
∼= Fw1
(
D
(
Λ1
)⊗ Fw2(D(Λ2)⊗ · · · ⊗ Fwp−1(D(Λp−1)⊗ FwpD(Λp)) · · · )). (2.2)
Let Di for i ∈ Î be a linear operator on Z[P̂ ] defined by
Di(f) = f − e
−αisi(f)
1− e−αi ,
where eλ (λ ∈ P̂ ) are the generators of Z[P̂ ]. For w ∈ Ŵ with a reduced expression w = si1 · · · sik ,
we set Dw = Di1 · · · Dik . If w ∈ W˜ and w = τw′ (τ ∈ Σ, w′ ∈ Ŵ ), we set Dw = τDw′ . The
operator Dw is called a Demazure operator. The character of the right-hand side of (2.2) is
expressed using Demazure operators by [16, Theorem 5], and as a consequence we have the
following (see also [21, Corollary 2.8]).
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Proposition 2.2. Let Λj ∈ P̂+ and wj ∈ W˜ (1 ≤ j ≤ p) be as in Proposition 2.1. Then we
have
ch
ĥ
D
(
w[1,1]Λ
1, w[1,2]Λ
2, . . . , w[1,p−1]Λp−1, w[1,p]Λp
)
= Dw1
(
eΛ
1 · Dw2
(
eΛ
2 · · · Dwp−1
(
eΛ
p−1 · Dwp
(
eΛ
p)) · · · )).
2.5 Quantum loop algebras and their representations
The quantum loop algebra Uq(Lg) is a C(q)-algebra generated by x±i,r, k
±1
i and hi,m (i ∈ I,
r ∈ Z, m ∈ Z \ {0}) subject to certain relations (see, e.g., [6, Section 12.2]). Uq(Lg) has a Hopf
algebra structure [6, 17]. In particular if V and W are Uq(Lg)-modules then V ⊗W and V ∗ are
also Uq(Lg)-modules, and we have (V ⊗W )∗ ∼= W ∗ ⊗ V ∗.
Denote by Uq(Ln±) and Uq(Lh) the subalgebras of Uq(Lg) generated by {x±i,r | i ∈ I, r ∈ Z}
and
{
k±1i , hi,m | i ∈ I,m ∈ Z \ {0}
}
respectively. Denote by Uq(g) the subalgebra generated
by {x±i,0, k±1i | i ∈ I}, which is isomorphic to the quantized enveloping algebra associated with
g. For a subset J ⊆ I, let Uq(LgJ) denote the subalgebra generated by
{
x±i,r, k
±1
i , hi,m | i ∈ J ,
r ∈ Z, m ∈ Z \ {0}}.
We recall basic results on finite-dimensional Uq(g)- and Uq(Lg)-modules. Note that in the
present paper we assume that g is of type D, and when g is non-simply laced some of indeter-
minates q appearing below should be replaced by qi = q
di with suitable di ∈ Z>0.
A Uq(g)-module (or Uq(Lg)-module) V is said to be of type 1 if V satisfies
V =
⊕
λ∈P
Vλ, Vλ =
{
v ∈ V | kiv = q〈α∨i ,λ〉v
}
.
In this article we will only consider modules of type 1. For a finite-dimensional module V
of type 1, we set chV =
∑
λ∈P
eλ dimVλ ∈ Z[P ]. For λ ∈ P+ we denote by Vq(λ) the finite-
dimensional simple Uq(g)-module of type 1 with highest weight λ. The category of finite-
dimensional Uq(g)-modules of type 1 is semisimple, and every simple object is isomorphic to Vq(λ)
for some λ ∈ P+.
We say that a Uq(Lg)-module V is highest `-weight with highest `-weight vector v and highest
`-weight
(
γ+i (u), γ
−
i (u)
)
i∈I ∈
(
C(q)[[u]]× C(q)[[u−1]])I if v satisfies Uq(Lg)v = V , x+i,rv = 0 for
all i ∈ I, r ∈ Z, and φ±i (u)v = γ±i (u)v for all i ∈ I. Here φ±i (u) ∈ Uq(Lh)[[u±1]] are defined as
follows:
φ±i (u) = k
±1
i exp
(
±(q − q−1) ∞∑
r=1
hi,±ru±r
)
.
Theorem 2.3 ([8]).
(i) If V is a finite-dimensional simple Uq(Lg)-module of type 1, then V is highest `-weight,
and its highest `-weight
(
γ+i (u), γ
−
i (u)
)
i∈I satisfies
γ±i (u) = q
degpii(u)
(
pii(q
−1u)
pii(qu)
)±
(2.3)
for some polynomials pii(u) ∈ C(q)[u] whose constant terms are 1. Here ( )± denote the
expansions at u = 0 and u =∞ respectively.
(ii) Conversely, for every I-tuple of polynomials pi =
(
pi1(u), . . . ,pin(u)
)
such that pii(0) = 1,
there exists a unique (up to isomorphism) finite-dimensional simple highest `-weight
Uq(Lg)-module of type 1 with highest `-weight
(
γ+i (u), γ
−
i (u)
)
i∈I satisfying (2.3).
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The I-tuple of polynomials pi =
(
pi1(u), . . . ,pin(u)
)
are called Drinfeld polynomials, and
we will say by abuse of terminology that the highest `-weight of V is pi if the highest `-weight(
γ+i (u), γ
−
i (u)
)
i∈I of V satisfies (2.3). We denote by Lq(pi) the finite-dimensional simple Uq(Lg)-
module of type 1 with highest `-weight pi, and by vpi a highest `-weight vector of Lq(pi).
Let i 7→ i¯ be the bijection I → I determined by αi¯ = −w◦(αi).
Lemma 2.4 ([6]). For any Drinfeld polynomials pi we have
Lq(pi)
∗ ∼= Lq(pi∗)
as Uq(Lg)-modules, where pi
∗ =
(
pii¯
(
q−h∨u
))
i∈I and h
∨ is the dual Coxeter number.
2.6 Minimal affinizations
For an I-tuple of polynomials pi =
(
pii(u)
)
i∈I , set wt(pi) =
∑
i∈I
$i degpii ∈ P+.
Definition 2.5 ([1]). Let λ ∈ P+.
(i) A simple finite-dimensional Uq(Lg)-module Lq(pi) is said to be an affinization of Vq(λ)
if wt(pi) = λ.
(ii) Affinizations V and W of Vq(λ) are said to be equivalent if they are isomorphic as Uq(g)-
modules. We denote by [V ] the equivalence class of V .
If V is an affinization of Vq(λ), as a Uq(g)-module we have
V ∼= Vq(λ)⊕
⊕
µ<λ
Vq(µ)
⊕mµ(V )
with some mµ(V ) ∈ Z≥0. Let V and W be affinizations of Vq(λ), and define mµ(V ), mµ(W ) as
above. We write [V ] ≤ [W ] if for all µ ∈ P+, either of the following holds:
(i) mµ(V ) ≤ mµ(W ), or
(ii) there exists some ν > µ such that mν(V ) < mν(W ).
Then ≤ defines a partial ordering on the set of equivalence classes of affinizations of Vq(λ) [1,
Proposition 3.7].
Definition 2.6 ([1]). We say an affinization V of Vq(λ) is minimal if [V ] is minimal in the set
of equivalence classes of affinizations of Vq(λ) with respect to this ordering.
For i ∈ I, a ∈ C(q)× and m ∈ Z>0, define an I-tuple of polynomials pi(i)m,a by
(
pi(i)m,a
)
j
(u) =
{(
1− aq−m+1u)(1− aq−m+3u) · · · (1− aqm−1u), j = i,
1, j 6= i.
We set pi
(i)
0,a = (1, 1, . . . , 1) for every i ∈ I and a ∈ C(q)×. The simple modules Lq(pi(i)m,a) are
called Kirillov–Reshetikhin modules.
Let us recall the classification of minimal affinizations in the regular case of type D, which
was given in [10]. (Similar results also hold in type E. See [7] for type ABCFG, in which
minimal affinizations are unique up to equivalence.) For that, we fix several notation. Set
S = {1, n − 1, n} ⊆ I and define the subsets Is ⊆ I (s ∈ S) by I1 = {1, 2, . . . , n − 3}, In−1 =
{n − 1}, In = {n}. Note that Is is the connected component of the subdiagram I \ {n − 2}
containing s, and I \ Is is the maximal type A subdiagram of I not containing s. For s ∈ S,
ε ∈ {±}, λ = ∑
i∈I
λi$i ∈ P+ and a ∈ C(q)×, define Drinfeld polynomials piεs(λ, a) as follows:
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◦ When s = 1, set piε1(λ, a) =
∏
i∈I
pi
(i)
λi,ai
(the product being defined component-wise) with
a1 = a and
ai =
aq
ε(λ1+2
∑
1<j<i
λj+λi+i−1)
, 2 ≤ i ≤ n− 2,
aq
ε(λ1+2
∑
1<j<n−1
λj+λi+n−2)
, i = n− 1, n.
◦ When s = n− 1 or n, set piεs(λ, a) =
∏
i∈I
pi
(i)
λi,ai
with a1 = a and
ai =

aq
ε(λ1+2
∑
1<j<i
λj+λi+i−1)
, 2 ≤ i ≤ n− 2,
aq
ε(λ1+2
∑
1<j<n−1
λj+λi+n−2)
, i = s,
aq
ε(λ1+2
∑
1<j<n−2
λj−λi+n−4)
, i ∈ {n− 1, n}, i 6= s.
Remark 2.7. The Drinfeld polynomials piεs(λ, a) are determined so that they satisfy the fol-
lowing property: if r ∈ S \ {s} and J = I \ Ir, the simple Uq(LgJ)-module Lq
(
piεs(λ, a)J
)
is a minimal affinization of the Uq(gJ)-module Vq(λ|hJ ), where piεs(λ, a)J denotes the J-tuple(
piεs(λ, a)j(u)
)
j∈J (see [10, Theorem 3.1]).
Define the support of λ =
∑
i
λi$i ∈ P+ by
supp(λ) = {i ∈ I |λi > 0} ⊆ I.
Theorem 2.8 ([10, Theorem 6.1]). Let λ ∈ P+.
(i) If supp(λ)∩Is = ∅ for some s ∈ S, then there exists a unique equivalence class of minimal
affinizations of Vq(λ), and the equivalence class is given by{
Lq
(
piεr(λ, a)
) ∣∣ ε ∈ {±}, a ∈ C(q)×}
with r ∈ S \ {s} (here the choice of r is irrelevant since pi±r (λ, a) = pi±r′(λ, a) holds for r,
r′ ∈ S \ {s}).
(ii) If supp(λ) ∩ Is 6= ∅ for all s ∈ S and λn−2 > 0, then there exist exactly three equivalence
classes of minimal affinizations of Vq(λ), and for each s ∈ S{
Lq
(
piεs(λ, a)
) ∣∣ ε ∈ {±}, a ∈ C(q)×}
forms an equivalence class.
We call λ ∈ P+ regular if λ satisfies one of the assumptions of (i) or (ii) in Theorem 2.8. We
call a minimal affinization is regular if its highest weight is regular.
Remark 2.9 ([9]). In the remaining case when supp(λ) ∩ Is 6= ∅ for all s ∈ S and λn−2 = 0,
the number of equivalence classes of minimal affinizations increases unboundedly with λ, and
the classification of minimal affinizations has not been given except for the type D4.
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2.7 Classical limits and graded limits
Let A = C[q, q−1] be the ring of Laurent polynomials with complex coefficients, and denote
by UA(Lg) the A-subalgebra of Uq(Lg) generated by
{
k±1i ,
(
x±i,r
)k
/[k]q! | i ∈ I, r ∈ Z, k ∈ Z>0
}
,
where we set [k]q = (q
k − q−k)/(q − q−1) and [k]q! = [k]q[k − 1]q · · · [1]q. Define UA(g) ⊆ Uq(g)
in a similar way. We define C-algebras U1(Lg) and U1(g) by
U1(Lg) = C⊗A UA(Lg) and U1(g) = C⊗A UA(g),
where we identify C with A/〈q − 1〉. Then the following C-algebra isomorphisms are known to
hold [17], [6, Proposition 9.3.10]:
U(Lg) ∼= U1(Lg)/〈ki − 1 | i ∈ I〉U1(Lg), U(g) ∼= U1(g)/〈ki − 1 | i ∈ I〉U1(g), (2.4)
where 〈ki − 1 | i ∈ I〉U1(Lg) denotes the two-sided ideal of U1(Lg) generated by {ki − 1 | i ∈ I},
and 〈ki − 1 | i ∈ I〉U1(g) is defined similarly.
Let pi =
(
pi1(u), . . . ,pin(u)
)
be Drinfeld polynomials, and assume that there exists b ∈ C×
such that all the roots of pii(u)’s are contained in the set bq
Z (it is known that in order to
describe the category of finite-dimensional Uq(Lg)-modules, it is essentially enough to consider
representations attached to such families of Drinfeld polynomials. For example, see [13, Sec-
tion 3.7]). Note that pi±s (λ, a) satisfies this assumptions when a ∈ C×qZ. Let LA(pi) be the
UA(Lg)-submodule of Lq(pi) generated by a highest `-weight vector vpi. Then by the isomor-
phism (2.4),
Lq(pi) = C⊗A LA(pi)
becomes a finite-dimensional Lg-module, which is called the classical limit of Lq(pi).
Define a Lie algebra automorphism ϕb : g[t]→ g[t] by
ϕb
(
x⊗ f(t)) = x⊗ f(t− b) for x ∈ g, f ∈ C[t].
We consider Lq(pi) as a g[t]-module by restriction, and define a g[t]-module L(pi) by the pull-
back ϕ∗b
(
Lq(pi)
)
. We call L(pi) the graded limit of Lq(pi). In fact, at least when pi = pi
±
s (λ, a),
it turns out later from our main theorems that L(pi) is a graded g[t]-module, which justifies the
name “graded limit”. Set v¯pi = 1 ⊗A vpi ∈ L(pi), which generates L(pi) as a g[t]-module. The
following properties of graded limits are easily proved from the construction (see [2]).
Lemma 2.10. Assume wt(pi) = λ.
(i) There exists a surjective g[t]-module homomorphism from L(pi) to V (λ, 0) mapping v¯pi to
a highest weight vector.
(ii) The vector v¯pi satisfies the relations
n+[t]v¯pi = 0,
(
h⊗ tk)v¯pi = δk0〈h, λ〉v¯pi for h ∈ h, k ≥ 0, and
f
〈α∨i ,λ〉+1
i v¯pi = 0 for i ∈ I.
(iii) We have
chLq(pi) = chL(pi).
(iv) For every µ ∈ P+ we have[
Lq(pi) : Vq(µ)
]
=
[
L(pi) : V (µ)
]
,
where the left- and right-hand sides are the multiplicities as a Uq(g)-module and g-module,
respectively.
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3 Main theorems and corollaries
Throughout this section, we fix λ =
∑
i∈I
λi$i ∈ P+, ε ∈ {±} and a ∈ C×qZ, and abbreviate
pis = pi
ε
s(λ, a) for s ∈ S = {1, n− 1, n}.
3.1 Main theorems
Denote by τ0,1 ∈ Σ (resp. τn−1,n ∈ Σ) the diagram automorphism interchanging the nodes 0
and 1 (resp. n− 1 and n). We will not use other elements of Σ in the sequel.
For s ∈ S and 1 ≤ j ≤ n, define ξ(s)j = ξ(s)j (λ) ∈ P̂ as follows:
◦ When s = 1, let m,m′ be such that {m,m′} = {n − 1, n}, λm = max{λn−1, λn} and λm′ =
min{λn−1, λn}, and define
ξ
(1)
j =

λj($j + Λ0), 1 ≤ j ≤ n− 2,
λm′($n−1 +$n + Λ0), j = n− 1,
(λm − λm′)($m + Λ0), j = n.
◦ When s = n, set
` =

0, if
n−3∑
i=1
λi < λn−1,
max
{
1 ≤ j ≤ n− 3 |
n−3∑
i=j
λi ≥ λn−1
}
, otherwise,
and λ¯ = λn−1 −
n−3∑
i=`+1
λi. Then define
ξ
(n)
j =

λj($j + Λ0), 1 ≤ j < `, j = n− 2, n,
λ`($` + Λ0) + λ¯$n−1, j = `,
λj($j +$n−1 + Λ0) + δ`0δj1λ¯($n−1 + Λ0), ` < j < n− 2,
0, j = n− 1.
◦ When s = n− 1, set ξ(n−1)j (λ) = τn−1,n
(
ξ
(n)
j (τn−1,nλ)
)
.
Note that we have λ ≡ ∑
1≤j≤n
ξ
(s)
j mod ZΛ0 +Qδ for all s ∈ S.
Theorem 3.1. The graded limit L(pis) is isomorphic to D
(
w◦ξ
(s)
1 , . . . , w◦ξ
(s)
n
)
as a g[t]-module.
For α =
∑
i∈I
niαi ∈ ∆+, set supp(α) = {i ∈ I |ni > 0} ⊆ I. We define a subset ∆(s)+ ⊆ ∆+ for
s ∈ S by
∆
(s)
+ =
⋃
r∈S\{s}
{
α ∈ ∆+ | supp(α) ⊆ I \ Ir
}
.
Note that if α ∈ ∆(s)+ , then the coefficient of αi in α is 0 or 1 for all i ∈ I.
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Theorem 3.2. The graded limit L(pis) is isomorphic to the cyclic g[t]-module generated by
a nonzero vector v subject to the relations
n+[t]v = 0,
(
h⊗ tk)v = δk0〈h, λ〉v for h ∈ h, k ≥ 0,
fλi+1i v = 0 for i ∈ I and (fα ⊗ t)v = 0 for α ∈ ∆(s)+ .
We prove Theorems 3.1 and 3.2 in Section 4.
Remark 3.3. The defining relations of Theorem 3.2 were conjectured in [18, Section 5.11], and
proved there for g of typeD4. Let I
′
s = Isunionsq{n−2}, λI′s =
∑
i∈I′s
λi$i and λI\I′s = λ−λI′s . In loc. cit.,
the author also conjectured that the graded limit L(pis) is isomorphic to the g[t]-submodule of
L
(
piεs(λI′s , a)
)⊗ L(piεs(λI\I′s , a))
generated by the tensor product of highest weight vectors. This is easily deduced from Theo-
rem 3.1.
3.2 Corollaries
The module D
(
w◦ξ
(s)
1 , . . . , w◦ξ
(s)
n
)
in Theorem 3.1 has another realization introduced in Sec-
tion 2.4. Define σ ∈ W˜ by
σ = τ0,1τn−1,ns1s2 · · · sn−1.
The proof of the following lemma is straightforward.
Lemma 3.4.
(i) For 0 ≤ j ≤ n, we have
σ($j + Λ0) ≡

$j+1 + Λ0, 0 ≤ j ≤ n− 3,
$n−1 +$n + Λ0, j = n− 2,
$n−1 +$1 + Λ0, j = n− 1,
$n−1 + Λ0, j = n,
mod Qδ,
and σ($n−1) ≡ $n−1 mod Qδ.
(ii) We have `(w◦σn−1) = `(w◦) + (n− 1)`(σ).
Assume s 6= n − 1 for a while. For 1 ≤ j ≤ n − 1 define Λ(s)j = σ−jξ(s)j , and set Λ(s)n = ξ(s)n .
The following assertions are easily checked using Lemma 3.4(i):
Λ
(1)
j ≡
{
λjΛ0, 1 ≤ j ≤ n− 2,
λm′Λ0, j = n− 1,
mod Qδ, and
Λ
(n)
j ≡

λjΛ0, 1 ≤ j < ` or j = n− 2,
λ`Λ0 + λ¯$n−1, j = `,
λj($n−1 + Λ0) + δ`0δj1λ¯($n + Λ0), ` < j < n− 2,
mod Qδ.
In particular, each Λ
(s)
j belongs to P̂
+. We obtain the following chain of isomorphisms from
Theorem 3.1, Lemma 3.4(ii), and Proposition 2.1:
L(pis) ∼= D
(
w◦ξ
(s)
1 , . . . , w◦ξ
(s)
n
) ∼= D(w◦ξ(s)n , w◦ξ(s)1 , . . . , w◦ξ(s)n−1)
∼= Fw◦
(
D
(
Λ(s)n
)⊗ Fσ(D(Λ(s)1 )⊗ · · · ⊗ Fσ(D(Λ(s)n−2)⊗ FσD(Λ(s)n−1)) · · · )), (3.1)
where the second isomorphism obviously holds by definition. Hence by Proposition 2.2 and
Lemma 2.10(iii), the following holds.
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Corollary 3.5. If s ∈ {1, n}, we have
chLq(pis) = Dw◦
(
eΛ
(s)
n · Dσ
(
eΛ
(s)
1 · · · Dσ
(
eΛ
(s)
n−2 · Dσ
(
eΛ
(s)
n−1
)) · · · ))∣∣
eΛ0=eδ=1
.
Let λ′ = τn−1,nλ, and set pi′n = piεn(λ′, a). It is easily seen from Theorem 3.1 that
chLq(pin−1) = τn−1,n chLq(pi′n).
Hence we also obtain the character in the case s = n− 1.
Remark 3.6.
(i) It is possible to use other elements of W˜ in the expression of chLq(pis). That is, if wj ∈ W˜
(1 ≤ j ≤ n− 1) satisfy w[1,j]Λ(s)j = ξ(s)j and `(w◦w[1,n−1]) = `(w◦) +
n−1∑
j=1
`(wj) (here we set
w[1,j] = w1w2 · · ·wj), then it follows that
chLq(pis) = Dw◦
(
eΛ
(s)
n · Dw1
(
eΛ
(s)
1 · · · Dwn−2
(
eΛ
(s)
n−2 · Dwn−1
(
eΛ
(s)
n−1
)) · · · ))∣∣
eΛ0=eδ=1
.
For example wj = sj−1sj−2 · · · s1τ0,1 satisfy the above conditions when s = 1. Our choice
is made so that the results are stated in a uniform way.
(ii) The right-hand side of the isomorphism (3.1) has a crystal analog, and using this we can
express the multiplicities of Lq(pis) in terms of crystal bases. For the details, see [21,
Corollary 4.11].
Our next result is a formula for multiplicities of simple finite-dimensional Uq(g)-modules
in Lq(pi1) which can be deduced from our Theorem 3.2 and the results of [4] and [22]. For that,
we prepare a lemma.
Lemma 3.7. Assume that V is a cyclic finite-dimensional g[t]-module generated by a h-weight
vector v, and n+[t] ⊕ th[t] acts trivially on v. Let µ ∈ P+, and W be the g[t]-submodule of
V ⊗ V (µ, 0) generated by v ⊗ vµ, where vµ denotes a highest weight vector. Then for every
ν ∈ P+, we have[
W : V (ν + µ)
]
=
[
V : V (ν)
]
,
where [ : ] denotes the multiplicity as a g-module.
Proof. Note that[
W : V (ν + µ)
]
= dim{w ∈Wν+µ | n+w = 0}. (3.2)
Since
W = U
(
n−[t]
)
(v ⊗ vµ) = U(n−)
(
U
(
tn−[t]
)
v ⊗ vµ
)
and W is a finite-dimensional g-module, we see that
{w ∈Wν+µ | n+w = 0} =
{
w ∈ (U(tn−[t])v ⊗ vµ)ν+µ ∣∣ n+w = 0}
=
{
w ∈ (U(tn−[t])v)ν | n+w = 0}⊗ vµ = {w ∈ (U(n−[t])v)ν | n+w = 0}⊗ vµ.
Hence the assertion follows from (3.2). 
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Let sp2n−2 be the simple Lie algebra of type Cn−1, and denote by Psp its weight lattice and by
$spi (1 ≤ i ≤ n−1) its fundamental weights. We assume that $spi are labeled as [15, Section 4.8].
Define a map ι : P+ → P+sp by
ι
 ∑
1≤i≤n
µi$i
 = ∑
1≤i≤n−2
µi$
sp
i + min{µn−1, µn}$spn−1.
Corollary 3.8. For every µ ∈ P+, we have
[
Lq(pi1) : Vq(µ)
]
=
{[
Sι(λ)
(
V sp($sp1 )
)
: V sp
(
ι(µ)
)]
, if µn − µn−1 = λn − λn−1,
0, otherwise.
Here Sν (ν ∈ P+sp) denotes the Schur functor (see [22, Section 1]) with respect to the partition( n−1∑
j=1
νj ,
n−1∑
j=2
νj , . . . , νn−1
)
, and V sp(ν) denotes the simple sp2n−2-module with highest weight ν.
Proof. It suffices to show that the right-hand side is equal to
[
L(pi1) :V (µ)
]
by Lemma 2.10(iv).
Note that Theorem 3.2 and [4, Theorem 1] imply that the graded limit L(pi1) is isomorphic to the
g[t]-module “P (λ, 0)Γ(λ,Ψ)” in the notation of [4], where we set Ψ={α∈∆+ | (α,$n−1+$n)=2}.
Then in the case λn−1 = λn, our assertion is a consequence of [4, Theorem 2] and [22, Theorem 1].
Let us assume λn−1 6= λn, and set λ′ = λm − λm′ . We have
L(pi1) ∼= D
(
w◦ξ
(1)
1 , . . . , w◦ξ
(1)
n
)
by Theorem 3.1, and we easily see that D
(
w◦ξ
(1)
n
) ∼= V (λ′$m, 0) holds. Hence by applying
Lemma 3.7 with V = D
(
w◦ξ
(1)
1 , . . . , w◦ξ
(1)
n−1) and µ = λ
′$m, we have for every ν ∈ P+ that[
D
(
w◦ξ
(1)
1 , . . . , w◦ξ
(1)
n
)
: V (ν + λ′$m)
]
=
[
D
(
w◦ξ
(1)
1 , . . . , w◦ξ
(1)
n−1
)
: V (ν)
]
,
and the right-hand side is equal to [L
(
piε1(λ − λ′$m, a)
)
: V (ν)] by Theorem 3.1. Hence the
assertion is deduced from the case λn−1 = λn. The proof is complete. 
4 Proofs of main theorems
Note that the theorems for s = n − 1 and s = n are equivalent because of the existence of
diagram automorphism of g interchanging n − 1 and n. Therefore, throughout this section we
assume that s 6= n − 1, and prove the theorems only for the case s = 1, n. Similarly as the
previous section we fix λ =
∑
i∈I
λi$i ∈ P+, ε ∈ {±} and a ∈ C×qZ, and write pis = piεs(λ, a).
Let Ms(λ) denote the module defined in Theorem 3.2. We shall prove the existence of three
surjective g[t]-module homomorphisms. More presicely, we prove Ms(λ)  L(pis) in Section 4.1,
D
(
w◦ξ
(s)
1 , . . . w◦ξ
(s)
n
)
Ms(λ) in Section 4.2, and L(pis)  D
(
w◦ξ
(s)
1 , . . . w◦ξ
(s)
n
)
in Section 4.3.
Then both Theorems 3.1 and 3.2 immediately follow from them.
4.1 Proof for Ms(λ)  L(pis)
Though the proof is similar to that in [18], we will give it for completeness.
Let vpis be a highest `-weight vector of Lq(pis), and set v¯pis = 1 ⊗ vpis ∈ L(pis). In order to
prove Ms(λ)  L(pis), it is enough to show the relations
(fα ⊗ t)v¯pis = 0 for α ∈ ∆(s)+ , (4.1)
since the other relations hold by Lemma 2.10(ii).
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Let r ∈ S \ {s} and J = I \ Ir. Then the subalgebra Uq(LgJ) ⊆ Uq(Lg) is a quantum loop
algebra of type A. By [10, Lemma 2.3], the Uq(LgJ)-submodule of Lq(pis) generated by vpis
is isomorphic to the simple Uq(LgJ)-module with highest `-weight
(
(pis)i(u)
)
i∈J . Denote this
Uq(LgJ)-submodule by L
′
q. Then we see from Remark 2.7 and [10, Theorem 3.1] that L
′
q is also
simple as a Uq(gJ)-module. From this and the construction of graded limits, it follows that the
LgJ -submodule
L′ = U(LgJ)v¯pis ⊆ L(pis)
is simple as a gJ -module. Hence the restriction of the surjective homomorphism L(pis)  V (λ, 0)
in Lemma 2.10(i) to L′ is an isomorphism, which obviously implies (gJ ⊗ t)v¯pis = 0. Now the
relations (4.1) obviously follow from the definition of ∆
(s)
+ . The proof is complete.
4.2 Proof for D
(
w◦ξ
(s)
1 , . . . , w◦ξ
(s)
n
)
Ms(λ)
Throughout this subsection, we assume that s ∈ {1, n} is fixed. Note that some notation
appearing below may depend on s though it is not written explicitly.
Let us prepare several notation. For 1 ≤ p ≤ q ≤ n, set
αp,q =
{
αp + αp+1 + · · ·+ αq, q ≤ n− 1,
αp + αp+1 + · · ·+ αn−2 + αn, q = n.
Note that
∆+ = {αp,q | p ≤ q, (p, q) 6= (n− 1, n)} unionsq {αp,n + αq,n−1 | p < q < n}.
Set σi = sisi+1 · · · sn−1 ∈ Ŵ for 1 ≤ i ≤ n and σ0 = τ0,1τn−1,nσ1 = σ. For 0 ≤ i ≤ n and
1 ≤ j ≤ n− 1, define ρi,j : ∆̂→ Z≥0 by
ρi,j(α) =
n−1∑
k=j
max
{
0,−(α, σiσk−jΛ(s)k )}.
When j < n− 1, we have
ρn,j(α) = ρ0,j+1(α) + max
{
0,−(α,Λ(s)j )} = ρ0,j+1(α) for α ∈ ∆̂re+ (4.2)
since Λ
(s)
j ∈ P̂+.
Lemma 4.1. Let 1 ≤ i ≤ n and 1 ≤ j ≤ n − 1, and assume that α = β + kδ ∈ ∆̂re+ satisfies
ρi,j(α) > 0.
(i) If i = n, we have
β ∈ {−αp,n−1 | p < n} unionsq
{−(αp,n + αq,n−1) | p < q < n}.
(ii) If 1 ≤ i ≤ n− 1, we have
β ∈ {αi,q | i ≤ q < n} unionsq {−αp,i−1 | p < i} unionsq {−αp,n | p 6= i}
unionsq{− (αp,n + αq,n−1) | p < q < n, p 6= i, q 6= i}.
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Proof. In both the cases s = 1 and s = n, it follows from Lemma 3.4(i) that
σk−jΛ(s)k ∈
∑
0≤p≤n
Z≥0($p + Λ0) +
∑
1≤p≤n
Z≥0($p +$n−1 + Λ0)
holds for every 1 ≤ j ≤ k ≤ n − 1. Hence ρn,j(α) > 0 implies β ∈ −∆+ and k ≥ 1, and if
β = −∑
i∈I
tiαi then we have
tp + tn−1 > k ≥ 1 for some 1 ≤ p ≤ n.
This immediately implies the assertion (i). Note that ρi,j(α) = ρi+1,j(siα) holds for 1 ≤ i ≤ n−1
by the definition of ρi,j . Hence ρi,j(α) > 0 implies that we have either α = αi or α = siγ for
some γ ∈ ∆̂re+ such that ρi+1,j(γ) > 0. From this, the assertion (ii) is easily proved by the
descending induction on i. 
For 0 ≤ i ≤ n and 1 ≤ j ≤ n− 1, set
D(i, j) = D
(
σiΛ
(s)
j , σiσΛ
(s)
j+1, . . . , σiσ
n−j−1Λ(s)n−1
)
, and
v(i, j) = v
σiΛ
(s)
j
⊗ v
σiσΛ
(s)
j+1
⊗ · · · ⊗ v
σiσn−j−1Λ
(s)
n−1
∈ D(i, j).
For α = β + kδ ∈ ∆̂re with β ∈ ∆ and k ∈ Z, denote by xα ∈ ĝ the vector eβ ⊗ tk. For i ∈ Î,
define a Lie subalgebra n̂i of n̂+ by
n̂i =
⊕
α∈∆̂re+\{αi}
Cxα ⊕ th[t].
We shall determine the generators of the annihilators AnnU(n̂+)v(i, j) inductively, along the lines
of [21, Section 5.1]. For that, we need the following lemma which is proved in [14, Section 3]
(see also [21, Lemma 5.3]).
Lemma 4.2. Let V be an integrable ĝ-module, T a f inite-dimensional b̂-submodule of V , i ∈ Î
and ξ ∈ P̂ such that (αi, ξ) ≥ 0. Assume that the following conditions hold:
(i) T is generated by a ĥ-weight vector v ∈ Tξ satisfying eiv = 0.
(ii) There is an ad(ei)-invariant left U(n̂i)-ideal I such that
AnnU(n̂+)v = U(n̂+)ei + U(n̂+)I.
(iii) We have ch
ĥ
FiT = Di chĥ T .
Let v′ = f (αi,ξ)i v. Then we have
AnnU(n̂+)v
′ = U(n̂+)e
(αi,ξ)+1
i + U(n̂+)ri(I),
where ri denotes the algebra automorphism of U(ĝ) corresponding to the reflection si.
Proposition 4.3. The following assertion (Ai,j) holds for every 0 ≤ i ≤ n and 1 ≤ j ≤ n− 1
(Ai,j) AnnU(n̂+)v(i, j) = U(n̂+)
 ∑
α∈∆̂re+
Cxρi,j(α)+1α + th[t]
 .
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Proof. We will prove the assertion by the descending induction on (i, j). The assertion (An,n−1)
is obvious since D(n, n − 1) = Cv(n, n − 1) is a trivial n̂+-module and ρn,n−1(α) = 0 for all
α ∈ ∆̂re+ . Since
v(n, j) = v
Λ
(s)
j
⊗ v(0, j + 1),
we easily see that (A0,j+1) implies (An,j) by (4.2), and (A1,j) implies (A0,j) since
D(0, j) ∼= Fτ0,1τn−1,nD(1, j) and ρ0,j(α) = ρ1,j(τ0,1τn−1,nα).
It remains to show that (Ai,j) implies (Ai−1,j) when 2 ≤ i ≤ n. Let ξ(i, j) =
n−1∑
k=j
σiσ
k−jΛ(s)k ∈ P̂ ,
which is the weight of v(i, j). Since
(
αi−1, σiσk−jΛ
(s)
k
) ≥ 0 holds for all k ≥ j by Lemma 3.4(ii),
we have
ei−1v(i, j) = 0 and f
(αi−1,ξ(i,j))
i−1 v(i, j) ∈ C×v(i− 1, j).
In addition, we have ρi−1,j(α) = ρi,j(si−1α) for α ∈ ∆̂re+ and in particular
ρi−1,j(αi−1) = ρi,j(−αi−1) =
(
αi−1, ξ(i, j)
)
.
Therefore, it suffices to show the ad(ei−1)-invariance of the left U(n̂i−1)-ideal
Ii,j = U(n̂i−1)
 ∑
α∈∆̂re+\{αi−1}
Cxρi,j(α)+1α + th[t]

by Lemma 4.2 (note that the condition (iii) holds by Proposition 2.2). Since ρi,j(αi−1+Z>0δ) = 0
holds by Lemma 4.1, we have[
ei−1, th[t]
]
= ei−1 ⊗ tC[t] ⊆ Ii,j .
Hence it is enough to verify that[
ei−1, x
ρi,j(α)+1
α
] ∈ Ii,j (4.3)
for every α ∈ ∆̂re+\{αi−1}. If α = −αi−1+kδ (k > 0), then (4.3) follows from th[t]⊕ei−1⊗tC[t] ⊆
Ii,j . Hence we may assume that α satisfies
[[
ei−1, xα
]
, xα
]
= 0. If
[
ei−1, xα
]
= 0, (4.3) is obvious,
and otherwise we have[
ei−1, x
ρi,j(α)+1
α
] ∈ Cxρi,j(α)α xα+αi−1 .
It is directly checked from Lemma 4.1 that if β ∈ ∆̂re+ satisfies β −αi−1 ∈ ∆̂re+ , then ρi,j(β) = 0.
Hence we have ρi,j(α+ αi−1) = 0, and (4.3) follows. The proof is complete. 
In the sequel we write ρ = ρ0,1 for brevity. Note that we have
ρ(α) =
∑
1≤j≤n−1
max
{
0,−(α, ξ(s)j )}.
The following assertions are proved from the definition of ξ
(s)
j ’s by a direct calculation.
(i) Assume that s = 1.
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(a) For β + kδ ∈ ∆̂re+ , ρ(β + kδ) = 0 holds unless
−β ∈ {αp,n + αq,n−1 | p < q < n} and k = 1.
(b) We have
ρ
(− (αp,n + αq,n−1) + δ) = n−2∑
j=q
λj + λm′ .
(ii) Assume that s = n.
(a) For β + kδ ∈ ∆̂re+ , ρ(β + kδ) = 0 holds unless
−β ∈ {αp,n−1 | p ≤ n− 3} and k = 1, or
−β ∈ {αp,n + αq,n−1 | p < q < n} and k = 1, 2.
(b) We have
ρ(−αp,n−1 + δ) = min

n−3∑
j=p
λj , λn−1
 , and
ρ
(− (αp,n + αq,n−1) + kδ) =

min
{
n−3∑
j=p
λj , λn−1
}
+
n−2∑
j=q
λj , if k = 1,
min
{
n−3∑
j=q
λj , λn−1
}
, if k = 2.
Set D = D
(
ξ
(s)
n , ξ
(s)
1 , . . . , ξ
(s)
n−1
)
and vD = vξ(s)n
⊗ v(0, 1) ∈ D. By Proposition 4.3, we have
AnnU(n̂+)vD = AnnU(n̂+)v(0, 1) = U(n̂+)
 ∑
α∈∆̂re+
Cxρ(α)+1α + th[t]
 .
Let vM ∈ Ms(λ) denote the generator in the definition. The proof of the following lemma is
elementary (see, e.g., [20, Lemma 4.5]).
Lemma 4.4. If β, γ ∈ ∆̂re+ satisfy (β, γ) = −1, xb+1β vM = 0 and xc+1γ vM = 0 with b, c ∈ Z≥0,
then xb+c+1β+γ vM = 0 holds.
Lemma 4.5. There exists a (h ⊕ n̂+)-module homomorphism from D to Ms(λ) mapping vD
to vM .
Proof. Since th[t]vM = 0 and the h-weights of both vD and vM are λ, it suffices to show
x
ρ(α)+1
α vM = 0 for all α ∈ ∆̂re+ .
First we consider the case s = 1. The assertion for α = −(αp,n+αq,n−1)+δ with p < q < n is
proved by applying Lemma 4.4 with β = −αp,m+δ and γ = −αq,m′ . The assertion for remaining
α ∈ ∆̂re+ is easily proved from the defining relations of M1(λ).
Next we consider the case s = n. If
n−3∑
j=p
λj ≥ λn−1, the assertion for α = −αp,n−1 +δ is proved
by applying the lemma with β = −αp,n−2+δ, γ = −αn−1. Otherwise it is proved by applying the
lemma with β = −αp,n−3, γ = −αn−2,n−1+δ. The assertion for α = −(αp,n+αn−1)+δ is similarly
proved, and then the assertion for α = −(αp,n + αq,n−1) + δ is verified by applying the lemma
with β = −(αp,n+αn−1)+δ and γ = −αq,n−2. Finally the assertion for α = −(αp,n+αq,n−1)+2δ
is shown by applying the lemma with β = −αp,n + δ and γ = −αq,n−1 + δ. The assertion for
remaining α ∈ ∆̂re+ is easily proved from the defining relations of Mn(λ). 
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Now we can prove the existence of a surjective g[t]-module homomorphism
D
(
w◦ξ(s)n , w◦ξ
(s)
1 , . . . , w◦ξ
(s)
n−1
)
Ms(λ)
by exactly the same arguments with [21, two paragraphs below Lemma 5.2] from Lemma 4.5.
Since D
(
w◦ξ
(s)
n , w◦ξ
(s)
1 , . . . w◦ξ
(s)
n−1
) ∼= D(w◦ξ(s)1 , . . . , w◦ξ(s)n ) holds by definition, the proof is com-
plete.
4.3 Proof for L(pis)  D
(
w◦ξ
(s)
1 , . . . , w◦ξ
(s)
n
)
We shall prove the assertion in the case ε = + (the case ε = − is similarly proved). For i ∈ I,
set
pi =
{
n− 2− i, i ≤ n− 2,
1, i = n− 1, n,
which is the distance between the nodes i and n − 2 in the Dynkin diagram. We need the
following lemma that is proved from [3].
Lemma 4.6.
(i) Let i1, . . . , ip ∈ I, b1, . . . , bp ∈ C(q)× and l1, . . . , lp ∈ Z>0, and assume that
br /∈ qZ>0bsqlr−ls+|pir−pis | for all r < s.
Then the submodule of Lq
(
pi
(i1)
l1,b1
) ⊗ · · · ⊗ Lq(pi(ip)lp,bp) generated by the tensor product of
highest `-weight vectors is isomorphic to Lq
( p∏
k=1
pi
(ik)
lk,bk
)
.
(ii) If i, j ∈ I, b ∈ C(q)×, l ∈ Z>0 and −|pi − pj | ≤ k ≤ |pi − pj |, then Lq
(
pi
(i)
l,b
)⊗Lq(pi(j)l,bqk) is
simple.
Proof. (i) For r < s, it is directly checked that Lq
(
pi
(is)
ls,bs
) ⊗ Lq(pi(ir)lr,br) satisfies the condition
of [3, Corollary 6.2], which assures that the module is generated by the tensor product of highest
`-weight vectors. Hence
Lq
(
pi
(ip)
lp,bp
)⊗ Lq(pi(ip−1)lp−1,bp−1)⊗ · · · ⊗ Lq(pi(i1)l1,b1)
is also generated by the tensor product of highest `-weight vectors (see [3, sentences above
Corollary 6.2]). Now the assertion (i) follows by dualizing the statement and applying Lemma 2.4
(the bijection i 7→ i¯ in the lemma is τn−1,n). (ii) We see from the above argument that Lq(pi(i)l,b )⊗
Lq(pi
(j)
l,bqk
) is both cyclic and cocyclic, and hence simple. 
Lemma 4.7. Let i ∈ I \{n−2, n−1}, b ∈ C×qZ and l ∈ Z≥0. The graded limit L
(
pi
(i)
l,bpi
(n−1)
l,bqpi−1
)
is isomorphic to D
(
lw◦($i +$n−1 + Λ0)
)
as a g[t]-module.
Proof. Note that
pi
(i)
l,bpi
(n−1)
l,bqpi−1 =
{
pi+n
(
l($i +$n−1), bq(δi1−1)l−i+1
)
if i ≤ n− 3,
pi+1
(
l($n +$n−1), bq−l−n+2
)
if i = n.
Hence by Sections 4.1 and 4.2, there exists a surjective homomorphism
D
(
lw◦($i +$n−1 + Λ0)
)
 L
(
pi
(i)
l,bpi
(n−1)
l,bqpi−1
)
.
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Therefore it suffices to show the equality of the dimensions. By Lemma 4.6(ii), we have
Lq
(
pi
(i)
l,bpi
(n−1)
l,bqpi−1
) ∼= Lq(pi(i)l,b)⊗ Lq(pi(n−1)l,bqpi−1),
which implies
dimC L
(
pi
(i)
l,bpi
(n−1)
l,bqpi−1
)
= dimC(q) Lq
(
pi
(i)
l,bpi
(n−1)
l,bqpi−1
)
= dimC(q) Lq
(
pi
(i)
l,b
) · dimC(q) Lq(pi(n−1)l,bqpi−1) = dimC L(pi(i)l,b) · dimC L(pi(n−1)l,bqpi−1)
= dimCD
(
lw◦($i + Λ0)
) · dimCD(lw◦($n−1 + Λ0)),
where the last equality follows from [5, Proposition 5.1.3]. On the other hand, we have
dimCD
(
lw◦($i +$n−1 + Λ0)
)
= dimCD
(
lw◦($i + Λ0)
) · dimCD(lw◦($n−1 + Λ0))
by [11, Theorem 1]. Hence the assertion is proved. 
Now let us begin the proof of the assertion L(pis)  D
(
w◦ξ
(s)
1 , . . . , w◦ξ
(s)
n
)
. First we prove
this in the case s = n. Let (ai)i∈I be the sequence in the definition of pin = pi+n (λ, a), and define
Uq(Lg)-modules Lq[j] for 1 ≤ j ≤ n− 2 and j = n by
Lq[j] =

Lq
(
pi
(j)
λj ,aj
)
, if j < `, j = n− 2, n,
Lq
(
pi
(`)
λ`−λ¯,a`q−λ¯
)⊗ Lq(pi(`)
λ¯,a`q
λ`−λ¯pi
(n−1)
λ¯,a`q
λ`−λ¯+p`−1
)
, if j = `,
Lq
(
pi
(n−1)
λ¯,a1q−λ1−λ¯+n−4
)⊗ Lq(pi(1)λ1,a1pi(n−1)λ1,a1qn−4), if ` = 0, j = 1,
Lq
(
pi
(j)
λj ,aj
pi
(n−1)
λj ,ajq
pj−1
)
, otherwise.
(4.4)
There exists an injective Uq(Lg)-module homomorphism
Lq(pin) ↪→ Lq[1]⊗ · · · ⊗ Lq[n− 2]⊗ Lq[n]
by Lemma 4.6, and this induces a UA(Lg)-module homomorphism
LA(pin)→ LA[1]⊗ · · · ⊗ LA[n− 2]⊗ LA[n],
where we set
LA[j] =
{
LA(pi), if Lq[j] = Lq(pi),
LA
(
pi1
)⊗ LA(pi2), if Lq[j] = Lq(pi1)⊗ Lq(pi2).
Applying C ⊗A − and taking the pull-back with respect to the automorphism ϕa¯, we obtain
a g[t]-module homomorphism L(pin) →
⊗
j L[j], where L[j] denotes the graded limit or the
tensor product of the two graded limits. Note that, by construction, this homomorphism maps
a highest weight vector of L(pin) to the tensor product of highest weight vectors. By Lemma 4.7
and [5, Proposition 5.1.3], we have
L[j] ∼=

D
(
(λ` − λ¯)w◦($` + Λ0))⊗D
(
λ¯w◦($` +$n−1 + Λ0)
)
, if j = `,
D
(
λ¯w◦($n−1 + Λ0)
)⊗D(λ1w◦($1 +$n−1 + Λ0)), if ` = 0, j = 1,
D
(
w◦ξ
(n)
j
)
, otherwise.
Hence in order to complete the proof, it suffices to show that
D
(
(λ` − λ¯)w◦($` + Λ0), λ¯w◦($` +$n−1 + Λ0)
) ∼= D(w◦ξ(n)` ), and
D
(
λ¯w◦($n−1 + Λ0), λ1w◦($1 +$n−1 + Λ0)
) ∼= D(w◦ξ(n)1 ) when ` = 0.
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The first isomorphism follows since we have
D
(
w◦ξ
(n)
`
) ∼= Fw◦σ`(Λ(n)` ) ∼= Fw◦σ`(D((λ` − λ¯)Λ0)⊗D(λ¯($n−1 + Λ0)))
∼= D((λ` − λ¯)w◦($` + Λ0), λ¯w◦($` +$n−1 + Λ0))
by Proposition 2.1, and the second one is also proved similarly. The proof for s = n is complete.
The case s = 1 can be proved by a similar (and simpler) argument in which we replace the
definition of Lq[i] given in (4.4) by the following:
Lq[j] =

Lq
(
pi
(j)
λj ,aj
)
, j ≤ n− 2,
Lq
(
pi
(m′)
λm′ ,am′
pi
(m)
λm′ ,am′
)
, j = n− 1,
Lq
(
pi
(m)
λm−λm′ ,am′qλm
)
, j = n.
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