Developing an effective turbulence model is important for engineering applications as well as for fundamental understanding of the flow physics. We present a mathematical derivation of a closure relating the Reynolds stress to the mean strain rate for incompressible flows. A systematic multiscale analysis expresses the Reynolds stress in terms of the solutions of local periodic cell problems. We reveal an asymptotic structure of the Reynolds stress by invoking the frame invariant property of the cell problems and an iterative dynamic homogenization of large-and small-scale solutions. The recovery of the Smagorinsky model for homogeneous turbulence validates our derivation. Another example is the channel flow, where we derive a simplified turbulence model using the asymptotic structure near the wall. Numerical simulations at two Reynolds numbers (Re's) using our model agrees well with both experiments and Direct Numerical Simulations of turbulent channel flow.
Introduction
to a subgrid cell problem. The computational cost is still quite high but an 51 adaptive scheme has speeded up the computation.
52
In the multiscale model, the Reynolds stress term is expressed as the av-53 erage of tensor product of the small-scale velocities, which are the solutions 54 of a local periodic cell problem. By using the frame invariance property of 55 the cell problem and an iterative homogenization of large-and small-scale 56 solutions dynamically, we reveal a crucial structure of the Reynolds stress 57 and obtain an explicit form of it. This seems to be the first linear constitu-58 tive relation between the Reynolds stress and the strain rate, established by 59 combining a systematic mathematical derivation with physical arguments.
60
For homogeneous turbulence, we recover the Smagorinsky model using 
Multiscale analysis for the 3D Navier-Stokes equation
Based on the multiscale analysis in [12, 13] , we can formulate a multiscale system for the incompressible 3D Navier-Stokes equation as a homogenization problem with being a reference wave length as follows:
where u (x, t) and p (x, t) are the velocity field and the pressure, respectively.
77
The initial velocity field u (x, 0) can be reparameterized in a two-scale struc-78 ture: the mean U (x) and the fluctuating W (x, z) components. In general,
79
W (x, z) is periodic in z with zero mean, i.e.,
80
W ≡ W (x, z) dz = 0.
In Appendix A, the reparameterization of the initial velocity u (x, 0) in 81 two-scale structure for channel flow is illustrated. Here, the mean U (x) and 82 the fluctuation W (x, z) depend on the reference scale . In the limit → 0,
83
W (x, z) tends to zero, and the mean U (x) recovers the full velocity field,
84
containing all of the scales.
85
In the analysis, the key idea is a nested multiscale expansion to characterize the transport of the small scales or the high-frequency component W (x, z). The first attempt to use homogenization theory to study the 3D Euler equations with highly oscillating data was carried out by McLaughlin et al. [15] . To construct a multiscale expansion for the Euler equations, they made an important assumption that the oscillation is advected by the mean flow. However, Hou et al. performed a detailed study by using the vorticity-stream function formulation [12, 13] , and found that the small-scale information is in fact advected by the full velocity u , which is consistent with Taylor's hypothesis [16] . To be specific, define a multiscale phase function θ (t, x) as follows:
which, also called the inverse flow map, characterizes the evolution of the small-scale velocity field.
87
First, we define the two operators for vector functions. For a vector
while the differential of f is defined as
Based on a multiscale analysis in the Lagrangian coordinates, the following nested multiscale expansions for θ and the stream function ψ are adopted:
where τ = t/ , z =θ/ .θ andψ are averages ofθ and ψ respectively;θ
91
andψ are periodic functions in z with zero mean. Now direct computations
92
give the expansion for velocity u
which implies the multiscale expansion
The pressure p is similarly expanded:
Substituting (9)-(10) into the Navier-Stokes system (1) and averaging with respect to z, the equations for the mean velocity fieldū(t, x, τ ) are obtained with initial and proper boundary conditions: Next, substituting (6) into (4) and averaging over z give the equations forθ(t, x, τ ) with initial and proper boundary conditions:
To simplify the model further, we consider only the leading order terms of large-scale variables (ū,p,θ)
and small scale variables (ũ,p,θ)
This gives simplified averaged equations, up to first order of ,
and
Then we subtract the averaged equations from the Navier-Stokes equation (1) and the equations for the inverse flow map θ (4). After some algebraic operations, we obtain the equations for the small-scale variables, to the leading order approximation:
where A is the gradient of phase function θ, i.e. A = D x θ, and I is the 104 identity matrix. 
114
Remark 2. For convenience of theoretical analysis and numerical implementation, the cell problem (27) can be further simplified by a change of variables from w tow by lettingw = Aw. Left-multiplying equation (27) by A gives
Since A does not depend on τ or z,
Further, we note:
Thus, we obtain the following modified cell problem forw :
We remark that is not small. 
where the mappingT : S 3 + → S 3 is of the form:
for every B ∈ S 3. rotational invariance
where M is a rotation matrix with
Define B = AA T , which is obviously symmetric. By the Rivlin-Ericksen 141 theorem, we have the following relation in three-dimensional space:
At this point, we only know that all these coefficients are real-valued 143 functions of the three principal invariants of B. Furthermore, B cannot be 144 solved explicitly to obtain these invariants.
145
However, to extract the structure of the Reynolds stress, we perform a 146 local-in-time multiscale analysis, accounting for interaction between large 147 and small scales through dynamic re-initialization of the phase function.
148
The large-scale components, u and θ, can generate small scales dynamically 
154
By using the forward Euler method, we can approximate θ as follows:
It follows that the rate of deformation can be computed as
, and its inverse A −1 = I + ∆t∇u + O(∆t 2 ). The above Therefore, B can be approximated as follows:
where D is the strain rate tensor defined as
Then we have the approximation of w ⊗w
where the coefficients α = a 0 + a 1 + a 2 andβ = 2(a 1 + 2a 2 ). Note that both 161 α andβ are functions of the invariants of B.
162
Finally, the Reynolds stress tensor is
where tr(R) = α/3 = (a 0 + a 1 + a 2 )/3 is the SGS kinetic energy, and β = 163 −2(a 0 − a 2 ). Both are also functions of the invariants of B. Therefore, the term −β∆tD does not vanish when taking the limit ∆t → 0.
179
In eddy-viscosity models, the stress tensor is assumed to be a linear func-180 tional of the strain rate tensor via the turbulent eddy viscosity ν τ
which is a first-order approximation, as is that in (35). We remark that such 182 linear relation between the stress and strain rate tensor is not meant to be 
Further, the three invariants I i , (i = 1, 2, 3) of a matrix M can be ex-
222
pressed by the three eigenvalues λ i , (i = 1, 2, 3) as follows
Given the relations (37), we can express the invariants of B by those of D. isotropic. Hence, all entries in the averaged strain tensor must be of the same 238 order. Then, the full averaged D has to be considered:
The first principal invariant of D is zero due to incompressibility, i.e. ,
The other two invariants can be calculated as follows: we find that β has the dimension of (−2I 2 )
247
To find out the proper form of β, we assume that β is a linear function of 
where C 1 and C 2 are universal constants due to homogeneity. Using the min- turbulence, up to second-order accuracy of time step,
Channel flow

264
The argument for homogeneous turbulence also applies to the channel 265 flow. This leads to the following modified Smagorinsky model: This scaling analysis of the velocity derivatives near the wall is consistent with results obtained by DNS (see Table 1 ). Given the orders of the velocity 271 derivatives, we neglect the small quantities in the entries of D. Thus, D can 272 be approximated as
The eigenvalues of the above approximate D are λ 1 = 0, λ 2,3 = ± we propose:
where f (y) is a function of y or y + due to inhomogeneity in the normal 279 direction. Using DNS data, Figure 3 shows that f (y + ) has the shape close 280 to the van Driest damping function
where C m is a universal constant and A = 25 is the van Driest constant [2] .
282
The distance from the wall is defined as follows
where δ is the channel half-width, u τ is the friction velocity, and ν is the 284 viscosity.
285
Finally, based on the multiscale analysis, we propose a simplified model 286 for the Reynolds stress
Remark 7. In the simplified model (42), the Reynolds stress reduces to 0 as 288 the wall is approached due to van Driest damping function [2, 21, 22] . This 289 ensures that the non-slip boundary condition on walls is preserved.
290
The constant C m can be determined by locally minimizing the Reynolds 
where R :
We perform a priori computation to determine 294 C m in (43) using the multiscale formulation in the following algorithm.
295
Algorithm 1 (Determining the constant C m ).
296
i. Run a DNS of (1) to get the full velocity field u (x i , t n ) at each time
ii. Perform a reparameterization procedure, based on the Fourier expan-299 sion and explained in detail in Appendix A for the channel flow, to 300 obtain u(x i , t n ) and w(x i , t n ,
iii. The Reynolds stress is 
For the channel flow, the layer near the wall introduces a large amount of to be the same as that in homogeneous turbulence, which is 0.18.
311
On the other hand, using an iterative homogenization of large and small 312 scale solutions dynamically and locally minimizing the Reynolds stress error,
313
C s can be determined from DNS data. 
343
The mean velocity u + for Re τ = 395 is shown in figure 8 We show how to reformulate any velocity v(x, y, z), which may contain periodic direction x and z as was done in [12, 13] . Thus, we only need to deal 394 with the non-periodic direction y. The key idea is to use the Sine transform,
395
which not only has the same computational complexity as that of the Fourier 396 transform, but also incorporates the boundary condition naturally.
397
Let v(x, y, z) be any function, which is periodic in (x, z) and zero on the boundaries in y, i.e. v(x, 0, z) = v(x, 1, z) = 0. Denote x = (x, y, z) and k = (k x , k y , k z ). By applying the Fourier transform in the x and z directions and the sine transform in the y-direction, we can express v(x, y, z) as follows:
v(x, y, z) = k=(kx,ky,kz)v k sin(πk y y) exp(2πi(k x x + k z z)).
Choose 0 < = 1/E < 1, where E is an integer, and let By rewriting each k in the following form
y , k 
y y .
Remark 8. Note that v (s) (x, z) is a periodic function in z with mean zero.
