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GENERALISED PALEY GRAPHS WITH A PRODUCT
STRUCTURE
GEOFFREY PEARCE AND CHERYL E PRAEGER
Abstract. A graph is Cartesian decomposable if it is isomorphic to a Cartesian
product of (more than one) strictly smaller graphs, each of which has more than
one vertex and admits no such decomposition. These smaller graphs are called
the Cartesian-prime factors of the Cartesian decomposition, and were shown, by
Sabidussi and Vizing independently, to be uniquely determined up to isomorphism.
We characterise by their parameters those generalised Paley graphs which are
Cartesian decomposable, and we prove that for such graphs, the Cartesian-prime
factors are themselves smaller generalised Paley graphs. This generalises a result
of Lim and the second author which deals with the case where all the Cartesian-
prime factors are complete graphs. These results contribute to the determination,
by parameters, of generalised Paley graphs with automorphism groups larger than
the 1-dimensional affine subgroups used to define them.
1. Introduction
Let p be a prime, n a positive integer, and Fpn = GF(p
n) the finite field of order
pn. For a factorisation pn−1 = dk, such that if p is odd then k is even, we define the
generalised Paley graph GPaley(pn, k) as the graph with vertex set Fpn, such that the
edges are the pairs {x, y} of vertices for which x−y is a dth-power in F∗pn = Fpn\{0}.
The condition ‘k is even if p is odd’ ensures that the adjacency relation is symmetric,
defining an undirected graph. If d = 2 then GPaley(pn, k) is a Paley graph, named
in honour of Raymond Paley. (In the literature Paley’s 1933 paper [12] is often cited
for this construction. However that paper concerns a construction, based on finite
fields, of what we now call Hadamard matrices; a paper exploring the origin of the
name Paley graph is being prepared [7].) Some other generalised Paley graphs (in
particular with d = 3 or 4) were studied because of their graph theoretic properties
and also their applications in coding theory and to maps on compact surfaces. We
make a few comments about these applications in Remark 1.2.
Generalised Paley graphs as defined above were introduced by Lim and the second
author in [11]. From the definition it can easily be seen that GPaley(pn, k) admits
as a subgroup of automorphisms the group G(pn, k) generated by the translations
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x 7→ x + a (a ∈ Fpn), the d
th-power multiplications x 7→ xad (a ∈ F∗pn), where
pn − 1 = dk, and the field automorphisms x 7→ xp
i
(i 6 n). The group G(pn, k)
is sometimes referred to as the ‘affine subgroup’ as it is the intersection of the full
automorphism group of GPaley(pn, k) with the 1-dimensional affine group AΓL(1, pn).
Moreover, G(pn, k) acts transitively on the arcs of GPaley(pn, k), demonstrating that
these graphs are arc-transitive. Sometimes G(pn, k) is the full automorphism group
(for example, if k is a multiple of (pn − 1)/(p− 1), see [11, Theorem 1.2]), and [11,
Problem 1.5] asks for a characterisation of all values of p, n, k, d for which this is the
case.
In particular, a larger automorphism group occurs if GPaley(pn, k) is not connected.
This is known to happen precisely when k|(pa−1) for some proper divisor a of n, and
in this case the connected components are all isomorphic to a smaller GPaley(pn
′
, k′)
for a certain subfield Fpn′ contained in Fpa, [11, Theorem 2.2]. We henceforth assume
that GPaley(pn, k) is connected. This is equivalent to assuming that k is a primitive
divisor of pn − 1, that is to say, k|(pn − 1) but k 6 |(pa − 1) for any a < n.
Another family of generalised Paley graphs with larger automorphism groups is
characterised in [11, Theorem 1.2(2)]: namely, GPaley(pn, k) is isomorphic to a Ham-
ming graph if and only if k = b(pn/b − 1) for some divisor b of n such that b > 1.
Here we characterise a family of generalised Paley graphs which properly contains
the Hamming graphs: we determine precisely when a generalised Paley graph is
Cartesian decomposable, as defined in Subsection 2.1.
Theorem 1.1. Let p be a prime, n a positive integer, k a primitive divisor of pn−1,
and Γ = GPaley(pn, k) ( so Γ is connected ). Then the following are equivalent.
(a) Γ is Cartesian decomposable;
(b) k = bc such that b > 1, b |n, and c is a primitive divisor of pn/b − 1;
(c) Γ ∼= b Γ0, where Γ0 = GPaley(p
n/b, c), with b, c as in (b).
Indeed if GPaley(pn, k) is Cartesian decomposable, then all of its Cartesian-prime
factors are isomorphic and are themselves smaller generalised Paley graphs, so that
the automorphism group is larger than G(pn, k), (see the discussion in Section 2).
Hamming graphs correspond to the case where c = pn/b − 1, or equivalently, Γ0 =
GPaley(pn/b, pn/b − 1) is the complete graph Kpn/b on p
n/b vertices. Theorem 1.1 is
proved in Section 3.
We note that the example GPaley(81, 20) given in [11, Example 1.6] is not Cartesian
decomposable (since 20 is not equal to bc for any primitive divisor of 34/b − 1 for
b = 2 or 4), and yet has automorphism group (of order 233, 280) larger than the
affine subgroup G(81, 20). Thus there is still more to be discovered before we have
a complete solution to [11, Problem 1.5]: a determination of all p, n, k such that
Aut (GPaley(pn, k)) = G(pn, k).
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Remark 1.2. Various combinatorial properties of the family of generalised Paley
graphs GPaley(pn, k) have been studied in the literature, especially the cases p
n−1
k
∈
{3, 4}. For example, their adjacency properties were studied in [1, 2], while the
graphs were exploited to obtain improved lower bounds for Ramsay numbers in
[4, 5, 9, 17]. The latter work was, in turn, developed further in [18] where the
authors use a different generalisation of Paley graphs: in the case of graphs with a
prime number of vertices, their graphs have edge sets which are unions of the edge
sets of certain generalised Paley graphs studied here. The cliques and colourings of
generalised Paley graphs were studied in [14] and, in particular, equality of the clique
and covering number of GPaley(pn, k) was shown to imply that the associated affine
subgroup G(pn, k) is non-synchronising [14, Theorem 5.2]. Generalised Paley graphs
have also been investigated in connection with permutation decoding. Earlier work
[3, 10] on codes derived from the row span of adjacency and incidence matrices of
Paley graphs was extended in [15] for all generalised Paley graphs. Finally, Chapter
9.9.1 of the book [8] on graph embeddings in Riemann surfaces deals with generalised
Paley maps - the underlying graphs are generalised Paley graphs. The authors show
in [8, Theorem 9.2] that, if M is a regular map on a compact surface, then the
automorphism group of M acts primitively and faithfully on vertices if and only if
M is isomorphic to a generalised Paley map.
Acknowledgement: We are grateful to Gareth Jones for helpful discussions about
the origin of the name Paley graphs. We are also grateful for the nudge he gave us
to write up our work for publication. The beginnings of this investigation go back
to an undergraduate research project of the first author.
2. The Cartesian product
A graph Γ consists of a set V Γ of vertices and a subset EΓ of unordered pairs of
distinct vertices, called the edges of Γ. A graph is connected if for any two vertices
α, β, there exists a finite vertex sequence α0, α1, . . . , αr such that α0 = α, αr = β,
and {αi−1, αi} ∈ EΓ for i = 1, . . . , r. An arc of Γ is an ordered pair (α, β) such
that {α, β} ∈ EΓ; and Γ is arc-transitive if its automorphism group acts transitively
on arcs. Note that each GPaley(pn, k) is arc-transitive since G(pn, k) is transitive on
arcs.
2.1. Definitions. For a set of graphs Γ1, . . . ,Γb, the Cartesian product Γ1  . . . Γb
is the graph with vertex set V Γ1 × . . . × V Γb and edges {(α1, . . . , αb), (β1, . . . , βb)}
whenever there exists i such that {αi, βi} ∈ EΓi, and αj = βj for all j 6= i. The
Cartesian product construction is both commutative and associative (up to isomor-
phism). We write b Γ0 to mean Γ0  . . . Γ0 where the factor graph Γ0 occurs b
times.
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A graph Γ is said to be Cartesian decomposable if Γ ∼= Γ1 . . . Γb for some
b > 1, such that each Γi has at least two vertices; and Γ is called Cartesian-prime if
|V Γ| > 1 and no such decomposition exists. If Γ is a finite graph with at least two
vertices and Γ is not Cartesian-prime, then clearly Γ has at least one decomposition
Γ1  . . . Γb with b > 1 and each of the Γi Cartesian-prime. Sabidussi [13] and Vizing
[16] showed independently that, if Γ is connected with at least two vertices and
Γ is not Cartesian-prime, then the Cartesian-prime ‘factors’ Γi are unique up to
isomorphism and the order of the factors, see [6, Theorem 6.6]. The condition that
Γ is connected is necessary, see [6, Theorem 6.2], and indeed when Γ is connected,
each of its Cartesian-prime factors Γi is also connected. To facilitate our analysis we
introduce the following ‘standard form’ for our graphs.
Definition 2.1. Let ∆ = Γ1  . . . Γb. We call ∆ a simple Cartesian product if the
following hold.
(i) b > 1 and each Γi is Cartesian-prime.
(ii) For 1 6 j < k 6 b, if Γj ∼= Γk then Γj = Γk (by which we mean that
V Γj = V Γk and EΓj = EΓk).
Note that if Γ is not Cartesian-prime, then there exists a simple Cartesian product
∆ = Γ1  . . . Γb such that Γ ∼= ∆.
2.2. Automorphisms. Let ∆ = Γ1  . . . Γb be a simple Cartesian product. We
identify two types of automorphisms of ∆. Firstly, for 1 6 i 6 b, any automorphism
gi of Γi induces an automorphism of ∆ in the following action on vertices of ∆ :
gi : (α1, . . . , αi, . . . , αb) 7−→ (α1, . . . , α
gi
i , . . . , αb).
Thus we have AutΓ1 × . . . × AutΓb 6 Aut∆. Secondly, we may permute equal
Cartesian factors (recall that, by assumption, the Cartesian factors are either non-
isomorphic or equal). Such an automorphism may be viewed as an element σ of
Sym({1, . . . , b}) acting on vertices of ∆ by
σ : (α1, . . . , αb) 7−→ (α1σ−1 , . . . , αbσ−1).
Such an element σ is a well defined element of Sym(V∆), and if σ 6= 1 then σ induces
a non-trivial automorphism of ∆ if and only if, for each i, Γi = Γiσ−1 (note that this
does not necessarily mean that i = iσ
−1
). Let W∆ denote the group of all such
automorphisms σ of ∆.
The group 〈gi,W∆ | gi ∈ AutΓi, 1 6 i 6 b〉 generated by all the automorphisms
described above is equal to (AutΓ1 × . . .× AutΓb)⋊W∆.
2.3. An induced partition of the edge set. Suppose that ∆ = Γ1  . . .Γb, and
let 1 6 i 6 b. For a (b− 1)-tuple
δ¯i := (δ1, . . . , δi−1, δi+1, . . . , δb) ∈ V Γ1 × . . .× V Γi−1 × V Γi+1 × . . .× V Γb,
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define
E(i, δ¯i) := {{α¯, β¯} | α¯, β¯ ∈ V∆, {αi, βi} ∈ EΓi, αj = βj = δj for j 6= i}.
Let
E∆ := {E(i, δ¯i) | 1 6 i 6 b, δ¯i ∈ V Γ1 × . . .× V Γi−1 × V Γi+1 × . . .× V Γb}.
Then E∆ is a partition of E∆, and we call this the induced Cartesian edge partition.
Note that for each E(i, δ¯i) ∈ E∆, the subgraph of ∆ induced by E(i, δ¯i) is isomor-
phic to Γi.
2.4. Some results pertaining to the Cartesian product. The uniqueness, for
a connected graph Γ, of its Cartesian decomposition with Cartesian-prime factors
has important consequences for its symmetry. The following result is essentially [6,
Theorem 6.10], with part (b) an immediate corollary.
Theorem 2.2. Suppose that ∆ = Γ1  . . . Γb is a simple Cartesian product with
(Cartesian-prime) factors Γi, and that ∆ is connected. Then
(a) Aut∆ = (AutΓ1 × . . .× AutΓb)⋊W∆; and
(b) if E∆ is the induced Cartesian edge partition defined in Section 2.3, then Aut∆
preserves E∆.
As mentioned above the generalised Paley graphs are all arc-transitive, and this
property forces their Cartesian-prime factors to be isomorphic.
Lemma 2.3. Let ∆ = Γ1  . . . Γb be a simple Cartesian product such that ∆ is
connected, and assume that ∆ is arc-transitive. Then there exists Γ0 such that Γi =
Γ0 for all i.
Proof. Let E∆ be the induced Cartesian edge partition defined in Section 2.3, and
let 1 6 j 6 b. Then E∆ at least one part E(1, δ¯1) with first entry 1, and at least one
part E(j, δ¯j) with first entry j.
By Theorem 2.2(b), Aut∆ preserves the partition E∆, and since by assumption
∆ is arc-transitive, Aut∆ acts transitively on E∆. Hence there exists g ∈ Aut∆
with E(1, δ¯1)
g = E(j, δ¯j). The parts E(1, δ¯1) and E(j, δ¯j) induce subgraphs of ∆
isomorphic to Γ1 and Γj respectively, and it follows that Γ1 ∼= Γj (and in fact Γ1 = Γj
as ∆ is a simple Cartesian product). As j was arbitrary, the result now follows with
Γ0 := Γ1. 
Cartesian decomposability is easily recognised for Cayley graphs: Let G be a
group and S a subset of G, such that 1G 6∈ S and S = S
−1. Then the Cayley graph
Cay(G, S) has vertex set G, and edges {x, y} whenever xy−1 ∈ S. We note that a
generalised Paley graph GPaley(pn, k) can be viewed as a Cayley graph Cay(F+pn, S),
where F+pn is the additive group of Fpn , and where S = 〈ξ
(pn−1)/k〉 for some primitive
element ξ of Fpn.
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Lemma 2.4. Let G be a group with subgroups Hi, for 1 6 i 6 b, such that G =
H1× . . .×Hb. For each i let Si be a subset of Hi such that 1 6∈ Si and Si = S
−1
i , and
let Γi = Cay(Hi, Si). Let S =
⋃b
i=1 Si, and let Γ = Cay(G, S). Then Γ = Γ1  . . . Γb.
Proof. Note that V Γ = G = H1×· · ·×Hb = V Γ1×· · ·×V Γb. Let g = (g1, . . . , gb), h =
(h1, . . . , hb) ∈ G. Then {g, h} ∈ EΓ if and only if gh
−1 ∈ S (by the definition of
Cay(G, S)), and this holds if and only if, for some i, gh−1 ∈ Si (since S =
⋃b
i=1 Si).
This latter condition is equivalent to gih
−1
i ∈ Si and gj = hj for all j 6= i. Finally
this holds if and only if {g, h} is an edge of Γ1  . . . Γb (by the definition of the
Cartesian product). 
3. Proof of the main result
3.1. Preparation. We write F+pn for the additive group of Fpn, and for a subset U of
Fpn we write 〈U〉
+ for the additive subgroup of Fpn generated by U . Recall that for
any subfield Fpn/b (of order p
n/b), the field Fpn has the structure of a b-dimensional
vector space over Fpn/b. In this context, we write spanpn/b(U) to denote the Fpn/b-span
of U as a subspace of Fpn.
Let ξ be a primitive element of Fpn, let k be a primitive divisor of p
n − 1, and let
Γ = GPaley(pn, k). Then, as discussed above, Γ = Cay(F+pn, S) with S = 〈ξ
(pn−1)/k〉.
For each u ∈ Fpn, let tu denote the translation tu : Fpn −→ Fpn : x 7−→ x + u,
and let T := {tu | u ∈ Fpn}, the translation group of Fpn. Then T ∼= F
+
pn. For each
s ∈ S, let sˆ be the map sˆ : Fpn −→ Fpn : x 7−→ xs, and let Sˆ := {sˆ | s ∈ S}. Then
G(pn, k) = T ⋊ Sˆ is the affine subgroup of AutΓ.
The following Lemma is proved in part (2) of the proof of [11, Theorem 2.2].
Lemma 3.1. Let F be a finite field and let S be a multiplicative subgroup of F∗.
Then 〈S〉+ is a subfield of F.
3.2. Proof of Theorem 1.1. From now on let p, n, k,Γ, S be as in Subsection 3.1,
and let d = (pn − 1)/k. Then Γ is connected, by [11, Theorem 2.2].
Lemma 3.2. Suppose that k = bc such that b > 1, b |n, and c is a primitive divisor
of pn/b − 1. Then Γ ∼= b Γ0, where Γ0 = GPaley(p
n/b, c) is connected; in particular
Γ is Cartesian decomposable.
Proof. By assumption, k = |S| = bc, so that C := 〈ξ
pn−1
c 〉 is a subgroup of order c of
the multiplicative group S. For 1 6 i 6 b, let Si = Cξ
di, a multiplicative coset of C
in S. Observe that the Si are pairwise distinct, and Sb = C. Further, S =
⋃b
i=1 Si,
so {S1, . . . , Sb} is a partition of S.
As Γ is connected, we have F+pn = 〈S〉
+; and in particular, Fpn = spanpn/b(S). Now
B = {ξdi | 1 6 i 6 b} is a set of coset representatives for C in S. Since c | (pn/b − 1),
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C is contained in the subfield Fpn/b, and it follows that spanpn/b(B) = Fpn. In fact
since |B| = b, B is a basis for Fpn as a vector space over Fpn/b. Thus Fpn has a direct
sum decomposition Fpn =
⊕b
i=1 spanpn/b(ξ
di).
Now, for each j with 1 6 j 6 b, we have 〈Sj〉
+ ⊆ spanpn/b(Sj). As Sj = Cξ
dj and
C ⊆ Fpn/b, it follows that 〈Sj〉
+ ⊆ spanpn/b(ξ
dj) = Fpn/bξ
dj. Thus |〈Sj〉
+| 6 pn/b.
Let 1 6 j 6 b, and suppose, for a contradiction, that 〈Sj〉
+ 6= spanpn/b(ξ
dj). Then
|〈Sj〉
+| < pn/b. Since Γ is connected,
pn = |〈S〉+| 6 |
b⊕
i=1
〈Si〉
+| 6 |〈Sj〉
+|.(pn/b)b−1.
Since |〈Sj〉
+| < pn/b, the cardinality |〈Sj〉
+|.(pn/b)b−1 < pn; a contradiction. Hence
〈Sj〉
+ = spanpn/b(ξ
dj), and since j was arbitrary and Fpn =
⊕b
i=1 spanpn/b(ξ
di), it
follows that Fpn =
⊕b
i=1〈Si〉
+.
Since 〈C〉+ is contained in Fpn/b, and since |〈C〉
+| = pn/b we have 〈C〉+ = Fpn/b.
Since C is a multiplicative subgroup of F∗
pn/b
of order c, the graph Cay(F+
pn/b
, C) =
GPaley(pn/b, c), and this graph is connected since c is a primitive divisor of pn/b − 1.
As we showed above, for each i the subset Si = Cξ
di and 〈Si〉
+ = 〈C〉+ξdi, and it
is a straightforward consequence that the automorphism ξˆdi of Γ induces an isomor-
phism from Cay(F+
pn/b
, C) to Cay(〈Si〉
+, Si). Hence Cay(〈Si〉
+, Si) ∼= GPaley(p
n/b, c)
for each i. Since 〈S〉+ =
⊕b
i=1〈Si〉
+ (which is equivalent to 〈S〉+ = 〈S1〉
+ × . . . ×
〈Sb〉
+), we may now apply Lemma 2.4 to obtain the result. 
We now prove the converse.
Lemma 3.3. Suppose that Γ = GPaley(pn, k) is Cartesian decomposable. Then k =
bc where b > 1, b |n, and c is a primitive divisor of pn/b − 1.
Proof. Since Γ is arc-transitive, by Lemma 2.3 there exists b such that Γ ∼=bΓ0,
and since Γ is Cartesian decomposable, we may assume that b > 1 and that Γ0 is
Cartesian-prime. Hence |V Γ0|
b = |V Γ| = pn, and so b divides n and |V Γ0| = p
n/b.
Let c be the valency of Γ0. Then the valency k of Γ is equal to bc, and it remains to
show that c is a primitive divisor of pn/b − 1.
Let d = p
n−1
k
, let S = 〈ξd〉, and observe that S consists of all the vertices of Γ
adjacent to 0. Let ∆ =bΓ0, and let E∆ be the induced Cartesian edge partition of ∆,
as defined in Section 2.3. Let ϕ be an isomorphism from ∆ to Γ, and let P = (E∆)ϕ;
that is, P = {(E)ϕ |E ∈ E∆} where (E)ϕ = {{(α)ϕ, (β)ϕ} | {α, β} ∈ E} for all
E ∈ E∆. Thus P is the partition of EΓ corresponding to E∆ under ϕ, and each part
in P induces a subgraph of Γ isomorphic to Γ0. Let Pb be the part in P containing
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the edge {0, ξdb}, and let Sb be the subset of S consisting of vertices α such that
{0, α} ∈ Pb. Then |Sb| = c, the valency of Γ0.
Since Γ0 is Cartesian-prime, it follows from Theorem 2.2 that Aut∆ = AutΓ0 ≀ Sk
and preserves E∆. Hence AutΓ must preserve P. The subgroup Sˆ = 〈ξˆ
d〉 6 AutΓ acts
transitively on S, and since Sˆ preserves P and fixes 0, Sb is a block of imprimitivity
for the induced group SˆS. Since SˆS is regular, this implies that Sb is a coset of a
multiplicative subgroup of S, and that the size c of Sb divides |S|. Since S is cyclic,
there is a unique subgroup of order c, namely 〈ξ
pn−1
c 〉. As ξ
pn−1
c = ξdb ∈ Sb (by the
definition of Sb), we have Sb = 〈ξ
pn−1
c 〉.
Let S1, . . . , Sb−1 be the remaining b − 1 cosets of Sb in S; so for 1 6 i 6 b there
is an element vi ∈ S such that Si = Sbvi (with vb = ξ
db). For each i, we have
〈Sbvi〉
+ = 〈Sb〉
+vi, and it follows that |〈Si〉
+| = |〈Sb〉
+| for each i. The size of 〈S〉+
is at most |
⊕b
i=1〈Si〉
+| = |〈Sb〉
+|b. As 〈S〉+ = Fpn (since Γ is connected), it follows
that |〈Sb〉
+| > pn/b.
Let G = G(pn, k) = T ⋊ Sˆ 6 AutΓ as defined in Section 3.1, and recall that G
acts transitively on edges and hence on P. Noting that the valency of Γ is k = bc,
and that Pb induces a subgraph with p
n/b vertices and valency c, we obtain
|P| =
|EΓ|
|Pb|
=
pnk/2
pn/bc/2
= (pn−n/b)b.
As T ⊳ G, the T -orbit P Tb is a block of imprimitivity for G
P , and so |P Tb | divides
|P|. Since T is a p-group it follows by the ‘orbit-stabiliser theorem’ that |P Tb | is a
p-power, and since b = k/c divides pn−1, this implies that |P Tb | divides p
n−n/b. Next
consider the set Vb of vertices of Γ incident with an edge of Pb. Then (Vb)ϕ
−1 is the
set of vertices of ∆ =bΓ0 incident with an edge of (Pb)ϕ
−1 ∈ E∆. It follows from the
definition of E∆ in Section 2.3 that |Vb| = |(Vb)ϕ
−1| = |V Γ0| which is p
n/b. Finally,
since T is transitive on V Γ and Γ is connected, pn = |V Γ| = |
⋃
t∈T V
t
b |. The union
has size at most |P Tb | × |Vb| 6 p
n−n/b × pn/b = pn. We must have equality, and this
occurs only if |P Tb | = p
n−n/b and distinct images V tb , V
t′
b are pairwise disjoint. Hence
Vb is a block of imprimitivity for T acting on V Γ, which means that Vb is an additive
subgroup of F+pn = V Γ. Since the set Sb ⊂ Vb, the additive subgroup 〈Sb〉
+ 6 Vb.
Then since |Vb| = p
n/b and (as we showed earlier) |〈Sb〉
+| > pn/b, we obtain that
|〈Sb〉
+| = pn/b, so Vb = 〈Sb〉
+. It now follows from Lemma 3.1 that Vb is the additive
group of a subfield, namely the unique subfield Fpn/b of order p
n/b. In particular,
Sb is a subgroup of the multiplicative group of Fpn/b, so c | (p
n/b − 1). The fact that
〈Sb〉
+ is equal to the full additive group of Fpn/b implies that Sb is contained in no
proper subfield, and hence c does not divide pa − 1 for any a < n/b. Thus c is a
primitive divisor of pn/b − 1. 
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Theorem 1.1 now follows from Lemmas 3.2 and 3.3.
References
[1] W. Ananchuen, On the adjacency properties of generalized Paley graphs, Austral. J. Combin.
24 (2001), 129–147.
[2] Ahmed Nouby Elsawy, Paley graphs and their generalizations, MSc thesis, Heinrich Heiner
University, Germany, 2009. arXiv:1203.1818v1
[3] D. Ghinellie, and J. D. Key. Codes from incidence matrices and line graphs of Paley graphs.
Adv. Math. Commun. 5 (2011), 93–108.
[4] Luo Haipeng, Su Wenlong, Yun-Qiu Shen, New lower bounds for two multicolor classical
Ramsey Numbers, Radovi Matematicki 13 (2004), 15–21.
[5] Luo Haipeng, Su Wenlong, Li Zhenchong, The properties of self-complementary graphs and
new lower bounds for diagonal Ramsey Numbers, Australasian J. Combin. 25 (2002), 103–116.
[6] R. Hammack, W. Imrich and S. Klavzˇar, Handbook of Product Graphs, 2nd Edition, CRC
Press, Boca Raton, 2011.
[7] Gareth A. Jones, Paley and the Paley graphs, in preparation.
[8] Gareth Jones and Ju¨rgen Wolfart, Dessins d’Enfants on Riemann Surfaces, Springer Interna-
tional Publishing Switzerland, 2016.
[9] Wu Kang, Su Wenlong, Luo Haipeng, et al., The parallel algorithm for new lower bounds of
Ramsey number R(3, 28), (in Chinese), Application research of computers 9 (2004), 40–41.
[10] J. D. Key and J. Limbupasiriporn, Partial permutation decoding for codes from Paley graphs.
Congr. Numer. 170 (2004), 143–155.
[11] Tian Khoon Lim and Cheryl E. Praeger, On Generalised Paley Graphs and their automorphism
groups, Michigan Math. J. 58 (2009), 294–308.
[12] R. E. A. C. Paley, On orthogonal matrices. J. Math. Phys. Mass. Inst. Tech., 12 (1933),
311–320.
[13] G. Sabidussi, Graph multiplication, Math. Zeitschr. 72 (1960), 446–457.
[14] Csaba Schneider and Ana C. Silva, Cliques and colorings in generalized Paley graphs and an
approach to synchronization, J. Algebra Appl. 14 (2015) 1550088
doi: 10.1142/S0219498815500887
[15] Padmapani Seneviratne and Jirapha Limbupasiriporn. Permutation decoding of codes from
generalized Paley graphs, Applicable Algebra in Engineering, Communication and Computing
24 (2013), 225–236.
[16] V. G. Vizing, The Cartesian product of graphs. Vycisl. Sistemy 9 (1963), 30–43. MR0209178
[17] Su Wenlong, Li Qiao, Luo Haipeng and Li Guiqing, Lower Bounds of Ramsey Numbers based
on cubic residues, Discrete Mathematics 250 (2002), 197–209.
[18] Kang Wu, Wenlong Su, Haipeng Luo and Xiaodong Xu, A generalization of generalized Paley
graphs and new lower bounds for R(3, q), Electr. J. Combin. 17 (2010), # N25.
