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Аннотация. Код C на группе G, индуцированный кодом N на подгруппе H, обладает тем
свойством, что для декодирования кода C может применяться декодер кода N . Поэтому, если для
N имеется эффективный алгоритм декодирования, то по N с помощью конструкции индуциро-
вания можно построить класс кодов с известными алгоритмами декодирования. Эта особенность
используется в настоящей работе для построения кодовой криптосистемы с открытым ключом ти-
па Мак-Элиса на индуцированных групповых кодах. Для этой криптосистемы описаны операции
шифрования и расшифрования, приводится анализ стойкости к атаке на ключ, а также выделены
слабые ключи, в случае использования которых взлом криптосистемы типа Мак-Элиса на инду-
цированном коде C сводится к взлому этой криптосистемы на коде N . Показано, что практически
стойкая криптосистема на индуцированном коде C может быть построена на коде N малой дли-
ны. На основе предложенной криптосистемы разработан протокол выработки общего ключа по
открытому каналу.
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Введение
В [1] Р. Мак-Элисом была предложена криптосистема с открытым ключом, осно-
ванная на применении помехоустойчивых кодов Гоппы. В дальнейшем идея приме-
нения помехоустойчивых кодов в асимметричных криптосистемах получила разви-
тие. Именно, были построены такие наиболее известные в настоящее время кодовые
криптосистемы, как система Нидеррайтера на основе кодов Рида–Соломона [2], си-
стема Габидулина–Парамонова–Третьякова (ГПТ) на основе ранговых кодов [3], си-
стема Сидельникова на основе кодов Рида–Маллера [4]. Ниже такие криптосистемы
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будем называть криптосистемами типа Мак-Элиса, так как правила построения от-
крытого и секретного ключа в таких системах во многом схожи с соответствующими
правилами из работы [1].
Отметим, что к настоящему моменту эффективные атаки на ключ классической
криптосистемы Мак-Элиса не известны. В то же время для других перечислен-
ных выше криптосистем такие атаки имеются. В частности, для криптосистемы
Нидеррайтера, основанной на расширенных кодах Рида–Соломона, в [5] Сидель-
никовым В.М. и Шестаковым С.О. построен полиномиальный по времени алго-
ритм нахождения подходящего секретного ключа; в [6] и [7] построены редукции
криптоаналитического алгоритма Сидельникова–Шестакова для классических ко-
дов Рида–Соломона. В [8] показано, что классическая криптосистема ГПТ на ран-
говых кодах небольших параметров также не является стойкой к атакам на ключ;
в [9] построены атаки на ключ для некоторых модификаций системы ГПТ. Для
криптосистемы Сидельникова алгоритм успешной атаки на ключ построен в [10], а
в [12] этот алгоритм существенно ускорен.
В настоящей работе с целью усиления стойкости криптосистемы к атакам на
ключ строится новая кодовая асимметричная криптосистема на основе индуциро-
ванных групповыми кодами. Индуцированные групповые коды представляют ин-
терес по той причине, что их декодирование может быть выполнено с помощью
декодера для кода, на основе которого строятся индуцированные коды. В работе
рассматривается задача усиления стойкости криптосистемы за счет использования
индуцированных кодов.
Статья имеет следующую структуру. В первом разделе приводится определение
групповых кодов и рассматривается конструкция индуцированных кодов; для по-
следующих криптографических приложений уточняются операции кодирования и
декодирования групповых и индуцированных кодов; формулируется ряд утвержде-
ний, необходимых при анализе стойкости криптосистемы типа Мак-Элиса на инду-
цированных кодах. В разделе 2 на индуцированных кодах конструируется крипто-
система типа Мак-Элиса и проводится анализ ее криптостойкости. В третьем раз-
деле на основе построенной криптосистемы строится протокол выработки общего
секретного ключа.
1. Индуцированные групповые коды
1.1. Групповые коды
Пусть F — поле Галуа, V = Fm и (V, ρ) — метрическое пространство с метрикой
Хэмминга ρ и стандартным базисом B. Для вектора x(∈ V ) множество базисных
векторов, коэффициенты при которых в разложении x =
∑
b∈B xbb ненулевые, на-
зывается носителем вектора x относительно базиса B и обозначается suppB(x). То-
гда w(x) = |suppB(x)| – вес вектора x. Носителем множества D (D ⊆ V ) называется
множество suppB(D) := ∪x∈DsuppB(x).
Всякое линейное подпространство C метрического пространства (V, ρ) называ-
ется линейным кодом. Размерность, длину (мощность множества supp(C)) и ми-
нимальное расстояние (относительно метрики ρ) кода C будем обозначать соот-
ветственно k(C), n(C) и d(C), а код C с такими параметрами будем называть
Деундяк В.М., Косолапов Ю.В.
Криптосистема на основе индуцированных групповых кодов 139
[n(C), k(C), d(C)]-кодом [13]. Двойственный код к коду C обозначим C⊥. ЕслиG(C) –
порождающая матрица кода C, то кодирование удобно представить в виде отобра-
жения: EncC : Fk(C) → Fn(C), причем EncC(s) = sG(C) для любого информационного
вектора s ∈ Fk(C). Будем полагать, что для C имеется эффективный алгоритм де-
кодирования DecC который позволяет исправить до t := b(d(C)− 1)/2c ошибок и
реализует отображение DecC : Fn(C) → Fk(C).
Пусть G — конечная группа, 1ˆ(∈ G) – нейтральный элемент. Рассмотрим груп-
повую алгебру FG, элементами которой являются формальные суммы (функции)∑
g∈G
agg, ag ∈ F. (1)
Группа G действует слева на FG по правилу:
G × FG 3 (g, φ =
∑
h∈G
φhh) 7→ φg−1 :=
∑
h∈G
φhg−1h ∈ FG. (2)
В FG(∼= F|G|) зафиксируем базис B = BG := {δg = 1g}g∈G, что позволяет рассматри-
вать в этой алгебре метрику Хэмминга dB. Групповым FG–кодом, следуя [14], будем
называть левый идеал алгебры FG. Отметим, что длина группового кода равна |G|.
Пусть C — групповой [n(C), k(C), d(C)]-код, C ⊆ FG, n(C) = |G|, B(C) :=
{1; ...; k(C)} – базис кода C, где для i = 1, ..., k(C) имеет место представление:
i =
∑
g∈G
αi,gδg, αi,g ∈ F.
Тогда при кодировании произвольному информационному вектору s = (s1, ..., sk(C))
ставится в соответствие кодовый вектор c = EncC(s) вида:
c =
k(C)∑
i=1
sii =
k(C)∑
i=1
si
∑
g∈G
αi,gδg =
∑
g∈G
(
k(C)∑
i=1
siαi,g)δg.
Для определения порождающей матрицы G(C) группового FG–кода C зада-
дим линейный порядок {g1 = 1ˆ; ...; g|G|} на группе G, который естественным об-
разом однозначно определяет линейный порядок на базисе B. Зафиксированный на
группе порядок будем обозначать ord(G). Порядок ord(G) определяет отображение
νG : FG → F|G|, поэтому матрица G(C) имеет вид:
G(C) =
 νG(1)...
νG(k(C))
 .
Другими словами, порождающая матрица G(C) – это матричное представление ба-
зиса B(C) через стандартный базис B алгебры FG.
В работе [15] разработаны алгоритмы для мажоритарного декодирования груп-
повых кодов. В основе разработанных алгоритмов лежит мажоритарный декодер
Дж. Мэсси [16], использующий декодирующие деревья [14], а представление кодов
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в виде идеалов групповых алгебр позволяет эффективно строить декодирующие де-
ревья. Для кода C декодирующим деревом WBb,r,Lb = WBb,r,Lb [C] будем называть
помеченное дерево с корнем b, обладающее следующими свойствами:
• множество вершин этого дерева состоит из Lb + 1 уровня; корень b(∈ B)
находится на уровне 0, а листья – на уровне Lb;
• каждая вершина, не являющаяся листом, имеет не менее r(∈ N) непосредствен-
но следующих за ней вершин;
• листья дерева помечены элементами из C⊥;
• метки v(1),...,v(r) вершин, непосредственно следующих из произвольной верши-
ны v, находящейся на уровне i(0 ≤ i < Lb), образуют в совокупности множество,
M -ортогональное v: suppB(v(i)) ∩ suppB(v(j)) = suppB(v) для всех i 6= j.
Далее полагается, что
rb := max{r ∈ N : ∃ WBb,r,Lb [C] для некоторого натурального Lb}. (3)
Пусть W [C] = {WBb,rb,Lb [C]}b∈B — набор декодирующих деревьев кода C. Величи-
на
dmajB(C) := min
b∈B
{rb} (4)
называется MLD-расстоянием кода C [14], с. 53. Отметим, что если для
[n(C), k(C), d(C)]-кода C выполняется равенство d(C) = dmajB(C)+1, то он называ-
ется MLD-кодом [14]. Обозначим символом MajDecoderC декодер, описанный в алго-
ритме Decoder3 работы [15], который по принятому из канала слову v = c+e, соот-
ветствующему информационному вектору s(∈ Fk(C)), и набору декодирующих дере-
вьевW [C] возвращает вектор s′(∈ Fk(C)), при этом s′ = s, если w(e) ≤ bdmajB(C)/2c.
1.2. Конструкция индуцированных групповых кодов
Пусть H — подгруппа группы G, |H| = u. Определенный выше порядок ord(G) на
группе G индуцирует естественным образом линейный порядок ord(H) = {h1 =
1ˆ; ....;hu} на подгруппе H и отображение νH : FH → F|H|. Группа G разбивается
на множество непересекающихся правых классов смежности {Hy}y∈Y по H, где
Y (⊂ G) — правая трансверсаль G по H. Отметим, что порядок ord(G) естественным
образом индуцирует порядок ord(Y ) = {y1; y2; ...; yλ} на выбранной трансверсали Y ,
где λ = [G : H]. Так как FG является свободным левым FH-модулем с базисом Y ,
т.е.
FG =
λ⊕
i=1
(FH)δyi , (5)
то базис BG представим в виде: BG = ∪λi=1BHδyi , где BH = {δh}h∈H — базис в
линейном векторном пространстве FH. Индуцированный порядок на подгруппе H
однозначно определяет линейный порядок на базисе BH.
Рассмотрим FH–код N размерности k(N) = |B(N)| и длины n(N) = |H| = u
с F-базисом B(N) = {η1; ...; ηk(N)}, ηi =
∑
h∈H βi,hδh, i = 1, ..., k(N). Порождающая
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матрица G(N) имеет вид:
G(N) =
 νH(η1)...
νH(ηk(N))
 =

β1,h1 β1,h2 ... β1,hn(N)
β2,h1 β2,h2 ... β2,hn(N)
... ... ... ...
βk(N),h1 βk(N),h2 ... βk(N),hn(N)
 = (B1|...|Bn(N)) ,
(6)
где Bj = (β1,hj , ..., βk(N),hj)> – вектор-столбец.
Тензорное произведение FG⊗FHN(⊆ FG) является FG-кодом и называется кодом,
индуцированным FH-кодом N [14], с. 41. (Теория тензорных произведений модулей,
в рамках которой изучаются тензорные произведения групповых кодов, изложена,
например, в [17].) Базис индуцированного кода может быть выражен через базис
кода N и трансверсаль Y :
B(FG ⊗FH N) = ∪λi=1B(N)δyi . (7)
Таким образом, размерность k(FG ⊗FH N) индуцированного кода FG ⊗FH N равна
|Y |k(N), а длина n(FG ⊗FH N) этого кода равна |G| = |Y |n(N). Отметим, что если
suppB(B(N)) = B
H, то
suppB(B(N)δx) ∩ suppB(B(N)δz) =
{
suppB(B(N)δx), если x− z ∈ H,
∅, если x− z 6∈ H.
Опишем правило кодирования для индуцированного кода. Из (7) следует, что
базис индуцированного кода состоит из векторов (функций) вида:
κi,j = ηiδyj , i = 1, ..., k(N), j = 1, ..., λ.
Введем одинарную нумерацию на базисных векторах κi,j, полагая, что κl := κi,j,
если l = i+ (j − 1)k(N). Рассмотрим две такие вспомогательные функции
î : {1; ...; k(N)λ} → {1; ...; k(N)}, ĵ : {1; ...; k(N)λ} → {1; ...;λ},
что î(l) + (ĵ(l) − 1)k(N) = l. Эти две функции связывают одинарную нумера-
цию базисных векторов с двойной. Тогда кодирование произвольного вектора s =
(s1, ..., sk(N)λ)(∈ Fk(N)λ) можно представить в виде:
s→ c =
k(N)λ∑
l=1
slκl =
k(N)λ∑
l=1
slκî(l),̂j(l) =
k(N)λ∑
l=1
slη̂i(l)δyĵ(l)
=
k(N)λ∑
l=1
sl
∑
h∈H
βî(l),hδhδyĵ(l) =
∑
h∈H
k(N)λ∑
l=1
slβî(l),hδhyĵ(l)
=
n(N)∑
p=1
λ∑
v=1
k(N)∑
i=1
si+(v−1)k(N)βi,hp
 δhpyv .
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Если s = (s1, ..., sλ) — представление информационного вектора s в виде конкатена-
ции λ подвекторов длины k(N) каждый, то получаем, что в ходе кодирования для
фиксированного hj(∈ H) вычисляются λ коэффициентов кодового вектора c при
базисных элементах δhjy1 , ..., δhjyλ :
cδhjyv =
〈
sv, B
>
j
〉
v = 1, ..., λ, (8)
где 〈a,b〉 — скалярное произведение векторов a и b, Bj — j-ый столбец матрицы (6).
Для выбранной трансверсали Y и подгруппы H определим на элементах группы G
новый линейный порядок с помощью индуцированных на Y и H соответствующих
порядков ord(Y ) и ord(H):
ord(H, Y ) = {h1y1;h2y1; ...;hn(N)y1︸ ︷︷ ︸
Hy1
;h1y2;h2y2; ...;hn(N)y2︸ ︷︷ ︸
Hy2
; ...;h1yλ;h2yλ; ...;hn(N)yλ︸ ︷︷ ︸
Hyλ
}.
(9)
Порядок ord(H, Y ), вообще говоря, отличается от исходного порядка ord(G) и зада-
ет отображение νH,Y : FG → F|G|. Отметим, что порядок выбранной трансверсали
Y индуцирует порядок ord(Y,G/H) на смежных классах фактор-группы G/H, из
которых выбраны соответствующие элементы трансверсали.
Пусть ω(H,Y );G : F|G| → F|G| — такое линейное отображение, что
νG = νH,Y ◦ ω(H,Y );G, (10)
где в композиции отображений νH,Y ◦ ω(H,Y );G сначала применяется отображение
νH,Y , а затем ω(H,Y );G. Отметим, что отображению ω(H,Y );G соответствует перестано-
вочная (|G|×|G|)-матрицаW(H,Y );G, которую назовем матрицей перехода от порядка
ord(H, Y ) к порядку ord(G). В дальнейшем для a(∈ N) множество перестановочных
(a× a)-матриц будем обозначать MP(a).
Лемма 1. Пусть G(C) — порождающая матрица кода C = FG ⊗FH N в зафик-
сированном порядке ord(G); ord(H) и ord(Y ) — индуцированные порядки соответ-
ственно на подгруппе H и выбранной трансверсали Y , тогда
G(C) = G0(C)W(H,Y );G, (11)
где
G0(C) =

G(N) O ... O
O G(N) ... O
... ... ... ...
O ... ... G(N)
 . (12)
Доказательство. Учитывая вид (6) матрицы G(N), правило вычисления коэффи-
циентов кодового слова (8) и порядок ord(H, Y ) (см. (9)), получим, что порожда-
ющая матрица кода C = FG ⊗FH N имеет вид (12) (ср. [15], формула (16)). Для
перехода к зафиксированному на G порядку необходимо, как следует из (10), мат-
рицу G0(C) умножить на матрицу перехода W(H,Y );G.
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Очевидно, что если Y ′ — трансверсаль, отличная от Y , с индуцированным на ней
порядком ord(Y )′, то существуют такие линейные отображения ω(H,Y );(H,Y ′) : F|G| →
F|G| и ω(H,Y ′);G : F|G| → F|G|, что
ω(H,Y );G = ω(H,Y );(H,Y ′) ◦ ω(H,Y ′);G. (13)
Перестановочные матрицы, соответствующие отображениям ω(H,Y );(H,Y ′) и ω(H,Y ′);G в
(13), обозначим W(H,Y );(H,Y ′) и W(H,Y ′);G . Далее для сокращения записи понадобится
тензорное произведение A ⊗ B матрицы A = (ai,j) размера (r × s) и матрицы B ,
под которым понимается матрица вида:
A⊗B =

a1,1B ... a1,sB
a2,1B ... a2,sB
... ... ...
ar,1B ... ar,sB
 .
Лемма 2. Пусть G(C) — порождающая матрица кода C = FG ⊗FH N в зафикси-
рованном порядке ord(G); ord(H), ord(Y ), ord(Y ′) — индуцированные порядки соот-
ветственно на подгруппе H и выбранных разных трансверсалях Y и Y ′. Тогда
W(H,Y );(H,Y ′) = (M ⊗ In(N))diag(D1, ..., Dλ), (14)
где Ip — единичная матрица порядка p, M ∈ MP(λ), Di ∈ MP(n(N)), i = 1, ..., λ,
diag(D1, ..., Dλ) — блочно-диагональная (n(N)λ× n(N)λ)-матрица.
Доказательство. Непосредственно из определения порядка (9) следует, что если
трансверсаль Y ′ отличается от Y только представителями смежных классов, из ко-
торых выбраны соответствующие представители (то есть если y′iy−1i ∈ H для всех
i = 1, ..., λ), то найдутся такие перестановочные (n(N)× n(N))–матрицы D1, ..., Dλ,
что W(H,Y ),G = diag(D1, ..., Dλ)W(H,Y ′),G. В этом случае порядки на смежных классах
ord(Y,G/H) и ord(Y ′,G/H), индуцированные соответствующими порядками ord(Y,H)
и ord(Y ′,H), не отличаются. Если же трансверсаль Y ′ выбирается произвольно, то
порядки ord(Y,G/H) и ord(Y ′,G/H) совпадают с точностью до некоторой переста-
новки. Отсюда для произвольных Y и Y ′ следует (14).
Из леммы 1 непосредственно следует, что d(FG ⊗FH N) = d(N). В [14] пока-
зано также, что dmajBG(FG ⊗FH N) = dmajBH(N), где BG и BH — канонические
базисы групповых алгебр FG и FH соответственно. Декодирование индуцирован-
ного группового кода FG ⊗FH N выполняется с помощью декодирующих деревьев
группового кода N . В [14] показано, что для построения всех декодирующих дере-
вьев индуцированного кода достаточно иметь одно дерево для кода N , например,
WB1,r1,L1 [N ], где 1 = 1δ1ˆ, 1ˆ – нейтральный элемент группы H; в [15] построен со-
ответствующий алгоритм MakeGWBTree, который по дереву WB1,r1,L1 [N ] для лю-
бого g ∈ G строит дерево WB1g,r1g ,L1g [C], используя действие (2). Таким образом,
по дереву WB1,r1,L1 [N ] набор декодирующих деревьев для индуцированного кода
определяется однозначно. Заметим, что правило декодирования индуцированного
кода зависит от выбора трансверсали Y и зафиксированного линейного порядка на
группе G. Эта зависимость раскрывается в следующем разделе, где рассматривается
стойкость криптосистемы типа Мак-Элиса на индуцированных групповых кодах.
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Очевидно, что если на группе G зафиксирован порядок ord(H, Y ), то любое ко-
довое слово индуцированного кода FG ⊗FH N представляет собой конкатенацию λ
кодовых слов кода N . Поэтому если на группе G зафиксирован порядок (9), то из
представления (12) порождающей матрицы кода C = FG⊗FHN следует, что исправ-
ление ошибок в принятом векторе z(∈ Fn(N)λ) можно выполнить путем применения
λ раз декодера DecN(= MajDecoderN) для кода N к подвекторам zi(∈ Fn(N)) век-
тора z = (z1, ..., zn(N)) и последующей конкатенации результатов декодирования.
Обозначим такой декодер кода C = FG ⊗FH N символом Dec0C .
Таким образом, для зафиксированного порядка ord(G), если z = c+e(∈ Fn(N)λ) –
принятый вектор, соответствующий информационному вектору s ∈ Fk(N)λ, и w(e) ≤
dmaj(N)/2, то правило декодирования вектора z(∈ Fn(N)λ) имеет вид:
DecFG⊗FHN(z) = Dec
0
C(zW
−1
(H,Y );G). (15)
2. Криптосистемы типа Мак-Элиса
на индуцированных групповых кодах
2.1. Криптосистема типа Мак-Элиса
Опишем криптосистему типа Мак-Элиса в случае произвольного [n(C), k(C), d(C)]-
кода C; для такой криптосистемы будем использовать обозначение McE(C). Пусть
G(C) — порождающая матрица кода C. Для шифрования сообщений из простран-
ства Fk(C) используется открытый ключ kpub = (G˜, t = b(d(C)− 1)/2c), где G˜ =
SG(C)P , S – случайная невырожденная (k(C)× k(C))-матрица, случайная P – пе-
рестановочная (n(C) × n(C))-матрица, а для расшифрования применяется секрет-
ный ключ ksec = (S, P ). Правило шифрования произвольного сообщения s(∈ Fk(C))
имеет вид: z = sG˜ + e, где вес искусственно добавляемой ошибки e удовлетворяет
неравенству w(e) ≤ t. Для расшифрования c секретный ключ ksec используется по
правилу: s = DecC(zP−1)S−1.
Пусть теперь N – групповой [n(N), k(N), d(N) = dmaj(N)+1]-код, N ⊆ FH, H —
подгруппа группы G, C := FG ⊗FH N —индуцированный [λn(N), λk(N), d(N)]-код,
где λ = (G : H) – индекс подгруппы H в группе G, ord(G) — зафиксированный
на G порядок, не являющийся секретом. Рассмотрим два варианта криптосистемы
типа Мак-Элиса: криптосистему WeakMcE(C), в которой трансверсаль является ча-
стью секретного ключа и P = W(H,Y );G, и криптосистему InducedMcE(C), в которой
трансверсаль не является секретной, а P случайно и равновероятно выбирается из
множества перестановочных матриц размера (n(N)λ × n(N)λ). Полное описание
этих криптосистем приведено в Таблице 1.
Отметим, что длины открытых и секретных ключей криптосистем WeakMcE(C)
и InducedMcE(C) возрастают не более чем в λ2 раз по сравнению с размерами со-
ответствующих ключей криптосистемы McE(N).
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Таблица 1. Описание криптосистем WeakMcE(C) и InducedMcE(C)
Table 1. Description of WeakMcE(C) and InducedMcE(C) cryptosystems
WeakMcE(C) InducedMcE(C)
ord(G) и ord(H) не секретные
трансверсаль Y секретная не секретная
матрица S случайная и равновероятная
матрица P W(H,Y );G случайная и равновероятная
матрица G˜ SG0(C)P = SG0(C)W(H,Y );G SG(C)P = SG0(C)W(H,Y );GP
t bdmaj(N)/2c
шифрование s z = sG˜+ e, w(e) ≤ t
расшифрование z Dec0C
(
zW−1(H,Y );G
)
S−1 Dec0C
(
zP−1W−1(H,Y );G
)
S−1
длина kpub, битов d(k(N)n(N)λ2) log2 |F|e
длина ksec, битов
⌈
log2
(
|F|(k(N)λ)2n(N)λλ!
)⌉ ⌈
log2
(
|F|(k(N)λ)2(n(N)λ)!
)⌉
2.2. Анализ стойкости криптосистем типа Мак-Элиса
на индуцированных групповых кодах к атакам на ключ
В качестве модели нарушителя рассмотрим наблюдателя, целью которого являет-
ся нахождение подходящего секретного ключа для правильного расшифрования
криптограмм. Предполагается, что наблюдатель имеет алгоритм Attack, с помо-
щью которого может быть эффективно найден подходящий секретный ключ для
криптосистемы McE(N).
2.2.1. Анализ криптосистемы WeakMcE(C)
Так как наблюдателю неизвестна трансверсаль Y , то он может зафиксировать про-
извольную трансверсаль Y ′, на которой зафиксированный порядок ord(G) индуци-
рует порядок ord(Y ). В соответствии с леммой 2, существуют такие перестановочные
матрицы M(∈ MP(λ)) и D1, ..., Dλ(∈ MP(n(N))), что
W(H,Y );G = (M ⊗ In(N))diag(D1, ..., Dλ)W(H,Y ′);G. (16)
Тогда
G˜ = SG0(C)(M ⊗ In(N))diag(D1, ..., Dλ)W(H,Y ′);G.
Так как матрицуW(H,Y ′);G наблюдатель может построить по общеизвестному поряд-
ку ord(G) и порядку ord(H, Y ), то несложно видеть, что матрица G˜W−1(H,Y ′);G может
146
Моделирование и анализ информационных систем. Т. 23, №2 (2016)
Modeling and Analysis of Information Systems. Vol. 23, No 2 (2016)
быть представлена в виде:
G˜W−1(H,Y ′);G = SG0(C)(M ⊗ In(N))diag(D1, ..., Dλ) (17)
= (M ⊗ Ik(N))SG0(C)diag(D1, ..., Dλ).
Представим матрицу S ′ = M ⊗ Ik(N)S(∈ GL(k(N)λ,F)) в блочном виде:
S ′ =

S ′11 S
′
12 ... S
′
1λ
S ′21 S
′
22 ... S
′
2λ
... ... ... ...
S ′λ1 S
′
λ2 ... S
′
λλ
 , (18)
где S ′ij – (k(N)× k(N))-матрица. Тогда
G˜W−1(H,Y ′);G =

S ′11G(N)D1 S
′
12G(N)D2 ... S
′
1λG(N)Dλ
S ′21G(N)D1 S
′
22G(N)D2 ... S
′
2λG(N)Dλ
... ... ... ...
S ′λ1G(N)D1 S
′
λ2G(N)D2 ... S
′
λλG(N)Dλ
 . (19)
Заметим, что, несмотря на то, что матрица S ′ имеет полный ранг, каждая из под-
матриц S ′ij может быть неполного ранга, поэтому применение алгоритма Attack
непосредственно к блокам матрицы (19) не представляется корректным. С другой
стороны, каждый блочный столбец в матрице (18) имеет ранг k(N), следовательно,
для каждого j = 1, ..., λ в матрице
S ′j1G(N)Dj
S ′j2G(N)Dj
...
S ′jλG(N)Dj
 =

S ′j1
S ′j2
...
S ′jλ
G(N)Dj (20)
найдутся k(N) линейно независимых строк, которые образуют матрицу вида Gj =
ŜjG(N)Dj, rank(Ŝj) = k(N). Тогда к матрице Gj может быть применен алгоритм
атаки Attack для нахождения подходящих матриц (Ŝ ′j, D′j) таких, чтоGj = Ŝ ′jG(N)D′j:
(Ŝ ′j, D
′
j) = Attack(Gj). (21)
Таким образом, подходящий секретный ключ криптосистемы WeakMcE(C) может
быть найден по алгоритму AttackWeakInduced.
Теорема 1. Пусть Q — вычислительная сложность алгоритма Attack, применяе-
мого для нахождения подходящего секретного ключа для криптосистемы McE(N),
тогда O(λQ+(k(N)λ)3) – вычислительная сложность AttackWeakInduced нахож-
дения подходящего секретного ключа криптосистемы WeakMcE(C).
Доказательство. В алгоритме AttackWeakInduced алгоритм Attack применяется λ
раз для нахождения перестановочной матрицы P ′, а для нахождения матрицы S ′
необходимо решить матричное уравнение.
Таким образом, сложность взлома криптосистемы WeakMcE(C) линейно зависит
от сложности взлома системы McE(N). Отметим также, что для каждого i = 1, ..., λ
матрица Di выбирается не из множества мощности |H|! всех возможных переста-
новочных матриц, а из множества матриц, которое имеет мощность |H|. Поэтому
алгоритм Attack, возможно, может быть существенно упрощен.
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Алгоритм 1 AttackWeakInduced
Вход: Матрицы G˜ и W(H,Y ′);G
Выход: Подходящий секретный ключ (S ′, P ′)
1: Для j ∈ {1; ...;λ} выполнять
2: выбрать из матрицы G˜W−1(H,Y ′);G столбцы с номерами (j−1)n(N)+1, ..., jn(N);
3: из выбранных столбцов составить матрицу G˜j;
4: в G˜j выбрать k(N) линейно независимых строк;
5: из выбранных строк составить матрицу Gj;
6: (Ŝ ′j, D
′
j) = Attack(Gj);// найти секретный ключ для McE(N), см. (21)
7: конец Для
8: P ′ := diag(D′1, ..., D
′
λ)W(H,Y ′);G;
9: решить матричное уравнение G˜P ′−1 = S ′G0(C) относительно S ′;
10: Вернуть (S ′, P ′)
2.2.2. Анализ криптосистемы InducedMcE(C)
Рассмотрим криптосистему InducedMcE(C), в которой перестановочная матрица P
выбирается случайно и равновероятно из MP(n(N)λ). Из (11) следует, что откры-
тый ключ этой криптосистемы имеет вид: G˜ = SG0(C)W(H,Y );GP . Отметим, что
найдется такая матрица P ′ ∈ MP(n(N)λ), что PW−1(H,Y );G = W−1(H,Y );GP ′, то имеет
место представление
G˜W−1(H,Y );G = SG0(C)P
′, (22)
где P ′ – неизвестная (секретная) матрица. Следующая лемма очевидна.
Лемма 3. Множество перестановочных (n(N)λ× n(N)λ)-матриц
Θ = {(M ⊗ Iλ)diag(D1, ..., Dλ)|M ∈ MP(λ), Di ∈ MP(n(N)), i = 1, ..., λ} . (23)
является подгруппой группы MP(n(N)λ), |Θ| = (n(N)!)λλ!.
Таким образом, секретная матрица P ′ (см. (22)) принадлежит одному из фактор-
классов фактор-множества MP(n(N)λ)/Θ = {Γj}gj=1, где g = |MP(n(N)λ)||Θ| = (n(N)λ)!(n(N)!)λλ! .
Пусть Γ ∈ MP(n(N)λ)/Θ — фактор-класс, которому принадлежит матрица P ′. То-
гда имеет место представление: Γ = {TP ′|T ∈ Θ}. Рассмотрим произвольную мат-
рицу Π = TP ′ из фактор-класса Γ. Из (22) следует, что
G˜W−1(H,Y );GΠ
−1 = SG0(C)P ′Π−1
= SG0(C)T
−1. (24)
В силу леммы 3, матрица T−1 принадлежит Θ. Следовательно, матрица (24) имеет
вид (17), и поэтому к ней может быть применен алгоритм AttackWeakInduced. Ал-
горитм AttackInduced для нахождения подходящего ключа системы InducedMcE(C)
основан на переборе представителей смежных классов из MP(n(N)λ)/Θ.
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Алгоритм 2 AttackInduced
Вход: Матрицы G˜ и W(H,Y );G
Выход: (S ′, P ′)
1: Для Γ ∈ MP(n(N)λ)/Θ выполнять
2: выбрать любую матрицу Π из Γ;
3: (S ′, P ′) = AttackWeakInduced(G˜Π−1,W(H,Y );G);
4: Если rank(S ′) = k(N)λ и P ′ ∈ MP(n(N)λ) и S ′G0(C)P ′ = G˜Π−1 тогда
5: выйти из цикла;// подходящий ключ найден
6: конец Если
7: конец Для
8: Вернуть (S ′, P ′);
Теорема 2. Пусть Q — вычислительная сложность алгоритма Attack, применя-
емого для нахождения подходящего ключа для криптосистемы McE(N), тогда
O
((
λn(N)−1
e
)λ
(λQ+ (k(N)λ)3)
)
– вычислительная сложность алгоритма AttackInduced нахождения подходящего
секретного ключа криптосистемы InducedMcE(C).
Доказательство. Утверждение вытекает из того, что для нахождения ключа ме-
тодом перебора достаточно перебрать множество представителей фактор-классов
множества MP(n(N)λ)/Θ. Сложность проверки одного представителя, в соответ-
ствии с теоремой 1, составляет O(λQ+(k(N)λ)3), а всего (n(N)λ)!
(n(N)!)λλ!
смежных классов.
Используя формулу Стирлинга (t! ≈ √2pit ( t
e
)t), получим искомую оценку.
Проиллюстрируем эффект от использования индуцированных кодов на примере.
Пусть F = F2, G = Zλ ⊕ Zp2, H ∼= Zp2, N — двоичный код Бермана, изоморфный
двоичному коду Рида-Маллера RM(r, p) длины n(N) = 2p и размерности k(N) =∑r
i=0C
i
r. Согласно [11], криптосистема McE(N) при p ≤ 16 может быть взломана
за приемлемое время на ноутбуке с процессором 2.1 ГГц. В частности, при p ≤ 8
(n(N) ≤ 256) взлом длится менее одной секунды. Пусть C = F2G⊗FHN . Для взлома
криптосистемы InducedMcE(C), согласно теореме 2, необходимо перебрать порядка
K(λ, n(N)) =
(
λn(N)−1
e
)λ
ключей. В Таблице 2 приведены значения log2(K(λ, n(N)))
для λ = 2, ..., 9 и n(N) = 2, 4, 8, 16, 32, 64, 128, 256.
В настоящее время, согласно [18], считается вычислительно неосуществимым пе-
ребор по ключевому множеству мощности 2128 и более. В таблице 2 жирным шриф-
том выделены те соотношения (n(N), λ), для которых криптосистема InducedMcE(C)
представляется стойкой. Как видно из таблицы, конструкция индуцированных ко-
дов позволяет строить стойкие криптосистемы даже на кодах малой длины.
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Таблица 2. Значения величины log2(K(λ, n(N)))
Table 2. Values of log2(K(λ, n(N)))
n(N)
λ 2 4 8 16 32 64 128 256
2 0,13 4,13 12,13 28,13 60,13 124,13 252,13 508,13
3 2,04 11,55 30,57 68,61 144,69 296,84 601,16 >1024
4 4,27 20,27 52,27 116,27 244,27 500,27 1012,27 >1024
5 6,77 29,99 76,42 169,30 355,06 726,56 >1024 >1024
6 9,50 40,52 102,56 226,63 474,79 971,10 >1024 >1024
7 12,43 51,73 130,34 287,55 601,97 >1024 >1024 >1024
8 15,54 63,54 159,54 351,54 735,54 >1024 >1024 >1024
9 18,80 75,86 189,98 418,21 874,68 >1024 >1024 >1024
Примечание: K(λ, n(N)) — количество перебираемых ключей в атаке
AttackInduced на криптосистему InducedMcE(F2G ⊗FH N), G = Zλ ⊕ Zp2, H ∼= Zp2,
N ∼= RM(r, p), n(N) = 2p, λ = 2, ..., 9, p ∈ {1; ...; 8}.
Заметим, что сохранение в секрете трансверсали Y в системе InducedMcE(C) не
усиливает стойкость. Действительно, наблюдатель может выбрать любую трансвер-
саль Y ′ и, как следует из (16) и (22), матрица открытого ключа тогда может быть
приведена к виду:
G˜W−1(H,Y ′);G = SG0(C)(M ⊗ In(N))diag(D1, ..., Dλ)P ′. (25)
Если Π = TP ′ — произвольная матрица из смежного класса, которому принадлежит
неизвестная матрица P ′, то
G˜W−1(H,Y ′);GΠ
−1 = SG0(C)T ′,
где T ′ = (M ⊗ In(N))diag(D1, ..., Dλ)T−1 принадлежит Θ в силу леммы 3. В этом слу-
чае для нахождения подходящего секретного ключа может быть применен алгоритм
AttackInduced.
3. Протокол генерации общего ключа
Пусть N – групповой [n(N), k(N), d(N)]-код, C – соответствующий индуцирован-
ный [n(N)λ, k(N)λ, d(N)]-код. Как следует из предыдущего раздела, криптосистема
InducedMcE(C) на индуцированных групповых кодах обладает высокой стойкостью
к атаке на ключ. В то же время представляется, что стойкость этой криптосистемы
к атакам на шифрограмму снижается по сравнению со стойкостью криптосистемы
McE(N) к аналогичным атакам. Это связано с тем, что длина кодового слова увели-
чивается в λ раз, а количество ошибок, добавляемых в кодовый вектор при шифро-
вании, остается прежним. В этом случае, во-первых, повышается вероятность успеха
атаки путем декодирования по обобщенным информационным совокупностям [19],
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а во-вторых, повышается вероятность успеха атаки, в ходе которой анализируется
разность двух шифрограмм, соответствующих одному информационному сообще-
нию [20]. Отметим, что одним из способов противодействия последней атаке мо-
жет быть следующий. Вместо одного из λ информационных подблоков длины k(N)
использовать случайный вектор длины k(N), выбираемый равновероятно каждый
раз заново при шифровании сообщения. Номер случайного подблока может быть
общеизвестен. В этом случае разность двух шифрограмм, соответствующих одно-
му информационному сообщению, уже не будет равна разности векторов ошибок,
добавленных при шифровании.
Снижения вероятностей успеха отмеченных атак на шифрограмму z = c+e (см.
правило шифрования в Таблице 1) можно добиться, например, путем увеличения
веса добавляемой ошибки e при шифровании. Однако превышение веса w(e) вели-
чины t = b(d(N)− 1)/2c может привести к тому, что при расшифровании на стороне
получателя не все подблоки длины n(N) вектора zP−1W−1(H,Y );G могут быть декоди-
рованы корректно с помощью алгоритма декодирования DecN . Это связано с тем,
что при умножении вектора z на матрицу P−1W−1(H,Y );G в одном из таких подблоков
может быть сгурппировано более t ошибочных координат. С другой стороны, если
в правиле шифрования криптосистемы InducedMcE(C) выполняется неравенство
w(e) ≤ λt, то, как минимум, один из λ подблоков длины n(N) будет расшифрован
корректно. Эта особенность позволяет построить на основе системы InducedMcE(C)
следующий протокол выработки общего секретного ключа.
Пусть A и B — пользователи, намеревающиеся выработать общий секретный
ключ; kApub = (G˜A, λt), kAsec = (SA, PA), kBpub = (G˜B, λt), kBsec = (SB, PB) — соот-
ветствующие открытые и секретные ключи пользователей A и B. Пользователи
независимо друг от друга генерируют случайные последовательности sA(∈ Fk(N)λ)
и sB(∈ Fk(N)λ), шифруют их на ключах друг друга и обмениваются соответствующи-
ми шифрограммами. Каждый из пользователей расшифровывает соответствующий
принятый вектор и сообщает другому участнику по открытому каналу номер ко-
дового подблока, декодированного корректно. Даже если декодировано корректно
более одного подблока, представляется целесообразным отправлять только номер
одного подблока, чтобы защититься от нечестного участника, генерирующего век-
тора ошибок специального вида с целью получения информации о перестановочной
матрице второго легитимного участника. Таким образом, пользователь A отправ-
ляет пользователю B номер a, а пользователь B отправляет пользователю A номер
b, после чего строится общий ключ. Ниже приведен протокол выработки общего
ключа.
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Протокол Выработки общего секретного ключа k
1: A, B : Генерируют соответствующие пары ключей (kApub,kAsec) и (kBpub,kBsec): kApub =
(G˜A, λt), kAsec = (SA, PA), kBpub = (G˜B, λt), kBsec = (SB, PB). Публикуют открытые
ключи kApub и kBpub;
2: A, B : Случайно и равновероятно генерируют последовательности sA(∈ Fk(N)λ)
и sB(∈ Fk(N)λ);
3: A→ B : zA = (zA1 , ..., zAλ ) = sAG˜B + eA = cA + eA, w(eA) ≤ λt;
4: B → A : zB = (zB1 , ..., zBλ ) = sBG˜A + eB = cB + eB, w(eB) ≤ λt;
5: A : cˆB := DecC(zB(PA)−1)G˜A = (ĉB1 , ..., ĉBλ );
6: A→ B : a(∈ {1; ...;λ}), где ρ(ĉBa , zBa ) ≤ t;
7: B : cˆA := DecC(zA(PB)−1)G˜B = (ĉA1 , ..., ĉAλ );
8: B → A : b(∈ {1; ...;λ}), где ρ(ĉAb , zAb ) ≤ t;
9: A, B: k := DecN(cˆAb + cˆBa ).
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Abstract. The code C on a group G, induced by the code N on a subgroup H, has the property
that for decoding the code C one can use the decoder for the code N . Therefore, if N has an efficient
algorithm for decoding, we can build a class of induced codes with known decoding algorithms. This
feature is used in this paper to build the code McEliece-type public key cryptosystems on induced group
codes. For this cryptosystem we described operations of encryption and decryption, an analysis of the
resistance to the attack on the private key is proposed, and also weak keys are highlighted, which is
used while breaking McEliece-type cryptosystem on the induced code C is reduced to breaking this
cryptosystem on the code N . It is shown that a practically resistant cryptosystem on the induced
code C can be built on the code N with small length. Based on the proposed cryptosystem a common
protocol for open channel key generation is developed.
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