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Abstract—One method for communicating with multiple
antennas is to encode the transmitted data differentially using
unitary matrices at the transmitter, and to decode differentially
without knowing the channel coefficients at the receiver. Since
channel knowledge is not required at the receiver, differential
schemes are ideal for use on wireless links where channel tracking
is undesirable or infeasible, either because of rapid changes in the
channel characteristics or because of limited system resources. Al-
though this basic principle is well understood, it is not known how
to generate good-performing constellations of unitary matrices,
for any number of transmit and receive antennas and for any rate.
This is especially true at high rates where the constellations must
be rapidly encoded and decoded.
We propose a class of Cayley codes that works with any number
of antennas, and has efficient encoding and decoding at any rate.
The codes are named for their use of the Cayley transform, which
maps the highly nonlinear Stiefel manifold of unitary matrices to
the linear space of skew-Hermitian matrices. This transformation
leads to a simple linear constellation structure in the Cayley
transform domain and to an information-theoretic design criterion
based on emulating a Cauchy random matrix. Moreover, the
resulting Cayley codes allow polynomial-time near-maximum-like-
lihood (ML) decoding based on either successive nulling/canceling
or sphere decoding. Simulations show that the Cayley codes allow
efficient and effective high-rate data transmission in multiantenna
communication systems without knowing the channel.
Index Terms—Bell Labs layered space–time (BLAST), Cauchy
random matrices, Cayley transforms, differential modulation,
fading channels, receive diversity, transmit diversity, unitary
space–time codes, wireless communications.
I. INTRODUCTION AND MODEL
ALTHOUGH reliable mobile wireless transmission ofvideo, data, and speech at high rates to many users will be
an important part of future telecommunications systems, there
is considerable uncertainty as to what technologies will achieve
this goal. One way to get high rates on a scattering-rich wireless
channel is to use multiple transmit and/or receive antennas
[1], [2]. Many of the practical schemes that achieve these high
rates, such as Bell Labs layered space–time (BLAST) [1], re-
quire the propagation environment or channel to be known to
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the receiver. A variety of design techniques for space–time
transmission schemes when the receiver knows the channel
have been developed (see, e.g., [3]–[6] and the references
therein).
In practice, knowledge of the channel is often obtained via
training: known signals are periodically transmitted for the
receiver to learn the channel, and the channel parameters are
tracked (using decision-feedback or automatic gain control
(AGC)) in between the transmission of the training signals.
However, it is not always feasible or advantageous to use
training-based schemes, especially when many antennas are
used or either end of the link is moving so fast that the channel
is changing very rapidly. As the number of transmit antennas
grows, the training interval for learning the channel must grow
proportionately [7], [8], and the number of pilot signals used to
track the channel must also grow. Given a restriction on total
pilot or training power, we must allocate less power per antenna
with every added antenna. Moreover, schemes such as decision
feedback and AGC can become increasingly complex and
prone to error when the number of transmit/receive antennas is
large since there are many more channel parameters to adjust.
Finally, instability in local oscillators and phase-lock devices
and inaccurate knowledge of Doppler shifts, which may be
different for each antenna, may also limit channel tracking
ability at the receiver.
Hence, there is much interest in space–time transmission
schemes that do not require either the transmitter or receiver
to know the channel. Some information-theoretic calculations
with a channel that changes in a block-fading manner appear
in [9]–[12] that suggest that high capacities with multiple
antennas are achievable with no channel information if the
channel does not change too rapidly. How rapidly the channel
may change is not completely clear. For the purposes of this
paper it suffices to assume that the channel has a coherence
interval (defined to be the number of samples at the sampling
rate during which the channel is approximately constant) that
is at least twice the number of transmit antennas.
Coding and design criteria for the unknown multiantenna
channel were originally developed in [10], and many design
techniques have since been developed that offer reasonable
data rates [13]–[17]. The technique of [13], while useful for
arbitrary numbers of transmit and receive antennas, suffers
from complexity difficulties as the number of transmit antennas
or data rate grows.
A standard method used to combat fading in single-antenna
wireless channels is differential phase-shift keying (DPSK)
0018-9448/02$17.00 © 2002 IEEE
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[18]. In DPSK, the transmitted signals are unit-modulus
(typically chosen from an -PSK constellation), information
is encoded differentially on the phase of the transmitted signal,
and as long as the phase of the channel remains approximately
constant over two consecutive channel uses, the receiver can
decode the data without having to know the channel coefficient.
Differential techniques for multiantenna communications have
been proposed in [14]–[16], where, as long as the channel
is approximately constant in consecutive uses, the receiver
can decode the data without having to know the channel. The
general differential techniques proposed in [14] and [15] are
shown to have good performance when the constellation of
matrices used for transmission forms a group under matrix
multiplication [19], which also leads to simple decoding rules
[20]. However, the number of groups available is rather limited,
and the groups do not lend themselves to very high rates (such
as tens of bits per second per hertz (bits/s/Hz)) with many
antennas. The technique of [16] is based on orthogonal designs,
and therefore has simple encoding/decoding and works well
when there are two transmit and one receive antenna, but suffers
otherwise from performance penalties [6] at very high rates.
We seek a signaling scheme that fits within the framework
of [14] but can handle any combination of transmit and receive
antennas and any rate. The general design problem for differ-
ential transmission, for rate (in bits per channel use) with
transmit antennas, is to find a constellation of unitary matrices
, with , such that
is as large as possible for all . In its full generality, this is
an intractable problem since the objective criterion and search
spaces are both highly nonconvex and the size of the problem
is exponentially large in the rate and number of antennas. In
[14] and [15] it is shown that there are various simplifications
and practical advantages if the set forms a group: 1) matrices
never have to be explicitly multiplied before transmission; 2)
the transmitted matrix is always a member of the constellation.
Groups that satisfy the design criterion, i.e., that have nonzero
for all , are referred to as fixed-point-free
(fpf) groups.
In [19], all finite fpf groups are classified (see also [21] for
an integer power of two) and many of these are shown to have
excellent performance. Nevertheless, the number of finite fpf
groups is limited, and good performance is hard to achieve for
very high rates and for large numbers of transmit antennas. The
infinite fpf Lie groups are classified in [22], where it is shown
that there are only two possibilities: and —the unit-
modulus scalars of single-antenna differential modulation, and
the two-transmit-antenna orthogonal designs of Alamouti [4].
Therefore, Shokrollahi et al. [19] also consider the design of
matrices for differential transmission that do not form a group;
however, the nongroup techniques in [19] do not necessarily
lend themselves to simple decoding, and constellation design
at very high rates is difficult.
The two mentioned advantages of groups over nongroups are
not essential for successful differential transmission and recep-
tion. In fact, these advantages are outweighed by our desire for
a technique that works for any number of antennas and at any
rate; we are, therefore, forced to consider nongroups. At high
rates, where the size of the constellation is very large, the per-
formance of the constellation is determined only in part by the
“minimum distance” [14]
(1)
Perhaps more important is the general statistical structure of the
constellation. At high rates, the structure should statistically em-
ulate the capacity-achieving input distribution.
Part of the difficulty of designing large constellations of uni-
tary matrices is the lack of simple parameterizations of these
matrices. To keep the transmitter and receiver complexity low
in multiple-antenna systems, linear processing is often preferred
[23], whereas unitary matrices are often highly nonlinear in their
parameters. Part of the success of vertical-BLAST (V-BLAST)
for the known channel [24], [25] is its ability to encode and
decode rates of tens of bits/s/Hz by breaking the original data
stream into substreams that are transmitted on the individual an-
tennas. The receiver decodes the substreams using a sequence of
nulling and canceling steps. However, the V-BLAST approach
does not guarantee unitary matrices and is unsuitable for the dif-
ferential method.
The Cayley codes we propose also break the data stream into
substreams, but instead of transmitting these substreams directly
as in V-BLAST, these substreams are used to parameterize the
unitary matrices that are transmitted. The codes work with any
number of transmit and receive antennas and at any rate. The
Cayley codes have the following characteristics.
1) They are very simple to encode.
2) They can be used for any number of transmit and receive
antennas.
3) They can be decoded in a variety of ways including simple
polynomial-time linear-algebraic techniques such as
a) successive nulling and canceling (V-BLAST [24],
square-root V-BLAST [26]);
b) sphere decoding [27], [28].
4) They are designed with the numbers of both the transmit
and receive antennas in mind.
5) They satisfy a probabilistic criterion: they maximize an
expected distance between matrix pairs.
A Very Brief Summary of Cayley Codes: We briefly summa-
rize the general structure of the Cayley codes. To generate a uni-
tary matrix parameterized by the transmitted data, we break
the data stream into substreams (we specify later) and use
these substreams to choose each from a set with
real values (we also have more to say about this set later). We




and are preselected complex Hermitian
matrices. The matrix , as given by (2), is referred to as
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the Cayley transform of and, as shown in Section II, is
unitary by construction. The code is completely specified by
. Each individual codeword is determined by the
scalars .
The performance of a Cayley code depends on the choices
of the number of substreams , the Hermitian basis matrices
, and the set from which each is chosen. Roughly
speaking, we choose so as to maximize the number of in-
dependent degrees of freedom observed at the output of the
channel. To choose the we optimize a coding criterion
specified in Section II-E, (see (37)) that resembles the
criterion given in [14], [15], but is more suitable for the
high rates we consider and is amenable to analysis. The opti-
mization is done only once, during code design, and simulations
show that it is amenable to gradient-based methods. Finally, for
reasons that are specified later, the set is chosen as a discrete
approximation of a scalar Cauchy random variable.
The Cayley transform (2) is powerful because it generates
the unitary matrix from the Hermitian matrix , and is
linear in the data . In Section II-D, we show how
this leads to simple decoding. Section III has several examples
of Cayley differential codes and some performance comparisons
with existing schemes, and Section IV concludes the paper. Sev-
eral mathematical tools and related results used in the paper are
developed in the appendixes.
We now present a brief summary of the multiple-antenna
model and the differential unitary space–time signaling scheme.
A. Differential Unitary Space–Time Modulation
In a narrow-band, flat-fading, multiantenna communication
system with transmit and receive antennas, the transmitted
and received signals are related by
(3)
where denotes the vector of complex received sig-
nals during any given channel use, denotes the
vector of complex transmitted signals, denotes the
channel matrix, and the additive noise is assumed
to have independent (zero-mean, unit-variance, com-
plex-Gaussian) entries that are temporally white. The channel
matrix is also assumed to have independent en-
tries, implying that
Assuming further that , and since the random quan-
tities , , and are independent, is the signal-to-noise ratio
(SNR) at each receive antenna, independently of .
The channel is used in blocks of channel uses. We can
then aggregate the transmit row vectors over these channel
uses into an matrix , where represents
the block channel use. In this setting, the th column of
denotes what is transmitted on antenna as a function of time,
and the th row denotes what is transmitted on the antennas
at time . If we assume that the channel is constant over the
channel uses, the input and output row vectors are related
through a common channel so that we may write
(4)
where and are matrices of independent
random variables and is the received complex signal
matrix.
In differential unitary space–time modulation [14], [15], the
transmitted matrix at block satisfies the following so-called
fundamental transmission equation:
(5)
where is the data to be transmitted (we
assume ). Since the channel is used times, the corre-
sponding transmission rate is . If we further
assume that the propagation environment is approximately con-
stant for consecutive channel uses, then we may write
which leads us to the fundamental differential receiver equation
(6)
Note that the channel matrix does not appear in the above
equation. This implies that, as long as the channel is approxi-
mately constant for channel uses, differential transmission
permits decoding without knowing the fading matrix .
From (5), it is apparent that the matrices should be unitary,
otherwise, the product can go to zero,
infinity, or both (in different spatial and temporal directions).
Moreover, when is unitary, the additive noise term
is statistically independent of . Since the additive noise term
has independent complex Gaussian entries, the maximum-
likelihood (ML) decoder of is
(7)
In [14], [15] it is shown that the pairwise block probability
of error (of transmitting and erroneously decoding ) has
upper bound
(8)
where denotes the th singular value. At high SNR, this
inequality becomes
(9)
Therefore, most design schemes [14], [15], [19], [22] have fo-
cused on finding a constellation of
unitary matrices that maximizes defined in (1).
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In general, the number of unitary matrices in can
be quite large. For example, if rate is desired with
transmit antennas (even larger rates are quite possible as shown
later), then the number of matrices is
and the pairwise error between any two signals can be very
small. This huge number of signals calls into question the feasi-
bility of computing and lessens its usefulness as a performance
criterion. We therefore consider a different, though related, cri-
terion.
The large number of signals also rules out the possibility of
decoding via an exhaustive search. For high rates, it is possible
to construct a random constellation with some structure [30].
But, again, we have no efficient decoding method.
To design constellations that are huge, effective, and yet still
simple, so that they can be decoded in real time, we briefly
examine some parameterizations of unitary matrices and then
show how the Cayley transform can be used.
II. CAYLEY DIFFERENTIAL CODES
We first review some properties of the space of all unitary
matrices.
A. The Stiefel Manifold
The space of complex unitary matrices is referred
to as the Stiefel manifold. This manifold is highly nonlinear and
nonconvex, and can be parameterized by real free parame-
ters. To see why, note that an arbitrary complex matrix
has real parameters. Unitarity introduces real-valued
constraints: constraints to force each column to have unit
norm, and constraints to ensure that the
(real and imaginary parts of the) pairwise inner products of any
two columns are zero. We now examine some possible parame-
terizations of the Stiefel manifold.
Parameterization With Givens Rotations: A unitary matrix
is often given as the product , where and
are real orthogonal matrices and is a diagonal unitary
matrix (see, e.g., [31]). A diagonal unitary matrix has diagonal
entries with unit modulus: therefore, it is described by real
entries, one for the phase of each diagonal entry. An arbitrary
real orthogonal matrix, on the other hand, can be expressed as
the product of Givens (or planar) rotations, one for
each of the two-dimensional hyperplanes. This implies
that we may write
where each is a Givens matrix. Since each Givens rotation is
determined by a single real parameter (the angle of rotation), the
total number of free variables is , which matches the degrees
of freedom in the Stiefel manifold.
It is conceivable that one can use this parameterization to
encode data onto the angles of rotation and onto the diagonal
phases of . However, we do not pursue this approach be-
cause the parameterization is not one-to-one (one can reorder
the Givens rotations, for example), it is highly nonlinear and,
most importantly, because we do not know how to decode them
in any systematic way.
Parameterization With Householder Reflections: A unitary
matrix can be written as the product of Householder matrices
where is a diagonal unitary matrix, and each has the
form
It is not hard to show that this parameterization has degrees
of freedom. However, we also abandon this parameterization
since we do not know how to encode or decode the data onto
the Householder matrices in an efficient manner.
Parameterization With Matrix Exponential: The matrix ex-
ponential is
where is a Hermitian matrix. This method appears propitious
because it generates unitary matrices from Hermitian matrices,
and it is the matrix generalization of (used in standard
DPSK), where is real. The matrix exponential has connections
with Lie group theory (if forms a Lie group, then forms a
real Lie algebra—see, for example, [32]). An Hermi-
tian matrix can be parameterized by free real variables, so
the matrix exponential contains the right number of degrees of
freedom.
However, the exponential map has the difficulty that it is not
one-to-one. This is seen in the scalar case, where adding to
produces the same . While the scalar difficulty is easily over-
come by considering only , the equivalent matrix
constraint is
meaning that both and are nonnegative definite.
Although this constraint is convex, it is nonlinear and we do not
know how to sample the space of ’s to obtain a constellation of
’s. Moreover, unlike the scalar case, the exponential map does
not appear to be easily inverted at the receiver when . We
therefore do not pursue this approach.
B. Parameterization With Cayley Transform
The Cayley transform of a complex matrix is de-
fined to be
(10)
where is the identity matrix and is assumed
to have no eigenvalues at so that the inverse exists. (We
drop the subscript on from now on.) Note that ,
, , and all commute so there are
other equivalent ways to write this transform.
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Let be an complex Hermitian matrix and consider
the Cayley transform of the skew-Hermitian matrix
(11)
Note that the inverse of exists because has strictly
imaginary eigenvalues. The matrix is unitary because
where we use the fact that is Hermitian.
Thus, similarly to the matrix exponential, the Cayley trans-
form expresses a unitary matrix as a function of a skew-Her-
mitian matrix. (Recall that (skew-)Hermitian matrices are de-
scribed by real parameters, so that the degrees of freedom
match those of the Stiefel manifold.) This parameterization ap-
pears promising because it is one-to-one: the Cayley transform
can be easily inverted to yield
(12)
provided that exists (or, equivalently, has no eigen-
value at ). Thus, the Cayley transform and its inverse coin-
cide. The Cayley transform of a unitary matrix (with no eigen-
values at ) is skew-Hermitian. Indeed, letting
, with unitary, we obtain
We have shown the following result.
Lemma 1 (Cayley Transform and Unitary Matrices): A ma-
trix with no eigenvalues at is unitary if and only if its Cayley
transform is skew-Hermitian.
Compared with the other parameterizations of unitary mat-
rices, the parameterization with the Cayley transform is not “too
nonlinear” (we show why in Section II-D) and it is one-to-one
and easily invertible. The Cayley transform also maps the com-
plicated Stiefel manifold of unitary matrices to the space of
skew-Hermitian matrices. Skew-Hermitian matrices are easy to
characterize since they form a linear vector space over the reals
(the real linear combination of any number of skew-Hermitian
matrices is skew-Hermitian). Section II-D uses this handy fea-
ture for easy encoding and decoding.
1) Some Properties: The Cayley transform (11) is the ma-
trix generalization of the scalar transform
that maps the real line to the unit circle. This map is also called a
bilinear map and is often used in complex analysis. The Cayley
transform (10) maps matrices with eigenvalues inside the unit
circle to matrices with eigenvalues in the right half-plane. It is
therefore often used in systems and control theory to map con-
tinuous-time systems to discrete-time systems (since stability is
preserved), to map bounded real functions to positive real func-
tions, and contractive systems to passive systems. In the recent
references [34], [35], the Cayley transform is used in the numer-
ical solution of differential equations over Lie groups.
The following two results are needed later.
Lemma 2 (Eigenvalues/Vectors): A matrix and its Cayley
transform commute. Hence they have the same eigenvectors.
Their eigenvalues, denoted by and , obey
(13)
Proof: Omitted.
Lemma 3 (Full Diversity): A set of unitary matrices
is fully diverse, i.e., is nonzero
for all , if and only if the set of its skew-Hermitian Cayley
transforms is fully diverse. Moreover, we have
(14)
Proof: We need only prove (14). We have
Thus, to design a fully diverse set of unitary matrices we can
design a fully diverse set of skew-Hermitian matrices and then
employ the Cayley transform. This design technique is used in
an example in Section III.
C. Cayley Differential Codes
Because the Cayley transform maps the nonlinear Stiefel
manifold to the linear space of skew-Hermitian matrices (and
vice versa) it is convenient to encode data onto a skew-Hermi-
tian matrix and then apply the Cayley transform to get a unitary
matrix. It is most straightforward to encode the data linearly.
We call a Cayley differential (CD) code one for which each
unitary matrix is computed by the Cayley transform
where the Hermitian matrix is given by
(15)
where are real scalars (chosen from a set with
possible values) and where are fixed complex
Hermitian matrices.
The code is completely determined by the set of matrices
which can be thought of as Hermitian basis ma-
trices. Each individual codeword, on the other hand, is deter-
mined by our choice of the scalars . Since each
may each take on possible values, and the code occupies
channel uses, the transmission rate is . Fi-
nally, since an arbitrary Hermitian matrix is parameter-
ized by real variables, we have the constraint
(16)
In Section II-D, as a consequence of our decoding algorithm,
we shall impose a more stringent constraint on .
We defer discussion of how to choose and design the ’s
and the set until Section II-E. We concentrate now instead on
how to decode at the receiver.
1490 IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 48, NO. 6, JUNE 2002
D. Decoding the CD Codes
An important property of the CD codes is the ease with which
the receiver may form a system of linear equations in the vari-
ables . To see this, it is useful to write the fundamental




which is linear in . Since the data is also linear in , (17)
is linear in .
We look first at ML estimation of the . Using (17) and
noting that the additive noise has
independent columns with covariance
shows that the ML decoder is
or, more explicitly
(18)
This decoder is not quadratic in and so may be difficult
to solve. However, if we ignore the covariance of the additive
noise in (17) and assume that the noise is simply spatially white,
then we obtain the linearized ML decoder
(19)
We call the decoder “linearized” because the system of equa-
tions obtained in solving (19) for unconstrained is linear.
Because (19) is quadratic in , a simple approximate solu-
tion for chosen from a fixed constellation can use nulling
and canceling (as in BLAST—see [24]–[26]). An exact solu-
tion without an exhaustive search can use sphere decoding [27],
[28]. To facilitate the presentation of these decoding methods,
we introduce some matrix notation.
1) An Equivalent-Channel Model: Define
and , and rewrite (17) as
(20)
where is additive Gaussian
noise where each column is independent and has mean zero and
covariance . Equation (20) may be written in a more
convenient form by decomposing the matrices into their real and
imaginary parts to obtain
where
Denoting the columns of , , , , , and
by , , , , , and , where
we gather the two above equations to form the single











where the real matrix is shown in (22) at the top of
the following page. We have a linear relation between the input
and output vectors and
(23)
where appears to pass through an equivalent channel that is
known to the receiver because is a function of ,
, and . (The receiver simply uses (22) to find the equiv-
alent channel.)
If we ignore the dependence of the noise covariance on the
signal , which is equivalent to considering the linearized ML
criterion (19), we have a simple linear system of equations that
may be decoded using known techniques such as successive
nulling and canceling [24], its efficient square-root implemen-
tation [26], or sphere decoding [27], [28]. Efficient implementa-
tions of nulling and canceling generally require compu-
tations. Sphere decoding can be regarded as a generalization of
nulling and canceling where at each step, rather than making a
hard decision on the corresponding , one considers all that
lie within a sphere of a certain radius. Sphere decoding has the
important advantage over nulling and canceling that it computes
the exact solution to (19). It can be computationally more in-
tense—its worst case behavior is exponential in —but its av-
erage behavior is comparable to nulling/canceling. This is espe-
cially true at high SNR [28], [36]; our simulations in Section III











that use sphere decoding show that the SNR generally need only
be moderate. Our simulations also give some comparisons with
nulling/canceling. We have found that, on average, sphere de-
coding solves (19) in time that is polynomial in (or ).
When the number of transmit antennas is small (say )
ML decoding is possible if the data rates are not too high. How-
ever, exact ML decoding, as given by (18), generally requires
a search over all , which may be impractical.
Fortunately, as shown in Section III, the performance penalty
for linearizing the likelihood is small, especially when weighed
against the complexity of exact ML. Finally, we mention that
the solution of the linearized ML criterion can be used as an ini-
tial condition for Newton–Raphson-type methods applied to the
true ML criterion.
2) The Number of Independent Equations: Nulling and can-
celing explicitly requires that the number of equations be at least
as large as the number of unknowns. Sphere decoding does not
have this hard constraint, but it benefits from more equations
because the computational complexity grows exponentially in
the difference between the number of unknowns and equations.1
From (23), the matrix has size and we therefore
have equations and unknowns. Hence, we may impose
the constraint
(24)
This argument assumes that the matrix has full column rank.
There is, at first glance, no reason to assume otherwise but it
turns out to be false.




Proof: First, assume that . The rank of is the di-
mension of the range space of in the equation as
varies. Equivalently, the rank of is the dimension of the range
space of in the equation as varies. Since is an
matrix it would appear that the range space of has
real dimensions. This would be true if were an arbitrary
matrix, but is constrained to vary only over the space of Her-
mitian matrices. We study the consequences of this constraint.
First note that
On the other hand, , or
(26)
1If this difference is not very large, sphere decoding is still feasible. In Sec-
tion III, we consider an example where the number of unknowns is 16 and the
number of equations is 12.
Therefore, the matrix is Hermitian. This enforces
linear constraints on the entries of ( constraints to make
the diagonals of real and constraints to make
the upper and lower triangular entries conjugates of one an-
other). Therefore, the entries of are not all free: at most
of them are. On the other hand, since has en-
tries (equivalently, has degrees of freedom), the rank of
is therefore no greater than
Our argument so far has not relied on a specific set of basis
matrices . However, for a generic choice of basis
matrices the rank of is given by , which
is the desired result.
Assume now that . We know that the matrix
is Hermitian, but it no longer has full rank—it has rank
. In particular, the entries of the lower right
Hermitian submatrix of are uniquely determined
from its other entries. Therefore, the equation
yields constraints (we remove
the Hermitian constraints arising from the lower right
submatrix of because they are redundant).
Thus, there are at most degrees of
freedom in . Therefore, the rank of is
which is the desired result.
Theorem 1 shows that even though there are equations
in (23), not all of them are independent. To have at least as many
equations as unknowns when , we therefore impose the
constraint
(27)
When , only of the equations in (23) are indepen-
dent so
(28)
Inequalities (27) and (28) can be combined into the single in-
equality
where (29)
E. Design of the CD Codes
Although we have introduced the CD structure
we have not yet specified , nor have we explained how to de-
sign the Hermitian basis matrices or choose the
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discrete set from which the are drawn. We now address
these issues.
1) Choice of : To make the constellation as rich as possible
we should make the number of degrees of freedom as large
as possible. Therefore, as a general practice, we find it useful to
take at its upper limit in (29)
(30)
If sphere decoding is used we sometimes exceed this limit
(yielding more unknowns than equations; see examples in
Section III), but we always obey .
We are left with how to design and how to
choose the discrete set . If the rates being considered are
reasonably small (for example, ) then the criterion given
in [14] of maximizing for all is tractable.
Recall that any constellation for which this de-
terminant is nonzero for all is said to be fully diverse.
Lemma 3 shows that a constellation of unitary matrices is fully
diverse if and only if the corresponding Cayley-transformed
constellation of skew-Hermitian matrices is fully diverse. Since
by considering and that differ in only one coordinate , we
see that it is necessary (but not sufficient) for to be
nonsingular. We show some examples of full diversity for small
rates and a small number of antennas in Section III.
At high rates, however, we do not pursue the full-diversity
criterion. The reasons are twofold: first, the criterion becomes
intractable because of the number of matrices involved; second,
the performance of the constellation may not be governed so
much by its worst case pairwise , but rather how
well the matrices are distributed throughout the space of unitary
matrices. One reason why group constellations do not perform
very well at high rates is because they lack the required statis-
tical structure of a good high rate constellation [19].
2) The Mutual-Information-Maximizing Distribution: In
[6], code design for the known channel requires the design
of so-called dispersion matrices, which play a role similar
to in our problem. To ensure that the resulting
constellation has the correct statistical structure, the dispersion
matrices are chosen to maximize the mutual information be-
tween the input and output signals. It is shown that maximizing
mutual information also has a beneficial effect on the average
probability of error [6] at high rates. We seek a similar quality
criterion here.
Unfortunately, we cannot adopt this strategy directly to de-
sign because, unlike in the known channel case,
we do not know how to compute the mutual information be-
tween the input and output pair for the
differential scheme. We can, however, approximate this strategy
by choosing such that the distribution on is close
to the distribution that maximizes the mutual information be-
tween it and the pair . We give the maximizing dis-
tribution for in the following theorem.
Theorem 2 (Optimal Distribution on ): The mutual in-
formation between the unitary input matrix and the output
in the differential scheme
(31)
where , and where , , and
are matrices with independent entries, is max-
imized when is isotropically distributed.
Proof: See Appendix A.
Remark: An isotropically distributed (i.d.) unitary matrix
is one whose probability density function is invariant to pre- and
post-multiplication by an arbitrary unitary matrix. That is,
for all unitary (see, e.g., [9], [12]). The probability density
function of an isotropically distributed unitary matrix is often
referred to as the Haar measure or the uniform measure on the
unitary group.
Hence, good constellations of unitary matrices have the ap-
pearance of being taken independently from an isotropic distri-
bution.
3) Cauchy Random Matrices: Since our data modulates the
matrix, we would like to know the optimal distribution on .
Equivalently, we need to find the distribution on that yields a
that is isotropically distributed.
Theorem 3 (Optimal Distribution on ): The unitary matrix
is isotropically distributed if and only
if the Hermitian matrix has the distribution
(32)
Proof: See Appendix B.
The probability density function (32) is the matrix general-
ization of the familiar scalar Cauchy distribution
(33)
A scalar isotropic can be written as , where is uni-
form over . In this case, is
Cauchy. The scalar Cauchy random variable is often expressed
as the ratio of two independent Gaussian random variables. It is
(in)famous because it has infinite variance, and the mean of
independent Cauchy random variables has the same Cauchy dis-
tribution—the law of large numbers does not apply. We refer to
any random Hermitian matrix whose probability density func-
tion is (32) as a Cauchy random matrix.
4) Choice of : Theorem 3 implies that, at high rates, our
CD code constellation should resemble sam-
ples from a Cauchy random matrix distribution. We look first at
the implications when there is one transmit antenna . In
this case, the optimal strategy is standard DPSK.
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When , Theorem 3 gives us the scalar Cauchy density
(33). By (29) we are limited to , and there is no loss of
generality in setting to get
(34)
To get rate with we need to
have points. Standard DPSK puts these points uniformly
around the unit circle at angular intervals of with the first
point at angle . (The location of the first point does not affect
the constellation performance in any way, but it helps us avoid
a formal singularity in the inversion formula (34) at .)
For a point at angle on the unit circle
(35)
For example, for (D-BPSK), we have
Plugging these values into (35) yields . For
(differential quaternary phase-shift keying (D-QPSK)), we have
(we always arrange the points in increasing order). For
We see that the points rapidly spread themselves out as in-
creases, thus reflecting the long tail of the Cauchy distribution
(33).
We denote to be the image of the function (35) applied to
the set . In the limit as
, the fraction of points in less than some is given
by the cumulative Cauchy distribution evaluated at . The set
can thus be regarded as an -point discretization of a scalar
Cauchy random variable.
While this argument tells us how to choose the set as a
function of when , it does not directly show us
how to choose when . Nevertheless, when
we also set . Thus, the are chosen as discretized
scalar Cauchy random variables for any and . To complete
the code construction, it is crucial that be chosen
appropriately, and we present a criterion in the next section.
5) Choice of : We shift our attention away from the
final distribution on and express our design criterion in terms
of . For a given and , we define a distance
criterion for the resulting constellation of matrices to be
(36)
where , , and
the expectation is over and chosen
uniformly from such that . Although is often
negative, it is a measure of the expected “distance” between
the random matrices and and clearly is similar to the
criterion in (1). If we interchange the expectation
and the , the criterion directly measures the expected
pairwise probability of error (9). Thus, maximizing is
connected with lowering average pairwise error probability.
To choose the ’s, we therefore propose the optimization
problem
(37)
Our choices of and affect the distance criterion through
the distribution that they impose on the matrices. To
connect the optimization of this criterion with the information-
theoretic considerations of Section II-E2, we prove the next the-
orem, which shows that this criterion is maximized when and
are independently chosen isotropic matrices.
Theorem 4 (Isotropic Distribution Maximizes Criterion):
Let and be random unitary matrices chosen
independently according to some common distribution .
Then the distance criterion (36) obeys
(38)
with equality when is the isotropic distribution.
Proof: See Appendix D.
We interpret (36) as a measure of the average distance be-
tween matrices in the constellation. Theorem 4 says that if the
set and are chosen such that is approxi-
mately isotropically distributed when is sampled uniformly,
then the average distance should be large.
We use (14), and the fact that matrices commute inside the
determinant function, to write the optimization as a function of
and
(39)
where , . For a constellation
with and chosen from , we inter-
pret the expectation as uniform over such that .
It is occasionally useful, especially when is large, to replace
the discrete set from which and are chosen with
independent scalar Cauchy distributions. In this case, since the
sum of two independent Cauchy random variables is scaled-
Cauchy, our criterion simplifies to
(40)
where and the expectation is over
chosen independently from a Cauchy distribution.
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6) Design Method Summary: We now summarize the design
method for a CD code with transmit and receive antennas,
and target rate .
i) Choose , . This in-
equality is a hard limit for decoding by nulling/canceling,
and is typically chosen to make it an equality. But the
inequality is a soft limit for sphere decoding and we may
choose as large as even if .
ii) Since , set . Let be the
-point discretization of the scalar Cauchy distribution
obtained as the image of the function (35) applied to the
set .
iii) Choose a set that solves the optimization problem
(39).
We now make the following remarks.
1) The solution to (39) is highly nonunique: simply reorder-
ing the gives another solution, as does changing the
signs of the , since the sets are symmetric about
the origin.
2) It does not appear that (39) has a simple closed-form so-
lution for general , , and , but in Section III we give
a special case where a closed-form solution appears.
3) We solve (39) numerically using gradient-ascent
methods. The computation of the gradient of the criterion
in (39) is presented in Appendix C. Since the criterion
function is nonlinear and nonconcave in the design vari-
ables , there is no guarantee of obtaining a global
maximum. However, since the code design is performed
off-line and only once, one can use more sophisticated
optimization techniques that vary the initial condition,
use second-order methods, use simulated annealing, etc.
Section III shows that the codes obtained with a gradient
search tend to have very good performance.
4) The entries of in (39) are unconstrained other than
that the final matrix must be Hermitian. Appealing to
symmetry arguments, however, we have found it benefi-
cial to constrain the Frobenius norm of all the matrices in
to be the same. In fact, in our experience, it is very
important both for the criterion function (39) and for the
ultimate constellation performance that the correct Frobe-
nius norm of the basis matrices be chosen. With the cor-
rect Frobenius norm, choosing an initial condition for the
in the gradient search becomes easier. The gradient
for the Frobenius norm has a simple closed form which
we now give. It can be used to solve for the optimal norm.
Let be a multiplicative factor that we use to
multiply every ; we solve for the optimal by
maximizing the criterion function (40) (the same analysis
holds for (39))
The optimal , therefore, sets the gradient of this last
equation to zero
The equation can readily
be solved numerically.
5) The ultimate rate of the code depends on the number of
signals sent , and the size of the constellation from
which are chosen. The code rate in bits per
channel is
(41)
We generally choose to be a power of two.
6) The design criterion (39) depends explicitly on the
number of receive antennas through the choice of .
Hence, the optimal codes, for a given , are different
for different .
7) The variable is essentially also a design variable. In our
experience, the CD code performance is generally best
when is chosen as large as possible. For example, a
code with a given and is likely to perform better
than another code of the same rate that is obtained by
halving and squaring . Nevertheless, it is sometimes
advantageous to choose a small to design a code of a
specific rate.
8) If is chosen a power of two, a standard gray-code assign-
ment of bits to the symbols of the set may be used.
9) The dispersion matrices are Hermitian and, in gen-
eral, complex.
III. EXAMPLES OF CD CODES AND PERFORMANCE
In this section, we simulate the performance of CD codes for
various numbers of antennas and rates. The channel is modeled
as quasi-static, where the fading matrix between the transmitter
and receiver is constant (but unknown) between two successive
channel uses. Two error events of interest include block errors,
which correspond to errors in decoding the matrices
, and bit errors, which correspond to errors in de-
coding . The bits are mapped to with a gray code
(see Section II-E) and, therefore, a block error may correspond
to only a few bit errors. In some examples, we compare the per-
formance of linearized likelihood (sphere decoding) with true
ML and nulling/canceling.
Simple Example: , : For transmit
antennas and rate the constellation has elements.
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In this case, it turns out that no constellation can have defined
in (1) larger than ; see [37, Proposition 3]
for a proof of this result. The optimal constellation corresponds
to a tetrahedron whose corners lie on the surface of a three-
dimensional unit sphere, and one representation of it is given
by the four unitary matrices
(42)
There are many equivalent representations, but it turns out that
this particular choice can be constructed as a CD code with
, and the basis matrices are
and
(43)
The matrices (42) are generated as the Cayley transform (11) of
, with .
For comparison, we may consider the constellation based on
orthogonal designs for and used in [16] given by
(44)
which has , or the constellation given in
which also has . Since we are more interested in
high-rate examples, we do not plot the performance of the CD
code (42); however, simulations show that the performance gain
over (44) is approximately 0.75 dB at high SNR. This small ex-
ample shows that there are good codes within the CD structure at
low rates. (In this case, the best code has a CD structure.)
CD Code Using Orthogonal Designs (ODs): : Recall
from Lemma 3 that a constellation of unitary matrices is fully
diverse if and only if its Cayley transform constellation of skew-
Hermitian matrices is fully diverse. For , a famous fully
diverse constellation is the orthogonal design of Alamouti [4]
OD (45)
Orthogonal designs are readily seen to be fully diverse since
OD
We require that OD be skew-Hermitian, implying that
OD
(46)
where the s are real. Thus, we may define a CD code with
basis matrices
(47)
that generates a fully diverse constellation. (In passing, we men-
tion that , , and form a basis for the real Lie algebra
of traceless Hermitian matrices.) Using (14) yields
which upon simplification yields
(48)
For example, by choosing , we get a code with
rate . The appropriate scaling (see Remark 4 in Sec-
tion II-E6) is . The resulting constellation of eight ma-
trices (which we omit) has .
We note that the code (47) also appears to be a closed-form
solution to (39) for and because it is a local
maximum to the criterion.
CD Code Versus OD: : For a higher rate ex-
ample, we examine another code for , but we choose
and . Fig. 1 shows the performance of a CD code
with . The code is
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Fig. 1. Performance of a CD code forM = 2 transmit andN = 2 receive antennas with rate R = 6. The solid line is the block error rate for the CD code with
sphere decoding, and the dashed line is the differential two-antenna orthogonal design with ML decoding.
(To get , choose ; the distance criterion
(36) for this code is .) Also included in the figure is
the two-antennadifferential orthogonaldesign [16]with thesame
rate. The CD code obeys the constraint (29) and therefore can be
decoded very quickly using the sphere decoder. An ML decoder
would have to search over matrices.
Comparison With Another Nongroup Code: , ,
: There are not many performance curves easily avail-
able for existing codes for over an unknown
channel, but [19] has a nongroup code for that ap-
pears in [19, Table 4 and Fig. 9]. Fig. 2 compares it to a CD
code with the same parameters. The CD code has ,
and achieves by choosing . The matrices
are not given here, but they are available from the
authors on demand; . The nongroup code, which
has its origin in a group code, performs better but the differ-
ence is very small. Observe that
and, therefore, the inequality (29) is not satisfied, but it does
not matter in this case because the decoding for both codes is
true ML (rather than sphere decoding or nulling/canceling). This
example is not very practical because ML decoding involves a
search over matrices. However, this same
CD code is used in the next example where by increasing the
number of receive antennas to we are able to solve the
linearized likelihood with sphere decoding.
Linearized Versus Exact ML: , , : By in-
creasing the number of receive antennas in the previous example
to , we may linearize the likelihood and compare the per-
formance with the true ML. Fig. 3 shows the results. (We use the
same code as in Fig. 2.) Observe that
and therefore the inequality (29) is still not obeyed; but because
it is almost obeyed, the sphere decoder of the linearized likeli-
hood searches over only dimensions. With ,
this search is over quantities, which is a negligible
burden. Compare this burden with the true maximum likelihood
(65 536 matrices). The figure shows that the performance loss
for linearizing the likelihood is approximately 1.3 dB at high
SNR. While the performance of linearized ML is slightly worse
than true ML, the next figure shows that the performance of
nulling/canceling is much worse than either.
Sphere Decoding Versus Nulling/Canceling: ,
: Fig. 4 shows the performance of a CD code for
transmit and receive antennas for rate with lin-
earized-likelihood decoding. As in the previous example,
, but to achieve we choose . (We again omit the
explicit description of ; .) Plotted
also is a comparison of the same CD code with nulling/canceling
decoding. We see that sphere decoding is dramatically better.
True ML decoding is not realistic in this example because there
are matrices in the codebook.
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Fig. 2. Block error performance of a CD code forM = 4 transmit and N = 1 receive antennas with rate R = 4 compared with nongroup code presented in
[19, Fig. 9 and Table 4]. The decoding in both cases is true ML through exhaustive search.
High-Rate Example: , , : Some of
the original V-BLAST experiments [24], [25] use eight transmit
and twelve receive antennas to transmit more than 20 bits/s/Hz.
Fig. 5 shows that high rates with reasonable decoding com-
plexity are also within reach of the CD codes. Plotted are the
block and bit error rates for ; here and
and the CD matrices are again omitted (they are available from
the authors, and have ). We note that because
, the effective constellation size of unitary matrices is
, yet we may still easily sphere
decode the linearized likelihood.
IV. CONCLUSION
The Cayley differential codes that we have introduced do
not require channel knowledge at the receiver, are simple to
encode and decode, apply to any combination of transmit
and receive antennas, and have excellent performance at very
high rates. They are designed with a probabilistic criterion:
they maximize the expected log determinant of the difference
between matrix pairs. The codes make use of the Cayley
transform that maps the nonlinear Stiefel manifold of unitary
matrices to the linear space of skew-Hermitian matrices. The
transmitted data is broken into substreams and
then linearly encoded in the Cayley transform domain. We
showed that appear linearly at the receiver and
can be decoded by nulling/canceling or sphere-decoding by
ignoring the data dependence of the additive noise. Additional
channel coding across or from block to block can
be combined with a CD code to lower the error probability
even further.
We have given some specific examples of the CD codes to
indicate their performance, and presented a recipe for gener-
ating more codes for any combination of transmit and receive
antennas. Our simulations indicate that codes generated with
this recipe compare favorably with existing space–time schemes
in their good performance and low decoding complexity.
In our simulations, we decoded the CD codes by ML,
sphere decoding of the linearized likelihood, or by nulling
and canceling. Sphere decoding of the linearized likelihood
performed slightly worse than true ML, but much better than
nulling and canceling and generally has comparable
complexity. Exact ML is generally not practical except with a
small number of antennas or low rates. It may be possible to use
the sphere decoder output as the initial estimate for nonlinear
second-order methods applied to the true ML criterion.
Our criterion function (37) was chosen for its ease of manipu-
lation, and its connections to both minimizing error probability
and achieving a constellation that is isotropically distributed.
Nevertheless, although we generally found that high values of
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Fig. 3. Performance of a CD code for M = 4 transmit and N = 2 receive antennas with rate R = 4. The solid lines are the block per bit error rates for the
CD code with sphere decoding, and the dashed lines are the block per bit error rates with ML decoding. The performance loss of linearizing the likelihood is
approximately 1.3 dB at high SNR.
(37) led to good constellation performance, the criterion is not
perfect—there were occasions where a larger value for (37) did
not mean better performance. We may therefore ask if there are
better criteria.
It would be interesting to see if the CD codes that satisfy
the optimization (37) possess any general algebraic structure
(Section III shows some cases where there is structure). This
would lead to better theoretical understanding of the codes, as
well as to possibly even faster and better decoding. There are
potentially many ways to optimize (39), and the gradient method
we chose is only one of them. More sophisticated optimization
techniques may also be useful.
Our model assumed that the fading between the transmitter
and receiver did not change between successive channel uses. In
a more realistic model with a mobile transmitter or receiver, the
channel would vary continuously from one use to the next. More
analyses or simulations are needed to see how the performance
would be affected by a varying channel—preliminary results
suggest that the primary effect would be an “error floor” at very
high SNR [38].
Finally, we chose the s from a set that is designed to
help make the final matrix behave, on average, like a Cauchy
random matrix. We have not tried to optimize this set for code




Let and be arbitrary fixed unitary matrices and write
for some . We rewrite (31) and substitute for
Premultiplying the first block equation by and the second
block equation by , and noting that is uni-
tary and that and have the
same distribution as and , we may write
The joint distribution of , , and has not changed,
and thus,
(A1)
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Fig. 4. Performance of a CD code forM = 4 transmit andN = 4 receive antennas with rate R = 8. The solid lines are the block and bit error rates for sphere
decoding and the dashed lines are for nulling/canceling. The performance advantage of sphere decoding is dramatic.
Assume that the mutual information is max-
imized by some input distribution . For any fixed and uni-
tary and , we have
where in the fourth step we use (A1), and in the last step the
change of variables (which has Jacobian determi-
nant one). Hence, the input distribution also maxi-
mizes the mutual information. The mutual information is con-
cave as a function of the input distribution . We conclude
that the distribution
where the integral is over the space of unitary matrices and
(i.e., over Haar measure, where is the appropriate nor-
malizing constant), also maximizes the mutual information. But
is clearly invariant to pre- and postmultiplication by
fixed unitary matrices. Therefore, is the isotropic dis-
tribution on the unitary matrix .
APPENDIX B
THE CAUCHY RANDOM MATRIX
We note from Lemma 2 that the Hermitian matrix and the
unitary matrix commute, and are,
therefore, simultaneously diagonalized by a common set of or-
thonormal eigenvectors. Therefore, we first derive the distribu-
tion of the eigenvalues of .
Let the eigenvalues of the isotropically distributed
unitary matrix be denoted , and let the
eigenvalues of be denoted . Then
(B1)
(See, for example, [30].) To get we use the relations be-
tween the eigenvalues from Lemma 2
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Fig. 5. Performance of a CD code for M = 8 transmit and N = 12 receive antennas with rate R = 16. The solid lines are the block and bit error rates for
sphere decoding.
where . In general, is real and is complex, and
we will integrate out . The Jacobian of the
transformation is . The
function in (B1) becomes
and we get




We now can obtain the distribution on , by using results in
[39], [40] that if a Hermitian matrix has a distribution
that is invariant to unitary similarity transformations, then the
joint density of the eigenvalues is
The distribution on is invariant to unitary similarity transfor-
mations because
and the distribution of is the same as the distribution of
. It follows that
APPENDIX C
GRADIENT OF CRITERION (39)
In all the simulations presented in this paper, the maximiza-
tion of the design criterion function in (39), needed to design
the CD codes, is performed using a simple constrained–gra-
dient–ascent method. In this section, we compute the gradient of
(39) that this method requires. More sophisticated optimization
techniques that we do not consider, such as Newton–Raphson,
scoring, and interior-point methods, can also use this gradient.
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From (39), the criterion function is
(C1)
where and . We are inter-
ested in the gradient of this function with respect to the matrices
. To compute the gradient of a real function





where is the -dimensional unit column vector with a one
in the th entry and zeros elsewhere.
To apply (C2) to the second term in (C1), we compute
The last equality follows because and commute
and is Hermitian. We may now apply (C2) to obtain
The gradient with respect to the imaginary components of
is handled in a similar way to obtain
which yields
The gradient with respect to the diagonal elements is
The third term in (C1) has the same derivative as the second
term.
For the fourth term, note that , where
. Therefore,
Hence,
For brevity, the computation of the derivatives with respect to
the imaginary and diagonal components of is omitted. The
results are
and
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APPENDIX D
ISOTROPIC DISTRIBUTION ACHIEVES EQUALITY IN (38)
The stationary points of the left-hand side of (38) can be ob-
tained by considering the Lagrangian
(D1)
where is the Lagrange multiplier that enforces the constraint
, and is the Lagrange multiplier that en-
forces the constraint . In other words,
whenever and otherwise. We require that
be nonzero for all unitary , and therefore and
the Lagrangian becomes
Writing the first-order condition for maximization yields
(D2)
The distribution is a stationary point if (D2) holds for
every fixed unitary .
Suppose now that in (D2) is allowed to be random and
is chosen according to the isotropic distribution. We take the
expected value of (D2) with respect to this distribution to obtain
(D3)
where the expectation is over which, by properties
of the isotropic distribution, is also isotropically distributed.
We simplify the expectation in (D3) by diagonalizing
, where is a diagonal matrix of eigenvalues denoted
(D4)
where is an arbitrary eigenvalue of and the expec-
tation in (D4) is over the distribution on . With an isotropic
distribution on , has a uniform distribution on , and
hence,
(D5)
Equations (D3)–(D5) imply that for every stationary
point of the left-hand side of (38). Moreover, it is straightfor-
ward to use (D3) to show that the value of (38) itself is also equal
to and is therefore also zero at every stationary point. Because
(38) is trivially bounded above by and has no lower bound,
any stationary point must be a maximum. We therefore conclude
that
Equality is achieved when is the isotropic distribution.
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