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1. Introduccion 
El objeto de nuestro estudio 10 constituyen aquellas series diarias relacionadas directa 0 
indirectamente con la actividad econ6mica y que denominaremos en adelante series de actividad 
econ6mica. En ellas el problema cuantitativo de interes es la modelizaci6n de la esperanza 
condicional. Esto las contrapone a las series de rentabilidad financiera en las que el objetivo 
fundamental es la modelizaci6n de magnitudes relacionadas con los segundos momentos y para las 
que se ha desarrollado toda una metodologfa diferenciada sobre la base de los llamados modelos 
ARCH, GARCH 0 a los modelos de volatilidad estocastica (Ruiz, 1993; Taylor, 1994; etc.). 
Algunos ejemplos de series que centran nuestro interes son: consumos de bienes energeticos, 
variables monetarias agregadas , niveles de contaminaci6n, ventas en grandes empresas, series de 
tnifico, ocupacion de medios de transporte, etc. 
Nuestro esfuerzo en su modelizaci6n queda justificado por la gran importancia que tienen para la 
actividad cotidiana de multiples empresas e instituciones. Por ejemplo, en aspectos tales como la 
reduccion de costes en la produccion de bienes 0 en la generaci6n de servicios, que puede ser la base 
de una mejora de la competitividad, es clave una adecuacion 10 mas precisa posible de la oferta a la 
demanda. Atender a tales demandas sin incurrir en costes excesivos debido, por ejemplo, al 
mantenimiento de recursos ociosos requiere una cuantificaci6n precisa del impacto conjunto que 
variados factores institucionales, sociales, meteorol6gicos, etc., tienen sobre el consumo, en un intento 
de conseguir unas predicciones 10 mas exactas posibles. Ademas de la vertiente predictiva, estos 
modelos permiten caracterizar las variables en cuestion parametrizando, por ejemplo: (a) el cambio 
de unos ciclos estacionales cortos (semanal) en funcion de otros mas largos (mensual 0 anual) 0 en 
funci6n de variables meteorol6gicas; (b) el efecto de una fiesta en funci6n del dfa de la semana, de 
la estaci6n del ano, de su posici6n en el mes y de los valores de variables meteorol6gicas en los dfas 
inmediatamente anteriores; (c) el efecto no lineal de la temperatura, etc. Todos estos parametros son 
herramientas muy utiles para la gesti6n, control y diagn6stico. 
Sobre la base de todo 10 anterior se justifica un esfuerzo tendente a un mejor conocimiento de las 
caracterfsticas esenciales de estas series, y al desarrollo de tecnicas de modelizacion 10 mas 
sistematizadas posible, que permitan un tratamiento simple y general. 
El resto del presente trabajo se organiza segun el siguiente esquema: en la secci6n 2 se realiza un 
amilisis descriptivo de las series de actividad econ6mica; posteriormente se profundiza en esquemas 
basicos para su tratamiento (secci6n 3) y en su aplicaci6n al tratamiento simultaneo de varias 
estacionalidades (seccion 4); la correccion del efecto calendario es tratada en la seccion 5; 
frecuentemente, estas series son muy sensibles a determinadas variables exogenas como las 
meteorologicas 10 cual se analiza en la secci6n 6. El trabajo finalizara con la exposici6n del esquema 
basico de tratamiento automatico propuesto, seccion 7, Y con un apartado final de conclusiones en la 
secci6n 8. 
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2. Caracteristicas Generales 
Una primera cuesti6n que cabe preguntarse es si las tecnicas habituales de amilisis de series 
temporales que se aplican a series mensuales, trimestrales, etc., que en adelante llamaremos series 
de bajafrecuencia, pueden ser directamente aplicadas a series diarias de actividad econ6mica 0 si por 
el contrario conviene desarrollar tecnicas especificas para estas series que tengan en cuenta su 
problematica particular. 
En terminos generales se puede decir que las series de baja frecuencia se caracterizan por los 
siguientes aspectos: 
a) Existencia de un unico cic\o estacional, 
b) cuyo periodo parece estar perfectamente determinado y 
c) para el que esquemas sencillos de naturaleza estocastica 0 determinfstica parecen adecuados. 
Lo anterior facilita el desarrollo de metodologfas sistematizadas de tratamiento, como la 
metodologfa ARIMA, desarrollada por Box y Jenkins (1970). 
Frente a esas caracterfsticas, en las series diarias, 0 series de alta frecuencia en general, destacan, 
entre otros, los siguientes aspectos: 
a) Existencia de varios ciclos estacionales sobrepuestos, siendo los mas comunes el semanal, 
mensual y anual. 
b) Aparici6n de ciclos de periodo variable por irregularidades del calendario, como la existencia 
de arios bisiestos, las distintas duraciones de los meses 0 el efecto de la presencia de distinto 
numero de fines de semana en los diferentes meses. 
c) Exigencia de combinaci6n de esquemas determinfsticos y estocasticos para captar mejor las 
estacionalidades. 
d) Los esquemas determinfsticos, cuando son necesarios para un determinado efecto cfclico, suelen 
ser variables en funci6n de otro ciclo 0 de variables meteorol6gicas. 
e) Dependencia importante, y con frecuencia de naturaleza no lineal, de variables ex6genas como 
las meteorol6gicas, y muy especialmente de la temperatura, lluvia, luminosidad y viento. 
f) Complejo efecto de calendario en 10 que se refiere a fiestas, periodos vacacionales, etc. 
Junto a estas caracterfsticas, las series diarias, al igual que las series de baja frecuencia, suelen 
tener un nivel no estacionario que habitualmente es tendencial. 
Como consecuencia de todo 10 anterior resulta diffcil la bUsqueda sistematica de modelos tomando 
como base los planteamientos comunmente utilizados y se revela de gran interes el planteamiento de 
estrategias especificas de modelizaci6n para este tipo de series. Ese es el objetivo fundamental del 
presente estudio. 
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En los grat1cos 1, 2 Y3 aparecen algunas de las series que van a centrar nuestra atencion. En ellas 
se aprecia como, aun siendo de naturaleza muy distinta, todas se ajustan a los aspectos anteriores. En 
la figura 4(A) aparecen con mas detalle los patrones cfclicos para el caso de una serie electrica, 
comprobando como, en este ejemplo, el patron semanal es el dominante. En 4(B) se ilustra como este 
patron varfa segun el periodo del ano. El efecto calendario y el de la temperatura pueden apreciarse 
en las figuras 4(C) y 4(D), respectivamente. 
3. Esquemas de Modelizaci6n 
Para la modelizacion de cualquier caracterfstica que se encuentre en una serie temporal es posible 
recurrir a dos tipos de esquemas basicos: puramente determinfsticos 0 puramente estocasticos. Las 
caracterfsticas particulares de algunas series obligan tambien al uso de esquemas mixtos de los 
anteriores. 
3.1. Esquemas Deterministicos 
3.1.1. Tendencia 
Se modeliza mediante polinomios temporales. Estos esquemas suelen ser excesivamente rfgidos por 
10 que los esquemas estocasticos 0 mixtos resultan, en general, preferibles. 
3.1.2. Ciclos EstacionaJes 
La estacionalidad puede seguir un esquema estable 0 variable en el tiempo. La modelizacion de un 
ciclo de periodo s que tenga una evolucion constante en el tiempo puede realizarse mediante s 
variables artificiales, segun el esquema 
Yt=w10lt +W202t + ... +wsOSI> 
donde los wj son constantes y las Oil son variables artificiales que toman el valor 1 cuando t se 
corresponde al momento estacional i y 0 en el resto de los casos. Dado que la tendencia se modeliza 
con una estructura adicional, el conjunto de variables estacionales utilizadas debe cumplir que la suma 
de los coeficientes wj valga cero. 
El tratamiento de periodicidades de longitud variable, como puede ser la mensual (vease la seccion 
3.2.4), mediante este tipo de esquemas requiere ciertas aproximaciones (Espasa, 1993). En general 
se suelen agrupar tras la misma variable artificial dras de comportamiento homogeneo respecto al ciclo 
particular. Un ejemplo de esto serfa 10 que ocurre con muchas series de agregados monetarios, ventas, 
etc., en las que se aprecia una estacionalidad mensual que se restringe a un efecto de principio (efecto 
evolutivo), mediados (efecto fijo) y fin de mes (efecto evolutivo). En este caso tres variables 
artificiales serfan suficiente para su caracterizaci6n, si bien la de principio y la de fin de mes vendrfan 
afectadas por un filtro dinamico. En el caso de la estacionalidad determinfstica anual se requieren, 
evidentemente, un mayor numero de restricciones, siendo muy variados los diferentes esquemas a 
contemplar dependiendo de cada serie particular. No obstante, puede desarrollarse un procedimiento 
automatico para identificar estas restricciones, el cual describimos en la seccion 7. 
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Fig. 3. Circulacion fiduciaria en Espana 
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Vna forma muy util de dar flexibilidad a los esquemas determinfsticos anteriores es permitiendo 
cierta variabilidad temporal en los patrones estacionales determinfsticos. Asf, por ejemplo, la 
estacionalidad semanal se la puede hacer variar en funcion de la posicion de la semana dentro del 




Las caracterfsticas de las series suelen hacer deseable una modelizaci6n estocastica de la tendencia. 
Esta se implementa mediante eI operador de diferencias !i.d • Siguiendo a Espasa y Pefia (1995) el 
comportamiento tendencial de un proceso se puede caracterizar mediante el binomio /(d,m), donde 
la primera cifra indica el numero de raices unitarias y los valores uno 0 cero en la segunda la 
presencia 0 no de una media no nula en el proceso estacionario. El comportamiento mayoritariamente 
encontrado en las series de actividad econ6mica es cuasilineal - polinomio tendencial en la funcion 
de prediccion de orden (d+m-l) -10 cual requiere, en funcion de la referencia anterior, esquemas del 
tipo /(1,1) 0/(2,0). 
3.2.2. Ciclos Estacionales 
V
La modelizacion de una estacionalidad estable de periodo s mediante esquemas estocasticos se hace 
tfpicamente mediante la aplicaci6n a la serie original del operador suma 
S• 1 =(1 + L+ U+ ... + U·1). 
En el caso de que la serie necesite ademas una diferencia regular, ambos esquemas combinados dan 
lugar al operador de diferencia estacional 
(1-L)VS' l =(1-U). 
La modelizacion de una estacionalidad cambiante mediante esquemas estocasticos es compleja y 
requiere muchos grados de Iibertad. Por otro lado, su usa normalmente se hace innecesario ante la 
buena adaptaci6n a los datos que tienen los esquemas determinfsticos variables. Cuando esto no sea 
asf, puede ser debido a una fuerte dependencia de la estacionalidad respecto a alguna variable 
meteorol6gica. En este caso un buen ajuste se puede conseguir recurriendo de nuevo a un esquema 
determinfstico estacional cambiante pero que tambien sea funcion directa de esas variables. 
3.2.3. Descomposici6n de los Operadores Suma 
Todo operador suma VS• l puede descomponerse en funcion de sus armonicos, estando cada uno 
asociado a una determinada frecuencia segun la expresion fi,s =21ri/s, con i = 1... [s!2]. Asf, por 
ejemplo, el operador semanal (V6), muy comun es series diarias, tendra la siguiente descomposicion 
V6 = (1-2cos(21r/7)L+ L2)(1-2cos(21r/3.5)L+ U)(1-2cos(21r!2.3)L + U), 
recogiendo cada uno de los terminos periodicidades de 7, 7!2 y 7/3 dfas, respectivamente. En este 
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caso s610 son tres las frecuencias afectadas, pero para el caso de operadores suma de mayor orden 
coma el anual (U364) seran 182 las frecuencias filtradas. Esto sugiere la posibilidad de trabajar 
directamente con los arm6nicos realmente necesarios en vez de con el operador suma completo. 
Ademas, se hace evidente el posible exceso de raices unitarias en bandas estrechas en tomo a 
determinadas frecuencias si se emplean simultaneamente varios operadores suma correspondientes a 
distintas estacionalidades. Por ejemplo, si tomamos los operadores (l-L)30 y (l_L)365, para cualquier 
arm6nico del primero existe un j tal que fi.30 = (21rj/365), por 10 que aplicar el primer filtro en 
presencia del segundo no es recomendable. 
3.2.4. Heterogeneidad en los Periodos Estacionales 
En series diarias los periodos de algunos ciclos presentes en la serie no son en general constantes 
por la presencia de meses de distinta duraci6n 0 por la existencia de afios bisiestos. Esto es aCIn mas 
relevante si las series con las que tratamos son series que carecen de dato para algCIn dfa de la 
semana. El caso tfpico son 10 que se lIaman series laborables, caracterizadas por la falta de 
informaci6n en el fin de semana. Este serfa el caso, por ejemplo, de la serie de circulaci6n fiduciaria 
del Banco de Espafia (fig. 3). En este caso pueden aparecer meses de entre 20 y 23 dias laborables 
y afios de 260, 261 6 262 dias laborables. 
En este caso, los operadores suma no comparan, en determinadas fechas, momentos homogeneos 
en el cielo. Con ello, la aplicaci6n del operador suma provoca una cierta distorsi6n en dichas fechas, 
que puede ser compensada por esquemas determinfstas, tal como se hace en Cancelo y Espasa (1987). 
Este efecto no se da en el cielo semanal y su correspondiente esquema estocastico U6, pero se hace 
especialmente apreciable en la estacionalidad anual y sobre todo en la mensual. La presencia de meses 
de diversas longitudes hace ineluso dudar del orden adecuado del operador suma mensual. Esto 
desaconsejara en general el uso de esquemas estocasticos especfficos para esta estacionalidad. Si la 
estacionalidad evoluciona de forma suave el efecto distorsionador de las heterogeneidades temporales 
anteriores sera menor pues los dias sobre los que actua el filtro, con 0 sin distorsi6n, tienen 
comportamiento parecido dentro de la estacionalidad. 
4. Modelizacion de Distintas Estacionalidades Simultaneas 
4.1. Problemas que se Plantean 
Como ya se ha comentado, 10 mas comun en series diarias sera la presencia de mas de una 
estacionalidad, por 10 que seran varios los esquemas de modelizaci6n que habra que combinar. 
El planteamiento de varios esquemas estocasticos diferenciados basados en operadores suma, 
plantearfa, en funci6n de todo 10 analizado, dos problemas fundamentales: 
a) Solapamiento de arm6nicos de frecuencias similares provenientes de los distintos operadores 
suma. Esto, coma ya hemos visto, conduce a sobreparametrizaci6n con raices unitarias. 
b) La aplicaci6n de arm6nicos correspondientes a periodicidades no presentes en la serie. Esto es 
especialmente relevante cuanto mayor sea el orden del operador suma. 
8 
Por todo ello, nuestro planteamiento parte de la selecci6n de una de las estacionalidades como 
principal, dandole prioridad a la hora de elegir su esquema, aunque la mayor parte de las veces sera 
estocastico. Ademas, se permite la desagregacion del operador suma en funci6n de los armonicos que 
10 componen. Posteriormente, nuestra experiencia muestra que las estacionalidades residuales de otros 
periodos que aun permanezcan se recogen de forma mas precisa mediante conjuntos de esquemas 
determinfsticos, fijos 0 variables, 0 mediante algunos armonicos de frecuencias relevantes de dichas 
estacionalidades. El caso mas claro es el de la estacionalidad mensual respecto a la anual. 
Por otro lado, siempre habra que tener en cuenta la posibilidad de que ciertas estacionalidades sean 
recogidas por variables ex6genas. Por ejemplo, en el caso de la estacionalidad anual, en ocasiones 
esta suficientemente bien contemplada a traves de variables meteorol6gicas y variables binarias que 
recojan el efecto de los periodos vacacionales. 
Queda aun por elegir un criterio de discriminacion f<ipido entre los multiples esquemas alternativos 
a plantear, de forma que se pueda determinar una lista de modelos provisionales de partida para 
estudios mas profundos. Nosotros nos hemos inclinado por el criteria de reducci6n de la varianza 
residual. 
4.2. El Criterio de Reduccion de la Varianza Residual 
No existe un soporte teorico que haga incuestionable a este metodo, sino que son fundamentos 
intuitivos y la experiencia los que han demostrado sus buenos resultados. A esto se afiade su 
simplicidad y rapidez computacional, factor decisivo en series como las nuestras de varios miles de 
observaciones. Esto queda ilustrado en referencias como Cancelo y Espasa (1991a) y Espasa (1993). 
5. Efecto Calendario 
El efecto calendario cobra una especial importancia en nuestra aplicaci6n par la gran sensibilidad 
que en general presentan estas series a fiestas, periodos vacacionales y acontecimientos especiales 
como celebraci6n de elecciones, huelgas generales, cambios de horario, etc. Un ejemplo puede 
apreciarse en la figura 4(C). Por ello, parece obligado un analisis de intervenci6n riguroso previo a 
cualquier estudio. Su incorporacion al modelo la hacemos a traves de complejos esquemas de 
variables artificiales acompafiadas de sus correspondientes filtros dinamicos. Un tratamiento minucioso 
de este problema suele ser imprescindible. Aquf damos una somera descripci6n de los principales 
problemas. Para aplicaciones del efecto calendario a series diarias se puede recurrir a Cancelo y 
Espasa (1991a) y a Espasa (1993). 
5.1. Fiestas 
Se comprueba que el efecto de una fiesta sobre una serie no es el mismo dependiendo de variados 
factores. Esto nos empuja a agrupar las fiestas en categorfas cuyo efecto se puede considerar parecido 
con el tin de preservar el principio de parquedad parametrica y a la vez explicar adecuadamente los 
datos. Fundamentalmente, hemos seguido los siguientes criterios de agrupamiento: 
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a) dfa de la semana, 
b) epoca del ano, 
c) posici6n en el mes y 
d) temperatura anormalmente alta 0 baja. 
Las fiestas que no permitan su agrupamiento con otras, muy frecuentemente el dfa primero de mayo 
y el dfa de Navidad, reciben un tratamiento especffico. Ademas, la existencia de un gran numero de 
fiestas de caracter local 0 regional obliga a afeetar el am11isis con coeficientes correctores en funci6n 
de porcentajes de la poblaci6n a la que alcance la fiesta. 
5.2. Periodos Vacacionales . 
Los periodos vaeacionales mas relevantes son Semana Santa, Navidad y vacaciones de verano (Julio 
o Agosto en la mayorfa de los paises europeos). 
Los efectos fundamentales a reeoger en periodos vacacionales de larga duraci6n son: 
a) Cambios en la tendencia y en el nivel (grafieo 4(A». 
b) Cambios en la estructura del ciclo semanal (gratico 4(B». 
c) Efectos especiales de determinados dfas (Ma de Navidad, Nochevieja, dfas de Semana Santa, 
etc., grafico 4(A) y 4(C» 
Para modelizar estos efeetos hemos utilizado, combinaciones de escalones truncados a los que se 
sobreponen, siguiendo a Cancelo y Espasa (1991a), filtras dinamicos adeeuados para cada caso. 
5.3. Eventos Especiales 
Eventos tales como huelgas generales, dfas de eleeciones, etc., tambien deben tenerse en cuenta. 
Incluso en algunas series es recomendable ineorporar los ajustes horarios que se realizan los ultimos 
domingos de marzo (dfa de 23 horas) y de septiembre (dfa de 25 horas). 
6. Variables Exogenas 
El uso de indieadores u otras tipos de variables ex6genas en la modelizaci6n de series diarias 
depende en gran medida del sector al que pertenezca la serie. No obstante, se ha comprobado que 
gran numero de ellas se yen muy afectadas, aparte de las consideraciones estacionales mencionadas 
anteriormente, por variables meteorol6gicas. Esta relaci6n se convierte en esencial en series 
relacionadas con el sector electrico, contaminaci6n 0 transporte. Es por ello que en la modelizaci6n 
propuesta se tienen tambien en cuenta dichas variables y, muy especialmente, la temperatura. 
El efeeto de estas variables en nuestras series es, en bastantes casos, no lineal y pueden concebirse 
distintos esquemas en su formulaei6n y estimaci6n. Engle et at. (1986) proponen un metodo 
semiparametrico; Engle et al. (l992) utilizan primeras y segundas potencias de la variable 
meteorol6gica; Cancelo y Espasa (1991 b) buscan umbrales significativos con los cuales definir 
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diferentes segmentos en el rango de variaci6n de la variable, aproximando en cada uno la relaci6n 
por una funci6n lineal. 
Estas variables pueden presentar tambien un efecto dinamico. Esto quiere decir que una misma 
temperatura producira distintos efectos en funci6n de los valores que se hayan registrado en los dfas 
anteriores. En muchos casos el esquema puede ser aun mas complejo pues esta dependencia puede 
ser distinta dependiendo de la estaci6n del ano, de que se trate de un dfa laborable 0 de un fin de 
semana, etc. 
El metodo mencionado anteriormente de Cancelo y Espasa (1991b) ha demostrado buenos 
resultados tanto para la modelizaci6n del efecto no-lineal como para recoger el efecto dinamico. 
7. Metodologia Automatica de Tratamiento 
Todo 10 anterior puede materializarse en una metodologfa de modelizaci6n automatica de series 
diarias. En su formulaci6n nos hemos ceiiido a una descripci6n de los aspectos esenciales y mas 
frecuentes de las series diarias de actividad econ6mica. 
Es posible encontrar varios entornos para la programaci6n automatica de series temporales. Cabe 
destacar el programa SCA-Expert (Long-Mu, 1993), el programa STAMP en el contexto de modelos 
estructurales (desarrollado por el profesor Harvey y asociados) 0 el programa TRAMa (Gomez y 
Maravall, 1994a y 1994b). Todos estan disefiados para series generalmente con una unica 
estacionalidad y en cualquier caso estable. Esto se cumple razonablemente en series de baja 
frecuencia, pero no en las diarias. Por ello es necesario un tratamiento mas espedfico para estas 
series. En adelante, suponemos que existen dos estacionalidades importantes sI y s2, que en la mayor 
parte de los casos seran semanal y anual. 
Los pasos fundamentales que sigue nuestro organigrama son: 
A.- Partiendo del esquema general de modelizaci6n del efecto calendario descrito en la secci6n 5, 
se hace una primera estimaci6n aproximada por MCa para eliminar de la serie, Zt, dicho efecto 
(ZAt = Zt-Ye' (3MCO)' 
B.- Calculamos el efecto estacional dominante comparando, segun el criterio de varianza residual 
minima, los esquemas Ll, Ll2 , Lls!, Lls2 , LlLlSI> LlLls2 sobre la serie ZAt Y la propia serie ZAt. Con 
ello se escogera un operador, dlgase LldVS!'!' y sI se considerara la estacionalidad dominante. 
Si el esquema elegido fuera Lld se escoge como estacionalidad principal, sj, la que de lugar a 
una varianza residual minima sobre el esquema LldVSj'!' 
C.- Jerarquizamos segun el criterio de reducci6n de la varianza residuallos esquemas Lld. ESQ.!' ZAt' 
pudiendo ser ESQs!: 
i) Esquemas determinlsticos adecuados relacionados con sI 
ii) Combinaciones de arm6nicos componentes de VS !-1 
iii) Variables ex6genas relacionadas 
iv) Ciertas combinaciones de i, ii, iii 
Las estimaciones se hacen por MCa. De tales estimaciones se escogen los n mejores esquemas: 
Lld·ESQl s1 , Lld·ESQ2. 1, ... y Lld'ESQns!' Como valor de n se tomara en general 2, aunque podra ser 
mas elevado si existen modelos muy cercanos en varianza residual y es computacionalmente 
admisible. 
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D.- Sobre las series resultantes de dd·ESQl s1 ·ZAI,... , dd'ESQns!'ZAt aplicamos de nuevo todas las 
posibles combinaciones de esquemas i, ii, iii y iv, pero esta vez relacionadas con la 
estacionalidad s2. De nuevo nos quedamos con los n mejores modelos: dd·ESQls1s2, 
dd·ESQ2s1s2,'" Y dd·ESQn.lS2· 
K- A los modelos anteriores les aplicamos otros posibles esquemas que recojan efectos residuales 
de los vistos en apartados precedentes - incluyendo una tercera estacionalidad- y sin posibilidad 
de ser filtrados en las etapas anteriores. 
El.- A partir de aquf tenemos una lista de posibles modelos (dd.ESQislS2.)' generalmente 2, de 
los cuales nos centramos en el primero para etapas consecuentes (dd·ESQls1s2.,ZAt=ZEt). 
F.- De forma similar a coma proceden los programas TRAMO 0 SCA-Expert y sobre la base de 
los resultados de Tiao y Tsay (1983,1984) y Tsay (1984), se establece una etapa de 
comprobaci6n sobre si alguna de las estacionalidades no estacionarias presentes en la serie no 
ha sido recogida adecuadamente. En casu de que surja ese problema se pasa al siguiente modelo 
de la lista del apartado El. Si se rechazan todos los modelos preseleccionados se aplica F 
directamente a ZAI' y se toma como esquema no estacionario el puramente estocastico dado por 
Jas rakes unitarias que aquf aparezcan. 
G.- Especificamos un modelo ARMA(p,q) a la serie Zft, serie estacionaria que resulta del punto 
anterior. En el proceso de especificaci6n se utiliza eJ procedimiento de Revilla et al.(1991). 
H.- Estimamos por maxima verosimilitud eJ modelo completo incluyendo todos los elementos 
determinfsticos que hayamos ido incorporando a 10 largo del proceso y el de las variables 
meteorol6gicas. 
1.- Analizamos los estadfsticos t de la estimaci6n anterior para ver si el modelo puede 
simplificarse. Tambien se hacen estadfsticos F de cada uno de los conjuntos de variables 
artificiales estacionales. Finalmente se hace un analisis de residuos para simplificar el modelo 
o detectar la necesidad de especitlcaciones ARMA alternativas a la incluida. El analisis de 
residuos considera tambien contrastes sobre la presencia de esquemas de varianza condicional. 
Si todos estos contrastes no rechazan el modelo, este se escoge como modelo final. En casu 
contrario se reformula el modelo y se vuelve al apartado I. Si dicha reformulaci6n resulta 
confusa se pasa al siguiente modelo del listado de El. 
La ampliaci6n de este proceso automatico de modelizaci6n para incluir efectos, mencionados en 
la secci6n 6, de las variables meteorol6gicas adicionales a los efectos estacionales es bastante directo 
aplicando el proceso de Cancelo y Espasa (1991b). 
8. Conclusiones 
En este estudio hemos motivado la gran utilidad que para empresas e instituciones supondrfa el 
disponer de modelos de series diarias para sus variables mas sensibles y a un bajo coste. Por otro lado 
se han discutido las principales caracterfsticas que presentan estas series y que, en general, hacen que 
metodologfas c1<lsicas de tratamiento no den resultados adecuados. Se han tratado casu par caso, de 
una forma no exhaustiva, alternativas de modelizaci6n que pueden resultar de especial interes para 
nuestra aplicaci6n, asf como su problematica asociada, motivando una estrategia de modelizaci6n. El 
exito de la misma se basa en el disefio adecuado de esquemas alternativos en cada uno de los 
apartados i) a iv) del apartado C de la secci6n anterior. Estos han de ser capaces de incorporar 
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estacionalidades multiples cambiantes, con estructura no lineal y de naturaleza mixta, estocastica y 
determinfstica, cuando las series 10 requieran. 
Por ultimo todo 10 anterior se plasma en un esquema automatico de tratamiento. Con 
procedimientos similares, pero sin la estructuraci6n que aquf se formula, Cancelo y Espasa han 
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