The present paper is concerned with the problem of weighted best simultaneous approximations in Banach spaces. The weighted best simultaneous approximations to sequences from S-and BS-suns in the Banach space are characterized in view of the Kolmogorov conditions. Applications are provided for weighted best simultaneous approximations from RS-sets and strict RS-sets. Our results obtained in the present paper extend and improve all earlier known results in this direction.
Introduction
The problem of best simultaneous approximation has a long history and continues to generate much interest. The problem of approximating simultaneously two continuous functions on a finite closed interval was first studied by Dunham in [8] , where the results on characterization and uniqueness of best simultaneous approximation were obtained. Since then, such problems have been extended extensively, see, for example, [13] [14] [15] [16] [18] [19] [20] [21] [22] [24] [25] [26] 28, 29] . In particular, characterization and uniqueness results were given in [26] for a class of problems involving L p norms, while a general treatment of a class of problems, which includes these problems in [8, 26] as special cases, was given in [18] . These results are concerned with the case when a finite number of elements is to be approximated and when the Banach space is real. The extension to some special infinite number of elements in a real Banach space was made in [22] . The purpose of the present paper is to investigate the extent to which the results in [18, 22] can be extended to a general infinite number of elements in a (real or complex) Banach space.
The setting for the problems considered here is as follows. Let (X, · ) be a Banach space over the field F, where F = R or C. Let R ∞ be a Banach space consisting of some sequences in R with the monotonic norm · A and let (λ v ) be a sequence of positive numbers. Let G be a fixed subset of X andx = (x v ) a fixed sequence of X with (λ v x v ) ∈ R ∞ . Then the problem we are concerned with here is of finding an element g 0 ∈ G such that λ v x v − g 0 A λ v x v − g A for each g ∈ G.
(1.1)
Any element g 0 satisfying (1.1) is called a best simultaneous approximation tox from G. The set of all best simultaneous approximations tox from G is denoted by P G (x). S-suns and BS-suns, which are extensions of the well-known and important notions of suns in Banach spaces to the case of the simultaneous approximation, are introduced and characterization results of the best simultaneous approximation to a sequence from S-suns and BS-suns are established in Section 3. As applications, the characterization results and uniqueness results from RS-sets are given in Section 4 and Section 5, respectively. It should be remarked that the extension in the present paper is not trivial. In fact, an example given in the next section shows that the characterization theorem in [18] or [22] does not hold in general. Moreover, our results for the case when X is complex is new even in the case when the approximated sequence is finite.
Preliminaries
Recall that R ∞ is a Banach space consisting of some sequences in R with the norm · A and (λ v ) ∈ R ∞ is a fixed sequence of positive numbers. Throughout the whole paper, we always assume that the norm · A is monotonic (that is, for (a v ) ∈ R ∞ and a real sequence . Then (λ v ) satisfies (2.1).) Let X be a Banach space with the norm · over the field F, where F = R or C. We denote the duals of R ∞ and X by (R ∞ ) * and X * , respectively. The inner product between R ∞ and (R ∞ ) * is denoted by ·,· A while f (x) stands for the inner product of x ∈ X and f ∈ X * . We use B((R ∞ ) * ) and B(X * ) to denote the unit balls of (R ∞ ) * and X * , respectively. For a set A in the dual of a Banach space, let ext A * stand for the weak * closure of the set of all extreme points of A and be endowed with the weak * topology. Let
and let Ω be endowed with the product topology. Then Ω is a compact Hausdorff space. We will introduce two classes of sequences in X. One is denoted by F and defined by
We endow F with the norm · F defined by
Then (F, · F ) is a Banach space. Another class is denoted by F B , which is a subspace of F , and defined by
Clearly,
where we adopt the convention that x = (x, x, . . .) ∈ F B for each x ∈ X. Also, for save of printing space, we writê
Furthermore, define 2) where N ω denotes the collection of all open neighborhoods of ω in Ω. Then we have the following proposition.
Proposition 2.1. Letx = (x v ) ∈ F . Then the following assertions hold:
Proof. (i) It follows from Remark 1 in [10] .
This shows that φ(x)(·) is continuous at ω 0 because of the assumption (2.1).
(iii) The first assertion follows from (ii) and [10, Remark 3] , while
holds due to (2.3) and [10, Remark 4] . Thus, to complete the proof of (iii), it suffices to verify that 
On the other hand, by the monotonicity of the norm · A , one has
Combining the above two inequalities, (2.5) is seen to hold and sup ω∈Ω φ(x − x)(ω) is attainable. The proof is complete. 2
is a nonempty compact subset of Ω since φ(x) + − φ(g 0 ) is upper-semicontinuous on the compact set Ω. Further, we write
We conclude this section by an example which the characterization theorem given in [18] or [22] fails to. 
This shows that g 0 := 0 ∈ P G (x). On the other hand, for each v, define the functional a * v as follows:
with the usual distance. Then T is a compact metric space. For eachĉ = (c v ) ∈ R ∞ , define the function c on T by c( 
Hence, for any λ
This means that the characterization theorems in [18] or [22] fails.
Best simultaneous approximation from suns
The notion of suns in Banach spaces, which was introduced by Efimov and Stechkin in [9] , has played important roles in nonlinear approximation theory in Banach spaces, see for example [3, 4, 9, 32] . The following definition is an extension of the notion given in [3] to the case of simultaneous approximations, see [20] .
Remark 3.1. Consider F as a normed linear space with the norm · F . Then it is clear from the definition of a sun (cf. [3] ) that G ⊆ X is an S-sun in X if and only if G is a sun in F . Thus if G is convex, then G is a sun in F . It follows that any convex subset G ⊆ X is an S-sun in X and so a BS-sun in X.
The following result is known (cf. [30, 31] ). However, for completeness we still include the proof here. Recall that Ω is a compact Hausdorff space and that C(Ω) is the set of all continuous real functions on Ω with Chebeshev norm.
Lemma 3.1. Suppose that ϕ is an upper semicontinuous real function on
where
is not true. Then there exists an element q 1 ∈ Q such that
Then U is an open set containing Ω ϕ−q 0 . Noting that, for any ω ∈ U and α > 0,
On the other hand, since Ω \ U is a compact set disjoint with Ω ϕ−q 0 and ϕ − q 0 is upper semicontinuous on Ω, there exists 2 > 0 such that
Hence (i) holds. 2
The first theorem of this section, which characters an S-sun in X in view of the characterization of the best simultaneous approximation, is as follows. 
Proof. It can be completed by the following lemma, which will also be used in the proof of Theorem 3.2 below. 2 Remark 3.2. In general, forx ∈ F and g 0 ∈ G, if (3.4) holds, then (x, g 0 ) is said to satisfy the Kolmogorov condition (with respect to G).
Lemma 3.2.
Letx ∈ F and g 0 ∈ G. Then the following statements are equivalent.
Proof. We will apply Lemma 3.1 to conclude the equivalence of (i) and (ii). For each g ∈ G, by Proposition 2.1, we have that
Write ϕ = φ(x) + and define
Then ϕ is an upper semi-continuous function on Ω and
On the other hand, noting that ϕ α = φ(x α ) + by Proposition 2.1, one has that, by (3.5),
Thus, (3.7) and (3.8) imply that (i) is equivalent to (i) of Lemma 3.1. Since Ω ϕ−q 0 = Ω + x−g 0 due to (3.6) and
(ii) is equivalent to (ii) of Lemma 3.1. Hence (i) ⇔ (ii) by Lemma 3.1. The proof is complete. 2
The second theorem of this section deals with the characterization of a BS-sun in X. We first give two lemmas. Set
Furthermore,
Hence, by (2.1),ĉ k →ĉ and
The fact that
For the second lemma we need the following notations. For x ∈ X, define 
To verify the con-
Note that
where the first inequality is because of (3.11) 
and
In particular,ã * 0 ∈ N 0 by (3.12). Below we will construct a sequence of functionals (
To do this, we take
. .) satisfies (3.14) by (3.13). Furthermore, by (3.11), Lemma 3.3 and (3.9), one has that
Hence (ã * 0 , f 1 , f 2 , . . .) satisfies (3.15) too. Consequently, by (3.14) and (3.15),
Note that the function defined bŷ
is a convex continuous function on 
Thus the lemma is proved. 2
Combining Lemmas 3.2 and 3.4 gives the proof of the following theorem.
Theorem 3.2. Let G be a subset of X. Then the following statements are equivalent.
Best simultaneous approximation with restricted coefficients
In the reminder of this paper, let y 1 , . . . , y n be linearly independent elements in X and J 1 , . . . , J n closed convex subsets of F. Let Y n := span{y 1 , . . . , y n } denote the n-dimensional subspace spanned by {y 1 , . . . , y n } and G the closed subset of Y n defined by
In this section, we will apply the results in the previous section to conclude characterizations of best simultaneous approximations from G. These results obtained in the present section will be used in the next section for the study of the unique problems of the best simultaneous approximations from RS-sets. Recall that (cf. [23] ) the normal cone
Moreover, the interior (respectively boundary, relative interior, relative boundary, convex hull, convex cone hull) of A is denoted by int A (respectively bd A, ri A, rb A, co A, cone A); the ball with center c and radius δ is denoted by B(c, δ).
Note that I E is the empty set ∅ in the case when F = R and that J i (i ∈ I E ) is a line-segment in the case when F = C. For each i ∈ I , define the functionalc i on Y n as follows.
Let g 0 ∈ G and set
is the singleton {0} if i ∈ I S , the whole field F if i ∈ I N and a line in F if F = C and i ∈ I E . Let 
In particular, in the case when
does not depend on the particular choice of z as J i is a line-segment for any
For each i ∈ I , let c(i) ⊆ R n and c r (i) ⊆ R m be defined respectively by
and also set
In the remainder of the whole paper, we may assume that I S = ∅ without loss of generality. In fact, otherwise, G can be represented as G = G 0 + y, where G 0 is such that the corresponding I S = ∅ and y is a fixed element, and approximatingx from G is equivalent to approximatingx − y from G 0 . We will need a lemma, the proof of which is similar to that of Lemma 3.6 in [17] .
(4.5)
Now we are ready to state and prove the first theorem of this section. (i) g 0 is a best simultaneous approximation tox from G.
Proof. We only prove the result for the case when F = C as the proof for the case when F = R is similar. Also, without lose of generality, we assume thatx = (g 0 ) as in this case Theorem 4.1 is clear. Set g t = g 0 − tg, t > 0. We claim that there exists t 0 > 0 such that g t ∈ G for all t ∈ (0, t 0 ]. Granting this, G t 0 ⊆ G, where G t 0 = {g t : t ∈ [0, t 0 ]}. Noting that G t 0 is a S-sun by Remark 3.1, Theorem 3.1 is applicable to concluding that g 0 is not a best simultaneous approximation tox from G t 0 thanks to (4.9); hence g 0 / ∈ P G (x), which contradicts (i). Thus to complete the proof of (i) ⇒ (ii), it remains to show that there exists t 0 > 0 such that g t ∈ G for all t ∈ (0, t 0 ]. For the purpose, we first prove the following assertion.
For each i ∈ I there exists t i > 0 such thatc i (g t ) ∈ J i for all t ∈ (0, t i ].
(4.12)
We divide the proof into three cases as follows.
Let ∂F i (z 0 ) denote the subdifferential of F i at z 0 ∈ C, i.e., This with (4.11) implies that λ i > 0. Let t i = min{1,
We claim thatc i (g 0 − t i g) ∈ J i . Indeed, if 0 < λ i 1, then t i = 1 and hence, by (4.15),
and hencẽ
Thus the claim is proved. Consequently, assertion (4.12) stands because, for each 0 < t t i ,
In the first case, (4.12) is clear so that we only need to show (4.12) for the second case. Since i ∈ I E andc i (g 0 ) ∈ ri J i , there exists δ > 0 such that Without loss of generality, we assume
F . Hence g 0 is a best simultaneous approximation tox from G. The proof is complete. 2
The second theorem is stated as follows. (ii) ⇒ (iii) Let Ex −g 0 denote the closure of Ex −g 0 in Ω. Note that Ex −g 0 and τ r (i) are compact for each i ∈ B rb (g 0 ). Then, by the Linear Inequalities Theorem, there exist {(a 
For this end, let Π = X * × X * × · · · and let Π be endowed with the product topology while X * is endowed with the weak * topology. Then Π is a locally convex linear topological space. Furthermore, let
Then U is a linear subspace of Π . Consider the mapping from U to R m defined by
It is easy to see that T i is real linear on U and continuous on 
Uniqueness of best approximation from RS-sets
This section is mainly concerned with the uniqueness question of best simultaneous approximations from a special kind of sets, RS-sets, which was respectively introduced by Amir in [2] in the case when F = R and by Li in [16] in the case when F = C. Throughout this section, we assume that G is defined by (4.1). Recall that the notations I E , I S and I N are explained in the beginning of the previous section. Note that I E = ∅ if G is an interpolating space (respectively a strictly interpolating space). Letx ∈ F and let d(x, G) denote the distance fromx to G, that is,
For the use in the following, we define the complex Banach space C ∞ by
with the norm · B defined by
Note that · B is monotonic on C ∞ . Recall that I S = ∅ as assumed in Section 4.
Proof. We only prove the lemma for the case when G is a strict RS-set and F = C as it is similar for other cases. Now, for each 1 i k, we extend the functional a * i ∈ (R ∞ ) * to an elementã * i of (C ∞ ) * as follows:
Thus (4.8) can be rewritten as
Let N denote the maximum number of linearly independent elements in
. .} be linearly independent. Then there is M > 0 such that
Let i = 1, 2, . . . , k. Below we will verify that there exists {β 1 , . . . , β N } ⊆ C such that
Granting this, one has that there exists 
Similarly,
Consequently,
which means that (5.4) holds for β j = ∞ v=1 λ v a v t vj for each j = 1, . . . , N. Furthermore, we assert that at least one β i in (5.5) is not zero. Indeed, otherwise, we have from (5.5) that
This together with Theorem 3.1 implies that g 0 ∈ P X (x), which contradicts to
thanks to (5.5). Let
Then Q is a strictly interpolating subspace on C of dimension dim Y n − l. It follows that there exists g ∈ Q with h i (g ) = β i for each i = 1, . . . , N because N < dim Y n − l. Thus the equality in (5.6) does not hold for g = g , which is a contradiction. The proof is complete. 2
Before stating our main results, we first recall the notions of uniform convexity and strict convexity of Banach spaces. Definition 5.3. Let X be a Banach space. X is said to be uniformly convex if, for each > 0, there exists δ > 0 such that x − y < for any x, y ∈ X with x 1, y 1 and (x + y)/2 > 1 − δ.
Definition 5.4. Let X be a Banach space. X is said to be strictly convex if (x + y)/2 < 1 for any x, y ∈ X with x 1 and y 1.
The following lemma is a direct consequence of Theorem 3 in [7] and so its proof is omitted.
Lemma 5.2.
If R ∞ is a uniformly (respectively strictly) convex space, then so is C ∞ .
Recall that a convex subset J of F is strictly convex if, for any two distinct elements z 1 , z 2 ∈ J , 1 2 (z 1 + z 2 ) ∈ int J . Now we can state and prove the first theorem of this section. Proof. As before, we only prove the result for the case when F = C. Since G is a closed convex subset of finite dimension of X, the existence of best simultaneous approximations tox from G is clear. It remains to prove the uniqueness. For this end, let g 1 , g 2 Note that Y n is a strictly interpolating subspace of dimension dim Y n − card(I N ∩ B(g 0 )). Note also that f ∈F {f 1 , f 2 , . . .} has at least dim Y n − card I N ∩ B(g 0 ) linearly independent elements by Lemma 5.1. It follows from (5.14) that g 1 = g 2 . The proof is complete. 2
The second theorem of this section is as follows. 
