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RÉSUMÉ 
Étant donné une promenade aléatoire avec branchement, la transformée de La-
place du processus ponctuel formé par les positions des individus, normalisée par 
son espérance, est une martingale. L'espérance de la limite de cette martingale est 
dictée par le théorème de Biggins qui fût initialement démontrée de façon analy-
tique. 
Une démonstration conceptuelle et probabilistique du théorème est détaillée. 
L'idée de la preuve fût initialement introduite par Lyons, Pemantle et Peres en 
1995 pour le théorème de Kesten-Stigum sur les processus de branchement. Par la 
mise en relation de nouvelles mesures sur des espaces de probabilité, la convergence 
d'une martingale se trouve lié à son comportement asymptotique par rapport à une 
autre mesure spécifique. 
Mots-clés. promenade aléatoire avec branchement, théorème de Biggins, processus 
de branchement, théorème de Kesten-Stigum, preuve conceptuelle. 
ABSTRACT 
Given a branching random walk, the Laplace transform of the point process given 
by the positions of the individuals, normalized by its expectation, is a martingale. 
The expection of the limit of this martingale is given by Biggins' theorem, which 
was proven analytically. 
A conceptual proof, using probabilistic methods, of the theorem is detailed. The 
initial idea was introduced by Lyons, Pemantle and Peres in 1995 inside their proof 
of Kesten-Stigum's theorem on branching processes. By a clever choice of measures 
on related probability spaces, the convergence of a martingale is tightly bound to 
its asymptotic behaviour with respect to another measure. 
Keywords. branching random walk, Biggins' theorem, branching process, Kesten-
Stigum's theorem 
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Les processus de branchement et les promenades aléatoires avec branchement 
ont été longuement étudiés. Les problèmes liés à la convergence des martingales 
associés à ces processus ont été résolus de façon analytique. 
En 1995, Lyons, Pemantle et Peres [6] publièrent une démonstration probabiliste 
du théorème de Kesten-Stigum sur la convergence d'une de ces martingales asso-
ciées aux processus de branchement. Peu de temps après, Lyons [5] généralisa cette 
démonstration pour établir le théorème de Biggins dans les promenades aléatoires 
avec branchement. Le but du présent travail est d'exposer d'une façon didactique 
l'article de Lyons. 
Le lemme 2 de la section 4.1, présenté en annexe, est un point central de la 
démarche probabiliste. De façon générale, soit (D, F, P) un espace probabilisé, muni 
d'une filtration Fn. Sur cet espace, soit jJ et v deux mesures telles que la restriction 
Vn de v sur Fn est absolument continue par rapport à la restriction jJn de jJ sur 
Fn. Soit X n = =.!l-ddv la densité de Vn par rapport à jJn- Il se trouve que X n est une /.Ln 
martingale, dont la convergence sous la mesure v amène un scénario dichotomique: 
si X n diverge v-p.p., alors jJ et v sont mutuellement singuliers, alors que si X n 
converge v-p.p., alors v est absolument continue par rapport à jJ. 
Dans le cas des processus de branchement, où l'on modélise des populations, le 
théorème de Kesten-Stigum permet de connaître les conditions sous lesquelles les 
populations d'individus croissent de façon attendue. Le théorème de Biggins, quant 
à lui, se rapporte à la distribution des positions des individus de la population dans 
un espace. La possibilité de démontrer ces deux théorèmes passe par un judicieux 
choix d'une nouvelle mesure v telle que la densité sujette à la filtration Fn est la 
martingale étudiée. 
Dans la section 3, le théorème de Biggins sera démontrée en toute intégralité, 
alors que pour la section 2, les idées et concepts permettant de reconstruire la 
démonstration de Lyons, Pemantle et Peres [6] pour le théorème de Kesten-Stigum 
seront abordés. 
2. PROCESSUS DE BRANCHEMENT ET THÉORÈME DE KESTEN-STIGUM 
Les processus de Galton-Watson ont été introduits pour modéliser la survivance 
des noms de famille. En 1873, Francis Galton se posa le problème de déterminer 
s'il y avait une différence entre la survie des noms de famille des nobles et des 
paysans. Un an après, le révérend Henry William Watson trouva la solution. Ils co-
publièrent 'On the probability of extinction of families' en 1874. Ce fut la naissance 
des processus de Galton-Watson. 
L'article initial de Galton et Watson contenait une erreur qui ne fût corrigée 
que plus tard. Bien avant, Bienaymé avait entamé des études sur les processus de 
branchement, sans commettre la même erreur. C'est ainsi que Heyde et Seneta[2] 
suggèrent l'appellation de processus de Bienaymé-Galton-Watson. 
Une loi de reproduction est une loi L dictant le nombre d'enfants d'un individu. 
Pour kEN, Pk est la probabilité selon L d'avoir k enfants. Un processus de bran-
chement est décrit comme ceci: soit une particule au temps 0, elle a une progéniture 
de taille Ll' une variable i.i.d. à L, et pour chaque enfant a, nous assignons une 
progéniture de taille La, i.i.d. à L. Le processus continue ainsi à l'infini ou jusqu'à 
extinction de la population. 
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Définition. Soit L une loi de reproduction à valeurs dans les entiers naturels. Un 
processus de Galton- Watson est un processus stochastique {Zn} tel que Zo = 1 et 
Zn 
Z - "" L(n+1) n+1 - ~ i 
i=l 
Ù L (n+1) .. d 'L o i est 1.1. . a . 
Ainsi, Zn représente le nombre d'individus de la génération n. Les processus de 
branchement tels que l'espérance du nombre d'enfants m := E[Ll est supérieure à 
1 sont appelés supercritiques. Les processus discutés dans ce travail le seront tous. 
L'extinction du processus est l'événement {:ln, Zn = a}. La probabilité d'extinc-
tion est désignée par q. 
En conditionant sur la non-extinction du processus, l'objectif est d'étudier le 
comportement asymptotique de Zn pour les grandes valeurs de n. Pour ce faire, 
nous étudions la martingale Wn := ~. Rappelons la définition d'une martingale: 
Définition. Soit (n, F, P) un espace probabilisé muni d'une filtration {Fn}. Soit 
{Xn } un processus stochastique (à temps discret) adapté à Fn tel que pour tout n, 
E[lXnll < 00, alors si 
E[Xn+1IFnl = X n p.s. 
{Xn } est une Fn -martingale (à temps discret). 
Soient Fn les sous-tribus engendrées par les Zk, k ::; n. La vérification que W n 
est une Fn -martingale est immédiate: 
= 
E[ Zn+1 IF 1 
mn+1 n 
",Zn L(n+1) 
E[ 0i=1 i IFnl 
rnn+1 
",Zn E[L(n+1)IF 1 








mn - n· 
La martingale W n est non-négative. Par le théorème de convergence des martin-
gales, cité en annexe en 4.2, il en découle que sa limite W := limn->oc Wn existe et 
est finie p.s. Par le lemme de Fatou, on observe que 
E[Wl E[lim infn->oc Wnl 
< lim infn->ocE[Wnl 
lim infn->oc E [ Zn 1 
mn 
l. 
Lorsque E[W] = l, les Zn croissent de façon prévisible, soit de l'ordre de grandeur 
de leur moyenne m n . Le théorème de Kesten-Stigum donne les conditions nécessaires 
et suffisantes sous lesquelles. 
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Théorème. (Kesten-Stigum, 1966) Soit 1 < m < 00 . Les énoncés suivants sont 
équivalents : 
(1) P[W = 0] = q 
(2) E[W] = 1 
(3) E[L log L] < 00 
où q est la probabilité d'extinction . 
2.1. L'arbre de Galton-Watson. Pour aborder l'étude des processus de Galton-
Watson, il est utile d'introduire la notion d'arbre. Pour les détails, le lecteur est 
invité à consulter l'article de Neveu [8]. 
L'idée de l'arbre est intuitive: soit un processus de Galton-Watson, avec ancêtre 
initial u. L'arbre t est construit avec une racine marqué par u . Ensuite, de u sont 
issues Zl branches vers des noeuds représentant les Zl enfants de u. À chaque 
enfant T de u, LT branches partent de T vers des noeuds représentant les membres 
de la progéniture de T, et ainsi de suite. L'espace des arbres peut être probabilisé 
de plusieurs façons. Par exemple, si les copies LT sont i.i .d. à L, on obtient les 
processus de Galton-Watson. À chaque génération n, l'arbre t contient alors Zn 
noeuds. L'arbre est fini si le processus s'éteint, et est infini si le processus se répète 
sans fin. 
Nous donnons une orientation de l'arbre vers le ba.') : la racine est la première 
particule en haut de l'arbre, et les générations suivantes se placent en dessous , une 
à la suite de l'autre. 
Pour un arbre t, avec u E t un noeud , le sous-arbre de t ayant u comme racine 
est noté par tu . La restriction de t à ses n premières générations est désigné par 
tin: il est l'arbre fini contenant les mêmes n premiers niveaux que t. 
2.1.1. L 'espace topologique. Soit nT l'espace des arbres. Pour t, t ' E nT, soit d(t, t') := 
( ~)k où k = sup{ n : tin = t'ln}. La valeur de d( t, t' ) dépend donc de la similitude 
entre t et t' : pour t et t' identique, d(t, t') = 0, et d(t, t') = O)n pour le plus 
petit n tel que tl n +1 :f: t'ln+!. Notons que d(t, t') = 00 si t et t' ont des ra-
cinp..s différentes. Il est clair que d(t, t') satisfait l'inégalité du triangle; il définit 
alors une distance sur nT, qui devient un espace métrique. Pour r E IR, soient 
Bt,t' := {t' E nT : d(t, t') < r} les boules ouvertes. Les ensembles ouverts sont alors 
définis naturellement comme les ensembles U tels que pour tout xE U, il existe une 
boule ouverte de centre x incluse dans U. Ils génèrent ainsi une topologie sur nT. 
La tribu borélienne r; est ainsi obtenue à partir des ensembles ouverts et fermés . 
Soit t E nT. L'ensemble [t]n := {t' E nT : tin = t'ln} est l'ensemble des arbres t ' 
tel que les n premiers niveaux de t et de t ' sont identiques. Il est clair que [tJn E ~ 
par la définition de d(t, t'). 
2.1.2. Une mesure induite. Soit L une loi de reproduction , et l'espace des arbres 
nT. Soit J.LL la mesure canonique sur nT induite par le processus de branchement. 
Pour un sous-espace U E ~ , J.LdU) donne la probabilité que des arbres ayant 
été construits selon la loi de reproduction L appartiennent à U . Par exemple, si 
P[L = 1) = 0, et si U est le sous-ensemble de nT formé par tous les arbres dont la 
racine possède un enfant , alors J.LdU) = o. 
2.2. L'arbre biaisé par à la taille et une autre mesure induite. 
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2.2.1. Motivation. Nous allons construire une deuxième mesure ML, sur nT, telle 
que la restriction à chacune des générations donne lieu à une mesure absolument 
continue par rapport à celle de ML, et dont la dérivée de Radon-Nikodym est Wn . 
Autrement dit, si ~n est la sous-tribu engendrée par les n premières générations 
des arbres de nT, et si ML,n et ML,n sont les restrictions respectives de ML et ML à 
~n, l'égalité 
est recherchée pour tout t E nT et pour tout n. 
En appliquant le lemme 2 de la section 4.1 directement aux mesures ML et ML, 
E[WJ dépend du comportement de W sous la mesure ML, ce qui permettra de 
conclure le théorème de Kesten-Stigum de façon probabiliste. 
2.2.2. Le biais par à la taille. L'obtention de la nouvelle mesure ML passe par une 
nouvelle façon de construire des arbres. L'arbre biaisé par à la taille est une tra-
duction de l'anglais size-biased tree. 
Soit L la loi de reprod uction d'un processus de Galton-Watson supercritique. Sa 
loi biaisée par la taille, L, est définie par 
P[L = kJ = k· P[L = kJ . 
m 
Notons que P[L = OJ = O. Les familles engendrées par L ont tendance à avoir plus 
d'enfants que celles engendrées par L puisque E[LJ 2: E[LJ par l'inégalité de Jensen. 
De façon intuitive, le biais par à la taille peut être observé dans divers problèmes 
[?]. Par exemple, pour un arbre t avec au moins 11. générations, la probabilité de 
choisir un parent à la génération 11. - 1 en choisissant de manière uniforme un 
individu de la génération 11. est une situation où la taille crée un biais: plus sa 
progéniture directe est grande, plus le parent a de chances d'être choisi. 
2.2.3. La nouvelle construction d'arbres. Doté de la nouvelle loi L, l'arbre biaisé se 
construit ainsi: la particule initiale, vo, donne naissance à un nombre LI d'individus, 
où LI est i.i.d. à 1. Parmi les enfants de vo, un individu VI est choisi de façon 
aléatoire, avec probabilité uniforme. L'individu VI donne naissance à L2 enfants, 
où L2 est i.i.d. à L, alors que la reproduction se continue avec un arbre de Galton-
Watson ordinaire avec loi L pour les autres enfants de vo. Parmi les L2 enfants de 
VI, de nouveau, un individu V2 est choisi de façon aléatoire. Il aura L3 enfants. Les 
autres enfants de VI engendrent des arbres de Galton-Watson ordinaires avec la loi 
L. Le processus se poursuit ainsi, de façon indéfinie puisque L 2: 1 p.s. 
2.2.4. La densité recherchée. Soit t E nT un arbre. Un rayon est une ligne com-
mençant à la racine de t et descendant à l'infini vers les noeuds plus profonds sans 
jamais remonter vers la racine; il noté par ç. Pour ç ç t, la paire (t, ç) est appelé 
arbre avec rayon et l'espace des arbres avec rayon est désigné par Wr. Soit v un 
noeud de t situé à la génération n. L'ensemble [t, VJn ç nT est l'ensemble de tous 
les arbres avec rayon (t' , ç) tel que t ' E [tJn et ç passe par v. 
Pour le même arbre t avec v à la n-ième génération, supposons que la racine Vo 
de t possède k enfants al, a2, ... , ak, donnant lieu à k sous-arbres ter] , t er2 , ... , t erk . Le 
noeud v appartient à j'un de ses sous-arbres, tai . La mesure JLL satisfait 
k 
P[L = k]. II JL([taj]n-d 
j=l 
(2.1) = Pk' JL([ta.ln-d · IIJL([taj]n-l) 
Hi 
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où Pk := P[L = kJ. Soit {Ll la mesure canonique sur nT induite par la construction 
de l'arbre biaisé. Nous avons que (Ji est choisi avec probabilité i, et donc, après 
substitution avec l'équation 2.1, 
En réitérant sur les n - i, l'équation suivante est obtenue: 
{Ll([t, vJn) = _1 JLd[t]n). 
m n 
Soit {LL la projection de {LL sur l'espace des arbres nT. La martingale Wn apparaît 
donc puisque 
La démonstration de Lyons, Pemantle et Peres se termine par l'utilisation d'un 
lemme de Seneta sur les processus de branchement avec immigration. Pour les 
détails de la démonstration originale, le lecteur est invité à les consulter dans [61 . 
Nous déduirons ce théorème de celui de Biggins. 
3. PROMENADE ALÉATOIRE AVEC BRANCHEMENT 
L'arbre de Galton-Watson modélise de nombreux problèmes, notamment en gé-
nétique, en épidémiologie et en physique nucléaire. Par contre, il peut devenir inté-
ressant d'attacher à chacun des individus de l'arbre une position dans IRn. Prenons 
l'exemple d'une graine semée, d'où pousse une plante. Cette plante laisse tomber au 
sol des graines que le vent déplace de manière aléatoire. Un certain nombre d'entre 
elles donnent naissance à de nouvelles plantes, dont le déplacement autour du plant 
initial est aléatoire et dictée par la même loi. Ces derniers reprennent le cycle, 
laissent tomber au sol des graines qui germeront en d'autres plantes autour de leur 
parent respectif. La promenade aléatoire avec branchement modélise la distribution 
des plantes. 
La promenade aléatoire avec branchement est définie de la façon suivante : pre-
nons un processus de Galton-Watson avec une loi de reproduction L et ayant comme 
particule initiale T. située à l'origine de IRn. Soit L,. le nombre (aléatoire) d'enfants 
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de T, OÙ Lr est identiquement distribué à L. Chacun des enfants effectue un dépla-
cement Xi E IRn . Pour l'individu T, l'élément aléatoire Lr := {Xi}f==l sera identi-
quement distribué et indépendant à un élément aléatoire commun 12 := {Xi }f=l' la 
loi de déplacement de la progéniture. Pour chaque individu de la nouvelle généra-
tion, le même exercice de reproduction et de déplacement se répète, et le processus 
continue infiniment, ou jusqu'à extinction de l'arbre. L'ensemble des positions de 
chacun des individus de l'arbre, à chacune des générations, est appelé promenade 
aléatoire avec branchement. 
Pour simplifier, nous supposerons que les déplacements se font sur lR. 
Soit a une particule du processus. La génération de (J est désignée par lai. X(a) 
est le déplacement de a par rapport à son ancêtre direct, et S(a) est sa position 
dans IR. Aussi, p(a) dénote l'ancêtre direct de a. 
3.1. Motivation. Étant donné une promenade aléatoire avec branchement, une 
question à considérer est le rythme de déplacement auquel l'ensemble des particules 
s'étendent dans j'espace. Plusieurs façon d'étudier cette dispersion dans l'espace 
sont possibles. Entre autres, la transformée de Laplace du processus ponctuel formé 
par les particules a été longuement étudiée. Sans entrer dans les détails formels d'un 
processus ponctuel, la notion est introduite ici. 
Considérons une promenade aléatoire avec branchement. Pour la n-ième géné-
ration, soit un sous-ensemble S ç IR, et soit çn(S) le nombre aléatoire d'individus 
de la génération n dont la position se retrouve dans S. Çn est donc le processus 
ponctuel généré par la promenade à la génération n, et peut être représenté par 
Çn = I:;~\ Os" où Si sont les positions des individus de la n-ième génération, et 0 
est la mesure de Dirac. 
Pour a E IR, la transformée de Laplace de Çn est Jaoo e-Qtdçn(t) = I:lo-l=n e-QS(o-). 
La transformée de Laplace de Çn normalisé par son espérance est une martingale 
non-négative. 
3.2. Une martingale. Considérons une promenade aléatoire avec branchement, 
avec loi de déplacement 12 = {Xdf=l' où les Xi sont i.i.d. Pour a E IR, la variable 
aléatoire 
L 
(a, 12) := I>-QX i 
i=l 
représente la transformée de Laplace du processus ponctuel des déplacements dictés 
par L Soit m(a) := E[(a, 12)], et 
L 
m'(a) := -E[2: Xie-QXij. 
i=l 
sa dérivée. Pour obtenir un processus de branchement supercritique, nous suppose-
rons que 1 < m(O) < 00. Pour a E IR, et m(a) < 00, définissons 
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Soit Fn les sous-tribus engendrés par W1(a), ... , Wn(a). Wn(a) est effectivement 




Wn(a) est non-négatif, donc la martingale converge vers une limite finie p.s. Soit 
W(a) := lim sUPn~oo Wn(a). 
3.3. Théorème de Biggins. 
Théorème. (Biggins, 1977) Soit a E IR, tel que m(a) < 00 et m'(a) < 00. Les 
inoncés suivants sont équivalents " 
(1) P[W(a) = 0] = q 
(2) P[W(a) = 0] < 1 
(3) E[W(a)] = 1 
(4) E[(a,L:) log (a,L:)] < 00 et am'(a)jm(a) < logm(a). 
3.4. Démonstration du théorème de Biggins. La démonstration du théorème 
de Biggins sera divisée en plusieurs sous-sections. L'équivalence de 1) et 2), ainsi 
que l'implication 3) ==} 2) seront abordés. Ensuite, grâce à l'élaboration de mesures 
additionnelles, de la section 3.4.3 à 3.4.6, et d'un lemme, en 3.4.7, les implications 
2) ==} 4) et 4) ==} 3) seront ensuite explicitement démontrées. 
Dans ce qui suit, a E IR est fixé. 
3.4.l. L'équivalence de 1) et 2). Les énoncés 1) et 2) sont équivalents dû à la pro-
priété "zéro-un" du processus de branchement. 
Pour un processus de branchement, on appelle une propriété héritée une caracté-
ristique de l'arbre telle que, si l'arbre possède cette propriété, alors les sous-arbres 
descendant de la racine possèdent cette même caractéristique, et telle que tous les 
arbres finis possèdent cette caractéristique. Le lemme suivant est démontré en 4.1 : 
Lemme. Étant donné la non-extinction de l'arbre, toute propriété héritée a une 
probabilité de a ou de 1. 
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Soit une promenade aléatoire et soit t le processus de Galton-Watson inscrit 
dans cette promenade. Il se trouve que la propriété W(a) = 0 est une propriété 
héritée: pour un arbre t fini, W(a) = 0 nécessairement. Pour un arbre t infini, 
avec sous-arbres ti, il est clair que si W(a) = 0 pour t, alors W(a) = 0 pour tout 
sous-arbre ti, autrement il y aurait contradiction avec la définition de la propriété 
héritée. Donc P[W(a) = 0] est soit q (la probabilité d'avoir un arbre fini) soit 1, 
d'où vient l'équivalence des deux propositions 1) et 2). 
3.4.2. L'implication 3) =? 2). Cette implication est triviale: si P[W(a) = 0] = 1, 
alors E[W(a)] = 0 i- 1. 
3.4.3. Espace des arbres marqués 0 et Fn. Alors que la promenade aléatoire avec 
branchement a été définie précédemment, l'espace topologique dont elle fait partie 
n'a pas été formalisé. L'espace des arbres marqués sera l'espace utilisé. 
Soit t un arbre ayant r comme racine. Soit X une fonction des noeuds de t à 
valeurs réelles et telle que X(r) = O. Pour un noeud fJ E t, la valeur de X(fJ) 
représente le déplacement de fJ par rapport à son ancêtre direct. La paire (t, X) est 
appelé arbre marqué. Soit 0 l'espace des arbres marqués. La tribu engendrée par 
les n premières générations des arbres marqués dans 0 est noté par Fn. 
Similairement à l'espace des arbres, l'ensemble [t, X]n := {(t', X') : t' E [t]n; VfJ E 
t, X(fJ) = X'(fJ)} ç 0 est l'ensemble des arbres marqués (t', X') tel que les n 
premiers niveaux sont identiques en terme de progéniture et de déplacement. 
A partir d'une promenade aléatoire avec branchement, avec loi de reproduction 
L et loi de déplacement C, la mesure (aléatoire) M sur 0 est la mesure canonique 
induite par cette promenade aléatoire avec branchement. Comme en 2.1.2 où nous 
avons introduit ML dans le cas d'un processus de branchement sans promenade, 
M est une mesure de probabilité donnant à un ensemble mesurable la probabilité 
qu'une promenade aléatoire avec branchement, dictée par L et C, lui appartienne. 
Notons par Mn la restriction de M sur Fn. 
3.4.4. Espace des arbres marqués avec rayons distingués 0* et F~. L'espace des 
arbres marqués avec rayon est une extension de l'espace O. Soit (t,X) E 0 ayant 
r comme racine. En partant de r, une ligne de descendance infinie est appelée un 
rayon, noté par ç. L'individu de ç situé sur la n-ième génération est noté par çn. 
Nous avons donc que ço = r. Un triplet (t, X, Ç) est appelé arbre marqué avec rayon 
distingué: l'espace de ces éléments sera dénotée par 0*. Sur cet espace, nous notons 
par F~ la tribu engendrée par les n premières générations. 
Pour un arbre marqué (t, X, Ç) E 0* avec un noeud Çk E ç, (t, X, Ç)Çk désigne 
le sous-arbr.e marqué avec rayon formé par le sous-arbre tf.k muni des mêmes dé- . 
placements X(fJ) pour fJ E tf.k' fJ i- Çk, et du sous-rayon de ç commençant par Çk. 
Puisque ce sous-arbre marqué avec rayon a comme racine Çk, il est implicite que 
X(Çk) = o. 
De façon analogue aux autres espaces, l'ensemble [t, X, çln := {(t', X', Ç') : 
(t', X') E [t, X]n; Vk ~ n, Çk = çA:} ç 0* est l'ensemble des arbres marqués avec 
rayons distingués (t', X', Ç') tel que les n premiers niveaux sont identiques. 
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L'espace des arbres marqués avec rayons distingués est une extension de l'es-
pace des arbres marqués mentionné en 3.4.3. Ainsi, étant donné une fonction F~­
mesurable f, il est possible de représenter f à l'aide de fonctions fe" toutes Fn-
mesurables par : 
où 
f(t,X,ç) = 2::= fa(t,X)ll;n=a, 
lal=n 
{~ siçn = U sinon 
Il suffit de définir les fonctions fa(t,X):= f(t,X,ça) où Ça est un rayon distingué 
passant par u à la n-ième génération. Notons que les fonctions fa sont bien défi-
nies, puisqu'il n'existe qu'un seul rayon Ça dans Fn passant par a, et qu'elles sont 
effectivement Fn-mesurables. 
Sur l'espace des arbres marqués avec rayons distingués, soit p,' une mesure telle 
que la restriction p,~ sur F~ est une mesure de dénombrement des ensembles {u : 
lai = n}, et telle que la mesure p,' reste cohérente avec p, lorsque projetée sur Fn. 
Autrement dit, pour toute fonction non-négative F~-mesurable f, p,' est la mesure 
telle que 
J f(t,X,ç)dp,~ = J L fa(t,X)dp,n. 
lal=n 
Il est clair que, puisque p,~ dénombre les individus à la génération n, p,~ n'est pas 
une mesure de probabilité, contrairement à p,n. 
Une façon intuitive de voir p,~ est la suivante: pour un ensemble F~-mesurable 
de l'espace des arbres marqués avec rayons distingués, p,~ compte les individus des 
arbres de la n-ième génération en prenant en considération la probabilité des arbres 
marqués avec rayon dictée par les variables L et.c, tout comme le fait p,n. Autrement 
dit, p,~ attribue la mesure 1 à chacun des rayons passant par les individus de la 
génération n, tout en restant cohérant avec la mesure p,n sur l'arbre marqué: pour 
(t, X) un arbre marqué, nous avons 
p,~({(t',X',ç): (t,X) = (t', X')}) = Zn(t)P,n([t,X]) 
3.4.5. Promenade aléatoire avec branchement : une nouvelle construction. Nous 
cherchons à définir une mesure (1,', sur n', tel que, si p,~ est la restriction de P,' sur 
F~, alors 
dp,~ e-c>S(l;n) 
-d • (t,X,ç) = ()n P,n ma 
En projetant sur l'espace des arbres marqués, l'équation 
dA ~ e-c>S(a) ~(t, X) = L-Ial=n = Wn(a) 
dp, m(a)n 
est alors obtenue, où p, est la projection de p,* sur n. Pour y parvenir, une nouvelle 
façon de construire des promenades aléatoires avec branchement est nécessaire. 
La restriction de·p, à FI, noté par P,l, est la mesure canonique induite par .c, sur 
les arbres de hauteur 1. P,l ne mesure que les familles de 1 génération. Soit ,ê un 
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élément aléatoire tel que, si fll est la mesure canonique induite par .ê sur FI, alors 
Une observation importante est que la progéniture générée à partir de copies de 
.ê est toujours de taille supérieure à O. En effet, pour t un arbre tel que la racine r 
n'a aucun enfant, 
(a, L(r)). ([t X] ) 
m(a) f.ll , 1 
"L;=o e- OtX, 
m(a) ·f.ll([t,Xh) 
o 
La promenade est initiée avec une première particule Vo située à l'origine. A Vo 
est associée une progéniture avec déplacements LI, une copie i.i.d. à .ê. Parmi les 
enfants de Vo, un individu u est choisi aléatoirement, avec probabilité proportion-
nelle à eOtX(a}. Cet individu particulier sera appelé VI. Pour les autres enfants de 
Vo, la promenade se poursuit avec des copies i.i.d. à L, alors que VI se reproduit 
avec une progéniture avec déplacements .ê2 , i.i.d. à .ê. A la génération suivante, un 
enfant de VI, appelé V2, est choisi avec une probabilité proportionnelle à eOtX (v 2 ), 
et ainsi de suite. Comme les copies de .ê donnent toujours un nombre d'enfants 
supérieur à 0, la promenade aléatoire obtenue ne s'arrête jamais. Cette nouvelle 
construction sera appelé une promenade biaisée par la taille. 
3.4.6. jl* et fl. Soit jl* la mesure canonique sur n* induite par la promenade biaisée. 
Soit fl~ la restriction de jl* à F~. 
Soit (t, X, ç) un arbre marqué avec rayon, et soit k le nombre d'enfants de la 
racine. La promenade aléatoire sans biais commence avec k enfants ayant des dé-
placement Xi. A la deuxième génération, (t, X, ç) se construit de la même façon 
pour tous les noeuds. Donc, 
lal=l,a#1'.1 
La promenade biaisée, quant à elle, commence avec le choix d'un individu 6 avec 
probabilité (~,"L~~:); parmi k enfants ayant fait des déplacements Xi. A la deuxième 
génération, (t, X, ç) se construit selon la promenade biaisée pour tl'.l' et selon une 
promenade aléatoire sans biais sur les autres sous-arbres ta. De la même façon, 
e-OtX(I'.I) 
fl~([t, X,ç]n) == fll([t, XlI)· (a, L(ço)) 'fl~-l([(t, X, Ç)1'.1]n-I)· II f.ln-l([ta, Xa]n-l)' 
lal=l,a#1'.1 
Puisque 
dfli (a, L) 
= df.ll m(a) , 
nous avons que 
En substituant dans l'équation ci-haut, on obtient que 
(0', .c(ço)) e-aX (çll _* 
m(a) . tLl([t, XlI)· (a,.c(ço)) . tLn-l ([(t, X, Ç}ç,ln-d 
il tLn-l([tO', XO'ln-d 
1001=1,O'ofç, 
e-aX(ç,) . iL~-l([(t,X,Ç)çlJn-t). *([t X ç] ) 
m(a) tL~-l([(t,X,Ç)çlJn-t) tLn , , n· 
Ensuite, en itérant avec les iL~_i([(t, X, Ç)ç.]n-i), 
n e-aX(Çi) 
iL~([t,X,çln) = 91 m(a) ). tL~([t,X,çJn), 
d'où 
diL~ l1n e-aX(ç;) 






Soit iL la projection de fl* sur l'espace des arbres marqués et soit iLn la restriction 
de iL à Fn · Il est clair que la densité de iLn par rapport à tLn est celle recherchée: 
dfJ,n (t, X) 
dtLn 
3.4.7. Lemme dichotomique. Le comportement asymptotique de Wn sous la me-
sure iL permettra d'obtenir le théorème de Biggins. Ainsi, par le lemme suivant, 
la convergence de la martingale Wn sous tL, la promenade aléatoire initiale, est en 
relation directe avec son comportement sous iL, la promenade biaisée. 
Lemme. Soit tL une mesure finie, et v une mesure de probabilité sur une tribu F . 
Soit Fn une filtration telle que uFn = F et telle que tLn est absolument continue 
par rapport à vn, où tLn et Vn sont respectivement la restriction de tL et de v à Fn. 
Soit X n := ~ et soit X := lim sUPn->oo Xn. Alors 
tL« v ~ X < OOtL-p·p· ~.I Xdv = .1 dtL 
et 
tLJ..v ~ X = ootL-p·p· ~ .1 Xdv = O. 
La démonstration est donnée dans l'annexe 4.1. 
En appliquant le lemme à û et tL tel que défini dans le cas de la promenade, les 
deux équivalences suivantes sont obtenues: 
W = 00 iL-p·p. ~ W = 0 tL-p .S. 
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et 
W < ooft-p.p. {:::::::} ! Wdll = ! dft = 1. 
Le comportement de W par rapport à la mesure ft donne donc les conditions dictées 
par le théorème de Biggins, et c'est d'ailleurs cette dichotomie qui permettra de 
terminer la démonstration du théorème. 
3.4.8. L'implication 2) '* 4). Il faut démontrer que 
P[W(a) = 0] < 1 
implique 
E[(a , .c) log (a,.c)] < 00 et am'(a)jm(a) < logm(a). 
Ceci est fait par la contrapositive. Nous commençons en premier lieu par certaines 
observations. 
Soit a E IR fixé. Soit (t, X) un arbre marqué, soit (vo, V1, ... ) un rayon distingué 




W (t X) .= L.,lal=n . 
n,· m(a)n 
> 
'" -aS(a) L.,lal=n+ 1 e 
m(a)n+1 





Notons qu'au numérateur, les deux termes sont ft*-indépendants. 
Pour tout k 2 1, Vk est choisi parmi les enfants de Vk-l avec probabilité propor-
tionnelle à e-aXVk . Soit L(Vk-l) le nombre d'enfants de Vk-l' Donc, la ft-espérance 
du déplace~ent de Vk est: 
L(Vk-l) _ x . 
! X (Vk) dfl = !( L X e 01 " ) • dft i=l t(a,.c(vk_d) 
! L(Vk-l) -aX · d ' ~ e' III = (~Xi ( .c( )))· .d([tvk_"X]d · dll i=l a, Vk-l III 
",L X -aX 






Par la loi des grands nombres, on obtient que S(~n) --+ --:::(1)') p.-p. p. Supposons 
que 4) ne soit pas vrai. Supposons d'abord que 
d'où 
nm'(n) 
men) > logm(n) 






et donc e-aS(vn ) croît de façon surexponentielle, d'où 
e-aS(vn ) 
lim sup () = 00. n~oo m n n 
Pour tout n, il a été observé avec l'inégalité 3.1 que 
e-aS(vn ) (n.c ) 
Wn(t, X) ~ m(n)n:l Vn • 
Or, (c;;,'(;)'> > 0 p.-p. p., puisque .cvn est une copie de .ê sous la mesure p., et donc , 
W(t, X) := lim sup Wn(t, X) = 00 p.-p.p. 
En appliquant le lemme dichotomique à la martingale Wn(t , X), les deux équiva-
lences : 
W(t, X) = 00 p.-p.p . ~ W(t, X) = 0 IL-P.S. 
et 
W(t,X) < oop.-p .p. ~ J W(t,X)dIL = 1. 
Ainsi, W(t, X) = 0 IL-P.S, et P[W = 0] = l, contredisant 2). 




men) < logm(n) . 
E[(n,.c) log(n, .c)] = 00. 
EJl[log(n, LvJJ EJll [Jog (n, LvJ] ! log(n, L V n )dP.l 
= J :~~ log (n, .cV n ) . dILl 
! (n, .cv,,) log (n, Lvn) d men) . ILl 
El-' [(a, .c) log(n,.c)] 
men) 
00, 
puisque les .cVn sont des copies de .c sous la mesure IL . 
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Lemme. Soit X, Xl, X 2 , ... des variables aléatoires i .i .d. non-négatives i.i.d. Alors, 
p.s. 
1. lX {o if E[X] < 00 Imsup - n = . 
n--->oo n 00 ~f E[X] = 00 
La démonstration de ce lemme est donnée dans l'annexe en 4.1. Puisque Efl[log(a, Lv
n
)] = 
00, on obtient, par le lemme, 
l 
limsup -Iog(a, LvJ = 00 jI.-p.p. 
n---+oo n 
En reprenant l'inégalité 3.1, 
on observe que le premier terme décroit de façon exponentielle, alors que le deuxième 
terme explose de façon sur-exponentielle, jI.-p.p. De nouveau, W(t, X) = 00, jI.-p.p. 
3.4.9. L'implication 4) =? 3). Nous cherchons à démontrer que 
E[(o,L) log (0, 12)] < 00 et om'(a)/m(o) < log m(o) 
implique 
E[W(a)] = 1. 
Soit a E IR, fixé. Soit (t, X) un arbre marqué, soit (vo, VI, ... ) un rayon distingué 
de (t, X) tel qu'utilisé dans la promenade biaisée et soit Wn(t , X) tel que défini 
plus haut en 3.4.8. Considérons Efl·[Wn (t,X)19j, où 9 est la tribu engendrée par 
16 
{L\ h::::1· L'égalité suivante est obtenue : 
" e-aS(a) 
Ep[Wn(t, X)19] = E· [0Ial =n 19] {l m(a)n 
E [ 1 [ '" e-aS(a) + '" e-aS(a)JI9] 
= p m(a)n L L 
lal=n,a>Vn_l lal=n,a'l-vn_l 
L e-aS(u)(a, .cu)]IQ] 




n-l e-aS(Vk) n-! e-aS(Vk) 
= L m(a)k+l (a, .cVk ) - L m(a)k . 
k=O k=! 
La dernière égalité est obtenue par récursion sur les Ep [Wn - i (t,X)19J. Puisque 
am'(a)/m(a) < logm(a), et puisque 
S(vn ) -m'(a). 
-- -+ () IL-P·P·, n 71), a 




< logm(a) p.-p .p. 
d'où 
e-aS(vn ) 
lim inf () < 1. n~oo man 
Donc, e-;;:(:<)v::) décroît exponentiellement p.-p.p. En procédant comme en 3.4.8., par 
hypothèse, 
E{l[ (a,.c) log(a,.c) 1 
m(a) 
< 00. 
Par le lemme 3 de la sous-section 4.1, nous obtenons 
lim sup .!.. log(a, .cv..} = 0 p.-p.p. 
n-oo n 
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ce qui implique que (a, L"J croît au plus de façon sous-exponentielle, p.-p.p. Ainsi, 




convergent et donc Er.[Wn(t,X)19] < 00. Par le lemme de Fatou, 
Er.[lim inf Wn(t, X)] < lim inf Er.[Wn(t, X)] 
n~~ n~~ 
< 00 
d'où liminfn->oo W11.(t,X) < 00 p.-p.p. 
Puisque 
. dP.11. 
-d (t, X) = W11.(t, X), 
J111. 
{w,,?t,X)} est une P.-martingale non-négative. Par le théorème de convergence des 
martingales, {w)t,X)} converge p.-p.p., et donc, {W11.(t, X)} converge p.-p.p. vers 
lim infn->oo Wn(t, X) < 00, donc W(t, X) < 00 p.-p.p. Par le lemme dichotomique, 
J W(t, X) dJ1 = 1, ou E[W(t, X)] = 1 d'où 3) suit. . 
Corollaire. Avec 0'. = 0, nous obtenons le théorème de Kesten-Stigum. 
4. ANNEXE 
4.1. Lemmes. 
Lemme 1. Étant donné la non-extinction de l'arbre, toute propriété héritée a une 
probabilité de 0 ou de 1. 
Démonstration. Soit A l'ensemble des arbres ayant la propriété héritée. Soit t un 
arbre, avec k enfants pour la racine de t. Soit t l , ... , tk les sous-arbres descendant de 
la racine de t. Alors, par la définition de la propriété héritée, et par indépendence 
des ti, 
PlA] E[P[t E AIZlll 
< E[P[tl E A, ... , tk E AIZd] 
= E[P[A]zl]. 
Soit f(s) := E[SZI] la fonction génératrice de probabilité, et donc 
E[P[A]ZI] = f(P[A]) 
d'où PlA] ::; f(P[A]). De plus, puisque tous les arbres finis possèdent la propriété 
héritée, nous avons que PlA] ~ q, où q est la probabilité d'extinction de l'arbre. Par 
le fait que f(s) est une fonction convexe sur [0,1], et par inspection du graphe de 
f (voir [9]), il se trouve que les seuls choix pour PIA] sont PIA] = 1 si E[Zd ::; 1, 
et PlA] = q ou 1 si E[Zd > 1. Étant donné la non-extinction, PlA] E {O,l}. 0 
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Lemme 2. [7] Soit f..L une mesure finie, et v une mesure de probabilité sur une tribu 
F . Soit Fn une filtration telle que UFn = F et telle que f..Ln est absolument continue 
par rapport à vn, où f..Ln et Vn sont respectivement la restriction de f..L et de v à Fn . 
Soit X n := ~(vl~: et soit X := lim sUPn->oo Xn. Alors 
f..L « v {::::::} X < 00 f..L-p .p. {::::::} ! X dv = ! df..L 
et 
f..L~V {::::::} X = 00 f..L-p.p. {::::::} ! X dv = 0 
Démonstration. X n est une v-martingale non-négative. Elle converge donc vers X 
v-p.s. et X < 00 v-p.s. Nous cherchons à obtenir la décomposition de f..L en une 
partie v-absolument continue et v-singulière. Autrement dit, pour tout A E F, 
f..L(A) = iXdv+f..L(An{X = oo}). 
Supposons en premier lieu que f..L « v. Soit X := ~. Ainsi, X n = Ev[XIFn]. 
Par le théorème de convergence des martingales, X n -+ X v-p.S. Par la définition 
de X, X = X = ~. La décomposition voulue suit de la définition de la dérivée de 
Radon-Nykodym. 
Dans le cas général, posons C := J d(f..L + v), et soit p := (f..L + v)/C. Il est clair 
S 't U d 1" Fn t lJ' d(vIFn) 't U l' U t que f..L, v « p. 01 n:= d p Fn) e V n := d(pIFn) ' et SOl := lm SUPn->oo n e 
V := limsuPn->oo Vn· Il est à noter que ë = ~~~I;:l = Xn · 
On obtient 
!
(U V, )d( IF ) ![d(f..LIFn ) + d(vIFn) Jd(pIFn) 
n + n p n = d(pIFn) d(pIFn) 
! d(f..L + vlFn) 
::::: c. 
Donc, Un + Vn = C p-p.S. d'où p( {U = 0, V = O}) = O. Ainsi, 
U limn_ oo Un . Un . 
V = l' V, = hm (u) = hmXn = X p-p.S. 
Pour tout A E F, 
Imn -+ oo n n-Hx) V n 
f..L(A) = i Udp 
= i l{V;éO}Udp + i l{v=o}Udp 
= i l{V;éO}XVdp+ i l{v=o}Udp 
= iXdv+f..L(An{x=oo}), 
ce qui donne la décomposition voulue de f..L en une partie v-singulière et v-absolument 
continue. 
La démonstration du lemme découle de la décomposition. Si f..L « v, f..L(A n 
{X = oo}) = 0 pour tout A E F, et donc X < 00, f..L-p. p . Supposons ensuite que 
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x < 00 IL-P·P·, alors fAX dv = IL(A) = fA dIL· Finalement, si f X dv = f dIL, par la 
décomposition, on obtient que X < 00 IL-P.P. et IL « v. 
Pour la deuxième équivalence, si ILl..v, il existe A E F tel que IL(AC) = 0 et 
v(A) = O. Or, si v(A) = 0, nous avons fAXdv = 0 et donc IL(A) = IL(An{X = oo}), 
ou X = 00 IL-P.P. Inversement, si X = 00 IL-P.P., alors 
IL(A) = iXdv+IL(An{x=oo}) 
= i Xdv + IL(A) 
d'où f Xdv = O. Finalement, par la même décomposition, si f Xdv 
X = 00 IL-P.P., et donc ILl..v. 
0, alors 
o 
Lemme 3. Soit X, Xl, X 2 , ... des variables aléatoires i.i.d. non-négatives. Alors, 
p.s. 
1. lX {o if E[X] < 00 lmsup - n = n~oo n 00 if E[X] = 00 
Démonstration. Nous démontrons premièrement 
E[X] = 100 P(X > x) dx 
pour X ~ O. Par le théorème de Fubini, puisque P(X > x) = fn l{w: X(w»x}(w) dP(w), 
100 P(X > x) dx {OO { l{w:X(w»x}(w)dP(w)dx 
.Jo .Jn ln 100 l{w X(w»x} (w) dx dP(w) 
( (X(w) 
.Jn.Jo dxdP(w) 
ln X(w) dP(w) 
E[X]. 
Le lemme suit directement: pour X ~ 0, 
E[X) = 100 P(X > x) dx 
A 100 P(X > Ax) dx 
00 
. < A LP(Xn > An). 
n=O 
Dans le cas E[X] = 00, alors 2:~=0 P(Xn > An) diverge pour tout A, alors, 
par le lemme de Borel-Cantelli, P(limsuPn....,oo ~ > A) = 1 ce qui implique que 
20 
lim SUPn--->oo ~ = 00 p.S. Maintenant, si E[X) < 00, alors 
E[X] = 100 P(X > x) dx 
A 100 P(X > Ax) dx 
00 
> AL P(Xn > An). 
n=l 
Pour un suffisamment petit A, 2::=0 P(Xn > An) converge et P(limsuPn--->oo ~ < 
A) = 1 par le lemme de Borel-Cantelli. Donc, limsuPn--->oo ~ = 0 p.S. 0 
4.2. Théorème de convergence des martingales. 
Théorème. [9] Soit Wn une martingale telle que 
Alors, p.s., sa limite 
existe et est finie. 
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