1. Introduction {#s0025}
===============

Focal white matter (WM) pathology in the brain has been associated with various disorders, including multiple sclerosis (MS), cerebrovascular disease and dementia. Magnetic resonance imaging (MRI) plays a key role in diagnosing, monitoring and studying these diseases ([@bb0135; @bb0145]). Perhaps one of the most important contributions of MRI is that it can be used to visualize lesions in the WM. Treatment effects are studied in clinical trials by counting these lesions and quantifying their volumes through lesion segmentation, and epidemiological studies are performed to understand how the lesions affect the brain ([@bb0080; @bb0115]).

Quantification of white matter lesions (WMLs) is traditionally performed by visual rating or manual outlining on 2D proton density (PD) weighted, T2-weighted, or fluid attenuated inversion recovery (FLAIR) images with slice thicknesses of 3 mm or more ([@bb0065; @bb0125; @bb0160]). Recent advances in acquisition techniques enable 3D imaging with much better spatial resolution, typically around 1 mm isotropic. The much larger number of images per subject makes manual outlining of lesions infeasible, and warrants the need for reliable automated lesion segmentation techniques.

A number of automated WML segmentation techniques have been described ([@bb0120]). Based on the performance reported in literature and the explicit use of a priori information, we selected the *k*-nearest neighbor (*k*NN) method described by [@bb0030] as a starting point for our method. *k*NN classification is a supervised pattern recognition technique, which performs segmentation by comparing new data to a collection of labeled examples in a training set. For each new voxel to be classified, the algorithm computes the probability of the voxel being a lesion, by determining the fraction of *k* nearest neighbors that were labeled as a lesion in the feature space of the training set. Previous studies showed that *k*NN classification provides good WML segmentation results when both signal intensities and spatial coordinates are used as features ([@bb0030; @bb0025]).

Here, we sought to improve on the method by Anbeek et al., first, by adding GM, WM and CSF tissue type priors (TTPs) derived from healthy controls to allow the inclusion of anatomical information and reduce the number of false positive voxels. The use of such tissue type information has been shown to improve WML segmentation in previous studies ([@bb0155]). Second, we optimize the method of signal intensity normalization by comparing different normalization strategies. We trained and evaluated the method in patients with MS and elderly subjects with hypertension using manually developed reference segmentations, constructed by expert raters who perform these segmentations routinely.

The aim of the present study was to quantify the effect of adding TTPs and optimizing intensity normalization on the performance of *k*NN WML classification. This was done by measuring the segmentation performance (i.e. spatial correspondence with the manual reference segmentation) of *k*NN-TTP with various intensity normalization methods, using a leave-one-out approach in a sample of MS patients. Finally, the robustness of the method across different scanners and patient populations was studied by applying it in an independent sample of elderly subjects with hypertension.

2. Materials and methods {#s0030}
========================

2.1. Subjects {#s0045}
-------------

We primarily investigated MR images of patients with clinically-definite MS and healthy controls who were part of a larger cohort. The validation sample consisting of elderly subjects with hypertension will be described in the section '*Validation in an independent cohort of elderly subjects with hypertension*' below.

The institutional ethics review board approved the study and all subjects gave written informed consent prior to participation. From a larger study cohort, we selected a subset of 20 patients with MS showing a wide variety of pathology in terms of lesion burden. Their ages varied between 29 and 67 years (mean age: 52.5 ± 7.7 years), and 13 of them were women. Disease severity was measured on the day of scanning using the expanded disability status scale (EDSS) ([@bb0100]). The median EDSS score was 4, ranging between 2.5 and 8.0. From the same cohort we randomly selected the MR images of 16 healthy controls (mean age: 51.7 ± 5.8, 8 of them were women) for use as an atlas in the TTP creation step of the segmentation method (see details below).

2.2. MR imaging {#s0050}
---------------

MR imaging was performed on a 3.0 T whole body scanner (GE Signa HDxt, Milwaukee, WI, USA) using an eight-channel phased-array head coil. The protocol contained among others two 3D sequences: a fat-saturated 3DFLAIR (TR: 8000 ms, TE: 125 ms, TI: 2350 ms, 250 × 250 mm^2^ field of view (FOV), 132 sagittal slices of 1.2 mm thickness, 0.98 × 0.98 mm^2^ in-plane resolution) for lesion detection, and a 3DT1 weighted fast spoiled gradient echo (FSPGR) sequence (TR 7.8 ms, TE 3 ms, FA 12°, 240 × 240 mm^2^ FOV, 176 sagittal slices of 1 mm thickness, 0.94 × 0.94 mm^2^ in-plane resolution) for anatomical information.

2.3. Manual reference segmentation {#s0055}
----------------------------------

A reference WML segmentation was constructed manually using the 3DFLAIR and 3DT1 images. Before constructing the reference segmentation, the 3DT1 image of each subject was rigidly registered to its respective 3DFLAIR image using FLIRT which is part of the FMRIB Software Library (FSL 5.0.2) ([@bb0075]). Subsequently, both 3DT1 and 3DFLAIR images were orthogonally reformatted to the axial plane, which resulted in 256 slices with a thickness of 0.94 mm for each dataset.

The axially reformatted images were then used to identify and outline the WMLs. Lesion identification was performed by three raters in consensus (two PhD-students with two years of experience each and an experienced neuroradiologist) using the 3DFLAIR images, while the raters were allowed to view the corresponding co-registered 3DT1 image. Lesions were only identified if they were larger than 3 voxels in-plane and visible on at least two consecutive slices. In the next step, two trained technicians manually outlined the identified lesions on the 3DFLAIR using MIPAV (<http://mipav.cit.nih.gov>). Each technician was randomly assigned to 10 of the 20 patients, and outlined the identified WMLs on each slice. The 20 reference segmentations thus produced were used to train and evaluate the automatic lesion segmentation algorithm.

To assess interobserver reliability of the manual segmentations, each technician also outlined six randomly selected consecutive slices of each subject assigned to the other technician. Furthermore, both technicians outlined twenty consecutive slices of one of the subjects for a second time during the project, to obtain information about intraobserver reliability.

2.4. Automatic white matter lesion segmentation {#s0060}
-----------------------------------------------

*k*NN classification compares new data with a collection of examples (i.e. the training set) in a feature space. In this feature space, each voxel is characterized by 3DFLAIR intensity, 3DT1 intensity, MNI-normalized spatial coordinates and tissue type probability. Based on the manual reference segmentations, the voxels in the training set are labeled as being lesion or not. The algorithm classifies a new voxel based on the labels of its neighbors in feature space. The full algorithm consists of five stages, namely image preprocessing, feature extraction, feature normalization, classification and post-processing. These different stages are discussed in the following sections.

2.5. Image preprocessing {#s0065}
------------------------

First, non-brain tissue was removed from the co-registered 3DT1 image using the FSL brain extraction tool (BET) ([@bb0175]), using standardized parameters for brain extraction, including bias field correction and robust brain center estimation as recommended by [@bb0140]. The resulting brain mask was also applied to the 3DFLAIR image. Finally, radio frequency (RF) field inhomogeneity correction was performed on both images using the N3 algorithm ([@bb0170]).

2.6. Feature extraction {#s0070}
-----------------------

The features used for *k*NN classification in the current study were: 3DFLAIR and 3DT1 signal intensity, MNI-normalized spatial coordinates *x*, *y* and *z*, and tissue type probabilities pCSF, pGM, and pWM (see [Fig. 1](#f0005){ref-type="fig"}).

The normalized spatial coordinates *x*, *y*, and *z* were derived by linear registration of the 3DT1 image to MNI space using FLIRT. By applying the inverse transformation, the voxelwise corresponding MNI coordinates were subsequently warped back to subject-space. This resulted in *x*, *y*, and *z* features comparable between subjects.

The TTPs were obtained using a procedure commonly referred to as *multi-atlas segmentation* as follows ([@bb0015]). For the 3DT1 images of the 16 healthy control subjects, voxelwise "hard" segmentations of CSF, GM and WM were generated using FSL-FAST ([@bb0195]). Then the 3DT1 image of each healthy control was non-linearly registered to the 3DT1 image of the subject of interest using Elastix, which involved an affine and B-spline transformation, both using mutual information as cost-function, gradient descent optimizers, a four-stage pyramidal approach and a final control point resolution of 2.5 mm ([@bb0090]). The resulting transformations were applied to the voxelwise CSF, GM and WM segmentations using nearest neighbor interpolation. Then for each voxel the probability of being CSF, WM or GM was estimated by computing the frequency of the respective tissue class in the registered segmentations ([@bb0015; @bb0055]).

2.7. Feature normalization {#s0075}
--------------------------

As different features have different ranges, the features should be normalized to obtain meaningful distances in feature space for selecting the *k* "nearest" neighbors. A common way of feature normalization is variance scaling, which subtracts the within-subject mean feature value from each voxel\'s feature value and divides the result by the within-subject standard deviation, resulting in zero mean and unit variance in the normalized feature set. This approach however, may be sensitive to differences in feature distribution, such as signal intensity distribution differences between patients with different lesion loads. We therefore also investigated the effect of two other feature normalization strategies which might be less sensitive to differences in feature distribution between subjects, namely robust range normalization ([@bb0055]) and histogram matching ([@bb0105; @bb0190]). Robust range normalization linearly scales a feature such that the 4th percentile of the histogram is matched to value 0 and the 96th percentile is matched to value 1. Histogram matching finds, for each new patient, the linear transformation that maximizes the overlap between the normalized histogram of the transformed feature and the normalized histogram of a reference histogram. This reference histogram is selected by finding the 'most typical' histogram among the subjects, and scaling this between zero and one using robust range normalization. The histogram overlap was maximized using Genetic Algorithms, as described in [@bb0190].

Since we expected non-intensity feature distributions to be relatively constant, all non-intensity features were always scaled using variance scaling.

2.8. Classification {#s0080}
-------------------

The probability that a new voxel is a lesion was defined as the fraction of the *k* nearest examples that were labeled as being a lesion in the training set. This can be converted to a binary segmentation by applying a threshold *p* to the probability map. Based on values used in the literature ([@bb0020]), *k* was set to 40 in the current study. Using a leave-one-out procedure, a probability map was computed for each patient. Subsequently, the optimal threshold was determined by applying different thresholds *p* = 0.05, 0.10, \..., 0.95 to each probability map, and calculating the SI of the resulting binary segmentations with the manual reference segmentation. The threshold *p* resulting in the highest average SI across the 20 datasets was selected as the optimal threshold.

2.9. Post-processing {#s0085}
--------------------

The binary segmentation sometimes contained small false positive regions, which are often too small to be considered as a true lesion. To remove these small false positive regions, we applied a simple post-processing step which removes all lesions with a volume smaller than a threshold *C*. From the binary probability maps obtained using the optimal threshold *p* in the leave-one-out procedure, the optimal *C* was selected by applying different minimum lesion volumes, and selecting the threshold *C* which results on average in the highest overlap with the manual reference segmentation.

2.10. Evaluation metrics {#s0090}
------------------------

We tested the performance of six different configurations by altering the normalization procedure for the intensity features (i.e., variance scaling, robust range normalization and histogram matching), and either including TTPs in the feature set or omitting them (see [Table 1](#t0005){ref-type="table"}).

Each configuration was evaluated using both volumetric and spatial correspondence measures. Volumetric correspondence between the automatic segmentation and the manual reference segmentations was measured using the intraclass correlation coefficient (ICC; two-way mixed model with absolute agreement definition) for the total lesion volume ([@bb0095]). Spatial correspondence at voxel level was evaluated using Dice\'s similarity index (SI) ([@bb0060]) and sensitivity, respectively defined as SI = 2 × TP/(2 ∗ TP + FP + FN), and sensitivity = TP / (TP + FN), where TP is the number of true positives, FP is the number of false positives, TN is the number of true negatives and FN is the number of false negatives. Since SI is affected by lesion burden ([@bb0005]), we also computed the lesion volume independent similarity index SI~estimate~, and the outline error rate (OER) ([@bb0185]). As a logical extension to OER, we also computed detection error rate (DER), defined as DER = DE / MTA, where DE is detection error and MTA is mean total area such as described in [@bb0185]. In the leave-one-out approach, SI was regarded as the primary outcome measure.

2.11. Validation in an independent cohort of elderly subjects with hypertension {#s0095}
-------------------------------------------------------------------------------

In order to evaluate the robustness of the optimal configuration across different scanners and patient populations, we finally applied the previously described training procedure, parameter selection and cross-validation to an independent dataset consisting of 20 high resolution MR images, selected from a larger cohort of elderly subjects with hypertension. In order to include a wide variety of vascular WML severity, subjects were selected based on the severity of WMLs. Age varied from 74 to 81 years (mean ± SD: 77.1 ± 7.0), 11 were women, and mean blood pressure varied from 113 to 188 mm Hg systolic (mean ± SD: 142.0 ± 17.0) and 66 to 90 mm Hg diastolic (mean ± SD: 79.0 ± 7.0).

MR imaging of this dataset was performed on a 3.0 T Intera whole body scanner (Philips Medical Systems, Best, The Netherlands) using a phased-array SENSE-eight-channel head coil. The protocol contained among others a 3DFLAIR sequence (TR: 4800 ms, TE: 355 ms, TI: 1650 ms, 250 × 250 mm^2^ field of view (FOV), 160 saggital slices of 1.12 mm thickness, interpolated to 0.56 mm thick (overcontiguous) slices during reconstruction, 1.1 × 1.1 mm^2^ in-plane resolution) for lesion detection, and a sagittal MPRAGE (magnetization prepared rapid acquisition gradient echo) sequence (TR: 6.6 ms, TE: 3.1 ms, FA: 9°, 270 × 270 mm^2^ FOV, 170 sagittal slices of 1.2 mm thickness, 1.1 × 1.1 mm^2^ in-plane resolution) for anatomical information.

In the reference segmentation, segmentations of the vascular WMLs were constructed using the 3DFLAIR images as follows. First, RF field inhomogeneity correction was performed using the N3 algorithm ([@bb0170]) implemented in 3D Slicer software (version 4.0, [www.slicer.org](http://www.slicer.org){#ir0020}). Subsequently, the images were orthogonally reformatted to the axial plane and WMLs were labeled by a single, trained rater. Afterwards, voxelwise thresholding was applied to the labeled areas to only include voxels with an intensity higher than the cortex at the level of the insula. Such a thresholding approach is well known in aging studies, as it allows for a much more consistent definition of lesion boundaries, which are often not clear in vascular WM lesions ([@bb0125]).

3. Results {#s0035}
==========

3.1. Reliability of manual reference segmentation {#s0100}
-------------------------------------------------

The manual reference segmentation showed a very good intra-observer agreement at the voxel level, with SI between the first and the second segmentation of 0.93 for the first technician, and 0.92 for the second technician. Inter-observer agreement was also very good, both concerning volumes, with ICC = 0.96, as well as at the voxel level, with an average SI of 0.84 ± 0.04 across all 120 slices on which lesions were outlined by both technicians. Mean and SD lesion volume in the final manual reference segmentation was 16.33 ± 11.49 mL with a median of 13.92 mL and volumes per patient ranging from 1.88 to 50.95 mL, quite typical for the range of lesion volumes in established MS patients.

3.2. Quantitative analysis of WML segmentation configurations {#s0105}
-------------------------------------------------------------

[Table 2](#t0010){ref-type="table"} lists the SI, sensitivity, SI~estimate~, DER, OER and ICC for the configurations that were tested. [Fig. 2](#f0010){ref-type="fig"} displays the average similarity index as a function of the binary threshold *p* for the different configurations.

In terms of volumetric correspondence, the configurations including TTPs within the feature set resulted in higher ICCs compared to the configurations without TTPs. The highest ICC was achieved using variance scaling with TTPs (ICC = 0.92). Robust range normalization without TTPs resulted in the lowest ICC (ICC = 0.80), indicating that intensity normalization and TTPs have a strong effect on volumetric correspondence.

The combination of variance scaling and inclusion of TTPs also led to maximum performance in terms of spatial correspondence (SI = 0.74 ± 0.09). In general, again better spatial performance was measured using the configurations where TTPs were added as features, although the addition of TTPs only had a marginal effect in the case of histogram matching, and a large effect in the case of variance scaling. Similar to SI, SI~estimate~ showed the best performance when variance scaling + TTPs was used (SI~estimate~ = 0.73 ± 0.05) and a lower performance when no TTPs were used.

Sensitivity was overall reasonable, with histogram matching + TTPs giving the best results (sensitivity = 0.73 ± 0.13). DER and OER showed that particularly a reduced detection error is responsible for the increased SI when including TTPs in the feature set. While outline error is relatively constant throughout the different configurations, the average detection error reduces from 0.21 in the worst case of variance scaling without TTPs to 0.09 in the configuration of variance scaling with TTPs.

Based on these results we selected variance scaling with TTPs as the optimal configuration.

3.3. Post-processing and detailed analysis of the optimal configuration: variance scaling with TTPs {#s0110}
---------------------------------------------------------------------------------------------------

Post-processing was applied to the binary segmentation of the optimal configuration to reduce the number of small false positive regions. Variation in the size threshold *C* (integer values between 1 and 10 voxels) only caused small variations in performance. The highest mean SI was obtained after removing lesions smaller than 5 voxels, increasing the average SI from 0.74 ± 0.09 at *p* = 0.40 (no post-processing) to 0.75 ± 0.08 at *p* = 0.35. Volumetric correspondence in terms of ICC also increased, from 0.92 before to 0.93 after post-processing, respectively. Post-processing reduced both outline and detection error.

An example segmentation of a patient with average lesion load is shown in [Fig. 3](#f0015){ref-type="fig"}. To obtain more insight in the performance characteristics of the optimal configuration, the spatial correspondence metrics are listed in [Table 3](#t0015){ref-type="table"} for patients with low, intermediate, and high lesion loads. This shows that SI increases with lesion burden: datasets with lesion volume ≤ 5 mL have an average SI of 0.65, while datasets with lesion volume ≥ 15 mL have an average SI of 0.81. Similar behavior was seen for mean SI~estimate~ which increases from 0.64 (\< 5 mL) to 0.77 (\> 15 mL). Furthermore, DER decreases strongly when lesion burden is lower. Although less pronounced, a similar relationship was seen for OER.

3.4. Validation in an independent cohort of elderly subjects with hypertension {#s0115}
------------------------------------------------------------------------------

Mean and SD lesion volume in the dataset of elderly subjects with hypertension was 8.21 ± 8.02 mL with a median of 5.36 mL and volumes per patient ranging from 0.57 to 31.20 mL. We first performed segmentation of the elderly subjects by using the MS reference segmentations (based on data acquired using a different scanner) as training set, the 'variance scaling + TTPs' configuration, and the previously derived optimal *p* = 0.35 and *C* = 5. As expected, this yielded suboptimal results: volumetric ICC = 0.60, average SI = 0.50 ± 0.24, sensitivity = 0.87 ± 0.06, SI~estimate~ = 0.49 ± 0.17, DER = 0.53 ± 0.43 and OER = 0.45 ± 0.12. Retraining was then performed using the elderly reference segmentations and 'variance scaling + TTPs' configuration. Cross-validation measured maximal segmentation performance at *p* = 0.5 and *C* = 2, with volumetric ICC = 0.96, average SI = 0.84 ± 0.10, sensitivity = 0.86 ± 0.14, SI~estimate~ = 0.83 ± 0.05, DER = 0.07 ± 0.06 and OER = 0.25 ± 0.16, thus showing substantial improvement in all measures except sensitivity, which on average stayed the same. The retrained method in the elderly tended to show, as the MS patients did, a lower segmentation performance when subjects had a low lesion volume, compared to elderly subjects with a high lesion volume (see [Table 4](#t0020){ref-type="table"}). Here it should be noted that 9 of the elderly subjects had a lesion volume of \< 5 mL, 4 subjects had a lesion volume of 5--10 mL, 2 subjects had a lesion volume of 10--15 mL and only 3 subjects had a lesion volume of \> 15 mL.

4. Discussion {#s0040}
=============

An automated WML segmentation algorithm on 3DFLAIR and 3DT1 images was presented and validated using manual reference segmentations. The optimal method used variance scaling, tissue type priors, 3DFLAIR intensities, 3DT1 intensities, and MNI-normalized spatial coordinates as features, and achieved very good voxelwise agreement with the reference segmentation. The results were further improved by applying a post-processing step which removed regions too small to be classified as a lesion from the segmentation.

The results of our study show that adding TTPs improves the results of *k*NN lesion segmentation considerably. This is in line with results of other studies showing increased performance when using tissue type information in the segmentation procedure ([@bb0155]). Adding TTPs improved lesion segmentation particularly by reducing the average detection error, while average outline error was fairly constant. Furthermore the results confirm the large influence of the choice of feature normalization on segmentation performance, emphasizing that feature normalization is an important aspect to consider in the design of a supervised lesion segmentation algorithm. Additional post-processing (i.e. removal of regions too small to be considered as a lesion) showed only a minor improvement in segmentation performance. Visually however, after post-processing, segmentation results were considerably smoother compared to without post-processing.

The final algorithm is fully automatic, and segmented a single dataset on a standard eight-core machine on average in about 23 min, of which 19 min was needed for nonlinear registration of the healthy controls to the dataset of interest and 4 min for the actual segmentation and post-processing.

For applicability of automated WML segmentation procedures in clinical studies, both good spatial and volumetric correspondence are critical. First, it is important to find the correct regions, but second, it is also important to outline them as accurately as possible, since lesion volumes are often used as outcome parameters or explanatory variables ([@bb0080; @bb0110; @bb0130; @bb0160]) and lesion masks are increasingly used to perform lesion filling for obtaining accurate brain atrophy measurements ([@bb0040; @bb0045]). Using our final method, the volumetric correspondence reached ICC values up to 0.93, which we regard as excellent agreement. Furthermore, using TTPs, spatial correspondence measured by SI was higher than 0.7, which is regarded as excellent as well ([@bb0030; @bb0035]). The final method also showed the lowest SI variance, indicating that *k*NN segmentation with TTPs delivers robust performance across our 20 datasets chosen to reflect the heterogeneity typically observed in MS populations, which is important for its applicability in clinical trials.

Validation using an independent dataset, obtained on a different scanner, involving vascular WMLs in elderly hypertensive subjects, again yielded very good voxelwise performance, demonstrating the robustness of the *k*NN-TTP segmentation method irrespective of the scanner used or the pathological substrate of the WMLs.

Many methods for WML segmentation have been published ([@bb0005; @bb0010; @bb0025; @bb0050; @bb0055; @bb0070; @bb0085; @bb0155; @bb0165; @bb0180]). Comparison of different methods however, should be done with care, since the measured performance is highly dependent on the dataset and the reference segmentation being used for evaluation. Factors known to influence segmentation performance include the pulse-sequence being used (i.e., sequence type, 2D versus 3D) ([@bb0025]), the way the reference segmentation was constructed (i.e., manual or semi-automatic), the heterogeneity of pathology in the sample (i.e., easier to achieve high performance in a homogeneous dataset), and overall lesion burden (i.e., higher lesion load generally leads to better spatial segmentation performance) ([@bb0185]). This is illustrated by the better performance in the validation dataset compared to the dataset consisting of patients with MS: the vascular pathology in the validation dataset is more homogeneous and the construction of the reference segmentation involved a semi-automatic segmentation step, which might partially explain the higher segmentation performance in this sample. Taking these considerations into account, and given that the use of such a semi-automatic procedure is defendable since the described approach is common in aging studies ([@bb0125]), our method performs very well.

Comparing our method to others, some studies reported poorer performance in terms of SI ([@bb0010; @bb0055; @bb0165; @bb0180]), whereas others reported comparable or higher performance ([@bb0005; @bb0030; @bb0085; @bb0155]). One study reporting high performance is the original study by Anbeek et al. which was the first to use *k*NN to classify WMLs (average SI = 0.80). In that study, WMLs of 20 patients with vascular disease were segmented using spatial coordinates, and 2D T1, IR, PD, T2, and FLAIR-intensities as features. The method used in that study was very similar to our 'variance + no TTPs' configuration which resulted in much lower performance in our MS sample (SI = 0.66). This difference can possibly be explained by the different sequences used and different pathologies addressed in both studies, and it illustrates the difficulty of comparing performance using different reference datasets.

As expected, SI was lower in subjects with lower lesion burden. It has also been reported by others that small errors have a relatively larger effect on a smaller reference ([@bb0005; @bb0030; @bb0085; @bb0150; @bb0155]). [Table 4](#t0020){ref-type="table"} compares the SI for different lesion loads of our study with other studies and shows that our method performs equally well, despite the use of 3D sequences and manual reference segmentation, across the full range of lesion loads.

A limitation of our method is that the algorithm requires new training when applied to data originating from other scanners or other acquisition protocols. This is necessary since 3DFLAIR and 3DT1 signal characteristics may differ among MR scanners and pulse sequences, and is illustrated by the much better performance after retraining in the sample with elderly subjects. Secondly, the outlining of the manual MS reference segmentations was performed by two technicians who, while highly trained and performing MS lesion outlining on 2D images on a daily basis, were not used to working with the high-resolution 3D images used in the current study. Therefore, to optimize their performance with these new images, we provided limited additional training prior to the study. The resulting manual segmentation was of high quality, as evidenced by the high reproducibility, both between sessions of the same technician and between the two technicians (inter-observer SI = 0.84). Furthermore, our manual MS reference segmentations were based on a single consensus scoring to determine which regions were MS WMLs. This could have led to artificial higher inter- and intra-observer agreements since detection errors could not occur when outlining the lesions. Finally, we did not optimize the value of *k* in the present work, but selected a value of 40 based on the literature. To rule out that other values of *k* would have resulted in large performance differences, we performed a post-hoc analysis in which the training and evaluation of the optimal configuration for the dataset with MS patients was repeated for different values of *k*, namely *k* = 20, 80 and 160. Here, it should be noted that classification takes longer when larger values of *k* are used, since more nearest neighbors have to be found. The results of this post-hoc analysis (*k* = 20: *p* = 0.35, *C* = 6, SI = 0.74 ± 0.08; *k* = 40: *p* = 0.35, *C* = 5, SI = 0.75 ± 0.08 (previously reported); *k* = 80: *p* = 0.30, *C* = 6, SI = 0.75 ± 0.08; and *k* = 160: *p* = 0.30, *C* = 8, SI = 0.75 ± 0.08) confirmed that *k* in the current range is suitable for this type of segmentation problems.

In conclusion, we improved *k*NN classification for the segmentation of WMLs by adding TTPs and showed that intensity normalization has a strong impact on segmentation performance. The optimal configuration showed excellent agreement in terms of volumetric and spatial measures with fully manual 3D reference segmentations across a wide range of WML severity, irrespective of the scanner used or the pathological substrate of the WML.
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###### 

The different configurations.

  ------------------------------------------------------------------------------------------------------------------------
  Configuration                                     Description
  ------------------------------------------------- ----------------------------------------------------------------------
  Variance scaling                                  Variance scaling 3DFLAIR, 3DT1, *x*, *y*, *z*

  Robust range normalization                        Robust range normalization of 3DFLAIR and 3DT1\
                                                    Variance scaling of *x*, *y* and *z*

  Histogram matching                                Histogram matching of 3DFLAIR and 3DT1\
                                                    Variance scaling of *x*, *y* and *z*

  Variance scaling + tissue type priors             Variance scaling of 3DFLAIR, 3DT1, *x*, *y*, *z*, pCSF, pGM, and pWM

  Robust range normalization + tissue type priors   Robust range normalization of 3DFLAIR and 3DT1\
                                                    Variance scaling of *x*, *y*, *z*, pCSF, pGM, and pWM

  Histogram matching + tissue type priors           Histogram matching of 3DFLAIR and 3DT1\
                                                    Variance scaling of *x*, *y*, *z*, pCSF, pGM, and pWM
  ------------------------------------------------------------------------------------------------------------------------

###### 

Evaluation of different configurations in MS patients.

  Method                                            *p*    SI            Sensitivity   SI~estimate~   DER           OER           ICC
  ------------------------------------------------- ------ ------------- ------------- -------------- ------------- ------------- ------
  Variance scaling                                  0.40   0.66 ± 0.12   0.63 ± 0.12   0.64 ± 0.11    0.21 ± 0.18   0.47 ± 0.12   0.84
  Robust normalization                              0.40   0.66 ± 0.12   0.62 ± 0.13   0.65 ± 0.09    0.19 ± 0.16   0.50 ± 0.15   0.80
  Histogram matching                                0.35   0.72 ± 0.09   0.72 ± 0.14   0.70 ± 0.07    0.11 ± 0.08   0.47 ± 0.13   0.90
  Variance scaling + tissue type priors             0.40   0.74 ± 0.09   0.72 ± 0.11   0.73 ± 0.05    0.09 ± 0.08   0.44 ± 0.11   0.92
  Robust range normalization + tissue type priors   0.35   0.72 ± 0.09   0.71 ± 0.11   0.72 ± 0.05    0.09 ± 0.08   0.46 ± 0.11   0.91
  Histogram matching + tissue type priors           0.35   0.72 ± 0.09   0.73 ± 0.13   0.72 ± 0.05    0.09 ± .070   0.46 ± 0.13   0.91

*p*: optimal threshold for configuration; SI: Dice\'s similarity index; DER: detection error ratio; OER: outline error ratio; ICC: intra-class coefficient. All spatial correspondence metrics are listed (mean ± SD).

###### 

Detailed evaluation of 'variance scaling + tissue type priors' configuration including post-processing in MS patients.

  -------------------------------------------------------------------------------------------
              N    SI             Sensivity      SI~estimate~   DER            OER
  ----------- ---- -------------- -------------- -------------- -------------- --------------
  \< 5 mL     3    0.65 ± 0.04\   0.65 ± 0.08\   0.64 ± 0.08\   0.19 ± 0.06\   0.50 ± 0.06\
                   (0.60--0.68)   (0.57--0.73)   (0.56--0.70)   (0.10--0.27)   (0.43--0.56)

  5--10 mL    4    0.72 ± 0.08\   0.71 ± 0.13\   0.73 ± 0.02\   0.08 ± 0.06\   0.47 ± 0.11\
                   (0.61--0.78)   (0.54--0.82)   (0.71--0.75)   (0.04--0.16)   (0.39--0.63)

  10--15 mL   5    0.73 ± 0.07\   0.72 ± 0.10\   0.76 ± 0.01\   0.07 ± 0.03\   0.48 ± 0.11\
                   (0.63--0.80)   (0.57--0.83)   (0.75--0.76)   (0.03--0.10)   (0.37--0.63)

  \> 15 mL    8    0.81 ± 0.05\   0.79 ± 0.09\   0.77 ± 0.01\   0.04 ± 0.02\   0.34 ± 0.09\
                   (0.69--0.86)   (0.68--0.94)   (0.76--0.78)   (0.01--0.08)   (0.25--0.53)

  Total       20   0.75 ± 0.08\   0.74 ± 0.10\   0.74 ± 0.05\   0.08 ± 0.07\   0.43 ± 0.11\
                   (0.60--0.86)   (0.54--0.94)   (0.56--0.78)   (0.01--0.27)   (0.25--0.63)
  -------------------------------------------------------------------------------------------

N: number of subjects per group; SI: Dice\'s similarity index; DER: detection error rate; OER: outline error rate mean ± SD (minimum--maximum).

###### 

Similarity index versus lesion load in various studies.

![](t1)

^a^ Different definition of lesion load: (LV \< 4 mL), moderate (4 mL \< LV \< 18 mL), large (LV \> 18 mL).

^b^ Definition of lesion load based on diameter of largest diffuse white matter lesion and location of periventricular white matter lesions.
