The aim of this paper is to present new statistical techniques -namely, the stepwise multiple regression analysis techniques and Durbin Watson techniques to reduce software maintenance risks in a software projects. However, these statistical measures would be performed using stepwise multiple regression analysis and Durbin Watson statistic techniques to compare the risk management techniques to each of the software maintenance risk factors to identify if they are effective in reducing the occurrence of each software maintenance risk factor and selecting the best model. Also ten top software maintenance risk factors were mitigated by using risk management techniques in Table 24 . The study has been conducted on a group of software project managers. The success of software project risk management will greatly improve the probability of software project success.
Introduction
Despite current risk management approaches can be useful in identifying and prioritizing risks, as well as in suggesting mitigation strategies, none of them addresses the fundamental problem behind software project failure (Yassin 2010) . Software projects are normally associated with risks. So today, one must think risk is a part of software project lifecycle and is important for a software project survival (Pandian 2007) . Commonly, Software Development Life Cycle (SDLC) is a process of creating information system which always exposes to risk or software system fail to deliver on time and within budget (Dash and Dash 2010) . However, it includes phases as, as Planning, analysis, design, implementation, and maintenance. In addition, we focus on maintenance phase: It includes any future updates or expansion of the system (Hoffer, George, and Valacich 2011) . This paper incorporates between risk management approach and software development life cycle to mitigate software failure. According to (Yassin 2010) , identifying the risks that facing software projects and reasons behind their failure has haunted project managers, software industry consultants and academician for a long time. Therefore, management is still unable to effectively manage the risks involved in these software projects. According to (Ngai and Wat, 2005) , there are many methods of risk analysis currently in use to evaluate and estimate risk but highlighted is important to have accurate techniques to reduce risks. Historically, the risk is defined as the possibility that the actual input variables and the results may vary from those originally estimated either positive or negative (Kamaruddin 2006) . Risk management is to identify risky situations and develop strategies to mitigate the likelihood of occurrence and the negative effect of risky events (Fan, Lin, and Sheu 2008) . Risk management is a practice of risk controlling and practice which consists of processes, methods, and tools for managing risks in a software project before Journal of Modern Mathematics Frontier Volume 3 Issue 2, June 2014 www.sjmmf.org they become problems (Sodhi and Sodhi 2001) .
The main goal of this paper is to propose a risk management model based on quantitative to mitigate software maintenance risks in software project management. Thus the objective is: To identify software maintenance risk factors and risk management techniques of software projects in the software development organizations according to the literature review, to rank the software risk factors and risk management techniques according to their importance, severity and occurrence frequency, to identify the activities performed by software project managers to manage the software maintenance project risks which are identified by using stepwise regression analysis modelling .
Literature Review
Previous studies have shown that risk mitigation in software project can be classified by 3 categories such as qualitative, quantitative, and mining approaches. Similar study was also conducted by (Khanfar, Elzamly et al., 2008) , they used fourteen risk factors and eighteen control factors in software companies among managers in Jordan. However, this study used small scale of data. We also used new techniques the regression test and effect size test proposed to manage the risks in a software project and reducing risk with software process improvement (Elzamly and Hussin 2011b) . According to (Addison and Vallabh 2002) , focused on experienced project manager's perceptions of software project risks and control. The effectiveness of various controls to reduce the occurrence of risk factors was also identified. In addition (Elzamly and Hussin 2011a) , they improved quality of software projects of the participating companies while estimating the quality-affecting risks in IT software projects. The results showed that there were 40 common risks in software projects of IT companies in Palestine. The amount of technical and non-technical difficulties was very large. Melo and Sanchez (De Melo and Sanchez 2008 ) presented a knowledge-based representation for maintenance project delays based on specialists experience and a corresponding tool to help in managing software maintenance projects. Finally, risk management methodology that has five phases: Risk identification (planning, identification, prioritization), risk analysis (risk analysis, risk evaluation), risk treatment, risk controlling, risk communication and documentation which relied on three categories techniques as risk qualitative analysis, risk quantitative analysis and risk mining analysis throughout the life of a software project to meet the goals.
Top 10 Software Maintenance Risk Factors:
We displayed the top software maintenance risk factors that was most common used by researchers when studying the software risk in software projects in Table 1 . However, the list consists of the 10 most serious risks to a project ranked from one to ten, each risk's status, and the plan for addressing each risk. These factors need to be addressed and thereafter need to be controlled. In this section the top software risk associated with maintenance phase is discussed. These software maintenance project risks are:
Risk 01: Inadequate knowledge/skills.
Lack of training and knowledge, and skills among service provider personnel is another common cause of failure of service management initiatives, which is reported by (Aritua, Smith, and Bower 2011; Jones 2008; Rudd 2010) . Here the concern is about the " level of expertise and experience together with the appropriate application domain knowledge" of the software project team (Aloini, Dulmin, and Mininno 2007) . On the other hand, it is necessary to form a skillbalanced project team having both internal and external experts, managerial, inadequate business knowledge (Jalote 2002) . Therefore, skills and knowledge are important to build software project life cycle and estimate software risk factors according to suitable techniques and tools (Addison and Vallabh 2002; Addison 2003; Aritua et al. 2011; Cliff Mitchell 2011; Keil, Tiwana, and Bush 2002; Schmidt et al. 2001; Sumner 2000; Taimour 2005 ).
Risk 02: Inadequate change management.
Change management is defined as the effort to manage people through the emotional ups and down that inevitably occur when an organization is undergoing massive change " (Lau 2005) , or managing all the change requests of a software project (Hayat et al. 2010) . Once a change request is received, it should be processed through a complete change management process (Aloini et al. 2007; Keil et al. 2002; Nakatsu and Iacovou 2009; Schmidt et al. 2001; Sumner 2000) . However there is an inadequate change management context either external or internal environmental forces reported by (Muller, Bezuidenhout, and Jooste 2006) . Thus, it leads to unauthorized risk, unplanned in software project, and insignificant software project delay. According to Aritua et al. 2011; Han and Huang 2007; Pandian 2007; Wallace and Keil 2004 reported the corporate politics with negative effect would be a delay/failure on software project. Hence, it is essential that IT organization has the full support of top management to develop and has a policy in place and will not tolerate with any in fraction (Wallace and Webber 2006) .
Risk 04: Lack of resources and reference facilities.
They referred to insufficient and reference facilities which was another risk in maintenance phase (Aritua et al. 2011; Han and Huang 2007; Pandian 2007) , they detailed it by stating that lack of resources such as people, money, time, hardware, software, and other. Both issues that occurred in institutions would greatly affect the software project processes (CHAOS 1995; Sarigiannidis and Chatzoglou 2011; Sudhakar 2010) .
Risk 05: Lack of top management commitment and support and involvement.
According to (Kerzner 2009 ), top management support is an absolute necessity for dealing effectively with software and commitment. Therefore, the main crucial factor is top management commitment and failure in many places which are due to lack of top management involvement reported by (Addison 2003; Aloini et al. 2007; CHAOS 1995; Keil et al. 2002; Nakatsu and Iacovou 2009; Payne 2005; Schmidt et al. 2001; Sumner 2000) . They agree that lack of top management involvement is further barrier to software project success.
Risk 06: Shortfalls in externally furnished components, commercial off-the-shelf (COTS).
External components can be major sources of risk in maintenance phase as reported by (Galorath and Evans 2006; Selby 2007) , which becomes furnished component probable not match incompatible or poor in performance to a new application. To make this get worst, when the poor quality is delivered externally (Boehm 2001; Ropponen and Lyytinen 2000) .
Risk 07: Legacy software project.
Boehm's top 10 (2002) and Wong & Tein, 2007 referred this as a legacy of software project (Wong and Tein 2004) , which still exists in an organization, a legacy system is an old method, technology, computer system, and other. As an example of this issue is historic data which may not have been converted into the new system format or may exist only in a data warehouse.
As a consequence, this will lead to lack of being reusable such as source code, interface methods, database structures, and data mining structures.
Risk 08: Acquisition and contracting process mismatches.
According to (Boehm 2007) , risk items such as acquisition and contracting process mismatches are among the higher risk which is software maintenance. This is because contracting processes is more complex multidimensional (Wasser 2011) . And risks that are associated with the program contract are classified according to contract type, restrictions, and dependencies (Kendall et al. 2007 ). Lack of top management commitment and support and involvement (Aloini et al. 2007; Keil et al. 2002; Schmidt et al. 2001; Sumner 2000) . 4
6 Shortfalls in externally furnished components, COTS (Boehm 1991 (Boehm , 2002b (Boehm , 2007 Inconsistent or incomplete documentation is a major cause of errors in software development and maintenance as reported by (Binder 1999; Chen and Huang 2009; Elzamly and Hussin 2011a) , which will lead to low quality factor deliverables.
Risk 10: Harmful competitive actions.
Boehm and Miler referred to harmful competitive action as one of the software risks (Boehm 1991; Elzamly and Hussin 2011b; Miler 2005; Selby 2007 ), which related to final product maintaining the characteristic competitiveness with the rivals (Kandt 2003) . Good communications between software team and customers will enable them to understand the competitive, and strategic options for software systems (Fairley 2009 ). However, we display the top ten software risk factors in software development lifecycle that are commonly in previous studies.
Risk Management Techniques
Through reading the existing literature on software risk management, we listed thirty control factors that were considered important in reducing the software risk factors identified; these controls were :
C1 
Empirical Strategy
Data collection was achieved through the use of a structured questionnaire and historical data for assisting in estimating the quality of software through identify software maintenance risks that were common to the majority of software projects in the analyzed software companies. Top ten software maintenance risks and the best thirty control factors were presented to respondents. The method of sample selection referred to as 'snowball' and distribution personal regular sampling was used. This procedure was appropriate when members of homogeneous groups (such as software project managers, IT managers) are difficult to locate. The 76 software project managers have participated in this study. All questions in software maintenance risk factors were measured on a seven-point Likert scale from unimportant to extremely important and software control factors were measured on a seven-point Likert scale from never to always. However to describe "software Development Company in Palestine" that have in-house development software and supplier of software for local or international market. In this paper, we used correlation analysis, regression analysis models based on stepwise selection method and Durbin-Watson Statistic.
Stepwise Regression Analysis Model (adds and removes variables):
According to (Lan and Guo 2008) , the SMRA method is a stepwise optimization process of the multiple regression analysis method. Therefore (Jin and Xu 2012) , it is particularly useful when we need to predict a set of dependent variables from a (very) large set of independent variables.
Importance of Software Maintenance Risks:
All respondents indicate that the risk of "Harmful 
Relationships between risks and Risk Management Techniques Variables
Stepwise regression technique was performed on the data to identify whether there were significant relationships between risk management techniques and software maintenance risks. Relationships between software maintenance risks and risk management techniques, which were significant and insignificant, any risk management technique was not significant; we were not reported according to the best model. Table 6 and Table 7 show that the significant value is less than the assumed value at the α = 0.05, the control 1 and 20 have an impact on the risk 2. In addition, the results show that control 1 and 20 have a positive impact value of 0.377 and 0.436 respectively, also multiple correlation value is 0.523, and the value of R 2 is 0.273. This interprets as a percentage of 27.3 % from the dependent variable of risk 2. Also the DurbinWatson statistic (D) is 1.998 and (du=1.680, dL=1.571) based on K=2, N=76, at α=0.05; there is evidence of no autocorrelation (dU < D < 2+dL: No autocorrelation). Table 8 and Table 9 show that the significant value is less than the assumed value at the α = 0.05, the control 1, 23, 9, and 7 have an impact on the risk 3. In addition, the results show that controls 1, 23, 9, and 7 have a positive impact value is 0.434, 0.333, 0.339 and 0.261 respectively, also multiple correlation value is 0.616, and the value of R 2 is 0.380. This interprets as a percentage of 38.0 % from the dependent variable of risk 3. Also the Durbin-Watson statistic (D) is 1.786 and (du=1.770, dL=1.487) based on K=5, N=76, at α=0.05; there is evidence of no autocorrelation (dU < D < 2+dL: No autocorrelation).
R1: Risk of 'Inadequate Knowledge/Skills' Compared to 30 Controls.

R4: Risk of 'Lack of Resources, Research and
Reference Facilities' Compared to 30 Controls. Table 12 and Table 13 show that the significant value is less than the assumed value at the α = 0.05, the control 3 and 11 have an impact on the risk 5. In addition, the results show that control 3, and 11 have a positive impact value of 0.434 and 0.473 respectively, also multiple correlation value is 0.531, and the value of R 2 is 0.282. This interprets as a percentage of 28.2% from the dependent variable of risk 5. Also the Durbin-Watson statistic (D) is 1.479 and (du=1.680, dL=1.571) based on K=2, N=76, at α=0.05; there is evidence of positive autocorrelation (0 < D < dL: Positive autocorrelation).
R6: Risk of 'Shortfalls In Externally Furnished
Components, Commercially Available Off-TheShelf (Cots)' Compared to 30 Controls. Table 14 and Table 15 show that the significant value is less than the assumed value at the α = 0.05, the control 2 and 12 have an impact on the risk 6. In addition, the results show that control 2and 12 have a positive impact value of 0.454 and 0.334 respectively, Table 16 and Table 17 show that the significant value is less than the assumed value at the α = 0.05, the control 3, 12, and 26 have an impact on the risk 7. In addition, the results show that control 3, 12, and 26 have a positive impact value is 0.487, 0.360, and 0.351 respectively, also multiple correlation value is 0.636, and the value of R 2 is 0.404. This interprets as a percentage of 40.4 % from the dependent variable of risk 7. Also the Durbin-Watson statistic (D) is 1.479 and (du=1.739, dL=1.515) based on K=4, N=76, at α=0.05; there is evidence of positive autocorrelation (0 < D < dL: There is positive autocorrelation).
R8: Risk of 'Acquisition and Contracting Process
Mismatches' Compared to 30 Controls. Table 18 and Table 19 show that the significant value is less than the assumed value at the α = 0.05, the control 5, 8, and 12 have an impact on the risk 8. In addition, the results show that control 5, 8 and 12 have a positive impact value is 0.502, 0.544 and 0.437 respectively, also multiple correlation value is 0.673, and the value of R 2 is 0.453. This interprets as a percentage of 45.3 % from the dependent variable of risk 8. Also the Durbin-Watson statistic (D) is 1.879 and (du=1770, dL=1.487) based on K=5, N=76, at α=0.05; there is evidence of no autocorrelation (dU < D < 2+dL: No autocorrelation).
R9: Risk of 'User Documentation Missing or
Incomplete' Compared to 30 Controls. 
Conclusions
The concern of our paper is the mitigate risks of maintenance software projects. The results show that all risks in software projects are important in software project managers' perspective, whereas all controls are used most of time, and often. These tests are performed using stepwise regression analysis and Durbin-Watson statistic to compare the risk management techniques to each of the software maintenance risk factors to identify if they are effective in reducing the occurrence of each software maintenance risk factor and selecting the best model. Hence, we refer to the risk management techniques which are mitigated on software maintenance risk factors in Table 24 . This motivates the author to continue the effort to enrich the managing software project risks considering a quantitative approach with large data set.
In addition, we cannot obtain historical data from database until using some techniques. As future work, we will intend to apply these study results on a realworld software project to verify the effectiveness of the new techniques and approach on a software project. We can use more techniques useful to mitigate software project risks such as neural network, genetic algorithm, and Bayesian statistics and hybrid model.
