We present in this paper a theoretical modeling and a numerical simulation devoted to the problem of transport and energy deposition profile of high current light ion beams interacting with dense matter. A numerical code, named MBC-ITFIP, is used to follow the trajectories of light atomic or molecular ions inside plasma targets with non-uniform density, temperature and composition profiles. MBC-ITFIP has been more specifically optimized for application of ion beams generated by the new high intensity laser sources, such as radiography and isochoric heating of dense plasmas.
INTRODUCTION
It has been recently demonstrated that, using high intensity lasers, one can generate with a good efficiency short bunches of energetic ions with a small emittance~Clark et al., 2000; Kodama et al., 2000; Snavely et al., 2000; Roth et al., 2002; Esirkepov et al., 2002! These applications to be developed require that an accurate description of the transport and interaction processes between the ion beam and the target is available. Experimental results for energetic ions interacting with dense plasmas are very few, and on the theoretical side, not much attention have been put for getting an accurate description of the evolution of the beam trajectory inside dense plasmas. However, trajectory evolution is a central point for application purposes. Moreover, as the intensity of the beam is quite large it is expected that collective effects can play a significant role. So there is a need to develop models and numerical tools that can be used to get a good determination of the transport and energy deposition profile of bunch of light ions inside plasmas.
The purpose of the present work is to provide to the plasma and laser scientific communities a numerical code to describe the transport of light ions in plasma targets formed by voxels with different density, temperature and composition values. There is no doubt that a simply to use code similar to the one developed by Ziegler et al.~1985 ! for cold targets, can be of great help for the scientific community. MBC-ITFIP~Multi Binary Collisions-Interaction et Transport de Faisceaux Intenses dans les Plasmas,~Interaction and Transport of Intense Beams inside Plasmas!! is the numerical code used for our calculations. The code formalism was derived from a formalism that has been successfully applied to the interaction of molecular beams with solid targets~Garcia- Molina et al., 2000a; Garcia-Molina et al., 2000b; !. The transposition from the solid case to the plasma one has been done, using the plasma modelling that have been developed at Orsay~Maynard & Deutsch, 1985; Garbet et al., 1987; Maynard et al., 2002!. In Section 2 we detail the theoretical model that bases the MBC-ITFIP code. Details on the numerical methods used in the code are given in Section 3. In Section 4 we present two examples of application. The first one is related to the isochoric heating of dense targets. More specifically, we consider the fast ignition of inertial fusion targets by a proton beam~Barriga-Carrasco et al., 2004!. The second example concerns the radiography of the density profile of a plasma target. In what follows, we will use atomic units, except where otherwise stated.
THEORETICAL MODEL
Atomic projectiles are supposed to experience two main interactions with the target plasma:~i! the collisions with the target electrons and~ii! the collisions with the target nuclei. At high energies, electronic collisions induce mainly an energy loss of the projectiles, while nuclear collisions are the main cause of angular diffusion.
The electronic stopping force is calculated using a linear approach within the dielectric formalism~Lindhard & Winther, 1964!. The linear approach is well justified for light projectiles at high velocities. Given the projectile charge density, with Fourier transform r~k!, moving with velocity v through the target, the stopping force acting on it is:
and its variance is related to the energy loss straggling per unit path length:
The target is characterized by its energy loss function~ELF!, Im@Ϫ10e~k, v!# , which contains relevant information about its response to electronic excitations with momentum k and energy v induced by the passage of the swift charge. We have divided the energy loss function by the contribution of external and internal electrons:
For the external electron excitations, we use a linear combination of the energy loss function which is obtained from the dielectric function, e M , proposed by Mermin~1970!.
The physical constants in Eq.~4! are determined by fitting the external electron ELF to the experimental ELF in the optical limit~k ϭ 0!. Specifically, v i , g i and A i are related to the position, the width and the relative contribution of the i-resonance in the experimental ELF spectrum~Abril et al., 1998!. For internal electron excitations, we use a generalized oscillator strength hydrogen-like approach~Fano, 1963!:
With this procedure the plasma energy loss function can be properly described for the purposes of swift charged projectile energy loss calculations. Nuclear collisions are taken into account within the classical dispersion theory. In the center of mass frame, the angle u with which a projectile with energy E and mass M is scattered from a target nucleus with atomic number Z n and mass M n , is given by~Goldstein, 1980!:
where r is the distance between the projectile and the dispersion center, R min is the distance of minimum approach, s is the impact parameter, and E r ϭ 4MM n E0~M ϩ M n ! 2 is the maximum transferable energy. The potential V~r! is written as:
where F is the Thomas-Fermi screening function. For fully ionized matter F is the Debye potential F~r0a! ϭ exp~Ϫr0a! and a is the dynamic adiabatic screening length:
where v th ϭ !T and v p are the plasma thermal velocity and plasma frequency, respectively. In the elastic collision, the energy E T transferred to the nucleus, and therefore lost by the projectile, is related to the scattering angle u by:
02!,~8! so the greater is the scattering angle, the greater is the energy loss. For MeV incident energies, the average value of this energy loss is very small compared with the average energy loss in the inelastic collisions with target electrons. Nevertheless, it is worth to remark that, in some cases, we study the energy loss of the projectile until it stops, i.e., at low energies when the elastic energy loss becomes important.
COMPUTATIONAL METHODS
The simulation code uses a standard 3D molecular dynamics method to follow the evolution of the particles, using a numerical integration of Newton's equations. In the code, we suppose that only nuclear~elastic! collisions induce a change in the projectile direction while electronic~inelastic! collisions induce a projectile energy loss. A given collision probability per unit of time is associated for each process; P e for elastic and P i for inelastic collisions. P e is obtained from the binary collision model described by Möller et al.~1975 ! and on the Monte Carlo simulation method developed by 212
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Zajfman et al.~1990!. P i is chosen such that the energy lost between two collisions is small compared to the projectile energy: P i Ͻ Ͻ vS p 0E, where S p is obtained from Eq.~9!. Let us suppose that a collision has occurred at a specified position and at time t. The time, t ϩ Dt, at which the next collision will occur is determined from the total probability P e ϩ P i . Then using P e , we can determine if this collision is an elastic one. The projectile only changes its trajectory if an elastic collision takes place, if not the projectile continues straight losing its energy due to inelastic stopping. The projectile scattering angle, u, due to the elastic collision is also obtained from the Monte Carlo method. The inelastic stopping force is statistical in nature and we assume that it has a Gaussian distribution. Then the total electronic stopping force, S p , acting on the projectile during a time step Dt is obtained from the mean stopping value S p0 , given by Eq.~1!, and from the variance V 2 0Dz, where V 2 is determined from Eq.~2!. Being Dz ϭ vDt and v the projectile velocity in the time step Dt, the distribution of energy loss is given by
The calculation of S p0 and V 2 from Eqs.~1! and~2! is too time consuming for being performed on line. When treating the transport through a homogeneous target, a table of the stopping and the straggling values as a function of the projectile velocity is first constructed, then for the transport calculations, S p0 and V 2 are determined by interpolating from the tabulated data. For a non-homegeneous target, when density and temperature vary along the trajectory of the projectiles this procedure is no more possible.
To solve this problem, we make use of analytical formulas for Eqs.~1! and~2! in the limit of low and high projectile velocities from which an interpolating expression is derived for intermediate velocities. The plasma target is described within the average atom model. For a target with an atomic density N and a mean ionization Q, the free electron density is n ϭ QN and the bound electron density for each populated atomic shell is n i ϭ P i N, where P i is the average electron population in the i shell of a target atom. Eq.~1!, can be put in the form:
the stopping number L e being defined as:
where L F is the stopping number for free electrons in the dielectric formalism and L i is the stopping number for bound electrons. We calculated each L x by interpolating between the asymptotic formulas valid either for low or for high projectile velocities~Maynard & Deutsch, 1985!:
where G is given by L H~vint ! ϭ L B~vint !, K is the electron kinetic energy, I is the excitation mean potential and a is the friction coefficient for low velocities. Equation~12! allows to write the stopping with a small number of parameters, that now can be save as tabulated values for each node of the target grid. For fast calculations, a simpler procedure can also be used. For free electrons, if the target is weakly correlated Mabong et al., 1996 !. Within the hydrogenic approximation, the friction coefficient of each shell is given by a ϭ 1.067!K0I 2~G arbet et al., 1987!. In the same way, the electronic straggling is written as:
Each L Vx has the form:
Here again, instead of tabulated values, we can use approximated expressions. The friction coefficient is expressed as
and I 1 is given by I 1 ϭ I for the free electrons, and for bound electrons, the hydrogenic approximation yields:
where ᐉ is the orbital quantum number of the electronic level.
In targets with density lower than the solid density and0or at high projectile velocities, the projectile suffers a lot of collisions with target nuclei with very small scattering angles so the Monte Carlo procedure by Zajfman et al.~1990 ! takes a lot of computing time. In our code, only rare events corresponding to large elastic scattering angles, u ' Ն u c , will be considered in the Monte Carlo draw and multiple scattering small angles, u ' Յ u c , will be treated as continuum processes. A typical value for u c is 0.01 rad. Large and small scattering angle events are also called hard and soft collisions, respectively. To take into account, the effects of the multiple soft collisions between two hard collisions, we use the same method as for the energy loss. The resulting angle u is obtained from a draw of a Gaussian distribution whose mean value is the hard collision angle, u h~d rawn with the Monte Carlo method!, and whose variance is the straggling due to soft collisions:
N s is the mean number of soft collisions between two hard collisions and s tot is the elastic cross section. The hard-soft collisional method for inelastic scattering can reduce the computing time by more than a factor 10 3 compared to the Zajfman et al.~1990! procedure.
APPLICATIONS
The MBC-ITFIP code has been applied first to study fast ignition of inertial fusion targets by proton beams~Barriga-Carrasco et al., 2004!. We put special emphasis on the role of the transverse dispersion of the beam induced during the travel between the proton source and the compressed DT fuel. Different initial beam energy distributions were analyzed. We found that the beam exhibits small collective effects whereas multiple scattering collisions within the capsule walls provide a substantial transverse dispersion of the beam. Lateral beam straggling can modify the density of energy deposited in a target, so nuclear dispersion imposes severe restrictions on the schemes for fast ignitor, even considering an ideal non correlated and mono-energetic beam, as exhibited in Figure 1 . Our results indicate, that the proton source cannot be put far from the target center, otherwise the majority of the protons will no interact with the compressed DT. We estimated that this distance cannot be larger than 0.5 mm. So in the case of indirect driven inertial confinement fusion, the laser particle source~LPS! should be put inside the hohlraum capsule.
Recently we have started to apply our computer code to proton radiography of plasma targets. Proton radiography is an old idea~Koehler, 1968! first thought to be applied to the biomedical scheme~Pemler et al., 1999! and to analyze thick systems~King et al., 1999!. In the case of a plasma, a proton beam can be used to radiography either the microscopic electrostatic field or the electronic density, depending on the neutrality of the target. Here we consider only the fully neutral case.
The stopping power is sensitive both to the density, to the temperature, and to the ionization of the plasma. Moreover, multi-scattering introduces a lateral spreading of the beam inside the target. It is therefore important to know, using the proton radiography technic, with which accuracy one can determine the local properties of the plasma and which quantity plays the dominant role.
We present here results obtained for a proton beam with an initial energy E 0 ϭ 5.6 MeV moving along the X-axis, and interacting with a 300 mm thick aluminum plasma, which properties vary along the Y-axis as shown in Figure 2 . Such a density and temperature profile can be obtained by irradiating a thin foil with an intense laser. On a time scale of few ns after irradiation, the gradient length is typically about a few mm, as shown in Figure 2 . Moreover, this example allows to investigate a large domain of plasma state: Around Y ϭ Ϫ20 mm, we have a dense strongly coupled plasma, at large negative Y values the target is in a nearly neutral gas state whereas for large positive Y we are in the highly ionized classical low density plasma case.
In Figure 3 we have reported the average value of the relative energy lost by the proton versus the exit position Y. We see that the energy loss curve is close to the plasma atomic density one. The small enhancement of the stopping curve seen at the maximum is only due to the fact that, for the considered energy, the stopping increases when the energy of the projectiles decreases, thus for thick target there is an additional energy loss due to the variation of the energy inside the target.
We do not observe in Figure 3 a significant broadening of the stopping curve, as compare to the density one. It indicates that the lateral spreading is less than the gradient length. In fact we found that lateral spreading is comparable to the gradient length only at the maximum of the linear density. We observe also that the stopping is nearly proportional to the density, so that no significant plasma effects are exhibited by the Figure 3 curves.
Several experiments have demonstrated a large enhancement of stopping power in plasma targets~see for example Gardès et al., 2001 !. These results however, have been obtained either in low atomic targets~hydrogen or helium! or at much lower energies.
To get a better understanding of our energy loss results, we have compared in Figure 4 the energy loss in our target with those calculated either with a fixed temperature of 1 eV for the free electrons, or with a uniform ionization state of one free electron per aluminum atom. We first observe that the temperature has a negligible effect on the stopping. It is due to the fact that for 5.6 MeV0n, the K0v 2 term in Eq.~12!, can play a significant role only for temperatures above 1 keV. Concerning the influence of ionization, we see in Figure 4 that it becomes important only at the greatest value of temperature and for a corresponding low value of the density. At high density, the difference between the values of the plasma frequency of the free electrons and the mean excitation energy of the outer-shell bound ones is rather small. Therefore a significant increase of the stopping can only be seen when the inner-shell electrons becomes ionized, that is again for temperature above 1 keV. On the other side at low density, the value of v p becomes small enough to produce a significant change of the stopping even at moderate temperature. As a conclusion one can state that the angular diffusion of energetic protons plays a significant role in radiography or in isochoric heating of a target as soon as the interaction length is larger than 500 mm. It concerns either the fast ignition scenario, in which the protons have first to go through a protecting shield before depositing its energy inside the DT, or the transport of a proton beam inside a low density plasma. On the other side, the energy loss by a proton beam can be used to accurately determine the linear density profile of thin plasma targets at high density. In this case, the influence of temperature and0or ionization becomes significant only for temperatures above 1 keV. 
216
Manuel D. Barriga-Carrasco and Gilles Maynard 
