Retrieved-context models have played a crucial role in the understanding of serialposition effects in free recall. In this paper, a simple model in that class is proposed and tested against the case of word-length experiments. In recent years, standard interpretations of the word-length effect have been undermined by a series of experimental results, culminating with data that display an inversion of the effect for mixed lists. The model discussed in this paper predicts the experimental behavior as an effect of the different level of localization of short and long words in semantic space. Events corresponding to the recognition of a nonlocal word have a clustering property in phase space, which facilitates associative retrieval. The standard word-length effect arises directly from this property, and the inverse effect from its breakdown. The theory predicts that the contiguity effect should be stronger for shorter words. Several other predictions are listed, and experiments are proposed to further test the model. Finally, a possible interpretation of the results is discussed.
but different pronunciation times, no unambiguous WLE arises. This result (extended in Jalbert et al. 2011) suggests that the effect depends on the number of syllables, and not on the time it takes to pronounce them.
Experiments have also been performed in conditions where there was a delay between lists, making subvocal rehearsal possible in the interval. No appreciable difference in recall probabilities was found (Campoy, 2008) .
In the same study, experiments were performed in which subvocal rehearsal was prevented by a high presentation rate. No delay was allowed between the presentation of word lists and the memory test. Yet, the WLE occurred unperturbed.
In the 2011 paper I just cited, Jalbert et al. concluded: "the WLE may be better explained by the differences in linguistic and lexical properties of short and long words rather than by length per se".
C. Semantic predictors of word length
In the meanwhile, within the fields of experimental and computational linguistics, progress has been made in understanding the role of word length in verbal processing. Over the years, it has emerged that words with different lengths tend to have different semantic properties.
The idea was first put forth in pedagogical studies (Klare, 1988) . In (Elts, 1995) , a correlation coefficient of 0.96 was found between a noun's length and its average tendency to be used as a technical term ("terminologicality"). Mikk et al. (2000) , using data on the human-assessed complexity of a large sample of words, found a correlation coefficient 0.86 between words' length and their semantic complexity.
Pinning down the precise semantic property that correlates to word length has proven difficult. Already in (Greenberg, 1966) it was argued that a word's length correlates positively to its conceptual "markedness" of meaning. Various notions of markedness have subsequently been discussed in the literature (Haspelmath, 2006) . Piantadosi et al. (Piantadosi et al., 2011 and later Mahowald et al., (Mahowald et al., 2012) reported that the length of words correlates positively with their contextual information rate. More recently, Lewis and Frank (2016) have carried out a comprehensive experimental study across 80 languages. They found that, in all the languages considered, judgments of conceptual complexity for a sample of real words correlate highly with their length, and they even control for frequency, familiarity, imageability, and concreteness. Their conclusion is: "While word lengths are systematically related to usage − both frequency and contextual predictability − our results reveal a systematic relationship with meaning as well".
In the light of these findings, it would be a natural step to attempt an explanation of the WLE in terms of the semantic differences among words. However, no such approach seems to have been attempted in the literature.
D. The inverse word length effect
Recently, new aspects of the WLE have emerged through the analysis of a large set of data from experiments by Miller and al (Miller et al., 2012) . The data analysis was performed by Katkov et al. (Katkov et al., 2014) , who found no negative correlation between total length of presented items and number of recalled words, thus disproving both rehearsal-time theories and hypotheses based on the increasing complexity of longer items.
Moreover, they reported an inversion of the effect in mixed lists, that is, lists where words are selected irrespectively of their length. They observed that, in this type of lists, the mean values of recall probabilities allow to establish an increasing trend. Long words are recalled better than short ones.
An "inverse" WLE had been previously reported by at least two groups, but in somewhat less general circumstances: one of them (Hulme et al., 2006) If the inversion of the WLE for mixed lists will be confirmed by further experiments, it will have to be taken into account by every general theory of the standard WLE. Let us consider, therefore, what requirements a model should fulfill to explain both phenomena simultaneously.
Call γ the fraction of long words in the list; call P l (γ) the probability of recalling successfully a given long word from a list in which a fraction γ of words are long; and let P s (γ) be the probability of recalling successfully a short word, from a list with a fraction γ of long words.
Obviously, the function P l (γ) is only defined for γ > 0, and the function P s (γ) only for γ < 1. For γ ∈]0, 1[, both functions are defined.
Theorists would have to reconcile two observations on the curves P s (γ), P l (γ):
The only way these two inequalities can be simultaneously satisfied is if both P l and P s are, on the whole, decreasing functions of γ. The simplest choice of these curves compatible with experiments is one where both are monotonously decreasing, that is: This means that, whenever we replace a short word of the list with a long word, we are lowering the recall probability of all the words in the list, both long and short. A higher number of long words makes every single word in the list harder to recall.
It is difficult to imagine how this could ensue from the different duration of long and short words. The question is then: can equation (1) result directly from the different semantic properties of long and short words?
In this paper, I will show that the answer is positive as long as these properties are understood in the framework of a context-based model of language.
A simple way of doing so is demonstrated in the next section. In section III, I invoke the conventional description of verbal recall in contextual models, thus deriving both WLEs (standard and inverse). In section IV, I list a number of experiments designed to test predictions of the theory. In the Conclusions, I sketch a possible interpretation of the results.
II. VERBAL PERCEPTION A. Modeling contextuality
A natural starting point for approaching the problem of language perception lies in retrieved-context models, which have proven trustworthy through extensive comparison with data on serial-position effects.
In such models, the trajectory of the neural system, while driven by definite verbal patterns, takes place in a wide semantic space that, following Howard and Kahana, we may call "contextual". The short-term recall of a pattern is never direct, but always mediated by the retrieval of the context in which the system was when the pattern was perceived.
I will represent such "contextual states" as integers belonging to the segment X = (−A, A), with A ∈ N. Measurable quantities will be computed in the limit A → ∞, and a generalization to higher dimensions will be introduced below. Since X ⊆ Z, it follows that, between two discrete times t 0 and t 0 + N , the psychological trajectory can be represented by a sequence of integers x 0 , x 1 , . . . , x N . As memory plays a crucial role in thought-processes, we expect the laws of motion governing the trajectory to be highly non-markovian.
Call W the vocabulary available to the system. A given word w ∈ W may of course be appropriate to describing more than one state, though with a varying degree of appropriateness. For each word w, thus, one can define its semantic range X w ⊂ X as the set of all states described by that word. Meanings should be seen as distributed in an universal way over X, as in Figure 2 . The function w → X w matches each word with locations associated to meanings suitable for that word.
Not all states are equally fit to be verbalizable. Hence, there will be a varying probability q x that the state x will match the word describing it. The value of q x is the degree of verbalizability of state x; or conversely, given x ∈ X w , q x is the fitness of word w as a descriptor of state x.
If the sets {X w } w∈W do not overlap, we can define a verbalization function v x :
w∈W X w → W such that v x = w whenever x ∈ X w . When the system tries to verbalize state x ∈ X, it produces word v x with probability q x , and the silent word 0 with probability 1 − q x . We will define q x so that it is only null for nonverbalizable states.
Finally, we can take the trajectory to become markovian whenever it is driven by a specific verbal input: at the instant in which a new word is presented, the system hops into the nearest state described by that word.
Accordingly, let the function ξ w : X → X w be defined by the condition:
with the understanding that, if two x ∈ X w satisfy this condition, ξ w (x) is chosen by flipping a coin.
Given a verbal input w = (w 1 , w 2 , . . . , w N ), with the w i 's ∈ W, and a starting point x 0 , the trajectory of the system while perceiving the input will be given by : consists of five words, depicted here as circles. As the system perceives each new word, it reaches for the nearest state described by that word.
Obviously, the ordering of words in the input is essential. Suppose for instance that the 
B. Effect of the Voronoi length distribution
The verbalizable states associated to word w can be seen as seeds of a Voronoi partition of X into cells {c x } x∈Xw , where states located on the boundaries are understood to belong to each of two cells with probability During the perception of verbal inputs, the distance travelled by the system is controlled by the function d(x, w) := |ξ w (x) − x|, the "reaching distance" of word w from state x. This is just the distance of x from the closest state belonging to X w .
The level of nonlocality of a word w may be measured by its reaching distance averaged over all starting points:
Obviously d w 1 > d w 2 does not necessarily imply |X w 1 | > |X w 2 |. Consider two words w 1 , w 2 such that X w 1 = {−A, A} and X w 2 = {−A/2, A/2}, with A even and > 2. We have
. A direct relation can be shown to exist between a word's average reaching distance and the size of its Voronoi cells. Call λ i the size of the i-th Voronoi cell of word w. Assuminḡ λ 1, we may neglect boundary effects and write
Thus, the average reaching distance of a word depends solely on the first two moments of its Voronoi length distribution.
If (λ −λ) 2 λ2 for a word w, its word structure contains strong fluctuations, so one may separate X into regions were states described by w are denser, and regions were they are sparser. Word w is effectively "localized" inside the regions were such states are dense, that is, it expresses those semantic areas better than those where its states are sparse.
The degree of word localization has arguably a strong effect on the dynamics, as shown in Figure 6 .
FIG. 6: Example of two trajectories induced by the same input (shown as an array of circles).
The two trajectories begin when the system in different states. The red (localized) word creates a narrow trapping region in semantic space, marked by the dashed ellipse. Once the localized word appears in the input, all trajectories are trapped within the ellipse.
C. Analysis of word-length related properties
In most experiments, the relevant number of word-lengths is four, since words with more than four syllables are rare in English. For simplicity, here we will consider the existence of only two word-lengths, short and long.
Call d α (with α = s, l) the reaching distance averaged over space and over all words of the same length (short or long). From eq. (5), we see that the space-averaged reaching distance is the product of two factors, involving respectively the first and second moment of the Voronoi length distribution. Let us consider how these two moments depend on the word's length.
The average Voronoi lengthλ may be related to the frequency of a given word in a corpus of the language. Indeed, if the system, in its 'speaking mode', explores contextual space ergodically and uniformly, the frequency of a word is ν w = λ w −1 .
In a typical corpus of the English language, the frequency ν(S) of words with S syllable is monotonously decreasing. As a consequence, we expect the average of the Voronoi length λ w to be larger for short words than for long words. While this is correct for most languages, notice that there are exceptions, such as Turkish and Arabic, where the function ν(S) is peaked at S = 2 (Fucks, 1956; Grzybek, 2007) .
Let us now look at the relative fluctuations of the Voronoi length, described by
We will surmise their magnitude through a qualitative argument.
As mentioned in the Introduction, various approaches have been taken to prove that long words are on average more 'technical', 'specialized', 'distinctive' or 'marked' than short words. Several claims made in (Elts, 1995) , (Mikk et al., 2000) , and (Lewis and Frank, 2016 ) may be rephrased as the statement that long words are, on average, conceptually more specific. A word is conceptually specific if it is localized in certain areas of semantic space. A correlation exists, therefore, between word-length and semantic localization.
Localization, in turn, will occur if the scale over which the Voronoi length fluctuates is comparable or greater than its average value. This leads to the conclusion that the relative fluctuations of the Voronoi length will be larger for longer words.
Thus, both factors in eq. (5) take a greater value if the word is long. It follows that
D. Higher dimensions
If X is taken to be a connected subset of Z n , the definition we have given for the word structure {X w } w∈W applies all the same. The points in space are now vectors, and equations (3) and (4) are still valid, the distance in eq. (4) being the Euclidean distance in n dimensions.
The Voronoi cells, however, become less simple to treat as they can be arbitrary polyhedra (for a complete treatement, see Aurenhammer et al., 2013) . Formula (5) for the reaching distance must be modified, and it takes a geometry-dependent form.
The Voronoi structure, yet, affects directly only the process of verbal perception, not the process of memory retrieval, which will be the subject of the next section. Thus, while in the figures I will refer to the one-dimensional case, the mathematical results will apply to any number of dimensions.
III. VERBAL RECALL A. Retrieved-context primer
We have seen that the rules of motion of the system become markovian during the perception of verbal input. In retrieved-context models of short-term memory, the rules of motion are also markovian during the search for memories, which is conducted through the principle of free association. In these models, the retrieval of memories per se is not a measurable phenomenon. What can be observed is the retrieval of words describing those memories. Therefore, a recall experiment must be seen as the composition of two processes: a processes of memory retrieval, and a process of memory verbalization.
The markovian process of memory retrieval must be described here, in keeping with the spirit of context-driven models, as a random walk on X that effects a retrieval whenever it meets a state corresponding to the experience to be recalled. The verbalization process, on the other hand, depends on the verbalizability of memories: a memory x, once retrieved, has a probability q x of leading the system to produce the word describing it.
The following mathematical problem arises. Supposing one is given 1) the structure {v x , q x } x of the vocabulary;
2) a word list w = (w 1 , w 2 , . . . , w N ) presented to the system;
3) the state of the system when the word list begins to be presented, that is, a probability distribution χ[y 0 ] on its position y 0 ; 4) the state of the system when the retrieval process begins, that is, a probability distribution ψ[x 0 ] on the new position x 0 ; one wants to predict the probability that the i-th word will be among those recalled by the system.
In the next section, this program will be carried out for the particular case of a vocabulary containing words of two different lengths.
B. Application to the double word-length scenario
We will begin by defining the probability P h (t) that a memory placed at distance h from 
where f 2n = 0 and
The probability that a memory will be retrieved is therefore
where the cutoff T is needed to obtain meaningful results in one or two dimensions, and can otherwise be let to infinity.
Suppose a list w = (w 1 , w 2 , . . . , w N ) has been presented. Call p i ( w; y 0 , x 0 ) the probability of retrieving the memory created by the i-th word in the list, given a certain initial position y 0 for the trajectory during presentation, and a certain initial position x 0 for the trajectory during retrieval.
We have:
where
Our goal is to compute the average recall probability for an arbitrary list composed by S short words and L long words arranged into a given order. This amounts to averaging eq.
(7) over all lists of the same type α = (α 1 , . . . , α N ) where α i ∈ {s, l} for i = 1, . . . , N :
where α(w) is the type of word w and W s (W l ) is the number of short (long) words in the vocabulary.
We will perform the averaging over lists through a mean-field approach. 
where Ω(ê 1 , . . . ,
The initial positions y 0 and x 0 are not measurable quantities. In eq. (9), therefore, they must be averaged over through two suitable distributions χ(y 0 ) and ψ(x 0 ), yielding
The function we need to average may be rewritten as
where P i 1 = i is the probability that the i-th memory, y i , will be the first one to be found, and (11) into eq. (10), we find
The distribution ψ refers to the state x 0 of the system after the so-called retention interval, during which the subject freely elaborates the information gathered during presentation. A full understanding of such elaboration would require modeling the free motion of this system, but we have only been able to markovianize the equations of motion during a progressive searching task or in the presence of a driving input. Thus, a reasonable ansatz is necessary.
Neglecting recency effects, we can suppose ψ to contain N similar peaks at the locations y 1 , y 2 , . . . , y N explored during presentation. In this picture, the dependence of
on the index i will be negligeable, so we can approximate
with a constant value p 0 .
Substituting this into eq. (12), and rewriting the argument of p retrieval , we find
where Ω is now the product of |j − i| copies of the distribution Ω 0 , and the value of the summand depends solely on the number of long and short words located between word i and word j.
Using p retrieval (0) = 1 to include the j = i term into the sum, and noticing that the labels of theê k 's are interchangeable, we can finally rewrite eq. (13) as
where we have introduced the quantities
and the unit vectorsĝ k ,ĥ k are independently distributed according to m + q copies of the distribution Ω 0 .
For pure lists, eq. (14) becomes
C. Coexistence of word length effects
As mentioned above, the probability of recalling the i-th word of the list is equal to the probability of retrieving the i-th memory, multiplied by the factor q w i . In the previous section, we averaged the retrieval probability over all words of the same type; similarly, we must now average the verbalizability q x , which we take to be distributed independently of the word structure {v x } x . Defining q α as the average verbalizability of words of type α, we obtain the full recall probability
As mentioned in the Introduction, the classical WLE is the experimental fact that pure Let us describe the typical experimental situation. In the experiments, word lists are generated by drawing words at random from a vocabulary W. In a double-word length scenario, this vocabulary will contain W s short words and W s long ones. We may consider, therefore, an ensemble of lists of length N , where each word has a probability γ := W l Ws+W l of being long, and a probability 1 − γ of being short.
The recall probability for the i-th word of the list can be averaged over all lists whose i-th word is of type α, yielding p i,α (γ) := p i ( α) γ . Substituting eq. (14), this becomes:
In the first sum, which is the contribution from j ≥ i in eq. (18), S and L stand for the number of short or long words in positions k such that i + 1 ≤ k ≤ j; in the second sum (the contribution from j < i) S and L stand for the number of short or long words in positions
In eq. (19), the notation . . . γ has come to denote an averaging over S, L performed for each separate value of S + L and summed together. This is done through the binomial
Given that the total recall probability is P i,α (γ) = q α p i,α (γ), the standard WLE effect (P i,s (0) > P i,l (1)) will occur if q l qs < θ cl , where θ cl = p i,s (0)/p i,l (1), and the inverse effect will occur if P i,s (γ) < P i,l (γ), that is, if q l qs > θ inv , where θ inv = p i,s (γ)/p i,l (γ). The two effects coexist if θ inv < q l qs < θ cl , which can only happen if θ inv < θ cl . This condition can be rewritten as
Now, it can be seen that p i,α (γ) a decreasing function of γ, because by increasing γ one transfers weight from the first to the second argument of π inside both terms of eq. (19), which reduces the value of the function π. Hence, we have p i,l (1) < p i,l (γ) and p i,s (γ) < p i,s (0), from which it follows that the inequality (21) is identically satisfied.
We conclude that, in this model, the WLE can undergo an inversion for any γ ∈]0, 1[, as sketched in Figure 1 .
D. Formulas for recall probabilities: slow-diffusion regime
Consider a list of the type (α 1 , . . . , α N ), where α i ∈ {s, l}, containing L words and S short ones. The trajectory during presentation is illustrated in Figure 8 . The system begins from a random position y 0 , and at each new word w i of type α i , its position is shifted forth by the operator ξ w i .
The distance travelled at step i is, in the mean field approach, equal to d α i . So a memory produced by the presentation of a short word will be formed in the vicinity of the latest memory (that is, within a distance of order d s ) whereas a memory produced by the presentation of a long word will be formed at a longer distance (of order These memory clusters correspond to different "segments" of the list. Call
the index values corresponding to long words within a given list. If l 1 = 1, the segments are
short, there is an additional segment s 0 = (w 1 , w 2 , . . . , w l 1 −1 ), and the number of segments is L + 1. Call a i the length of segment s i . All the a i 's must be positive except a 0 , which may be null, and
The direction in which the trajectory moves at each step is defined by the unknown distribution Ω 0 , which depends on the details of the word structure {v x } x . For a generic choice of Ω 0 , clusters formed at longer time intervals from each other will lie further apart in contextual space. Hence, the trajectory during presentation is the composition of two processes: a clustering process and a diffusion process.
Notice that in eq. (13) the argument of p retrieval is of the order of
, the summand has two orders of magnitude:
one of the order of p retrieval (d l ) = p l and one of the order of p retrieval (d s ) = p s . This corresponds to the fact that the diffusion process is slow on the scale of the trajectory during presentation. In this regime, formula (13) for p i ( α) may be estimated by replacing the summand with p l whenever there is at least one long word between min(i, j) + 1 and max(i, j), and with p s otherwise. This is equivalent to approximating the matrix elements π(m, q) of eq. (16) with π(1, 0) if q = 0 and m > 0, and with π(0, 1) if q > 0, thus ignoring the dependence of the retrieval process on the distance between segments of the list.
Call y i 1 the first memory to be retrieved. The conditional retrieval probability for memory y j is p retrieval (|y j − y i 1 |). In the slow-diffusion limit, this is of the order of p s if memories y i 1 and y j belong to the same cluster, and is of the order of p l otherwise. Averaging over the first retrieval, we find
where c i is the length of the segment of the list to which word i belongs.
The average recall probabilty P α for words of type α will thus be equal to:
, we can rewrite this as
All the dependence on the ordering of words in the list, therefore, enters the recall probabilities through the parameteres µ and ∆. The values of these parameters are shown in For a pure list, entirely composed of words of type α, eqs. (25) and (26) become:
Data for mixed lists may be interpolated with formulas (25) and (26) to test the theory and fix the values of the internal parameters.
Finally, let us look at the range of occurrence of the WLEs in the slow-diffusion regime.
The classical WLE (P pure s > P pure l ) emerges for q l qs < θ cl where
The ratio P l /P s for mixed lists can be estimated as follows. Given a fixed value of L < N , µ ranges between µ min = 1 (for a 0 = N − L) and µ max = N/L (for a 0 = 0). The minimum value of ∆ is obtained by starting the list with a short word and having N − (L + 1)
words and (L + 1)(1 +
words. The maximal ∆ is obtained by setting a 0 = 0 and lumping all the short words into one segment:
Substituting ∆ max and µ min in (25), (26), one obtains a strict upper bound on the ratio P s /P l :
Once again, the inverse WLE (P s /P l < 1) will emerge under the sufficient condition q l qs > θ inv ; hence, the possibility that the classical and inverse effects may coexist requires
If we rewrite this inequality by means of eq. (28) and (29), the "microscopic" probability parameters p s and p l cancel out and we obtain the general condition
which is identically satisfied for any L > 2.
It follows that, in the slow-diffusion regime, the system displays an inversion of the WLE for all mixed lists containing more than two long words. This statement, unlike the conclusions of the previous section, is not only true on average, but holds true regardless of the order in which short and long words are arranged within the list.
E. Formulas for recall probabilities: fast-diffusion regime
In the previous section we have considered the case where the diffusion process was much slower than the clustering process -which translates into upper bounds on the order of magnitude of S and L. Notice that we defined these bounds in terms of the parameters d s and d l , whose value may vary from subject to subject. Therefore, the very same list may be experienced in a fairly stationary regime by one subject, and in a regime of fast diffusion by a more easily distracted one.
Here, we will consider the opposite case of very fast diffusion, defined as the regime where p retrieval (d s + x) goes down fast on the length scale of d s , so the matrix elements of π decay quickly as the value of the indices grows, and the recall dynamics is dominated by the contiguity effect. If a long word causes a lesser diffusion than two short words, we may neglect all but the top-left elements of theπ-matrix: π(0, 0) = 1, π(1, 0) = p s , and π(0, 1) = p l . Otherwise, we can work in the lowest approximation by neglecting also p l .
Eq. (19) becomes
where I dropped the pedix i because all dependence on i vanishes as long as i is neither 1 nor N .
The thresholds for the verbalizability ratio are
and for θ inv < q l qs < θ cl , eq. (30) is nothing but a linear version of Figure 1 .
When experiments yield a near-linear curve P α (γ), thus, it may be taken as a sign that the system is operating in a very fast diffusion mode. When the observed curve is nonlinear, one must infer that terms of the type π(h, 0) for h > 2 are relevant, and a polynomial interpolation can be performed, by truncating the sums in eq. (19).
The crossover toward linearity of the curves P α (γ) may be explored by tuning experimentally the amount of diffusion in the system, as we will see in the next section.
IV. TESTING THE THEORY
The foregoing analysis has shown that a contextual model of verbal recall can display consistently both the classical and the inverse WLE.
There are, however, other mechanisms that could lead to a similar prediction. Katkov et al, for instance, propose a lexical explanation of both the direct and inverse WLE, based on possible differences in the long-term neural representation of long and short words (Katkov et al., 2014) .
To test the theory I have discussed, therefore, one needs qualitative predictions capable of teasing out which mechanism is really responsible for the effects.
A. Predictions on average recall probabililties
The data used by Katkov et al. to identify a reverse WLE refer to a distribution of word lengths with a number of syllables S between S = 1 and S = 4. A natural way of testing the present theory would be through experiments in which the words presented for recall are drawn from either of two sets, a set of very long words (number of syllables S = 3 or S = 4) and a set of very short ones (S = 1).
If the lists are sufficiently short, we expect the system to operate in a slow-diffusion regime, so three parameters must be kept track of in the experiment: ∆, µ, and the number L of long words in each list. While the recall probability of individual words depends on the details of the list structure, the average recall probability for short or long words is affected by the list structure only through those three parameters, which completely characterize the list for the purposes of this type of experiment.
It is then feasible to test qualitatively the following predictions:
1. P s correlates positively with ∆ and negatively with µ.
2. P l correlates positively with µ.
These are straightforward consequences of (25), (26).
In experiments with words of two lengths, data may be interpolated with formulas (25) and (26) to test the theory and to fix the values of the internal parameters.
B. Predictions depending on word position
Serial-position effects related to word-length can be isolated experimentally by using word lists constructed on two or more basic templates of segment-structure α = (α 1 , . . . , α N ), with
The experimenter would present equivalent lists to a number of participants and would correlate the recall probability of words with their positions within each template structure.
Large data sets from such experiments should be able to corroborate or to rule out the mechanisms I have described. Competing effects of familiar types, such as primacy and recency, may be easily subtracted.
Two simple predictions can be made, easier to check in a slow-diffusion regime but equally valid with faster diffusion:
1. Words from longer segments have a higher recall probability than words of the same type from shorter segments;
2. Successful recall of words from one segment hinders the recall of words from others.
The first prediction follows from eq. (22), and should be easy to test.
The second prediction must be compared with data by computing the correlation functions C ij , that is, the joint probability for the recall of the i-th and j-th words in the list.
From there, it is straightforward to obtain the in-segment and cross-segment correlation functions: We may add to these predictions a third one -namely, the fact that the long word of each segment is the easiest one to recall. This results directly from the bounds we derived in the previous section on the ratio q s /q l .
C. Predictions on the contiguity effect
The contiguity effect (Murdock, 1960 (Murdock, , 1962 is the observation that the recall probabilities of contiguous words correlate positively. Otherwise said, the recall of a word favors the recall of words that are contiguous to it within the list.
In the model we have considered, no matter how slowly diffusion operates, the contiguity effect is stronger for short words than for long words. This follows from the fact that two consecutive short words belong necessarily to the same segment, whereas a short word and a long word, though contiguous, may belong to different segments, and two long words are sure to belong to different segments. This prediction has an especial importance because, although it has been derived in a two-length model, it generalizes to models with multiple lengths. In the scenario we have described, it is evident that the shorter a word is (i.e., the smaller its reaching distance) the more important the role that will be played by contiguity in its recall. The shorter the words involved, the stronger the contiguity effect.
Comparison with existing databases should be sufficient to either disprove or confirm this prediction.
D. Inter-response intervals
A further prediction of the theory regards inter-response intervals -that, is the time elapsing between one recalled item and the next -whose measurement in free-recall experiments dates back to (Murdock and Okada, 1970) .
During retrieval from long-term memory, it was shown (Gruenewald and Lockhead, 1980) that clusters occur due to stable semantic associations between objects: a subject who is asked to list some animals, for instance, may recall first a set of farm animals, then a number of house pets, then several birds. The inter-response intervals are shorter within clusters than between clusters.
The retrieval of examples in the experiment of Gruenewald and Lockhead depends entirely on the long-term representation of items. In the situation we have described, on the contrary, short-term memory is at play, and the retrieval process has to locate the vanishing traces of a recent experience.
Nonetheless, it is easy to see that the time interval elapsing between the retrieval of two memories will be longer between two memories belonging to different clusters, and shorter for memories belonging to the same cluster.
Hence, the same is true among items of the list that are successfully verbalized. The inter-response intervals will be longer for the consecutive recall of two words belonging to different segments of the list, and shorter for the consecutive retrieval of two words belonging to the same segment.
E. Experiments with varying presentation rate
As mentioned in the Introduction, the WLE has been reported in experiments where the time interval between the presentation of consecutive items was a controlled parameter.
Experiments on the WLE with rapid presentation of the stimuli were first performed by Coltheart and Langdon (1998) , who found the WLE by presenting an item every 114 ms, every 157 ms, and every 243 ms. In (Campoy, 2008) , somewhat lower presentation rates were used (between 300 and 400 ms), and again the persistence of the effect was proven over different rehearsal times.
Here, I will argue that such experiments may offer an ideal tool to study the crossover between the "diffusive" and the "clustering" regime.
Indeed, if we modify the foregoing computation to allow the system to random-walk on its own for a time τ between the presentation of the i-th and i + 1-th items, this will be equivalent to increasing the average distance d travelled between the memory y i generated by word w i and the memory y i+1 generated by word y i+1 . This amounts to rescaling time while replacing d l and d s with larger effective distances. The matrix elements ofπ will decay faster as their indices grow. Therefore, the system will move closer to the diffusive regime.
On the other hand, the theory predicts (section IIIE) that the curve P α (γ) will become linear in the fast-diffusion regime. Hence, by reducing the presentation rate, one should see the two curves in Fig. 1 becoming progressively linearized, at least up to values of τ so large that not only the clustering, but also the contiguity effect breaks down. In this limit, moreover, eq. (30) predicts that the curves P s (γ) and P l (γ) will become parallel.
Other ways of controlling the crossover between clustering and diffusing regime (e.g. by pharmacological means, or through distractor tasks such as those of Bjork and Whitten, 1974) can be similarly applied.
V. INTERPRETATION AND CONCLUSIONS
I have proposed a simple contextual model of verbal perception and verbal recall. The model is based on the notion that a word does not have, in general, a single meaning. When an intelligent system is exposed to a stream of verbal input, it decides on the meaning of each new word on the basis of both the internal structure of its vocabulary and the meaning it has given to the words preceding it. This also applies to a list of random words, because the mind strives to interpret them as parts of a meaningful discourse.
It may be instructive to think of such discourses as "narratives". Common experience tells us that a two-word list is already capable of creating a strong narrative sense (e.g.: picnic, lightning). When a word in the list has no semantic connection to the context created by the words preceding it, the mind perceives a "change of scenery" and assumes that a new narrative is beginning.
A list of words is thus perceived as a collection of distinct "stories". When prompted to recall the list, the system remembers each story as a separate experience, and needs to re-experiences a given story before retrieving the words responsible for creating it.
Words that have specific meanings have obviously less probability of fitting into a randomly generated story. Otherwise said, the words most likely to break the narrative are those with the highest level of localization in semantic space. We have argued that this correlates positively with word length.
Hence, a list of N long words is likely to break into as many one-word stories, whereas a list of short words is more likely to be perceived as a single continuous narrative. Since a single narrative is easier to recall than many unrelated ones, the standard WLE ensues.
The clustering property of short words is at play in mixed lists as well. But its effect is hindered by the presence of long words breaking the narrative. As our analysis has shown, this can lead to an inversion of the WLE, analogous to recent experimental observations. In this scenario, the behavior depicted by Figure 1 becomes quite logical. By replacing a short word with a long word, one splits the list into a larger number of narratives, which makes every single word in the list (whether short or long) harder to reach during the retrieval process.
The interplay between the trajectory of the system during the presentation of lists and the trajectory during the memory test produces a nontrivial spectrum of behaviors, highly dependent both on the structure of the list and on the amount of "diffusion" that interferes with the clustering. I have proposed a number of measurements meant to provide conclusive empirical tests of the model. In particular, the theory predicts that the contiguity effect will be stronger for shorter words.
Several directions stand open for future theoretical work. Some of them are: 1. generalizing the analysis to the case where the word lengths available are more than two; 2. including possible competition between words for the verbalization of a given state; 3. singling out extra effects from the fluctuations around the mean field behavior; 4. accounting for primacy and recency effects; 5. extending the method to predict the genesis of false memories.
Finally, by positing a suitable mechanism for spontaneous language production, it would be useful to derive equations linking the underlying word structure to emerging verbal patterns, thus providing a direct link between the hidden variables and the observables of the model.
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