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Abstract
Lin’s condition is used to establish the moment determinacy/indeterminacy
of absolutely continuous probability distributions. Recently, a number of papers
related to Lin’s condition for functions of random variables have emerged. In this
work, Lin’s condition is studied for the product of random variables with given
densities in the case when their joint distribution is singular.
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1 Introduction
Lin’s condition plays a significant role in the investigation of the moment determinacy of
absolutely continuous probability distributions. Generally speaking, it is used along with
Krein’s logarithmic integral to establish so-called “converse criteria”. See, for example,
Theorems 5–10 in [4, Section 5]. This condition was introduced and applied by G. D.
Lin [3], while the name ‘Lin’s condition’ was put forth in [9]. Let us recall the pertinent
notions.
Definition 1.1. Let f be a probability density continuously differentiable on (0,∞).
The function
Lf (x) := −xf
′(x)
f(x)
(1.1)
is called Lin’s function of f .
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Formula (1.1) implies that Lin’s function of f is defined only at the points where
f does not vanish. In this article, we consider probability densities of positive random
variables whose Lin’s functions are defined for all x > 0.
Definition 1.2. Let f ∈ C1(0,∞) be a probability density of a positive random variable.
It is said that f satisfies Lin’s condition on (x0,∞) if Lf (x) is monotone increasing on
(x0,∞) and lim
x→+∞
Lf (x) = +∞.
Due to the importance of this condition for establishing the moment (in)determinacy
of absolutely continuous probability distributions (see, [4, 7] and references therein),
it has to be examined how operations on random variables impact Lin’s condition.
Recently, Kopanov and Stoyanov in [2] proved that if a density f of a positive random
variable X satisfies Lin’s condition, then the densities of Xr, r > 0 and lnX satisfy this
condition, too. In addition, if Lf (x)/x→ +∞ as x→ +∞, then the density of eX also
satisfies Lin’s condition as well.
The moment problem for products of random variables leads naturally to the question
concerning Lin’s condition for the densities of products. This question was placed in [2],
where it was inquired whether Lin’s condition is inherited by the products of the random
variables whose densities satisfy Lin’s condition. It was also conjectured that the answer
is affirmative in the case of an absolutely continuous joint distribution. Although this
is valid for independent random variables, the results of [1] show that, in general, this
assertion may not be true. For more information on the moment problem for products
we refer to [5, 6, 8] and [4, Section 6].
In the present paper, this problem is investigated for the case when joint distribution
of factors is singular rather than absolutely continuous. The main result of this work is
the next statement.
Theorem 1.1. Let f1 and f2 be densities of positive random variables, both satisfying
Lin’s condition on (0,+∞). Then, there exists a random vector (ξ1, ξ2) possessing a
singular distribution P and satisfying the following conditions:
1. ξ1 and ξ2 have densities f1 and f2 respectively;
2. the density g of the product ξ1 · ξ2 is continuously differentiable on (0,+∞);
3. the following equalities hold:
lim sup
x→+∞
Lg(x) = +∞ , lim inf
x→+∞
Lg(x) = −∞ . (1.2)
Obviously, equalities (1.2) imply that g does not satisfy Lin’s condition on any in-
terval (x0,∞).
Remark 1.1. Assuming that the densities of random variables of ξ1 and ξ2 satisfy Lin’s
condition on (0,+∞), we deduce that, in general, this property is not inherited by their
product ξ1ξ2 in the case of a singular joint distribution of ξ1 and ξ2.
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2 Proof of the main theorem
We start with the construction of a singular distribution with given marginal positive
densities, which will be used in the sequel.
Lemma 2.1. Let f1 and f2 be continuous probability densities positive on (0,+∞) and
vanishing elsewhere. Then, there exists a singular distribution P˜ concentrated on a
curve x2 = ϕ(x1), where ϕ is a continuously differentiable strictly increasing function,
and so that the projections of P˜ on the coordinate axes have the given densities f1(x1)
and f2(x2).
Proof. To begin with, consider the set of points {uij : i ∈ N0, 0 6 j 6 2i} defined by
the conditions:
ui0 = 0,
∫ ui,j+1
uij
f1(x1)dx1 =
1
2i
(j = 0, 1, . . . , 2i − 1), ui,2i = +∞ . (2.1)
Clearly (2.1) defines all of the points uij uniquely. Besides, for all i ∈ N0, one has:
0 = ui0 < ui1 < · · · < ui,2i = +∞ and uij = ui+1,2j, 0 ≤ j ≤ 2i. (2.2)
Likewise, let {vij : i ∈ N0, 0 6 j 6 2i} be the set of points specified by the conditions:
vi0 = 0,
∫ vi,j+1
vij
f2(x2)dx2 =
1
2i
(j = 0, 1, . . . , 2i − 1), vi,2i = +∞ .
Conditions similar to (2.2) are satisfied for these points, too.
For each m ∈ N, consider the set
Km :=
2m−1⋃
j=0
(umj, um,j+1)× (vmj , vm,j+1) ⊂ R2
and the two-dimensional probability distribution Pm whose density is given by:
fm(x1, x2) =
{
2mf1(x1)f2(x2) when (x1, x2) ∈ Km,
0 elsewhere.
The projections of Pm on the x1- and x2-axes have densities f1(x1) and f2(x2), respec-
tively. Indeed, for any given m ∈ N, opt for x∗1 ∈ (umj , um,j+1) and find∫ +∞
−∞
fm(x
∗
1, x2)dx2 = 2
mf1(x
∗
1)
∫ vm,j+1
vmj
f2(x2)dx2 = f1(x
∗
1).
In the same manner, it can be established that the projection of Pm on the x2-axis has
density f2. The sequence Pm of probability distributions is weakly convergent to a two-
dimensional distribution P˜ whose support K = ∩∞m=1Km has zero Lebesgue’s measure
in R2. What is more, K is a continuous curve passing through all points (uij, vij).
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Next, let us derive an equation of x2 = ϕ(x1) of the curve K. Select a point (a, b) ∈ K
and consider the sequence of rectangles Im = Jm×Hm, where Jm = (umj, um,j+1), Hm =
(vmj , vm,j+1) with j such that (a, b) ∈ Im. Directly from the construction of sets Km,
one has: ∫
Jm
f1(x1)dx1 =
∫
Hm
f2(x2)dx2,
whence, by the Mean Value Theorem:
f1(x
∗
1)|Jm| = f2(x∗2)|Hm| for some x∗1 ∈ Jm, x∗2 ∈ Hm.
Consequently,
|Hm|
|Jm| =
f1(x
∗
1)
f2(x∗2)
.
Since all rectangles Im contain (a, b), taking m → ∞, implies that x∗1 → a, x∗2 → b and
the ratio
|Hm|
|Jm| approaches the slope k of the tangent line to K at (a, b). Thence, after
passing to limit as m→∞, one obtains:
k =
f1(a)
f2(b)
or, equivalently,
ϕ′(a) =
f1(a)
f2(ϕ(a))
.
Due to the arbitrary selection of a, it follows that x2 = ϕ(x1) satisfies the initial value
problem below:
(x2)
′ =
f1(x1)
f2(x2)
, x2(0) = 0. (2.3)
Since ϕ′(x1) > 0 for all x1 ∈ (0,∞), it follows that ϕ is strictly increasing.
Example 2.1. If f1 = f2, that is random variables ξ1 and ξ2 are identically distributed,
then K is the straight line x2 = x1.
Lemma 2.2. Let (ξ1, ξ2) be a random vector with distribution P˜ constructed above.
Then, the density g(z, P˜ ) of the product ξ1 · ξ2 is given by:
g(z, P˜ ) = f1(x1(z))
x1(z)
z + ϕ′(x1(z))x21(z)
. (2.4)
Proof. First, consider the distribution function of the product ξ1 · ξ2:
F (z) = P{ξ1 · ξ2 < z}, z > 0
and the set of hyperbolae in the first quadrant
Γz := {(x1, x2) : x1 > 0, x2 > 0, x1x2 = z}.
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Given z > 0, denote K ∩ Γz = (x1(z), x2(z)). Select a small h > 0 and obtain:
F (z + h)− F (z) = P((ξ1, ξ2) ∈ {(x1, x2) : x2 = ϕ(x1), x1(z) 6 x1 6 x1(z + h)})
=
∫ x1(z+h)
x1(z)
f1(x1)dx1 =
∫ x2(z+h)
x2(z)
f2(x2)dx2.
Applying the Mean Value Theorem yields:
f1(x
∗
1) [x1(z + h)− x1(z)] = f2(x∗2) [x2(z + h)− x2(z)]
for some x∗1 and x
∗
2 within the intervals of integration. As h → 0, one has: x∗1 → x1(z)
and, correspondingly, f1(x
∗
1)→ f1(x1(z)). Now, one can write that
x2(z + h)− x2(z) = [ϕ′(x1(z)) + o(1)] (x1(z + h)− x1(z)) ,
while, on the other hand,
x2(z + h)− x2(z) = z + h
x1(z + h)
− z
x1(z)
.
Equating the expressions in the right-hand sides of the last two formulae leads to:
x1(z + h)− x1(z) = hx1(z)
z + [ϕ′(x1(z)) + o(1)]x1(z + h)x1(z)
.
Passing to limit as h→ 0, one arrives at:
g(z, P ) = lim
h→0
F (z + h)− F (z)
h
= lim
h→0
f1(x
∗
1)
x1(z)
z + [ϕ′(x1(z)) + o(1)]x1(z + h)x1(z)
= f1(x1(z))
x1(z)
z + ϕ′(x1(z))x21(z)
.
As a result, we obtain the density g(z, P ) of the product ξ1·ξ2 in the form (2.4). Similarly,
the expression for g(z, P ) in terms of f2 can be derived.
Example 2.2. If f1 = f2 = f, then K = {(x1, x2) : x1 = x2}, x1(z) =
√
z, and (2.4)
implies that
g(z, P˜ ) =
f(
√
z)
2
√
z
,
whence
Lg(z) =
1
2
+
1
2
Lf (
√
z),
demonstrating that g satisfies Lin’s condition whenever f1 does.
Finally, we present the proof of Theorem 1.1.
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Proof. To construct a singular probability distribution P in R2 satisfying the conditions
of Theorem 1.1, first consider its construction inside a single rectangle Π = [a, b] ×
[ϕ(a), ϕ(b)]. Denote by Q the restriction of distribution P˜ constructed in Lemma 2.1 on
rectangle Π. Select a small δ > 0. Conditions on the value of δ will be specified later.
For each x > 0 and z > 0, define the function x = ρ(z) by the condition:
z = xϕ(x). (2.5)
Obviously, ρ is a continuous strictly increasing function on (0,∞).
Then a = ρ(s), b = ρ(t) for some s < t, and the curve K has the following parametric
representation in terms of z:
−→
x (z) = (x1(z), x2(z)) = (ρ(z), ϕ(ρ(z))) .
Choose b ′ = ρ(t−3δ) < b close to b and consider a non-negative function τ ∈ C∞(0,+∞)
satisfying the conditions:
τ(z) =
{
0 when z /∈ [t− 3δ, t],
ε sin2(νz) when z ∈ [t− 2δ, t− δ]. (2.6)
Here ε and ν are positive real numbers satisfying certain restrictions which will be
explained in the sequel. Consider the arc
l
(1)
δ = {(x1, x2) ∈ K : b ′ 6 x1 6 b} = {−→x (z) : t− 3δ 6 z 6 t}
and determine on the arc measure µ1 whose density with respect to z equals τ(z). Select
ε in (2.6) so that Q−µ1 is a measure in Π. Next, shift the mass on l(1)δ with density τ(z)
by d = ϕ(b ′) − ϕ(a) units down so that the shifted arc l(2)δ = l(1)δ − (0, d) has starting
point at (b ′, ϕ(a)) and terminal point at (b, ϕ(b)− d). Denote this measure µ2:
µ2(B) = µ1(B + (0, d))
where B is a Borel set in the plane and B + (0, d) = {(x1, x2 + d) : (x1, x2) ∈ B}. Arc
l
(1)
δ has to be small enough to ensure that ϕ(b)−ϕ(b ′) < ϕ(b ′)−ϕ(a) (this follows from
the smallness of δ). The performed shifting defines a singular measure q1 in rectangle Π
by:
q1(B) = (Q− µ1)(B) + µ2(B),
The construction of q1 implies that the projections of Q and q1 on the x1-axis are
the same. However, to guarantee the equal projections on both coordinate axes, the
procedure has to be continued. Consider measure µ2 concentrated on l
(2)
δ and find
a ′ > a from the condition ϕ(a ′) = ϕ(a)+ (ϕ(b)−ϕ(b ′)). When δ is small enough, it can
be stated that a ′ < b ′. Let µ3 be the measure on arc
l
(3)
δ = {(x1, x2) : x2 = ϕ(x1), a 6 x1 6 a ′}
possessing the same projection on the x2-axis as µ2. Measure µ3 is well-defined since
function ϕ is strictly increasing. It has to be noticed that, when ε > 0 is small enough,
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the difference Q − µ3 is a measure on l(3)δ . Finally, shift the mass defined by µ3 on l(3)δ
as a whole by d units up, that is, define measure µ4(B) = µ3(B − (0, d)) concentrated
on l
(4)
δ = l
(3)
δ + (0, d). As a result, we obtain a singular measure on rectangle Π =
[a, b]× [ϕ(a), ϕ(b)] given by:
Q˜ = Q− µ1 + µ2 − µ3 + µ4 .
Here, δ and ε are assumed to be sufficiently small to stipulate all the conditions men-
tioned above and the positivity of Q˜. In addition, the projections of Q˜ on the coordinate
axes coincide with the distributions of ξ1 and ξ2 on [a, b] and [ϕ(a), ϕ(b)] respectively,
that is, possess the given densities f1 and f2 on [a, b] and [ϕ(a), ϕ(b)]. As before, denote
by g(z, Q˜) the density of ξ1 ·ξ2 in the case when a joint distribution of ξ1 and ξ2 coincides
with Q˜ in Π. If δ > 0 is small enough to ensure that arcs l
(2)
δ and l
(4)
δ have no intercepts
with Γz, then g(z, Q˜) = g(z, P˜ ), where g(z, P˜ ) is given by (2.4). To prove that when
ν is large enough, the derivative of g(z, Q˜) with respect to z can take arbitrary large
positive and large negative values, first notice that, for z ∈ [t − 2δ, t − δ] the following
equality holds:
g(z, Q˜) = (f1(x1(z))− ε sin2(νz)) x1(z)
z + ϕ′(x1(z))x21(z)
.
Applying (2.5), this can be restated as follows:
g(z, Q˜) = (f1(ρ(z))− ε sin2(νz)) ρ(z)
z + ϕ′(ρ(z))ρ2(z)
. (2.7)
It has to be pointed out that x1 = ρ(z) is a continuously differentiable function of z. To
check this, recall that ρ(z) · ϕ(ρ(z)) = z, whence
ρ(z + h)− ρ(z) = z + h
ϕ(ρ(z + h))
− z
ϕ(ρ(z))
=
−z (ϕ(ρ(z + h))− ϕ(ρ(z))) + hϕ(ρ(z))
ϕ(ρ(z + h))ϕ(ρ(z))
=
−zϕ(ρ(z∗)) [(ρ(z + h))− (ρ(z))] + hϕ(ρ(z))
ϕ(ρ(z + h))ϕ(ρ(z))
.
The last equality is justified by The Mean Value Theorem since ϕ is a differentiable
function. By plain calculations one can obtain that:
ρ(z + h)− ρ(z)
h
=
ϕ(ρ(z))
zϕ(ρ(z∗)) + ϕ(ρ(z + h))ϕ(ρ(z))
.
As h→ 0, this leads to
d
dz
ρ(z) =
ϕ(ρ(z))
zϕ′(ρ(z)) + ϕ2(ρ(z))
.
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Notice that the denominator in the right-hand side is strictly positive. Furthermore,
with the help of (2.3) it can be concluded that ϕ′′ exists, too.
Now, consider Lin’s function for density (2.7):
Lg(z) = −zg
′(z; Q˜)
g(z; Q˜)
.
For z ∈ [t− 2δ, t− δ], the ratio z/g(z; Q˜) is bounded, while the behaviour of g′(z; Q˜) is
governed by
(
ε sin2(νz)
)
′
= νε sin(2νz), which oscillates rapidly taking arbitrary large
in magnitude positive and negative values on [t− 2δ, t− δ] when ν is sufficiently large.
Finally, in order to find a joint distribution of ξ1 and ξ2, consider an infinite sequence
of a disjoint rectangles {Πn}, Πn = [an, bn]× [ϕ(an), ϕ(bn)], an →∞. Denote by Qn, n ∈
N, the restriction of measure P on rectangle Πn. For each rectangle Πn, construct Q˜n
as described above, making, at every step the derivatives p′(z∗n) and p
′(z∗∗n ) as large in
magnitude as necessary and of opposite signs. To complete the picture, set
P = P˜ −
∞∑
n=1
Qn +
∞∑
n=1
Q˜n.
It is clear that measure P satisfies all conditions stated in Theorem 1.1.
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