We present a type inference system for the strictness analysis of lists and we show that it can be used as the basis for an e cient algorithm. The algorithm is as accurate as the usual abstract interpretation technique. One distinctive advantage of this approach is that it is not necessary to impose an abstract domain of a particular depth prior to the analysis: the lazy type algorithm will instead explore the part of a potentially in nite domain required to prove the strictness property.
Introduction
Simple strictness analysis returns information about the fact that the result of a function application is unde ned when some of the arguments are unde ned. This information can be used in a compiler for a lazy functional language because the argument of a strict function can be evaluated (up to weak head normal form) and passed by value. However a more sophisticated property might be useful in the presence of lists or other recursive data structures which are pervasive in functional programs. For example, = sum(append l 1 l 2 ) Rather than suspending the evaluation of each recursive call to append and returning the weak head normal form cons(x; (append xs l)), we may want to compute directly the normal form of the argument to sum in H because the whole list will be needed. There have been a number of proposals to extend strictness analysis to recursively de ned data structures 4, 21, 25, 26] . These have led to sophisticated analyses but two aspects of the problem have received little attention until recently:
1. The integration of the results of the analysis into a real compiler.
2. The e ciency of the algorithm implementing the analysis. The rst issue has been tackled recently both from an experimental point of view 11, 16] and from a theoretical point of view 5, 8] . We are concerned with the second issue in this paper. The abstract interpretation and the projections approaches have led to the construction of analyses based on rich domains which make them intractable even for some simple examples. Techniques striving for a better representation of the domains do not really solve the problem 12, 17] .
This observation has motivated some researchers, 2, 18, 19, 20] , to develop non-standard type inference systems for strictness analysis. Kuo and Mishra, 20] , proposed a type inference system for strictness information; they developed a sound and complete inference algorithm but did not show the correctness of the inference system (with respect to a standard semantics). In 21] it is shown how their type inference system can be extended to a form of full strictness for lists and to the 4-point domain of Wadler 25] .
The other authors, 2, 18, 19] , have developed sound and complete inference systems but have not given much attention to algorithms. In 13] we demonstrated a technique for deriving e cient static analysis algorithms from type inference systems. The basis for this work was Jensen's conjunctive strictness logic 18]; we used techniques similar to 14, 15] to re ne the logic into an algorithm.
In this paper, we follow the approach taken in 13] to construct an ecient algorithm for the analysis of lists. The algorithm is both correct and complete with respect to the usual abstract interpretation approach. So it does not incur the loss of accuracy of previous type inference systems for the analysis of lists 21]. The core of the algorithm is the notion of lazy types (or lazily evaluated types) which allows us to compute only the information required to answer a particular question about the strictness of a function. One signi cant advantage of the approach is that it extends naturally to domains of any depth and domains are only explored at the particular depth required for the original question. In other words, we do not have to choose a particular domain before the analysis as is usually done for abstract interpretation (except when widening operators are used as in 7]).
We rst describe an extension of Jensen's strictness logic 18] to include an analogue of Wadler's 4-point domain 25] (Section 2). In Section 3, we introduce the notion of lazy types for lists and we present the corresponding system. We state the correctness and completeness properties with respect to the original system and we proceed in Section 4 to de ne the lazy type inference algorithm. The algorithm can in fact be derived in the same way as in 13] and the correctness proof follows for the same reasons. Section 5 is an example of the functioning of the algorithm. We show in Section 6 that the type system and algorithm can be extended to domains of unbounded depth and we present an example showing that the algorithm naturally explores the depth of the domain required by a particular question. Related work is discussed in Section 7. In particular, we establish a correspondence with abstract graph reduction, an e cient technique for strictness analysis which has been proposed recently.
A strictness logic for the analysis of lists
We consider a language, L , with terms de ned by the following syntax: e = x j c j x:e j e 1 e 2 j x( g:e) j cond(e 1 ; e 2 ; e 3 The ordering on types is described in Fig. 1 . We de ne = as the equivalence induced by the ordering on types:
= , and
The type inference system is shown in Fig. 2 Figure 3 : The language T I
We then de ne the notion of complete type. The restriction to complete types allows us to avoid the use of weakening because a complete type contains (is the conjunction of) all of the elements greater than (or equal to) it.
Sup( ) can be de ned by induction on . Notice that CT can be extended to contexts in the obvious way. Finally, we can de ne the notion of most general type of an expression (with respect to some context): it is the conjunction of all of the types possessed by the expression in the given environment. We show in 13] that the most general type of an expression is precisely the information returned by the standard abstract interpretation-based analysis. This explains why abstract interpretation is sometimes ine cient because it may provide much more information than really required.
We take a di erent approach in this paper: rather than returning all possible information about the strictness of a function we compute only the information required to answer a particular question. This new philosophy naturally leads to a notion of lazy evaluation of types. The language of lazy types T G is de ned in Fig. 4 . The ordering on types G and the logic`G are shown in Fig. 5 .
The key idea is that an expression from the term language (with its environment) may appear as part of a type; this plays the rôle of a closure.
More formally, a closure (?; e) stands for MGT(?; e), the conjunction of all of the possible types of the term. This correspondence explains the new rules in the de nition of G . Not surprisingly, the lazy evaluation of types is made explicit in the App rule: rather than deriving all possible types for e 2 , we insert e 2 itself (with the current environment) into the type of e 1 .
The following de nition establishes a correspondence between lazy types and ordinary types, the extension to environments is straightforward:
Expand( 1^ 2 ) = Expand ( 1 ) one of the i types returned by the iteration step is a necessary condition to prove the original property (in other words, we do not \bypass" the least xed point).
The algorithm described in this section can be optimised in several ways:
The implementation of the conditional can avoid processing the second and third term when the rst term has type f.
In the same way, the implementation of the case operation can be considerably optimised if the rst term has type f. More generally, And and Or can be modi ed in order to avoid the computation of their second argument when their rst argument reduces respectively to False and True.
In the rule for application, when expression e 2 is a constant or a variable then its type (t for a constant, its type in the environment for a variable) can be inserted into the type of e 1 rather than passing the whole environment. Notice that this optimisation is common in the implementation of lazy languages. These optimisations are easy to justify formally and improve the derivation considerably. Similarly cat should also be de ned as a -abstraction. Fig. 7 describes some of the derivation steps of the lazy type algorithm to prove that cat has type f ! f.
Generalisation to domains of any depth
The 4-point domain expresses information about lists with atomic elements. For example, it is not adequate for describing a property such as \this is a list containing lists whose one element is unde ned". and the ordering on types is extended with the rules: The extensions to the algorithm are not described here for the sake of briefness. The implementation of Cons-2 and Cons-3 is straightforward because all the free variables occurring in the premises appear in the conclusion. This is not the case for Case-3 which requires an iteration very much like the rule for abstraction in Fig. 6 . The iteration explores the domain starting with D 0 until the property is proven or the maximal depth corresponding to the type of the expression is reached. Several trivial optimisations can dramatically improve the algorithm at this stage. For instance e 3 will often be a variable whose type is de ned in the environment (see example below) and can be used to make the appropriate choice of , thus avoiding the iteration mentioned above.
We continue the foldr example to show that our system (and algorithm)
does not need a domain of xed depth but rather explores the potentially 15 in nite domain up to the depth required to answer a particular question. the domain is not explored further than depth 1, as the reader can easily verify (the structure of the proof is very similar to the previous one). 7 
Conclusions
The problem of designing e cient algorithms for strictness analysis has received much attention recently and one current trend seems to revert from the usual \extensional" approach to more \intensional" or syntactic techniques 20, 21, 18, 6, 10, 24]. The key observation underlying these works is that the choice of representing abstract functions by functions can be disastrous in terms of e ciency and is not always justi ed in terms of accuracy. Some of these proposals trade a cheaper implementation against a loss of accuracy 20, 21] . The work presented here is more amenable to comparison with two techniques proposed recently 10, 24] which use extensional representations of functions to build very e cient algorithms without sacri cing accuracy. Here we will concentrate on the comparison with the 24]. The analysis of 10] is expressed in a very di erent framework: concrete data structures are special kinds of Scott domains whose elements can be seen as syntax trees; a precise statement of the relationship with lazy types is still a matter for further research.
In 24] the analysis is expressed as a form of reduction of abstract graphs. As in our work, the abstract domain is in nite and computation is done lazily. There are important di erences however. Their derivation strategy is even more lazy than ours in the following sense. Recasting their algorithm in terms of types, let us assume that in the course of trying to prove the property f : t 1 ! t 2 ! t 3 , it turns out to be necessary to prove f : e 1 ! e 2 ! e 3 . In the abstract graph reduction framework, the call to f is unfolded, which means, in terms of types, that we embark on a proof of f : e 1 ! e 2 ! e 3 (except if f : e 1 ! e 2 ! e 3 and f : t 1 ! t 2 ! t 3 are syntactically equal) without any attempt to relate the types t i and e i . In contrast, the lazy type algorithm tries to prove t 1 ! t 2 ! t 3 e 1 ! e 2 ! e 3 , which means, in terms of graph reduction, that it may entail the evaluation of some of the arguments of the functions. The extremist view of laziness taken in abstract graph reduction has two consequences: on the plus side, it sometimes avoids the computation of information that would be computed by the lazy type system; the negative side is that it may entail more work in other cases and even non termination if some special measures are not taken. These extra measures can take the form of arbitrary cuts in the derivation (using empirical resource consumption criteria) incurring a loss of accuracy. A neededness analysis called reduction path analysis is also proposed in 24] to allow termination of the computation without throwing away too much information. Because of this parametrisable termination condition, it is difcult to formally qualify the power of abstract graph reduction. Another advantage of the lazy types approach is the fact that its correctness proof is much easier to establish (see 9] for an introduction to the complications involved by a formalisation of abstract graph reduction). An interesting avenue for further research would be to reexpress abstract graph reduction in terms of type inference as suggested here to prove the correctness of abstract graph reduction and to be able to relate the techniques on a formal basis.
Wadler's domain construction does not readily generalise to other recursive data types. Recently Benton 3] has shown how to construct an abstract domain from any algebraic data type. It should be straightforward to extend our system (and algorithm) to incorporate such domains. Benton's construction leads to quite large domains; the size of the domains would make conventional abstract interpretation intractable and highlights the bene t of our approach which lazily explores the domain.
In his thesis Jensen, 19] , has developed a more general logical treatment of recursive types. His approach involves two extensions to the logic; the rst is to add disjunctions and the second extension involves adding modal operators for describing uniform properties of elements of recursive types. The extension of our techniques to these richer logics is an open research problem which we are currently investigating.
