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Abstract 
Katz, S. and D. Peled, Defining conditional independence using collapses, Theoretical Computer 
Science 101 (1992) 337-359. 
Trace semantics is extended to allow conditional commutativity among operations. Conditional 
commutativity is obtained by identifying the context (the set of global states) in which operations 
are commutative using special predicates. These predicates allow collapsing execution histories 
into equivalence classes of conditional traces. Using this approach, it is possible that the execution 
of two operations will be dependent in one context and independent in another. The predicates 
allow defining a family of possible semantic definitions for each language, where each is an 
extension of previous standard definitions. Examples are shown when such a semantics is desired. 
As an example of an application, a proof method for total correctness is introduced. 
1. Introduction 
essential to both implementation [l] and verification [18, 30, 361. Implementation 
is often concerned with the restriction that two operations accessing a mutual 
memory location (either read or write) cannot be executed in parallel when at least 
one access is a write [6]. However, sometimes this demand can be relaxed [8], 
leading to greater concurrency in execution and possible optimizations. Verification 
can benefit from the fact that the effect of two independent concurrent operations 
is typically commutative. This commutativity among operations allows reducing the 
number of program states explicitly considered, arranging commutable operations 
as if they always occurred in some convenient order. 
Partial order semantics, as seen in theories such as traces [25, 261 or interleaving 
sets [17]: provides an appropriate framework for the independence (commutativity) 
among operations. However, such formulations have the disadvantage of dealing 
with a fixed independence relation [ 18,301 that cannot fully cover commutativity 
situations. Trace semantics is extended in this paper to allow conditional dependency 
(independence) among operations. That is, instead of using a fixed dependency 
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relation among program operations, a set of predicates is used that identifies when 
executions of pairs of operations are considered independent. 
Conditional commutativity can be conceived as a direct extension either of trace 
semantics or of interleaving sets. It captures situations in which the execution of 
two operations might produce two causally dependent events (executions of oper- 
ations) in one execution and independent events in another. Some interesting cases 
are the following. 
l Two operations refer to indexed memory elements such as arrays or pointer 
expressions. For example, the transitions (x:= A[i]) and (A[j] := y) would be 
considered dependent iff i = j. 
l Operations on communication channels are considered. Putting an element on a 
communication channel and removing an element from the channel are (directly) 
dependent iff they concern the same element [12]. 
l The truth of an enabling condition is unchanged by an operation. The transitions 
(awaitp- c< N) and (c:= c-t 1) achieve the same result in either order when 
p - c < N is already true, because incrementing c keeps this condition true. 
Many definitions for semantics and verification methods suggest adding more 
structure to the set of interleaving sequences generated by program executions. 
These methods exploit some observations about the nature of concurrent programs: 
Locality: Some tasks or subtasks in different processes may execute independently 
without inter-communication. After identifying this independence, there is no reason 
to consider all the possible interleavings of events of these tasks. For example, 
several papers [2, 32, 22, 4, 51 allow defining different granularities of atomic 
operations. That is, intermediate states of some program segments are recognized 
as not interesting for the correctness of the program, and the operations are con- 
sidered to execute “atomically” without interleaving events from other processes. 
This obviously reduces the number of states one has to consider. 
Sequentiality: Some tasks are constructed from sets of program segments belong- 
ing to different processes. Sometimes the program behaves as if the involved 
processes collaborate to perform one such task, then they (perhaps with some 
processes joined or retired) commence the second task, and so forth. Once conditions 
for this behavior are identified, there is no reason to consider states where processes 
are executing segments from different tasks. Such sequentiality is reflected by the 
definition of communication closed layers [2]. The program is decomposed into sets 
of program segments called layers such that there is no interaction (communication) 
among different layers. Then, the program behaves as if the tasks are executed 
according to some predefined order. Layers can be identified using the proof rules 
of [I41 and are used for verification in [35]. 
In both cases, some of the global states are identified as “not interesting” (although 
they occur in some execution sequences) and special proof methods are devised to 
handle them. In addition to the methods described above, reducing the state space 
of a concurrent program by considering a representative subset of interleavings is 
suggested in [17, 36, 16, 121. In these works, classes of execution sequences are 
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defined that are indistinguishable up to permuting independent operations. For 
properties which cannot distinguish between sequences of such a class it is possible 
to use proof rules such as in [ 18,301 that essentially choose a representative execution 
from each equivalence class. This obviously can handle locality, because a sequence 
in which local independent tasks appear entirely one after the other (in any order) 
is a representative for all the interleavings in which these tasks are merged. As 
proved in [ 193, sequentiality can also be captured, choosing representative sequences 
with states for which all relevant processes commence a layer at the same time. 
We propose a semantics that allows exploiting both locality and sequentiality of 
a concurrent program, as well as providing a semantic framework for the works 
cited above. Moreover, since the semantics suggested here extends the definition of 
independence among program operations, a proof method that extends those works 
is also facilitated. In Section 2, the semantics of conditional traces is introduced 
and compared with other approaches. In Section 3, the semantic approach is further 
described and demonstrated. As an application, verification for total correctness is 
demonstrated within the proposed semantics, Finally, Section 4 discusses when the 
semantics is most beneficial. 
2. Conditional traces 
The semantics presented in this paper is defined within the framework of traces. 
However, it may be defined similarly with respect to partial orders among events, 
where interpreted slices (left-closed subsets of events) represent the possible global 
states of the program (as in [17]). This would give a model known as interleaving 
sets. Translations between these two models often exist, although they do have some 
different assumptions in their construction, concerning infinite executions and fair- 
ness. Infinite conditional traces can also be defined as an extension of infinite traces 
[20], and evidently most other partial order semantics could be treated similarly. 
The programs considered will be given as collections of transitions, although of 
course it is possible to express the ideas directly in terms of a higher level language. 
2.1. Collapses 
Traces, as presented in [25,26], are equivalence classes of strings of program 
operations T where each string can be viewed as an interleaved history of an 
execution. The strings in a single class are indistinguishable in the sense that 
concurrently executable operations are interleaved in either order. Trace semantics 
uses a fixed symmetric and irreflexive dependency relation D on pairs of operations 
to define an equivalence relation on strings. Note that this relation is over operations, 
and not events, and is assumed to be given for each semantic model. Two strings 
u, w E T* are considered equivalent if one can transform v into w by repeatedly 
commuting adjacent pairs of independent operations (i.e., operations a, /3 such that 
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(a, p) @ D). The fact that pairs of adjacent occurrences of operations that are not 
related by D can be commuted is considered as a lack of order between them, and 
can be interpreted as if they can execute concurrently. Thus, trace semantics is 
considered as a representation of partial order semantics. We use (Y, (Y,, (Y’, p.. . for 
typical operations. Strings of operations are denoted by U, V, w, . . . . The empty 
string is denoted by E. 
A program Pr is a triple (T, 7, 0) where T is a finite set of operations or transitions, 
j is a finite set of variables, and 0 is a predicate called the initial condition. Each 
operation (Y E T is associated with a pair (en,, fa) where en, is a predicate (the 
enabling condition) and fa (the transformation) is a tuple of Iv/ terms over some 
fixed first order language. The predicates 0 and en,, for each (Y E T contain no free 
occurrences other than the variables of j. The same holds for the variables used in 
the terms fa. 
A (global) state of a program is an interpretation of its variables, associating each 
of the program variables with a value from its domain. Intuitively, in order that an 
operation (Y execute from a global state J, J must satisfy en,. When (Y executes, 
the new program state is fn (J). States (interpretations) will be denoted by 1, J, . _ . . 
An operation (Y can be written as the guarded command (en,,(j) + Y :=./L(Y)). 
The condition before the arrow controls when the operation may execute and the 
effect of the operation is to simultaneously assign the Iv/ expressions fa (~7) into the 
set of variables j respectively. Notice that in some cases it is convenient to use 
partial functions for fa, as fn does not have to be defined when en, does not hold. 
For example, when (Y =(x # 0 - y := z div x), the term z div x is defined only for 
a nonzero x. We can always complete fa into a total function which returns some 
arbitrary values when Ten, holds. 
Since a typical operation changes only a subset of the program variables, we will 
consider only the part of the assignment which is not the identity. Thus, we write 
(cond - x := y) instead of (cond - (4 Y, z. . .) := (y, y, z. . .)). For CSP-like [ 151 
programs and shared memory programs (with await), a transformation into a set 
of operations appears in [23]. Petri nets [31] can be represented as operations as 
shown in [30]. The notation ~p[A~((y)/y] means the result of substituting in cp for 
each 1 d i 4 Ijl, the ith t erm offa (y) instead of each of the free occurrences of yi E j. 
The predicate transformer wp,(cp) = en,(j) A cp[fm(j)/j] is called the weukestprecon- 
dition [lo]. For a predicate cp, wp,(cp) returns the predicate that is satisfied exactly 
by states from which (Y can execute and produce a state satisfying cp. 
We now will redefine histories, traces and the independence conditions. 
Definition 2.1. A history of a program Pr is a pair h = (J, u) where J is an interpreta- 
tion of j (i.e., an assignment) called the initial state of h, and u E T*. Let n = 1~1, 
v = R!ILyZ.. a,. We require that J l= 0 (J satisfies the initial condition). Furthermore, 
there exists a sequence of interpretations J,,, J, , . . . , J,, with Jo = J such that: 
(1) foreach l~iSn,J,_,ken,,,; 
(2) for each 1 G is n, J, =fa,(Ji_,). 
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For each history h = (J, IJ), let the nth interpretation in the above sequence, namely 
.JUi (which is a function of h) be denoted byjm,,. This is called thejnal interpretation 
of h. We use h, h’, h,, I,. . . for histories. It is obvious from the definition that for a 
history (J, v), if w is a prefix of U, then (J, w) is also a history. 
Definition 2.2. A collapse of Pr is a set of predicates 4 = {A,,, 1 a, j3 E T, a f /3} such 
that for all (Y, p E T, a # p, A,,,( = Ap,u) satisfies: 
(1) vY(A,,,(.P) A en,64 A enfiG)) -.L(&(.P)) =fP(L(Y)) [commutativity when 
operations are enabled], and 
(2) VY(&,&) A en,(y)) * (enp(y) e enp[fa(j)/j]) [if (Y is enabled, its execu- 
tion does not change the enabledness of p]. 
A collapse defines the new independence condition, usually between occurrences 
of operations from different processes. 
This independence requires both commutativity of the transformations made by 
both operations and preservation of the enabledness (disabledness) conditions of 
one another. The latter condition is intended to eliminate two cases in which it is 
counter-intuitive to assume that operations are independent. 
In the first case, both (Y and /3 are enabled at some state. However, executing cx 
causes p to become disabled. Obviously, (Y has an influence on the execution of /I. 
Consider for example the two operations LY = (cp AX = l- x:=x-l), p = 
(ti/\x=l- x := x - 1). (These operations can be thought of as the acquisition of 
the binary semaphore x [9].) If (Y is executed from a state satisfying cp A $ A (x = l), 
then p becomes disabled, until some operation increments x. 
The second situation is that p cannot be executed from a state J (i.e., J b lenp), 
but becomes enabled after (Y is executed from J. This can happen with (Y = 
(true - x:=x+1), P=(x>O- z := 3) and a state J in which x = 0. Again, a 
influences the execution of p. Another reason to reject such a situation is that we 
want A,,, to identify when cup is equivalent to pa. This is not the case in the state 
J, and therefore A,,, should not hold in J. 
The operations (Y and p are said to be independent in a state J iff J b A,,,. When 
A u,p is true, if these operations are executed in some order, their execution order 
can be reversed. When A,,,, is false, the semantics we will define below does not 
allow changing the order among (Y and p even if they are commutative. 
As will be seen below, the predicates will indicate when histories may be considered 
equivalent, collapsing the structure of what must be considered to be significantly 
different. For a program Pr, it is sometimes possible to have many collapses. In 
verification there is no need to find the weakest possible predicates, and we consider 
below which ones are appropriate for semantic definitions. 
Variants of the requirements from a collapse could also be considered. One 
possible change would be to disallow the situation where CY and p are considered 
independent in states where either one or both of them are disabled. However, this 
would result in exactly the same semantics, and requires stronger collapses. Another 
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possible change is to break the symmetry that requires for each (Y, p that A,,, = A,,,. 
However, we feel that independence is inherently a reflexive property. Although 
the predicates in a collapse are symmetric, we shall see that there can be states for 
which operation LY can be switched with p when cu/3 occurs, but there can be other 
states in which LY and p cannot be switched when /%Y occurs. 
Lemma 2.3. Zf h = (J, u+i) is a history of Pr, I= (J, u) andfin, k A,,, where A,,, is 
in a collapse of Pr, then h’= (J, uf3aii) is also a history of Pr and fin,, =$n,,,. 
Proof. Let 1’ = (J, ua). Since /3 is enabled in fin,, = fu (fin,), by the second clause of 
Definition 2.2 it must also be enabled in jn,. Thus, let l”= (J, up). Again, using the 
symmetry in the definition of a collapse, en, holds in fin,~,. Now let 1, = (J, uap) 
and & = (J, I.+). Again from the definition of a collapse (the first condition) it 
follows that fin,, =jnr2. The fact that h’ is a history and that fin, =jn,,. follows from 
Definition 2.1 by a simple induction on the length of U. 0 
A collapse induces an equivalence relation on histories of Pr that have the same 
initial state. Two histories h and h’ are equivalent iff their initial states are the same 
and one of the strings is obtained from the other by commuting adjacent operations 
only when the independence among them holds. Thus the semantics of a program 
is determined by its collection of histories, and by its collapse. 
Definition 2.4. The histories h = (J, u) and h’ = (J, w) are equivalent (denoted h = h’) 
iff there exists a sequence of histories (J, v,), (J, v,), . . . , (J, u,) with v, = ZI and v,, = w 
and for each 1 s i < n there exist u, GE T”, a, p E T such that u, = ULUPU, vi+, = U/~LVU 
and for I= (J, u), $n, + A,,,. A conditional trace is an equivalence class of histories. 
Conditional traces will be called simply traces in the sequel. Denote a trace as 
(T = [J, u] where jr is the mutual initial state and (J, v) is a member of the equivalence 
class. The interpretationjn,, is generalized to traces by taking the final interpretation 
of any member of the equivalence class, as justified by Lemma 2.5 below. Traces 
will be denoted by V, v’, (T;, . . . . Using Lemma 2.5, the length of a trace can be 
defined as the length of any of its members. We will say that a trace u satisfies cp 
if fin,, b rp. 
Lemma 2.5. If h = 1 then Jin,, =jn, and the length of the string of h is the same as the 
string of 1. 
Proof. Simple induction on the number of times an operation is commuted when 
transforming h to I and using Lemma 2.3. 0 
Concatenation between two traces (T, = [J, u] and uz = [Z, w], denoted (T,w~, is 
defined when fin,, = I as [J, uw]. The prefix relation G between conditional traces 
is defined as (T, E uz iff there exists some (TV such that (T,u~ = (TV. It is said that (T, 
is subsumed by (TV. If in addition, the length of c, is shorter than the length of u2 
by exactly one, it is said that u2 is an immediate successor of u, . 
Condirional independence using collapses 343 
Two traces w, and (T* of a program Pr are consistent iff there exists some cri of 
Pr such that u, co, and a,cuj. A set of traces r is directed if for each pair 
u,, USE r, the set r also contains a trace that subsumes both (T, and uZ. A run of 
Pr is a maximal directed set of traces. We denote runs by I7, II’, . . . . An execution 
sequence of 17 is a maximal sequence of traces u ,, , u u ?. . of II such that for each 
i>O, v;+, is an immediate successor of a,. 
By strengthening or weakening the independence conditions (i.e., the collapse), 
the traces can shrink or grow, respectively. For example, by choosing A,,, = false 
for each distinct pair of operations, each trace contains exactly a single execution 
sequence. This is exactly as in linear interleaving semantics, where equivalences 
among sequences are not explicit on a semantic level. Ordinary traces, with a 
dependency relation 0, are a special case of conditional traces, where A,,, =fulse 
if ((Y, p) E D and A,,,, = true if (a, /3) g D. Note that sometimes operations in the 
same process are arbitrarily assumed to be ordered, so that the condition for such 
operations will be false even when otherwise it could be true. 
Lamport and Schneider [22] also utilize independence to simplify reasoning on 
concurrent programs. In their formalism, it is said that LY commutes to the right with 
/3 if whenever p is executed immediately after (Y, their order can be interchanged, 
producing the same net effect. A similar idea, called semi-commutation, has appeared 
in several papers, for example [27]. This definition is obviously nonsymmetric with 
respect to this pair of operations. Although the definition of a collapse requires that 
the predicates A,,,, and A,,, be the same, symmetry can be broken by using a 
predicate that is true whenever the operations can be executed from a state in some 
given order, but is not true in all states where the operations can execute only in 
the opposite order. Thus the former states would allow switching the order, but the 
latter ones would not. Furthermore, we show below how to expand commutativity 
to allow conditional right commutativity. 
Assume that it is given that a commutes to the right with /3 provided that cp, 
holds. Then, A,,, = ‘p, A wp,(en,) allows (Y and p to be commuted exactly in states 
when cp, holds and CY can be executed followed by /3. Now, to see why the above 
formulation of (part of) a collapse captures the property of commuting to the right, 
observe that histories whose final interpretation satisfies wp,(enp) are those from 
which cy is enabled and, after executing a, the operation p is enabled. That is, if 
h = (J, u) is a history of Pr and jinh k wp,, ( enp), then (J, ZX$) is also a history of Pr. 
Assume that A,,, = p, A wp,,(ens) satisfies the conditions of Definition 2.2. Let 
h = (J, v) be a history of Pr whose final interpretation satisfies A,,,. Then, h’ = (J, ZICU~) 
is also a history of Pr. By Lemma 2.3, it holds that h”= (_I, #a) is also a history of 
Pr, so that (Y commutes to the right with p. Conversely, assume that (Y commutes 
to the right with p from all the histories that can be extended with ap and whose 
final interpretation satisfies ‘p, . Let I = (J, v) be a history of Pr where Jin, k cp, and 
I’= (J, uap) is another history of Pr (hence, jn, + cp, A wp,(en,,)). Thus, from right 
commutativity, 1” = (J, Z&X) is also a history of Pr, with _/in,, =$n,,,. The conditions 
of Definition 2.2 hold: Condition (2) (for both pairs LY, p and ,& LY) stems from the 
fact that both I’ and I” exist, and hence (Y and p are enabled in jn,, (Y is enabled 
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after the execution of /3, and p is enabled after the execution of LY. Condition (I) 
holds since jiq =jin,,. and (Y and /3 are enabled in jin,. 
In a similar manner, if in addition to the conditional right commutativity of (Y 
and p discussed above it is also known that p commutes to the right with (Y when 
(p2 holds, then A,,, = (‘p, A wp, ( enB)) v ( ‘p2 A wpp (en,)) can be used. Notice that there 
might exist states in which cp, A l(p2 holds but /3 can only be executed before (Y (or 
similarly, states in which q2 A -~cp, holds and (Y can be executed before p). 
Another definition of independence, by Best and Lengauer [8], is called semantic 
independence. They show that every pair of events from a pair of operations can be 
commutative even when the same variables are used in both, because the property 
needed from each mutual variable is always invariant to events ofthe other operation. 
Their definition is however stronger than commutativity (that is, if two operations 
are semantically independent, then they are commutative) and concerns the possibil- 
ity of distributed implementation. This approach might also be generalized to 
conditional semantic independence, where the needed property is invariant only 
when the collapse holds and otherwise the pair of events cannot be commuted. 
The semantics of a language can either be determined by picking a fixed collapse, 
as above, and combining it with the basic collection of traces to obtain the appropriate 
equivalence classes, or by using the weakest collapse as the most general default. 
This collapse is true for a and p exactly in those states for which the two conditions 
in the definition of a collapse are true. Thus it allows exploiting the independence 
of events whenever possible. The weakest collapse can be formulated as 
A u,p = (en,(j) A en8(j) A enn[fp(.91~l A enpLL(.91.Vl 
A”L(fp(j)) =J3(“L(Y))) 
The first disjunct gives the positive conditions in Definition 2.2, while the others 
treat cases where operations are not enabled. 
Some related ideas have independently been suggested in [ll], using an oper- 
ational model called concurrent automata, and connecting the results to domain 
theory. 
2.2. Conditional traces as partial orders 
It is instructive to study the connection between various kinds of semantics. 
Finding a correspondence between two models can be beneficial when one model 
is more intuitive while the other is easier to handle mathematically. Expressive 
power of different models can be compared by showing that one model corresponds 
to a restricted class of a second model. 
In particular, ordinary traces have been shown [25] to be related to a sub-set of 
partial order semantics. This was demonstrated through transformations between 
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traces and a class of partial orders. According to this view, a trace is the set of 
linearizations of a finite partial order execution that satisfies additional conditions. 
Ordinary traces can be seen as conditional traces with A,,,, fixed as either true 
or false. Since the definition of conditional traces is an extension of the definition 
of traces, it is interesting to consider whether conditional traces also correspond to 
linearizations of partial orders. 
For notational convenience, in this section we ignore the initial state element of 
histories and traces, as its explicit occurrence is orthogonal to the transformations. 
Thus, we denote by [w] a trace where the history (J, w) is one of its histories with 
some initial state J. Similarly, we may simply write w instead of denoting the above 
history. 
Sets of strings of operations and partial order among occurrences (executions of 
operations) cannot be compared directly. Thus, the appearances of operations in a 
string must be translated into occurrences so that both models handle the same 
entities. This can be easily done when no autoconcurrency (the concurrent execution 
of the same operation) is allowed. For the kind of programs we model, this 
assumption is natural. 
In this case, we can count the number of times each operation appears in a string 
(this number is the same for all strings in the same trace). Then an occurrence is a 
pair ((Y, n) of an operation (Y and its occurrence number n. 
Let #,w be the number of times the symbol (Y occurs in the string w. The ith 
symbol in w will be denoted by (Y~. Let 
~W>={a~(YETA#,w~O} 
(the set of operations occurring in w). An occurrence of w (or, equivalently of [w], 
because each operation appears the same number of times in each member of the 
equivalence class) is any pair (a, n) where cr E YW and 1 d n c #,w. Let 5,. be the 
isomorphism from 1.. .( ) w to t h e set of occurrences of w defined as 
tyLl( i) = ((u;, I{j ( j S i A aj = a,}]). 
For example, Sappvcy will map the integers 1 . .5 to ((w, l), (p, l), (p, 2), (y, I), ((Y, 2), 
respectively. 
Now we define a class of partial orders that can be shown to correspond to 
(ordinary) traces. This class contains partial orders 8 = (E, <), where E is a finite 
set of occurrences such that the occurrence numbers are associated with an operation. 
That is, the set {i I (a, i) E E} is an initial (possibly empty) set of the positive integers. 
The relation “i” is a partial order in E such that 
(Cl) 
(C2) 
(C3) 
for each (a, n), (cr, m) E E, (a, n) < (a, m) iff n < m (this is a consequence 
of disallowing autoconcurrency), 
if 4, = fake (the operations are directly dependent), then for each ((Y, n), 
(/3, rn)~ E either ((Y, n)< (/3, m) or (p, m)< ((u, n), and 
if A,,, = true (the operations are independent when adjacent) and ((_y, n) < 
(/3, m), then there exists some (y, q) E E such that ((Y, n) < (7, q) i (p, m). 
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this provides additional richness of expression to conditional trace semantics using 
collapses. In order to provide similar expressibility in the partial order framework, 
clearly conditions such as (C2) and (C3) must be removed, and some sort of 
“dependence condition” should be added to the partial order to express that the 
relation among occurrences only holds when the condition is true. 
It is nevertheless interesting to restrict conditional traces so that they will corres- 
pond to a class of partial orders (which will be larger than the class corresponding 
to ordinary traces). The idea is to define an intermediate level between the fixed 
independence relation between operations (corresponding to ordinary traces), and 
general collapses, where a pair of executions of operations can have an arbitrary 
independence relation, depending on the state. In the intermediate level, the relation 
between occurrences of operations ((a, i), (p, j) pairs) is fixed, no matter what state 
they are executed in. 
Let X be a set of total orders on some finite set of occurrences E. 
Denote the intersection of the total orders in X by int(X). This defines a partial 
order of occurrences. Let 8 = (E, <) be a partial order. E is a finite set and < E E x E 
is a transitive, irreflexive relation. The set of linearizations of 5Z is denoted lin(‘Zf). 
We seek a condition for /in and int to be opposites, i.e., that SY= lin(int(2’)). 
It turns out that the pair of transformations above are inverses precisely if for 
each pair of occurrences, whenever e, and e2 occur adjacent either they never can 
appear in the opposite order or they always can appear in either order, and commute, 
That is, the independence of occurrences is uniform in a trace. 
This can be formulated as an additional restriction on collapses by adding the 
following constraint (condition 3) to Definition 2.2: 
(3) (en,(Y) * qLL(J)ld A en,(j) A A,,(.?) A A,pLL(~)lA) 
- (4x,($ * &,,[f,(J)lyl). 
We call this condition the uniformity condition. The condition requires that when 
an occurrence of y can be commuted with adjacent occurrences of a and p (that 
is, y is commuted first with cx and immediately after that with p, or first with /? and 
then with a), it does not change the dependency between LY and /3. In Fig. 1, where 
A,, holds in J,, and A,,, holds in J2, then the truth value of A,,,, is the same at J, 
and J3. 
When SY= lin( int(SV)) holds for every set of total orders obtained from a trace 
of the alphabet T and collapse 9, the uniformity condition is satisfied. If the 
Fig. I. The uniformity condition. 
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uniformity condition were not satisfied, we would have the situation seen in the 
problematic situation described earlier, so that the original traces are not obtained 
after linearizing the intersections. Showing that the uniformity condition is a sufficient 
condition is less trivial, and the proof will be sketched in the next few paragraphs. 
A permutation sequence 77 is a finite sequence of equivalent histories h, , h2, . . , h, 
such that for each 0 < i s n, hi is obtained from hi_, by exchanging a pair of adjacent 
occurrences. That is, h,_, = (J, ucupu), h, = (J, upcm), for some u, 2, E T*, a, p E T, 
Jiq.,,, I= A,,,. 
First, it is shown that if h=(J, u,(Y/~Q) and l=(J, uJc@u4) (or 6=(J, u,pcuv,)) 
(recall that cr and p denote occurrences) are equivalent histories, then there exists 
a permutation sequence n starting with i and ending with h^ which satisfies the 
following conditions. 
(1) In each history h of 7, at most one occurrence can appear in between cr and 
P. 
(2) If some occurrence y is commuted to the right (left) with LY (p) when moving 
from one history hi_, to h, in 7, then y is commuted with /3 (a) when moving 
from hi to h,+,. 
This is proved by induction on the number of occurrences other than cx and p 
that change their position in the permutation sequence r]. The base of the induction 
is clear, as a permutation sequence where only Q and p commute obviously satisfies 
conditions (1) and (2). 
The induction step uses the uniformity condition. Commuting the rightmost (or 
the leftmost) occurrence y that changes its position in a permutation sequence n 
can be delayed until after all the other occurrences that change their place in n 
have been commuted among themselves (not involving y). Using this property, a 
permutation sequence 7’ with the same first and last histories as n and the same 
or a smaller number of histories is obtained. However, n’ has two parts: the first 
one, in which y does not change its place, and the second one in which y commutes 
to its final place, moving in a single direction. The second part of n’ already satisfies 
the two properties that we want to prove. The first part has fewer occurrences that 
change their position. Thus, the inductive hypothesis can be applied to it. 
Consider the following permutation sequence n with some fixed initial state J: 
yaps~cuyps~ays~J(YGy~~sayp~sff~y. 
Then, y is the leftmost operation to move, and hence, there exists the following 
permutation sequence: 
y doe, no, move 
‘yaps 3 yffsp =3 ysap’* 6 yap =-a sa yp =3 SC@ y. 
Now it is easy to show that either in all the histories of n where a pair of 
occurrences (Y and /3 are adjacent (Y and p are independent, or in all these histories 
they are dependent. In particular, this holds for the first and the last histories of 7. 
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Therefore, there are three levels of traces. In ordinary traces, the independence 
relation between operations is fixed. In the intermediate level, the relation between 
(cu, i), (p, j) pairs is fixed. In the most general collapse, a pair of operations can 
have different independence relations in different states. 
Whether or not the intermediate level is considered essential is a matter of taste. 
For purposes of verification and optimization, where the final results are the impor- 
tant consideration, it seems to be extraneous: there is no reason to restrict the 
properties being described, and it is expensive to determine that the added constraint 
is being maintained (as there are 0( 1 TI’) logical conditions to be checked). In other 
words, conditional traces using collapses provide the needed ability to express the 
context in which an occurrence is executing, and should not be arbitrarily restricted. 
Note, of course, that only those aspects concerning independence of occurrences 
are affected by changes in the semantics due to the choice of a collapse. For example, 
global invariants of a system are not affected, since the same collection of states 
exists in the system, and only the grouping of histories is determined by the collapse 
chosen. 
3. Examples 
3.1, Two programs 
The following program (which is a slight modification of a program in [24]) 
computes the number of possible combinations when choosing k out of n distinct 
elements using the formula 
nx(n-l)x...x(n-k+l) 
lx2x...xk 
The left process repeatedly multiplies the numerator as the values of y, range 
between n and n - k + 1, while the right process repeatedly divides the denominator 
as the values of y2 range between 1 and k. The operation m3 allows m4 to be executed 
only when the number of values multiplied is greater than the number of values 
divided. This guarantees that m4 will always produce an integer result (and thus 
can be implemented as an integer division). The initial condition is 
0 = y,=n/Yy,=O r\y,=lr\r=r,Am=m,. 
r, : if y, = (n -k) then halt m, : if yZ = k then halt 
rz : Y, := y3 x Y I m,: y,:=y,+ 1 
r3 : y, := y, - 1 m3: await ,v?S n -y, 
r,: got0 r, m4: Y, I= Y,/Y, 
m,: got0 m, 
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Following is a translation of the program into a set of operations. We have used 
the function 
if(cond, a, b) = a 
if cod = true, 
b if cond = false, 
which returns either its second or third argument, depending on the boolean value 
of its first argument. The variables Y and m represent the program counters. Executing 
the command halt terminates the execution of a process. This is translated as 
assigning a special value to the program counter which disables all the enabledness 
conditions of the process. 
The left process translates into 
(r= r, - r := if (y, = (n - k), halt,., r?)) 
(r=rz----+ (r,y3):=(r3,y3xyl)) 
(r=r3--+ (r,yl):=(r4,yl-1)) 
(r= r4- r := r,) 
and the right process into 
(m=m,- m := if (y, = k, halt,,,, mz)) 
(m=m,- (m,yz):=(m3,y2+l)) 
(m=m,riy2sn-y,- m := m,) 
(m=m,- (m, y3) := (ms, y3/y2)) 
(m=m,+ m := m,). 
Divide the program operations into two sets (the name of an operation and the 
value of the program counter when the operation is available are the same): 
R={r,, r2, r3, r4>, M={m,, m2, m3, m4, ms>. 
In every history with operations from R and M, one can commute adjacent pairs 
of operations from R and M unless the pair is ( r3, mj) and y2 = n -y, + 1. In that 
case, m3 cannot be executed first, but if r, is executed first, y2 = n -y, and the await 
statement succeeds. We define 
true if (a, P) E CR x M)u CM x R)\{(r3, m3), Cm,, r3)}, 
A 4 = 
( 
false if(a,P)E(RxR)u(MxM), 
y,#n-y,+l ifa=r3Ap=m, (ora=m,AP=r,). 
It is always possible to commute an operation from R with a previous operation 
from M. The only nontrivial case is in showing that the operation r3 may precede 
m3. Note that if m3 is executed immediately before r_ , i then its enabledness condition 
y, d n - y, implies y, G n - y, + 1 or, equivalently, y, s n - (y, - 1). Thus, in that same 
state, if we now want to execute r3 first, decrementing y, will leave the condition 
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for executing m3 still true, so that the same result is obtained as previously. Since 
each execution sequence is equivalent to the sequence in which all the operations 
from R are executed before all the operations from M, there is a single maximal 
trace for the program (and hence, a single run). 
As another example, consider the following producer/consumer program [22] 
with a bounded buffer. The program counters of the two processes are p and c, 
respectively, while n, and n, are used to count the number of values produced and 
consumed, respectively. In this program, the left process P(roducer) generates M 
values using the function inp( n,,) where 0 s np < M. It uses the buffer buf[O . . N - l] 
to communicate the values to the right process C(onsumer). Process C consumes 
the values from the buffer by executing the procedure out(y) for each y obtained 
from the buffer. 
The initial condition is (3 = p = p, A c = c, A n,, = 0 A n, = 0. 
p, : if n, = M then halt c, : if n, = M then halt 
p?: x:=inp(n,) c2 : await (n, - n,.) > 0 
p3: await (n,>-n,)< N c3 : y := huf[ n, mod N] 
p4 : buf[ n, mod N] := x C 4: n,:=n,+l 
ps : np := np + 1 cg : out (y 1 
Ph: @OP, c,: got0 c, 
Since the buffer is bounded, both processes must synchronize so that the values 
produced are exactly those that are finally consumed. Since the producer uses np 
to count the number of values produced, while the consumer uses n, to count the 
number of values consumed, when n,, - n,. = N, the buffer is full. Hence, the producer 
has to wait for the consumer to consume some values. On the other hand, when 
n,, = n,, no new values are ready in the buffer, and the consumer has to wait for the 
producer to produce new values. 
Let P be the producer’s operations and C be the consumer operations. Indepen- 
dence predicates can be defined as follows: 
true if(a, p)r PxC\{(p,, ~4, (p5, cd, (p4, cJ>, 
(true if (D, P) E C x P\{(c,, pd, (G, ~4, (c,, p4)l), 
A 
,false if(cu,p)EPxPuCxC, 
<?,fi = 
n,, > 4 ifa=p,~p=c,(ora=c~~p=p,), 
n,, - n, < N ifa=p,A/3=c,(ora=c4Ap=p,), 
,n,modNfn, modN ifa=p4Ap=c,(ora=cjAP=p4). 
Using these predicates, it can be shown that each execution sequence of the 
program is equivalent to the sequence of operations in which the elements are 
inserted and removed one at a time, i.e., the sequence p,p2p~p4p5phc,c~c~c4cgch 
appears M times and then p, and c, appear once. It should be noted that it is not 
always the case that a single representative sequence can be found, even though 
this is the case for these two examples. 
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Although in the above examples we followed the convention of totally ordering 
the occurrences from operations in the same process (as seen in the line of both 
definitions for which A,,, =fulse), this restricts the generality. In the second example, 
AC4,+ could be rrue. This would require changing the translation from the program 
to a set of transitions, so that the update of the program counter could be ignored 
in determining independence. Other possibilities are left as an exercise for the reader. 
3.2. An application: verifying total correctness 
The interaction between concurrent segments of a program (usually called pro- 
cesses) poses considerable difficulty in verification that does not exist in sequential 
programs. The basic method is to use assertions that cover all the possible states of 
the program generated by interleaving independent (concurrent) operations [3]. The 
assertions are global (referring at the same time to variables of different processes). 
Considering only the number of possible combinations of values for program 
counters, this number can grow to the product of the sizes of the different processes 
(by “size” we mean the number of operations). 
It is evident from the works mentioned in the introduction that the following 
pattern of program verification is appealing: In a first stage, analyze the structure 
of a concurrent program. That is, identify independence among various parts. Then, 
at a second stage, use proof rules that exploit this independence. Identifying 
independence does not mean that actual extra structuring is marked or constructed 
on programs or program models. Merely, some conditions are satisfied that guarantee 
the soundness of the rules used in the second step. We present proof rules that 
utilize collapses. These rules are shown to be sound and complete for proving total 
correctness. 
Total correctness of a program Pr with respect to an assertion Cc, demands that 
if Pr started executing from a global state satisfying 0, then it will eventually 
terminate in some state that satisfies $. 
Methods based on linear execution sequences use well-founded induction to show 
that each sequence is finite and terminates with a correct global state. A parametrized 
inductive assertion q(n), where n belongs to some domain 74, is used to guarantee 
that from all the intermediate states of the execution satisfying it, each successor 
state satisfies cp(m) for some m < n according to some well-founded order “i” on 
W. Here, instead of taking care of all the successors of each state, we demand that 
p(m) with m < n will be satisfied by at least one successor of each state satisfying 
cp(n) in every run. By repeatedly choosing successors according to this rule, rep- 
resentative execution sequences (at least one for each run) are shown to satisfy the 
well-founded induction. 
Below we prove two lemmas that connect the intuitive notions of termination and 
total correctness with the conditional trace model. 
Lemma 3.1. If a program does not terminate, there exists an injinite run. 
Proof. If the program does not terminate, there exists an infinite sequence of histories 
Conditionnl independence using collapses 353 
h,,h, h,. . where h,, = (J, E), J k 0, h, = (J, v,) and for each i> 0, for some (Y E T, 
_iin,,, k en,, and v,+~ = qcy. For each i b 0, let u, be the set of histories equivalent to 
h,. Thus, (T~u,(T~. . . is a sequence of traces. The set of traces in this sequence is 
directed. It might be the case that this is not a maximal directed set, but then it is 
contained in a maximal infinite run. 0 
Lemma 3.2. If a run 17 is jinite, it has a single maximal trace (according to the trace 
order “c”) and its final interpretation satisjies Term = A,,,: 7 Ten,,. Otherwise, no trace 
of IZ satisfies Term. 
Proof. Since by definition any two traces of a run must be subsumed by a trace in 
the run, there is only one maximal a, since the run is finite. Obviously, fin<, b Term. 
Now, assume that an infinite run 17’ has a trace u satisfying Term. It must also 
have a trace u’ whose length exceeds that of u (because the number of traces with 
length not more than Iu( is finite). Thus, there must exist a trace subsuming both u 
and u’. However, this is impossible, since u satisfies Term. 0 
Thus, total correctness of a program Pr with respect to 0 and Cc, holds iff each 
run II of Pr is finite and the final interpretation of its maximal trace satisfies $. 
A notation is needed to describe assertions that use intermediate states, residing 
on representatives from each equivalence class. Linear temporal logic [23] is 
inadequate here, because it implicitly relates to all the sequences. The logic ISTL 
[17] is appropriate. Here, only the subset needed for total correctness proofs is 
used. The rules presented generalize those seen in [18]. 
Definition 3.3. We denote cp + EXrC, iff for each run Il of Pr having a trace u with 
fin, k cp, there exists an immediate successor u’ with jin,,, b $. We denote cp -+ EF$ 
iff for each run II of Pr having a trace u with jin,, k cp, there exists a trace U’E II 
subsuming u with jin,,, k $. 
Rule 1: SIMP. The following rules are simple properties of “EX” and “EF”. They 
reflect semantic properties of runs. 
Rule 2: 
(WY’) 
SlMPl SlMP2 
c~+ExrL cp-* 
~P+EW ~P-EF~L 
SIMP3 SIMP4 
‘p+cp1v(P2 
cpI - EW cp - Eh, 
cpz - EF* cpI - EW 
~P+EW v-f EW 
IND. Well-founded induction can be proved using the following rule. Let 
be a well-founded domain (no infinitely decreasing chains). Let q(n) be a 
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first order formula with a parameter n from the domain of W. 
IND 
cP-3ncpCn) 
cp(n)-+EF(Gv~m<ncp(m)) 
Rule 3: STEP. Proving cp + EX$ is the kernel of the proof method. To choose only 
representative successors for cp, the set of operations T is partitioned into two 
complementary sets Q and Q( = T\Q). Instead of showing that each LY E T enabled 
when cp holds will produce a state satisfying 9, the aim is to show that: 
(1) by executing operations from Q, enough successors for the states satisfying 
p are generated; 
(2) when executing any operation from the set Q from a state satisfying cp, a state 
satisfying 9 is reached. 
A third predicate v is used to achieve the first goal. It is used to show that from 
a state satisfying cp, as long as no operation from Q is executed, each operation 
from Q is either disabled or independent of all the operations of Q. Using the 
maximality property of the runs, it is not possible (as will be shown in the next 
soundness theorem) that only operations from Q are executed in a run 17 after a 
trace with final interpretation J. By independence (using the collapse), any operation 
(Y E Q executed after J following a sequence of operations from Q can be commuted 
with these operations and thus occur immediately after J. The last premise of the 
rule asserts that by executing any operation from Q that is enabled in a state 
satisfying cp, a state satisfying Cc, is reached. 
Theorem 3.4. The proof rules are sound. 
STEP 
s1 c~-+(v~V~~~-~en,,) 
s2 for each (Y E Q, v A en<? - wp,, (v) 
s3 v - A\,,,u(ien,, v ArciiQ &,,) 
s4 for each (Y E Q, cp A en,, - wp,, ($) 
Proof. The only nonobvious rule is STEP. Assume that all its premises hold. Let (T 
be a trace satisfying cp that belongs to some run n. By st, c satisfies v and at least 
one operation from Q is enabled at fin,,. Furthermore, by the premise s2, while 
executing after (T (appending to it) only operations from Q, Y is kept invariant. By 
s3, when v holds, each operation of Q is either disabled or the conditions for its 
independence with all the operations from Q hold. Hence, from the conditions of 
collapses in Definition 2.2, the same operations from Q that are enabled in c remain 
enabled after executing any number of operations from Q. Moreover, if an operation 
from Q is finally executed, it can be commuted with all the operations of Q executed 
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since (T. By the premise ~4, by executing any operation of Q from a trace satisfying 
cp, a trace satisfying (cr is obtained. 
If II is a finite run, it is obvious that the maximal trace g’ of II subsuming (T 
cannot avoid executing all the operations from Q after a, because otherwise, at 
least one operation from Q remains enabled, contradicting Lemma 3.2. 
Assume now that n is an infinite run, and all the traces of n subsuming (T avoid 
executing operations from Q after cx Then, this set of traces is not maximal and 
directed. To see this, take some operation (Y E Q that is enabled in CT. Then, v (using 
sz and ~3) guarantees that (Y is enabled in every trace of 17 subsuming CT. For each 
such trace, [J, v] form a new trace [J, VCY]. Let r be the set of newly formed traces. 
We will show now that for each pair of traces cr, E II, CT? E r there exists some trace 
p3 E r that subsumes both U, and (T?. Let g4 E II be the trace satisfying cr,[jn,,4, a] = 
CT? ((T? was constructed from (TV by adding the operation CY). Let (TV E Ii’ be the trace 
subsuming both (TV and (TV. The trace (T? = (~~[Jirr~,~, a] subsumes both (T, and (TV 
((TV k en,, because (T& v4c_ (TV). Similarly, consistency among pairs of traces in r 
can be shown. Hence, IT u r is directed, which contradicts the maximality of n. 0 
Theorem 3.5. The proof rules are complete for veriJ@ng total correctness. 
Proof. It is always possible to choose Q = T, 0 = (d. That is, we may choose not to 
exploit the independence. In that case, the proof method is reduced to other methods 
for proving total correctness, for example to [33]. 0 
Returning to the first example in Section 3.1, the total correctness proof is done 
using two well-founded inductions. The formula ‘p, describes the states obtained 
by executing only operations from R. In order to show progress, we have to use a 
parametric formula where the value of the parameter decreases with each single 
operation from R that is executed. A closer look at the program reveals that y, is 
decreasing with every traversal of the loop r, , r?, r3, r4. Thus, a well-founded 
ordering that decreases with every step of R can be formulated by taking the 
lexicographical order (Xx YP”, Q ,) where .,V” is the set of natural numbers with the 
usual “less than” order, and 
7he, = (R u {halt,.}, r, >, r, >, r2 >, ri >, halt,). 
Let ~,(a, 6) be the parametrized first order formula 
A y,=OAa=y,nb=r. _ - 
A second parametric formula is used to show progress from a state in which the 
left part (the operations in R) has terminated and only operations from M are 
enabled. Again, a lexicographic order (.N x WI, e2) is used where 
YV1 = (M u {halt,,,}, m, >? m4 1, m, >? m, >z m2 >7 halt,,,). 
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Let cpz(a, b) be the parametrized first order formula 
r = halt, A y, = n -k 
A y,= 
nx(n-l)x...x(n-ktl) 
1X2X... x(4’a-if(m=m,vm=m,,1,0)) 
Ay,ckAa=k-y,Ab=m 
describing states obtained by executing operations from M after none of the 
operations of R is enabled (a multiplicity of zero elements is defined to be 1). 
The proof proceeds as follows: 
Using first order logic, 
@ --$ cpr(n, r,). 
Using first order logic and (l), 
0 --) 3a3bp,(a, b). 
Using STEP with v = true, Q = R and 0 = M, and the given collapse, 
((n-k, ha/&) Q, (a, b) A ~,(a, b)) 
+ EX 3a’3b’((a’, b’) <, (a, 6) A ~,(a’, b’)). 
Using first order logic, 
cPr(n -k, halt,) - Ak, ml). 
Using (3), (4) and the rules SIMP, 
~,(a, 6) -+ EF(p,(k, m,) v 3a’3b’((a’, b’) Q, (a, b) A ~,(a’, b’))). 
Using (2), (5) and IND, 
0 -+ EFp,(k, m,). 
Using STEP with v = true, Q = M and 0 = R, 
((0, half,,,) @2 (a, b) A c~z(a, b)) 
+ EX 3a’3b’((a’, b’) q2 (a, b) A +(a’, b’)). 
Using first order logic, 
~(0, halt,,,) + G A A 1%. 
<I C~ T 
Using (7), (8) and the rules SIMP, 
cp~(a,b) * EF 
cc 
CCIA A -n,, 
a F T > 
v 3a’3b’((a’, b’) Q, (a, b) A (~>(a’, b’)) 
> 
(1) 
(2) 
(3) 
(4) 
(5) 
(6) 
(7) 
(8) 
(9) 
Using 
Using 
first order logic, 
cpz(k, WI) -+ 3a3b +(a, b). 
(9), (10) and IND, 
Using (6), (11) and applying SIMP~, 
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(10) 
(11) 
(12) 
4. Discussion 
The semantics of conditional traces is a direct extension of trace semantics. As 
we have shown, a collapse is a formalism that extends independence [25] among 
operations. Instead of using a fixed relation on pairs of operations (predefined, or 
easily obtainable from the set of operations using some formation rules), predicates 
satisfying the independence conditions are used. The motivation for using a collapse 
is practical: it designates when the order among the occurrence of two operations 
does not matter and can be exploited according to the convenience of a proof or 
to improve implementation considerations. Of course, care should be taken that the 
collapse chosen agrees with the intended interpretation of “can be executed in 
parallel”. 
The concept of localiry discussed earlier is reflected in the semantics: a specification 
language, such as the temporal logic ISTL [17] can easily express properties about 
the existence of execution sequences (in each run). A typical such formula assures 
the existence of sequences where processes that are executing some local task, 
independent of the other processes, progress in isolation to the progress of the other 
processes. The concept of sequentialif), is also facilitated. Considering communica- 
tion closed layers, it is possible to assert the existence of interleaving sequences in 
which the order of execution progresses layerwise. This was shown in [19] to hold 
for fixed independence relations and obviously holds for conditional independence, 
provided that the generated runs obtained by a collapse contain the runs of the 
fixed independence relation (this is achieved by weakening the fixed independence 
relation). 
Assertions written as cp + EFt,/t were shown in [17, 18, 341 to express properties 
such as concurrency, immediate response, and serializability [7, 211. Serializability 
involves showing that each sequence of atomic operations in a database is equivalent 
to one in which the operations are grouped together in transactions executed one 
after the other. Thus collapses and related proof systems are appropriate for 
specifying this property and verifying the correctness of concurrency control 
algorithms [29]. For any specification of this type, a complete proof system for fixed 
dependence relations appears in [30] and can also be extended to handle conditional 
dependence. 
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The conditional trace notation provides a uniform framework for investigating 
various strategies for defining collapses, such as those in [22,8], as aids in verification, 
implementation, and program optimization. The results of Back and Sere on refining 
atomicity [4, 51 can also be used to enhance the independence that can be used in 
program verification. Sometimes it is not possible to find appropriate independence 
predicates for the atomic operations, but the program behaves as if the atomicity 
exists at a coarser grain, where independence does hold. Using the techniques of 
[4,5], it is sometimes possible to transform a given program into one with coarser 
atomic operations (although, the aim of those papers is to obtain the opposite, 
namely, refine the atomicity to achieve more concurrency). A possible extension to 
conditional trace semantics can allow achieving the effect of coarsening without 
actually performing the transformation. This is done by allowing independence 
conditions to be defined on sequences of operations (such as AnBy,pr). Then one 
sequence can be exchanged with another-even though finer interleavings cannot 
be done. 
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