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E-mail address: Aelcoot@hotmail.comWe introduce a nonlinear perturbation technique to third order, to study the stability
between two cylindrical inviscid ﬂuids, subjected to an axial electric ﬁeld. The study takes
into account the relaxation of electrical charges at the interface between the two ﬂuids. At
ﬁrst order, a linear dispersion relation is obtained. Analytical and numerical results for the
overstability and incipient instability conditions are given. For perfect dielectric ﬂuids, the
electric ﬁeld has a stabilizing inﬂuence, while for leaky dielectric ﬂuids, the electric ﬁeld
can have either a stabilizing or a destabilizing inﬂuence depending on the conductivity
and permittivity ratios of the two ﬂuids. At higher order, a nonlinear dispersion relation
(nonlinear Ginzburg–Landau equation) is derived, describing the evolution of wave packets
of the problem. For leaky dielectric ﬂuids near the marginal state, a nonlinear diffusion
equation (nonlinear incipient instability) is obtained. For perfect dielectric ﬂuids, two cubic
nonlinear Schrödinger equations are obtained. One of these equations to determine a non-
linear cutoff electric ﬁeld separating stable and unstable disturbance, whereas the other is
used to analyze the stability of the system. It is found that the nonlinear stability criterion
depending on the ratio of permittivity, Such effects can only be explained successfully in
the nonlinear sense, as the linear analysis unsuccessful to inform about them.
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The interaction of electric ﬁelds and free or polarization charges with moving ﬂuids and their common interface, makes
electrohydrodynamic ﬂuid ﬂow a very complicated phenomenon. Electrohydrodynamic instability of the interface between
two ﬂuids stressed by an axial electric ﬁeld has received considerable attention [1–3]. The stability in the presence of an axial
electric ﬁeld in cylindrical perfect dielectric ﬂuids for axisymmetric case, was ﬁrst reported by Nayyar and Murty [1]. They
found that the uniform axial electric ﬁeld has a strong stabilizing inﬂuence on the cylindrical interface for short and long
wavelengths in all symmetric and axisymmetric modes of perturbation, where the two ﬂuids (cylinder and surroundings)
are treated as perfect dielectrics. Some of these works have assumed a perfect conductor, so that charge relaxation can be
considered instantaneous see in Saville [2]. Elhefnawy et al. [3] studied the stability of a ﬁnitely conducting (leaky dielec-
trics) compound jets in an axial electric ﬁeld. They found that the uniform axial electric ﬁeld has a stabilizing or destabilizing
inﬂuence, according to some of conditions on conductivity and permittivity ratios.
In perfect dielectrics case, there is an electrostatics force directed normal to an interface between two isotropic dielectrics
due to the difference in dielectric constants, while the shearing force has no implication since the interface is free of charge
[4]. On the other hand, conductors may be have just such a surface charge, and hence an electrical shearing force in addition
to the normal force. This shearing force is identically zero, if the electric ﬁeld is directed along the axis of a cylinder and re-
mains so until the cylindrical interface is deformed. The study of the polarization charges has attracted the attention of many
investigators [5–9]. Melcher and Schwarz [5] studied the effect of a tangential electric ﬁeld on a planar interface separating
two imperfect ﬂuids, in the present of charge relaxation. Saville [6] demonstrated that the charge relaxation instabilities of
[5] can occur for perfect dielectrics, in contrast to Melcher and Schwarz [5]. Further information and references as well as an
excellent review can be found at Melcher and Taylor [7]. Mestel [8] investigated the effects of surface charge, axial ﬁeld and a
ﬁnite charge relaxation for a slight Reynolds number ﬂow. Chen et al. [9] discussed the small and large electrical relaxation
time limit of a viscous coﬂowing jet in a radial electric ﬁeld. They concluded that the accuracy of the dispersion relation
approximation.
The problemof nonlinear hydrodynamic analysis has been investigated by several authors [10–12]. They showed that some
effects of physical problems can be explained more precisely in nonlinear sense, when the linear theory fails to predict them.
The equations of electrohydrodynamic ﬂow are containing nonlinear terms. Therefore, the phenomenon cannot be dis-
cussed entirely by a linear theory (see for example [13–17]). Elhefnawy et al. [13–15] investigated the nonlinear stability
of cylindrical structures of ﬁnitely conducting ﬂuids inﬂuenced by electric ﬁeld in different situations. In their analysis,
two nonlinear Schrödinger and Klein–Gordon equations are derived. They obtained new instability regions, as the stability
diagrams for different sets of physical parameters. Elcoot [16] investigated the nonlinear electroviscous potential ﬂow anal-
ysis. He sowed that the nonlinear stability condition depend on the viscosity coefﬁcients, which does not explain in the linear
theory of viscous potential ﬂow. Elcoot [17] examined the effects of the surface charge and charge relaxation on the nonlin-
ear stability of cylindrical interface by considering various limiting cases in axisymmetric and nonaxisymmetric modes. He
introduced solutions for some partial differential equations (nonlinear modiﬁed Schrödinger equations) to study the nonlin-
ear stability conditions. Electrohydrodynamics have many industrial applications including electrospraying [18], ink-jet
printers [19], as well as nanotechnology [20].
In this paper, we extend our previous works [3] to include the effect of the relaxation of free charges at the interface and
convection current. These extensions are interesting mathematically. This paper is organized as follows. In Section 2, we
present the mathematical formulation of our electrohydrodynamic problem. In Section 3, we obtain the linear analytical dis-
persion relation describe the stability of the system. Also, the breakup phenomena of liquid jets into drops are discuss in the
light of linear theory. In Section 4, we introduce an analysis based on the Fourier transform and multiple scales method to
derive Ginzburg–Landau equation, which represents the nonlinear analytical dispersion relation of our problem. Generally,
the nonlinear equations describes the competition between nonlinearity and linear dispersion relation. In Section 5, we
discuss some special cases and obtain nonlinear analytical dispersion relations (nonlinear diffusion and Schrödinger
equations). In Section 6, we present results of our numerical calculations for the nonlinearized electrohydrodynamic
problem, and compare the results with the linear instability theory. Finally draw our conclusions in Section 7. Here, the
calculation is greatly complicated in practice because of the intricate algebra, much of which has to be carried out with
the help of computer algebra package mathematica.2. The physical and mathematical model
The considered system is speciﬁcally associated with the stability problems of liquid jet of radius R. A parallel ﬂow of two
inviscid ﬂuids in inﬁnite, fully saturated, uniform and homogeneous media. The two ﬂuids are incompressible and have
uniform properties. The interface between the two ﬂuids is assumed to be well deﬁned and initially circular cylinder. Gravity
forces are assumed to be ignored. The cylindrical jet has a surface tension T at the surface of the undeformed jet. The
cylindrical polar coordinates ðr; h; zÞ are considered. In the equilibrium state, the z-axis is the axis of symmetry of the system.
The inner and outer ﬂuids have densities q1 and q2, permittivities e1 and e2 and conductivities r1 and r2. Generally, the
subscripts 1 and 2 refer to the constant physical parameters of the inner and outer ﬂuids, respectively. It is also assumed
that the jet is acted upon by the inﬂuence of a uniform axial electric ﬁeld E0 along the axis of the jet.
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where F ¼ 0 represents the bounding surface, t > 0 is the time and g ¼ gðh; z; tÞ is the perturbation in the radius of the inter-
face from its equilibrium value R. The outward normal unit vector n is written asn ¼ rFjrFj ¼ 1;r
1 @g
@h
; @g
@z
 
1þ r2 @g
@h
 2
þ @g
@z
 2" #12
: ð2:2Þ2.1. The governing equations
Since large currents are not present in this ﬂow, the effects of magnetic inductions are negligible. Thus, Maxwell’s equa-
tions [21]:r^ E ¼ 0; ð2:3Þ
r  eE ¼ q; ð2:4Þ
r  Jþ @q
@t
¼ 0; ð2:5Þ
J ¼ rEþ vq; ð2:6Þ
where q corresponds to the scalar free charge density and E, J and v are the vectors of the electric ﬁeld, the free current den-
sity and the ﬂuid velocity, respectively.The parameter e is the permittivity and the parameter r is the electrical conductivity
of the ﬂuid, which are constants.
The conservation of momentum and mass for the ﬂow are given byq
@v
@t
þ v  rv
 
¼ rpþ F; ð2:7Þ
r  v ¼ 0; ð2:8Þwhere p is the pressure and F is the electric force density vector is F ¼ qE. The Maxwell equations lead to an exponential
decay of the bulk charge density as expðr1t=e1Þ where the parameter r1t=e1 is sufﬁciently short, so that the electric charge
density in the bulk is essentially zero. Therefore, the bulk forces of electrical origin are negligible and the ﬁeld coupling oc-
curs at the interface as speciﬁed by the appropriate boundary conditions [7]. Therefore, the ﬁeld coupling occurs at the inter-
face as speciﬁed by the appropriate boundary conditions.
We assume that the electric ﬁeld in both ﬂuids can be derived from a potential function UðjÞðr; h; z; tÞ such that
EðjÞ ¼ r E0zUðjÞ
 
; j ¼ 1;2; ð2:9Þwhere the superscripts 1 and 2 refer to the dependant variables of physical quantities of the inner and outer ﬂuids, respec-
tively. The free charge density is initially zero everywhere within each ﬂuid, it will remains zero. It follows from (2.4) and
(2.9) that the electrostatic potential satisﬁes the Laplace’s equation:r2UðjÞ ¼ 0; j ¼ 1;2; ð2:10Þ
where,rUðjÞ ! 0 as jzj ! 1. These will be obtained later of solutions periodic in z. These means that the physical quantities
must tend to zero.
The velocity can be expressed via the potential function WðjÞðr; h; z; tÞ as vj ¼ rWðjÞ and the basic equation governing the
perturbed velocity potential isr2WðjÞ ¼ 0; j ¼ 1;2; ð2:11Þ
where, rWðjÞ ! 0 as jzj ! 1.
2.2. Boundary conditions
In addition to, the requirement that all physical quantities must tend to zero, as r ! 0 for j ¼ 1, and r !1 for j ¼ 2, we
must also impose interfacial boundary conditions.
(i) The kinematic condition requires that the normal velocity of both ﬂuids must equal the velocity of the interface, i.e.,@WðjÞ
@r
¼ @g
@t
þ 1
R2
1þ g
R
 2 @g
@h
@WðjÞ
@h
þ @g
@z
@WðjÞ
@z
: ð2:12ÞSince both ﬂuid move together with the interface, and since there is no slip between the ﬂuids in the direction of ﬂow, both
the normal and the tangential velocities are continuous. The continuity of the tangential velocity are j½Wzj ¼ 0 and j½Whj ¼ 0,
where j½j represents the difference in a quantity as we cross the interface, i.e., j½Xj ¼ X2  X1.
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(iii) Conservation of electric charge on the interface [8,17] requires thatj½rEnj þ DQDt  Qn  ðn  rÞv½  ¼ 0; ð2:14Þ
Q ¼ j½eEnj; ð2:15Þwhere Enð¼ n  EÞ is the normal component of the electric ﬁeld and Q is the surface charge density.
(iv) The continuity of the normal stress yieldsq
@W
@t
 
þ 12 j½qðrWÞ2j þ T 1R1 þ
1
R2
 
¼ 1
2
j½eE2nj 
1
2
j½eE2t j; ð2:16ÞwhereR1 andR2 are the principal radii of the surface curvature [22]. Now, we will proceed to derive the linear and nonlinear
dispersion relations.
3. The linear dispersion relation
The goal here is to be obtained analytical dispersion relation described the stability of the system in the linear problem
posed by the Eqs. (2.10)–(2.16). In dealing with the above set of equations, ﬁrst we expand the various perturbed quantities
in the following asymptotic series [23]gðh; z; tÞ ¼
XNþ1
n¼1
gn0gnðh; z; tÞ þ OðgNþ20 Þ; ð3:1Þ
f ðh; r; z; tÞ ¼
XNþ1
n¼1
gn0fnðh; r; z; tÞ þ OðgNþ20 Þ; ð3:2Þwhere f is any of the variables UðjÞ,WðjÞ and g0 is a small parameter representing the strength of the nonlinearity (i.e. g0  1).
To circumvent the problem, we need to expand the boundary conditions (2.12)–(2.16) around r ¼ R by using a Taylor’s series.
Expressions (3.1) and (3.2) are substituted into Eqs. (2.10) and (2.11), and the transformed boundary conditions, then the
coefﬁcients of terms of equal powers in g0 are equated, we obtain three sets of equations [23].
The linear stability of electric jets of both fundamental and practical interest. On the practical side, the breakup phenom-
enon of a jet into droplets due to instability has become a key technology, for example internal combustion engines, ink-jet
printers, spray coating. On the fundamental side, the stability mechanisms are inﬂuenced by for example the surface tension
of the interfaces, the densities of jet and surrounding ﬂuid and the electric properties of the ﬂuids. The aim here is analyzes
the stability of the problem at hand throughout a linear approach. The linear curve leads to understanding the mechanism of
the jet breakup. That is the formation of the main (parent) drops, which occurs in the unstable region.
The ﬁrst order solution of the linear problem with respect to the z, t and h is obtained asg1 ¼ Aðh; z; tÞei/ þ c:c:; ð3:3Þ
WðjÞ1 ¼ iAðjÞ1 Aðh; z; tÞei/ þ c:c:; ð3:4Þ
UðjÞ1 ¼ iBðjÞ1 Aðh; z; tÞei/ þ c:c:; ð3:5Þand/ ¼ kzþmhxt; i ¼
ﬃﬃﬃﬃﬃﬃﬃ
1
p
; j ¼ 1;2; ð3:6Þwhere, c:c: denotes the complex conjugate of the preceding terms, Aðh; z; tÞ is an unknown varying function denoting the
amplitude of the propagating wave will be determined later. This amplitude have the wavenumbers k and m and frequency
x, where k and m are real and positive, but m must be integral andAð1Þ1 ¼ x
ImðkrÞ
kI0mðkRÞ
; ð3:7Þ
Að2Þ1 ¼ x
KmðkrÞ
kK 0mðkRÞ
; ð3:8Þ
Bð1Þ1 ¼ 
E0ImðkrÞKmðkRÞ r1  r2ð Þ  iðe1  e2Þx½ 
RðkÞ  iEðkÞx ; ð3:9Þ
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E0KmðkrÞImðkRÞ ðr1  r2Þ  iðe1  e2Þx½ 
RðkÞ  iEðkÞx ; ð3:10Þ
RðkÞ ¼ r1KmðkRÞI0mðkRÞ  r2ImðkRÞK 0mðkRÞ; ð3:11Þ
EðkÞ ¼ e1KmðkRÞI0mðkRÞ  e2ImðkRÞK 0mðkRÞ: ð3:12ÞIn Eqs. (3.7)–(3.12), ImðkRÞ and KmðkRÞ are the modiﬁed Bessel functions of order m, and the prime on the modiﬁed Bessel
functions denotes differentiation with respect to r at r ¼ R. The above mentioned solutions are valid provided that x, k,
m and E0 satisﬁed the linear characteristic functionDðx;m; k; E0Þ ¼ T
R2
ð1m2  k2R2Þ þ q1x
2ImðkRÞ
kI0mðkRÞ
 q2x
2KmðkRÞ
kK 0mðkRÞ
 kE20ImðkRÞKmðkRÞ

ðe1  e2Þðr1  r2Þ  iðe1  e2Þ2x
h i
RðkÞ  iEðkÞx ¼ 0: ð3:13ÞConclusions drawn directly from (3.13).
If we consider the case of ﬁnite conductivity, in which the charge relaxation time can be negligibly small regardless of the
ﬂuid. It is mathematically, assumed that s! 0. To obtain appropriate form in this case, it is convenient to rewrite the last
term of Eq. (3.13) in the formðe1  e2Þðr1  r2Þ  iðe1  e2Þ2x
h i
RðkÞ  iEðkÞx ¼
ðe1  e2Þ r1r2  1
 
 ie2 e1e2  1
 2
ðs2xÞ
 
D2
;whereD2 ¼ r1r2 KmðkRÞI
0
mðkRÞ  ImðkRÞK 0mðkRÞ
 
 i e1
e2
KmðkRÞI0mðkRÞ  ImðkRÞK 0mðkRÞ
 
ðs2xÞ;and s2 ¼ e2=r2. Physically, the electric charge relaxation time in the ﬂuid is short compared with the surface dynamics time
scale (s2x 1). Thus, the characteristic function (3.13) yieldsDðx;m; k; E0Þ ¼ T
R2
ð1m2  k2R2Þ þ q1x
2ImðkRÞ
kI0mðkRÞ
 q2x
2KmðkRÞ
kK 0mðkRÞ
 kE20ImðkRÞKmðkRÞ 
½ðe1  e2Þðr1  r2Þ
RðkÞ
¼ 0: ð3:14Þ
When, m ¼ 0 is considerable, then the characteristic function (3.14) gives Elhefnawy et al. [3].
If we consider the case, r1 ¼ 0 and r2 ¼ 0, then the characteristic function (3.13) reduces to
T
R2
ð1m2  k2R2Þ þ q1x
2ImðkRÞ
kI0mðkRÞ
 q2x
2KmðkRÞ
kK 0mðkRÞ
 kE
2
0ðe1  e2Þ2ImðkRÞKmðkRÞ
EðkÞ ¼ 0: ð3:15ÞThis form appropriate for perfect dielectrics. Nonaxisymmetric deformations (m – 0) are always stable; axisymmetric defor-
mations with wavenumbers within the range 0 < kR < 1 are unstable [6]. The formula for the axisymmetric case (m ¼ 0Þwas
ﬁrst reported by Nayyar and Murty [1].
The linear characteristic function (3.13) gives the linear dispersion relationðixÞ3 þ a2ðixÞ2 þ a1ðixÞ þ a0 ¼ 0; ð3:16Þ
which is a cubic equation in x with complex coefﬁcients anda2 ¼ RðkÞ
EðkÞ ; ð3:17Þ
a1 ¼ kI
0
mðkRÞK 0mðkRÞ
.ðkÞ
T
R2
ðk2R2 þm2  1Þ þ kImðkRÞKmðkRÞ  E
2
0ðe1  e2Þ2
EðkÞ
" #
; ð3:18Þ
a0 ¼ kI
0
mðkRÞK 0mðkRÞRðkÞ
.ðkÞEðkÞ
T
R2
ðk2R2 þm2  1Þ þ kImðkRÞKmðkRÞ  E
2
0ðe1  e2Þðr1  r2Þ
RðkÞ
" #
; ð3:19Þ
.ðkÞ ¼ q1I0mðkRÞKmðkRÞ  q2ImðkRÞK 0mðkRÞ: ð3:20Þ
It can easily be shown that all the roots (or their real parts) of Eq. (3.16) are negative if and only if a0; a1; a2 > 0 [24] (and
a1a2 > a0, if Eq. (3.16) has complex roots). Therefore, the system is linearly stable ifa1a2 > a0 ! ðe1  e2Þðe1r2  e2r1Þ > 0; ð3:21Þ
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2ImðkRÞKmðkRÞE20ðe1  e2Þðr1  r2Þ
RðkÞ > 0; ð3:22Þ
a1; > 0! Tðk2R2 þm2  1Þ þ kR
2ImðkRÞKmðkRÞE20ðe1  e2Þ2
EðkÞ > 0: ð3:23ÞWe now consider the possibility that the marginal state are characterized static instability. Therefore, as x! 0 in Eq. (3.13),
we obtain the following condition for the incipient instability (the principal of exchange of stability) becomesT
R2
ðk2R2 þm2  1Þ þ kE2c1ImðkRÞKmðkRÞ 
½ðe1  e2Þðr1  r2Þ
RðkÞ ¼ 0; ð3:24Þwhere Ec1 is the critical electric ﬁeld separates stable regions from unstable regions. It is apparent from the relation (3.24)
reduces to Rayleigh [25] in the absence of electric ﬁeld for the hydrodynamic jet whose maximum growth of instability is at
k ¼ 0:678 for R ¼ 1 and the critical wavenumber occurs when k ¼ 1. It is clear that the relation (3.24) depends on the sign of
both (e1  e2) and (r1  r2). This result was demonstrated by many authors for axisymmetric mode in electrohydrodynamics
[3,26].
Before dealing with the numerical calculations in the linear theory, must be considering the linear dispersion relation
(3.16) in an appropriate dimensionless form, which consistent with the physical measure. This can be written in the dimen-
sionless forms2x30 þ b2x20 þ s2b1x0 þ b0 ¼ 0; ð3:25Þ
withb2 ¼ f ðrÞf ðeÞ ;
b1 ¼ jI
0
mðjÞK 0mðjÞ
f ðqÞ j
2 þm2  1þ jE ImðjÞKmðjÞðe 1Þ
2
f ðeÞ
" #
;
b0 ¼ jI
0
mðjÞK 0mðjÞf ðrÞ
f ðqÞf ðeÞ j
2 þm2  1þ jE ImðjÞKmðjÞðe 1Þðr 1Þ
f ðrÞ
 
;andf ðXÞ ¼ XI0mðjÞKmðjÞ  ImðjÞK 0mðjÞ; X ¼ q; e;r;
j ¼ kR; r ¼ r1
r2
; e ¼ e1
e2
; q ¼ q1
q2
;
x0 ¼ ðixÞ q2R
3
T
 !1=2
; s2 ¼ e2r2
T
q2R
3
 !1=2
; E ¼ e2RE
2
0
T
:Therefore, the corresponding linear stability conditions areðe 1Þðe rÞ > 0; ð3:26Þ
ðj2 þm2  1Þ þ jImðjÞKmðjÞEðe 1Þðr 1Þ
f ðrÞ > 0; ð3:27Þ
ðj2 þm2  1Þ þ jImðjÞKmðjÞEðe 1Þ
2
f ðeÞ > 0: ð3:28ÞFor leaky dielectric ﬂuids corresponding to s2 ! 0 and mode m ¼ 0, we found that the stability condition depends only on
the relation (3.27). This means that the electric ﬁeld has a stabilizing effect depending on j > 1 and ðe 1Þðr 1Þ > 0.
Therefore, for leaky dielectrics, the electric ﬁeld can have either a destabilizing or a stabilizing effect depending on the ratios
of permittivities and conductivities of the two ﬂuids. While, for perfect dielectrics as m ¼ 0 is considerable, then the electric
ﬁeld has a stabilizing effect (Nayyar and Murty [1] with different notation).
In what follows, we shall make a numerical estimation for the stability picture of surface waves propagating between two
cylindrical ﬂuids. In order to screen this examination, numerical calculations for the dispersion relation (3.25) and the rela-
tions (3.26)–(3.28) are made for the variation of the dimensionless growth ratex0 and the electric ﬁeld E intensity versus the
wavenumber. In the following ﬁgures the stable region is referred by S, while U stands for the unstable one.
We will discuss the oscillatory instability (overstability), which corresponding to the real part of x0 of the linear disper-
sion relation (3.25). Numerical results obtained from the dispersion relation (3.25) to determine the growth rate at different
wavenumbers for various initial conditions and ﬂuid properties, for the axisymmetric mode m ¼ 0 and for some values of
rare shown in Fig. 1. It is observed that the mode of maximum instability decreases with increase rð¼ r1=r2Þ. This means
that the effect of conductivity ratio ris stabilizing with the increase of the wavenumber j, when ðe 1Þðr 1Þ > 0. While in
Fig. 1. Effect of different values of the parameter r on the growth rate and critical wavenumber for linear system. The input parameters are m ¼ 0, q ¼ 1:5,
e ¼ 4, s2 ¼ 1 and E ¼ 4. The graph indicates the relation (3.25) for different values of r > 1.
Fig. 2. Stability diagram for the same system as in Fig. 1, but for different values of r < 1.
Fig. 3. Stability diagram for the same system as in Fig. 2, but with r ¼ 0:8, for different values of E.
A.E.K. Elcoot / Applied Mathematical Modelling 34 (2010) 1965–1983 1971Fig. 2, we observe that the linear system has a destabilizing effect (the curves change their behaviour) with increase r, as
ðe 1Þðr 1Þ < 0. Which means that the ratios of permittivities and conductivities of the two ﬂuids play a dual role in
the stability analysis. In the stability diagram given in Fig. 3, we also examine the dispersion relation (3.25) as m ¼ 0 and
ðe 1Þðr 1Þ < 0 for different values of E. As shown in the Fig. 3, the position at which the (x0  k)-curves belonging to
Fig. 4. Stability diagram in the ðE jÞ-plane, for linear system having m ¼ 0, e ¼ 0:5 and s2 ¼ 1. The graph indicates the relation (3.27) for different values
of r > 1.
Fig. 5. Stability diagram for the same system as in Fig. 4, but with m ¼ 1.
Fig. 6. Stability diagram for the same system as in Fig. 4, but with m ¼ 2.
1972 A.E.K. Elcoot / Applied Mathematical Modelling 34 (2010) 1965–1983different values of E cross each other is noteworthy. By reading the curves in Fig. 3, we can deduce the value of j for different
values of E. It is found that this position occurs for value of j ¼ 0:989, and the electric ﬁeld has a destabilizing effect for
j > 0:989. While all unstable modes are within the range 0 < j < 0:989. It is also found that the progressive shifting of
Fig. 7. Stability diagram for the same system as in Fig. 4, but with r ¼ 2, for different values of m.
A.E.K. Elcoot / Applied Mathematical Modelling 34 (2010) 1965–1983 1973the mode of maximum instability towards smaller values of j as E increases is apparent. Thus, for a large sufﬁcient value of E,
the cylinder will not have a tendency to breakup. By comparing the curves in Fig. 3, we can determine the value of j cor-
responding to the value of mode of maximum. This mode depending on electric ﬁeld, liquid properties and cylinder radius,
from which we determine the drop size [27]. Therefore, under the inﬂuence of an electric ﬁeld, a liquid drop surrounded by
another liquid changes its shape. The breakup phenomena of the jet into drops is playing an important role in practical appli-
cations [28].
In Figs. 4–7, we shall study the principle of exchange of stabilities ððe 1Þðr 1Þ < 0Þ for special modes of m ¼ 0, m ¼ 1
andm ¼ 2. In Figs. 4–6, we shall examine the stability for different values of conductivity ratio r on the ﬁeld. While the Fig. 7,
is used to comparing the stability on the ﬁeld with respect to the modes. Thus, the limit of Eq. (3.25) asx! 0 represents the
condition for incipient instability as in (3.27). We consider the modes of m ¼ 0, m ¼ 1 and m ¼ 2, for Figs. 4–6, respectively.
As can be seen in these ﬁgures, the electric ﬁeld has a destabilizing effect in this case with respect to the conductivity r. This
means that the electric ﬁeld has a destabilizing effect with respect to the inner conductivity r1, while, this ﬁeld has a sta-
bilizing effect with respect to the outer conductivity r2. In Fig. 7, we investigate the inﬂuence of the modes on the stability of
the ﬁeld. By comparing the curves in Fig. 7. It is found that the modes of cylinder play an important role in the linearity for
incipient instability, where the modes have a stabilizing effect on the system.
4. The nonlinear dispersion relation
Since our aim is to study the amplitude modulation of traveling waves or wavepackets which can exist when both dis-
persion and weak nonlinearity are present. In the analysis of the behaviour of such waves the concept of the nonlinear dis-
persion relation, where the frequency depends both on the wavenumber of the carrier wave and on the amplitude. Such a
concept is useful for the physicist; it brings out clearly the origins of the dispersive and the nonlinear terms in the slow evo-
lution of the wave envelope compared to that of the rapid carrier wave. Therefore, we carry out the problem in the dimen-
sional form of the second order set of equations, one may substitute the solutions of the ﬁrst order problem into the second
order ones and solve the resulting equations. Thus, the second harmonic term g2 is given byg2 ¼ XA2 exp½2i/ þ c:c:; ð4:1Þ
where Xð¼ a=Dð2x;2m;2k; E0ÞÞ, and a are under request from the author. Note that the nonzero dominator Dð2x;2m;2k; E0Þ
may be derived from the linear dispersion relation Eq. (3.13) by replacingx;m; k by 2x;2m2k, respectively. The vanishing of
the dominator Dð2x;2m;2k; E0Þ refers to the second harmonic resonance. In general, harmonic resonance may occur if
ðx;m; kÞ and ðnx;nm;nkÞ satisfy the same dispersion relation [29]. When resonance occurs, we ﬁnd that both the surface
distribution and the excited volume pulsation undergo modulation. Experiment, the interaction occurred between harmon-
ics of the disturbance. It predicts the existence of satellites for all wavenumbers. Here, we have assumed that
Dð2x;2m;2k; E0Þ– 0.
The third order problem may obtain it, when we substitute the ﬁrst and second order solutions into the three order ones
and with vanishing of all coefﬁcients of the factor implied the nonlinear characteristic functionDðx;m; k; E0; jAj2Þ ¼ Dðx;m; k; E0Þ  g20GjAj2 ¼ 0; ð4:2Þ
where the nonlinear coefﬁcient G which may be positive or negative. It is describe the behaviour of the physical parameters
of the system in the nonlinear sense, which is lengthy and not included here. Here G depend on R, T, k, m, x, q1, q2, e1,
e2, r1; r2 and E0. It is available from the author on request and outlined by [10].
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method of multiple scale [29]. The underlying idea of the method of multiple scales is make an expansion representing
the solution of the problem not only as a function of one independent variable, but also as a function of two or more inde-
pendent variables which are referred to as scales. The independent variables z and t, which are measured on scale of a typical
wavelength and periodic time, may be extended to introduce alternative independent variablesZn ¼ gn0z; Tn ¼ gn0t; n ¼ 0;1;2: ð4:3Þ
Thus, deﬁning Z0, T0 as variables appropriate to fast variations for linear case, corresponding to k0, x0, respectively. Here k0,
x0 represent the wavenumber and the angular frequency for the dimensional linear case, respectively. Z1, Z2, T1 and T2 are
slow variables, with considerable the mode m is constant [30]. Using Eq. (4.3) and the chain rule, hence the time and space
derivatives become@
@t
¼ @
@T0
þ g0
@
@T1
þ g20
@
@T2
þ    ð4:4Þ
@
@z
¼ @
@Z0
þ g0
@
@Z1
þ g20
@
@Z2
þ    ð4:5ÞTherefore, we can be rewritten g in the formg ¼ Aðz; tÞeiðk0zþmhx0tÞ þ c:c: ð4:6Þ
Here, we have introduced the idea of a control parameter which controls the system externally, for example E0. The term
proportional to A is identiﬁed in the above with a change of E0. This procedure is relevant for example when a change in
causes the onset of instability and the subsequent build up of the amplitude [17,31]. Assuming E0 ¼ Ec  g20, where E0 is
the applied electric ﬁeld, Ec is the critical electric ﬁeld. This parameter represents the departure of the system from the bifur-
cation value Ec. Thus, we discuss here the stability of the system in the neighborhood of the neutral curve by setting the
bifurcation parameter E0 as Ec  g20.
We can expand Dðx;m; k; E0; jAj2Þ as a function ofx, k, E0 and jAj2 in a Taylor series about the wavenumber k0, the angular
frequency x0, the constant amplitude A0, and Ec . We obtain expansions of powers of dxð¼ xx0Þ and dkð¼ k k0Þ, where
dx and dk are small. With neglect, the high order of dx2 and dk2. ThereforeDþ @D
@x
dxþ @D
@k
dkþ 1
2
@2D
@x2
dx2 þ 2 @
2D
@x@k
dxdkþ @
2D
@k2
dk2
" #
¼ g20 
@D
@E0
þ G Aj j2
 
: ð4:7ÞThe nonlinear coefﬁcient G evaluated at A ¼ A0 ¼ 0, is given by G ¼ ð@D=@jAj2ÞjA0 . The relation (4.7) is the dispersion relations
of the envelope wave. This dispersion relation evaluate in the vicinity ofx0, related k0 and A0. We can obtain a general equa-
tion describes the evolution of the envelope function Aðz; tÞ for waves (4.6). It may be derived by considering the Fourier
transform for the envelope wave asAðdx; dkÞ ¼
Z 1
1
Z 1
1
Aðz; tÞeiðdxtdkzÞ dzdt: ð4:8ÞTherefore, the inverse transform of (4.8) can be written in the formAðz; tÞ ¼ 1
ð2pÞ2
Z 1
1
Z 1
1
Aðdx; dkÞeiðdxtdkzÞ ddxddk: ð4:9ÞWe have@A
@t
¼ idxA; @A
@z
¼ idkA: ð4:10ÞMultiplying Eq. (4.7) by Aðz; tÞ and insert Eq. (4.10) into (4.7), afterwards using the Eqs. (4.4) and (4.5), we obtain expansions of
powers ofg0, where dx and dk are small, i.e., of orderg0. Equating coefﬁcients of like powers of g, we get the following set forD:
At the ﬁrst order, we obtain the same result as in (3.13), i.e., D ¼ 0. While the second and third order problems, gives the
following system of partial differential equations @D
@x
@A
@T1
þ @D
@k
@A
@Z1
¼ 0: ð4:11Þi  @D
@x
@A
@T2
þ @D
@k
@A
@Z2
 
þ 1
2
@2D
@x2
@2A
@T21
 @D
@x@k
@2A
@Z1@T1
þ 1
2
@2D
@k2
@2A
@Z21
¼  @D
@E0
þ G Aj j2
 
A: ð4:12ÞBy manipulations, similar arguments as given by Elhefnawy et al. [13], one ﬁnds the nonlinear partial differential equations,
which deﬁned the nonlinear Ginzburg–Landau equationi
@A
@f
þ ðPr þ iPiÞ @
2A
@n2
¼ ðQr þ iQ iÞ Aj j2Aþ ðRr þ iRiÞA; ð4:13Þ
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@D
@x
 1
;
2ðPr þ iPiÞ ¼ d
2x
dk2
¼ dvg
dk
;
ðRr þ iRiÞ ¼  @D
@E0
 
@D
@x
 1
;
n ¼ g0ðz vgtÞ and f ¼ g20t;
the physical quantity vg ¼ dx=dk ¼ ð@D=@kÞð@D=@xÞ1 is the group velocity of the wave train and the coefﬁcient ðPr þ iPiÞ
represents the group velocity dispersion. The real parts Pr , Qr and Rr does not depend on the conductivities r1 and r2, while
the imaginary parts Pi, Qi and Ri are functions of r1 and r2. The Ginzburg–Landau equation (4.13) is dispersion relation in the
nonlinearity. It may be used to study the stability behaviour of the considered system. Lange and Newell [32] derived the
stability criteria of this equation. If the solution of Eq. (4.13) is linearly perturbed, the perturbations are stable if both the
following conditionsPrQr þ PiQi > 0 and Qi < 0; ð4:14Þ
provided that Rr ¼ 0. Otherwise, the system is unstable (i.e., the system does not oscillate about its equilibrium state). The
transition curves separating the stable from the unstable region correspond toQi ¼ 0; ð4:15Þ
PrQr þ PiQi ¼ 0: ð4:16ÞThese marginal curves may be born out of numerical estimation.
5. Special cases
The Ginzburg–Landau equation (4.13) is nonlinear dispersion relation describing the evolution of wave packets. This
equation gives the nonlinear stability conditions (4.14). We shall study the Ginzburg–Landau equation under some special
cases in the light of physical phenomenons. This study gives equations leads to deﬁne new nonlinear unstable regions, which
tell about satellite drops may be to occur in these regions. Donnelly and Glaberson [33] showed experimentally that the main
drops are interspersed with smaller drops (satellites), which could not be accounted for by linear theory. The ﬁrst theoretical
attempt to be extended the linearized asymptotic model of Rayleigh [25] to include higher order corrections for the nonlin-
ear terms was by Yuen [34]. He used the method of strained coordinates. Yuen’s theory showed that the interaction occurred
between harmonics of the disturbance. It predicts the existence of satellites for all wavenumbers which Goedde and Yuen
[35] discussed in their experimental results. Subsequently, Nayfeh [36] applied the method of multiple scales to the same
problem that Yuen treated and showed that this method leads to erroneous results near the cutoff wavenumber. Malik
and Singh [37] developed a solution for electrohydrodynamic jet. They showed that the satellite are always present for all
values of wavenumbers, when an external electric ﬁeld is applied to the jet.
The newly generated disturbances or the higher harmonics may be stable if their wavenumber is larger than the cutoff
wavenumber. Therefore, a better standing of the behaviour of electric jet subject to disturbances with wavenumbers larger
than the cutoff wavenumber (i.e., stable region) can help in explaining the inﬂuence of the higher harmonics on the jet insta-
bility and in designing disturbances to better control the jet breakup process [38].
The next step in the analysis of jet stability determines the stable and unstable region in the nonlinear theory, for example
the behaviour of an electric ﬁeld in the parameter space.
5.1. Nonlinear diffusion equation
We ﬁrst discuss the case of the nonlinear principle of exchange of stability. We notice that the condition Rr ¼ 0 is satisﬁed
when incipient instability occurs, i.e., x ¼ 0, therefore Pr ¼ Qr ¼ 0. In this case, Eq. (4.13) reduces to the nonlinear diffusion
equation [39]@A
@f
þ Pi @
2A
@n2
¼ Qi Aj j2Aþ RiA: ð5:1ÞThe solution of the nonlinear diffusion Eq. (5.1) is valid near the marginal state in the case x ¼ 0 and can, therefore be used
to study the stability of the system. From the inequalities (4.15) we ﬁnd that the stability conditions of Eq. (5.1) arePi < 0 and Qi < 0: ð5:2Þ
The stability can therefore be discussed by dividing the E20  r plane into stable and unstable regions. The transition curves
are given by the vanishing of Pi ¼ 0 and Qi ¼ 0.
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A special case occurs when the electrical conductivity is negligible by taking r1 ¼ 0 and r2 ¼ 0 in the evolution equation
(4.13). Therefore, in Eq. (4.13) both Pi, Qi and Ri are equal to zero. Therefore, Eq. (4.13) is reduced to the nonlinear Schröding-
er equationi
@A
@f
þ Pr @
2A
@n2
¼ Qr Aj j2Aþ RrA; ð5:3Þwhere Pr , Qr and Rr are the real parts of P, Q and R respectively, when r1 ¼ 0 and r2 ¼ 0. Removing the linear term RrA by an
appropriate phase shift [40]. The solutions of the cubic Schrödinger equation (5.3) has been extensively studied by
[10,30,41]. From the theory of the nonlinear Schrödinger equation, Eq. (5.3) is completely integrable and has soliton solu-
tions. The analytic form for a single-soliton solution is given byA ¼ m1 1 1 ðm21=m22Þ

 
sn2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðQr=2PrÞ
p
ðn uefÞ
h in oh i1
2
exp i
ue
2P
ðn ucfÞ
h i
;where m1 and m2 are arbitrary functions determined by the initial conditions, ue is the envelope velocity, uc is the carrier
velocity and sn is the Jacobian elliptic function. Therefore, we ﬁnd that the electrohydrodynamic wave is modulationally sta-
ble or unstable according to whether PrQr > 0 or PrQr < 0, respectively. In general the signs of both Pr and Qr play an impor-
tant role to determine the stability and instability regions. Thus, the marginal curve isPrQr ¼ 0; ð5:4Þ
this equation gives two transition curvesPr ¼ 0; and Qr ¼ 0; ð5:5Þ
which separating the stable from the unstable region. The solution of (5.3) also break down as denominator of X tends to
zero. Physically, it represents the second harmonic resonance. Therefore, the nonlinear transition curves are given by the
vanishing the group velocity rate Pr and the nonlinear interaction parameter Qr as will as the real second harmonic reso-
nance curve Drð2x;2m;2k; E0Þ ¼ 0. The phenomenon of resonance arise because of the occurrence of zero divisors in the
nonlinear interaction parameter Qr . We observe the curve of the second harmonic resonance is dependent of the electric
ﬁeld. These curves are transition curves.
5.3. Nonlinear cutoff electric ﬁeld (perfect dielectric)
It is observed that the solution of Eq. (5.3) is not valid at @Dr=@x ¼ 0 (i.e., x! 0) where
Dr ¼ Djr1¼0
r2¼0
and Gr ¼ Gjr1¼0
r2¼0;the carrier wave is a standing wave rather a progressive wave. For this case, the group velocity rate Pr and the nonlinear
interaction parameter Qr become singular as x! 0. The previous analysis, therefore needs to modify.
We now discuss the case when x! 0, corresponds to the electric ﬁeld in the neighbourhood of the linear cutoff electric
ﬁeld. Thus, we shall study the solvability conditions (4.11) and (4.12) when the frequency near zero, for r1 ¼ 0 and r2 ¼ 0.
In the case of the perfect dielectric ﬂuids, the solvability conditions (4.11) and (4.12) can be simpliﬁed and combined to-
gether to produce a single equation in the form:@A
@z
þ dk
dx
@A
@t
 
þ i
2
d2k
dx2
@2A
@t2
¼ ig20 Gr=ð@Dr=@kÞ½  Aj j2A; ð5:6Þwhere @Dr=@k– 0 and dk=dx ¼ ð@Dr=@xÞ=ð@Dr=@kÞ is the inverse of the group velocity for perfect dielectrics.
Eq. (5.6) can easily be transformed into a nonlinear Schrödinger equation by means of the Gardner–Morikawa transfor-
mation [3]Z ¼ g20z; T ¼ g0 t 
dk
dx
z
 
; ð5:7ÞEq. (5.6) is then becomei
@A
@Z
 1
2
d2k
dx2
@2A
@T2
¼ Gr=ð@Dr=@kÞ½ A2A: ð5:8ÞEq. (5.6) admits the following solution for temporal variation [3]:A ¼ 1
2
A0 exp½ist þ const:; ð5:9Þwhere A0 is a constant, and s is given bys ¼ dk
dx
 dk
dx
 2
 g
2
0A
2
0
2ð@Dr=@kÞ
d2k
dx2
Gr
" #1=28<
:
9=
;
,
d2k
dx2
: ð5:10Þ
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2
0A
2
0Gr
4ð@Dr=@xÞ : ð5:11ÞTo get a valid expansion near ð@Dr=@xÞ ¼ 0, i.e., in the limit as x! 0, we get
dk
dx
¼ x d
2k
dx2
: ð5:12ÞFrom Eqs. (5.10) and (5.12), we obtains ¼ x ,ðE0Þ  14g
2
0A
2
0Gr
 1=2
; ð5:13Þwhere,ðE0Þ ¼ kI
0
mðkRÞK 0mðkRÞ
.ðkÞ
T
R2
ð1m2  k2R2Þ þ kImðkRÞKmðkRÞ  E
2
0ðe1  e2Þ2
EðkÞ
" #
: ð5:14ÞThe cutoff wavenumber can be obtained from Eq. (5.13) by equating the root to zero. This leads to,ðE0Þ ¼ 14g
2
0A
2
0Gr ; at E0 ¼ Ec2: ð5:15ÞThe cutoff electric ﬁeld can be obtained by solving the above Eq. (5.15). If we letE0 ¼ Ec2 þ g20E2 þ Oðg40Þ; ð5:16Þ
into Eq. (5.15), we get for the zero order in g0T
R2
ð1m2  k2R2Þ þ kImðkRÞKmðkRÞ E
2
0ðe1  e2Þ2
EðkÞ ¼ 0; ð5:17Þwhich is the linear case. For the order of g20 we getE2 ¼  A
2
0
2,0ðE0ÞGrjE0¼Ec ; ð5:18Þwhere the prime on ,ðE0Þ denotes differentiation with respect to E0. The nonlinear cutoff electric ﬁeld, receive a second order
increment g20E2. The nonlinear effect is stabilizing if E2 is negative and vice versa, which depends on the equilibrium radial
ﬁeld.
6. Numerical results
Because of the complexity of the nonlinear dispersion relation, a simpliﬁcation of the dimensionless form is adopted here
to overcome this complexity. This simpliﬁcation is focused to facilitate the procedure of the nonlinear numerical calcula-
tions. It is convenient to write the stability conditions in an appropriate dimensionless form. This can be do in a number
of ways depending primarily on the choice of the characteristic length. Consider the following dimensionless forms: the
characteristic length ¼ R (the radius of the undisturbed jet), the characteristic time ¼ 1=xðx is the frequency of the distur-
bance), and characteristic mass ¼ q2R3. The corresponding dimensionless quantities are givenk ¼ k=R; T ¼ Tq2R3x2; rj ¼ rj =x E0 ¼ E0xRðq2e2Þ
1
2; ð6:1Þwhere superposed asterisks refer to dimensionless quantities. From now, it will be omitted for simplicity. To this end, the
interface of the system becomes stable or unstable depending on whether the electric ﬁeld intensity E0 is large or smaller
than Ec. In general, the polarization electric effect Ec represents, the critical electric ﬁeld, separates stable regions from unsta-
ble regions. It is coupling of two cases. One of which is Ec ¼ Econ:c for the leaky dielectrics ﬂuids [3], while the other is Ec ¼ Eins:c
for perfect dielectric ﬂuids (Nayyar and Murty [1] in the axisymmetric mode with different notation) whereEcon:c ¼ Tð1m2  k2ÞðrKmðkÞI0mðkÞ  ImðkÞK 0mðkÞÞ
h i1=2
 kImðkÞKmðkÞðe 1Þðr 1Þ½ 1=2; ð6:2Þ
Eins:c ¼ Tð1m2  k2ÞðeKmðkÞI0mðkÞ  ImðkÞK 0mðkÞÞ
h i1=2
 ðe 1Þ1ðkImðkÞKmðkÞÞ1=2: ð6:3ÞGenerally, we shall deal with the nonlinear analysis in the dimensionless form (6.1). The analysis of the jet instability is
determine the stable and unstable regions through the nonlinear theory, for example the behaviour of the electric ﬁeld in
the parameter space. Now we shall study the behaviour of the linear stable region of the system through the nonlinear
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parts. Thus, the stability can be discussed by dividing the plane of the stability diagrams into stable region symbolized as S
and unstable region symbolized as U. While, the nonlinear curves produce newly shaded unstable regions U1 and U2. The
comparison between the linear and nonlinear theory make the stability of system more accurately.
The linear analysis play an important role to determine the unstable region, which lies in it the main drops. While,
through the nonlinear analysis appears new unstable regions, which lies in it the satellite drops. In the following ﬁgures,
we intend to determine new nonlinear unstable regions, which inform about satellite drops may be to occur in these regions.
The topic of satellite drop volume in electrohydrodynamic is discussed in more detail in reference [37]. In what follows, the
analysis of jet stability determines the stable and unstable region in the nonlinear theory, for example the behaviour of an
electric ﬁeld in the parameter space.
In Fig. 8, we shall discuss numerically, the general case (Ginzburg–Landau equation (4.13)) of the relaxation charge
through inviscid ﬂuids. The analysis of the system depends on the linear conditions (6.2) and (6.3) and the nonlinear condi-
tions (4.15) and (4.16) in the dimensionless sense (6.1). After lengthy but straightforward calculations, the transition curves
Qi ¼ 0 and PrQr þ PiQ i ¼ 0, may be rearranged in two polynomials in E20. We also observe that the resonance curve has no
implication on the stability criterion in this case, because of the denominator conjugate occurrence of the complex P and Q
always makes the denominator positive. The linear stability condition (6.2) depend on the values of r1 and r2. Therefore,
the stability can be discussed by dividing ðE20  TÞ-plane into stable S (above the curve) and unstable region U (below the
curve). While, the nonlinear curves produce newly shaded unstable regions U1 and U2, which are conﬁned between the tran-
sition curves Qi ¼ 0 and PrQr þ PiQi ¼ 0 as in Fig. 8. In this ﬁgure, the continued line represents the linear curves representing
the relations (6.2) and (6.3). While the dotted lines indicate the nonlinear curve PrQr þ PiQi ¼ 0 and the dashed dotted lines
represent the nonlinear curve Qi ¼ 0. Through Fig. 8, we shall consider the linear and the nonlinear stability criteria for some
sample chosen system at value of the wavenumber k ¼ 0:1 and k ¼ 0:2. In the light of the linear theory, the linear curve (6.2)
do not appear in this ﬁgure because it lie in the negative part of E20-axis. While, we notice that the linear curve (6.3) shifts
downwards with the increase of k, which means that the stable region S increases, while the unstable region U decreases
when values of k are increasing. It follows that the electric ﬁeld becomes stable in the light of linear theory with increasing
k. Through the nonlinear approach, it is found that the new unstable regions U1 and U2 decrease as k increases. The inspection
of the nonlinear transition curves shows that the nonlinear effects partition the stable region into stable and new unstable
parts. It found that the electric ﬁeld has a stabilizing effect in the light of nonlinear theory with increasing k. This means that
the electric ﬁeld has a stabilizing effect in the linear and the nonlinear theory with respect to the wavenumber k.
The next step in the stability analysis, we shall examine stability diagrams of two special cases stated above (nonlinear
diffusion equation and Schrödinger equation) of Ginzburg–Landau equation (4.13) in the dimensionless form as presented in
(6.1).
We ﬁrst discuss the case of incipient instability (nonlinear diffusion equation (5.1)), we consider the linear transition
curve (6.2). In addition the nonlinear transition curves in the dimensionless approach (6.1) areFig. 8.
nonline
and (6.Pi ¼ 0; ð6:4Þ
Qi ¼ 0: ð6:5ÞIn this case the stability diagrams are given in Figs. 9 and 10 are made for the variation of the electric ﬁeld intensity E20 versus
the conductivity ratio rð¼ r1=r2Þ in range r < 1. The linear and nonlinear transition curves are polynomials degree in E20,
divide the E20 r plane into stable and unstable regions. We may also observe that the curveE2cc ¼ Tð1 4m2  4k2ÞðrK2mð2kÞI02mð2kÞ  I2mð2kÞK 02mð2kÞÞ
h i
 2kI2mð2kÞK2mð2kÞðe 1Þðr 1Þ½ 1 ð6:6ÞStability diagram in the ðE20  TÞ-plane for nonlinear system having m ¼ 0, T ¼ 1, e ¼ 0:5 and q ¼ 1:5. According to linear equations (6.2), (6.3) and
ar equations (4.15) and (4.16), where (a) refers to the case k ¼ 0:1, (b) refers to the case k ¼ 0:2. The continued line represents the linear curves (6.2)
3). The dashed dotted line represents the nonlinear curve (4.15) and the dotted line represents the nonlinear curve (4.16).
Fig. 9. Stability diagram in the ðE20  rÞ-plane for nonlinear system having m ¼ 0, T ¼ 1, e ¼ 0:5 and q ¼ 1:5. According to linear equation (6.2), Pi ¼ 0,
Qi ¼ 0 and the second harmonic resonance (6.6), where (a) refers to the case k ¼ 0:2, (b) refers to the case k ¼ 0:3. The continued line represents the linear
curve (6.2), and the dotted line represents the curve Qi ¼ 0. The second harmonic resonance curve and the curves of Pi ¼ 0 lie in the negative part of E20-axis.
Fig. 10. Stability diagram for the same system as in Fig. 9, but with (a) refers to the case k ¼ 2, (b) refers to the case k ¼ 5.
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Fig. 11. Stability diagram in the ðE20  eÞ-plane for nonlinear system having m ¼ 0, q ¼ 1:5, T ¼ 1 and r ¼ 0. According to linear equation (6.3), Pr ¼ 0,
Qr ¼ 0 and the second harmonic resonance (6.7), where (a) refers to the case k ¼ 0:2, (b) refers to the case k ¼ 0:25. The continued line represents the linear
curve (6.3). The dashed dotted line represents the curve (6.7), the dashed line represents Pr ¼ 0 and the dotted line represents Qr ¼ 0.
1980 A.E.K. Elcoot / Applied Mathematical Modelling 34 (2010) 1965–1983is a third transition curve, because Qi changes sign across this curve. The third curve represents the second harmonic reso-
nance. It is interesting to explore the relation between the wavenumber and permittivity effects on the stability analysis,
with the other parameters of the ﬂuids held ﬁxed at the values used for Figs. 9 and 10. These ﬁgure show how the tangential
electric ﬁeld is affected by increasing the wavenumber k which depends on the permittivity ratio e. In Figs. 9 and 10, the
continued curve represents the linear stability criterion (condition (6.2)), while the dotted ones indicate the nonlinear inter-
action parameter Qi ¼ 0. The second harmonic resonance curve and the curves of the group velocity rate Pi ¼ 0 do not appear
in these ﬁgures because it lie in the negative part of E20-axis.
Fig. 9 displays the stability diagram in the ðE20  rÞ-plane according to the case, k < 1 and e < 1 for ﬁxed values of k ¼ 0:2
and k ¼ 0:3 (Fig. 9a and b, respectively). Comparing Fig. 9a and b, we observe that the linear curve shift downwards, i.e., the
stable region S increases with increasing k. This means that the stabilizing inﬂuence of the ﬁeld, in the linear theory. It is also
observed that the linear curve and the curve Qi ¼ 0 produced a new region U1. It is clear that the region U1 decreases with
the increase of k as shows in Fig. 9a and b. Therefore, the system is stable in view of the nonlinearity.
Fig. 10 represents the same system as considered in Fig. 9, but when k > 1 and e > 1 for ﬁxed values of k ¼ 2 (Fig. 10a) and
k ¼ 5 (Fig. 10b). In Fig. 10 the new unstable region U1 lie between the curves r ¼ 1 and Qi ¼ 0. Similarly as discussed in
Fig. 9, the electric ﬁeld has a stabilizing effect for both the linear and the nonlinear theory. We can say that, in the range
r < 1, the electric ﬁeld has a stabilizing effect, for the linear and the nonlinear theory, when k < 1 and e < 1 or k > 1 and
e > 1. Otherwise, it has a destabilizing effect.
The second special case, when the electrical conductivities r1 ¼ 0 and r2 ¼ 0 are ignored. This case deals with the
inﬂuence of the permittivity only (perfect dielectric ﬂuids) corresponding to Schrödinger equation (5.3). If the solution
of (5.3) is linearly perturbed, the perturbations are stable if condition PrQr > 0 is satisﬁed. On the other hand, if
PrQr < 0 the system is unstable against modulation (i.e., the system does not oscillate about the steady state) and solitary
waves propagate through the interface. Moreover, we see that the nonlinear Schrödinger equation (5.3) is invalid when
X!1. This is the resonance case and it occurs when the denominator of X equals zero. Thus, if the above condition
PrQr > 0 is satisﬁed, the ﬁnite deformation of the interface is stable and ﬁnite amplitude waves can propagate through
the interface. However, many authors used to study the stability of a small modulation of the propagating wave by linear
perturbing the solution of the Schrödinger equation [10,41]. Therefore, the linear transition curve is (6.3) and the nonlin-
ear transition curves are given by (5.5) in the dimensionless form (6.1). Thus, the nonlinear transition curves are Pr ¼ 0,
Qr ¼ 0 and
Fig. 12. Stability diagram in the ðLogE20  qÞ-plane for the same system as in Fig. 11, but with k ¼ 0:2 and m ¼ 0, where (a) refers to the case e ¼ 0:5, (b)
refers to the case e ¼ 1:5.
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h i ðe 1Þ2ð2kI2mð2kÞK2mð2kÞÞ1; ð6:7Þwhich represents the second harmonic resonance curve corresponding to perfect dielectric ﬂuids. Through the Figs. 11 and
12, we consider the continued line represents the linear curve representing the relation (6.3), which is assumed to divide the
plane into a stable region S and an unstable region U. The dashed lines represents the curves of the group velocity rate Pr ¼ 0.
The dotted lines indicate the nonlinear interaction parameter Qr ¼ 0 and the dashed dotted lines refer to the second har-
monic curve.
Fig. 11 is the stability diagram in the ðE20  eÞ-plane corresponding to the cases k ¼ 0:2 and k ¼ 0:25. We notice that the
stable region S increases with k increasing because the linear curve shift downwards. The unstable regions (U1, U2) decrease
when values of k increasing, where U1 conﬁned among the second harmonic curve, Pr ¼ 0 and Qr ¼ 0 as shown in Fig. 11a,
but lies between below the curve Qr ¼ 0 and upper the second harmonic curve as shown in Fig. 11b. while U2 appears be-
tween the intersection the curve Qr ¼ 0 with the curve Pr ¼ 0. This means that the electric ﬁeld has a stabilizing effect on the
linear system with increase the wavenumber and as does the nonlinearity.
Fig. 12 represents the variation of the stability charts in ðLogE20  qÞ-plane, for e ¼ 0:5 and e ¼ 1:5 as in Fig. 12a and b,
respectively. It is observed that the behaviour of the linear curve remains unchanged through the Fig. 12a and b. That is
the linear theory, the permittivity ratio e across the interface has no effect on the stability criterion of the system. So that
the linear stability does not depend on the sign of ðe1  e2Þ. It is found that the nonlinear unstable regions (U1, U2) decrease
as values of e increases. This means that the linear system has not effect on the stability with respect to the permittivity ratio
e. While the inner and the outer dielectric plays a dual role in the nonlinear stability criterion in contrast with the linear
analysis. Such effects, can be explained successfully in the nonlinear sense, as the linear analysis [1] unsuccessful to inform
about them.7. Conclusion
We have examined the linear and nonlinear electrohydrodynamic stability between two cylindrical inviscid ﬂuids sub-
jected to a tangential electric ﬁeld. This investigation takes into account electric conductions in the ﬂuids and the relaxation
of electrical charges at the interface. Also, the inﬂuence of the surface tension is taken into account, while the gravitational
1982 A.E.K. Elcoot / Applied Mathematical Modelling 34 (2010) 1965–1983forces are ignored. The perturbation technique is employed to third order. We have derived the general situation of the linear
dispersion relation associated with the charge relaxation effect (overstability). We have studied the special situations where
the ﬂuids are the leaky dielectrics, as well as the situation where the ﬂuids are perfect dielectrics. In the axisymmetric mode,
found that the electric ﬁeld can have either a stabilizing or a destabilizing effect depending on the ratios of conductivities and
permittivities of the two ﬂuids. While, the electric ﬁeld always has a stabilizing effect for perfect dielectric ﬂuids (does not
depend on the permittivity ratio). Also we investigated the incipient static instability (characterized in the marginal state by
x ¼ 0) which was considered as a special case in our study. In this, we observed that the modes of cylinder have a stabilizing
effect on the system.
Through the nonlinear theory, we obtained a nonlinear characteristic function. To this end, the multiple scales method in
spatial and temporal developments is used to obtain uniformly valid expansions of the nonlinear characteristic function. By
making use of the Fourier transform of this relation, we obtain a nonlinear dispersion relation (nonlinear Ginzburg–Landau
equation). This general relation is useful, because it can be reduced to special relations for some cases by taking an approach
for relevant physical parameters. For leaky dielectric ﬂuids, as the nonlinear of incipient static instability (near the marginal
state x ¼ 0) is considerable, we obtained the nonlinear diffusion equation. Also, we found that the permittivities and con-
ductivities ratios between the two ﬂuids play a dual role in the nonlinear incipient static instability. For perfect dielectric
ﬂuids, two nonlinear Schrödinger equations are obtained. One of these equations is used to analyze the stability of the sys-
tem, while the other is used to determine a nonlinear cutoff electric ﬁeld separating stable and unstable disturbance. For
perfect dielectric ﬂuids, it is observed that the permittivity plays a dual role in the nonlinear stability. Such effects cannot
be explained by linear analysis [1]. The analytical results are numerically conﬁrmed. Stability diagrams are obtained for dif-
ferent sets of physical parameters. New instability regions existed in the linearly stable region due to nonlinear effects.
Some comparison with Elcoot [17] and the present work. Elcoot [17] showed that the radial electric ﬁeld has a destabi-
lizing effect, also for ﬁnite charge relaxation ﬂuids has a destabilizing effect. But in the present work, it is found that the tan-
gential electric ﬁeld has a stabilizing effect, while for ﬁnite charge relaxation ﬂuids the electric ﬁeld can have either a
stabilizing or a destabilizing inﬂuence depending on the conductivity and permittivity ratios of the two ﬂuids.References
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