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Abstract 
The problem of finding a rectilinear minimum bend path (RMBP) between two designated 
points inside a rectilinear polygon has applications in robotics and motion planning. In this 
paper, we present efficient algorithms to solve the query version of the RMBP problem for 
special classes of rectilinear polygons given their oisibility graphs. Specifically, we show that 
given an unweighted graph G = (V, E), with 1 VI = N and 1 E I= M, algorithms to preprocess G in 
linear space and time such that the shortest distance queries - queries asking for the distance 
between any pair of nodes in the graph - can be answered in constant time and space are 
presented in this paper. For the case of a chordal graph G, our algorithms give a distance which 
is at most one away from the actual shortest distance. When G is a K-chordal graph, our 
algorithm produces an exact shortest distance in O(K) time. We also present a non-trivial 
parallel implementation of the sequential preprocessing algorithm for the CREW-PRAM 
mode1 which runs in O(logz N) time using O(N + M) processors. After the preprocessing, we 
can answer the queries in constant time using a single processor. 
1. Introduction 
The problem of computing shortest path (resp. distance) between points avoiding 
objects in an environment cluttered with d-dimensional objects in an important 
problem in computational geometry. It has been shown that the general shortest path 
(resp. distance) problem is NP-hard in more than two dimensions [5]. There is 
a growing interest in finding efficient algorithms which will be able to answer the 
shortest path (resp. distance) queries - queries asking for the shortest path (resp. 
distance) between an arbitrary pair of points in the plane. Such problems are dubbed 
as the fill-query shortest path problems in the plane. Algorithms for the full-query 
problem construct a critical graph corresponding to the set of objects in the plane. The 
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graph is built in such a way that the shortest path between any two points in the 
plane would correspond to the shortest path between some pair of vertices in the 
graph. 
Another problem related to the full-query shortest path problem is the full-query 
version of the minimum link distance problem. The link distance between any pair of 
points in the plane is the number of links (bends) on the path between the pair of 
points. The minimum link distance problem given a pair of points in the plane asks for 
a path that minimizes the link distance. Arkin et al. [2] considered the problem of 
finding a minimum-link path in a simple polygon between a specified pair of vertices 
and presented a linear-time algorithm for it. In this paper we are interested in solving 
the full-query version of the minimum link distance problem in a special class of 
rectilinear polygons. We shall also restrict ourselves to the case in which the points lie 
at the vertices of the rectilinear polygons under consideration. A thorough description 
of the existing results on shortest path problems in restricted polygons is presented 
in [14]. 
The critical graph for our problem under consideration is the visibility graph. Two 
points in the plane are said to be visible to each other in the presence of obstacles if 
there exists a rectilinear (straight-line) path between the two points that does not meet 
any of the obstacles. A visibility graph has vertices that correspond to the points on 
the polygon and there exists an edge between two vertices in the graph if and only if 
the points corresponding to them are visible. Motwani et al. [13] studied a class of 
rectilinear polygons and showed that the visibility graph corresponding to them is 
chordal. More recently, Everett and Corneil [S] have shown that the visibility graph 
of spiral polygons are interval graphs. Given that the visibility graph is a chordal 
graph we present an efficient algorithm for the full-query version of the minimum link 
distance problem. We solve this problem by solving the full-query version of the 
unweighted all-pair shortest path problem on chordal graphs. In the rest of the 
discussion here we will concern ourselves with chordal graphs. 
Let I be a family of non-empty sets. A graph G = (V, E) is called an intersection 
graph with a model I if there is a one-to-one correspondence between I and V such that 
two vertices are adjacent in G iff their corresponding sets have a non-empty intersec- 
tion. If I is a set of intervals on a real line, then G is the interval graph with an interval 
model I. If Z is formed by directed paths of a directed rooted tree, then the intersection 
graph is called the directed path graph. If Z is a set of subtrees of a tree, then G is 
a chordal graph. It is easy to see that every interval graph is a directed path graph and 
every directed path graph is a chordal graph. We follow the standard graph theoretic 
terminology of Golumbic [lo] and assume that all the graphs considered in this paper 
to be simple, undirected and connected. 
The algorithm to be presented to solve the Shortest Distance query (SDQ) problem 
on chordal graphs uses the results on directed path graphs presented earlier by the 
authors [ 151. The SDQ problem is to preprocess a given graph in such a way that the 
queries asking for the shortest distance between any pair of vertices can be answered 
in constant ime and space. Clearly, by repeated application of SDQ between all-pairs 
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of vertices we can solve the All-Pairs Shortest Distances (APSD) problem. For 
a general graph with N vertices, the APSD problem can be solved in O(N3) time and 
O(N’) space [l]. More recently, Seidel [17] showed that the APSD problem can be 
solved in time O(m(N)logN) using O(N’) space, where m(N) denotes the time 
necessary to multiply two N x N matrices of small integers (which is currently known 
to be 0(N2.376)). 
This paper is organized as follows. In Section 2 we give the relevant definitions. The 
previous results on directed path graph and the corresponding techniques are re- 
viewed in Section 3. The sequential algorithm for the SDQ problem on chordal graphs 
is presented in Section 4. A non-trivial parallel implementation of the sequential 
algorithm is presented in Section 5. Finally, we conclude in Section 6 with some open 
problems. 
2. Definitions 
Defhition 1. A clique is any maximal set of vertices which are all mutually adjacent. 
A clique graph of a graph G has the maximal cliques of G as vertices and two vertices 
are connected by an edge if and only if the cliques corresponding to them have 
a non-empty intersection. A clique tree of a graph G is obtained by constructing the 
maximum weighted spanning tree of its clique graph, with each edge (ci, Cj) weighted 
with Icincj(. 
Definition 2. The depth of a clique C is the length of the path from the root of the 
clique tree to C. Let high[u] (resp. low[u]) denote the clique closest to (resp. farthest 
from) the root to which u belongs. Right(u) for a vertex u in a directed path graph is 
defined as the vertex xEhigh[u] having the smallest depth[high[x]] among all the 
vertices in the clique high[u]. 
We now present an algorithm to compute Right(u) for all u in a chordal graph 
G given its clique tree. 
Algorithm Right-from4ique-Tree 
1. Let depth [rootclique] =O. Traverse the tree in preorder and for each clique C let 
depth[C] = 1 +depth[Parent(C)]. 
2. While traversing the tree in preorder, for all EC such that u$Parent(C), let 
high [u] = C. 
3. For each clique C let s(C) be a vertex x in C having smallest depth[high[x]] 
value. For all UEC except the root clique such that high[u] = C, we assign 
Right(u)=s(C). For all u~rootclique, Right(u)=O, where 0 is a dummy vertex not 
in G. 
End; 
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Lemma 1. The Right(v), for all VE V, where G=( V, E) is a chordal graph, can be 
computed in O(N + M) time given its clique tree using the algorithm Right-from-Clique- 
Tree. 
Definition 3 (Right’ (v), Right-Tree, Level). Right-Tree is a tree whose nodes corres- 
pond to the nodes in G and the vertex numbered 0. The parent of each node v, denoted 
P(v), in the tree is Right(v). Level of the root is 0 and that of the node v is one more 
than Level of P(v). Right’(i) is the rth ancestor of v in the Right-Tree, if it exists, and 
0 otherwise. 
3. Shortest distance between any two vertices of a directed path graph 
In our previous algorithm [lS] we solved the SDQ problem first on interval graphs 
and showed how the result can be extended to the case of directed path graphs. In 
order to solve the SDQ problem on interval graphs we first constructed the Right- 
Tree for the interval graph. Since the clique tree of an interval graph is a path, the 
Right-Tree construction is similar to the one described earlier. We proved the 
following properties based on the Right-Tree. 
1. Nodes at non-adjacent levels in the Right-Tree are not adjacent in the interval 
graph. 
2. Two nodes at the same level of the Right-Tree are at most a distance of 2 in the 
interval graph. 
3. Two nodes which are at adjacent levels of the Right-Tree are at most a distance of 
3 in the interval graph. 
Using the above characterizations we calculated the distance between any pair of 
nodes in constant time and space by solving “Level Ancestor” queries on the Right- 
Tree. Dietz [6] gives on O(N) time and space algorithm to process an N node tree 
structure so that “Level Ancestor” queries, that is, queries of the form “what is the 
ith ancestor of a vertex v?,” can be answered in constant-time. Our algorithm will 
preprocess this Right-Tree in O(N) time and space so as to compute “Level 
Ancestors.” 
We now describe some properties of the clique tree of a directed path graph. 
A graph is a directed path graph iff it has a rooted clique tree such that the cliques 
containing vertex v of G appear consecutively in the unique path to the root [4]. Using 
the algorithm of Dietz et al. [7] a clique tree of the directed path graph with the 
property that the cliques containing any vertex from a contiguous path directed away 
from the root can be constructed in linear time (see [4]). 
In order to calculate the distance between two nodes x and y of the directed path 
graph we previously [15] proved the following properties. 
(1) If the Least Common Ancestor (LCA) 2 of high[x] and high [y] is, say 
high[x] (resp. high[y]), then the path from high[y] (resp. high[x]) to high[x] 
(resp. high[y]) corresponds to the clique tree of some interval graph. For the case 
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when Z = high [x] we showed that d(x, y) = Leuel( y) - Level(x) - 1 + d(z, y), where 
z= RightLeUel(y)-Le~el(~)-l ( y). Based on the properties of nodes of the Right-Tree of an 
interval graph, we can easily calculate the d(z, y) as z and y are in adjacent levels. 
(2) Let the least common ancestor Z # high [x] #high [ y]. Since in the clique tree of 
the directed path graph considered, the cliques of two different subtrees corresponding 
to the sons of a vertex, say Z have an empty intersection, it follows that the shortest 
path between x and y must contain exactly two vertices (aI and uz) from Z. Therefore, 
the distance between two vertices x and y defined above is 
where u1 (resp. uz) is a node in Z whose distance to x (resp. y) is the smallest compared 
to all the other nodes in Z. We will assign d(u, u) = 0 for any vertex u. We also showed 
how to determine uroZ (similarly, u2) as follows. 
Let k be a vertex in Z such that it has the largest depth(high[k]) value among all 
vertices in Z. Let x be a vertex defined above and let a vertex u at level (Level(k) + 1) be 
the Level(x)-(Level(k)+ 1)th ancestor of node x in the Right-Tree T. We have 
{ 
some vertex q in Z if x is adjacent 
u1 = P(u) in T if P(U) is in Z, 
P(P(u)) in T otherwise. 
The following linear time and space preprocessing 
to 4, 
algorithm was given in [15]. 
Algorithm Preprocess; 
Construct the clique tree given the directed path graph. The clique tree can be 
constructed after a simple modification of the algorithm of Dietz et al. [7] (see 
C41)* 
Construct the Right-Tree using the algorithm Right-from-Clique-Tree. This takes 
O(N + M) time and the Right-Tree uses O(N) space. During the construction of 
the Right-Tree determine for each clique C, a node k with the largest 
depth(high[k]) value. 
Preprocess the clique tree for ‘lowest common ancestor” computation using the 
linear-time algorithm of Schieber and Vishkin [16]. This step takes O(N) time 
and space since the Clique tree can have at most O(N) nodes. 
Preprocess the Right-Tree for “Level Ancestor” computation using Dietz’s [6] 
algorithm. As there are O(N) nodes in the Right-Tree and the algorithm of Dietz 
takes O(N) time and space, this step has O(N) time and space complexity. 
Thus the entire preprocessing can be completed in O(N+M) time and space. 
Tbeorem 2 (Sridhar et al. [15]). Giuen the clique tree of a directed path graph 
preprocessedfor lowest common ancestor computation and Right-Tree of the same graph 
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preprocessedfor level ancestor computation, the distance between any two vertices of the 
directed path graph can be computed in O(1) time. 
4. Shortest distance queries on chordal graphs 
In this section we will develop an efficient sequential algorithm for the SDQ 
problem on chordal graphs based on the techniques described in the previous section 
for directed path graphs. 
First we state the following property of chordal graphs. 
Property 3 (Golumbic [lo]). Let T be a clique tree of a chordal graph G and P and 
Q be two nodes of T such that R = LCA(P, Q) # P # Q. If a vertex x of G is in P and Q, 
then x is in R. 
Based on the above property we conclude that the cliques of two different sub- 
trees corresponding to the sons of a node, say Z have a non-empty intersection. 
Hence, in the shortest path between two vertices x and y with 
Z = LCA(high [xl, high[ y]) #high [x] #high [ y] there will be either one of two 
vertices from Z. 
Let us consider clique tree T of a chordal graph and augment it with a new vertex in 
every clique. Let Z be an ancestor clique of the clique high[x], where x is a vertex in 
high[x]. Let z be the augmented vertex in Z. Let d(x,p)=min{d(x,q) 1 qEZ-z}, that 
is, d(x, p) is the minimum distance from x to some node p in Z-z compared to all the 
other nodes in Z-z. We have the following lemma. 
Lemma 4. The distance d (x, p) = d(x, z) - 1. 
Proof. Since ZEZ and not in any other clique in the subtree rooted at Z, 
d(x, p) +d(p, z) =d(x, z). We have d(p, z) = 1 as p and z are in the same clique Z. Hence 
the lemma. 0 
Observe that LCA(high [x], high [z]) = high [z] and hence the distance d(x, z) can be 
calculated O(1) time using the techniques discussed in the previous section. 
Lemma 5. Let Z=LCA(high[x], high[y])#high[x] #high[y] be a node in the clique 
tree S. Then d(x, y) is either one of the following: 
(1) d(x,z)+d(y,z)-2, where z is a vertex in Z, or 
(2) d(x,z)+d(y,z)-1. 
Proof. Let us assume that there exists a vertex p in Z (as discussed earlier) such that 
d(x,p)=d(x,z)-1 (from Lemma 4) and d(y,p)=d(y,z)- 1. Now, d(x,y)=d(x,p)+ 
d(y,p)=d(x, z)+d(y, z)-2. If such a p does not exist, then let 1 and m be two vertices 
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in Z such that, d(x, I) =d(x, z) - 1 (from Lemma 4) and d(y, m) = d(y, z) - 1. Now, d(x, y) = 
d(x,I)+d(y,m)=d(x,z)+d(y,z)-2+d(l,m)=d(x,z)+d(y,z)-l (as 1 and m are in the 
clique Z). Hence the lemma. 0 
Based on the proof of Lemma 5 it can be seen that in order to determine the 
shortest path between two vertices x and y satisfying the condition in Lemma 5, 
we have to search for the existence of a vertex p. We have to process every vertex 
in Z to locate such a vertex p. In a chordal graph the size of a clique can be as large 
as O(N) and hence each query would require at least O(N) time. If we arbitrarily 
choose the distance (1) or (2) given in Lemma 5 then the distance chosen would be 
at most one greater or lesser than the actual shortest distance. Based on this 
observation, we present the following steps for the approximate SDQ problem 
on chordal graph. 
Algorithm SDQ-Chordal; 
1. Apply the Algorithm Preprocess given in the previous section. For Step 1 
of the Algorithm Preprocess, the clique tree of the chordal graph is con- 
structed using the algorithm given in [9]. Also, in each clique Z of the clique 
tree (a node of the clique tree) add a dummy vertex z before the Right-Tree is 
constructed. 
2. Let x and y be two arbitrary vertices of the chordal graph such that d(x, y) # 1. 
Let Z=LCA(high[x],high[y]). 
3. If Z=high[x] (or high[y]), then the shortest distance is calculated using the 
technique presented in the previous section. 
4. If Z #high[x] #high[y], then calculate the approximate shortest distance as 
discussed in Lemma 5. 
The entire preprocessing can be completed in O(N + M) time and space. 
Theorem 6. Given the clique tree of a chordal graph preprocessed for lowest common 
ancestor computation and Right-Tree of the same graph (with the augmentation dis- 
cussed earlier) preprocessed for level ancestor computation, the distance between any two 
vertices which is at most one greater than the shortest distance can be computed in O(1) 
time. 
A K-chordal graph is a chordal graph in which the maximum clique size is at most 
K + 1. Following the proof of Lemma 5 we have to check the existence of a vertex p. In 
particular, we have to see if there exists a vertex p such that d(x, p)=d(x, z)- 1 and 
d( y, p) = d( y, z) - 1. Since d(x, z) and d(y, z) can be calculated in constant time, the test 
to determine if a particular vertex rEZ is p can be done in constant time. If the input 
graph is a K-chordal graph, then the number of vertices in Z is at most K + 1 and the 
SDQ problem can be solved in O(K) time. 
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5. A Parallel algorithm 
In this section, we would present a parallel implementation of the sequential 
algorithm given in the previous section. 
The following results are useful for our parallel implementation. 
Lemma 7 (see Joseph Ja Ja [ 111, p. 1181). Let T be a tree with N uertices rooted at I by 
the adjacency lists. Each of the following computations can be done optimally in 
O(log N) time on the ERE W-PRAM. 
(1) Computing the preorder number of each vertex. 
(2) Computing the level of each vertex. 
Lemma 8 (see Joseph J&IP [ll, p.1 1361). Let T be a tree with N vertices rooted at r. 
There exists an optimal parallel algorithm which runs in O(log N) time on the CREW- 
PRAM model to preprocess tree Tin such a way that the LCA queries can be answered 
in constant time using a single processor. 
Lemma 9 (Berkman [3]). There exists an optimal algorithm which runs in O(logN) 
time on the CREW-PRAM model to preprocess an N node rooted tree T such that the 
level ancestor queries can be answered in constant time using a single processor. 
Lemma 10 (Klein [12]). A clique tree of a chordal graph with N vertices and M edges 
can be constructed in O(log’ N) time using O(N + M) processors on a CREW-PRAM 
model. 
Lemma 11 (Golombic [lo]). The sum of the size of all the cliques of a chordal graph 
with N vertices and M edges is O(N+M). 
In order to derive a parallel algorithm for the shortest path queries problem on 
chordal graphs, we have to first determine high values given the clique tree. We first 
assign level numbers (depth) numbers to the nodes of the clique tree. Vertices in each 
node C of the clique tree are assigned a depth number equal to the level number of C. 
Since the sum of the size of all cliques in O(N + M) (Lemma 1 l), this operation can be 
done in constant time using O(N + M) processors. Now for any vertex u there can be 
more than one depth number assigned to it and we have to choose the minimum 
depth assigned to it. That is, we have to choose a set of N minimum values from 
O(N + M) values. For any vertex u we select the set of values assigned to it and find 
a minimum one. This can be done optimally in O(log IP”I) time on a EREW-PRAM 
model [ll], where P, is the number of cliques in which vertex u occurs. It is easy to 
show from Lemma 11 that the sum of the sizes of all P, is O(N + M) and clearly, lPVl is 
O(N). Hence, the smallest depth value for all vertices u can be determined in O(log N) 
time using O(N + M) processors on the EREW-PRAM model. We now execute step 
3. of the algorithm Right-from-Clique-Tree to get the Right(u) for each vertex a. This 
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step can be completed in O(log N) time using O(N+M) processors as it involves 
finding minimum within each clique. 
Now, the algorithm Preprocess can be completed in O(log’ N) using O(N + M) 
processors on the CREW-PRAM model based on the above discussion and the 
Lemmas 7-10. The steps 2 and 3 of the algorithm SDQ-Chordal can easily be 
executed in constant time using a single processor. Based on the above discussion we 
have the following main result. 
Theorem 12. Given a chordal graph with N vertices and M edges preprocessed (as in 
step 1 of the algorithm SDQ-Chordal) in O(log2 N) time using O(N + M) processors on 
the CREW-PRAM, the distance between any two vertices which is at most one greater 
than the shortest distance can be computed in O(1) time using a single processor. 
6. Conclusion 
We have proposed a query model scheme for solving the shortest distance problem 
on special graphs such as chordal and K-chordal graphs. The sequential algorithm for 
the SDQ problem on chordal graphs are at most one away from the actual shortest 
distance. We do not know of any algorithm for the all-pair shortest distances problem 
on chordal graph which runs in O(N’) time, where N is the number of vertices of the 
graph. Since chordal graphs are visibility graphs of special polygons, a natural 
extension is to construct the Right-Tree which is the basis of our algorithm directly 
from the polygon without having to construct the visibility graph. This is important 
since the size of the visibility graph could be quadratic in the number of the vertices of 
the polygon. It would be interesting to extend this algorithm to the case of weighted 
chordal graphs. 
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