We present a thorough empirical study (based on over 8 years of daily data) of candidate models for forecasting losses in relation to positions held against individual risk factors as well as losses in relation to a portfolio of risk factors. As part of the study, we also dene various measures and visualization techniques to evaluate the performance of the candidate models in the context of risk management and introduce two innovations: 1) tail emphasized model optimization and 2) implied covariance forecasting. Finally, we highlight the important issue of the estimation error of the covariance matrix in relation to its dimension and the number of datum from which it is estimated and outline a framework for handling this problem.
Introduction
To measure the market risk of a portfolio of traded assets, many banks are increasingly employing internal models based on a methodology called Valueat-Risk (VaR). In an important regulatory innovation [1] , the Basle Committee on Banking Supervision has proposed in 1996 that such models may be used in the determination of the capital requirements that banks must fulll to back their trading activities. In addition, the Bank for International Settlements { Fisher Report [2] urged nancial intermediaries to publicly disclose Values-at-Risk. The Group of thirty [3] and ISDA also advocate the VaR concept as a general measure of market risk.
The motivation behind the use of these models is to quantify risk for internal decision making and capital adequacy purposes. The quantication is in terms of the upper limit for loss inherent to a portfolio position with a given pre-specied probability, called level of condence, and over a xed period of time in the future holding period. An in depth description of the theory of VaR models is given in [4] , [5] , [6] and [7] .
VaR models have to deal with 4 mathematical components:
1. Models { for predicting conditional distributions of returns for the underlying risk factors. 2. Stripping { of instruments so that they are expressed in terms of their underlying risk factors. 3. Value function of the portfolio { which may be non-linear with respect to the returns of the underlying. 4 . Construction of prot and loss forecast distribution { based on the value function and class of conditional distribution of risk factors. VaR models may dier from each other in dierent ways with respect to one or more of the above components. Components 3 and 4 are often mathematically interlinked { and together may be broadly addressed with the following popular methodologies:
{ Variance-Covariance { or approach. { The approach. { Monte-Carlo simulation. { Scenario simulation.
One of the objectives of this paper is to compare dierent models for predicting market risk. For this purpose we have chosen a candidate portfolio of spot foreign exchange and metal rates. Since the candidate portfolio is linear { the Variance-Covariance approach for the portfolio function is more than adequate for the purpose of this paper.
There is a considerable amount of work related to VaR models from academics, practitioners and regulators. Traditionally, a large volume of work from academics has been in the eld of stochastic modeling of nancial time series. This huge volume of work { review article [8] containing 230 references { while being extremely relevant is not directly presented in the context of risk management. Academic work directly addressing the eld of risk management is less common but includes a broad range of topics of practical and theoretical relevance such as the formal properties and deciencies of the VaR concept [9] , the problem of actual versus risk neutral distributions [10] , the discrepancies between the diversity of implementations of the same model { system risk [11] , the determination of capital requirements with internal models [12] , the appropriateness of VaR models as a management tool [13] and techniques for forecasting variances and covariances [14, 15, 16] .
Important contributions to VaR models from practitioners include the breakthrough work of J. P. Morgan RiskMetrics giving a complete description of VaR models, criticisms, assumptions and methods [4] , methods to judge the VaR model forecast quality [17] , concepts that analyze the risk exposure of a portfolio by measuring the risk of the basic blocks of the total portfolio [18] and the probabilistic foundation of scenario simulation models [19] .
The contributions by regulators in this eld primarily focus on issues related to the integration of VaR models within BIS recommendations and the attendant problems faced in practical implementation of these recommendations. Consequently work by regulators focus on backtesting [20, 21] and on issues that relate VaR model performance to the BIS parameters [22] , [23] , [24] and [25] . This paper covers a cross section of issues focused on by academics, practitioners and regulators. From the academic perspective, we oer some innovations in stochastic modeling of nancial time series -and oer a stringent testing framework for new models. From the regulators perspective, we introduce and discuss various measures for evaluating model performance in the context of risk management. From the practitioners perspective we carry out the entire evaluation using real data and try to construct performance measures which strike a balance between risk over-estimation and risk-under estimation.
In sections 2 through 6 of this paper, we evaluate the absolute and relative performance of VaR estimates based on historical simulation, the rectangular moving average, the exponential moving average, and the conditional variance forecasted by the GARCH process. In dealing with this issue we also discuss the meaning of performance in terms of dierent techniques to evaluate the success of the VaR model. In section 7, we discuss the issue of stochastic error in covariance matrix estimation and the inter-relation of this problem to the following issues:
{ Possible singularities in the covariance matrix due to rank defects caused when the sample size is smaller than the dimension of the correlation matrix (which is generally true when using the popular gure of 250 days history).
{ Systematic underestimation of risk arising out of the re-optimization of the portfolio (to minimize VaR) based on the estimated covariance matrix. We end the discussion with some speculation on the innovations necessary to handle this problem. Although section 7 is directly unrelated to the earlier sections { we believe that it is a crucial point which must be emphasized for the completeness of this paper. We end the paper with a summary of innovations and recommendations for better overall handling of risk measurement.
General overview
Below, we present a general non-mathematical overview of this paper. The detailed mathematical description of the models and performance measures is in sections 3 and 4.
Data
This presentation is based on 2252 daily prices for the value of 1 United States Dollar (USD) expressed in the following 10 units: The 2252 prices w (k) t corresponding to each series k are constructed by linearly interpolating the middle prices, constructed as a geometric mean of bid and ask [26] , from the 2 nearest quotes which bracket 16:00 UKT. Of course, as a corollary to the linear interpolation { if a quote falls exactly on 16:00 UKT then the middle price from this quote is used. Only quotes which have been ltered using O&A ltering technology { and from an original high frequency database of O&A collected quotes from 3 real-time data vendors { Knight Ridder, Reuters and Telerate are used. The daily prices do not include Saturdays, Sundays, Christmas days, December 26 and New years day. The rst price in this data set belongs to February 23, 1988 and the last price belongs to October 31, 1996.
Portfolio specication
Introduction: The performance measures of the risk models considered in this paper are presented in 2 ways:
Univariate: As an average performance over the 10 trivial portfolios that are dened by the 10 risk factors k { as being the sole asset in the portfolio. Multivariate: In conjunction with a candidate portfolio P of 10 risk factors itemized in section 2.1 and having equal weights. We shall hereafter use univariate and multivariate to describe the context of the performance measures as dened above.
The entire analysis is done assuming zero mean price change { but to account for any bias due to long term increases or decreases in one or more of the time series { the performance information is symmetrized by taking the mean performance over the 2 portfolio position vectors dened by: Long on the US dollar with equal investment in each risk factor. Short on the US dollar with equal investment in each risk factor. The above symmetrization procedure applies equally to the univariate as well as the multivariate presentations.
Univariate Context: Taking into account the long and short positions, in the univariate case we introduce notation (k) to denote a generic measure, , associated with a specic portfolio and position. Using this notation we can than construct the mean measure, u , in the univariate (u) Comment: The performance measures we present in this paper are all computed as an average over candidate portfolios. Such averaging is necessary so that the performance of the model is not biased by the choice of the portfolio. In particular, long term fall or rise in prices, can by chance make a xed portfolio consistently protable or lossy. To prevent bias of this nature we always average over pairs of portfolios with opposing positions.
Methodology
The 2252 prices w (k) t for each of the risk factor series 1 k are then log dierenced to produce 2251 consecutive log dierenced price changes x
3) In the univariate context, the primary focus of each candidate model is to predict the log dierence series x (k) t+1 in terms of a conditional probability density function denoted by p (k) t . In the multivariate context, however, the primary focus of each candidate model is to predict x (P ) t dened by in terms of a conditional probability density function denoted by p [1; 1001] are used to construct 1000 out-of-sample prediction-realization pairs. This latter set of 1000 pairs are then analyzed in dierent ways to evaluate the performance of the models.
Zoo of models
We study the following 5 dierent models for generating the forecast distribution p t over a holding period of 1 day:
1. Historical simulation with 250 day memory 2. 250 day rectangular moving average 3. J. P. Morgan RiskMetrics { Exponential moving average 4. GARCH(1; 1) 5. Tail emphasized GARCH(1; 1) Model 1 is non-parametric and models 2 and 3 are pre-dened and do not require any optimization.Models 4 and 5 are optimized in an in-sample period of 1250 days (250 days for build up and 1000 days for optimization). The latter in-sample period precedes a 1000 day out-of-sample in which the performance of the models is gauged in the context of risk management. The determination of the conditional distribution p (k) t forecast by a model for each of the series k is of course an entirely univariate exercise. The multivariate aspect comes through the covariance matrix t which is determined by bivariate analysis { for all but model 1. In the case of models 2 and 3 the covariance is measured in a straightforward -intuitively obvious { bivariate generalization of the variance computation (details in sections 3.2 and 3.3). In models 4 and 5 however { a more sophisticated approach is presentedwherein the dynamics of the bivariate sum are also t to the candidate model and the implied covariance is used (details in section 3.4). Another innovative feature (described in section 3.5) is introduced in model 5 { wherein the optimization of the model is performed using a specialized method which emphasizes optimization of the residual tails. This optimization methodology turns out to have dramatic impact when using these models in the context of risk-management { as the performance measures will show.
Performance measures
The purpose of this paper in not simply the study of the dierent candidate models itemized in section 2.4 but also to present the dierent subtleties in evaluation of models in the context of risk management. For better visualization of performance, the above measures are plotted for each model as a function of increasingly extreme classes of realizations. To construct the classes of extreme realizations we use two dierent parameters such that { as they increase { they dene a class of more and more extreme observations. These are:
Volatility percentile: The candidate measure is plotted against the percentile level of jx (k;P ) t j { and for a given level the measure is evaluated as a count or average over those realizations which correspond to a higher percentile level. Condence level: The candidate measure is plotted against a condence level { and for a given level the measure is evaluated as a count or average over those realizations which are outside the condence level. There is a subtle dierence between the two kinds of plots in terms of how the X-axis refers to an increasingly extreme set of points. The rst plot directly evaluates the performance of the model for large price changes. The second evaluates the performance of the model for movements which are regarded as increasingly improbable by the model itself.
From the latter, it should be clear that { when comparing plots for different models against the volatility percentile { a given point on the X-axis will always refer to the same data. On the other hand, for plots against the condence level { a point on the X-axis will refer to diering data sets since this discrimination depends on the model itself.
The performance measures presented in this paper are: 1. Observed/Predicted exceedence ratio against condence level 2. BIS Red, Yellow and Green Zone frequency against condence level 3. Observed/Predicted serial exceedence against condence level 4. Mean log likelihood against condence level 5. Mean log likelihood against volatility percentile As already mentioned in section 2.2, we have one further variation in the presentation of performance measures { the univariate context based on 10000 prediction-realization pairs and the multivariate context based on 1000 prediction-realization pairs. The two contexts allow us to distinguish between the performance of a model for forecasting a risk factor with the performance of the model for forecasting the portfolio. Knowledge of the relative performance of the model in the univariate and multivariate context highlights an important distinction. It is usually the case that the methodology used for the multivariate computation p (P ) t as prescribed by a given model can be rened without aecting the univariate computation p (k) t . (For all the models presented in this paper { barring historical simulation { this means that it is possible to modify the methodology for updating the o diagonal elements of the covariance matrix t without changing the prescription for the diagonal elements.) The relative performance of a given model in the univariate and multivariate context can indicate if the point of weakness for the model lies in the computation of p (P ) t and can therefore motivate further research in rectifying the point of weakness.
Model specication
Presented below are the detailed specications for the construction of the forecast probability density p (k) t and p (P ) t as prescribed by the dierent models included in this paper.
Historical Simulation
Historical simulation is the method of prediction in terms of which the forecast probability density depends directly on the past empirical distribution. In general the length of the past used for forecasting can be a parameter { which is adjusted for best performance in the in-sample period. The Bank of International Settlements in Basle (BIS), Switzerland, has however recommended [1] the use of at least 250 day memory. In view of this we present this model with a 250 day memory since the comparative performance of the BIS recommendation is likely to be of general topical interest.
Since no optimization is involved, the 10000 univariate and 1000 multivariate prediction realization pairs are constructed using the last 1250 data points t 2 [ 248; 1001] in the 10 log dierenced price change series k.
To construct p (k;P)
We then construct p (k;P) t to be the probability density function such that: Z This completely denes the construction of the forecast distribution p (k;P ) t and through this the out-of-sample prediction-realization pairs that form the starting point for performance assessment of this model.
Rectangular Moving Average
Since the horizon is already xed by the data (and the holding period) at 1 day, the only remaining parameter one can associate with this method is the size of the memory. Once again { because of the commonly used 250 day memory (consistent with the BIS recommendation) we do not undertake any optimization and use the model with this pre-dened value. As in the case of the historical simulation model { the 1000 univariate and multivariate prediction realization pairs are constructed using the last 1251 data points in the 10 log dierenced price change series k.
Univariate context: In this model, as in all subsequent models described below, the conditional distribution p (k) t is predened to be a Gaussian distribution with variance (k) t 2 . The dierence between this and subsequent models lies only in the manner (k) t is generated from the price change history of a given series. For this model: (k) Note that the diagonal elements (j = k) are exactly the variances
obtained in the univariate context. Then, using standard multivariate probability theory the forecast distribution p (P ) t for x (P ) t is the Gaussian distribution with variance: 
The determination of (P ) t as above along with x (P ) t constitutes the full specication of the prediction-realization pairs that form the starting point of the multivariate performance analysis of the model.
J. P. Morgan RiskMetrics
This model is basically a non-stationary GARCH(1; 1) model. The GARCH coecients are pre-dened by the RiskMetrics technology { and so no optimization is necessary. To be consistent with the previous 2 models { we choose a build up period of 250 days { although the eective model memory is much shorter due to the exponentially decaying weight of the moving average that the GARCH(1; 1) process emulates. As in the previous 2 models { the analysis is based on the 1000 prediction-realization pairs constructed from the last 1251 data points in the 10 log dierenced price change series k. The value of (k) t is not sensitive to the seed value (k) 249 once the recursion has been applied 250 times or more. Of course, for the latter to be true, the seed value must be a reasonable value like the one used in expression 3.10. The repeated application of the recursive expression 3.10 will allow the specication of 1000 prediction-realization pairs starting with (p
The GARCH process is a popular stochastic process which has been fairly successful in modeling nancial time series [27] . In general the GARCH(p; q) process has p +q+1 parameters which must be t to the data. GARCH (1; 1) is the simplest of this class with 3 parameters.
The GARCH(1; 1) based risk model is the rst model we present for which optimization is involved { and we make full use of all 2251 data points available to us from each of the 10 log dierenced price change series k. For convenience we dene t 2 [ 1249; 1001] as representing the build up period, t 2 [ 1000; 0] as representing the in-sample period and t 2 [1; 1001] as the period over which we construct the 1000 prediction-realization pairs associated with this model. in-sample period. Unlike the J. P. Morgan prescription of using Table 1 .
The optimization { reported in Table 1 { was done with the objective of maximizing the average log-likelihood of the 1000 prediction-realization pairs in the in-sample period { corresponding to the events t 2 [ 1000; 0].
Mathematically, the average log-likelihood may be expressed as:
Finally, using standard multivariate probability theory the forecast distribution p (P ) t for x (P ) t+1 is constructed from t in the same manner as expressed at the end of section 3.2 (expression 3.9). The 1000 prediction-realization pairs, (p (P ) t ; x (P ) t+1 ), over the period t 2 [1; 1001] Table 1 : Fit parameters (0, 1, 1) for variance forecasts and the mean log-likelihood (LL) over the in-sample for GARCH(1; 1) (using 1000 points) and tail emphasized GARCH(1;1) processes (using 500 points). See sections 3.4 and 3.5 for additional details. The series are as dened in section 2.1.
Tail emphasized GARCH(1; 1)
The implementation of this model diers from the GARCH(1; 1) implementation only in the manner of optimization of the process over the 10 series Table 2 : Fit parameters (0, 1, 1) for variance forecasts and the mean log-likelihood (LL) over the in-sample for GARCH(1; 1) (using 1000 points) and tail emphasized GARCH(1;1) processes (using 500 points). See sections 3.4 and 3.5 for additional details. The series are the sum (+) of the series dened in section 2.1. This optimization is needed in the multivariate context to compute the implied covariances used in these methods.
of maximizing the average of the 500 most adverse L (k;jk) t , the model will provide better day to day consistency in forecasting performance than the traditional method which includes all events with equal emphasis.
Performance measures
Whether for the univariate case or the multivariate case, each model specication ends with a clear recipe for constructing 1000 prediction-realization pairs, (p (k;P ) t ; x (k;P) t+1 ), t 2 [1; 1000] . These prediction-realization pairs are the starting point for performance measurement of the models in the context of risk management.
Exceedence ratio against condence level
Introduction: Basically this measure is a count of the events for which the loss of assets exceeds the loss predicted by the model as a function of the condence level c. The count is normalized by the theoretical expectation of the exceedence count { and hence we refer to this as the exceedence ratio. This measure is a relatively coarse measure since it is not sensitive in distinguishing models which have the same exceedence count but a dierent degree of exceedence.
Specication: As a function of condence level c (in %), it is convenient to rst dene the exceedence limits
t (x)dx = c 100 :
It should be clear from expression 4.1 that
t (c) is the loss that will be exceeded by a long (+) position on the US Dollar against series k or portfolio P with probability (1 c 100 ). Similarly the exceedence limit (k;P ) t (c) is the correspondingly probable loss for a short position on the US Dollar against series k or portfolio P . We note that for all the models except historical simulation { the conditional distribution p (k;P ) t is symmetric around zero and
Next, we dene the set of loss exceedence events + (k;P ) (c) and (k;P ) (c) so that: t . The BIS uses the above zones as the basis for assessing the reliability of VaR models.
To construct our measure we rst allow the prescribed condence (99%) to become a variable c and then determine the frequency of the red and green zone designations associated with the model in the out-of-sample period as a function of c. Since our out-of-sample has 1000 prediction-realization pairs, we have 4 non-overlapping periods of 250 days but 751 distinct but overlapping moving samples, X where the notation (G; R) transparently refers to 2 expressions { one each for G (k;P ) (c) and R (k;P ) (c) respectively. (G; R) (k;P ) (c) is of course the fraction of events in the out-of-sample period when the green and red designation is applicable. Note again that we have extended the BIS denition for this measure and allowed condence level c to be a variable. Comment: When c is low, it is naturally expected that the models will be predominantly 100% in the red. As c increases, red frequency drops and the green frequency increases. The yellow frequency { not plotted { peaks somewhere between 50% and 100% { and is dierent for dierent models. The X-axis of the plots are restricted to high c to highlight the portions which are most interesting for comparing the models.
This absolute measure does not carry much more information than the exceedence ratio presented in the last section. It also inherits the digital property of the exceedence ratio { in that it is not sensitive to the degree of exceedence. The main motivation of this measure is only to present exceedence information in the more popular framework of the BIS colour designations.
Serial exceedence ratio against condence level
Introduction: Neither the exceedence ratio of section 4.1 nor the BIS colour frequency of the last section measure the clustering of condence level exceedences. We now present the serial exceedence ratio which tests the propensity of the model for consecutive prediction failures.
Specication: In order to construct the measure we dene the set of consecutive loss exceedence events (k;P ) (c) so that: Figure 3u: Ratio of observed and expected consecutive loss exceedence counts against condence level in the univariate context for all candidate models. This plot shows the ratio (X axis) of the frequency of consecutive exceedence events and the expected frequency of such events against the condence level c (Y axis) for which the events are dened { for all the 5 models considered in this paper. Ratio values larger than unity indicate that the model is prone to greater than expected consecutive prediction failures at the condence level for which this occurs. The value plotted for a given model is the average of the ratios computed over 20 trivial portfolios { each consisting of a long or short position of the US Dollar against the 10 series k. The curves are based on the analysis of 10000 prediction-realization pairs in the outof-sample period. See section 6.5 for additional comments. Figure 3m: Ratio of observed and expected consecutive loss exceedence counts against condence level in the multivariate context for all candidate models. This plot shows the ratio (X axis) of the frequency of consecutive exceedence events and the expected frequency of such events against the condence level c (Y axis) for which the events are dened { for all the 5 models considered in this paper. Ratio values larger than unity indicate that the model is prone greater than expected to consecutive prediction failures at the condence level for which this occurs. The value plotted for a given model is the average of the ratios computed over 2 portfolios { each consisting of uniformly long or uniformly short positions of the US Dollar against the 10 series k. The curves are based on the analysis of 1000 prediction-realization pairs in the out-of-sample period. See section 6.5 for additional comments.
Comment: This is a simple and absolute measure which shows general success of a risk model in capturing the heteroskedasticity of the market { as a function of the condence level. The region above unity represents a higher than expected rate of successive exceedences.
Mean log-likelihood against condence level
Introduction: The main drawback of the exceedence ratio as a performance measure is that it is only sensitive to the frequency and not the degree with which the loss exceeds that predicted at a certain condence level. A natural measure for the degree of exceedence is the log-likelihood contribution
t (x (k;P ) t+1 )) (4.15) which is the logarithm of the probability density of the realized event in terms of the forecast probability distribution p (k;P ) t . While we have used the mean log-likelihood as a criteria for optimization in the in-sample, we now extend it to measure performance out-of-sample. Although the expression 3.17 refers only to a Gaussian conditional distribution { it does qualitatively show through its third term that it is appropriate to regard the log-likelihood contribution L 
(4.18) plotted in gures 4u and 4m respectively for all candidate models. Plots are always for the condence range of 50% and higher, since this denes the division between loss making and protable events. Due to symmetrization (consideration of both long and short, positions) the value of`u(c = 50) is based on all 10000 out-of-sample events x Figure 4u: Mean log-likelihood of exceedence events against condence level in the univariate context for all candidate models. This plot shows the mean log-likelihood (X axis) of all exceedence events against the condence level c (Y axis) for which the events are dened { for all the 5 models considered in this paper. Higher mean log-likelihood values at a given condence level indicate better models and lower degrees of exceedence at that condence level. The value plotted for a given model is the average of the mean log-likelihoods of exceedence events computed over 20 trivial portfolios { each consisting of a long or short position of the US Dollar against the 10 series k. The curves are based on the analysis of 10000 prediction-realization pairs in the out-of-sample period. See section 6.6 for additional comments. Figure 4m: Mean log-likelihood of exceedence events against condence level in the multivariate context for all candidate models. This plot shows the mean log-likelihood (X axis) of all exceedence events against the condence level c (Y axis) for which the events are dened { for all the 5 models considered in this paper. Higher mean log-likelihood values at a given condence level indicate better models and lower degrees of exceedence at that condence level. The value plotted for a given model is the average of the mean log-likelihoods of exceedence events computed over 2 portfolios { each consisting of uniformly long or uniformly short positions of the US Dollar against the 10 series k. The curves are based on the analysis of 1000 predictionrealization pairs in the out-of-sample See section 6.6 for additional comments.
Comment: This relative measure,`u ;m , is maximized when the distribution of events in (k;P ) (c) are predicted with the correct probability by the model. Of course this applies strictly only when #( (k;P ) (c)) is large. In gures 4u and 4m we have plotted data in steps of 1% starting from 50% up to 99% { which is for increasing condence levels but decreasing population of contributing events. It is precisely because the robustness of the statistic is in question for very high levels of condence, that we have taken the approach of visualizing the measure as a function of the condence level. When one model shows consistently superior performance than another in the entire high condence level range { can we be sure that it is a superior model in the context of risk management. The gures 4u and 4m inform us about the relative performance of the models for events deemed improbable by the model itself. As already discussed in section 2.5 the sets (k;P ) (c) for dierent models do not refer to the same subset of t 2 [2; 1001] . The motivation of the next measure is to evaluate how the model performs explicitly for large price moves and to allow comparison of models over exactly the same data.
Mean log-likelihood against volatility percentile
Introduction: Instead of computing the mean log-likelihood over all events above a certain condence level { we now compute the mean log-likelihood over all events wherein the predicted movement exceeds a certain absolute size { parametrized by the percentile level of the event size. (The nomenclature volatility percentile is motivated by the popular identication of the movement size jx (k;P ) t j with volatility.) In this case the X-axis is independent of the model { so the points plotted for every model which correspond to the same volatility percentile { refer to the same extreme events. This measure tests the conformity of the model predictions to the tail of the empirical unconditional distribution instead of the tail of the forecast conditional distribution (presented in the last section).
Specication: The empirical unconditional distribution of out-of-sample events may not be symmetric around zero { especially because of long term increases or decreases in one or more series k. We must however still be able to put losses with respect to the long and short positions in the US Dollar against series k and portfolio P on equal footing when assigning percentile levels to large movements on both extremes. To impose symmetry in the percentile assignments we rst construct the event sets: X (k;P ) () = tj x where the exceedence percentile is '. The right hand side of expression 4.20 imposes a mapping so that the loss making data (relative to any portfolio and position thereof) will always cover a 50% range of percentile values. (Cases of x (k;P ) t = 0 may be ignored or assigned arbitrarily to either of sets X (k;P ) (0), without substantially aecting the results.)
Next, using expressions 4.2 and 4.15 we can directly construct (k;P ) (') = P t2X (k;P ) (') L (k;P ) t 1 : #(X (k;P ) (')) (4.21) which is the mean log-likelihood of all loss exceedences over volatility percentile ' for a long (+) or short ( ) position in the US Dollar with respect to the series k or portfolio P . Finally, as specied by expressions 2.1 and 2.2, we construct the univariate average mean log-likelihood u (') = 1 20
! (4.22) and the multivariate average mean log-likelihood m (') = 1 2 `+ (P ) (') +` (P ) (') (4.23) plotted in gures 5u and 5m respectively for all candidate models. The construction of expression 4.20 guarantees that what is true naturally for the 50% condence level (based on the forecast distribution) is also true for the 50% percentile level (of the empirical out-of-sample distribution) { that this level marks the division of protable and loss making events in the out-ofsample. As a consequence of this and symmetrization (consideration of both long and short, positions) the value of`u(' = 50) is based on all 10000 outof-sample events x Comment: This relative measure clearly tests the success of models when large movements are encountered. Figures 5u and 5m show that the tail emphasized GARCH(1; 1) stands out in this respect. In gures 5u and 5m the mean log-likelihood value at the 50% percentile level is the mean loglikelihood over all out-of-sample events. As we move to higher percentile levels, small movements are ignored. From this it is clear that the tail emphasized GARCH(1; 1) slightly sacrices performance in predicting small movements for better performance when movements are large.
5. Salient features of methodology 5.1 Modeling Implied covariances: In the GARCH based models 4 and 5 we construct covariance forecasts for series i and j by looking at the variance forecasts for the series i and j as well as the forecast for the sum series of i and j (expression 3.15). While applying this procedure we are well aware that formally the sum of two GARCH processes is not a GARCH process. This fact however does not intrinsically pose any caveat to the methodology { since the GARCH parameters for the three series (i, j and the sum thereof) are separately optimized in the in sample for all three { and no implicit constructions are used extending the parameters for the series i and j to their sum series.
What can however be of serious concern is that we have no guarantee that t has positive eigen-values. If t does have one or more negative eigenvalues -this implies that there exists a portfolio with a forecast variance which is negative. Unless the dynamics of the market changes drastically between the in-sample and the out-of-sample, it is extremely unlikely that the method of implied covariances will lead to this pathological condition. We can conrm that in our analysis, with the xed portfolios, we did not run into this situation { but this does not imply that t never had negative eigen-values. In section 7 we again discuss this issues of pathology in t .
Tail emphasis: In model 5 we introduce the idea of tail emphasized tting.
As explained in section 3.5 { in this method, for every candidate parameter set the mean log-likelihood is computed only over the adverse half of the total number of contributing events in the in sample. To be precise, the loglikelihood contributions of all events in the in-sample are sorted and the mean is computed over the lowest half of the set. The consequent tness landscape is considerably fractured since small changes in parameters can lead to the inclusion and exclusion of one or more events in the computation of the mean. Without the use of genetic algorithms [29] { for example by using only the BHHH algorithm { it would be quite impractical to nd the optimal solution for such a tness landscape.
It is important to note that adverse log-likelihood values are not necessarily contributed by the events of largest magnitude in the in-sample data. The tail referred to in the current context { is the tail in terms of bad predictions by a model { the tail of log-likelihood contributions. The tail emphasized optimization allows the model to nd a parameter set which alleviates the problem with its worst predictions by compromising on its better predictions. It makes the model more homogeneous in the quality of its predictions and as a by product of this eect this model also shows better performance for large movements.
In-Sample and Out-Of-Sample: We again emphasize that all optimization { wherever applicable { was done in an in-sample period t 2 [ 1249; 0] and all performance evaluation was done in the out-of-sample period t 2 [1; 1001] .
HARCH and EMA-HARCH: Although the HARCH [30] and EMA-HARCH [29] processes were constructed in order to capture the information from high frequency data, we have also studied these models (in addition to the 5 presented in detail) in the present context with daily data. The results we obtained with the 4 parameter processes HARCH(3) and EMA-HARCH(3) and the 5 parameter processes HARCH(4) and EMA-HARCH(4) (all implemented with tail emphasized optimization) showed marginal improvement when compared with tail emphasized GARCH(1; 1) (model 5). We have however not emphasized these models in the present study because we did not see the kind of improvement per degree of freedom to warrant their use with daily data. The comparative improvement of these models over tail emphasized GARCH(1; 1) when run with high frequency data { which they were designed for { is currently under investigation to be presented in a separate paper.
Performance measures
Measuring performance over extreme subsets: One of the main problems of evaluating models in the context of risk management is that the performance is gauged by looking at the few adverse events beyond the 99% condence level or associated with the few strongest adverse price movements in relation to some portfolio. Even with a back testing history of 1000 days (as used in this paper) we expect only 10 events beyond the 99% condence level. Statistics and performance measures based solely on these few events cannot help clearly distinguish good models from bad. Our approach of plotting model performance against condence level or volatility percentile is motivated by exactly this problem. As discussed in section 2.5, the condence level or the volatility percentile (plotted on the X axis of all gures) parametrize a class of increasingly extreme partial sets of events by diering denitions. By probing model performance as a function of increasingly extreme (but at the same time increasingly depopulated) event classes { we can get a better feel for the behaviour in the limit of extreme behaviour for that class type. We propose that the consistent superiority of one model over another over an entire range of condence levels or volatility percentiles { approaching the 99% level (say from 75% to 99%) { increases condence in the model. In addition by looking at the extrapolated approach to the 99% level from the less depopulated classes { we can better appreciate the error in the empirically determined measure at this level.
Separation of variance and covariance forecasting: Another important issue we cover is the separate analysis of the model with regard to variance and covariance forecasting. As already discussed in section 2.5 the results plotted in the univariate context determine the quality of the model for variance forecasting. The measures plotted in the multivariate context determine the quality of the model for variance and covariance forecasting. If it has been determined that the model has good performance in the univariate context but bad performance in the multivariate context { this must mean that some modications are necessary only in the covariance forecasting aspect of the model. Aside from the latter important information { the analysis in the univariate context is based on far more data and helps give more robust estimates of variance forecasting performance by a model even at the 99% level where exceedence data is sparse. (Note how the gures m are noisier than gures u.) Symmetrization: As part of our performance measurement methodology we propose that measures must always be presented as a mean over opposing portfolios. As discussed in section 2.2 this procedure gets rid of any bias in the measure arising out of long term increases or decreases in the series k.
Increasing robustness { averaging over more portfolios: For completeness we mention here that we have evaluated the models in the multivariate context as an average over 2 portfolios with opposing position vectors { equally weighted and long on the US Dollar against all series k and equally weighted and short on the US Dollar against all series k. For a more complete analysis it is viable to extend the methodology by averaging over a larger set of position vectors (such as for example on a sphere of dimension k with some appropriate radius), always ensuring that the symmetrically opposed portfolio is also included.
Discussion and Results
In this section we present a number of possibly disjoint but important comments with the purpose of achieving two objectives. One is to discuss the results of how the various models performed in comparison with each other. The second is to discuss the details of what the various performance measures convey, how they complement each other and what their drawbacks are. For convenience we shall refer to the models by the numbers associated with them in section 2.4 and to the performance measures by the numbers associated with them in section 2.5. The numbers are also consistent with the order in which we presented the models and the measures.
Measures sensitive to number of exceedence
Performance measures 1, 2 and 3 are digital measures sensitive to the concept of exceedence as dened by the event set (expression 4.2) and are entirely based on the cardinality of these or similar ( for measure 3) sets as a function of condence level c. As already remarked (in the detailed specication) { these measures are oblivious to the degree of exceedence { and hence lacking in this respect. It is quite possible that two models may have the same number of exceedences { even at the same points in time { but one model barely overshoots the exceedence limit (c) whereas another goes well beyond. Clearly measures 1, 2 and 3 will be unable to discriminate between two such models.
Measures sensitive to degree of exceedence
To capture the degree of exceedence { we have presented performance measures 4 and 5. The use of the mean log-likelihood of exceedent or large events (measures 4 and 5 respectively) in the out of sample is a sophisticated measure. For the conditional Gaussian distributions used in models 2 through 5, the probability density is strictly monotonically decreasing on both sides of the zero mean { and we are thus guaranteed that as desired ln(p t (x t+1 )) for each exceedent event becomes increasingly negative as the degree of exceedence of x t+1 increases. In the case of historical simulation however (model 1), this is not strictly true { since p t can be and is most likely multi-modal. If according to the model { a large event is more likely than a smaller event of lower size (as in the case of a multi-modal distribution) { and if the out-ofsample data conrms this distribution { then this is a truth which is captured by the model and the model should not be penalized for such an occurrence. On the other hand, if the conditional distribution is multi-modal, but the realizations do not t this distribution { then the model should be penalized. This is exactly what is achieved by the mean log-likelihood measures 4 and 5 { by expressing exceedence as a function of the probability density of the event rather than simply looking at the size of the exceedence. In general, for large populations, the mean log-likelihood maximizes when the predicted and realized distributions of an event class match up.
Measure 1
It is interesting to note that when viewed in terms of measure 1, historical simulation does appears to be a reasonable model which neither signicantly overestimates or underestimates risk over the full range of condence levels. In fact, on the basis of this measure, one could perhaps reject model 5 (tail emphasized GARCH(1; 1)) as being too conservative { in the sense of always over-estimating risk. In general the message from gures 1u and 1m is that models 1 and 3 have similar behaviours at low condence level but in the regime beyond the 95% level { tables are turned and { model 1 becomes far superior than all models except model 5. We also nd that there is not much too choose between models 2 and 4.
Measure 2
Measure 2 is interesting only because of its relationship to BIS recommendations. In terms of this measure, if we looked only at the 99% level { which is the legally dened relevant level { the best model is clearly model 5 { based on gure 2m for the green zone frequency. This is however not unexpected in view of the appearance that model 5 is extremely conservative in terms of gures 1u and 1m. While model 5 is the only one which is 100% in the green, gure 2m shows that none of the models { barring model 2 { are ever signicantly in the red zone.
Measure 3
In spite of the fact that measure 3 is what we refer to as a digital measure (like measures 1 and 2) { it brings brings out an important point which is missed by measures 1 and 2. This is the clustering property of exceedences. This measure determines if the frequency of consecutive exceedences is higher than expected at a given condence level. It is expected that models 1 and 2 which make no attempt to capture the autocorrelation of volatility should behave the worst in terms of this measure. It is therefore surprising to nd that model 3 fares worse than model 1 with respect to this measure. (The consecutive loss exceedence ratio of model 2 in the univariate context at the 99% condence level is 11:01 { not plotted in gure 3u for clarity of presentation.)
We have already pointed out in section 5.2 the serious caveat with regard to low number of exceedence events when focusing on the 99% condence levels. We again emphasize that while it is legitimate that any regulatory authority should be looking at these high levels for the evaluation of risk on a day to day basis once a model is accepted { the criteria of accepting this model should be based on performance of the model over an entire range of extreme levels starting from say the 75% level. Figure 3m provides an example of this problem. In gure 3m we have only plotted data when there is at least one exceedence event beyond a certain condence level (contributed by at least one of the two portfolios over which the measurement is averaged). Thus at the 99% level the absence of any entry in gure 3m indicates that none of the models admit a single event of consecutive exceedences over a 1000 day out-of-sample period. It is only when viewing the approach to the 99% level that we can pick out the relative performance of the models and the consistent superiority of model 5.
Measure 4
Measure 4 looks at the mean log-likelihood of all exceedent events beyond the condence level plotted on the X axis. We present gures 4u and 4m only to illustrate the dierence in relation to measure 5 which we strongly recommend as a solid performance measure. While the mean log-likelihood against condence level does help in establishing the degree of exceedence { it fails as a valid comparative measure between models. This is because the exceedent events referred to by a specic choice on the X axis do not correspond to the same set of events for dierent models. Diering sets of exceedent events at the same condence level imply diering theoretical maximums for the mean log-likelihood of exceedence { making direct comparison fallacious. (In addition we note that gure 4m has no expression of mean log-likelihood for model 5 at the 99% level because both contributing portfolios do not contribute an exceedent event. This again highlights the problem of passing legislation based entirely on evaluations at the 99% level.)
Measure 5
What is most important in the context of risk management is not whether a large number of run-of-the-mill movements were predicted well at the expense of a few large movements { but exactly the contrary. In fact, we can well aord a general over-estimate or under-estimate of risk with regard to small movements in exchange for better performance in the tail. Measure 5 presents the mean log-likelihood of all movements beyond a certain percentile level rather than all movements exceeding a certain condence level. As discussed in section 5.1 the results of model 5 in gures 5u and 5m clearly show that tail emphasized optimization used in model 5 achieves decreased sensitivity of forecasting performance to the size of the event as desired. In addition, gures 5u and 5m are the only gures presented where the X and Y axis are not both model dependent. The X axis depends only on the data and the corresponding mean log-likelihoods refer to the same set of events { making comparison of models meaningful.
Model 1
In terms of the measures presented it turns out that historical simulation is not as bad as one would expect for such a simplistic model { which makes no attempt to capture the dynamics of the market and which is based entirely on the series x (P ) without referring to the characteristics of the individual risk factors x (k) . It has reasonable results in terms of the digital measures but has very bad quality in terms of the degree of exceedence as reported in gures 4 and 5. We believe that by introducing smoothing in the conditional distribution determined from the 250 day empirical distribution { with the constraint that the probability density must monotonically decrease away from the center { the performance of this model can be considerably improved. If in addition the smoothed 250 day empirical distribution based on X t (expression 3.1) could be modulated so as to conrm to the variance of a GARCH(1; 1) process (optimized with tail emphasis) then the resultant model may be extremely powerful. The caveat of such a scheme however is the complexity introduced in the portfolio function if this methodology is employed in the usual way { where the stochastic process predicts each series x (k) rather than directly predicting the portfolio series x (P ) . For now, we leave this proposal of such a hybrid approach { mixing historical simulation and stochastic methods { as food for thought for future investigations.
Model 2
Rectangular simulation is the simplest of the models employing a covariance matrix at the basis of the VaR forecast and completely satises the BIS framework. The individual analysis of each series and series pair for the determination of the covariance matrix is the most important element distinguishing this and other models from historical simulation (model 1). This model (like historical simulation) makes no attempt to capture the dynamics of the nancial markets { particularly with regard to the observed autocorrelation of volatility.
Model 3
We have already pointed out that the J. P. Morgan RiskMetrics process is a non-stationary GARCH(1; 1) process. The generally poor performance of this process which is fully multivariate in the sense of being based on the construction of a covariance matrix and which does also attempt to capture the autocorrelation of volatility is rather surprising. The main drawback of this process is possibly the en-masse assignment of the same parameter set for all nancial series. In defense of the en-masse RiskMetrics setting of 1 = 0:94 we would like to point out that the parameters for tail emphasized GARCH(1; 1) in table 1 may very well be approximated by an en-masse setting of 1 0:96 but with non-zero and diverse minimum variance 0 . It would seem that adding a minimum variance ( 0 6 = 0) to the RiskMetrics variance prediction might go a long way in improving its performance. We believe that the dierence in values for 1 may arise simply out of our portfolio choice which does not have the variations in instrument class which are attempted to be captured by the RiskMetrics settings.
6.11 Models 4 and 5 Table 1 shows the comparison between the parameters t for GARCH(1; 1) and tail emphasized GARCH(1; 1). The main observation is that 0 for tail emphasised GARCH(1; 1) { which represents a minimal variance { is considerably larger than regular GARCH(1; 1). Also, by and large, 1 is comparatively smaller for the individual series but comparatively larger for the sum series for tail emphasised GARCH (1; 1) . This opposing movement of 1 on the individual and sum series as a consequence of tail emphasis may point to possible volatility conditional eects on covariance to be discussed in paper [31] .
While increasing the size of the minimal variance 0 may appear as a panacea for bad performance from the regulatory perspective { it should be noted that the mean log-likelihood will begin to deteriorate rapidly { if 0 is increased further { causing the model to predominantly over-estimate risk. Thus, in our view, the mean log-likelihood function achieves the right balance for penalizing risk underestimation and risk overestimation. In the beginning of this section we had commented that gures 1u and 1m make model 5 appear too conservative. Through gure 5u and 5m we can appreciate however that model 5 is reasonable and particularly so in the context of large movements. This highlights the deciency of digital measures like exceedence count as the sole criteria for comparative evaluation of model performance in the context of risk management.
Problems of pathological VaR estimates
In this section we comment on various sources of pathological estimates of VaR and nally speculate on a framework for dening and handling pathologically underestimated risk.
Rank defects
In typical implementation of VaR methodologies it is not uncommon that the number of risk factors involved, d, is far greater than the number of data, n, in the history used for forecasting the covariance matrix t (of dimension d). In particular, if n < d and t is constructed with the rectangular moving average model (model 2) of section 3.2 or the RiskMetrics model (model 3) of section 3.3 it is guaranteed that the covariance matrix will have a rank defect. The existence of a rank defect implies that t admits the existence of a portfolio (or a set of portfolios) = ( t ) such that T t = 0 (or VaR(; t ; c) = 0 for all c, where c is the condence level used { usually 99%).
In the rectangular moving average model every x (j) t i entering the computation 3.8 of s (jk) for any k does so with the same weight { unity. In the J. P. Morgan RiskMetrics case the computation 3.11 expresses s (jk) in recursive form -but when expanded in terms of the data history it is stll true that every participation of x (j) t i in the construction of the covariance matrix occurs with the same weight or coecient (although not unity).
In general -any covariance matrix construction which can be expressed in the form: 1 C C C C C C A (7.1) (W T is a matrix of the weighted data history) will suer from a rank defect if n < d. (Theoretically, the rank of t is the the rank of W t { which is the minimum of d and n. If n < d, then the rank n of t is smaller than its dimension d and hence t must have a rank defect.)
Near singularity
We have illustrated above that the rectangular moving average model satisfying the BIS parameters (model 2) as well as the J. P. Morgan RiskMetrics model (model 3) necessarily have rank defects if the number of risk factors d exceeds the number of historic data n from which the correlation matrix is constructed. This overt existence of the rank defect however points to a deeper problem. Even when the methodology is more complex { such as when we are using model 4 or 5 with implied covariances { while it is unlikely that t is exactly singular (and hence admits a rank defect), it can very well be near singular. This means that while there will not exist a portfolio (aside from the trivial null portfolio i = 0) such that VaR(; t ; c) = 0 (for all c) there will still exist portfolios for which risk is pathologically underestimated (as dened in section 7.6).
Stochastic errors
Even if we have very good models (and even if n > d), simply due to inevitable stochastic errors in the estimation of t it is possible for the covariance matrix to become near singular and admit portfolios for which risk is pathologically underestimated. More often however, stochastic errors will lead to spurious minima in the VaR { which can also lead to a systematic underestimation of risk as explained in the next subsection.
Bias due to portfolio optimization
In our entire analysis of models and measures in the earlier sections, we worked with xed, pre-dened portfolios. During this analysis, spurious minima could have occasionally appeared in the vicinity of the xed portfolios leading to risk underestimation but spurious maxima at other times would have largely balanced this eect in the overall performance evaluation of the model.
In typical scenarios of the application of VaR methodology, however, the actual portfolio is determined with the help of the estimated covariance matrix t . This means that, on a frequent basis, investors are likely to take advantage of rank defects, near singularities and spurious minima due to stochastic errors { and tend to select portfolios in that portion of the portfolio space which necessarily underestimates risk.
Negative variance
We have already mentioned in section 5.1 the possibility for t having negative eigen-values and hence admitting the existence of portfolios for which the forecast variance of assets is negative. This is clearly a pathological situation that requires to be addressed. Below we present a preliminary framework for addressing all of the above problems which also serves to partially address the problem of negative variance.
Treatment of pathological VaR estimates
All the problems listed above deal with the existence of unreliable regions of portfolio space in which risk is underestimated due to estimation errors in the covariance matrix. Our proposal to handle this problem is to determine (; t ; c) as the minimum acceptable risk for a portfolio at condence level c. The reported risk (at level c) is then the larger of VaR(; t ; c) and (; t ; c). As a corollary, we assert that VaR(; t ; c) is dened as pathologically underestimated if VaR(; t ; c) < (; t ; c).
To build this machinery we rst introduce the function:
j i j (7.2) and refer to this as the collateral function { since this function approximates the collateral needed to support the investment. (The picture here is consistent with the view that trading is conducted without leverage and via a broker who allows one to take long or short positions on paper { as long as the value of the collateral function is deposited with the broker. The true collateral may be dierent due to several reasons { but modeling the true collateral is tangential to our objective.) Our purpose is simply to dene a meaningful norm, kk = (), against which the size of VaR(; t ; c) may be compared, and which satises the condition that the ratio VaR(; t ; c) () (7.3) is invariant under scalar multiplication of (true because both the numerator and the denominator satisfy the property, f() = f()).
The scale invariance of the ratio 7.3 has the important repercussion that distinct values must correspond to distinct directions in the portfolio space of dimension d (from the origin). Since only direction matters, for further analysis it is convenient to dene the surface S of normalized portfolios, as the locus of all portfolios for which = 1. In this notation, the components of (S) = kk 2 S may be denoted:
(7.4) (For example, if d = 3, then S is a regular octahedron joining the points on each axis at positive and negative unity.) We still need two more mathematical objects to dene the methodology for determining (; t ; c). One is the function P dened by:
P( (1) ; (2) 
log (1) i (2) i ! 2 (7.5) which measures the strength of a perturbation that transforms (1) to (2) . The other is the more complicated object, S o , determined as a function of S . This object has dierent denition depending on whether VaR( S ; t ; c) is negative or positive.
{ If VaR( S ; t ; c) > 0 then S o is the local minimum for the VaR on surface S which can be reached from S via a continuous path of decreasing VaR.
If the local minima is negative { S o is the rst point on the steepest descent where VaR becomes zero.
to introduce the concept of minimum acceptable risk for a portfolio with respect to perturbation level p { as a useful concept which can go a long way in handling the various problems discussed in this section. 
Conclusions

