We propose a two-phase Monte Carlo (TPMC) method to accelerate the original Monte Carlo (MC) method for constructing polar codes with high-dimensional kernels. In the TPMC method, some of the most reliable and unreliable bits are obtained by Gaussian approximate-density evolution (GA-DE) method in the first phase; in the second phase, these most reliable and unreliable bits are viewed as frozen bits. Then, the MC method are used to evaluate the remaining bits and select some best bits from the remaining bits. Finally, these best bits and the most reliable bits are combined as the information bits of the constructed polar code. By our investigation, most bits can be fixed as frozen bits in the second phase without error performance loss of the constructed polar codes. Because computation of frozen bits can be saved and computation of the GA-DE method can be ignored in contrast to that of the MC method, the TPMC method substantially reduces the complexity of the MC method. Simulation results show that 1) For a G ⊗3 15 polar code with block length 3375 and code rate 1/2, the TPMC method can fix 3200 bits as frozen bits in the second phase without error performance loss, which reduces the computation cost by approximately 92.6% over the MC method; 2) Polar codes with high-dimensional kernels constructed by the TPMC method outperforms polar codes with the G 2 kernel constructed by the Tal-Vardy method in terms of error performance; 3) With the same computational cost, the TPMC method can construct better polar codes than the MC method.
I. INTRODUCTION
Polar codes were introduced by Arıkan [1] and have been proven to achieve the symmetric capacity of binary input discrete memoryless channels (B-DMCs) with a successive cancellation (SC) decoder as the block length goes to infinity. Although the construction of polar codes is explicit, the binary erasure channel (BEC) is the only known instance in which the construction is efficient [1] . Mori and Tanaka [2] showed that density evolution (DE) [3] is a useful tool for The associate editor coordinating the review of this manuscript and approving it for publication was Jin Sha. constructing polar codes. Based on their work, two main methods [4] , [5] have been proposed for the practical construction of polar codes with Arıkan's original 2 × 2 kernel, namely, the Gaussian approximation DE (GA-DE) method [4] , [6] and the Tal-Vardy method, which is a quantized DE method [5] . The GA-DE method has linear complexity and provides reasonably good performance. The Tal-Vardy method provides two degrading and upgrading quantization methods that 'sandwich' the original bit-channel. The Tal-Vardy method is viewed as the 'best' construction method because the two approximations are typically very tight [5] . VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ Currently, much work have been dedicated to extend the GA-DE and Tal-Vardy methods. Papers [7] - [9] committed to speed up the GA-DE method. Dai et al. [10] investigated the GA-DE method for the construction of the long-length polar codes. Tal [11] extended the Tal-Vardy method to channels with moderate input alphabet sizes. Pereg and Tal [12] extended the upgrading quantization method to channels with non-binary input alphabets. Gulcu et al. [13] extended the Tal-Vardy method to arbitrary discrete memoryless channel. However, these papers only considered the 2 × 2 kernel. In this study, we focus on constructing polar codes with highdimensional kernels.
Arıkan's original polar codes are based on the kernel matrix [14] showed that a highdimensional kernel matrix G m of size m×m (m > 2) provides a greater exponent than that of the G 2 kernel when m ≥ 16. A greater exponent generally implies a lower decoding error probability for polar codes of the same block length. There exists several work that construct high-dimensional kernels with large exponents [14] - [16] . However, there are still no efficient methods available for constructing these polar codes.
A natural approach to construct polar codes with highdimensional kernels is to generalize the GA-DE and Tal-Vardy methods from G 2 to high-dimensional kernels. However, there are some problems with generalizing the two approaches. 1) GA-DE method: Huang et al. [17] proposed an l-formulas method to obtain simplified recursive formulas in the likelihood domain for an arbitrary binary kernel. It is straightforward to employ the GA-DE method to construct polar codes with arbitrary kernel based on l-formulas [17] . However, for polar codes with high-dimensional kernels, the GA-DE method produces a certain amount of distortion because the l-formulas introduce dependent random variables that violate the Gaussian assumption. 2) Tal-Vardy method: Because one-step bit-channels have an output alphabet size that grows exponentially with the kernel size m, the straightforward generalization of the Tal-Vardy method is intractable for polar codes with high-dimensional kernels.
Another alternative method for constructing polar codes is the Monte Carlo (MC) method proposed by Arıkan [1] . However, few work [8] , [18] , [19] used this approach to construct polar codes and their work focused on the G 2 kernel. In this study, we perform a deep investigation of the MC method for constructing polar codes with high-dimensional kernels.
As pointed out in [18] , an arbitrarily accurate polar code can be constructed by the MC method using an even larger MC iterations (one iteration means one SC decoding implementation). However, the MC method requires a long computation time (a large number of iterations) to obtain good performance of the constructed polar code. Therefore, the key factors to success of the MC method is to reduce the computation of the MC iteration. Due to the linear complexity of GA-DE method, we consider combining the GA-DE method with the MC method to reduce the complexity of the MC method, so as to accelerate the construction speed of polar codes with high-dimensional kernels. In this study, we propose a two-phase MC (TPMC) method to accelerate the original MC method. Our observations indicate that some of the most reliable and unreliable bits obtained by the GA-DE method are credible. Therefore, we can fix these bits as known bits before implementing the MC method, which greatly reduces the complexity. Namely, in the first phase, we apply the GA-DE method to obtain some of the most reliable and unreliable bits; in the second phase, we fix these most reliable and unreliable bits as frozen bits and apply the MC method to evaluate the remaining bits. Finally, we combine some good bits in the remaining bits with the most reliable bits as the information set of the constructed polar code.
The computation cost of the GA-DE method is approximately equivalent to one MC iteration while a large number of iterations are needed in the MC method. Therefore, the computation cost of the GA-DE method can be ignored in contrast to that of the MC method. In addition, most bits can be viewed as frozen bits with no sacrifice in error performance loss, and these frozen bits yield a large number of frozen nodes whose calculations can be saved in the SC decoding of the MC method. Therefore, the TPMC method achieves a tremendous complexity reduction relative to the MC method. For example, for a G ⊗3 15 (a G 15 kernel with the 3rd Kronecker power) polar code with code rate 1/2 (N = 3375), we fix 3200 bits, 1600 bits as the most reliable bits and 1600 bits as the least reliable bits, based on the GA-DE method. Then, we apply the MC method to evaluate the remaining 175 bits. In this setting, the TPMC method reduces the computation cost by approximately 92.6% that of the MC method. Surprisingly, this setting does not result in error performance loss.
The contributions of this study has two-folds. First, we propose a TPMC method that greatly reduces the complexity of the MC method without error performance loss of the constructed polar codes. Second, we show that the TPMC method can construct better polar codes than the MC method with the same computational cost.
The rest of this paper is organized as follows. In Sect. II, we list the notations and definitions, briefly describe the essence of constructing polar codes and the process of node pruning. In Sect. III, we introduce the TPMC method for constructing polar codes with high-dimensional kernels and provide the complexity analysis of the TPMC method. Sect. IV presents the simulation results and Sect. V concludes the paper.
II. PRELIMINARIES
A. NOTATIONS Throughout this paper, let W : X → Y be a symmetric B-DMC with input alphabet X = {0, 1}, output alphabet Y and transition probabilities W (y|x), where for all x ∈ X and y ∈ Y, W (y|x) is the conditional probability that the channel output is y given that the transmitted input is x. We use the notation a j i to denote a row vector (a i , · · · , a j ). Note that a
corresponds to the transmission over N independent copies of W . Hence, for every
, the transition probability is given by
, G m is a kernel matrix of dimension m and ⊗n is the n times Kronecker power. The B N is a permutation matrix that can be obtained using the same procedures as [1, Sec. VII-A]. All kernels used in this paper are linear optimal kernels given in [16] .
The vector channel W N :
Then, the bit-channels W
where (u m−1 0 G m ) i is the ith element of the vector u m−1 0 G m . For SC decoding, the basic recursive formulas (one-step bit-channel transforms) are
We use [N ] to denote {0, . . . , N − 1}. For any two real numbers x and y, the operator is defined as x y 2atanh(tanh(x/2)tanh(y/2)).
B. CONSTRUCTION OF POLAR CODE
In essence, constructing a polar code of dimension K involves selecting the K 'best' bit-channels. Arıkan [5] used the more straightforward criterion P e (W (i) N ), which denotes the error probability on the ith bit-channel under the maximumlikelihood decision, to rank bit-channels. We adopt this criterion in this study.
C. NODE PRUNING 1) NODE CLASSIFICATION
Alamdar-Yazdi and Kschischang [20] set up the SC decoder as a message passing algorithm on a full binary tree for polar codes with the G 2 kernel. Similarly, it can be generalized as a message passing algorithm on a full m-ary tree for polar codes with an arbitrary G m kernel. For n > 0, let T n denote a full m-ary tree of depth n. Hence, T n has N = m n leaves. The leaves of the tree are indexed in the set {0, · · · , N − 1} in the usual way, as illustrated in Figure 1 for m = 3, n = 2 with the information set A = {2, 3, 4, 5}. The frozen bits in leaf nodes are referred to as rate-zero nodes, and other nodes are rate-one nodes. For internal nodes (contained root nodes), a node v in T n is a rate-one (rate-zero) node if the leaf nodes that are descendants of node v all are rate-one (rate-zero) nodes.
Otherwise v is a rate-other node.
2) NODE PRUNING
Obviously, the computation cost of rate-zero nodes can be saved. We prune rate-zero nodes of the tree in Figure 1 and generate a new tree, as shown in Figure 2 . Let T full denote a full m-ary tree and T new denote the new tree after implementing the node pruning with respect to the frozen bit set A f . We use function PruningNode to denote the node pruning procedure. That is T new = PruningNode(T full , A f ). The detail of the node pruning process can refer to the paper [20] , [21] .
III. TWO PHASE MONTE CARLO METHOD
In this section, we present the TPMC method for constructing polar codes with arbitrary kernel. First, we provide the description of the TPMC method in detail. Second, we prove the correctness of the TPMC method. Finally, the complexity of the TPMC method is analyzed. It is reasonable to believe that the most reliable and unreliable bits generated by the GA-DE method are credible. Therefore, we can apply the GA-DE method to obtain some of the most reliable and unreliable bits and view these bits as frozen bits in the first phase. In the second phase, we implement the MC method for the remaining bits and select the best bits from the remaining bits. Then, we combine these best bits with the most reliable bits as the information bits. This method is referred to as the TPMC method.
Let A m and A l denote the sets containing the most reliable and unreliable bits generated by the GA-DE method, respectively. The TPMC method is described in Algorithm 1. In Algorithm 1, A r = {r 1 , . . . , r p } is the remaining bits that remove the most reliable and unreliable bits from [N ]. The vector e(A r ) means (e r 1 , e r 2 , . . . , e r p ). The function SC_decoder(e, y N −1 0 , T new ) denotes the SC decoder on the tree T new with the received vector y N −1 0 . In the SC_decoder function, if the decoding decision of the r i th bit is wrong, then e[r i ] ← e[r i ] + 1; otherwise e[r i ] ← e[r i ]. Note that the SC decoder for large kernels on a tree is the same as G 2 kernel [20] , [21] . We omit the detail of the SC decoder. Note that we can assume that the all-zero codeword is always transmitted and the first i − 1 decisions is 0 i−1 0 for each bit-channel W (i) N in the SC decoder of the TPMC method.
B. CORRECTNESS OF THE TPMC ALGORITHM
The parameter P e (W (i) N ) is a practical criterion for evaluating bit-channel W (i) N [5] . In the TPMC method, e[i]/M is used to evaluate bit-channel W (i) N . We will show that e[i]/M in Algorithm 1 is an asymptotic approximation of P e (W (i) N ). We apply Arıkan's notation [1] . Let (X N × Y N , P) be a probability space with the probability assignment
This probability defines an ensemble of random vectors (U
that represent the input to the synthetic channel W N , the input to the product form channel W N , the output of W N , and the decisions by the decoder, respectively [1] . Let
Let
The equation (5) According to (7) , by using an even larger sample size M , we can obtain an arbitrarily accurate estimate P e (W (i) N ) with the TPMC method. Thus, we proved the correctness of the TPMC method.
C. COMPLEXITY ANALYSIS
The basic step of the TPMC algorithm is the SC decoding. In the SC decoding, the computation of frozen nodes can be saved (node pruning). The number of frozen nodes is determined by the number of frozen bits. Therefore, the more bits that are viewed as frozen bits in the first phase of the TPMC algorithm, the more computations are reduced. Simulation results show that most bits can be viewed as frozen bits without error performance loss in the TPMC algorithm (these simulation results are shown in Section IV). For example, we can set 3200 bits for a G ⊗3 15 (block length 3375) polar code with code rate 1/2 and 3750 bits for a G ⊗3 16 (block length 4096) polar code with code rate 1/2 as frozen bits without error performance loss.
Like [20] , we assume that one clock cycle is required to calculate P v of a node v. Therefore, the number of clock cycles required in one frame of the MC or TPMC algorithm is proportional to the number of non-frozen nodes in their SC decoding tree structure. Table 1 shows the complexity comparison of the MC and TPMC algorithms. In Table 1 , numFro denotes the number of frozen bits in the second phase of the TPMC algorithm, numMC denotes the number of nodes that have to be calculated in the SC decoding of the MC algorithm, numTPMC denotes the number of nodes that have to be calculated in the SC decoding of the TPMC algorithm, and reductionGain denotes the complexity reduction of the TPMC algorithm relative to the MC algorithm, i.e., reductionGain = (numMC − numTPMC)/(numMC).
As shown in Table 1 , for a G ⊗3 15 polar code with block length 3375, 3615 nodes need to be calculated in the process of SC decoding for the MC method. For the TPMC method, we can fix 3200 bits as frozen bits (1600 bits as the most reliable bits and 1600 bits as the least reliable bits) in the first phase. Then, only 267 nodes need to be calculated, which reduces the computations by 92.6% over the MC method. For a G ⊗3 16 polar code with block length 4096, 4368 nodes need to be calculated in the process of SC decoding for the MC method. For the TPMC method, 3750 bits are fixed as frozen bits. Then, only 478 nodes need to be calculated, which reduces the computations by 89.1% over the MC method.
IV. SIMULATIONS
In this section, we demonstrate the efficiency of the TPMC method for constructing polar codes with arbitrary binary kernel.
Binary phase shift keying (BPSK) modulation and an additive white Gaussian noise (AWGN) channel were considered. Specifically, the binary codeword x = (x 0 , · · · , x N −1 ) was mapped to a transmitted sequence s = (s 0 , · · · , s N −1 ) by s n = 1 − 2x n . At the receiver, we obtained the received vector y = (y 0 , · · · , y N −1 ) where y n = s n + z n and z = (z 0 , · · · , z N −1 ) is an i.i.d. set of Gaussian random variables with mean zero and variance N 0 /2. Noted that All codes were optimized at SNR (signal-to-noise ratio (E b /N 0 ))= 2.0 dB.
A. THE BEST N F
For the TPMC algorithm, we first need to apply the GA-DE method to obtain some of the most reliable and unreliable bits. Then these bits are viewed as frozen bits and a large number of calculations can be reduced in the second phase. Therefore, the proper selection of frozen bits N f is very important for the TPMC algorithm.
A quantitative testing method is provided to determine the best N f , namely, under the context of withouting error performance loss, the GA-DE method can maximize the credible bits in the first phase. Obviously, as continuing to increase N f , the performance of the TPMC algorithm will gradually degrade. Figure 3 depicts the frame error rate (FER) vs. E b /N 0 results for two G ⊗3 15 polar codes and two G ⊗3 16 polar codes, respectively constructed by the MC and TPMC methods under the SC decoder. The code rate is 1/2. Codes are optimized at 2.0dB. Figure 4 depicts the FER vs. E b /N 0 results for five G ⊗3 15 polar codes constructed by the TPMC method with N f = 3200, 3250, 3300, 3350, 3375 under the SC decoder. The code rate is 1/2. Codes are optimized at 2.0dB. Figure 3 and Figure 4 show that the TPMC method with N f = 3200 is equivalent to the MC method for the G ⊗3 15 polar code, and performance will degrade if continuing to increase N f . Therefore, N f = 3200 is viewed as the best N f . Similarly, the best N f is 3750 for the G ⊗3 16 polar code. It can be seen that the value of N f can be very close to the block length of the constructed polar code, while preserving the error performance. It means that most bits can be viewed as frozen bits in the second phase of the TPMC method without error performance loss.
B. COMPARED WITH THE MC METHOD
According to the simulation results of the TPMC algorithm, the computational complexity reduces by 10 times VOLUME 7, 2019 approximately in contrast to the MC algorithm. Under the same computing resources, the TPMC algorithm with a certain frozen bits and M = 10 7 needs the same execution time as the MC algorithm with M = 10 6 . Figure 5 and Figure 6 depict FER vs. E b /N 0 results for two G ⊗8 2 polar codes and two G ⊗10 2 polar codes, respectively constructed by the MC and TPMC methods under the SC decoder. The length of G ⊗8 2 polar code is 256, and the selected SNR and code rate are 6.0dB and 1/8, respectively. The length of G ⊗10 2 polar code is 1024, and the selected SNR and code rate are 3.5dB and 7/32, respectively. Figure 5 and Figure 6 show that with the same computational cost, G ⊗8 2 polar code and G ⊗10 2 polar code constructed by the TPMC method display some improvement compared with that of MC method under the SC decoder. Figure 7 depicts the FER vs. E b /N 0 results for G ⊗3 16 polar codes, respectively constructed by the MC and TPMC methods under the SC decoder. The length of G ⊗3 16 polar code is 4096, and the selected SNR and code rate are 1.6dB and 11/32, respectively. The number of the most reliable and unreliable bits selected by the GA-DE method is 1340 and 1875, respectively. Namely, the value of N f is 3215 in the second phase of the TPMC method. Figure 7 shows that with the same computational cost, G ⊗3 16 polar code constructed by the TPMC method displays some improvement compared with that of MC method under the SC decoder.
C. COMPARED WITH THE POLAR CODES WITH G 2 KERNEL Figure 8 depicts the FER vs. E b /N 0 results for the G ⊗3 16 and G ⊗12 2 polar codes, respectively constructed by the TPMC (N f = 3750) and Tal-Vardy methods under the SC and LSC decoders. All codes had a length of 4096 and a rate of 1/2. Figure 8 shows the G ⊗3 16 polar code constructed by the TPMC method achieves considerable improvement compared with the G ⊗12 2 polar code constructed by the Tal-Vardy method under the SC and LSC decoders.
V. CONCLUSION
A two-phase MC (TPMC) method is proposed to accelerate the MC method. The TPMC method employs the GA-DE method to obtain some of the most reliable and unreliable bits in the first phase. Then, these bits are viewed as frozen bits, and the MC method are used to select some best bits from the remaining bits in the second phase. Finally, these best bits and the most reliable bits are combined as the information set of the constructed polar code. We show that most bits can be fixed as frozen bits in the TPMC method, leading to a significant complexity reduction without error performance loss of the constructed polar codes.
In summary, the simulation results confirm the following. 1) Most bits in the second phase of the TPMC method can be viewed as frozen bits without error performance loss.
Because the computation of frozen nodes can be saved, the TPMC method achieves a tremendous complexity reduction over the MC method. For example, for a G ⊗3 15 polar code with block length 3375 and code rate 1/2, the TPMC method reduces the complexity by approximately 92.6% over the MC method without error performance loss. 2) With the same computational cost, the TPMC method can construct better polar codes than the MC method. 3) Polar codes with large kernels constructed by the TPMC method achieves considerable improvement over the polar codes with 2 × 2 kernel in terms of the error performance. Currently, we view the TPMC method as the method of choice for efficiently constructing polar codes with arbitrary kernel.
