The multi-armed bandit problem has been extensively studied under the stationary assumption. However in reality, this assumption often does not hold because the distributions of rewards themselves may change over time. In this paper, we propose a change-detection (CD) based framework for multiarmed bandit problems under the piecewise-stationary setting, and study a class of change-detection based UCB (Upper Confidence Bound) policies, CD-UCB, that actively detects change points and restarts the UCB indices. We then develop CUSUM-UCB and PHT-UCB, that belong to the CD-UCB class and use cumulative sum (CUSUM) and Page-Hinkley Test (PHT) to detect changes. We show that CUSUM-UCB obtains the best known regret upper bound under mild assumptions. We also demonstrate the regret reduction of the CD-UCB policies over arbitrary Bernoulli rewards and Yahoo! datasets of webpage click-through rates.
Introduction
The multi-armed bandit problem, introduced by Thompson (1933) , models sequential allocation in the presence of uncertainty and partial feedback on rewards. It has been extensively studied and has turned out to be fundamental to many problems in artificial intelligence, such as reinforcement learning (Sutton and Barto 1998) , online recommendation systems (Li, Karatzoglou, and Gentile 2016) and computational advertisement (Buccapatnam et al. 2017) . In the classical multi-armed bandit problem (Lai and Robbins 1985) , a decision maker needs to choose one of K independent arms and obtains the associated reward in a sequence of time slots (rounds). Each arm is characterized by an unknown reward distribution and the rewards are independent and identically distributed (i.i.d.) .
The goal of a bandit algorithm, implemented by the decision maker, is to minimize the regret over T time slots, which is defined as the expectation of the difference between the total rewards collected by playing the arm with the highest expected reward and the total rewards obtained by the algorithm. To achieve this goal, the decision maker is faced with an exploration versus exploitation dilemma, which is the trade-off between exploring the environment Copyright c 2018, Association for the Advancement of Artificial Intelligence (www.aaai.org). All rights reserved.
to find the most profitable arms and exploiting the current empirically best arm as often as possible. A problemdependent regret lower bound, Ω(log T ), of any algorithm for the classical bandit problem has been shown in Lai and Robbins (1985) . Several algorithms have been proposed and proven to achieve O(log T ) regret, such as Thompson Sampling (Agrawal and Goyal 2012) , n -greedy and Upper Confidence Bound (UCB) (Auer, Cesa-Bianchi, and Fischer 2002) . Variants of these bandit policies can be found in Bubeck and Cesa-Bianchi (2012) .
Although the stationary (classical) multi-armed bandit problem is well-studied, it is unclear whether it can achieve O(log T ) regret in a non-stationary environment, where the distributions of rewards change over time. This setting often occurs in practical problems. For example, consider the dynamic spectrum access problem (Alaya-Feki, Moulines, and LeCornec 2008) in communication systems. Here, the decision maker wants to exploit the empty channel, thus improving the spectrum usage. The availability of a channel is dependent on the number of users in the coverage area. The number of users, however can change dramatically with time of day and, therefore, is itself a non-stationary stochastic process. Hence, the availability of the channel also follows a distribution that is not only unknown, but varies over time. To address the changing environment challenge, a non-stationary multi-armed bandit problem has been proposed in the literature. There are two main approaches to deal with the non-stationary environment: passively adaptive policies (Garivier and Moulines 2008; Besbes, Gur, and Zeevi 2014; Wei, Hong, and Lu 2016) and actively adaptive policies (Hartland et al. 2007; Mellor and Shapiro 2013; Allesiardo and Féraud 2015) .
First, passively adaptive policies are unaware of when changes happen but update their decisions based on the most recent observations in order to keep track of the current best arm. Discounted UCB (D-UCB), introduced by Kocsis and Szepesvári (2006) , where geometric moving average over the samples is applied to the UCB index of each arm, has been shown to achieve the regret upper-bounded by O( √ γ T T log T ), where γ T is the number of change points up to time T (Garivier and Moulines 2008) . Based on the analysis of D-UCB, they also proposed and analyzed Sliding-Window UCB (SW-UCB), where the algorithm updates the UCB index based on the observations within a moving window of a fixed length. The regret of SW-UCB is at most O( √ γ T T log T ). Exp3.S ) also achieves the same regret bound, where a uniform exploration is mixed with the standard Exp3 (Cesa-Bianchi and Lugosi 2006) algorithm. Similarly, Besbes, Gur, and Zeevi (2014) proposed a Rexp3 algorithm, which restarts the Exp3 algorithm periodically. It is shown that the regret is upperbounded by O(V 1/3 T T 2/3 ), where V T denotes the total reward variation budget up to time T .
1 The increased regret of Rexp3 comes from the adversarial nature of the algorithm, which assumes that the environment changes every time slot in the worst case.
Second, actively adaptive policies adopt a change detection algorithm to monitor the varying environment and restart the bandit algorithms when there is an alarm. AdaptEvE, proposed by Hartland et al. (2007) , employs a PageHinkley Test (PHT) (Hinkley 1971) to detect change points and restart the UCB policy. PHT has also been used to adapt the window length of SW-UCL (Srivastava, Reverdy, and Leonard 2014) , which is an extension of SW-UCB in the multi-armed bandit with Gaussian rewards. However, the regret upper bounds of Adapt-EvE and adaptive SW-UCL are still open problems. These works are closely related to our work, as one can regard them as instances of our change-detection based framework. We highlight that one of our contributions is to provide an analytical result for such a framework. Mellor and Shapiro (2013) took a Bayesian view of the non-stationary bandit problem, where a stochastic model of the dynamic environment is assumed and a Bayesian online change detection algorithm is applied. Similar to the work by Hartland et al. (2007) , the theoretical analysis of the Change-point Thompson Sampling (CTS) is still open. Exp3.R (Allesiardo and Féraud 2015) combines Exp3 and a drift detector, and achieves the regret O(γ T √ T log T ), which is not efficient when the change rate γ T is high.
In sum, for various passively adaptive policies theoretical guarantees have been obtained, as they are considered more tractable to analyze. However, it has been demonstrated via extensive numerical studies that actively adaptive policies outperform passively adaptive policies (Mellor and Shapiro 2013) . The intuition behind this is that actively adaptive policies can utilize the balance between exploration and exploitation by bandit algorithms, once a change point is detected and the environment stays stationary for a while, which is often true in real world applications. This observation motivates us to construct a change-detection based framework, where a class of actively adaptive policies can be developed with both good theoretical bounds and good empirical performance. Our main contributions are as follows. 1. We propose a change-detection based framework for a piecewise-stationary bandit problem, which consists of a change detection algorithm and a bandit algorithm. We develop a class of policies, CD-UCB, that uses UCB as a bandit algorithm. We then design two instances 1 VT satisfies T −1 t=1 sup i∈K |µt(i) − µt+1(i)| ≤ VT for the expected reward of arm i at time t, µt(i).
of this class, CUSUM-UCB and PHT-UCB, that exploit CUSUM (cumulative sum) and PHT as their change detection algorithms, respectively. 2. We provide a regret upper bound for the CD-UCB class, for given change detection performance. For CUSUM, we obtain an upper bound on the mean detection delay and a lower bound on the mean time between false alarms, and show that the regret of CUSUM-UCB is at most
. To the best of our knowledge, this is the first regret bound for actively adaptive UCB policies in the bandit feedback setting. 3. The performance of the proposed and existing policies are validated by both synthetic and real world datasets, and we show that our proposed algorithms are superior to other existing policies in terms of regret.
We present the problem setting in Section 2 and introduce our framework in Section 3. We propose our algorithms in Section 4. We then present performance guarantees in Section 5. In Section 6, we compare our algorithms with other existing algorithms via simulation. Finally, we conclude the paper.
2 Problem Formulation
Basic Setting
Let K = {1, . . . , K} be a set of arms. Let {1, 2, . . . , T } denote the decision slots faced by a decision maker and T is the time horizon. At each time slot t, the decision maker chooses an arm I t ∈ K and obtains a reward
Note that the results can be generalized to any bounded interval. The rewards {X t (i)} t≥1 for arm i are modeled by a sequence of independent random variables from potentially different distributions, which are unknown to the decision maker. Let µ t (i) denote the expectation of reward X t (i) at time slot t, i.e., µ t (i) = E[X t (i)]. Let i * t be the arm with highest expected reward at time slot t, denoted by µ t ( * )
be the minimum difference over all time slots between the expected rewards of the best arm i * t and the arm i while the arm i is not the best arm.
A policy π is an algorithm that chooses the next arm to play based on the sequence of past plays and obtained rewards. The performance of a policy π is measured in terms of the regret. The regret of π after T plays is defined as the expected total loss of playing suboptimal arms. Let R π (T ) denote the regret of policy π after T plays and letÑ T (i) be the number of times arm i has been played when it is not the best arm by π during the first T plays.
Note that the regret R π (T ) of policy π is upper-bounded by Section 5, we provide an upper bound on E[Ñ T (i)] to obtain a regret upper bound.
Piecewise-stationary Environment
We consider the notion of a piecewise-stationary environment in Yu and Mannor (2009) , where the distributions of rewards remain constant for a certain period and abruptly change at some unknown time slots, called breakpoints. Let γ T be the number of breakpoints up to time T , γ T = T −1 t=1 1 {∃i∈K:µt(i) =µt+1(i)} . In addition, we make three mild assumptions for tractability. Assumption 1. (Piecewise Stationarity) The shortest interval between two consecutive breakpoints is greater than KM , for some integer M . Assumption 1 ensures that the shortest interval between two successive breakpoints is greater than KM , so that we have enough samples to estimate the mean of each arm before the change happens. Note that this assumption is equivalent to the notions of an abruptly changing environment used in Garivier and Moulines (2008) and a switching environment in Mellor and Shapiro (2013) . However, it is different from the adversarial environment assumption, where the environment changes all the time. We make a similar assumption as Assumption 4.2 in Yu and Mannor (2009) about the detectability in this paper. Assumption 2. (Detectability) There exists a known parameter > 0, such that ∀i ∈ K and ∀t ≤ T − 1, if
Assumption 2 excludes infinitesimal mean shift, which is reasonable in practice when detecting abrupt changes bounded from below by a certain threshold. Assumption 3 has also been used in the literature (Besbes, Gur, and Zeevi 2014; Mellor and Shapiro 2013; Kaufmann, Korda, and Munos 2012; Agrawal and Goyal 2012) . By Assumption 3, the empirical average of M Bernoulli random variables must be one of the grid
be the minimal non-trival gap between expectation and closest grid point of arm i.
2 We define the minimal gap of all arms as λ = min i∈K λ T (i).
Change-Detection based Framework
Our change-detection based framework consists of two components: a change detection algorithm and a bandit algorithm, as shown in Figure 1 . At each time t, the bandit algorithm outputs a decision I t ∈ K based on its past observations of the bandit environment. The environment generates the corresponding reward of arm I t , which is observed by both the bandit algorithm and the change detection algorithm. The change detection algorithm monitors the distribution of each arm, and sends out a positive signal to restart 2 Note that · denotes the floor function and · denotes the ceiling function. Figure 1: Change-detection based framework for nonstationary bandit problems the bandit algorithm once a breakpoint is detected. One can find that our framework is a generalization of the existing actively adaptive policies.
Since the bandit algorithms are well-studied in the bandit setting, what remains is to find a change detection algorithm, which works in the bandit environment. Change point detection problems have been well studied, see, e.g., the book (Basseville and Nikiforov 1993) . However, the change detection algorithms are applied in a context that is quite different from the bandit setting. There are two key challenges in adapting the existing change detection algorithms in the bandit setting.
(1) Unknown priors: In the context of the change detection problem, one usually assumes that the prior distributions before and after a change point are known. However, such information is unknown to the decision maker in the bandit setting. Even though there are some simple methods, such as estimating the priors and then applying the change detection algorithm like PHT, there are no analytical results in the literature.
(2) Insufficient samples: Due to the bandit feedback setting, the decision maker can only observe one arm at each time. However, there are K change detection algorithms running in parallel since each arm is associated with a change detection procedure to monitor the possible mean shift. So the change detection algorithms in most arms are hungry for samples at each time. If the decision maker does not feed these change detection algorithms intentionally, the change detection algorithm may miss detection opportunities because they do not have enough recent samples.
Application of the Framework
In this section, we introduce our Change-Detection based UCB (CD-UCB) policy, which addresses the issue of insufficient samples. Then we develop a tailored CUSUM algorithm for the bandit setting to overcome the issue of unknown priors. Finally, we combine our CUSUM algorithm with the UCB algorithm as CUSUM-UCB policy, which is a specific instance of our change-detection based framework. Performance analysis is provided in Section 5.
CD-UCB policy
Suppose we have a change detection algorithm, CD(·, ·), which takes arm index i and observation X t (i) as input at Algorithm 1 CD-UCB Require: T , α and an algorithm CD(·, ·)
Initialize τ i = 1, ∀i. for t from 1 to T do Update according to equations (3-5). Play arm I t and observe X t (I t ). if CD(I t , X t (I t )) == 1 then τ It = t + 1; reset CD(I t , ·). end if end for Algorithm 2 Two-sided CUSUM Require: parameters , M , h and {y k } k≥1
Initialize g + 0 = 0 and g
time t, and it returns 1 if there is an alarm for a breakpoint. Given such a change detection algorithm, we can employ it to control the UCB algorithm, which is our CD-UCB policy as shown in Algorithm 1. We clarify some useful notations as follows. Let τ i = τ i (t) be the last time that the CD(i, ·) alarms and restarts for arm i before time t. Then the number of valid observations (after the latest detection alarm) for arm i up to time t is denoted as N t (i). Let n t be the total number of valid observations for the decision maker. For each arm i, letX t (i) be the sample average and C t (i) be the confidence padding term. In particular,
where ξ is some positive real number. Thus, the UCB index for each arm i isX t (i) + C t (i). Parameter α is a tuning parameter we introduce in the CD-UCB policy. At each time t, the policy plays the arm
Parameter α controls the fraction of plays we exploit to feed the change detection algorithm. A large α may drive the algorithm to a linear regret performance while a small α can limit the detectability of change detection algorithm. We will discuss the choice of α in Sections 5 and 6.
Tailored CUSUM algorithm
A change detection algorithm observes a sequence of independent random variables, y 1 , y 2 , . . ., in an online manner, and outputs an alarm once a change point is detected. In the context of the traditional change detection problem, one assumes that the parameters θ 0 and θ 1 are known for the density function p(·|θ). In addition, y k is sampled from distribution under θ 0 (θ 1 ) before (after) the breakpoint. Let u 0 (u 1 ) be the mean of y k before (after) the change point. The CUSUM algorithm, originally proposed by (Page 1954) , has been proven to be optimal in detecting abrupt changes in the sense of worst mean detection delay (Lorden 1971) . The basic idea of the CUSUM algorithm is to take a function of the observed sample (e.g., the logarithm of likelihood ratio log p(y k |θ1) p(y k |θ0) ) as the step of a random walk. This random walk is designed to have a positive mean drift after a change point and have a negative mean drift without a change. Hence, CUSUM signals a change if this random walk crosses some positive threshold h.
We propose a tailored CUSUM algorithm that works in the bandit setting. To be specific, we use the first M samples to calculate the average,û 0 ( M k=1 y k )/M. Then we construct two random walks, which have negative mean drifts before the change point and have positive mean drifts after the change. In particular, we design a two-sided CUSUM algorithm, described in Algorithm 2, with an upper (lower) random walk monitoring the possible positive (negative) mean shift. Let s 
Let g
track the positive drift of upper (lower) random walk. In particular,
The change point is detected when either of them crosses the threshold h. The parameter h is important in the detection delay and false alarm trade-off. We discuss the choice of h in Section 5.
CUSUM-UCB policy
Now we are ready to introduce our CUSUM-UCB policy, which is a CD-UCB policy with CUSUM as a change detection algorithm. In particular, it takes K parallel CUSUM algorithms as CD(·, ·) in CD-UCB. Formal description of CUSUM-UCB can be found in Algorithm 3, provided in Section F in the supplementary material.
PHT-UCB policy
We introduce another instance of our CD-UCB with the PHT algorithm (Hinkley 1971) running as the change detection algorithm, named PHT-UCB. PHT can be viewed as a variant of Algorithm 2 by replacing (6) with (s
In this section, we analyze the performance in each part of the proposed algorithm: (a) our bandit algorithm (i.e., CD-UCB), and (b) our change detection algorithm (i.e., twosided CUSUM). First, we present the regret upper bound result of CD-UCB for a given change detection guarantee. This is of independent interest in understanding the challenges of the non-stationary environment. Second, we provide performance guarantees of our modified CUSUM algorithm in terms of the mean detection delay, E [D] , and the expected number of false alarms up to time T , E[F ]. Then, we combine these two results to provide the regret upper bound of our CUSUM-UCB. The proofs are presented in our supplementary material. Theorem 1. (CD-UCB) Let ξ = 1. Under Assumption 1, for any α ∈ [0, 1) and any arm i ∈ {1, . . . , K}, the CD-UCB policy achieves,
Recall that the regret of the CD-UCB policy is upperbounded by
. Therefore, given the parameter values (e.g., α) and the performance of a change detection algorithm (i.e., E[F ] and E[D]), we can obtain the regret upper bound of that change detection based bandit algorithm. By letting α = 0, we obtain the following result. Corollary 1. (CD-UCB|α = 0) If α = 0 and ξ = 1, then the regret of CD-UCB is
Remark 1. If one can find an oracle algorithm that detects the change point with the properties that E[F ] ≤ O(γ T ) and E[D] ≤ O(log T ), then one can achieve O(γ T log T ) regret, which recovers the regret result in Yu and Mannor (2009) . We note that the WMD (Windowed Mean-shift Detection) change detection algorithm proposed by Yu and Mannor (2009) achieves these properties when side observations are available.
In the next proposition, we introduce the result of Algorithm 2 about the conditional expected detection delay and the conditional expected number of false alarms givenû 0 . Note that the expectations exclude the first M slots for initial observations. Proposition 1. (CUSUM|û 0 ) Recall that h is the tuning parameter in Algorithm 2. Under Assumptions 1 and 2, the conditional expected detection delay E [D||û 0 − u 0 | < ] and the conditional expected number of false alarms
where r(θ 0 ) = min(r 
where C 2 log(3) + 2 exp(−2 2 M )/λ,
. Summing the result of Theorems 1 and 2, we obtain the regret upper bound of the CUSUM-UCB policy. To the best of our knowledge, this is the first regret bound for an actively adaptive UCB policy in the bandit feedback setting. Theorem 3. (CUSUM-UCB) Let ξ = 1. Under Assumptions 1, 2 and 3, for any α ∈ (0, 1) and any arm i ∈ {1, . . . , K}, the CUSUM-UCB policy achieves,
for
Corollary 2. Under the Assumptions 1, 2 and 3, if horizon T and the number of breakpoints γ T are known in advance, then we can choose h = 1 C1 log
(15) Remark 2. The choices of parameters depend on the knowledge of γ T . This is common in the non-stationary bandit literature. For example, the discounting factor of D-UCB and sliding window size of SW-UCB depend on the knowledge of γ T . The batch size of Rexp3 depends on the knowledge of V T , which denotes the total reward variation. It is practically viable when the reward change rate is regular such that one can accurately estimate γ T based on history. Remark 3. As shown in Garivier and Moulines (2008) , the lower bound of the problem is Ω( √ T ). Our policy approaches the optimal regret rate in an order sense. Remark 4. For the SW-UCB policy, the regret analysis result is 
is a constant with respect to T , then √ T γ T log T term dominates and our policy achieves the same regret rate as SW-UCB. If ∆ µ T (i) goes to 0 as T increases, then the regret of CUSUM-UCB grows much slower than SW-UCB. Table 1 summarizes the regret upper bounds of the existing and proposed algorithms in the non-stationary setting when ∆ µ T (i) is a constant in T . Our policy has a smaller regret term with respect to γ T compared to SW-UCB.
Simulation Results
We evaluate the existing and proposed policies in three nonstationary environments: two synthetic dataset (flipping and switching scenarios) and one real-world dataset from Yahoo! (Yahoo! ). Yahoo! dataset collected user click traces for news articles. Our PHT-UCB is similar to Adapt-EvE, but they are different in that Adapt-EvE ignores the issue of insufficient samples and includes other heuristic methods dealing with the detection points.
In the simulation, the parameters h and α are tuned around h = log(T /γ T ) and α = γ T T log(T /γ T ) based on the flipping environment. We suggest the practitioners to take the same approach because the choices of h and α in Corollary 2 are minimizing the regret upper bound rather than the regret. We use the same parameters h and α for CUSUM-UCB and PHT-UCB to compare the performances of CUSUM and PHT. Parameters are listed in Table 2 in Section G of the appendix. Note that and M are obtained based on the prior knowledge of the datasets. The baseline algorithms are tuned similarly with the knowledge of γ T and T . We take the average regret over 1000 trials for the synthetic dataset.
Synthetic Datasets
Flipping Environment. We consider two arms (i.e., K = 2) in the flipping environment, where arm 1 is stationary and the expected reward of arm 2 flips between two values. All arms are associated with Bernoulli distributions. In particular, µ t (1) = 0.5 for any t ≤ T and
The two change points are at Switching Environment. We consider the switching environment, introduced by Mellor and Shapiro (2013) , which is defined by a hazard function, β(t), such that, µ t (i) = µ t−1 (i), with probability 1 − β(t) µ ∼ U [0, 1], with probability β(t)
. ( Another observation is that PHT-UCB performs better than CUSUM-UCB, although we could not find a regret upper bound for PHT-UCB. The reason behind is that the PHT test is more stable and reliable (due to the updated estimationŷ k ) in the switching environment.
Yahoo! Dataset
Yahoo! Experiment 1 (K = 5). Yahoo! has published a benchmark dataset for the evaluation of bandit algorithms (Yahoo! ). The dataset is the user click log for news articles displayed on the Yahoo! Front Page (Li et al. 2011) . Given the arrival of a user, the goal is to select an article to present to the user, in order to maximize the expected click-through rate, where the reward is a binary value for user click. For the purpose of our experiment, we randomly select the set of 5 articles (i.e., K = 5) from a list of 100 permutations of possible articles which overlapped in time the most. To recover the ground truth of the expected clickthrough rates of the articles, we take the same approach as in Mellor and Shapiro (2013) , where the click-through rates were estimated from the dataset by taking the mean of an article's click-through rate every 5000 time ticks (the length of a time tick is about one second), which is shown in Fig- The regret curves are shown in Figure 3b . We again fit the curves to the model at b + c. The resulting exponents b of D-UCB, Rexp3, SW-UCB, Exp3.R, Exp3.S, CUSUM-UCB and PHT-UCB are 1, 1, 1, 0.81, 0.85, 0.69 and 0.79, respectively. The passively adaptive policies, D-UCB, SW-UCB and Rexp3, receive a linear regret for most of the time. CUSUM-UCB and PHT-UCB achieve much better performance and show sublinear regret, because of their active adaptation to changes. Another observation is that CUSUM-UCB outperforms PHT-UCB. The reason behind is that the Yahoo! dataset has more frequent breakpoints than the switching environment (i.e., high γ T ). Thus, the estimationŷ k in PHT test may drift away before PHT detects the change, which in turn results in more detection misses and the higher regret. Yahoo! Experiment 2 (K = 100). We repeat the above experiment with K = 100. The regret curves are shown in Figure 4 . We again fit the curves to the model at b + c. The resulting exponents b of D-UCB, Rexp3, SW-UCB, Exp3.R, Exp3.S, CUSUM-UCB and PHT-UCB are 1, 1, 1, 0.88, 0.9, 0.85 and 0.9, respectively. The passively adaptive policies, D-UCB, SW-UCB and Rexp3, receive a linear regret for most of the time. CUSUM-UCB and PHT-UCB show robust performance in this larger scale experiment.
Time

Conclusion
We propose a change-detection based framework for multiarmed bandit problems in the non-stationary setting. We study a class of change-detection based policies, CD-UCB, and provide a general regret upper bound given the performance of change detection algorithms. We then develop CUSUM-UCB and PHT-UCB, that actively react to the environment by detecting breakpoints. We analytically show that the regret of CUSUM-UCB is O( T γ T log T γ T ), which is lower than the regret bound of existing policies for the non-stationary setting. To the best of our knowledge, this is the first regret bound for actively adaptive UCB policies. Finally, we demonstrate that CUSUM-UCB outperforms existing policies via extensive experiments over arbitrary Bernoulli rewards and the real world dataset of webpage click-through rates.
A Lemma List
We will make use of the following standard facts. Lemma 1. (Chernoff-Hoeffding bound) Let Y 1 , . . . , Y n be random variables with common range [0, 1] and such that
Lemma 1 states the well known Chernoff-Hoeffding inequalities, proof of which is referred to (Pollard 1984) . The next two lemmas are used in the proof of Theorem 2. Lemma 2. (Wald's identity) Let {Y k ; k ≥ 1} be independent and identically distributed, and let Λ(r) = log{E[e rY1 ]}. Let J(Y ) be the interval of r over which Λ(r) exists. For each n ≥ 1, let S n = Y 1 + · · · + Y n . Let a < 0 and b > 0 be arbitrary, and let L be the smallest n for which either S n ≥ b or S n ≤ a. Then for each r ∈ J(Y ),
(20) Proof of Lemma 2 is referred to (Gallager 2012) . Lemma 3. (Two-sided CUSUM) Let η 1 , η 2 , . . . be independent random variables. For ≥ 0, define s
Note that the two-sided CUSUM algorithm (that signals a change at H) defined in Lemma 3 is called symmetric. Proof of Lemma 3 is referred to (Khan 1981) 
B Proof of Theorem 1
Proof. Recall that i t is the arm with the best UCB index at time t, i.e., i t = arg max i∈K X t (i) + C t (i) . In addition r t is the random arm sampled from uniform distribution. At each time t, if the arm i is played, then the CD-UCB algorithm is either sampling a random arm (r t = i) or playing the arm with the best UCB index (i t = i). So, the probability that arm i is chosen at time t and arm i is not the best arm is
Now, it remains to bound the second term of (25), denoted by (a). Let A i be a constant defined as A i
Consider an experiment of the CD-UCB over T plays. Let F i be the number of false alarms up to time T and D j i be the detection delay of j-th breakpoint on arm i, where j ≤ γ T . Then, the total number of detection points, when the change detection algorithm CD(·, ·) signals an alarm on arm i, is upper-bounded by γ T + F i . Let τ i (t) be the latest detection points (including false arms) up to time t. For each arm i, we define T i as the set of time slots that no breakpoint occurs after A i time slots away from the detection points.
by the definition of
This implies that the last event of (28) is impossible. So we have that 1 {it=i =i * t ,Nt(i)≥Ai} is at most (32) Let l 0 , l 1 , . . ., be the length of intervals between successive detection points. Then, we have that 
Combining (36) and (25), we obtain (8).
C Proof of Proposition 1
Proof. Let y 1 , y 2 , . . . be a sequence of independent random variables with bounded support [0, 1]. Before (after) the change, the random variable y k follows a distribution with parameter θ 0 (θ 1 ). Let u 0 (u 1 ) denote the mean before (after) the change. Under the Assumption 2, we have that |u 0 − u 1 | ≥ 2 . Note that we use the first M samples to estimate the mean before the change byû 0 . Then, s − k and s + k become a non-trivial function of observation y k . We define the expected time excluding the first M time slots until the alarm occurs as the average run length (ARL), which is consistent with the literature in change detection problems (Basseville and Nikiforov 1993) . In particular, let L(θ) be the ARL function defined as
It is clear that Algorithm 2 is a symmetric version of twosided CUSUM-type algorithm (Khan 1981) . Let s 
By Lemma 3, we have that
The ARL function L(θ) characterizes the detection delay and false alarm performances of our CUSUM algorithm. In particular, L(θ 0 ) is the mean detection delay, and L(θ 1 ) is the mean time between false alarms. Thus,
In the following, we show the results for L − (θ) and obtain the results for L + (θ) by symmetry.
The procedure that monitors the stopping time that S − n crosses the boundary is also called a sequential probability ratio test (SPRT). Then the lower side CUSUM can be viewed as a repeated SPRT such that CUSUM restarts the SPRT once S − n crosses the 0 boundary (i.e., S − n < 0) and outputs an alarm the first time that S − n crosses the h boundary (i.e., S − n > h) (Page 1954) . Let P θ {0} P θ {S − H − < 0} be the probability that SPRT ends up with S − H − < 0. Let G be the number of SPRT tests that CUSUM runs until an alarm. Then G − 1 is a geometrically distributed random variable with parameter P θ {0}. Hence, we have that
Let
Then, by Lemma 2 we have
We use the two implications from the Wald's identity (43).
For simplicity, we assume that k ≥ M when we consider the expectation of s − k and s + k . First, taking the derivative of both sides and letting r = 0, we have that
Second, letting r = r − (θ) such that Λ − θ (r − (θ)) = 0 and r − (θ) = 0, we have that
By the Assumption 1,û 0 is the average of M samples from distribution under θ 0 . By Lemma 1, we have that
Now, we classify the possible scenarios into four different cases depending onû 0 , u 0 and u 1 , under which we can derive the upper bound of the mean detection delay or the mean time between false alarms. Case 1: |û 0 − u 0 | < and u 1 < u 0 Under θ 1 , we show the upper bound of L − (θ 1 ) (mean detection delay of lower side CUSUM). Note that E θ1 [s (42) and (44) we have that
Under θ 0 , we show the lower bound of L − (θ 0 ) (mean time between false alarms of lower side CUSUM). Note that
By (45), we have that
Note that E θ0 [H − ] ≥ 1. Hence, we have that
Under θ 0 , we obtain the lower bound of L + (θ 0 ) (mean time between false alarms of upper side CUSUM) with the similar arguments. In particular, E θ0 [s
Then we have that
Let r(θ 0 ) = min(r + (θ 0 ), r − (θ 0 )). By (40), we have that
Case 2: |û 0 − u 0 | < and u 1 > u 0 Similarly, we obtain the results for upper side CUSUM as
Under θ 0 , we check that E θ0 [s
By (40), we have that
Case 3:
Case 4:
D Proof of Theorem 2
Note that the bounds for L(θ), L − (θ) and L + (θ) in the Proposition 1 are the conditional expectations under θ given u 0 . By the law of total expectation, we can obtain the expected bound results by taking expectation overû 0 . Let Eû 0 denote the expectation overû 0 . We classify the possible scenarios into two cases, under which we take the conditional expectations and sum the total expectation finally.
Case 1: |û 0 − u 0 | < By the Proposition 1, given the conditionû 0 and |û 0 − u 0 | < , we have that
First, we consider the upper bound of L(θ 1 ) when u 1 < u 0 . Let p Z (·) denote the probability density function (or probability mass function) of random variable Z. Then, we have that
is the minimum over a finite set of positive real numbers (i.e., δ T (i) > 0). Then, u 0 − u 1 − > δ T (i) + . Therefore, we have
Hence, we have that
The same result holds for u 1 > u 0 . Note that δ T (i) ≥ by the Assumption 2. Then, we have that 
exp(r + (θ 0 )) = 1 − u 0 u 0 (û 0 + ) −1 − u 0 .
Note thatr − (θ 0 ) andr + (θ 0 ) always exist when 2 < u 0 < 1 − 2 . One can scale the reward linearly without changing the problem by function f (x) = (1 − 4 )x + 2 so that the expected reward is within the interval (2 , 1 − 2 ). Hence, we assume thatr − (θ 0 ) andr + (θ 0 ) exist without loss of generality. We first derive a lower bound for (81). 
The same result holds whenû 0 < u 0 − . Summing the results (78) (108) (109) (114), we derive the upper bound for the mean detection delay and the lower bound for number of false alarms within the horizon T . 
E[D] ≤ Eû
≤ 2T exp(C 1 h)(1 − 2 exp(−2 2 M )) .
E Proof of Theorem 3
The result follows the Theorem 1 and the Theorem 2. Since the results of the Theorem 2 do not include the first M time slots, we additionally count the regret of M for each detection point (alarm). The mean detection delay is at most scaled by dividing the sampling rate α/K.
F CUSUM-UCB policy
CUSUM-UCB policy is a CD-UCB policy with CUSUM as a change detection algorithm. In particular, it takes K parallel CUSUM algorithms as CD(·, ·) in CD-UCB. Since our
Algorithm 3 CUSUM-UCB
Require: time horizon T , parameters α, , M and h Initialize τ i = 1 and cnt(i) = M for each i ∈ K. for t from 1 to T do Update according to equations (3). if cnt(i) > 0 for some i ∈ K then I t = i; cnt(i) = cnt(i) − 1. else Update I t according to equation (5). end if Play arm I t and observe X t (I t ). if CUSUM(I t , X t (I t )) == 1 then τ It = t + 1; cnt(I t ) = M ; reset CUSUM(I t , ·). end if end for CUSUM algorithm needs to estimate the mean first, we let the policy finish the estimation with M observations as soon as possible. That is why we introduce the countdown timers cnt(·) in Algorithm 3. The performance of CUSUM-UCB depends on the parameters α and h. We discuss the joint choices of α and h in Sections 5 and 6. We count breakpoints when the difference in mean rewards is greater than = 0.005.
G Simulation Parameters
