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Abstract. Let an algebraic group G act on X, a connected algebraic manifold, with
finitely many orbits. For any Harish-Chandra pair (D , G) where D is a sheaf of twisted
differential operators on X, we form a left ideal D g ⊂ D generated by the Lie algebra
g = LieG. Then, D/D g is a holonomic D-module, and its restriction to a unique Zariski
open dense G-orbit in X is a G-equivariant local system. We prove a criterion saying that the
D-module D/D g is isomorphic, under certain (quite restrictive) conditions, to a direct image
of that local system to X. We apply this criterion in the special case of the group G = SLn
acting diagonally on X = B × B × Pn−1, where B denotes the flag manifold for SLn.
We further relate D-modules on B × B × Pn−1 to D-modules on the cartesian product
SLn × P
n−1 via a pair (CH,HC), of adjoint functors analogous to those used in Lusztig’s
theory of character sheaves. A second important result of the paper provides an explicit
description of these functors, showing that the functor HC gives an exact functor on the
abelian category of mirabolic D-modules.
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1. Introduction
1.1. Let X be a smooth connected algebraic variety and fix (D , G), a Harish-Chandra pair on X in
the sense of [BB3], §1.8.3. Thus, G is an algebraic group acting on X, and D is a sheaf of (twisted)
differential operators on X. One also has a Lie algebra map g := LieG→ D and D g ⊂ D , the left
ideal generated by the image of this map.
Assume now that dimX = dimG and that G is a reductive group acting on X with finitely many
orbits. Let U be a unique Zariski open dense G-orbit in X. Then, the quotient V := D/D g is a
holonomic D-module on X, and V◦ := j∗V, the restriction of V via the open imbedding j : U →֒X,
is a G-equivariant (twisted) local system on U . The main result of section 2 (Theorem 2.3.1) says
that the D-module D/D g is isomorphic, under certain conditions on the moment map T ∗X → g∗
and certain bounds on the roots of an associated b-function, cf. Remark 5.5.2, to either j∗V◦ or
j!V
◦, a direct image of of the local system V◦ to X.
We are mostly interested in the special case where G = SLn, and X = B × B × P
n−1. Here,
B denotes the flag variety of the group SLn, so X is a sort of ‘triple flag manifold’. It turns out
that the group G acts diagonally in X with finitely many orbits (all cases of such an ‘unusual’
phenomena have been classified in [MWZ]). Moreover, the theorem from §2 applies in this case.
Our interest in D-modules on X = B ×B × Pn−1 is due to their close connection with mirabolic
character D-modules. 1 These are certain D-modules on the space G × Pn−1, introduced in [GG],
1The name ‘mirabolic’ comes from the combination ‘miraculous parabolic’, which is the parabolic subgroup P ⊂ G
that fixes a point in Pn−1. This parabolic was first considered in the work by Gelfand and Kazhdan [GK], and it
has some very specific features. In our situation, considering G-equivariant D-modules on the space G × Pn−1 is
equivalent, essentially, to considering P -equivariant D-modules on G. For this reason, we use the name ‘mirabolic’.
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and studied further in [FG]. The category of mirabolic D-modules plays an important role in the
study of category O for a rational Cherednik algebra, cf. [GG], [FG], and references therein.
One of our key observations is that (a derived version of) the category of mirabolic D-modules
is related to a (derived) category of D-modules on the space B × B × Pn−1 via a pair (CH, HC) of
adjoint functors. Here, the character functor CH is a ‘mirabolic counterpart’ of a similar functor
used by Lusztig [Lu] in his theory of character sheaves on the group G. The functor HC is a
‘mirabolic counterpart’ of the Harish-Chandra functor considered in [G2].
The second important result of the paper is a mirabolic analogue of a result from [BFO]. Specifi-
cally, part (ii) of our Theorem 4.4.4 says that the functor HC gives an exact functor from the abelian
category of mirabolic D-modules to an appropriately defined abelian category of Harish-Chandra
modules.
There is one especially important mirabolic D-module, called Harish-Chandra D-module. To
define it, write Dc for the sheaf of twisted differential operators on G × Pn−1 with twist c ∈ C
along the second factor. Let ∆ : LieG → Dc be the map induced by the differential of the G-
diagonal action on G×Pn−1, via g : (g′, l) 7→ (gg′g−1, g(l)), and put g := ∆(LieG) ⊂ Dc. Further,
let D(G)G×G be the algebra of G-bi-invariant differential operators on G. Thus D(G)G×G is a
commutative algebra isomorphic to the center of U(LieG), the universal enveloping algebra of the
Lie algebra LieG.
Following [GG], §7.4, for any maximal ideal Zθ ⊂ D(G)
G×G, one defines an associated mirabolic
Harish-Chandra D-module to be, cf. Definition 5.1.1 for more details,
Gθ,c := Dc
/
(Dc g+ Dc (Zθ ⊗ 1)). (1.1.1)
This is a G-equivariant, holonomic D-module on G × Pn−1, analogous to a D-module on the
group G itself studied by Hotta-Kashiwara in [HK1], [HK2]. In the last section of the paper, we use
the functor CH and our general result from section 2 to obtain a purely geometric construction of
the perverse sheaf that corresponds to the mirabolic Harish-Chandra D-module via the Riemann-
Hilbert correspondence. We also study Verdier duality for the mirabolic Harish-Chandra D-module
Gθ,c and give a conjectural description of the restriction of Gθ,c to an open dense subset of G×Pn−1
(see Conjecture 6.4.1).
1.2. Acknowledgements. We are very much indebted to Roman Bezrukavnikov for communicating to us his ideas,
related to the results of [BFO], before they were made public. We are grateful to Sasha Beilinson for his kind
explanations concerning monodromic D-modules. We also thank an anonymous referee for his helpful comments.
M.F. is grateful to IAS, to the University of Chicago, and to Indiana University at Bloomington for the hospitality
and support. The work of M.F. was partially supported by the RFBR grant 09-01-00242 and the Science Foundation
of the SU-HSE awards No.09-08-0008 and No.09-09-0009. The work of V.G. was partially supported by the NSF
grant DMS-0601050.
2. A result on holonomic D-modules
2.1. For any smooth variety X, write ΩpX for the sheaf of algebraic differential p-forms on X, and
ωX for the canonical line bundle of top degree differential forms. Further, let (Ω
p
X)closed ⊂ Ω
p
X
denote the subsheaf of closed p-forms. Abusing the notation, we write ω ∈ H2(X, (Ω1X )closed) for
the Chern class of the canonical bundle ωX .
We refer the reader to [BB3] for generalities on twisted differential operators (TDO), and
to [K2], §2, for a survey of basic functors on twisted D-modules.
We say that D , a sheaf of TDO on X, is locally trivial if, locally in e´tale topology, one has
an isomorphism D ∼= DX , where DX stands for the sheaf of (nontwisted) algebraic differential
operators on X. It is known that the sheaves of algebraic locally trivial TDO are parametrized (up
to isomorphism) by elements of the group H1e´t(X, (Ω
1
X )closed), [BB3].
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All TDO considered in this paper are assumed, without further notice, to be locally trivial. Given
Dχ, the sheaf of twisted differential operators on X associated with a class χ ∈ H
2(X, (Ω1X)closed),
we write D−χ for the sheaf of differential operators with the opposite twisting.
Given an associative algebra, resp. sheaf of algebras, A, write Aop for the opposite algebra.
Thus, for any TDO Dχ, one has the sheaf D
op
χ := (Dχ)
op. There is a canonical isomorphism of
TDO’s Dopχ ∼= Dω−χ, see [K2], 2.7.
We will use the notion of regular singularities for modules over (locally trivial) TDO. Let D
be such a TDO on X and let j : U →֒X be an open imbedding. Let M be a holonomic j∗D-
module. Locally in e´tale topology, one may view j∗M as a module over DX , the sheaf of nontwisted
differential operators on X. We say that M is regular at a point x ∈ X if the following holds: For
any smooth curve C ⊂ X containing x, the restriction of j∗M to C is either supported at the point
x, or is smooth at x, or else it has a regular singularity at x.
2.2. Let a connected algebraic group G act on X, a smooth connected variety. Let U ⊂ X
be a (unique) Zariski open dense G-orbit, and assume X r U is a hypersurface, not necessarily
irreducible, in general.
Let L be a G-linearization of the line bundle OX(Y ) where Y is a divisor with support equal to
that hypersurface. Thus, L is a G-equivariant line bundle on X and there exists a regular section
s, of L , such that U = X r s−1(0). The following result is well known.
Lemma 2.2.1. There exists a group homomorphism φ : G → C× and a φ-semi-invariant regular
section s ∈ Γ(X,L ), such that
U = X r s−1(0) and, we have g∗(s) = φ(g) · s, ∀g ∈ G. (2.2.2)
Proof. Let s ∈ Γ(X,L ) be any regular section such that U = X r s−1(0). Then, for any g ∈ G, we
have (g∗s) · s−1 ∈ O(X)×, is an invertible regular function on X. The assignment g 7→ (g∗s) · s−1
gives an algebraic cocycle that defines a cohomology class in H1alg(G, O(X)
×).
Now, since G is connected, from [KKV], Proposition 5.1, we deduce that any cohomology class in
H1alg(G, O(X)
×), may be represented by the class of a character φ : G→ C×. Therefore, there exists
a character φ and an invertible function f ∈ O(X)× such that we have (g∗s)·s−1 = φ(g)·(g∗f)·f−1,
for any g ∈ G. It follows that f−1 · s is a φ-semi-invariant section with the required properties. 
For any x ∈ X, we let Gx ⊂ G denote the isotropy group of the point x. Write g := LieG, resp.
gx := LieGx, ∀x ∈ X. The G-equivariant structure on L gives rise, for any x ∈ X, to a group
homomorphism χL ,x : Gx → C
×, induced by the Gx-action in the fiber of L at x. Observe that,
for any x ∈ U , we have φ|
Gx
= χL ,x. We keep the same notation, φ and χL ,x, for Lie algebra
homomorphisms corresponding to the group characters introduced above.
2.3. Let (D , G) be a Harish-Chandra algebra on X, in the sense of [BB3], §1.8.3; Put g := LieG,
and let g→ D , u 7→
→
u be the corresponding Lie algebra homomorphism.
Given a G-equivariant line bundle L on X we introduce the following notation
Dk := L
⊗k ⊗OX D ⊗OX L
⊗(−k), F(k) := L ⊗k ⊗OX F , k ∈ Z,
for any OX -module F . It is clear that, for any k ∈ Z, the pair (Dk, G) has a structure of Harish-
Chandra algebra as well, in particular, there is a Lie algebra map g→ Dk, u 7→
→
u .
One also has (Dk)
op, an opposite TDO, and there is a natural isomorphism (Dk)
op ∼= (Dop)−k.
From now on, we will write Dop−k := (D
op)−k. For any D-module F , the sheaf F(k) has a natural
Dk-module structure. Thus, a right Dk-module is the same thing as a left (D
op
−k)-module.
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Given a 1-dimensional character ψ : g → C, let gψ ⊂ D denote the image of g under the Lie
algebra morphism u 7→
→
u − ψ(u) · 1. Let D gψ ⊂ D be the left ideal generated by gψ, and let
D/D gψ, be the corresponding left D-module on X.
Let U ⊂ X be a Zariski open dense G-orbit and write  : U →֒X for the imbedding. Fix k ∈ Z,
and let ∗(Dk/Dk gψ), be the restriction of the Dk-module Dk/Dk gψ to U . It is clear that the G-
action on Dk makes 
∗(Dk/Dk gψ) a G-equivariant locally free coherent OU -module. Furthermore,
if ψ|gx 6= 0 for some x ∈ U then, one must have 
∗(Dk/Dk gψ) = 0. Otherwise, ∗(Dk/Dk gψ) is a
line bundle on U .
Let δ : g→ C, u 7→ Tr adu be the modular character of the Lie algebra g.
Theorem 2.3.1. Let a connected reductive group G act on a smooth variety X, such that dimX =
dimG, with finitely many orbits. Let (D , G) be a Harish-Chandra pair, where D is a locally trivial
TDO on X. Then, for any character ψ : g→ C and any k ∈ Z, one has
(i) The Dk-module Dk/Dk g
ψ is holonomic and regular at any point x ∈ X, cf. §2.1; furthermore,
there is a natural isomorphism
RHomDk(Dk/Dk g
ψ,Dk) ∼= D
op
−k/D
op
−k g
δ−ψ[− dimX].
(ii) Let U ⊂ X be a Zariski open dense G-orbit in X, let φ : G → C× be as in Lemma (2.2.1)
and assume, in addition, that
χL ,x 6= φ|gx , ∀x ∈ X r U. (2.3.2)
Then, one has canonical isomorphisms:
Dk/Dk g
ψ+k·φ ∼→ ∗∗(Dk/Dk gψ+k·φ), for k ≪ 0; (2.3.3)
!
∗(Dk/Dk gψ+k·φ)
∼→ Dk/Dk g
ψ+k·φ, for k ≫ 0.
It would be interesting to apply this theorem to spherical varieties, and also to some prehomo-
geneous vector spaces.
The rest of this section is devoted to the proof of Theorem 2.3.1.
2.4. Geometry of the moment map. In this section, we prove a few geometric results which
will enable us to reduce the proof of Theorem 2.3.1 to Proposition 2.5.2 below.
Given an arbitrary smooth G-variety X and a G-equivariant line bundle L , on X, write L ∗ for
the dual line bundle. Let L→ X be a principal C×-bundle obtained by removing the zero section
in the total space of the line bundle L ∗. The C×-action on L commutes with the natural G-action,
hence makes L a G× C×-variety.
Let T ∗L be the total space of the cotangent bundle on L. One has a natural Hamiltonian G×C×-
action on T ∗L, with moment map T ∗L → g∗ × (LieC×)∗. Observe that the action of the second
factor C× ⊂ G × C× on T ∗L is free. Thus, the quotient Z := (T ∗L)/C× is a smooth variety, and
the moment map above descends to the quotient. The resulting map may be written in the form
of a cartesian product of two maps µ× ν : Z → g∗ ×C.
It is well known that the map ν : Z → C is a smooth morphism, and for each a ∈ C, the
fiber ν−1(a) is a symplectic manifold. Furthermore, for a = 0, one has a canonical isomorphism
ν
−1(0) ∼= T ∗X, such that the restriction of the map µ to ν−1(0) may be identified with
µ = µ|ν−1(0) : ν
−1(0) = T ∗X → g∗,
the moment map for the natural Hamiltonian G-action on T ∗X.
There is also a (non-Hamiltonian) C×-action on T ∗L, by dilations along the fibers. This action,
to be referred to as ‘dot-action’, descends to a C×-action C× ∋ a : z 7→ a · z, on Z = (T ∗L)/C×, the
quotient of T ∗L by the Hamiltonian C×-action. There is also a ‘dot-action’ on g∗×C, defined as the
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C
×-diagonal action by dilations. The dot-actions of C× on Z and on g∗×C are both contractions,
and the map µ× ν : Z → g∗ × C is clearly dot-equivariant.
Let s ∈ Γ(X,L ) be a φ-semi-invariant section, so that (2.2.2) holds. Put U := X r s−1(0), and
let U˜ denote the preimage of U in L, the total space of L ∗.
The section s may (and will) be viewed as a regular function on L. The graph of the closed
1-form d log s = s−1 · ds may be viewed as a section of T ∗L over U˜ . Let Λ ⊂ Z be the image of the
graph of d log s under the projection T ∗L։ (T ∗L)/C× = Z.
Lemma 2.4.1. Let U ⊂ X be a Zariski open G-orbit such that (2.2.2) holds. Then,
(i) The set Λ is a smooth, closed Lagrangian submanifold of the symplectic manifold ν−1(1).
Furthermore, we have
Λ ⊂ µ−1(φ) ∩ ν−1(1).
(ii) Assume also that the following conditions (2.4.2)-(2.4.3) hold:
• The intersection µ−1(φ) ∩ ν−1(1) is reduced at any point of Λ; (2.4.2)
• The group G acts on X with finitely many orbits. (2.4.3)
Then, Λ is an irreducible component of the scheme µ−1(φ) ∩ ν−1(1).
(iii) If, in addition, condition (2.3.2) holds then µ−1(φ) ∩ ν−1(1) = Λ, is an irreducible scheme.
Proof. To prove (i) we observe that the function s on L associated with any section of L is a degree
1 homogeneous function, that is, we have s(a · ℓ) = a · s(ℓ), for any a ∈ C×, ℓ ∈ L. For such a
function, the graph of d log s is stable under the Hamiltonian C×-action on T ∗L and is contained
in the fiber of the moment map over the subset g∗ × {1} ⊂ g∗ × C. Trivializing the line bundle L
locally, one sees (cf. [K2, §5]) that this graph is a smooth and closed subvariety of T ∗L. It follows
that Λ, the quotient of the graph by a free C×-action, is a smooth and closed subvariety of ν−1(1).
Observe further, for a φ-semi-invariant section of L , one has
→
u (s) = φ(u) · s, ∀u ∈ g. This
equation yields Λ ⊂ µ−1(φ), and part (i) follows.
To prove (ii), let S denote the finite set of all G-orbits in X. It is well known that, set-
theoretically, we have that µ−1(0) =
⊔
O∈S T
∗
OX, is the union of the conormal bundles to G-orbits.
Thus, we compute
dim
(
µ
−1(0) ∩ ν−1(0)
)
= dimµ−1(0) = dim
( ⊔
O∈S
T ∗OX
)
= 12 ·dimT
∗X = dimX. (2.4.4)
Moreover, the above shows that the dimension of any irreducible component of the intersection
µ
−1(0)∩ν−1(0) equals dimX. Further, the dot-action being a contraction, we deduce an inequality
dim[µ−1(φ) ∩ ν−1(1)] ≤ dim[µ−1(0) ∩ ν−1(0)]. Thus, using part (i), we obtain
dimΛ ≤ dim[µ−1(φ) ∩ ν−1(1)] ≤ dim[µ−1(0) ∩ ν−1(0)] = dimX = dimΛ.
Thus, we have dimΛ = dim[µ−1(1) ∩ ν−1(1)], and part (ii) of the lemma follows from (2.4.2).
To prove (iii), consider the following diagram
µ
−1(C·φ) ∩ ν−1(1)
µ

  // ν
−1(1)
pr
X
(( ((R
RR
RR
RR
RR
RR
RR
R
µ

C·φ 

// g∗ X ⊃ U.
(2.4.5)
Part (ii) of the lemma implies that we have pr−1X (U) ∩ µ
−1(φ) ∩ ν−1(1) = Λ.
We leave to the reader to verify that, for any point x ∈ prX(µ
−1(φ) ∩ ν−1(1)), one must have
χL ,x = φ|gx . Hence, condition (2.3.2) insures that prX(µ
−1(φ) ∩ ν−1(1)) ⊂ U , and (iii) is proved.

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Lemma 2.4.6. Let the group G act on X with finitely many orbits. Then, we have dimµ−1(0) =
dimX. If, in addition, dimX = dimG, then the following holds:
(i) Each of the two maps µ : T ∗X → g∗ and µ× ν : Z → g∗ × C is flat;
(ii) Any fiber of the moment map µ is a complete intersection in T ∗X;
(iii) The two conditions of Lemma 2.4.1(ii) hold.
Proof. The equation dimµ−1(0) = dimX is clear from (2.4.4).
Observe next that each of the maps µ and µ × ν, is an equivariant morphism between smooth
varieties with contracting C×-actions, the ‘dot-actions’. In such a case, the dimension of any fiber
of the morphism is less than or equal to the dimension of the zero fiber. Thus, any fiber of either
µ or µ× ν, has dimension less than or equal to dimX. Now, the assumption that dimX = dimG
implies that the fiber dimension is equal to dimT ∗X − dim g∗. We conclude that each of the maps
µ× ν and µ is flat. This yields part (i).
Part (ii) also follows, since T ∗X and g∗ are smooth schemes and any fiber of a flat morphism of
smooth schemes is a complete intersection.
We now prove (iii). Condition (2.4.3) is clear. To prove (2.4.2), we use diagram (2.4.5), and
set µ−1(C · φ)U := pr−1X (U) ∩ µ
−1(C · φ). This is an open subset in µ−1(C · φ). Observe that,
since the group G acts transitively on U with finite stabilizers, it follows that the scheme-theoretic
intersection µ−1(0 · φ)U ∩ ν−1(0) is the reduced zero section U ⊂ T ∗U . Hence, the general fiber of
the map ν : µ−1(C · φ)U → C · φ is reduced as well. But any nonzero fiber of this map may be
viewed as ‘general’, due to the C×-action. Thus, the fiber µ−1(C · φ)U ∩ ν−1(1) ⊃ Λ is reduced,
and (2.4.2) is proved. 
2.5. Reduction of the proof of Theorem 2.3.1. We need to review some basic definitions
concerning G-monodromic D-modules.
Let ψ : g → C be a 1-dimensional character. First of all, we introduce a flat connection on
OG, a rank one trivial line bundle on G, defined by the formula ∇u(f) := u(f)− ψ(u) · f , for any
f ∈ OG and any left invariant vector field u on G identified with the corresponding element of the
Lie algebra g. This connection makes the structure sheaf OG a DG-module, to be denoted O
ψ
G.
Now, let X be an arbitrary smooth G-variety, with the action map a : G × X → X. In the
setting of §2.3, let (D , G) be a Harish-Chandra pair on X. By [BB3, §1.4.5(ii)], one has a natural
isomorphism a∗D ∼= DG ⊠D , of TDO.
LetM be a D-module on X. We say thatM is (G,ψ)-monodromic ifM is a weakly G-equivariant
D-module (i.e. a ‘weak (D , G)-module’ in the sense of [BB3, §1.8.5]) and there is an isomorphism
a∗M ∼= OψG ⊠M , of DG ⊠D-modules, such that the natural cocycle condition holds.
The following result is an extention of [Bo, VII, §12.11], where a similar result was proved for
(strongly) G-equivariant D-modules.
Lemma 2.5.1. Let G, a reductive group, act on X with finitely many orbits. Let (D , G) be a
Harish-Chandra pair, where D is a locally trivial TDO on X. Then, any (G,ψ)-monodromic D-
module is regular at every point x ∈ X.
Proof. We follow the same strategy as in the proof of [HTT, Theorem 11.6.1], cf. also [Bo, VII,
§12.11]. First of all, we observe that OψG is a regular DG-module in the usual sense (i.e. for any
completion j : G →֒G, the DG-module j∗O
ψ
G is regular at any point g ∈ G), provided the group G
is reductive. This is verified directly in the case where G is a complex torus; the case of a general
reductive group G can be easily reduced to the case of a torus.
Now, let Y be an arbitrary smooth G-variety and let (D , G) be a Harish-Chandra pair, where
D is a locally trivial TDO on Y and G is a reductive group. Let ı : X →֒Y be an imbedding of a
6
G-stable smooth locally closed subvariety. There is a well defined pull-back ı∗D , a TDO on X, cf.
[BB3, §1.4].
We claim the following: If X is a finite union of G-orbits, then any (G,ψ)-monodromic ı∗D-
module M , on X, is regular at any point y ∈ Y (this statement is vacuous unless y is contained
in the closure of X). In the special case where X = G/K is a single G-orbit, the claim is a
straightforward consequence of the regularity of the DG-module O
ψ
G.
We now prove the claim in the general case. Let O be a closed G-orbit in X. Write i : O →֒X
for the imbedding, and write aO, resp. aX , for the G-action morphism on O, resp. on X. Let
i!M be the (derived) restriction of M , a (G,ψ)-monodromic D-module on X, to O. Thus, i!M is a
complex and each cohomology group H p(i!M), of that complex, is a holonomic i∗D-module on O.
Furthermore, we observe that H p(i!M) is a (G,ψ)-monodromic i∗D-module. This follows easily
by equating compositions of derived restriction functors induced by the following equal composite
maps i ◦aO = aX ◦ (IdG×i) : G×O → X.
We deduce, using the result in the case of one orbit, that each cohomology group H p(i!M) is
regular at any point y ∈ Y . The proof of the claim is now completed by induction on the number
of G-orbits in X. The argument is based on a long exact sequence (the latter works for locally
trivial TDO similarly to the usual case) in the same way as in the proof of [HTT, Theorem 11.6.1].
Finally, applying the claim in the case X = Y yields the statement of the lemma. 
We now return to the setting of Theorem 2.3.1. It is immediate from definitions that Dk/Dk g
ψ
is a (G,ψ)-monodromic Dk-module. The number of G-orbits on X being finite and the group G
being reductive, we deduce from Lemma 2.5.1 that Dk/Dk g
ψ is a holonomic Dk-module which is
regular at every x ∈ X. At this point, it is clear that Theorem 2.3.1 follows from Lemma 2.4.1 and
the following more general result.
Proposition 2.5.2. Let G act on X with finitely many orbits. Then,
(i) If dimX = dimG then, for any character ψ : g→ C, there is a natural isomorphism
RHomDk(Dk/Dk g
ψ,Dk) ∼= D
op
−k/D
op
−k g
δ−ψ[− dimX], ∀k ∈ Z.
(ii) Assume that conditions (2.4.2)-(2.4.3) as well as (2.3.2) hold and, moreover, that D is a
locally trivial TDO. Then, for all sufficiently negative integers k ≪ 0, the canonical map in (2.3.3)
is an isomorphism.
Part (i) of the proposition is an immediate consequence of Lemma 2.4.6, and of Lemma 6.1.1 of
section 6.1 below. The proof of part (ii) is based on some results of Kashiwara and will be given in
the following subsection.
2.6. An application of the b-function. We begin with the following general result whose proof
is obtained by a standard application of the theory of b-functions, cf. [K1]. Let X be a manifold,
f : X→ C be a regular function, and U := Xr f−1(0)
j
→֒ X. Let D be a locally trivial TDO on X,
and write DU for the restriction of D to the open set U.
Lemma 2.6.1. Let E = DU ·e be a cyclic, holonomic DU-module generated by an element e ∈ E.
Then, for any k ≪ 0, the element fk ·e is a generator for the D-module j∗E , that is, we have
j∗E = D ·(fk ·e). 
We return now to the setup of Proposition 2.5.2 and put Ek := 
∗(Dk/Dk gψ+k·φ), so E = E0.
Lemma 2.6.2. For all k ≪ 0, the canonical map Dk/Dk g
ψ+k·φ → ∗Ek is surjective.
Proof. By adjunction, there is a canonical map
D/Dg→ ∗∗(D/Dg) =: ∗E .
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Let e = e0 ∈ ∗E be the image of the class of 1 ∈ D . Clearly, we have DU ·e = E .
For any k ∈ Z, let ek := s
k ·e ∈ ∗Ek. Since DU ·e0 = E , Lemma 2.6.1 implies that there exists
k0 < 0 such that, for all k < k0, one has Dk ·ek = ∗Ek.
The element ek is clearly annihilated by the action of the ideal Dk g
ψ+k·φ ⊂ Dk. Therefore, the
assignment 1 7→ ek gives a well defined map
qk : Dk/Dk g
ψ+k·φ −→ ∗Ek.
But, ek is a generator of the Dk-module ∗Ek. Therefore, the map qk is surjective, and we are
done. 
For any k ∈ Z, the TDO Dk comes equipped with an increasing filtration such that grDk ∼=
p∗OT ∗X , where p : T ∗X → X is the bundle projection. Let [SS(M)] denote the characteristic cycle
of a holonomic Dk-module, resp. [supp(F)] denote the support cycle of a coherent sheaf on T
∗X.
Lemma 2.6.3. Conditions (2.4.2)-(2.4.3) imply that Dk/Dk g
ψ+k·φ is a holonomic Dk-module and
one has an equality of Lagrangian cycles
[SS(Dk/Dk g
ψ+k·φ)] = [SS(∗Ek)], ∀k ∈ Z.
Proof. Given a pair of Lagrangian algebraic cycles Y, Y ′ ⊂ T ∗X, we write Y ≤ Y ′ whenever the
cycle Y ′ − Y is a nonnegative integer combination of irreducible Lagrangian subvarieties.
The filtration on Dk induces a natural filtration on the Dk-module Dk/Dk g
ψ+k·φ. One has a
canonical surjection of graded OX-modules: grDk/(grDk)g ։ gr(Dk/Dk g
ψ+k·φ). Furthermore,
there is a natural isomorphism grDk/(grDk)g ∼= p q(OT ∗X |µ−1(0)). Thus, we deduce
[SS(Dk/Dk g
ψ+k·φ)] ≤ [supp(OT ∗X |µ−1(0))] = [µ
−1(0)].
Hence, Lemmas 2.4.1 and 2.4.6 imply that Dk/Dk g
ψ+k·φ is a holonomic Dk-module and one has
[SS(Dk/Dk g
ψ+k·φ)] ≤ [µ−1(0)] = [µ−1(0) ∩ ν−1(0)] = lim
a→0
[µ−1(a · φ) ∩ ν−1(a)]. (2.6.4)
Next recall that, according to [G1], Theorem 6.3, one has an equality of Lagrangian cycles
[SS(∗Ek)] = lim
a→0
[µ−1(a · φ) ∩ ν−1(a)]. Thus, from (2.6.4) we deduce
[SS(Dk/Dk g
ψ+k·φ)] ≤ [SS(∗Ek)].
On the other hand, Lemma 2.6.2 yields an opposite inequality, and we are done. 
To complete the proof of Proposition 2.5.2, we observe that the characteristic cycle of the kernel
of the surjective Dk-module map Dk/Dk g
ψ+k·φ
։ ∗Ek (for k ≪ 0) is equal to zero, due to Lemma
2.6.3. Hence the kernel itself is zero, and we are done. 
3. A triple flag variety.
3.1. Horocycle spaces. Let G be a connected complex semisimpe group. Let T be the abstract
Cartan torus of G, and W the corresponding abstract Weyl group of G. Fix a Borel subgroup
B ⊂ G, with the unipotent radical N . Thus, we have T = B/N .
Let B = G/B be the flag variety of G. There is a canonical G-equivariant T-torsor B˜ → B, where
B˜ = G/N is the base affine space, and where T acts on G/N on the right. The G- and T-actions
on B˜ commute, hence, make B˜ a G× T-variety.
Given elements x, y ∈W , let Tx,y be the image of the torus imbedding T →֒T×T, t 7→ x(t)×y(t).
The horocycle space associated with the pair (x, y) is defined to be B˜x,y := (B˜ × B˜)/Tx,y. There are
two natural projections prx, pry : B˜x,y ։ B, on the first and second factor, respectively. The left
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G×G-action and the right T×T-action make B˜x,y a smooth G×G×T×T-variety. The right T×T-
action clearly factors through the torus (T×T)/Tx,y. This makes the map prx× pry : B˜x,y ։ B×B
a G×G-equivariant (T× T)/Tx,y-torsor.
3.2. Write g, t for the Lie algebras of the groups G and T, respectively. Let Ug and U t be the
corresponding enveloping algebras. Let Z denote the center of Ug. We may (and will) view U t as
a Z-module via the Harish-Chandra homomorphism Ξ : Z→ U t.
The differential of the G×T-action on B˜ induces an algebra map κ : Ug⊗U t→ Γ(B˜,DB˜). It is
clear that the image of κ is contained in Γ(B˜,DB˜)
T, the subalgebra of right T-invariant differential
operators. It is also easy to see that, for any z ∈ Z, one has κ(z ⊗ 1) = κ(1 ⊗ Ξ(z)). Furthermore,
it was shown in [BoBr] that the map κ gives rise to an algebra isomorphism
κ : Ug⊗Z U t
∼→ Γ(B˜,DB˜)
T. (3.2.1)
Let ̟y be the pull-back of ̟B, the canonical bundle on the flag manifold B, via the projection
pry : B˜x,y ։ B, and define
Dx,y := ̟y ⊗O
B˜x,y
DB˜x,y ⊗OB˜x,y ⊗̟
−1
y . (3.2.2)
It is clear that Dx,y is a TDO on B˜x,y, moreover, the pair (Dx,y, G × G × T × T) is a Harish-
Chandra algebra. Thus, one has a canonical algebra map Ug⊗Ug⊗U t⊗U t→ Γ(B˜x,y, Dx,y). We
let Tx,y denote an ideal of the algebra U t ⊗ U t = U(t ⊕ t) generated by tx,y := LieTx,y, a vector
subspace of t⊕ t ⊂ U(t⊕ t).
From the Borho-Brylinski isomorphism (3.2.1) one derives an algebra isomorphism
κ : (Ug⊗ Ug)
⊗
Z⊗Z
[
(U t⊗ U t)/Tx,y
]
∼→ Γ(B˜x,y, Dx,y)
T×T. (3.2.3)
A Dx,y-module is said to be monodromic provided it is a holonomic D-module which is, moreover,
G-equivariant with respect to the G-diagonal left action on B˜x,y and is also monodromic with respect
to the right T× T-action on B˜x,y.
• LetMon(B˜x,y) denote the full abelian subcategory of Dx,y-mod whose objects are monodromic
modules.
A complex M
q
∈ Db(Dx,y-mod) is said to be monodromic provided, for each integer ℓ ∈ Z, the
cohomology sheaf Hℓ(M
q
) is a monodromic Dx,y-module.
Write A-mod, resp. Db(A-mod), for the abelian category, resp. bounded derived category, of left
modules over A, an associative algebra or a sheaf of associative algebras.
• Let Dmon(B˜x,y) denote the full triangulated subcategory of D
b(Dx,y-mod) whose objects are
monodromic complexes.
3.3. In the rest of the paper we let G = SLn. We put g := LieG = sln.
The group G acts naturally on the projective space P = P(Cn), and we let G act diagonally on
B×B×P, a ‘triple flag manifold’. There is a moment map associated with the induced Hamiltonian
G-action on T ∗(B × B × P), the total space of the cotangent bundle.
The crucial geometric properties of the triple flag manifold are summarized in the following
proposition.
Proposition 3.3.1. (i) The group G acts diagonally on B × B × P with finitely many orbits.
The orbits are parametrized by the set of pairs (w, σ), where w ∈ Sn is a permutation and σ is a
decreasing subsequence of the sequence of integers w(1), . . . , w(n).
(ii) The moment map µ : T ∗(B × B × P)→ g∗ is flat.
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Proof. Part (i) is proved in [MWZ], 2.11. Part (ii) follows from Lemma 2.4.6(i)-(ii) and the equation
dim(B × B × P) =
n(n− 1)
2
+
n(n− 1)
2
+ (n − 1) = n2 − 1 = dimG. ✷
Next, we fix a pair of elements x, y ∈ W and put Bx,y = B˜x,y × P. Below, we will be interested
in the left G-diagonal action on Bx,y as well as in the right T × T-action induced by the one on
B˜x,y, the first factor, and trivial along P, the second factor. The right T× T-action clearly factors
through a (T × T)/Tx,y-action. It follows that the left G-action factors through the adjoint group
G/Center(G). These left and right actions make Bx,y a G×T×T-variety, and there is an induced
Hamiltonian G× T× T-action on the cotangent bundle T ∗Bx,y.
Let t⊥x,y ⊂ t∗⊕t∗ denote the annihilator of the subspace tx,y ⊂ t⊕t. It is immediate to see that the
image of an associated moment map is automatically contained in the subspace g∗×t⊥x,y ⊂ g∗×t∗×t∗.
From Proposition 3.3.1 one easily deduces the following
Corollary 3.3.2. (i) The group G× T× T acts on Bx,y with finitely many orbits.
(ii) The moment map µ : T ∗Bx,y −→ g∗ × t⊥x,y is flat. 
3.4. For any c ∈ C, let Dc
P
denote the sheaf of TDO on P with twist ‘c’. Given x, y ∈W, we write
Dcx,y := Dx,y ⊠ D
c
P
for the corresponding TDO on Bx,y = B˜x,y × P. Thus, (D
c
x,y, G × T × T) is a
Harish-Chandra algebra.
We have the notion of a monodromic Dcx,y-module, resp. monodromic complex, defined the same
way as we have done in §3.2, with the space B˜x,y being now replaced by Bx,y. Similarly to section
3.2, one defines an abelian category Monc(Bx,y) ⊂ D
c
x,y-mod, of monodromic D
c
x,y-modules, resp.
triangulated category Dmonc(Bx,y) ⊂ D
b(Dcx,y-mod), of monodromic complexes.
Corollary 3.3.2(i) implies the following
Corollary 3.4.1. Any object of Monc(Bx,y) is a holonomic D-module with regular singularities.
Let t∗
Z
⊂ t∗ denote the weight lattice of T and, given x, y ∈ W , write prx,y = prx× pry× IdP :
Bx,y = B˜x,y × P→ B ×B × P for the natural projection.
For any monodromic complex V ∈ Dmonc(Bx,y) there is a natural monodromy action of the
fundamental group of the torus T×T in the stalks of (prx,y) qH
q
(V), a sheaf theoretic direct image
of the cohomology of V. Note that one may view the fundamental group of T × T as a lattice
π1(T× T) ⊂ t⊕ t.
Let λ¯, ν¯ ∈ t∗/t∗
Z
. We say that V ∈ Dmonc(Bx,y) has monodromy (λ¯, ν¯) provided, for any
element (t1, t2) ∈ π1(T× T) ⊂ t× t, the corresponding monodromy (t1, t2)-action in (prx,y) qH
q
(V)
is a linear operator of the form e2π
√−1(〈λ,t1〉+〈ν,t2〉) Id+u, where u is a nilpotent operator. In this
formula, 〈λ, t1〉, resp 〈ν, t2〉, denotes the value at ti ∈ t of an arbitrary representative in t
∗ of the
corresponding element λ¯, ν¯ ∈ t∗/t∗
Z
.
• Let Monλ¯,ν¯,c(Bx,y) be the full abelian subcategory of Monc(Bx,y), resp. Dmonλ¯,ν¯,c(Bx,y) be
the full triangulated subcategory of Dmonc(Bx,y), whose objects have monodromy (λ¯, ν¯).
It is clear that the category Dmonλ¯,ν¯,c(Bx,y) is trivial unless the character (λ¯, ν¯) restricts to the
unit character of the subgroup π1(Tx,y) ⊂ π1(T × T). Let t¯
⊥
x,y ⊂ t
∗/t∗
Z
⊕ t∗/t∗
Z
be the set of such
characters, i.e., the set pairs (λ¯, ν¯) such that the linear function (λ, ν) takes integer values on the
lattice π1(Tx,y), for some (equivalently, any) representative (λ, ν) ∈ t
∗ ⊕ t∗ of the element (λ¯, ν¯).
Thus, there is a canonical direct sum decomposition
Monc(Bx,y) =
⊕
(λ¯,ν¯)∈t¯⊥x,y
Monλ¯,ν¯,c(Bx,y), resp. Dmonc(Bx,y) =
⊕
(λ¯,ν¯)∈t¯⊥x,y
Dmonλ¯,ν¯,c(Bx,y).
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For any object V ∈ Dmonc(Bx,y), we write V = ⊕λ¯,ν¯ V
(λ¯,ν¯) for the corresponding direct sum
decomposition.
3.5. Convolution. Let ρ ∈ t∗ denote the half-sum of positive roots. Associated with any triple
x, y, z ∈W , there is a standard convolution functor, cf. [BG], §5:
∗ : Dmonλ¯,ν¯,c(Bx,y)×Dmon−ν¯,λ¯′,c′(By,z) −→ Dmonλ¯,λ¯′,c+c′(Bx,z). (3.5.1)
To define convolution (3.5.1), one writes Tx,y,z for the image of a torus imbedding T →֒T×T×T,
given by t 7→ x(t) × y(t) × z(t). Clearly, (B˜ × B˜ × B˜)/Tx,y,z is a smooth variety and there are 3
natural projections along various factors B˜, eg. qx,y : (B˜ × B˜ × B˜)/Tx,y,z → B˜x,y. We may extend
each of these morphisms to a cartisian product with a copy of the projective space P. This way,
we get e.g. a map qx,y ⊠ IdP : [(B˜ × B˜ × B˜)/Tx,y,z]× P→ B˜x,y × P, and also a map qy ⊠ IdP.
There is also a natural map qy : (B˜ × B˜ × B˜)/Tx,y,z ։ B˜, the projection to the middle factor.
The definition of the TDO Dx,y, see (3.2.2), combined with the canonical isomorphism D
op
B ∼=
̟B ⊗OB DB ⊗OB ̟
−1
B insure that, for any Dx,y-module M , the sheaf q
∗
x,yM has a natural right
q∗yDB˜-module structure.
In formula (3.5.2) below, we use simplified notation and write qx,y for qx,y ⊠ IdP. With that un-
derstood, the convolution of any pair of objectsM∈ Dmonλ¯,ν¯,c(Bx,y) and N ∈ Dmon−ν¯,λ¯′,c′(By,z)
is defined by
M∗N := (Rqx,z)•
(
q∗x,yM
L⊗
(q∗yDB˜)⊠OP q
∗
y,zN
)
. (3.5.2)
3.6. Let w0 ∈W denote the element of maximal length. The variety B˜1,w0 will play a special role.
This variety has a G-equivariantly trivialized canonical bundle. Note also that, for any y ∈W , we
have B˜y,w0y = B˜1,w0 , hence By,w0y = B1,w0 .
We are going to introduce, following [BG], §5, a pair of pro-objects of the category Dy,w0y-mod
that will be important in subsequent sections. To this end, view B˜y,w0y as a G × T × T-variety
where G, the first factor, acts diagonally on B˜y,w0y on the left, and the group T× T acts naturally
on the right. Let U be the unique Zariski open dense G × T × T-orbit in B˜y,w0y. We have the
following diagram involving natural projections and an open imbedding:
G\U U
hoooo 
 
// B˜y,w0y By,w0y = B˜y,w0y × P.
pr1oooo (3.6.1)
For any u ∈ U , the isotropy group of u with respect to the left G-diagonal action is a maximal
torus in G, in particular, it is connected. We have an isomorphism (T×T)/Ty,w0y
∼→T, (t1, t2) 7→ t1.
The right T × T-action on U descends to a well defined (T × T)/Ty,w0y-action on the orbit space
G\U and makes the latter space a T-torsor.
Define a linear involution
(−)† : t∗ → t∗, λ 7→ λ† := −w0λ. (3.6.2)
Given λ ∈ t∗, let J λ be a rank 1 local system on the T-torsor G\U with monodromy e2π
√−1λ.
Thus, h∗(J λ), cf. (3.6.1), is a local system on U with monodromy (λ, λ†) ∈ t∗ × t∗. Further, let
E∞ be a pro-unipotent local system on G\U , cf. [BG], page 18. Such a local system is unique up
to isomorphism, and we put Ĵ λ := J λ⊗E∞. All stabilizers of the G-action in U being connected,
it follows that h∗(Ĵ λ) is a (projective limit of) G-equivariant local systems on U .
We use diagram (3.6.1) to define the following pair of (projective limits of) G-equivariant holo-
nomic Dy,w0y-modules (cf. also [BG, formulas (5.9.2), (5.22)]):
Rλ,λ
†
∗ := pr
∗
1 ◦ ∗ ◦h
∗(Ĵ λ), Rλ,λ
†
! := pr
∗
1 ◦ ! ◦h
∗(Ĵ λ) ∈ lim projMonλ¯,λ¯†,0(By,w0y). (3.6.3)
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For any x, y ∈ W and ν ∈ t∗, convolution with the above objects yields the following mutually
inverse (triangulated) equivalences, see [BG] §5:
Dmonν¯,−λ¯,c(Bx,y) −→ Dmonν¯,λ¯†,c(Bx,w0y), M 7→M∗R
λ,λ†
! (3.6.4)
Dmonν¯,λ¯†,c(Bx,w0y) −→ Dmonν¯,−λ¯,c(Bx,y), V 7→ V ∗ R
−λ†,−λ
∗ .
4. Mirabolic D-modules
4.1. Character D-modules. Recall that G = SLn and write DG for the sheaf of differential
operators on G.
The group G × G acts on G by left and right translations, via (g1 × g2) : g 7→ g1gg
−1
2 . The
differential of that action induces a linear map from g×g to the Lie algebra of vector fields on G. The
latter map extends uniquely to an associative algebra homomomorphism lr : Ug⊗ (Ug)op → D(G).
It is clear that the sets lr(Z⊗ 1), lr(1⊗Z) are contained in D(G)G×G ⊂ D(G), the subalgebra of
bi-invariant differential operators on G. In fact, it is easy to see that one has lr(z⊗1) = lr(1⊗τ(z)),
where τ : Ug ∼→ (Ug)op is an algebra isomorphism defined on generators x ∈ g by τ(x) = −x. In
this way, one obtains a well defined, injective algebra morphism
lr ◦ (Id×τ) : Ug⊗Z Ug →֒ D(G), u⊗ u
′ 7→ lr(u⊗ τ(u′)).
Next, we put X := G× P. Recall that Dc
P
stands for the sheaf of TDO on P = Pn−1, with twist
c ∈ C. We let DcX := DG ⊠ D
c
P be an associated TDO on X, and write D(P, c) := Γ(P,D
c
P
), resp.
D(X, c) = Γ(X,DcX) = Γ(G,DG)⊗D(P, c), for the corresponding algebras of global sections. Let ζ
denote the composite of the following algebra maps
ζ : (Ug ⊗Z Ug)⊗D(P, c)
 
[lr ◦ (Id⊗τ)]⊗Id
// D(G)⊗D(P, c) D(X, c). (4.1.1)
Further, we have an obvious imbedding υ : Z →֒ (Ug⊗ZUg)⊗D(P, c), z 7→ (z⊗1)⊗1 = (1⊗z)⊗1.
Recall that an action of an algebra A on an A-module M is said to be locally finite if, for any
m ∈M , one has dimA·m <∞.
Now, we let G act on itself via the adjoint action, and let G act diagonally on X = G× P.
Definition 4.1.2. A DcX-module F is called a (mirabolic) character module if the following two
conditions hold, cf. [GG], Remark 5.2, and also [FG], §§4-5:
(1) F is a G-equivariant D-module with respect to the G-diagonal action on X = G× P.
(2) The left Z-action on Γ(X,F), via the imbedding ζ ◦υ, is locally finite.
• Let Cc(X) be the full abelian subcategory of D
c
X-mod whose objects are character modules.
4.2. Spectral decomposition. Given a commutative algebra A, write Max(A) for the set of
maximal ideals in A. For a ∈ Max(A), and an A-module M , we put
M (a) := {m ∈M
∣∣ ∃ℓ = ℓ(m)≫ 0 such that aℓ ·m = 0}. (4.2.1)
If, moreover, the A-action on M is locally finite, then one has a canonical A-stable spectral
decomposition
M =
⊕
a∈Max(A) M
(a). (4.2.2)
First, we apply (4.2.2) in the case where A := U t ⊗ U t. Given λ ∈ t∗, let Iλ ⊂ U t denote
a maximal ideal generated by the elements {x − λ(x), x ∈ t}. Similarly, associated with any
λ × ν ∈ t∗ × t∗, there is a maximal ideal Iλ,ν := Iλ ⊗ U t + U t ⊗ Iν ∈ Max(U t ⊗ U t). Thus, for a
locally finite U t⊗ U t-module M , one has a spectral decomposition M =
⊕
λ×ν∈t∗×t∗ M
Iλ,ν .
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Next, we take A = Z, the center of Ug. Given θ ∈ t∗/W , let Zθ ⊂ Z be the maximal ideal
corresponding to θ via the Harish-Chandra isomorphism Ξ : Z ∼→C[t∗/W ]. Thus, for any locally
finite Z-module M , one has a spectral decomposition M =
⊕
θ∈t∗/W M
(Zθ).
Similarly, let M ∈ Db(Z-mod) be a complex such the induced Z-action on H
q
(M) is locally finite.
Then, one can show that there is a canonical direct sum decomposition M =
⊕
θ∈t∗/W M
(θ) where
M (θ) ∈ Db(Z-mod) are such that, for each θ, one has H
q
(M (θ)) = [H
q
(M (θ))](Zθ).
We write Zcθ ⊂ D(X, c) for ζ ◦υ(Zθ), the image of Zθ under the composite imbedding ζ ◦υ : Z →
D(X, c), see (4.1.1). For any character D-module F ∈ Cc(X), one has a vector space decomposition
H
q
(X,F) =
⊕
θ∈t∗/W H
q
(X,F)(Z
c
θ
).
It will be convenient to introduce a semi-direct product Waff := W ⋉ t∗
Z
, an (extended) affine
Weyl group. The group Waff acts naturally on t∗ by affine linear transformations. Let Θ ∈ t∗/Waff .
It is easy to see that, for any F ∈ Cc(X), the vector space
H
q
(X,F)〈Θ〉 :=
⊕
{θ∈t∗/W | θ (mod Waff )=Θ} H
q
(X,F)(Z
c
θ
)
is a D(X, c)-submodule in H
q
(X,F). Furthermore, there is a unique D-submodule F〈Θ〉 ⊂ F such
that, one has H
q
(X,F〈Θ〉) = H
q
(X,F)〈Θ〉.
Let CΘ,c(X) be a full subcategory of Cc(X) whose objects satisfy F = F〈Θ〉. This way, following
the strategy of [G2], one obtains a canonical spectral decomposition, cf. [G2], Theorem 1.3.2:
Cc(X) =
⊕
Θ∈t∗/Waff
CΘ,c(X), F =
⊕
Θ∈t∗/Waff
F〈Θ〉, F〈Θ〉 ∈ CΘ,c(X), ∀Θ. (4.2.3)
• Let DC c(X), resp. DCΘ,c(X), denote the full triangulated subcategory of D
b(DcX-mod)
whose objects are complexes F
q
such that for the corresponding cohomology sheaves, one
has Hj(F
q
) ∈ Cc(X), resp. H
j(F
q
) ∈ Cc(X) and H
j(F
q
) = [Hj(F
q
)]〈Θ〉, for any j ∈ Z, resp.
any Θ ∈ t∗/Waff .
4.3. The functors CH and HC. An important role in what follows will be played by a diagram
G× (B˜/T)× P
p
vvmm
mm
mm
mm
mm
mm
m
q
''N
NN
NN
NN
NN
NN
X = G× P B1,1
(4.3.1)
In this diagram, the maps p and q are given by p(g, x˜, l) := (g, l) and q(g, x˜, l) := (gx˜, x˜, gl),
respectively. The group G acts diagonally on all cartesian products involved in the above diagram,
and acts on G by conjugation. With these G-actions, all maps in (4.3.1) become G-equivariant
morphisms.
Recall the notation ̟y for the pull-back of ωB, the canonical bundle on the flag manifold, via the
second projection B˜x,y = (B˜ × B˜)/Tx,y → B. Given a quasi-coherent sheaf V on Bx,y = B˜x,y × P,
we will often abuse the notation and write ̟±1 ⊗ V for (̟±1y ⊠OP)⊗O
B˜x,y×P
V.
Now, fix λ ∈ t∗, and let λ¯ ∈ t∗/t∗
Z
, resp. Θ ∈ t∗/Waff , be the image of λ. We use diagram
(4.3.1) and introduce a pair of functors, CH and HC, given, for any F ∈ DCΘ,c(X), resp. V ∈
Dmonλ¯,λ¯†,c(B1,w0), by the formulas, cf. (3.6.4) and [G2, §8],
HC(F) :=
(
̟−1 ⊗ q!p∗(F)
)
∗ Rλ,λ
†
! [dimB], CH(V) := p∗q
!
(
̟ ⊗ (V ∗ R−λ
†,−λ
∗ )
)
[− dimB].
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Proposition 4.3.2. (i) The above formulas give an adjoint pair, (CH,HC), of triangulated functors
DCΘ,c(X)
HC // Dmonλ¯,λ¯†,c(B1,w0).
CH
oo
(ii) Any character module F ∈ CΘ,c is regular holonomic and the functor CH ◦HC contains
IdDC c(X), the identity functor, as a direct summand.
The proof of the proposition repeats word by word the proof of Theorem 4.4 of [MV] or [G2], §9,
using Corollary 3.4.1.
We can now formulate one of the main results of the paper.
Theorem 4.3.3. For any regular dominant weight λ ∈ t∗ and c 6= −1,−2, . . . , 1 − n, the functor
HC restricts to an exact functor HC : CΘ,c(X)→ Monλ¯,λ¯†,c(B1,w0), between abelian categories.
This theorem is a ‘mirabolic analogue’ of a result of Bezrukavnikov, Finkelberg, and Ostrik, [BFO].
Theorem 4.3.3 will be deduced from a more precise result, Theorem 4.4.4 of the next subsection.
4.4. We will use simplified notation D(P, c) := Γ(P,Dc
P
), resp. D(X, c) := Γ(X, DcX), and
D(Bx,y, c) := Γ(Bx,y, D
c
x,y), for any x, y ∈W .
An important role below will be played by the algebra
Uc := (Ug⊗ Ug)
⊗
Z⊗Z (U t⊗ U t) ⊗ D(P, c). (4.4.1)
The algebra (4.4.1) fits into a diagram of algebra maps
Uc
η=pr⊗a⊗Id
vvvvmm
mm
mm
mm
mm
mm
mm
κx,y⊗Id
&& &&M
MM
MM
MM
MM
MM
U t⊗ U t
ǫoo
D(X, c) (Ug⊗Z Ug)⊗D(P, c)?
_
ζ
oo D(Bx,y, c)
T×T   j // D(Bx,y, c).
(4.4.2)
In this diagram, the map j is the natural inclusion, the map ζ is the isomorphism (4.1.1), and
the map κx,y comes from the isomorphism κ in (4.1.1). Further, the map η is induced by the
augmentation a : U t⊗U t→ C and by the natural projection pr : Ug⊗Ug։ Ug⊗Z Ug; the map ǫ
is the imbedding by h 7→ 1⊗ h⊗ 1. Thus, the image of the map ǫ is contained in the center of the
algebra Uc.
Below, we use the notation introduced at the beginning of §4.2 and observe that any Uc-module
may be viewed as an U t⊗ U t-module, via ǫ.
• Given λ×ν ∈ t∗×t∗, letMUλ,ν,c be the full abelian subcategory ofDb
(
Uc-mod
)
whose objects
are Uc-modules M such that one has M = M
(Iλ,ν), resp. DUλ,ν,c be the full triangulated
subcategory of Db
(
Uc-mod
)
whose objects are complexes M , of Uc-modules, such that one
has H
q
(M) = [H
q
(M)](Iλ,ν).
For any object M ∈ Db(Uc-mod) such that the U t⊗ U t-action on H
q
(M) is locally finite, there
is a canonical direct sum decomposition M =
⊕
λ×ν∈t∗×t∗ M
(λ,ν) such that M (λ,ν) ∈ DUλ,ν,c for
all λ, ν.
Similarly, the composite j ◦ (κx,y⊗ Id) ◦ ǫ, in diagram (4.4.2), makes any D
c
x,y-module an U t⊗U t-
module. Using this, one shows that for any cosets λ¯, ν¯ ∈ t∗/t∗
Z
such that (λ¯, ν¯) ∈ t¯⊥x,y and any
monodromic complex V ∈ Dmonλ¯,ν¯,c(B1,1), there is a canonical ‘derived’ spectral decomposition:
RΓ(Bx,y,V) =
⊕
(λ,ν) mod(t∗
Z
⊕t∗
Z
)=(λ¯,ν¯)
RΓ(Bx,y,V)
(λ,ν) where RΓ(Bx,y,V)
(λ,ν) ∈ DUλ,ν,c. (4.4.3)
Now, recall the maps p, q from diagram (4.3.1). The statement of part (i) of the following theorem
is a straightforward generalization of a result due to Hotta-Kashiwara, [HK2], Theorem 1.
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Theorem 4.4.4. Let λ ∈ t∗ be a dominant regular weight, let λ¯ be the image of λ under the
projection t∗ ։ t∗/t∗
Z
, resp. θ be the image of λ under the projection t∗ ։ t∗/W , and Θ be the
image of θ under the projection t∗/W ։ t∗/Waff . Then, for any c 6= −1,−2, . . . , 1− n, we have
(i) The following diagram of functors commutes
Dmonλ¯,−λ¯,c(B1,1)
p∗q![−dimB]
**TT
TT
TT
TT
TT
TT
TT
TTV7→RΓ(B,V)(λ,−λ−2ρ)
ttiii
ii
ii
ii
ii
ii
ii
i
DUλ,−λ−2ρ,c
M 7→Dc
X
L⊗
Uc
M
// DCΘ,c(X).
(ii) There is an isomorphism of functors DCΘ,c(X)→ D
b(Uc-mod):[
RΓ(B1,w0 , HC(−))
](λ,λ†) ∼= [RΓ(X,−)](θ).
4.5. Proof of Theorem 4.3.3 and Theorem 4.4.4. We are going to use one general property
of the convolution functor (−) ∗ Rλ,λ
†
! , see (3.6.4), that can be deduced from [BB2], Theorem 12.
Let x, y ∈ W and ν, λ ∈ t∗. The property says that, in the bounded derived category of
Ug⊗ Ug⊗ Ug-modules, one has a canonical quasi-isomorphism
[RΓ(Bx,y,̟ ⊗ V)]
(ν,−λ−2ρ) ∼→
[
RΓ(Bx,w0y, V ∗ R
λ,λ†
! )
](ν,λ†)
, ∀V ∈ Dmonν¯,−λ¯,c(Bx,y). (4.5.1)
Proof of Theorem 4.4.4. The proof of part (i) is identical to the proof of [HK2], Theorem 1, and
will be omitted. We now prove part (ii) of Theorem 4.4.4. It will be convenient to introduce the
following notation: hc(−) := q!p
∗(−)[dimB], resp. ch(−) := p∗q!(−)[− dimB]. These functors form
an adjoint pair.
We prove first an auxiliary result saying that:
There is an isomorphism between the following two functors Dmonλ¯,−λ¯,c(B1,1)→ D
b(Uc-mod):[
RΓ(B1,1, hc(−))
](λ,−λ−2ρ) ∼= [RΓ(X,−)](θ). (4.5.2)
To prove this, observe that our assumptions on λ and c insure that one has mutually quasi-inverse
Beilinson-Bernstein triangulated equivalences
DUλ,−λ−2ρ,c
Dc1,1
L⊗Uc (−)
// Dmonλ¯,−λ¯,c(B1,1) .
[RΓ(B1,1,−)](λ,−λ−2ρ)
oo (4.5.3)
Let F ∈ DCΘ,c(X) and M ∈ DUλ,−λ−2ρ,c. Put F := RΓ(X,F) and M := Dc1,1
L
⊗UcM ∈
Dmonλ¯,−λ¯,c(B1,1). We compute
RHomUc
(
M, [RΓ(B1,1, hc(F))]
(λ,−λ−2ρ)) = RHomDc1,1(M, hc(F)) by (4.5.3)
= RHomDc
X
(ch(M), F) by adjunction
= RHomDc
X
(DcX
L
⊗UcM
(λ,−λ−2ρ), F) by part (i)
= RHomUc(M
(λ,−λ−2ρ), F)
= RHomUc(M
(λ,−λ−2ρ), F )
= RHomUc(M, F ) = RHomUc(M, F
(θ)),
where the last two equalities hold since M =M (λ,−λ−2ρ).
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Thus, we have established, for any F ∈ DCΘ,c(X), M ∈ DUλ,−λ−2ρ,c, a functorial isomorphism:
RHomUc
(
M, RΓ(B1,1, hc(F))
(λ)
)
= RHomUc
(
M, RΓ(X,F)(θ)
)
.
Such an isomorphism clearly yields an isomorphism of functors claimed in (4.5.2).
To complete the poof of part (ii) of Theorem 4.4.4(ii), we combine (4.5.2) with the quasi-
isomorphism (4.5.1) for V := hc(F). This way, using the definition of the functor HC, we obtain
the isomorphism of functors stated in part (ii) of the theorem. 
Proof of Theorem 4.3.3. We have that both λ and λ† are dominant regular weights and c 6=
−1,−2, . . . , 1 − n. Therefore, according to the Beilinson-Bernstein theorem, each of the two func-
tors Γ(B1,w0 ,−)
(λ,λ†) : Monλ¯,λ¯†,c → MUλ,λ†,c and Γ(X,−) : D
c
X-mod → D(X, c)-mod is exact
and yields an equivalence of abelian categories. Also, the functor F 7→ F (θ) is clearly exact on the
category of Z-locally finite modules.
Thus, the isomorphism of functors in Theorem 4.4.4(ii) implies that[
Γ(B1,w0 , HC(−))
](λ,λ†)
: CΘ,c(X)→ DUλ,λ†,c
is an exact functor. Furthermore, this functor is a composite of the functor HC and the functor
[Γ(B1,w0 ,−)]
(λ,λ†), which is an equivalence of the corresponding abelian categories.
It follows that HC must itself induce an exact functor between abelian categories. 
5. Mirabolic Harish-Chandra D-module
5.1. There is an especially important family of mirabolic character D-modules that was introduced
in [GG, § 7.4]. To define these D-modules, recall the map (4.1.1) and the subsets Zcθ = υζ(Zθ) ⊂
D(X, c), see §4.2.
Definition 5.1.1. For any (θ, c) ∈ (t∗/W ) × C, we define a DcX-module called Harish-Chandra
DcX-module, resp. a projective limit of D
c
X-modules called generalized Harish-Chandra D-module,
as follows
Gθ,c := DcX/
(
D
c
X g+ D
c
X Z
c
θ
)
, resp. Ĝθ,c := limproj
m→∞
D
c
X/
(
D
c
X g+ D
c
X (Z
c
θ)
m
)
.
It is clear that we have Gθ,c ∈ CΘ,c, where Θ ∈ t
∗/Waff is the image of θ under the projection
t∗/W ։ t∗/Waff . Therefore, Proposition 4.3.2 implies that Gθ,c is a regular holonomic D-module.
Our goal is to provide a geometric construction of the Harish-Chandra D-module Gθ,c similar to
one given in [HK1] in the classical case.
To this end, let U be the unique Zariski open and dense G × T × T-orbit in B1,w0 . One may
mimic definitions of the local systems J λ and Ĵ λ, on U , see §3.6, and introduce analogous local
systems, more precisely, monodromic DcU -modules L
λ,c and L̂ λ,c.
Write j : U →֒B1,w0 for the open imbedding.
Theorem 5.1.2. Let λ ∈ t∗ be a sufficiently dominant regular weight, and let θ be the image of
λ under the projection t∗ ։ t∗/W . Then, for sufficiently large real c ≫ 0, in DC c(X) there is an
isomorphism
Gθ,c ∼= CH(j!L
λ,c), resp. Ĝθ,c ∼= CH(j!L̂
λ,c). (5.1.3)
The theorem provides a purely geometric construction of the perverse sheaf that corresponds to
the Harish-Chandra D-module Gθ,c via the Riemann-Hilbert correspondence.
The proof of Theorem 5.1.2 will occupy sections 5.2-5.6.
Corollary 5.1.4. With the assumptions of Theorem 4.3.3, we have that Ĝθ,c is a projective (pro)-
object of the category Cc(X).
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Proof of Corollary. In general, let P be a projective (pro)-object of the abelian categoryMonc(B1,w0)
such that the complex CH(P ) is concentrated in degree zero.
We claim that HomDc
X
(CH(P ), −) is an exact functor on the category Cc(X). To check this, we
use adjunction and obtain
HomDc
X
(CH(P ), M) = HomDc
B
(P, HC(M)), ∀M ∈ Cc(X).
Here, the functorM 7→ HC(M) is exact by Theorem 4.3.3, and the functor HomDc
B
(P,−) is exact
since P is projective. Thus, we have proved our claim. We conclude that CH(P ) is a projective
(pro)-object of the category Cc(X).
To complete the proof of the corollary, we observe that L̂ λ,c is a projective (pro)-object in the
category of G-equivariant local systems on U , the open G × T × T-orbit. Therefore, j!L̂
λ,c is a
projective (pro)-object of the category Monc(B1,w0). The result follows. 
5.2. We begin with a general setting.
Let X be a smooth variety and let D be a TDO on X. Let G be an m-dimensional filtered
Lie algebra equipped with a filtration preserving Lie algebra morphism G→ D , u 7→
→
u , into (not
necessarily first order) twisted differential operators. Let DG be the left ideal in D generated by
the image of G.
We recall the following version of a result due to G. Schwarz [Sc], §8, and M. Holland, [H],
Proposition 2.4, independently.
Lemma 5.2.1. Assume that the image of grG → grD , the associated graded morphism, gives a
regular sequence in grD . Then, the natural map
grD/ grD grG։ gr(D/DG), (5.2.2)
is a bijection. Moreover, the standard Chevalley-Eilenberg complex associated with the action of the
Lie algebra G on D by right multiplication,
0→ D ⊗ ΛmG→ D ⊗ Λm−1G→ . . .→ D ⊗ Λ2G→ D ⊗G→ D → 0, (5.2.3)
is a free D-module resolution of D/DG, a left D-module.
The algebra morphism grG → grD is induced by a moment map µ : T ∗X → (grG)∗. The
condition of the lemma that the image of grG be a regular sequence may be reformulated as a
requirement that the Koszul complex
0→ OT ∗X ⊗ Λ
m(grG)→ OT ∗X ⊗ Λ
m−1(grG)→ . . .→ OT ∗X ⊗ Λ1(grG)։ OT ∗X → 0, (5.2.4)
be a resolution of the structure sheaf Oµ−1(0), by free OT ∗X-modules. The latter condition is also
equivalent to the condition that µ−1(0), the scheme-theoretic zero fiber of the map µ, be a complete
intersection.
5.3. Let λ, ν ∈ t∗. We may view the pair (λ, ν) as a linear function λ × ν : t⊕ t → C and write
tλ,ν ⊂ Dcx,y for the subspace associated with the T×T-action on Bx,y and with the character λ×ν,
as explained in §2.3. Let Dcx,yt
λ,ν ⊂ Dcx,y be the corresponding left ideal.
We observe that one actually has an equality Dcx,yt
λ,ν = Dcx,y unless the linear function λ × ν
annihilates the subspace tx,y ⊂ t⊕ t, i.e. unless we have λ× ν ∈ t
⊥
x,y ⊂ t
∗ ⊕ t∗. It is clear that the
latter holds iff there exists an element γ ∈ t∗ such that λ = x(γ) and ν = −y(γ).
For any c ∈ C and x, y ∈W, we introduce a family of left Dcx,y-modules
Vλ,ν,cx,y := D
c
x,y
/
(Dcx,y g+ D
c
x,y t
λ,ν) ∈ Monc(Bx,y), λ× ν ∈ t
⊥
x,y. (5.3.1)
It is clear that Vλ,ν,cx,y is a G-equivariant regular holonomic D-module, by Corollary 3.3.2(i).
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Next, put Dx,y := Γ(Bx,y, D
c
x,y).
Lemma 5.3.2. For any (λ, ν) ∈ t⊥x,y, one has: RΓ(Bx,y, V
λ,ν,c
x,y ) ≃ Dx,y/(Dx,y g+Dx,y t
λ,ν).
Proof. We use the Koszul complex (5.2.3) in the case where X = Bx,y. The Koszul complex is
acyclic, by Proposition 3.3.1(ii) and Lemma 5.2.1. It is well known that one has RℓΓ(Bx,y, D
c
x,y) =
0, for any ℓ > 0, since this is the case for the associated graded algebra, thanks to the Grauert-
Riemenschnider theorem. Thus, the Koszul complex (5.2.3) provides a left Γ-acyclic resolution of
Vλ,ν,cx,y . Computing RΓ(Bx,y, V
λ,ν,c
x,y ) via this resolution yields the result. 
Corollary 5.3.3. Assume λ ∈ t∗ is regular, and c 6= −1,−2, . . . , 1− n. We have isomorphisms:
Vλ,−λ,c1,1 ≃ V
λ,λ†,c
1,w0
∗ R−λ
†,−λ
∗ , resp. V
−λ,λ,−c
1,1 ≃ V
−λ,−λ†,−c
1,w0
∗ Rλ
†,λ
! .
Proof. We only prove the second isomorphism, the proof of the other one being similar. To do this,
we first verify, by a simple direct calculation that one has a natural isomorphism of Ug⊗Ug⊗Ug-
modules
D−c1,1/(D
−c
1,1 g+D
−c
1,1 t
−λ,λ) ∼= D−c1,w0/(D
−c
1,w0
g+D−c1,w0 t
−λ,−λ†).
Hence, using Lemma 5.3.2 we may rewrite the above isomorphism as follows
[RΓ(B1,1, V
−λ,λ,−c
1,1 )]
(−λ,λ) ∼= [RΓ(B1,w0 , V
−λ,−λ†,−c
1,w0
)](−λ,−λ
†).
Further, by (4.5.1), the object on the right hand side above is isomorphic, in the bounded derived
category of Ug⊗ Ug⊗ Ug-modules, to [RΓ(B1,1, V
−λ,−λ†,−c
1,w0
∗ Rλ
†,λ
! )]
(−λ,λ).
Therefore, the functor [RΓ(B1,1,−)]
(−λ,λ) takes D-modules V−λ,λ,−c and V−λ,−λ
†,−c
1,w0
∗ Rλ
†,λ
! to
isomorphic objects. The result now follows from the Beilinson-Bernstein theorem. 
5.4. We keep the setting of section 3.2 and let the Weyl group act on t∗ via the dot-action. We
use the identification SpecZ ∼= t∗/W, provided by the Harish-Chandra isomorphism.
The canonical isomorphism τ : Ug → (Ug)op restricts to an automorphism τ : Z → Z. Write
τ : SpecZ → SpecZ for the induced automorphism. In terms of the Harish-Chandra isomorphism
SpecZ ∼= t∗/W, one can write τ(W · λ) =W · (−λ− 2ρ).
Recall the notation from Diagram (4.3.1).
Proposition 5.4.1. Assume λ ∈ t∗ is regular, and c 6= −1,−2, . . . , 1− n. Write θ ∈ t∗/W for the
image of λ. Then, we have an isomorphism
Gθ,c = p∗q!(V
λ,−λ,c
1,1 )[− dimB]. (5.4.2)
Proof. Given θ ∈ SpecZ, we introduce the notation Uθ := Ug/Ug · Zθ. Further, write Uθ,τ(θ),c :=
Uθ ⊗ Uτ(θ) ⊗ Uc. We introduce a coproduct ∆, an algebra map defined on generators as follows
∆ : Ug −→ (Ug)⊗3 ։ Uθ,τ(θ),c, x 7→ 1⊗ 1⊗ x+ 1⊗ x⊗ 1 + x⊗ 1⊗ 1.
Clearly, we have Gθ,c = DG,θ ⊗Uθ,τ(θ)
(
Uθ,τ(θ),c/Uθ,τ(θ),c∆(g)
)
, where DG,θ := DG/DG lr(Zθ ⊗ 1).
Observe further that the D-module Gθ,c is the top (zeroth) cohomology module of the complex
LGθ,c := DG,θ
L
⊗Uθ,τ(θ)
(
Uθ,τ(θ),c/Uθ,τ(θ),c∆(g)
)
. (5.4.3)
To complete the proof, we must show, in view of Theorem 4.4.4(i), that the canonical morphism
LGθ,c → Gθ,c is a quasi-isomorphism.
To this end, recall that the canonical line bundle ωB is isomorphic to the line bundle OB(−2ρ).
Thus, we must prove RΓ(B×B×P,Vλ,−λ−2ρ,c1,1 ) = Uθ,τ(θ),c/Uθ,τ(θ),c∆(g). But this last isomorphism
holds by Lemma 5.3.2, and we are done. 
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5.5. We are going to reduce the proof of Theorem 5.1.2 to Theorem 2.3.1 of Section 2.
To this end, recall that associated with any integral weight ν ∈ T∗
Z
, there is a G-equivariant line
bundle O(ν) on B. We put L := OB˜1,w0
⊠OP(n), a G × T × T-equivariant line bundle on B1,w0 .
Further, we introduce a character φ := (0, 2ρ, 2ρ) ∈ g∗ × t⊥1,w0 ⊂ g
∗ × t∗ × t∗.
The following result shows, in particular, that the open imbedding j : U →֒B1,w0 is an affine
morphism.
Lemma 5.5.1. There is a φ-semi-invariant (with respect to the G × T × T-action) section s ∈
Γ(B1,w0 ,L ), such that one has s
−1(0) = B1,w0 r U.
Proof. Let V = Cn and let ωi, i = 1, . . . , n − 1, stand for the fundamental weights of G. We will
write ω0 = 0. Fix a volume functional vol : Λ
nV → C.
The line bundle O(ω1) on B descends to the line bundle OP(1) on P, and the space of its global
sections is canonically isomorphic to V ∗. Let si stand for the global section of O(ωi) ⊠ O(ωn−i)
which sends vi⊗ vn−i ∈ ΛiV ⊗Λn−iV = Γ[B×B,O(ωi)⊠O(ωn−i)]∗ to the volume of vi ∧ vn−i. Let
si be its lift to a global section of O(ωi)⊠O(ωn−i)⊠OP.
Let ςj, 0 ≤ j ≤ n− 1, be the global section of O(ωj)⊠O(ωn−1−j)⊠OP(1) such that, for any
vj ⊗ vn−1−j ⊗ v ∈ ΛjV ⊗ Λn−1−jV ⊗ V = Γ(B × B × P,O(ωj)⊠O(ωn−1−j)⊠OP(1))∗,
we have that 〈ςj , vj ⊗ vn−1−j ⊗ v〉 = vol(vj ∧ vn−1−j ∧ v).
Finally, we denote by s the global section s1 . . . sn−1ς0 . . . ςn−1 of the product O(2ρ) ⊠O(2ρ) ⊠
O(n) ≃ ω−1B×B×P of the above line bundles on B × B × P.
Now, we use an explicit classification of G-diagonal orbits in B×B×P given in [MWZ, §2.11]. The
classification shows that any codimension one G-orbit in B1,w0 is equal (locally) to the zero locus of
either one of the sections si or of one of the sections ςj . One deduces that the set (B×B×P)rs
−1(0)
is the open G-diagonal orbit in B×B×P. The statement of the lemma easily follows from this. 
Remark 5.5.2. It is likely that there is an explicit closed expression, as a product of linear factors,
for the b-function associated with the section s of Lemma 5.5.1. We expect that such an expression
may be obtained by adapting arguments used by M. Kashiwara in [K3]. The knowledge of the
roots of the b-function would make it possible to give explicit sharp bounds on the parameter ‘c’
which are necessary and sufficient for the statement of Theorem 5.1.2 to hold true.
Lemma 5.5.3. Let L and φ be as in Lemma 5.5.1. For any x ∈ B1,w0 rU , using the notation of
formula (2.3.2), we have χL ,x 6= φ|gx .
Proof. Fix a point x ∈ B1,w0 r U , and let Gx be its isotropy group in G. Travkin has shown in
[T, Lemma 7] that there exists a 1-parameter subgroup γ : C× → Gx and an integer m > 0 such
that, for any z ∈ C×, one has χL ,x ◦γ(z) = zm. On the other hand, since φ := (0, 2ρ, 2ρ), we have
φ ◦γ(z) = 1. We conclude that χL ,x ◦γ 6= φ ◦γ, hence χL ,x 6= φ|gx . 
5.6. Proof of Theorem 5.1.2. For any λ ∈ t∗, the sheaf L λ,c := j∗Vλ,λ
†,c
1,w0
is a locally free rank
one G-equivariant OU -module, i.e. a line bundle on U .
Lemma 5.6.1. For dominant enough λ, and c ≫ 0, the canonical morphisms below induce iso-
morphisms
Vλ,λ
†,c
1,w0
∼→ j∗j∗V
λ,λ†,c
1,w0
, resp. j!j
!Vλ,λ
†,c
1,w0
∼→Vλ,λ
†,c
1,w0
.
Proof. We apply Theorem 2.3.1 to X := B1,w0 and to the section s from Lemma 5.5.1. Condition
(2.3.2) of Theorem 2.3.1 holds thanks to Lemma 5.5.3. Thus, Theorem 2.3.1 says that, given
λ ∈ t∗, c ∈ C, for all integers k ≫ 0, one has
V−λ−kρ, −λ−kρ, −c−n1,w0 ≃ j∗L
−λ−kρ, −λ−kρ, −c−kn
1,w0
, resp. Vλ, λ
†+kρ, c+kn
1,w0
≃ j!L
λ, λ†+kρ, c+kn
1,w0
.
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This proves the lemma. 
We can now complete the proof of Theorem 5.1.2. To this end, we combine Corollary 5.3.3 with
Lemma 5.6.1. We deduce that, for all sufficiently dominant enough λ ∈ t∗ and c≫ 0, one has
V−λ,λ,−c1,1 ≃ (j∗L
−λ,−λ†,−c
1,w0
) ∗ Rλ
†,λ
! , resp. V
λ,−λ,c
1,1 ≃ (j!L
λ,λ†,c
1,w0
) ∗ R−λ
†,−λ
∗ .
Thus, using the isomorphism in (5.4.2), we obtain
Gθ,c = p∗q!(V
λ,−λ,c
1,1 )[− dimB] = p∗q
!(̟ ⊗ (j∗L
−λ,−λ†,−c
1,w0
∗ Rλ
†,λ
! )) = CH(j∗L
−λ,−λ†,−c
1,w0
),
and the theorem is proved. 
6. Further properties of the mirabolic Harish-Chandra D-module
6.1. Let X be a smooth manifold and let ∆ : X → X × X be the diagonal embedding. Given
a class χ ∈ H2(X,Ω1,2X ), we put Dχ,−χ := Dχ ⊠ D−χ, a TDO on X ×X. In the notation of [K2],
2.8, we have that ∆♯Dχ,−χ is the sheaf of non-twisted differential operators on X. The category
Dχ-mod-Dχ, of Dχ-Dχ-bimodules, is equivalent to the category of Dχ ⊠Dω−χ-modules.
The pushforward Dχ,−χ-module, ∆∗OX , viewed as a left Dχ-module, is canonically isomorphic
to Dχ ⊗OX ω
−1
X , see [K2], 2.11. On the other hand, Dχ, the diagonal Dχ-Dχ-bimodule viewed as a
left Dχ ⊠ Dω−χ-module, is canonically isomorphic to ∆∗OX ⊗ pr∗2 ωX where pr2 : X ×X → X is
the second projection.
Given a holonomic Dχ-module F , the complex RHomDχ(F ,Dχ) has the only cohomology in
degree d = dimX, so it is quasi-isomorphic to E xtd
Dχ
(F ,Dχ). The right action of Dχ on itself gives
rise to the right action of Dχ on E xt
d
Dχ
(F ,Dχ). Thus we have a D
op
χ = Dω−χ-module E xtdDχ(F ,Dχ),
and we define the D−χ-module D(F) := ω−1X ⊗OX E xt
d
Dχ
(F ,Dχ).
Fix a Lie algebra g of dimension m, with modular character δ(−) = Tr ad. We use the notation
of § 2.3, and write µ : T ∗X → g∗ for the moment map.
Lemma 6.1.1. Assume that the moment map µ : T ∗X → g∗ is flat. Then, we have a natural
isomorphism
RHomD(D/D g
ψ,D) ∼= Dop/Dop gδ−ψ[− dimX].
Proof. By assumptions, we may apply Lemma 5.2.1 to the Lie algebra G := g, all placed in filtration
degree 1, and to the Lie algebra map g→ D , u 7→
→
u −ψ(u) ·1. We conclude that the corresponding
complex (5.2.3) provides a free D-module resolution of D/D gψ.
Clearly, we have
HomD (D ⊗ Λ
pg,D) ∼= Dop ⊗ Λpg∗ ∼= Dop ⊗ Λm−pg⊗ Λmg∗, ∀p = 0, . . . .
Thus, using resolution (5.2.3), we deduce that the object RHomD (D/D g
ψ,D) may be represen-
tated by the complex
D
op ⊗ Λmg⊗ Λmg∗ → Dop ⊗ Λm−1g⊗ Λmg∗ → . . .→ Dop ⊗ g⊗ Λmg∗ → Dop ⊗ Λmg∗.
But this complex is acyclic in positive degrees since the corresponding associated graded complex
is nothing but the resolution (5.2.4), tensored by Λmg∗. Further, the cokernel of the rightmost map
Dop ⊗ g ⊗ Λmg∗ → Dop ⊗ Λmg∗, in the above complex, is equal to Dop/Dop gδ−ψ. The result
follows. 
Corollary 6.1.2. For any λ, ν ∈ t∗ and c ∈ C, there is a canonical isomorphism
D(Vλ,ν,c) ≃ ω
−1
B×B×P ⊗OB×B×P V−λ−2ρ,−ν−2ρ,−c−n. ✷
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6.2. Duality for the Harish-Chandra D-module. Recall the automorphism τ : Z→ Z induced
by the isomorphism τ : Ug→ (Ug)op, see §5.3.
Proposition 6.2.1. For any (θ, c) ∈ SpecZ× C, there is a canonical isomorphism
D(Gθ,c) ≃ ω−1
P
⊗OP G
τ(θ),−c−n;
Proof. We choose and fix a finite dimensional vector subspace Hθ ⊂ Zθ that freely generates the
center, i.e., such the the imbedding H →֒Zθ induces an algebra isomorphism SymHθ
∼→Z. We will
view the vector space Hθ as an abelian Lie subalgebra of the enveloping algebra Ug.
We put G := g⊕Hθ, and view this direct sum as a filtered Lie algebra, the direct sum of the Lie
algebra g, placed in filtration degree 1, and Hθ, and abelian Lie algebra equipped with filtration
induced by the standard filtration on the enveloping algebra Ug.
We imbed Ug →֒D(G) as left-invariant differential operators. This imbedding restricts to a
filtration preserving map Hθ → D(G). Combining this map with the natural map g → D(X, c),
induced by the G-action of the group G on itself by left translations, we get a filtration preserving
Lie algebra map G = g⊕ Hθ → D(X, c).
Claim 6.2.2. The corresponding moment map µ : T ∗X→ (grG)∗ is flat.
This claim is a reformulation of [GG], Proposition 2.5; the map denoted by µ×pi : T ∗X→ g×C(n)
in loc cit is nothing but the moment map µ, of the claim above.
By Claim 6.2.2, we are in a position to apply Lemma 5.2.1. According to the latter, the complex
0→ DcX ⊗ Λ
top(g ⊕ Hθ)→ . . .→ D
c
X ⊗ Λ
1(g⊕ Hθ)→ D
c
X → 0, (6.2.3)
provides a resolution of the left DcX-module G
θ,c = DcX/D
c
X(g⊕ Hθ).
We now complete the proof of Proposition 6.2.1(i). The algebra Γ(P,Dc
P
) of global sections is
the quotient algebra Uc, of Ug. The anti-involution τ : Ug → (Ug)
op induces an isomorphism
τ : Uopc ≃ U−n−c. Recall that ωP = OP(−n). The canonical isomorphism (DP)op ≃ DP,−n−c
coincides with τ at the level of global sections.
We choose a left-invariant nonvanishing top degree differential form β on G. This form is also
right-invariant, and it trivializes the canonical bundle ωG.
The algebra D(G) is isomorphic to the smash product C[G] ⋉ Ug (we embed Ug into D(G) as
left-invariant differential operators). Using the trivialization of ωG we get a canonical isomorphism
D(G)op ≃ D(G). For h ∈ C[G], and x ∈ g ⊂ Ug, the action of the anti-involution is described as
h ⊗ 1 7→ h ⊗ 1, 1 ⊗ x 7→ −1 ⊗ x. In particular, the anti-involution restricts to τ on Ug. So we
keep the name τ for the anti-involution of D(G). More generally, for any vector field v on G we
have τ(v) = −v + Lievββ , cf. [K2], 2.7.1. In particular, if v is a right-invariant vector field, we have
τ(v) = −v. Moreover, the adjoint action of G on itself gives rise to the embedding ad : g →֒ D(G),
and we have τ(ad(x)) = − ad(x) = ad(−x).
To compute D(Gθ,c), the dual of the Harish-Chandra module, we use the freeDcX-resolution (6.2.3).
Choose a trivialization Λtop(g ⊕ Hθ) ≃ C of the one dimensional vector space Λ
top(g⊕ Hθ). Hence
we obtain a perfect pairing
Λk(g⊕ Hθ)× Λ
n2+n−2−k(g ⊕H)→ C.
We apply the functor H omDc
X
(−,DcX) to the resolution (6.2.3). Thus, we see that the object
RH omDc
X
(Gθ,c,DcX) is represented by the following complex of right D
c
X-modules
0→ Λtop(g⊕ H)⊗DcX → . . .→ Λ
1(g ⊕ H)⊗DcX → D
c
X
arising from the action of g ⊕ H ⊂ DcX on D
c
X by the left multiplication. The above complex is
acyclic everywhere except the rightmost term, by Claim 6.2.2 again.
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Combining this description of the right DcX-module E xt
n2+n−2
Dc
X
(Gθ,c,DcX) with the above descrip-
tion of the isomorphism
τ ⊠ τ : (DcX)
op = DopG ⊠ (D
c
P)
op ≃ DG ⊠DP,−n−c = DX,−n−c
we see that
(τ ⊠ τ)
(
E xtn
2+n−2
Dc
X
(Gθ,c,DcX)
)
≃ Gτ(θ),−n−c
We conclude that D(Gθ,c) ≃ OP(n)⊗OP G
τ(θ),−n−c. The proposition is proved. 
From Claim 6.2.2, using Lemma 5.2.1, we deduce
Corollary 6.2.4. For any (θ, c) ∈ SpecZ × C, the characteristic cycle [SS(Gθ,c)] equals [µ−1(0)],
the cycle of the scheme-theoretic zero fiber of the moment map µ : T ∗X→ (grG)∗. 
6.3. Reminder on affine Hecke algebras. Recall that T = (C×)n−1 stands for the abstract
Cartan torus of the group SLn. Let Tˇ denote the dual torus, so that Hom(Tˇ,C
×) = Hom(C×,T) is
a lattice in t. The symmetric group W = Sn acts naturally on T, Tˇ, hence also on C[Tˇ], a Laurent
polynomial ring. Let C[Tˇ/W ] = C[Tˇ]W ⊂ C[Tˇ] denote the subalgebra of W -invariants.
Associated with any Θ ∈ Tˇ/W , there is a maximal ideal in C[Tˇ]W . We let IΘ ⊂ C[Tˇ] denote
the ideal generated by that maximal ideal of the subalgebra C[Tˇ]W . The quotient, RΘ := C[Tˇ]/IΘ,
called ‘coinvariant algebra’, is a vector space of dimension n! that comes equipped with the regular
representation of the group W .
Given a complex number q ∈ C×, let Hq be the affine Hecke algebra of type An−1, modelled on
W ⋉Hom(Tˇ,C×), an affine Weyl group. Thus, there is a standard commutative subalgebra C[Tˇ] ⊂
Hq, the Bernstein subalgebra, such that the corresponding W -invariants, C[Tˇ]
W ⊂ C[Tˇ] ⊂ Hq,
form the center of the affine Hecke algebra. There is a natural C[Tˇ]W -linear action of the algebra
Hq on C[Tˇ] via so-called Demazure-Lusztig operators, cf. eg. [CG], ch. 7. In particular, for any
Θ ∈ Tˇ/W , the coinvariant algebra RΘ = C[Tˇ]/IΘ inherits an Hq-module structure.
Let Treg ⊂ T = (C×)n−1 be the complement of the big diagonal, the subset of points with
pairwise distinct coordinates. Let Xreg ⊂ X = SLn × P, be an open subset formed by the pairs
(g, ℓ), such that g ∈ G, is a regular semisimple element, and such that the line ℓ is cyclic for g, i.e.,
such that we have C[g]ℓ = Cn. We write spec : Xreg ։ Treg/W, (g, ℓ) 7→ Spec(g), for the map that
assigns to a pair (g, ℓ) the unordered n-tuple of eigenvalues of the matrix g.
The fundamental group of the space Treg/W is known to be the affine braid group Baffn . Thus,
choosing a base point x ∈ Treg/W , for any q ∈ C×, we have a diagram
a : π1(T
reg/W, x) = Baffn −→ Hq, (6.3.1)
Given a pair (Θ, q) ∈ Tˇ/W ×C×, let a∗(RΘ) be the pull-back of the Hq-module RΘ via the map
(6.3.1). Associated with a∗(RΘ), one has a local system on Treg/W , and we write RΘ,q for the
pull-back of the latter local system to Xreg via the map spec.
6.4. Monodromy conjecture. According to [FG], Proposition 3.2.3, there is a canonical rational
G-invariant section f , of the line bundle ω⊗2X , such that f has neither zeros nor poles on the open
set Xreg. Observe further that, for any c ∈ C and any differential operator u on Xreg, the formula
f−c ◦u ◦ f c gives a well defined twisted differential operator f−c ◦u ◦ f c ∈ D2ncX |Xreg . It follows that
the assignment u 7→ f−
c
2n ◦u ◦ f
c
2n induces an isomorphism DX|Xreg
∼→DcX|Xreg , of TDO.
We conclude that, given a DcX-module M, one may view M|Xreg , the restriction of M to the
open set Xreg, as a DXreg -module via the above isomorphism of TDO.
The map t∗ ։ t∗/t∗
Z
= Tˇ induces a canonical projection t∗/W ։ Tˇ/W .
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We call a complex number c ∈ C ‘good’ if it is not a negative rational number of the form
c = −p/m where 2 ≤ m ≤ n, 1 ≤ p ≤ m, and (p,m) = 1.
Conjecture 6.4.1. Let c ∈ C be good. We put q := exp(2πic), and let Θ ∈ Tˇ/W be the image of
an element θ ∈ t∗/W under the canonical projection.
Then, the locally constant sheaf on Xreg associated with the D-module Gθ,c|Xreg via the Riemann-
Hilbert correspondence is isomorphic to RΘ,q.
Let Hκ be the trigonometric Cherednik algebra with parameter κ = c/n, and let eHκe denote the
corresponding spherical subalgebra, cf. [FG, §5]. The condition that c be good insures, by [BE],
that the algebras Hκ and eHκe are Morita equivalent, cf. [FG, Proposition 3.1.3].
Recall further that, according to [GG] and [FG], the space H(Gθ,c) := Γ(X,Gθ,c)sln(C), called the
Hamiltonian reduction of the D-module Gθ,c, has a natural eHκe-module structure. It is clear that
describing the de Rham local system of the D-module Gλ,c|Xreg amounts to studying the monodromy
of the corresponding D-module D(Treg/W )
⊗
eHκe
H(Gθ,c), on Treg/W.
Assume that c is good, so the above mentioned Morita equivalence holds. Then, the latter
problem is equivalent to a similar problem for the Hκ-module, Pθ,c, that corresponds to the eHκe-
module H(Gθ,c) via the Morita equivalence.
The Hκ-module Pθ,c has been computed in [GG], Lemma 7.5 in the rational case. In the trigono-
metric setting of the present section, the corresponding result reads
Pθ,c = Hκ ⊗C[Tˇ]⋊W RΘ, (6.4.2)
is the Hκ-module induced from the representation RΘ, of the subalgebra C[Tˇ] ⋊ W. The corre-
sponding local system on Treg/W , comes from an W -equivariant D-module, KZ(Pθ,c), on T
reg,
cf. [GGOR] for details about the functor KZ. The latter D-module is nothing but the Knizhnik-
Zamolodchikov connection in the trivial vector bundle on Treg associated with the representation
RΘ; the formula for the connection can be found e.g. in [FV], §3.1.
Thus, we conclude that our original problem about the monodromy of the Harish-Chandra D-
module Gθ,c|Xreg is equivalent to a similar problem for the Knizhnik-Zamolodchikov connection in
the representation RΘ.
For general enough c ∈ C, the monodromy of the Knizhnik-Zamolodchikov connection that
arises from (6.4.2) has been studied in [Ch1], Theorem 3.3; [Ch2], Theorem 3.6, and also [Op],
Corollary 6.9. The results in loc cit confirm that our Conjecture 6.4.1 does hold for sufficiently
general parameters c ∈ C.
Remark 6.4.3. Let P ′c = Hκ⊗C[Tˇ]⋊WC[W ], be an Hκ-module induced from the regular representation
of the group W , equipped with the ‘trivial’ C[Tˇ]-action, via the morphism C[Tˇ]→ C, P 7→ P (1).
We note that an analogue of our monodromy conjecture, with the Hκ-module in (6.4.2) being
replaced by the Hκ-module P
′
c, is known to be false, in general.
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