Theory predicts that within a metropolitan area, employers located where there is difficult commuting will have to compensate their workers with appropriately higher wages. This should hold whether one is comparing central city work locations with those at the fringe, or simply differences between suburban "edge cities". In the longer run, if employers are concerned primarily with labor costs, firm mobility should equalize wages or else agglomeration economies must exist to sustain the differences. Using micro-data from the 1990 census for 2 large metropolitan areas in the U.S., wage equations are estimated for urban workers allowing for different wage levels depending on zone of employment. The results show that observationally equivalent workers have wages that vary substantially across employment zones within a metro area, and that this variation is strongly and significantly correlated with the average commute time of the workers employed in that zone. These results hold across several different econometric specifications. Wages and average travel times also are found to be highly correlated with the aggregate number of workers in each zone, but are not affected by zone employment specialization. Thus there is inconclusive evidence as to whether wage/commuting cost differences result from equilibrium agglomeration effects or from a disequilibrium distribution of employment.
I. Introduction.
The capitalization of commuting costs and other location attributes into land rents has long been an established feature of urban economic spatial models (Muth [18] and Mills [16] ).
More recently, authors have noted that if firms are located at different points within a metropolitan area, then transportation costs must be capitalized into wages as well. As Moses [17] pointed out, if "local" firms employing adjacent workers coexist with firms in a Central Business District, then the wages such local firms pay must decline with distance just as rents do. With differences in both wages and rents it is possible for workers to achieve equal utility across residence zones -regardless of whether they work "locally" or "centrally". In the longer run, whether firms tolerate these wage differences depends on whether their production function generates cost or productivity differences (Wheaton and Sivitanidou [27] ). This paper uses a linear programming model to demonstrate more generally how commuting costs will be capitalized into both labor market wages and land market rents.
Specifically, variation in commuting costs of individual workers employed at the same location but living at different locations will be capitalized into land rents. Variation in the average commuting costs between those employed at different work locations will be capitalized into wages. This paper seeks to empirically validate the conclusions of this model by focusing on three questions. First, do wages vary within metropolitan areas by workplace location? Second, is this variation correlated with commuting times? Third, do larger employment centers have longer average commutes (and hence higher wages)? The paper leaves open the question as to whether (larger) employment locations with longer commutes/higher wages have offsetting agglomeration economies, or whether such differences are simply temporary and eventually will be equilibrated away through firm mobility.
II. Previous empirical work.
Empirical studies of urban wage variation have focused on estimating the wage "gradient" hypothesized by Moses. Early studies, such as Segal [22] and DiMasi and Peddle [3] , used average wage levels for certain occupational categories as a means of testing for differences between central city and suburban wages. Using aggregate wage data can lead to bias if other worker characteristics vary systematically across different locations, which they most surely should. Eberts [5] sought to overcome this problem by focusing only on municipal workers, and further, only those within relatively homogeneous occupations, such as firefighters. While an improvement, the problem of using aggregate wage data remained. Later studies, such as Ihlanfeldt [9] , Madden [14] , and McMillen and Singell [12] , avoided the problem by using microdata on individual workers. The advantage of this approach is that a range of human capital factors which determine wage levels, and which may be correlated with location, such as experience, education, occupation, and industry, can be controlled for. This allows for a more precise isolation of the portion of the wage which is due to work place location. The first contribution of this paper then is to use extensive microdata to study intra-urban wage variation.
The studies reviewed so far all have estimated a 1-dimensional wage gradient. This implicitly assumes a single major center of employment, together with "local" employment that uses only a "few" workers. An alternative, but still 1-dimensional specification has employment sharing land with residences while commuting occurs along continuous radial routes. Theoretical models confirm the existence of a wage gradient and show under a wide range of conditions, that employment density is more centralized than that of households, (Ogawa and Fujita [19] ). In the real world, however, production economies of scale and the irregularities of regional transportation systems have given rise to "clusters" of local employment -often referred to as "edge cities". Commuting to and around such sub-centers has become a complex 2-dimensional problem, in contrast to the simplistic radial commuting that gives rise to the wage gradient approach (White [28, 29] , McMillen and McDonald [13] ). If large secondary centers develop in the suburbs of an urban area, with smaller centers or dispersed employment located in between the primary and suburban centers, a one dimensional gradient will simply not capture the true variation in wages.
The second contribution of this paper is to treat employment location as discrete within 2-dimensional space: firms and households can reside in one of a finite number of zones, with a commuting cost matrix that is exogenous. This allows for a less restrictive specification of employment location and generates more general patterns of wage and land rent variation. It also matches with the micro data set we will use -which intrinsically treats space as discrete. In all such data sets, individuals and firms are coded to some set of discrete zones (towns, census tracts, etc).
III. Short run spatial equilibrium with multiple employment locations.
Modeling a location equilibrium in discrete space was first described in the bid-rent approach of Alonso [1] . In a competitive market, land or housing units go to the household offering the highest bid, which in turn is based on the net value or utility of the parcel to the household. In addition to this "highest use" condition, a location equilibrium requires that each household is allocated to a parcel , and that the number of households assigned to each parcel cannot exceed its supply or capacity.
Herbert and Stevens [6] developed a linear programming model to mimic an Alonso-type location equilibrium. The objective function sought to maximize the aggregate value of (bid) rent by assigning household types to locations, subject to constraints on the supply of housing and on the number of households of each type. Wheaton [26] and Anderson [2] offered refinements of the Herbert-Stevens model which could guarantee equilibrium. In Anderson's version, bid rent differences across locations will be constant and equal to variations in travel and other spatial costs. Thus, the problem of bid rent maximization under these circumstances is equivalent to one in which the aggregate value of spatially variable costs are minimized. None of this early literature addressed the question of how an equilibrium would be obtained if workers commuted to different work locations. The extension, however, is quite straightforward.
The model we use here is similar to Anderson's in that the only spatially variable costs is commuting and hence maximizing aggregate housing rent is equivalent to minimizing total commuting costs. The city consists of P identical households who can reside in n residential zones (i). Each of these zones has N i housing units. shipping workers from their homes to production sites. The constraints ensure that the equilibrium flows from each residential zone will be no larger than the available supply of housing; that equilibrium flows to each employment zone will be no less than the total demand for workers there; and that labor supply will equal labor demand. 2 The solution to the problem will result in workers commuting to the least-cost (nearest) employment center, whenever this is possible.
More interesting for the purposes of this paper is the dual problem to the above primal form. 3 The objective of the dual programming problem is the following maximization problem.
The variables r i and w j are the shadow prices on the supply and demand constraints of the primal problem. In the traditional economic interpretation of transportation problems, these shadow prices are thought of as the value of a commodity ( in this case labor) at its production site (work) and its value at the source of supply (home). In the dual problem, the value of labor to the firm must be no greater than its value to the worker plus commuting costs. The shadow prices r i represent the comparative location advantage to labor of the various source (home) sites; the shadow prices w j are labor's delivered price. Together, they define a spatial price equilibrium in an economy of competitive labor buyers and sellers (Dorfman, Samuelson, and Solow [4] ).
Stevens [24] is credited with interpreting the shadow price at labor's source as location rent. Labor suppliers living closer to production sites will have a commuting advantage over those located further away which they freely bid away in site rent. The shadow price of labor at 2. This last constraint will also imply that the constraint equations will hold with equality. For any flow x ij which is part of the primal solution, the difference in the shadow prices of the origin and destination nodes i and j will exactly equal the commuting costs between the two zones. Thus, in equilibrium, if residential zone i ships workers to employment zones j and k then the wages in zones j and k will be given by:
Similarly, if residential zones i and l ship workers to a common work zones j :
It is well known that in pure transportation problems, there will be at most m+n-1 positive origin-destination flows in an optimal solution to the cost minimizing primal problem.
Thus, the system of dual constraints which hold with equality will have m+n-1 equations in m+n unknowns (the r i 's and w j 's). One of the shadow prices can be normalized to zero, with all other shadow prices calculated relative to this anchor point. This result also implies that there will be at most m-1 origins which supply more than one destination.
To illustrate how the shadow prices related to the primal solution consider first a city with a single work center 1 and n residential zones. The dual constraint equations thus become
Since w 1 can be normalized to 0, the shadow prices r i will simply be the opposite of the transportation costs from each residential zone. They represent the relative commuting cost savings of each zone, which is thought of as location rent Consider next a city with two employment centers (1 and 2). The set of n+1 equality constraints in the dual will have the form with n+2 unknowns to be solved for. The residential zones will be partitioned between the two employment zones, and there will be at most one residential zone (here, zone a) which has positive flows to both employment centers. 4 Thus, the differential between the shadow prices on the employment constraints will be uniquely determined by w 2 -w 1 = c a2 -c a1 (5) Normalizing w 1 to zero yields the shadow rents
Thus differences in shadow rents for residential zones serving the same employment center are fully determined by differences in commuting costs between those zones and that center. The shadow wage differential, however, is determined by the commuting cost differential to each employment zone from the marginal residential zone a, which provides workers to both zones. 5 When there are many employment centers, the same framework will apply. The set of equality constraints will have n+m-1 equations, with workers in each (of the n) residential zones either "assigned" exclusively to one of the m employment zones, or to one of the m-1 marginal "tie" zones. By normalizing the shadow wage at the first employment zone to zero, the remaining shadow wages (for each m-1 zones) can be determined recursively -based on the commuting cost difference between its "tie" zone and the commuting cost for the first (employment) zone.
If the transportation and zonal system is relatively uniform, then employment zones that have more workers, ceteris paribus, will have to draw workers from a larger number of residential zones. Since workers will be assigned first to their nearest employment zone, the marginal or "tie" residential zone for larger employment centers will be farther away than for smaller centers.
Generally, this will mean larger centers have greater marginal commuting costs, and equation (5) indicates that this implies they also should have higher shadow wages. All of this suggests that if employer locations are fixed, then two empirical relationships should exist. In the first (8),
relative wages are positively related to marginal or average commuting costs across employment locations. In the second (9), average or marginal commuting costs should be positively related to the size or number of workers at each employment center.
where C i = Average commuting cost of workers in employment zone i
Under this condition, known as degeneracy, there will be more than one free elements in the set of dual equality constraints, and the wage differential cannot be determined. This will generally occur when the supply from each residential zone and the demand at each employment zone are all proportional to some constant, resulting in a commuting flow pattern which is completely separated among the employment centers and thus has no marginal commuting zone. Adjusting the demands from one employment node to another by even one unit alleviate this problem, however. The location of employment has been treated as exogenous in the equilibrium model described above. However, the existence of wage differences within a common labor market is not permanently sustainable in a long run equilibrium where firms must face equal production costs.
Firms should redirect employment away from larger or more difficult commuting zones to those with fewer workers and better commuting. In the process, commuting costs would decline at larger existing centers and begin to rise at the newer centers. Eventually, commuting costs -and wages -should equalize between centers of employment (White, [29] ). If the distribution of transportation capacity is relatively uniform, then equal wages and commuting costs eventually implies some number of equal-sized employment centers. This seems to be stylistically consistent with spatial structure of newer metropolitan areas in the South and West . In older metropolitan areas, where significantly greater transport capacity has been historically directed towards the center city, larger central employment could co-exist with numerous smaller "edge cities" (Richardson and Kumar [20] ). Even in this situation, long run equilibrium still dictates that commuting costs and wages must equalize across (different sized) employment locations.
Thus, one explanation for why wage/commuting cost differentials would be observed in cities is simply that employment locations are not in long-run equilibrium. While the US Census finds that 30% of American households move every year, firms mobility is far less. Firms typically occupy specific production facilities or are committed to locations with long-term leases. Studies using the government's census of firms have found that only a tiny fraction of establishments actually move in any given year ( Struyk and James [25] ). The creation of new jobs, however, has increasingly been occurring in suburban "edge cities" (Helsley and Sullivan [7] ). This suggests that over time, firms have been trying to better match their location to that of their workforce. Perhaps it will simply take several more decades to reach the hypothesized long run equilibrium.
An alternative view is that current employment location patterns do represent an equilibrium, but one in which some form of local agglomeration offsets existing wage differentials.
For example, if it were assumed that center size generates some form of "increasing returns", then centers of large, mid, and small size might all coexist within a metropolitan area. In this equilibrium, the advantage to firms of center size would be exactly offset by higher wages, that in turn are necessary because of the increased commuting costs that workers have to expend to get to larger centers. It is important to realize that the "increasing returns" necessary in this case must be specific to each sub-center. Most existing theories of agglomeration, whether based on information exchange (Jaffee [10] ), industrial linkages (Henderson [8] ) or labor market search (Kim [11] } all hypothesize that these forces operate at a metropolitan-wide level.
The problem with testing these arguments empirically is that they are almost observationally equivalent: both are consistent with a commuting cost -wage relationship across MSA sub-centers.
In one case, commuting costs differentials arise from temporary or adjusting employment patterns, which then in turn require wage compensation. In the other case, permanent productivity differences from agglomeration generate wage differences, and in response, labor supply creates offsetting travel costs.
One way to discriminate between these hypotheses would be to examine sub-center wages and employment over time. For example, if the adjustment hypothesis were to hold, then one should expect to see sub-centers with relatively high commuting costs/wages in one period actually grow less (or even contract) in subsequent periods. In turn, the variance in commuting costs and wages across centers would converge over time. Unfortunately, the problems with implementing this test are numerous. First, the Census micro-sample is conducted only every decade, and there is no source of higher frequency local wage data. Secondly, the Census keeps changing the definition of the employment-zones for which it publishes the micro-data. There were no zones defined in Census' prior to 1980, and there is a serious problem of consistency between the 1980 and 1990 area definitions. There is at least the prospect that the 2000 census definitions will be consistent with those in 1990, and this could provide the basis for testing the "convergence" hypothesis.
An alternative would be to look for some direct measure of sub-center agglomeration. One could use such a measure in two ways together with the Census micro-sample data. First, the measure should be positively correlated with the estimated wage and commuting costs differentials across sub-centers. Secondly, if all of the association between wages and commuting truly does originate from equilibrium difference in agglomeration, then controlling for agglomeration should eliminate or seriously weaken the commuting cost -wage association. In this research it is possible to undertake a version of these tests -which we report on with somewhat mixed results.
V. Estimation strategy and data.
To estimate (8), we follow the convention of using a log-linear wage equation. Our innovation is to take account of the worker's job location in one of two forms. In the first approach, we include dummy variables for the location of the individual worker's job. The correlation between the dummy coefficients and commuting patterns is then separately studied.
Thus our model estimates a vector of dummy coefficients (α) as well as the traditional human capital coefficients (β):
where The individual's wage was obtained by dividing wage and salary income from 1989 by total weeks worked in that year. 6 Regressions were also run using income as the dependent variable on a more restricted sample of full-time workers.
7 6 Since the reported workplace and travel times are based on the current (April 1990) job location, while income and hours reported are for the previous year, the computed wages will not correspond to the correct work zone for individuals who change jobs between zones. To partially account for this, the sample was restricted to individuals who reported working at least 35 weeks during the previous year, based on the notion that year-round workers are less likely to have changed jobs than seasonal workers. The sample also excluded part-time workers (those who reported working less than 25 hours per week on average in 1989) for the same reason. 
VI. Wage results.
The wage equations were estimated separately for private and public sector employees in each city 9 . Within the public sector, the following characteristics are expected a priori: 1). Federal government salaries are set nationally, with some adjustment between metro areas to account for cost-of-living differences. Thus, wages for these workers are not expected to vary within metro areas.
2). Wages for employees of local governments, however, are free to differ across jurisdictions within the metro area. Since local governments must draw their workers from the local labor pool, municipalities with larger employment concentrations might need to draw their workers from further away, leading to higher wages and some positive correlation with commuting times.
3). For state employees, the expected relationship is unclear. If wages are fixed within states, then there will be no correlation with commuting times. If state salaries are allowed tovary between towns, however, there might exist some degree of correlation. Thus, there is little a priori expectation for the wages of these workers.
The equations were also estimated separately for each gender, and for eight different private-sector occupational classes. In all cases, the sample was restricted to individuals who live and work within the metropolitan area. 10 Agricultural, mining, and active-duty military were also always excluded. 10 For Boston, workers were also included who lived in regions adjacent to, and work in, the defined metro area. The definitions of the other areas were sufficiently broad as to realistically include all who work in the urban area.
A. Wage variation.
To determine the wage variation within each metropolitan area, equations were estimated allowing for different intercepts in each POWPUMA through the use of dummy variables. In ). There is almost as much variation just within the suburban edge cities as there is between the central city and the most distant employment centers.
Minneapolis: Wage differentials of up to 18% are found again between central
Minneapolis and the fringe counties to the north (zone 1). Several suburban centers again have wages comparable to central Minneapolis (numbers 3, 7, 10) while two have slightly higher wages (7 and 8). The overall wage variation among this region's suburban edge cities is on the order of 10%.
Thus there appears to be significant wage variation within each metropolitan area.
Furthermore this variation is not just between central city and the more fringe employment centers, but also between various suburban centers. In each metropolitan area, several suburban centers have wages as high as the center city. If the center city observations are dropped and the equation re-estimated with one such a suburb as the default zone, the results are essentially identical to Table 1 . There is as much wage variation between suburbs as there is between central city and the most distant suburb. The pattern of wage variation simply is much more complex than a one dimensional gradient.
B. Commuting times and zone wages.
The average travel time for employees commuting to each Place-of-Work PUMA is collected by the Census and these are listed in Table 2 . As with the wage premia, there is significant variation across work zones. In Boston, average commuting times of workers considerably higher than most of those reported in the value-of-time studies cited in [15] and [23] , which rarely find values greater than one.
To reconcile this difference, we must remember that the wage rate variation necessary to compensate workers for added commuting should incorporate not only the time, but also the direct money expenses associated with that additional commute. In most studies, the direct money expenses of commuting (gasoline, parking, auto maintenance and depreciation) are at least the magnitude of the time costs [23] . Thus , if the value of true commuting time is close to the wage rate, then the wage compensation necessary to compensate for added time spent commuting would have to be at least twice the value of time -right in line with the estimates reported here.
The results for government workers are shown for each of the three government levels. A single equation for all government workers was estimated, but allowing for a different average time coefficient for each group. The coefficients exhibit the expected pattern in Boston, with an insignificant correlation for federal workers, an intermediate effect for state workers, and a strong, positive effect for local government employees. In Minneapolis, both state and federal wages are insignificantly related to commuting times. In each case, the hypothesis of no correlation for federal workers and a strong correlation for local workers is supported. The magnitude of the coefficients is in the same range as reported for private sector workers. Table 4 , the results from separate wage regressions for each gender are shown. The first specification uses the travel time of all workers in the POWPUMA.
Gender differences. In
Here, women's wages clearly show a much stronger response to commuting time differences than those of men, with coefficients 1.5 to 2.5 times as large. The second specification uses the average travel times of workers of the same gender in the POWPUMA, and this shows much less of a differential between men and women 12 . Thus, there is support for the notion that women value their time lost to commuting more than men do, possibly due to traditionally having a greater share in household responsibilities.
Marginal -versus-average commuting time.
An attempt to compare marginal versus average zonal commuting time was made by using the commuting times of the 75th percentile and the 90th percentile workers in each POWPUMA instead of the average commuting time. The results for each city are shown in Table 5 . The travel time coefficients are slightly smaller in magnitude for each city than when the results use averages, but significance levels are roughly comparable. This lends support to the use of average commuting times.
4. Occupational differences. Table 6a presents separately estimated travel time coefficients for groupings of 2-digit occupational categories. 13 The following points can be noted from this table:
1)
In only one case (technicians) is the coefficient not significant. We have no explanation for this, although the sample size for this category is small.
2)
Excluding technicians, in Boston, the coefficients across occupations (.007 -.011) lie very close to the coefficient estimated for all occupations: .0088.
3)
In the Minneapolis area, the coefficients across occupations (.007 -.021) exhibit greater variation around the estimate based on using all occupations: .012.
In Table 6b , we report results for the same regressions , but in this case using the average POWPUMA travel times for only workers in the same occupation, as opposed to all workers.
The results are qualitatively quite similar to those in Table 6a .
VII. Zone commuting times, wages and employment: is there agglomeration?
The linear programming model also generated equation (9), wherein average travel times vary closely with the number of workers at each employment zone. As the exact nature of the relationship is unknown, we tested it regressing POWPUMA employment on average commuting times both linearly and in log form. The employment levels of each POWPUMA are listed in Appendix D and results are reported in Table 7 . There is a very strong correlation in both log and linear form, although any such regression is heavily influenced by the arbitrariness of the spatial definition of work zones. Zones defined broadly will have more workers, ceteris paribus, than small zones, and might also have greater commuting distances simply by construction. An alternative, more direct measure of employment concentration is the import ratio, calculated as the ratio of workers employed in the PUMA to workers residing there. The results (also reported in Table 7 ) indicate that travel times are strongly correlated with the concentration of employment in each work zone as well as with the absolute magnitude of employment in each zone.
While the programming model generates a relationship between zone size and commuting costs for any exogenous distribution of employment, the strength of the relationships in Table (7) is also certainly consistent with the existence of local agglomeration. After all, most theories of increasing returns emphasize the role of sheer employment size or concentration, as well as employment specialization (Henderson [8] ).
To further examine the possibility that the current distribution of wages and commuting costs represents an equilibrium distribution of agglomeration advantages, we experimented by including a direct measure of zonal employment specialization in the wage equation. Earlier it was argued that if the correlation between wages and commuting is fully derived from differences in zone agglomeration, then including some direct measure of agglomeration should significantly weaken that correlation. Specialization was measured as the percentage of POWPUMA employment in the worker's specific industry relative to the percentage of MSA employment in that same industry. 14 While this variable was significant in the wage equation, the coefficients on average travel times, shown in Table ( 8) , were virtually unchanged from the results in Tables 2   and 6 . Thus, the industrial mix of various POWPUMA zones, which often is hypothesized to be a determinant of agglomeration, does not seem to explain away the travel time/wage correlation.
VIII. Discussion: alternative explanations.
The central result presented here is that the observed spatial wage variation of observationally equivalent individuals within metropolitan areas is both large and systematically correlated with the average commuting time of the individual's zone of employment. Alternative explanations of this effect must rely on finding some omitted variable related to individual ability (and hence wages) which has two other features; it must be spatially correlated as well as correlated with commuting costs. One possible argument that could meet these requirements is based on the recognition that individuals tend to segregate themselves in the housing market according to ability. Furthermore, it is well known that higher ability workers tend to live at lower densities and commute farther. Of course, we have controlled for measured ability, but it might be the case the these relationships continue to exist for the residual (unmeasured) ability in our sample. If firms that employ (unmeasured) high-ability workers choose to locate in areas where those workers live, and vice versa, then one might find a correlation between average commuting and (unmeasured) ability that actually reflects worker living preferences rather than employer compensation (Rouwendal [21] ).
To explore the possibility of this effect, the wage equations were estimated incorporating dummy variables for the residence zone (RESPUMA) of each individual. Again, our linear programming model clearly indicates that when controlling for residential location (the "tie" zones in the model) workers who commute farther should get paid more. The results from these regressions are reported in Tables 9a and 9b , and in all cases they are quite comparable to those found without the residential zone dummy variables. Thus, it is doubtful that any correlation between omitted ability and residential segmentation in housing markets is accounting for the observed travel time/wage premium correlation.
IX. Conclusion
As employment continues to decentralize and subcenters develop within MSAs , there
can be large variations in average commuting time both among suburban centers and between suburban centers and downtown work locations. This paper has conclusively shown that these commuting time differentials will be capitalized into wage differences among competing subcenters. Wages have been found to vary significantly (up to 15%) within metro areas and this variation is significantly related to the average travel times for workers in the various zones.
Furthermore the magnitude of the wage premia is consistent with the total travel costs that are associated with the empirically observed differences in commuting times.
Clearly, the next step in this line of research would be to examine more directly whether the commuting time differences between centers are truly temporary. Using the soon to be released 2000 census, it would be of particular interest to test the hypotheses that those zones with higher (relative) wages in 1990 grew less during the last decade, and that employers have been relocating to areas where commuting is easier and wages lower. In the process, one would expect to see commuting times and wages gradually converging.
The alternative to this hypothesis would have to be an explanation in which permanent difference in wages and commuting costs are sustained by differences in local agglomeration economies. Testing for this, however, involves developing some direct measure of these economies and seeing if it is both highly correlated individually with wages and commuting costs, and in turn causes the correlation described in this current research to largely vanish. We have found here that employment specialization, a sometimes hypothesized revealed measure of agglomeration, does not have this effect in our sample, but further work is clearly needed. Standard errors in parentheses, all other variables as in Table 3 .
Specification (2) also includes residential PUMA dummies. 
