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ABSTRACT It is now widely accepted that protein function depends not only on structure, but also on ﬂexibility. However, the
way mechanical properties contribute to catalytic mechanisms remains unclear. Here, we propose a method for investigating
local ﬂexibility within protein structures that combines a reduced protein representation with Brownian dynamics simulations. An
analysis of residue ﬂuctuations during the dynamics simulation yields a rigidity proﬁle for the protein made up of force constants
describing the ease of displacing each residue with respect to the rest of the structure. This approach has been applied to the
analysis of a set of hemoproteins, one of the functionally most diverse protein families. Six proteins containing one or two heme
groups have been studied, paying particular attention to the mechanical properties of the active-site residues. The calculated
rigidity proﬁles show that active site residues are generally associated with high force constants and thus rigidly held in place.
This observation also holds for diheme proteins if their mechanical properties are analyzed domain by domain. We note,
however, that residues other than those in the active site can also have high force constants, as in the case of residues
belonging to the folding nucleus of c-type hemoproteins.
INTRODUCTION
There are now enough protein structures available to obtain a
good overall picture of protein structural classes, as analyzed
in, for example, the CATH database (1). However, when we
pass from static structural descriptions to either mechanical
or dynamical analyses, much less data is available and there
is no simple way of deducing these properties from the cor-
responding structure. It has nevertheless been well estab-
lished that protein ﬂuctuations are essential for biological
function (2,3). Proteins clearly need to resist thermal ag-
itation within the cell while allowing for the deformations
necessary for recognition, substrate uptake, catalytic activity,
etc. At the same time, they have to maintain the structures of
the interaction surfaces or active sites sufﬁciently accurately
to remain speciﬁc and, in the case of enzymes, to carry out
catalysis in a stereospeciﬁc or regiospeciﬁc manner. Molec-
ular dynamics simulations are one tool used to study the
relationship between the structural and the mechanical or
dynamical properties of proteins. Although currently limited
to the nanosecond timescale, such simulations provide im-
portant information on local and intermediate-scale move-
ments (4–6). Data regarding protein ﬂexibility can also
be obtained from normal-mode calculations, where low-
frequency modes, obtained using either atomic resolution
(7–9) or various coarse-grained models (10–13), provide
useful information on large-scale collective movements (14–
17). Related data can be obtained by comparing different
conformations of the same protein (18,19) or by using mean-
ﬁeld protein models (20). Experimentally, crystallographic
B-factors provide data on atomic ﬂuctuations (21), whereas
other approaches include side-chain order parameters (22–
24) or hydrogen exchange data (25) derived from NMR ex-
periments and ﬂuctuations obtained from neutron scattering
experiments after selective labeling of parts of the protein
(26–28).
In an earlier study, we attempted to complement the tech-
niques cited above by developing an original approach for
obtaining mechanical data on a residue-by-residue basis
(29). This approach was based on calculating a force con-
stant for displacing the Ca atom of a chosen residue within a
protein structure. Calculations were carried out using suc-
cessive energy minimizations, modifying at each step the
mean distance from the probe residue to all other Ca atoms
within the protein. We have shown that, in contrast to
B-factors, these force constants are not so strongly dominated
by the local structure surrounding each residue. By looking
at the way changes in Ca-Ca distances were coupled during
the probing of a protein, it was possible to deﬁne domains on
the basis of their mechanical coherence. In addition, since the
probing only involved a scalar restraint, the displacement of
probed residues provided vectorial information on protein
mechanics. In this study, we again use this technique. How-
ever, we have been able to replace residue-by-residue energy
minimizations with a single Brownian dynamics simulation,
thereby considerably speeding up the calculations and al-
lowing larger proteins to be studied.
Our aim in this work is to turn from general to speciﬁc
properties of the proteins studied. We are particularly inter-
ested in investigating the mechanical properties of residues
located in the vicinity of active sites. Several recent works
have reported that catalytic residues are predominantly asso-
ciated with low B-factors (21,30,31) and are therefore, on
average, less ﬂexible than the other residues. Given that our
probing is less dominated by local structure, will this
distinction also apply to our calculated force constants?
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Rather than studying a large database of proteins and looking
at overall trends (30,31), we chose to focus our attention on
one of the structurally and functionally most diverse families
of proteins, the hemoproteins (32). Using only the simple
framework of a heme prosthetic group coupled to a poly-
peptide backbone, these proteins can perform a wide range
of functions, including oxygen transport (hemeglobin and
myoglobin), nitric oxide transport (nitrophorin), activation
of molecular oxygen for oxygenation of organic substrates
(cytochrome P450), catalysis (peroxidases), and electron
transport (c-type cytochromes). There are four commonly
found heme prosthetic groups in biological systems (32),
among which heme-b and heme-c are the most frequent.
Heme-b (found in globins, cytochrome-b, or peroxidases) is
held in the protein by axial ligation of the iron to one or two
amino acid side chains (see Table 1), whereas heme-c (found
in c-type cytochromes) differs by the covalent attachment to
the protein backbone formed between cysteine residues and
the porphyrin macrocycle. One might imagine that the res-
idues surrounding, and, in particular, chelating the heme
group would be very important within the structure of such
proteins, and we will therefore study whether these residues
are indeed easy to recognize from a mechanical point of
view. The proteins we investigate include members of the
heme-b and heme-c families, containing either one or two
heme groups. In most cases, the heme prosthetic groups are
integral parts of the protein structure, but we have also
studied a heme transport protein that can capture and release
a heme group.
MATERIALS AND METHODS
In this section we describe the methodologies developed to study local
protein ﬂexibility and their application to a set of six hemoproteins.
Protein representation
Whereas our earlier studies used a reduced representation with a single
pseudoatom per residue (29), for this study we chose a more reﬁned model
based on Zacharias (33). In this model, each amino acid is represented by
one pseudoatom located at the Ca position, and either one or two
pseudoatoms representing the side chain (with the exception of Gly). Ala,
Ser, Thr, Val, Leu, Ile, Asn, Asp, and Cys have a single pseudoatom located
at the geometrical center of the side-chain heavy atoms. For the remaining
amino acids, a ﬁrst pseudoatom is located midway between the Cb and
Cg atoms, whereas the second is placed at the geometrical center of the
remaining side-chain heavy atoms. This description, which allows different
amino acids to be distinguished from one another, has already proven useful
in protein-protein docking (33–35). In this case, it notably allowed side-
chain ﬂexibility to be modeled at a much lower cost than in all-atom rep-
resentations. Even though it has been shown that models with a single
pseudoatom per residue can demonstrate local ﬂuctuations almost as well as
all-atom methods (15,36), it appeared that the reﬁnement introduced by
Zacharias would be useful when comparing the properties of closely related
conformations of the same protein, where many of the modiﬁcations concern
side-chain conformations.
Interactions between the pseudoatoms of the Zacharias representation
are treated using the standard elastic network model (37), that is, they are
restricted to quadratic springs established between those pseudoatoms that
lie closer than a cutoff distance, taken here to be 9 A˚. All springs have the
same force constant (38) and are assumed to be relaxed in the reference
conformation of the protein. The spring force constant was taken here to be
0.6 kcal mol1 A˚2, a value slightly smaller than in one-point-per-residue
coarse-grained models, which are usually set to roughly 1.0 kcal mol1
A˚2 (16,31,36). This value was chosen to offset the higher spring density
of the Zacharias representation. The pseudoatom representations of the
proteins studied were derived from crystallographic atomic coordinates
contained in the Protein Data Bank (39). Table 1 lists the six proteins
studied. All structures were resolved to at least 2.5 A˚. As mentioned below,
calculations involved apo proteins, voluntarily excluding the heme
prosthetic groups.
Brownian dynamics simulations
Brownian dynamics simulations are now widely used for the computation of
biomolecular diffusional association rates (40). These approaches generally
use atomic-scale molecular models for the diffusing species, but are still
mostly restricted to rigid descriptions of the proteins. The introduction of
ﬂexibility (for example, to describe loop movements during a gating process)
represents a considerable computational cost, and is usually limited to small
parts of the protein (41,42). To study global ﬂexibility, we chose to apply
Brownian dynamics to Zacharias coarse-grained models including internal
movements within an elastic network force ﬁeld. The consequent reduction
in the number of particles, combined with simpliﬁed harmonic interaction
potentials, meant that simulations could be carried out inexpensively even
for large proteins.
TABLE 1 Summary of the proteins investigated in this study
PDB ﬁle Protein Function Resolution Heme types Heme ligands Reference
1ETP Di-heme cytochrome c4 Electron tranfer 2.2 A˚
c-heme His-18, Met 66
(47)c-heme His-123, Met 167
1ATJ Horseradish peroxidase isozyme C Catalysis 2.15 A˚ b-heme His-170 (48)
1BCF Bacterrioferritin, cytochrome b1 Electron transfer 2.9 A˚ b-heme Met-52A, Met-52B (49)
1NML Di-heme cytochrome c peroxidase, IN form Catalysis 2.2 A˚
c-heme His-55, His -71
(50)c-heme His-201, Met-275
1RZ5 Di-heme cytochrome c peroxidase, OUT form Catalysis 2.4 A˚
c-heme His-55
(50)c-heme His-201, Met-275
1QHU Hemopexin Heme transport 2.3 A˚ b-heme His-213, His-265 (51)
1QKS Cytochrome cd1 nitrite reductase Catalysis 1.55 A˚
c-heme His-17, His-69
(52)d1-heme Tyr-25, His-200
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The Brownian dynamics motion of each particle in the system can be
simulated using the equation of Ermak and McCammon (43),
ri ¼ r0i 1 +
j
D0ijF
0
j
kT
Dt1RiðDtÞ; (1)
where r0i and ri denote the position vector of particle i before and after the
time step Dt. Dij is the conﬁguration-dependent diffusion tensor between
particles i and j and Fi is the systematic force on particle i. The displacement
Ri(Dt) is a random displacement with a Gaussian distribution, whose aver-
age value is zero and whose variance-covariance is
ÆRiðDtÞRjðDtÞæ ¼ 2D0ijDt: (2)
Unlike systems where a ﬂexible loop is anchored to a ﬁxed rigid protein
(41), rotational and translational motions of the protein are included in these
simulations. As a consequence, hydrodynamic interactions should be taken
into account to achieve an adequate description of the dynamics of the
system (44). These are incorporated into the problem through the diffusion
tensors Dij. Hydrodynamic drag can be approximated using the Rotne-
Prager tensor and its correction for overlapping spheres (45). To represent
the drag on the protein associated with a layer of bound water molecules
(46), we added 3 A˚ to the original pseudoatom radii given by Zacharias (33).
In practice, hydrodynamic drag is found to have little effect on the force
constants we calculate, but it has been conserved for completeness. The
reduced representation of the protein and the implicit solvent model natu-
rally allow a considerably larger time step than all-atom molecular dy-
namics. After monitoring the stability of the system for a number of
simulations with different time steps, we chose Dt ¼ 10 fs, a value in
agreement with the time steps typically chosen in the literature for Brownian
dynamics simulations on ﬂexible systems (41). We used a bulk solvent
viscosity h ¼ 1.0 cP (1 P being 0.1 Pa s), corresponding to water at room
temperature.
Measuring mechanical properties at the
residue level
We began by carrying out Brownian dynamics simulations of each protein
for 500 ps at a temperature of 300 K. these simulations typically led to
deformations of roughly 1 A˚ root-mean-square deviation with respect to the
starting conformations. Using the ﬂuctuations of the position of each particle
around its starting point, we could deﬁne the force constant of each particle
in the protein as
ki ¼ 1Æðdi  ÆdiæÞ2æ
; (3)
where di ¼ Ædijæj is the average distance from particle i to the other particles
j in the protein. (The sum over j* implies the exclusion of pseudoatoms
belonging to residue i. Interactions between the Ca pseudoatom of residue
i and and the Ca pseudoatoms of the adjacent residues i 1 1 and i  1 are
also excluded. Note that all the excluded interactions correspond to virtually
constant distances.) The brackets Ææ denote an average taken over the whole
simulation.
The force constant for each residue k is then taken to be the average of the
force constants attributed to all the pseudoatoms i forming this residue:
Kk ¼ Ækiæi2k: (4)
We use the term ‘‘rigidity proﬁle’’ to describe the ordered set of force
constants for all the residues of a given protein. Rigidity proﬁles were
obtained for all the proteins studied here. Comparisons with the energy-
minimization-based local probing method developed by Navizet et al. (29)
gave excellent agreement, but, as mentioned before, the Brownian dynamics
approach represents an important time gain and allows the investigation of
much larger proteins. As an example of the agreement, Fig. 1 a compares the
rigidity proﬁle of horseradish peroxidase isozyme C calculated with the
Brownian dynamics simulation and the multipoint representation (curve i)
with the same data obtained using a single point per residue (curve ii) and
with the corresponding results from the local probing method (curve iii).
Note that curves ii and iii have been adjusted for a best ﬁt with curve i using a
single multiplicative parameter. Curves ii and iii show an overall correlation
coefﬁcient of 0.967 for 306 data points. In the case of this protein, multipoint
FIGURE 1 (a) Rigidity proﬁles of horseradish peroxidase. Curve i
represents force constants calculated with Brownian dynamics, using the
Zacharias (33) reduced model for proteins. Curve ii shows force constants
calculated with Brownian dynamics, using a coarse-grained, one-point-per-
residue model. Curve iii shows force constants calculated with the method of
Navizet et al. (29) using a coarse-grained, one-point-per-residue model. (b)
Effect of the heme group on residue ﬂexibility. Curve i, force constants
without the heme group; curve ii, change in force constants upon adding the
heme group; curve iii, inverse of B-factors ﬁtted using a proportionality
constant and calculated in the absence of the heme group; curve iv, change in
inverse B-factors upon adding the heme group. In panels a and b, curve i is
correctly placed with respect to the vertical axis, whereas the remaining
curves have been vertically shifted for visibility. The force constants in this
ﬁgure and in Figs. 2–4, 6–9, and 11 are in kcal mol1 A˚2 (note: 1 kcal
mol1 A˚2 ¼ 0.07 nN A˚1).
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and single-point Zacharias representations (curves i and ii, respectively) also
lead to very close rigidity proﬁles with an overall correlation factor of 0.934.
We observe that by superposing snapshots taken from the Brownian
dynamics simulations, it is possible to calculate average ﬂuctuations for each
residue and thus obtain theoretical estimates of the B-factors (otherwise
termed temperature factors). These values, like our force constants, can be
obtained for both the complete and the artiﬁcially created apo forms of the
hemoproteins we studied. These B-factors correlate qualitatively with the
experimental results for the proteins we studied, as has been noted for other
proteins in many earlier publications. However, it should also be remarked
that there is a relatively poor correlation between our force constants and
the calculated B-factors. This is illustrated in Fig. 1 b, again for horseradish
peroxidase isozyme C. Curve i in this ﬁgure again shows our force constants
and curve iii shows the inverse of the calculated B-factors (again adjusted
for a best ﬁt to curve i with a single multiplicative factor). The correlation
coefﬁcient is 0.368. Although the inverse of the B-factor curve indicates
similar regions of rigidity, it does not discriminate individual residues
in the same way as our force constants. We will return to this point later.
RESULTS
The method described above was applied to a set of six
hemoproteins (see Table 1) with sizes ranging from 190 to
.550 residues, which have a variety of biological functions,
heme types, and heme iron coordinations. In order of in-
creasing size, these proteins are 1), di-heme cytochrome c4
(1ETP, ﬁrst chain), which is involved in electron transfer
reactions (47); 2), horseradish peroxidase isozyme C (1ATJ,
ﬁrst chain) (48); 3), the heme-binding site of bacterioferritin
(1BCF, chains A and B), also known as cytochrome b1, an
electron transport protein (49); 4), di-heme cytochrome c
peroxidase in its inactive (IN) form (1NML), and in its active
(OUT) form (1RZ5) (50); 5), hemopexin (1QHU), a heme-
binding and transport protein (51); and 6), cytochrome cd1
nitrite reductase (1QKS, ﬁrst chain) (52).
Although we have developed a pseudoatom representa-
tion of the heme group which is compatible in terms of res-
olution with the Zacharias peptide representation (having
one pseudoatom for each of the four rings within the por-
phyrin and one for the central iron atom), we chose not to
include the heme groups in the calculations we carried out.
This allowed us to study the mechanical properties of the
heme-associated residues produced by the conformation and
the constitution of the peptide backbone alone, in the absence
of any rigidiﬁcation linked to interactions with the prosthetic
groups. However, it turns out that for all the proteins we
studied, the incorporation of the heme group has only a small
effect on the calculated force constants. This can be seen in
Fig. 1 b for the case of horseradish peroxidase isozyme C,
where curve ii shows the differences obtained by subtracting
the force constants calculated in the presence of the heme
group from those calculated for the apo protein. Although
the heme produces slightly higher values for surrounding
residues (see the following section), it does not change the
overall form of the curve or modify the outstandingly rigid
residues discussed below. In fact, the calculated B-factors
also only show small changes associated with introducing
the heme group, as can be seen from the corresponding
difference curve (curve iv in Fig. 1 b). It should be remarked
that apo forms of the proteins we studied are artiﬁcial con-
structs for the purpose of the computations and involve no
changes in the polypeptide conformation. No true experi-
mental apo forms of the proteins studied are available.
Hemoproteins with a single heme-binding site
We ﬁrst consider the relatively simple cases of horseradish
peroxidase and bacterioferritin, which each possess a single
heme group. For both these proteins, the residues involved in
the heme pocket are found to belong to rigid structural areas.
In horseradish peroxidase (whose overall conformation is
represented in Fig. 2 b), the active site comprises a b-type
heme with a pentacoordinated iron that is bound to the
protein via His-170 on the proximal side of the heme pocket
(see Fig. 2 c for a close-up view of the active site). Three key
catalytic residues, Arg-38, Phe-41, and His-42, are located
on the distal side. All these residues, along with the proximal
His-170, correspond to clear peaks in the force constant
FIGURE 2 (a) Force-constant proﬁle for horseradish peroxidase. (b) A
cartoon representation of the protein with the heme group in red. (c) A close-
up view of the heme-binding site with the catalytic residues in green and the
iron binding histidine side chain in purple. The images in Figs. 2, b and c; 3,
b and c; 4, b and c; 5; 6, b and c; 7, b and c; 9 b; and 10 were prepared using
visual molecular dynamics (67).
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proﬁle (Fig. 2 a). Supplementary peaks in the residue ranges
100–110 and 281–290 correspond to amino acids located in
helices D and J (48), which are represented in light blue in
Fig. 2 b, and whose side chains are also pointing in the direc-
tion of the heme group.
In bacterioferritin, the heme pocket is formed by the
interface between two symmetry-related subunits of 158
residues each (hence the periodicity in the rigidity proﬁle
shown in Fig. 3 a). The b-heme group is held with its quasi-
twofold axis closely aligned with the twofold axis of the
dimer (see Fig. 3 b). Fig. 3 b also shows that each subunit
of bacterioferritin contains a binuclear metal-binding site.
The iron of the b-heme group is hexacoordinated, with its
two axial ligands being the sulfur atoms of two equivalent
methionyl residues (Met-52) from the symmetry-related
monomers. The heme is held in its site by numerous van der
Waals contacts with side chains from residues of both sub-
units belonging to the segments Leu-19–Phe-26, Tyr-45–
Asp-56, and Leu-71 (see Fig. 3 c for a closer view of the
heme-binding site; note, however, that only one set of the
symmetrically equivalent heme-binding residues has been
labeled in this ﬁgure). Once again, all these residues have
signiﬁcant force constants within the proﬁle shown in Fig.
3 a. A series of small peaks between residues 120 and 130
can be attributed to involvement of these residues with the
binuclear metal-binding sites.
Hemoproteins with multiple domains
The smallest protein in our study, diheme cytochrome c4
consists of two cytochrome c-like domains (from Ala-1 to
Ser-91 and from Val-92 to His-190) that are related by a
pseudo-twofold axis (see Fig. 4 b). The two c-heme groups
are covalently bound to the protein via Cys-14/Cys-119 and
Cys-17/Cys-122, respectively, with each hexacoordinated
iron being axially bound by a histidine (His-18/His-123) and
a methionine (Met-66/Met-167) residue (see Fig. 4 c). As
with bacterioferritin, this approximate twofold symmetry in
the structure of the proteins is reﬂected in the periodicity of
its rigidity proﬁle, although the peaks in the second domain
of the protein are generally seen to be higher (Fig. 4 a). The
most rigid parts of the protein (in the residue ranges 30–45
and 135–150) again correspond to amino acids with their
side chains pointing in the direction of the heme groups
FIGURE 3 (a) Force-constant proﬁle for bacterioferritin. (b) A cartoon
representation of the protein with the heme group and the binuclear binding
sites in red. (c) A close-up view of the active site, with heme-binding resi-
dues in green and the iron ligands in purple.
FIGURE 4 (a) Force-constant proﬁle for cytochrome c4. (b) A cartoon
representation of the protein with the heme groups in red. (c) A close-up
view of an active site with heme-binding residues in green and iron ligands
in purple.
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(such as Pro-30/Pro-136 or Leu-32/Leu-138 (see Fig. 4 c)). It
is worth noting that the highest force constants calculated
for cytochrome c4 (;100 kcal mol
1 A˚2) are signiﬁcantly
smaller than those found for the other hemoproteins studied
here (;200–250 kcal mol1 A˚2). This may simply be re-
lated to the size of this small protein, which comprises two
virtually independent domains of ;95 residues, compared
to ;300 residues per domain for the other proteins. As
remarked above, the force constant peaks shown in Fig. 4 a,
generally associated with residues in the environment of the
heme groups, are higher within the second cytochrome c do-
main (residues 92–190; compare, for example, Pro-30 and
Pro-136). This observation appears to correlate with the sug-
gestion of Kadziola and Larsen (47) that, due to sequence
differences between the two domains, His-123 is in a more
strained conformation than His-18.
Although the two pseudosymmetric heme-binding sites in
cytochrome c4 both appear in the rigidity proﬁle calculated
for the whole protein, this is not necessarily the case for
proteins built up from structurally independent domains. For
such proteins, as we and others have already noted, hinge
motions between the domains will lead to low B-factors (53)
and to high force constants (29) for residues belonging to the
interdomain region. To avoid these values dominating the
force constant proﬁle, it is sufﬁcient to divide the protein into
its constituent domains and carry out the force-constant cal-
culations domain by domain (that is, limiting the pseudoa-
tom distances constituting the measured ﬂuctuations to
residues within the chosen domain). For the hemoproteins
studied here, this situation arises for the two domain struc-
tures of the diheme cytochrome c peroxidase, cytochrome
cd1 nitrite reductase, and hemopexin. We illustrate the results
in the case of the latter protein in Fig. 5. Hemopexin consists
of two b-propeller domains joined by a 20-residue linker.
When the protein is treated as a single unit, the highest force
constants (shown in red in Fig. 5 a) correspond to regions
close to the linker between the two domains. In contrast,
once each domain is analyzed separately, the most rigid re-
gions involve residues within the core of each domain (Fig.
5 b) and, in particular, as we will see shortly, heme-associated
residues.
We begin by discussing cytochrome cd1 nitrite reductase,
which contains a noncovalent d1-heme group with a hexa-
coordinated iron that is ligated by Tyr-25 and His-200, and a
covalent c-heme with a hexacoordinated iron bound by two
axial histidine ligands (His-17 and His-69). The d1-heme is
located in the core of a b-propeller structure formed by
residues 135–567, and is the site of nitrite and oxygen re-
duction, whereas the domain of the c-heme has a cytochrome
c-type structure and is the site of electron entry from donors
(see Fig. 6 b). A ﬁrst rigidity proﬁle (Fig. 6 a, upper curve) of
the protein, obtained without domain separation, shows a
series of peaks that all correspond to residues whose side
chains are directed toward the d1-heme group, and, in par-
ticular, His-345 and His-388, which are involved in the
reduction reaction (see Fig. 6 c). In the proposed mechanism
of nitrite and oxygen reduction by the enzyme, Tyr-25 must
be displaced from its position as an axial ligand to allow
access to the iron for substrates. It is perhaps therefore rea-
sonable that Tyr-25 is found to be more ﬂexible than the
other functional residues of the d1 domain, as seen in the
upper curve of Fig. 6 a.
FIGURE 5 Cartoon representation of hemopexin, in which residues with
force constants ,50 kcal mol1 A˚2 are represented in blue and residues
with force constants .50 kcal mol1 A˚2 are in red. (a) Before domain
separation. (b) After domain separation.
FIGURE 6 (a) Force-constant proﬁle for cytochrome cd1 before (upper
line), and after (lower line) domain separation (with a vertical offset of300
kcal mol1 A˚2). (b) A cartoon representation of the protein with the heme
groups in red. (c) A close-up view of the d1-heme domain, with rigid heme-
binding residues in green and iron ligands in purple.
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However, none of the main rigidity peaks in the upper
curve of Fig. 6 a are related to residues belonging to the
c-type domain. This situation changes if we separate the
protein into its two domains following the deﬁnitions given
in the MMDB database (54). The resulting curve shown in
the lower part of Fig. 6 a reveals two additional rigid areas
for residues in the segments 55–65 and 120–130 located in
the c domain. There is a notable peak for Cys-65, which is
covalently bound to the c-heme; however, the ligating
residues His-17 and His-69 still do not have particularly high
force constants. This may be explained by the fact that the
c-heme domain undergoes major conformational rearrange-
ments upon reduction (55). In particular, a His-17–Met-106
heme-ligand switch has been described, which acts together
with concerted movements of a loop of the c domain (resi-
dues 99–116) and of Tyr-25 in the d1 domain. Note that the
domain separation also leads to several other rigidity peaks
(indicated by the black dots in the lower curve of Fig. 6 a)
that do not correspond to functional residues and that will be
discussed later.
We now turn to cytochrome c peroxidase, which contains
two covalent c-heme groups that can be distinguished by
their redox potentials: The high-potential (HP) heme func-
tions as an electron transfer center and is covalently bound to
residues Cys-197 and Cys-200, whereas the low-potential
(LP) heme corresponds to the peroxidatic center (see Fig.
7 b) and is covalently bound by Cys-51 and Cys-154. In the
inactive form of the enzyme, a methionine (Met-275) and a
histidine (His-201) residue coordinate the HP heme iron,
whereas the LP heme iron is coordinated by two histidine
residues (His-55 and His-71; see Fig. 7 c). Activation of the
enzyme results in the loss of one of the histidine ligands
(His-71) of the LP heme, allowing substrate binding. The
rigidity proﬁle obtained for the inactive protein before do-
main separation (Fig. 7 a, upper curve) shows mainly peaks
corresponding to functional residues of the LP heme domain,
including Pro-81 and Phe-93. His-71, which must release the
heme iron to allow peroxide access, belongs to a ﬂexible
loop (residues 68–78) and indeed has a much smaller force
constant than the other histidine ligand (His-55). If the force
constants are recalculated after separation into three domains
following the deﬁnition in the MMDB database, new rigidity
peaks appear in the proﬁle (Fig. 7 a, lower curve), among
which we can ﬁnd the HP heme iron ligands His-201 and
Met-275. Once again, several nonfunctional residues with
high force constants are seen in Fig. 7 a (black dots). Their
signiﬁcance will be discussed later.
Distinguishing between different conformations
of the same protein
The increased resolution of the Zacharias representation has
been used to compare two conformations of diheme
cytochrome c peroxidase: its inactive (IN) form, where the
peroxidatic heme in the low-potential domain is coordinated
by His-55 and His-71, and its active (OUT) form, where the
FIGURE 7 (a) Force-constant proﬁle for cytochrome c peroxidase before
(upper line) and after (lower line) domain separation (with a vertical offset of
250 kcal mol1 A˚2). (b) A cartoon representation of the protein with the
heme groups in red. (c) A close-up view of the LP domain, with the rigid
heme-binding residues in green and iron ligands in purple.
FIGURE 8 Changes in the force constant proﬁle for cytochrome c per-
oxidase when changing from the inactive form to the active form.
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release of the distal histidine (His-71) allows substrate
binding. Fig. 8 shows the variations in residue rigidity after
activation of the protein. As might be expected, the main
changes concern residues that are involved in the LP heme
domain. In particular, we note a decrease in rigidity of the
distal histidine, which no longer coordinates the heme iron,
and of Phe-93, which interacts with a propionate of the LP
heme in the inactive form, but not in the active form. The
residues with a signiﬁcant increase in their force constant are
the heme-binding Cys-51 and the proximal histidine (His-
55), as well as residues that interact with His-55 via
hydrogen bonds, Gly-61 (via its carbonyl group) and Pro-
81, thus stabilizing its orientation. Protein activation thus
overall appears to generate a more rigid catalytic site.
Hemopexin: a hemoprotein with ﬂexible
functional residues?
Hemopexin is a glycoprotein that sequesters free heme
from the bloodstream and releases it upon interaction with
a speciﬁc surface receptor on liver cells. It comprises two
b-propeller domains joined by a 20-residue linker, with the
heme-binding site located between these two propeller
domains in a pocket constituted by the interdomain peptide
(see Fig. 9 b). Two histidines coordinate the heme iron, His-
213 from the linker peptide and His-265. As can be seen in
Fig. 9 a, hemopexin is the only protein in our study in which
the heme-binding residues (His-213 and His-265) do not
belong to a rigid area of the molecule. In fact, both these
residues have extremely low force constants (whether or not
we make a domain separation before calculating the rigidity
proﬁle). This unusual result correlates very well with the
biological function of hemopexin, as it is also the only
protein in our study that can release its heme group. Paoli
et al. (51) propose that heme release results from disruption
of the heme-binding pocket through movements of the
domains and/or the linker peptide. The latter, to which His-
213 belongs, forms the periphery of the heme-binding site
and should therefore be ﬂexible to allow disruption of the
complex, in good agreement with our calculated proﬁle.
Note in the lower curve of Fig. 9 a (after domain separation),
that the most signiﬁcant rigidity peaks in this protein be-
long to regularly spaced residues forming the core of the
b-propeller domains.
DISCUSSION
We have seen from the results presented above that, with the
exception of the heme transport protein hemopexin, virtually
all the residues that interact directly with heme groups are
outstandingly rigid. There are, however, a number of sig-
niﬁcant peaks in the force-constant proﬁles that are not as-
sociated with the heme groups. The example of the residues
belonging to the helices D and J of horseradish peroxi-
dase have already been mentioned in the section entitled
‘‘Hemoproteins with a single binding site’’. A second ex-
ample concerns the hemoproteins containing c-type heme
groups. Both cytochrome cd1 nitrite reductase and diheme
cytochrome c peroxidase belong to this category and show
additional peaks (after domain separation), as indicated by
the black dots added to the lower curves of Figs. 6 a and 7 a,
respectively. It turns out that these residues are associated
with the folding nucleus of cytochrome c identiﬁed in a
previous work (56). Cytochrome c proteins show only seven
conserved positions across all their subfamilies. Three of
these form the typical cytochrome c ﬁngerprint with the
heme-binding residues Cys i, Cys i 1 3, and His i 1 4. The
four remaining residues occupy positions ( j, j 1 4) and (k,
k 1 3) in two almost perpendicular helices, forming a
conserved network of atomic contacts that are especially
strong between the aromatic groups in positions ( j 1 4) and
(k 1 3). For cytochrome cd1 nitrite reductase and diheme
cytochrome c peroxidase, the corresponding residues are
Ala-57, Tyr-61, Met-123, Tyr-126, and Gly-34, Phe-38,
Ile-156, and Tyr-159. The conservation of these residues
FIGURE 9 (a) Force-constant proﬁle for hemopexin before (upper line)
and after (lower line) domain separation (with a vertical offset of 250 kcal
mol1 A˚2). (b) A cartoon representation of the protein with the heme group
in red and the iron binding histidines in purple.
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among highly diverged cytochromes suggests that they are
of special importance for protein folding and this group of
four amino acids has been described as a folding nucleus,
that is, a core from which the protein grows toward its fully
folded state. A close-up view of the c-type folding nucleus in
diheme cytochrome c peroxidase is represented in Fig. 10.
Our determination of high force constants for these residues
supports the conclusions of other groups that not only
functional residues are associated with low ﬂexibility (31).
The results for the cytochrome c family also suggest that it
would be worth studying other proteins where a folding nu-
cleus has been identiﬁed, such as the globins (57). In passing,
we remark that diheme cytochrome c4 belongs to the same
protein family. Its folding nucleus is also easily detected in
force-constant terms, after domain separation, in the second
domain of the protein, but the corresponding residues in the
ﬁrst, and globally more ﬂexible, domain are not clearly dis-
tinguished from their neighbors.
Before looking into the mechanism underlying the ap-
pearance of unusually rigid residues, we pose the question of
whether the results presented here for heme-binding proteins
apply to families of proteins containing other prosthetic
groups or to other classes of functional residues. This ques-
tion is presently under study in our group, but the number of
proteins that need to be investigated makes it impossible to
give a full answer at the moment. We can, however, cite
some preliminary calculations, carried out on a small number
of cases, which suggest that the results on heme proteins may
be more generally applicable. The ﬁrst calculations concern
two non-heme ion-binding proteins, transferrin (58), a mo-
nomeric iron-transporter with two metal binding sites, and
rubrerythrin (59), a dimeric protein with a bound iron and a
binuclear iron-zinc center that has a number of enzymatic
activities. The force-constant proﬁles of both transferrin and
rubrerythrin show that the residues directly bound to the
metal ions, along with a number of closely neighboring
residues, are again associated with unusually high force
constants. In the case of transferrin, although the metal ions
are eventually released from the protein this does not weaken
the force constants of the interacting residues, as we saw in
the case of the heme transport protein hemopexin (see Re-
sults, fourth section). This difference may be related to the
fact that transferrin releases iron not by a simple domain
movement, but by a pH-controlled mechanism that modiﬁes
the ionization state of the iron-binding residues and thus
signiﬁcantly changes the local environment of the metal-
binding centers (60). The second example concerns proteins
containing prosthetic groups other than hemes. Among the
proteins we are studying, bacteriochlorophyll a protein (61),
containing noncovalently bound chlorophyll rings, again
shows the expected correlation between high force constants
and residues directly associated with, or close to, the pros-
thetic groups. In contrast, for the oxidized form of ﬂavodoxin
(62), containing a noncovalently bound ﬂavin mononucle-
otide cofactor, and for kinesin (63), containing ADP, the
residues interacting with the bound groups do not have
particularly high force constants, presumably because, like
hemopexin, both the bound molecules must eventually be
released by the proteins. The quantitative results for this
group of proteins are available in Supplementary Material.
Although these few examples are only anecdotal, they en-
courage us to believe that our ﬁndings may indeed be more
general and that residue-by-residue force constants can be a
useful guide to functional properties.
We now turn to the interesting question of how a protein
actually succeeds in rigidifying a small number of speciﬁc
residues. Given the results already presented, it should be
possible to ﬁnd an explanation within the model used for all
our calculations, namely a coarse-grained pseudoatom repre-
sentation with elastic network interactions between the
pseudoatoms. The most obvious reason for rigidity within
such a model would be that rigid residues lie within dense
regions of the protein, that is, in our terms, that they have an
above average number of neighbors within the elastic net-
work. As Fig. 11 a shows, this is true. The group of un-
usually rigid residues always has well beyond the average
numbers of neighbors. (The group of rigid residues is deﬁned
here as those with force constants at least one standard
deviation above the average value for each protein studied.
This group contains all the rigid residues associated with the
heme groups or with folding nuclei, plus closely neighboring
residues that also have high force constants.) However, Fig.
11 a also shows that there are many other residues that have
a large number of neighbors but do not belong to the highly
rigid group. It turns out that this special group is distin-
guished not only by having many neighbors, but also be-
cause each of these special residues is surrounded by other
residues with high force constants. This is demonstrated
in Fig. 11 b. The protein thus appears to build a ‘‘support
structure’’ around its key residues which keeps them ﬁrmly
in place within the overall protein architecture. A macro-
FIGURE 10 A close-up view of the folding nucleus of cytochrome c
peroxidase. Helices are shown in a cartoon representation with the same
color code as in Fig. 5. The four conserved residues are plotted in green.
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scopic structural analogy would be the superposed sets of
ﬂying buttresses in cathedrals, which support the roof vaults,
which in turn lead to the keystones.
Lastly, from a more methodological point of view, we
note that the deﬁnition of our force constants means that they
refer to the rigidity of a given residue with respect to the
overall protein structure. Although the resulting values show
some correlation with the inverse of the ﬂuctuations char-
acterized by B-factors, the latter, being largely determined by
the local packing density around a given residue within the
protein structure (64), do not seem to be able to pick out
functional residues with the same precision. We have also
checked for correlations with NMR-derived order param-
eters in the case of ﬂavodoxin (62), but ﬁnd no signiﬁcant
correlation, since the main-chain NH groups show little
variation and the side-chain mobilities seem to reﬂect only
local hops between rotameric states, as described in a recent
article analyzing such movements during molecular dynam-
ics simulations (65). In contrast, a very preliminary study of
cytochrome c (see SupplementaryMaterial), suggests that there
is some correlation between the folding units (‘‘foldons’’)
identiﬁed by hydrogen exchange experiments (66) and our
data, the groups of residues along the primary sequence with
high force constants being generally associated with early
folding units. This comparison, however, needs to be con-
ﬁrmed for other proteins.
CONCLUSIONS
Enzyme activity is now widely regarded as being dependent
not only on structure, but also on mechanical properties.
Although the existence, and indeed the necessity, of atomic
ﬂuctuations within proteins is well established, our under-
standing of how local variations in ﬂuctuations play a bio-
logical role in speciﬁc regions, such as catalytic sites, is still
very limited. It is therefore of interest to develop a simple
approach for quantifying ﬂexibility on a residue-by-residue
basis. To this end, we extended our earlier method of de-
termining force constants describing the displacement of any
chosen residue within the framework of an overall protein
structure, ﬁrst by adopting a more reﬁned protein represen-
tation that takes into account side-chain conformations and,
second, by greatly speeding up the calculations with the help
of Brownian dynamics simulations.
We applied this method to a set of six hemoproteins hav-
ing a variety of structures and functions, paying particular
attention to the mechanical properties of the residues located
around the active heme groups. With very few exceptions, it
was shown that the ligands chelating the heme group are
unusually rigid, with force constants well above those of
other residues. In the case of proteins consisting of more than
one structural domain, it is, however, generally necessary to
perform calculations on a domain-by-domain basis, to avoid
the interdomain hinge-region force constants dominating
the internal properties of each domain. The only signiﬁcant
exception to the high-force constant rule involves hemo-
pexin, which is a heme transport protein and consequently
must release the heme group to perform its function. Pre-
liminary studies of other proteins containing metal-binding
centers or prosthetic groups other than hemes suggest that
these general results may apply to other protein families.
The overall results suggest that active-site residues in
hemoproteins must be not only carefully positioned, but also
strongly held in place for the protein to carry out its bio-
logical function. The exceptions to this rule also seem to be
correlated with biological function since they concern heme-
associated residues that have low force constants but are also
known to be mobile during the active cycle of the associated
protein. This is the case for residues such as Tyr-25 in cyto-
chrome cd1 and His-71 in cytochrome c peroxidase, which
FIGURE 11 (a) Average number of neighbors per residue (using a 9-A˚
cutoff) versus the log of the force constant of the corresponding residue. (b)
Average number of neighbors per residue versus the log of the average force
constant, kMEAN, of these neighbors. Open circles correspond to the set of
unusually rigid residues i having force constants ki. Ækæ1sðkÞ.
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must disconnect from their heme groups to allow substrate
access and exhibit much smaller force constants than the
corresponding permanently linked residues (His-200 and
His-55, respectively). Another striking example is provided
by the heme transport protein hemopexin, where the residues
around the prosthetic group must be able to move to allow
heme uptake and release.
We also showed that the more reﬁned protein represen-
tation we employed here is capable of analyzing the subtle
mechanical changes linked to conformational changes within
a single protein structure. Thus, we were able to detect dif-
ferences in the rigidity proﬁles of the active and inactive
forms of cytochrome c peroxidase that correlate well with
the known role of the various active-site residues in this
enzyme’s function. The same method will hopefully also be
applicable to studies of the mechanical consequences of
point mutations and thus to a better understanding of their
functional consequences.
Lastly, our formulation of residue-level force constants
showed that rigid residues correspond not simply to residues
with large numbers of neighbors (that is, those within dense
regions of the protein), but also to residues that are in turn
surrounded with other rigid residues. The protein thus seems
to build up mechanical stability in its key sites by a support
structure that can involve a much larger portion of its overall
architecture. The key residues discussed here are those
holding, or interacting with, a prosthetic group, but also a
small number of residues involved in folding nuclei. Other
classes of proteins certainly merit study and, in line with
other recent studies, we believe that it should be possible in
this way to detect key residues that have a variety of im-
portant biological functions.
SUPPLEMENTARY MATERIAL
An online supplement to this article can be found by visiting
BJ Online at http://www.biophysj.org.
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