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Abstract: Entanglement entropies are notoriously difficult to compute. Large-N
strongly-coupled holographic CFTs are an important exception, where the AdS/CFT
dictionary gives the entanglement entropy of a CFT region in terms of the area of an
extremal bulk surface anchored to the AdS boundary. Using this prescription, we show
– for quite general states of (2+1)-dimensional such CFTs – that the renormalized
entanglement entropy of any region of the CFT is bounded from above by a weighted
local energy density. The key ingredient in this construction is the inverse mean cur-
vature (IMC) flow, which we suitably generalize to flows of surfaces anchored to the
AdS boundary. Our bound can then be thought of as a “subregion” Penrose inequality
in asymptotically locally AdS spacetimes, similar to the Penrose inequalities obtained
from IMC flows in asymptotically flat spacetimes. Combining the result with positiv-
ity of relative entropy, we argue that our bound is valid perturbatively in 1/N , and
conjecture that a restricted version of it holds in any CFT.
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1 Introduction
There is now ample evidence that entanglement entropy plays a crucial role in a broad
range of fields, ranging from characterizing quantum phases of matter in condensed mat-
ter systems [1–4]; understanding RG flow and constructing c-theorems [5–10]; studying
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phase transitions in QFTs [11–14]; and understanding the emergence of classical space-
time from quantum gravity [15–17]. Unfortunately, tractable methods for explicitly
calculating entanglement entropy remain elusive. A notable exception, however, is
holography in the context of AdS/CFT [18–20]. Specifically, in the large-N , large-λ
limit, the entanglement entropy of some spatial region B in a holographic CFT is given
by the HRT formula [21–25]:
SB = min
XB∼B
Area[XB]
4GN
, (1.1)
where the minimization is performed over bulk extremal surfaces XB, and here ∼means
“homologous to”.
The HRT formula has been remarkably useful in understanding properties of the
bulk gravitational theory from properties of SB; see e.g. [26–34]. However, it suffers a
drawback: any computation of SB relies quite explicitly on knowing the bulk geometry.
Thus equation (1.1) does not immediately take on any transparent interpretation in
terms of field theory data, and does not substantially address the converse question of
understanding entanglement entropy in purely field theoretic terms.
Our purpose in this paper is to address this deficiency, at least in the holographic
context. To that end, recall that in any state on B it is possible to define a state-
dependent operator HB – the modular Hamiltonian – so that the entanglement entropy
can be written as SB = 〈HB〉. Like SB, HB is in general very complicated and thus
rarely known explicitly1. A natural attempt to alleviate this difficulty is to relax the
equality SB = 〈HB〉 to a bound
SB ≤ 〈EB〉 (1.2)
for some appropriately “nice” operator EB. Ideally, such an operator should reduce to
the modular Hamiltonian HB in cases where the latter is known.
Of course, as stated the bound (1.2) is trivial, because SB is divergent and thus 〈EB〉
must be divergent as well. Let us therefore be more precise, restricting our attention
to (2+1)-dimensional field theories. Recall that in a continuum QFT, the entanglement
entropy SB is divergent due to short-distance correlations across the entanglement
surface ∂B. Introducing a UV regulator , the leading piece of this divergence takes
the “area law” form [35, 36]
SB = a−1
L

+ SrenB + · · · , (1.3)
1Holographic considerations using the HRT formula give a bulk interpretation of HB in terms of
the modular Hamiltonian and area operator in the bulk [32, 33], but this interpretation exchanges one
intractable operator for another.
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where a−1 is some state-independent constant and L is the length of ∂B. In a gen-
eral QFT, the suppressed terms · · · may in fact contain sub-leading state-dependent
divergent terms; see e.g. [37]. But when the area law term in (1.3) is the only diver-
gent piece of SB – such as in a large-N holographic CFT deformed by appropriate
operators – all state dependence is contained in the finite piece SrenB , termed the renor-
malized entanglement entropy2 (sometimes also called the “universal” contribution to
the entropy).
Then our main result is that – under certain assumptions to be made more pre-
cise later – in any state of a (2+1)-dimensional holographic CFT, the renormalized
entanglement entropy obeys
SrenB ≤ 〈EB〉 − 8pi2ceffχB, (1.4)
where ceff ≡ `2/(16piGN) ∼ N2 is the effective central charge of the CFT, χB is the
Euler characteristic of B, and
EB ≡ 2pi
∫
B
ωε. (1.5)
Here ε is the energy density on B and ω is a state-dependent (but c-number) positive
weighting function which can be computed explicitly from the dual geometry; thus
like HB, EB is a state-dependent operator. We emphasize that (1.4) holds not just in
the limit of a classical bulk, but for any state which is a finite-order perturbation (say,
in 1/N) of a state dual to Einstein gravity. In such a case, the weighting function ω
is calculated only from the classical geometry, neglecting perturbative corrections. In
the special case when B is a disk on Minkowski space and the CFT is in vacuum, the
operator EB corresponds precisely to HB and the inequality in (1.4) becomes saturated.
Thus one can think of EB as a tractable generalization of HB, and the properties of ω
allow us to make bulk-independent statements about SrenB ; for example, whenever 〈ε〉
is non-positive on B, it follows that SrenB is bounded above by −8pi2ceffχB.
The key ingredient in proving (1.4) is a geometric flow called the inverse mean
curvature (IMC) flow, first studied in [38, 39] in the context of proving Penrose in-
equalities in asymptotically flat spacetimes (that is, lower bounds on the ADM mass
in terms of the area of any horizons). It was shown in [40] that similar inequalities
can be obtained from IMC flows in black hole spacetimes with homogeneous slicings,
but Lee and Neves have shown that in general asymptotically AdS spacetimes a similar
approach yields much weaker bounds than in the asymptotically flat case [41, 42]. Our
approach here can be thought of as a strengthening of the results of [42], which we do
2Note that as defined here the renormalized entanglement entropy appears UV-cutoff dependent;
this will be remedied when we define it more precisely below.
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Figure 1. B is a spatial region of a (2+1)-dimensional CFT on the boundary, and XB is
the corresponding HRT surface. By the homology constraint there exists a spatial slice N
(shaded gray) with boundary given by XB ∪ B; when N is chosen to be a maximal-volume
slice, the IMC flow on N from XB to B (shown as a foliation of N) produces the bound (1.4).
by introducing a new IMC flow in which the flow surfaces are anchored to the AdS
boundary. The bound (1.4) can thus be thought of as a generalized Penrose inequality
applied to subregions of the AdS boundary.
The essence of our approach is as follows. By the homology constraint [43] in the
HRT formula, there exists a spatial slice “enclosed” by B and XB. The IMC flow defines
a preferred foliation of this slice into two-dimensional surfaces that flow from XB to B,
as shown in Figure 1. Under this flow, the so-called reduced Hawking mass IH obeys a
monotonicity property, yielding precisely the bound (1.4). It is especially worth noting
that to obtain this result, we must perform the flow over a maximal-volume spatial
slice enclosed by XB and B, the volume of which has recently been conjectured to be
dual to the complexity of the state on B [44] (see also [45–51] for related ideas).
This paper is organized as follows. In Section 2, we introduce the IMC flow and
review the monotonicity property of the reduced Hawking mass, and then derive a
generalization to the case of boundary-anchored flow surfaces. In Section 3 we compute
the asymptotic behavior of the reduced Hawking mass and apply the monotonicity of
the flow to derive (1.4), stating our assumptions precisely in the process. The reader
only interested in the final result may skip the calculations in Section 3 and just read
the final statement of Theorem 2. In Section 4 we note that EB and HB agree in the case
where the latter is known explicitly (i.e. in the vacuum state on Minkowski space and
when B is a disk). Combined with positivity of the relative entropy, we use this feature
to argue that our bound should hold for any state which is a perturbative correction
of a classical one. We conclude in Section 5 with a discussion of open directions and
generalizations, and possible connections to complexity. Appendices A, B, C, and D
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contain useful results we will invoke throughout the text.
Preliminaries
Unless otherwise specified, our conventions will be as follows. We will consider a (3+1)-
dimensional asymptotically locally AdS spacetime (M, gab) obeying Einstein’s equation
with negative cosmological constant:
Rab = − 3
`2
gab + 8piGN
(
Tab − 1
2
Tgab
)
, (1.6)
with ` the AdS length. We will require that the matter obey the weak energy condition:
Tabξ
aξb ≥ 0 for all timelike ξa. (1.7)
We use Ω to denote a defining function of some conformal frame; that is, Ω is a scalar
field such that the conformally rescaled metric g˜ab = Ω
2gab is regular on (at least some
portion of) the asymptotic boundary, which we will always refer to as ∂M . Z will refer
to a Fefferman-Graham defining function [52, 53], which has the properties that
|∇˜Z|2 ≡ g˜ab(∇˜aZ)(∇˜bZ) = 1
`2
(1.8)
in a neighborhood of the boundary, and that ∂M is a totally geodesic surface3 with
respect to g˜ab (see [54] for a review).
We will often be concerned with boundary-anchored surfaces, defined as:
Definition 1. A boundary-anchored surface Σ in an asymptotically locally AdS space-
time (M, gab) is a surface with asymptotic boundary ∂Σ ⊂ ∂M such that (i) there
exists a conformal frame g˜ab = Ω
2gab which is regular in a neighborhood of ∂Σ, and
(ii) Σ is C1 with respect to g˜ab in a neighborhood of ∂Σ (i.e. the extrinsic curvature
of Σ with respect to g˜ab is finite).
We will introduce a maximal-volume time slice N of this spacetime whose induced
metric, intrinsic curvature, and extrinsic curvature will be denoted by hab,
NRab, and
NKab, respectively, and whose unit (timelike) normal will be t
a. The fact that N is
a maximal-volume slice implies that its mean curvature is zero: NK ≡ hab NKab = 0.
On N , we will also consider a one-parameter family of two-dimensional surfaces Στ ;
to avoid clutter, we will often avoid writing the parameter τ explicitly. The induced
metric and intrinsic and extrinsic curvatures (in N) of the surfaces Στ will be denoted
3Recall that a totally geodesic surface N embedded in M is one such that any geodesic of N is also
a geodesic of M , and thus the extrinsic curvature of N vanishes.
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by σab,
ΣRab, and
ΣKab, respectively, while the unit (spacelike) normals to the Στ in N
will be denoted by na.
Finally, the Gauss-Codazzi equations relate the intrinsic curvature of N to its
extrinsic curvature as
NR = − 6
`2
+ NKab
NKab + 16piGNTabt
atb, (1.9)
where we have explicitly used the fact that the mean curvature of N vanishes.
2 The Inverse Mean Curvature Flow
Our discussion of renormalized entropy has so far been relatively vague: as noted in
footnote 2, SrenB is in general cutoff-dependent (as can be easily seen by considering a
rescaling → (1 + a) of the UV cutoff). Let us therefore begin by clarifying what we
mean by SrenB ; we will find that a more precise formulation leads us quite naturally to
introduce the inverse mean curvature flow advertised above.
2.1 Renormalized Area
By the HRT formula, the entanglement entropy of some boundary region B is given
by the area of the minimal-area extremal surface XB anchored to ∂B. Because XB
reaches the asymptotic boundary, its area is infinite, and thus needs to be regulated.
A particularly useful choice of regulation consists of introducing a Fefferman-Graham
defining function Z and excising the portion of XB at Z < /` for some small cutoff ,
as shown in Figure 2. If the components of the bulk stress tensor in any orthonormal
frame fall off like Tµˆνˆ = O(Z2) near the conformal boundary, this regulated area has
the well-known expansion
A[XB] = `
2L

+A[XB] +O(), (2.1)
where L is the length of ∂B in the conformal frame associated to Z. As shown by Gra-
ham and Witten [53], because the cutoff  is defined by a Fefferman-Graham defining
function Z, the constant piece A[XB] is independent of the conformal frame associ-
ated to Z. Thus A[XB] provides a frame- and cutoff-independent definition of the
holographic renormalized entanglement entropy: SrenB = A[XB]/4GN .
In fact, we may define the renormalized area via an appropriate subtraction:
A[XB] = lim
→0
(A[XB] + Act[X

B]) , (2.2)
where Act[X

B] = −`2L/ + O(). If one wishes to define XB as a stationary point
of the functional A[XB], then the counterterm Act[XB] must be chosen to impose
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Bǫ
Xǫ
B
∂Xǫ
B
Figure 2. A boundary-anchored extremal surface XB has infinite area. By introducing a
cutoff at Z = /` (shown as a dashed line), the -independent piece of A[XB] is a conformal
invariant and defines the renormalized area A[XB]. This renormalized area can alternatively
be defined via the subtraction of covariant counterterms on the regulated boundary ∂XB.
Dirichlet boundary conditions on XB. In such a case, its form is fixed to simply be the
proper length of ∂XB [55]. However, here we are only interested in on-shell evaluations
of A[XB] – that is, we wish to compute A[XB] on an a priori specified surface XB –
so that we may choose any Act[X

B] without worrying about its variations (in an abuse
of terminology, we will continue to call Act a counterterm). To that end, note that as
found in [56] (and reviewed in Lemma 5 of Appendix A), we may take Act[X

B] to be
Act[X

B] = `
2
∫
∂XB
kg = −`2L

+O(), (2.3)
where kg is the geodesic curvature of ∂X

B in XB
4. This choice of counterterm has the
advantage that the Gauss-Bonnet theorem relates it to the scalar curvature of XB as∫
XB
XBR = 4piχXB + 2
∫
∂XB
kg, (2.4)
where XBR and χXB are the Ricci scalar and Euler characteristic of XB. We can thus
express the renormalized area of XB directly as an integral over all of XB, without any
need for a UV cutoff at all:
A[XB] = `2
[
1
4
∫
XB
(
2XBR +
4
`2
)
− 2piχXB
]
. (2.5)
The integral appearing in the expression above bears a striking resemblance to the
so-called Hawking mass, defined on any surface Σ as mH [Σ] =
√
A[Σ] IH [Σ], with
IH [Σ] ≡
∫
Σ
(
2 ΣR +
4
`2
− ΣK2
)
. (2.6)
4That is, if aa is the geodesic acceleration of ∂XB and v
a is the unit outward-pointing normal
to ∂XB in XB , then kg = vaa
a.
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We will call IH [Σ] the reduced Hawking mass of Σ. Since XB is an extremal surface
(and thus XBK = 0), we therefore find that the renormalized area A[XB] can be written
as
A[XB] = `2
(
1
4
IH [XB]− 2piχXB
)
. (2.7)
It is important to note that the factor of ΣK2 in IH [Σ] is not a trivial addition: as we
show in Appendix B, it renders IH [Σ] finite for any boundary-anchored surface Σ lying
on an extremal time slice.
We may now immediately obtain a partial bound on A[XB] and thus SrenB , re-
producing one first obtained in [56]. To that end, consider the case when the bulk
is pure AdS and when B lies on a static time slice of the boundary, and consider an
extremal surface XB anchored on ∂B with the same topology as B. Note that XB
need not be the same as the HRT surface XB, but by the HRT formula we must have
that A[XB] ≥ A[XB]. Then in Appendix B we show that
IH [XB] = −2
∫
XB
∣∣XBKab∣∣2 ≤ 0, (2.8)
and thus by (2.7) we find
SrenB =
A[XB]
4GN
≤ A[XB]
4GN
=
`2
4GN
(
1
4
IH [XB]− 2piχB
)
≤ −8pi2ceffχB, (2.9)
where we have introduced the effective central charge ceff ≡ `2/16piGN . This result
bounds the vacuum renormalized entanglement entropy of arbitrary regions of a holo-
graphic CFT3 on Minkowski space. In fact, it is easy to check that taking B to be a
disk saturates the inequalities in (2.9) (recall that χ = 1 for a disk), so we conclude
that disks maximize SrenχB=1, as was found globally in [56] and locally in [57–59].
Can this bound be generalized to arbitrary states and boundary metric? In gen-
eral, IH [XB] does not have a definite sign, and thus the approach above appears un-
fruitful. However, the Hawking mass mH has the special feature that it is monotonic
along the inverse mean curvature flow. This property, which we will now review, can
be generalized to extend (2.9) into a much more powerful bound.
2.2 IMC Flow for Compact Surfaces
Let us first review the IMC flow in the case of compact surfaces without boundary,
where the discussion is more streamlined. Consider a maximal-volume time slice N
and a one-parameter family Στ of compact two-dimensional surfaces without boundary
(refer to the end of Section 1 for notation). The IMC flow is then defined by requiring
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that the Στ move along their unit normals with speed equal to their inverse mean
curvature. Explicitly, we require that
£nˆτ = 1, (2.10)
where nˆa ≡ ΣK−1na is the normal to the flow surfaces with magnitude |nˆa| = ΣK−1,
with ΣK ≡ σab ΣKab the mean curvature of the Στ in N . One may alternatively think
of the Στ as level sets of the scalar τ (the “flow time”) on N , in which case the flow
equation (2.10) can be re-expressed in terms of τ as
∇a
(∇aτ
|∇τ |
)
= |∇τ |, (2.11)
with ∇a the covariant derivative operator on N .
By (2.10), evolution along the flow is given by Στ ′ = Φ
τ ′−τΣτ , where Φτ is the flow
along integral curves of nˆa by a time τ . It thus follows that the rate of change of any
flow quantities with respect to τ can be computed by taking Lie derivatives along nˆa.
For instance, the rate of change of the induced metric σab is
σ˙ab ≡ £nˆσab = 1ΣK£nσab =
2
ΣK
ΣKab, (2.12)
while the Gauss-Codazzi equations yield
ΣK˙ =
1
2 ΣK
(
−NR + ΣR− ΣK2 − | ΣKab|2 − 2
∣∣Da ln ΣK∣∣2 + 2D2 ln ΣK) , (2.13)
where Da is the covariant derivative operator on Σ.
Of particular interest are integrated quantities: we show in Appendix C that along
an IMC flow of compact surfaces without boundary, the rate of change of any inte-
gral F [Σ] =
∫
Σ
f for scalar f is given by
F˙ [Σ] =
∫
Σ
(
f˙ + f
)
. (2.14)
In the special case f = 1, we obtain A˙[Σ] = A[Σ], and thus the area of the flow surfaces
grows exponentially in flow time:
A[Στ ] = e
τA[Σ0]. (2.15)
Likewise, we may use the Gauss-Bonnet theorem (2.4) (with no boundary term) to
write the reduced Hawking mass of Σ as
IH [Σ] = 8piχΣ +
∫
Σ
(
4
`2
− ΣK2
)
; (2.16)
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then taking f = 4/`2 − ΣK2, we obtain F [Σ] = IH [Σ] − 8piχΣ. As long as the flow is
smooth (so that the topology of the Σ remains unchanged), we may use (1.9), (2.13),
and the Gauss-Bonnet theorem to obtain
I˙H [Σ] +
1
2
IH [Σ] =
∫
Σ
(∣∣NKab∣∣2 + ∣∣∣ΣK̂ab∣∣∣2 + 2 ∣∣Da ln ΣK∣∣2 + 16piGNTabtatb) , (2.17a)
≥ 0, (2.17b)
where we have integrated by parts and defined the trace-free extrinsic curvature ΣK̂ab ≡
ΣKab− ΣKσab/2 of Σ, and to obtain the inequality we exploited the fact that Tab obeys
the weak energy condition. This proves the advertised monotonicity: the above implies
that eτ/2IH [Σ] is non-decreasing along the flow. In terms of the Hawking mass mH [Σ] =√
A[Σ] IH [Σ], we note from (2.15) that e
τ/2 ∝ √A, and thus mH [Σ] is monotonic along
the flow as well.
We have thus established the monotonicity of the Hawking mass under a smooth
IMC flow of compact surfaces. However, it is important to note that IMC flows are
typically not smooth; they may encounter singularities or cusps past which the flow fails
to proceed smoothly (for example, when ΣK vanishes). In such a case, the analysis above
fails. However, it is possible to generalize it: in the asymptotically flat case, Huisken
and Ilmanen [60] showed that a regulated version of (2.11) can be used to define a
“weak” IMC flow wherein the flow surfaces are allowed to “jump” over singularities
of the flow while preserving monotonicity of the Hawking mass. These results were
later generalized to the asymptotically hyperbolic context by Lee and Neves [42], so the
monotonicity result outlined here holds even when a smooth flow does not exist, as long
as the flow surfaces do not change their topology. Thus starting the flow on an apparent
horizon and flowing out to the asymptotic boundary, monotonicity of mH [Σ] yields a
lower bound on the asymptotic Hawking mass in terms of the area of the apparent
horizon. In an asymptotically flat spacetime, mH [Σ] asymptotically approaches the
ADM mass, and thus one obtains a Penrose inequality [39, 60]. On the other hand,
in the asymptotically AdS case mH [Σ] approaches the integrated energy density of
the boundary in some conformal frame defined by the flow, which in general does not
coincide with the mass of the spacetime except for highly symmetric configurations [40–
42]; thus the resulting inequality is substantially weaker.
2.3 IMC Flow for Surfaces with Boundary
Our main purpose now is to generalize the above monotonicity result to IMC flows of
surfaces anchored to the AdS boundary. Of course, this process first requires defining
what is meant by a “boundary-anchored flow”. Moreover, because the flow surfaces
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Στ
∂M
N˜a
(a)
Στ
∂B∂M
Στ
N˜a
(b)
Στ
∂B
n˜a
τ
N˜a
θτ∂M
Στ
(c)
Figure 3. Solutions to the IMC flow equation may in principle exhibit different types of
behaviors when the IMC surfaces are anchored to the asymptotic boundary ∂N . For example,
the surfaces may be asymptotically extremal and “move” along the boundary, as in (a);
they may remain anchored on the same curve ∂B at the boundary but always intersect the
boundary at the same angle, as in (b); or they may remain anchored on the same curve ∂B
while the angle θτ of their intersection with the boundary changes with τ , as in (c). Here we
will only consider case (c) by imposing appropriate boundary conditions on the flow.
have a boundary, we must then ensure that any boundary terms picked up by I˙H have
the correct sign to preserve monotonicity of eτ/2IH . With an appropriate definition of
boundary-anchored flow, we will in fact show that these terms vanish, so that (2.17)
continues to hold.
2.3.1 Boundary-Anchored Flows
How should one think of a boundary-anchored flow? Specifically, how do solutions to
the flow equation (2.10) behave when the flow surfaces reach the asymptotic boundary?
To address these questions, in Figure 3 we sketch the near-boundary behavior of some
flows which are in principle possible solutions to the IMC flow equation. Now, recall
that we are ultimately interested in IMC flows that start on an extremal surface and
asymptote to a specified boundary region B. Thus the only boundary-anchored flows
in which we are interested are those that behave as shown in Figure 3(c): that is, the
flow surfaces should all be anchored to the same curve ∂B on the AdS boundary, while
the angle of their intersection with the boundary should change smoothly with τ . More
precisely, consider a conformal compactification h˜ab of the spacetime which is regular
at ∂B ⊂ ∂N ; also define N˜a and n˜aτ as the unit (with respect to h˜ab) normals to ∂N
and Στ , respectively. Then the flow shown in Figure 3(c) has the property that θτ ,
defined via
cos θτ ≡ N˜an˜aτ , (2.18)
is a smooth always-varying function of τ .
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It immediately follows (either from the above definition or from Figure 3(c)) that τ
must be multi-valued at ∂B, and that this multi-valued singularity is captured by
τ |∂B = f(N˜an˜aτ ) (2.19)
for a (nonzero) smooth function f . It is therefore natural to take as a definition of
a boundary-anchored IMC flow the requirement that near ∂B, τ exhibit the singu-
larity structure (2.19) on top of any single-valued behavior. We therefore build these
ingredients into the following definition:
Definition 2. Let (N, hab) be an asymptotically locally hyperbolic three-dimensional
space and let h˜ab be a conformal completion of it. A regular boundary-anchored IMC
flow is a one-parameter family of two-dimensional surfaces Στ anchored to a curve ∂B ⊂
∂N such that (i) the flow equation (2.11) is obeyed and (ii) near ∂B in N , τ can be
expressed as
τ = f(θ˜) + τreg. (2.20)
Here f is a smooth nonzero function of its argument when θ˜ ∈ (0, pi/2]; θ˜ is an arbi-
trary scalar field whose restrictions to each Στ are C
1 and which approach θτ (defined
in (2.18)) at ∂B; and τreg is single-valued and |∇˜τreg| finite at ∂B .
This definition provides a boundary condition guaranteeing that near the asymp-
totic boundary, the IMC flow looks like Figure 3(c). To show that this definition is
compatible with the flow equation (2.11), and thus that there do in fact exist regular
boundary-anchored IMC flows as defined above, let us construct a simple example in
pure AdS. We restrict our attention to the Poincare´ patch, in which static spatial slices
of constant t are maximal-volume slices whose metric we will write in the form
ds2N =
`2
z2
(
dz2 + dx2 + dy2
)
=
`2
ξ2 sin2 θ
(
dξ2 + ξ2 dθ2 + dy2
)
, (2.21)
where z = ξ sin θ and x = ξ cos θ.
We will consider a flow anchored to the line x = z = 0. As shown in Appendix D,
the IMC flow equation (2.11) is solved by
τ = ln csc2 θ, (2.22)
corresponding to an IMC flow starting on the extremal surface x = 0 and asymptoting
to the half-plane x > 0, z = 0. This flow takes the form (2.20) with θ˜ = θ, and
is therefore an example of a regular boundary-anchored IMC flow. In the proof of
Theorem 1 below, we will construct the asymptotics of such flows much more generally.
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2.3.2 Intuition: Vanishing Boundary Terms
We now need to examine the behavior of the reduced Hawking mass on boundary-
anchored flows. As mentioned above, I˙H will pick up boundary terms, which in principle
could spoil the monotonicity property of eτ/2IH . To gain some intuition for the role
these boundary terms might play, let us again consider the pure AdS flow (2.22). It is
straightforward to compute the intrinsic and extrinsic curvature of the flow surfaces:
ΣK =
2
`
√
1− e−τ , ΣR = −e−τ 2
`2
, (2.23)
and therefore we find that the integrand of the reduced Hawking mass IH vanishes.
It is also easy to see that the integrand in the right-hand side of (2.17a) vanishes as
well, from which we conclude that I˙H cannot receive a contribution from any potential
boundary terms.
Next, consider a general flow anchored to a curve ∂B on the boundary of a general
asymptotically locally AdS spacetime. It is always possible (at least locally) to choose
a conformal frame in which ∂B is geodesic; let z be the associated Fefferman-Graham
coordinate on the extremal time slice N . In this frame, we choose the boundary coor-
dinate y to be the proper distance along ∂B and the boundary coordinate x to be a
Gaussian normal coordinate fired off of ∂B. With this choice of coordinates, the metric
on N near ∂B takes the form
ds2N =
`2
z2
[
dz2 + dx2 +
(
1 +O(x2)) dy2 +O(z2)] . (2.24)
But this metric looks just like pure AdS to quadratic order in x and z (which by
construction are both small near the line ∂B which anchors the flow). It is therefore
quite reasonable to expect that just as for the half-plane flow (2.22), boundary terms
will not contribute to I˙H . This will precisely be the case, as we will show in the
remainder of this Section.
2.3.3 Monotonicity of Reduced Hawking Mass
Because IH is finite when evaluated on any boundary-anchored surface (as shown in
Appendix B), I˙H must be finite as well. However, in order to control the boundary
terms in I˙H , it will prove useful to define a regulated IMC flow in which the asymptotic
regions of the flow surfaces are cut off by some regulator. We may then analyze the
behavior of boundary terms in I˙H as the regulator is removed.
To that end, first consider an arbitrary IMC flow Στ (which need not be boundary-
anchored). We may define an IMC flow with boundary by first specifying some re-
gion S0 ⊂ Σ0 of the initial flow surface, and then mapping S0 to the rest of the flow
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Σ0
Στ
S0
τa
Sτ
Figure 4. The dashed lines represent an arbitrary IMC flow Στ ; the solid surfaces Sτ are
formed by selecting a portion S0 of an initial flow surface Σ0 and then transporting it along
integral curves of a flow vector field τa. This then defines an IMC flow Sτ of surfaces with
boundary.
along the integral curves of some flow vector field τa of our choosing. The result is a
family of flow surfaces Sτ with boundary, as shown in Figure 4. Of course, this proce-
dure will only be well-defined if naτ
a > 0 everywhere, so that the integral curves of τa
never “turn around”. A natural condition to impose on τa in order to guarantee this
condition is
τa∇aτ = 1, (2.25)
which has the added benefit of allowing us to compute τ -derivatives along the flow as
Lie derivatives along τa, as we did along nˆa for compact surfaces. It follows from the
definition of IMC flow that τa can be decomposed into components normal and tangent
to the Sτ as
τa =
na
SK
+ τa‖ , (2.26)
where the unconstrained tangential component τa‖ encodes how the boundary of the Sτ
moves “in” or “out” along the flow.
Using the Gauss-Bonnet theorem (2.4), the reduced Hawking mass of the Sτ can
be written as
IH [S] = 8piχS +
∫
S
(
4
`2
− SK2
)
+ 4
∫
∂S
kg. (2.27)
It is then straightforward to use the general time evolution formula (C.6), taking
both f = 4/`2 − SK2 and kg, to obtain the time evolution of IH along the flow τa.
Using (1.9), (2.13), and the Gauss-Bonnet theorem, we obtain
d
dτ
∫
S
(
4
`2
− SK2
)
=
∫
∂S
(
−2va∇a ln SK + vaτa‖
(
4
`2
− SK2
))
− 1
2
IH [S] +
∫
S
(∣∣NKab∣∣2 + ∣∣∣SK̂ab∣∣∣2 + 2 ∣∣Da ln SK∣∣2 + 16piGNTabtatb) , (2.28a)
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ddτ
∫
∂S
kg =
∫
∂S
(τa⊥∇akg − kgτa⊥aa) , (2.28b)
where va is the unit outward-pointing normal to ∂S in S and τa⊥ ≡ na/ SK + va(vbτ b‖)
is the component of τa normal to ∂S. Noting once again the positivity of the integral
over S on the right-hand side of (2.28a), we can combine these results to obtain
I˙H [S] +
1
2
IH [S] ≥ I1 + I2, (2.29)
where we have split the boundary terms into two contributions:
I1 ≡
∫
∂S
1
SK
(−2va∇a SK + 4na∇akg − 4kgnaaa) , (2.30a)
I2 ≡
∫
∂S
vaτ
a
‖
(
4
`2
− SK2 − 4k2g + 4vb∇bkg
)
. (2.30b)
The first term is independent of the details of the choice of flow field τa, while the
second depends on a particular choice of τa‖ .
Monotonicity of the flow will therefore be preserved as long as I1 + I2 ≥ 0. For
a general flow, one could imagine choosing the boundary ∂(∪Sτ ) of the flow appropri-
ately to guarantee this property; for instance, requiring τa‖ = 0 immediately kills the
boundary term I2. In such a case, some partial results by Marquardt [61] show that
a quantity closely related to the Hawking mass is monotonic along the flow as long
as ∂(∪Sτ ) is convex. However, as our primary purpose is to specialize these results to
regulated boundary-anchored flows, we will not pursue this direction here. Instead, we
will now prove the main result of this Section: that I1,2 vanish on any regular boundary-
anchored flow. We emphasize that this result does not require that the flow begin on
an extremal surface; it is therefore stronger than what might have been intuitively
expected from the example of Section 2.3.1.
Theorem 1. Consider a maximal-volume time slice N of a (3+1)-dimensional asymp-
totically locally AdS spacetime obeying Einstein’s equation (1.6) with a stress tensor
that satisfies the weak energy condition. Let Στ be a regular boundary-anchored IMC
flow on N which is anchored to the AdS boundary on a smooth curve ∂B. Then the
reduced Hawking mass of these surfaces obeys
I˙H [Σ] +
1
2
IH [Σ] ≥ 0, (2.31)
and therefore eτ/2IH [Σ] is non-decreasing along the flow.
Proof. By the stated assumptions, equation (2.29) applies, and thus we need only
evaluate the boundary terms I1 and I2. Since the flow is singular at ∂B, we begin
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Σ∂B
∂Σǫ
ua
va
ǫ
Figure 5. The regulated IMC flow introduced in the proof of Theorem 1. Here Σ is an IMC
flow surface anchored to the AdS boundary (shown in dashed lines) on the curve ∂B. To
regulate the region of Σ near ∂B, we introduce a one-parameter family of curves ∂Σ which
approach ∂B as → 0. The unit tangent and normal vector fields ua and va to the ∂Σ define
an orthonormal basis on Σ in a neighborhood of ∂B.
by regulating it: in a neighborhood of ∂B, we excise the asymptotic region of each
flow surface Σ by introducing a one-parameter family of cutoff curves ∂Σ chosen so
that ∂Σ → ∂B as  → 0. We may then introduce the unit vector field ua tangent
to ∂Σ and the outward-pointing unit normal vector field va, as shown in Figure 5. By
construction, ua, va, and na form an orthonormal basis of N in a neighborhood of ∂B.
We now introduce a coordinate system on N adapted to ∂B. Consider any confor-
mal frame in which ∂B has finite length; because N is asymptotically locally hyperbolic
(since it is extremal, and thus by Lemma 3 it intersects the boundary orthogonally),
near ∂N we may introduce a Fefferman-Graham coordinate z associated to this frame.
We then take the boundary coordinate y to be the proper distance along ∂B in this
frame, and the boundary coordinate x to be a Gaussian normal coordinate off of ∂B.
The metric on N near ∂B then takes the form
ds2N =
`2
z2
[
dz2 + dx2 +
(
1− 2x a(y) +O(x2)) dy2 +O(z2)] , (2.32)
where a(y) is the geodesic acceleration of ∂B in this conformal frame. Since ∂B is
smooth and has finite length, a(y) is everywhere finite and y has finite range.
As in the case of the pure AdS flow (2.22), it is convenient to introduce polar-like
coordinates (ξ, θ) via z = ξ sin θ, x = ξ cos θ so that ∂B lies at ξ = 0. Then the metric
becomes
ds2N =
`2
ξ2 sin2 θ
[
dξ2 + ξ2dθ2 + (1− 2ξ cos θ a(y)) dy2 + · · · ] , (2.33)
where · · · are terms subleading in ξ. In these coordinates, it is straightforward to study
the behavior of a general IMC flow near ∂B. First, recall that by definition 2, the flow
time τ can be written as
τ(ξ, θ, y) = f(θ) + τreg(ξ, θ, y). (2.34)
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The requirement that τreg be single-valued at ξ = 0 implies that τreg|ξ=0 = c0(y) for
some c0(y); the requirement that |∇˜τreg| be finite with respect to the conformally com-
pactified metric h˜ab ≡ (z/`)2hab is consistent with single-valuedness and additionally
implies that ∂ξτreg and ∂yτreg be finite at ξ = 0. These requirements thus imply the
expansion
τ(ξ, θ, y) = f(θ) + c0(y) + ξτ1(θ, y) + o(ξ), (2.35)
where we use little-o notation, defined here as limξ→0 ξ−po(ξp) = 0.
Then the flow equation (2.11), which can be thought of as an evolution equation
in θ, allows us to solve for f(θ) and τ1. We obtain
f(θ) = ln csc2 θ, τ1(θ, y) = c1(y)− a(y) cos θ, (2.36)
where like c0(y), c1(y) is an unconstrained constant of integration that can be specified
by providing initial data for the flow (the constant of integration from f(θ) can be ab-
sorbed into c0(y), so we omit it). Note that unsurprisingly, the leading-order term f(θ)
reproduces the pure AdS flow (2.22) found above.
With the solutions (2.36), we may now compute the asymptotic behavior of all the
geometric objects necessary to evaluate the boundary terms I1 and I2. The unit normal
vector to the flow is given by na = ∇aτ/|∇τ |, which in these coordinates we find has
components nξnθ
ny
 = sin θ
2`
tan θ(c1(y)− a(y) cos θ)ξ2 + o(ξ2)−2 + o(ξ)
c′0(y) tan θ ξ
2 + o(ξ2)
 . (2.37a)
To obtain the vector fields ua and va, recall that the cutoff curves ∂Σ were required to
approach ∂B as → 0. More precisely, this implies that h˜abv˜a(∂y)b|∂B = 0, where v˜a ≡
`va/z is the unit (with respect to h˜ab) outward-pointing normal vector to ∂B on Σ in the
conformally compactified space (which is regular at ∂B). In terms of the components
of va in the uncompactified space, this condition requires vy = o(ξ). Combined with
the conditions that va and ua be normalized and orthogonal to each other and to na,
we then obtain vξvθ
vy
 = sin θ
2`
 −2ξ + o(ξ2)(a(y) sin θ − c1(y) tan θ)ξ + o(ξ)
α(θ, y)ξ2 + o(ξ2)
 , (2.37b)
uξuθ
uy
 = sin θ
2`
 α(θ, y)ξ2 + o(ξ2)c′0(y) tan θ ξ + o(ξ)
2ξ + 2a(y) cos θ ξ2 + o(ξ2)
 , (2.37c)
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where α(θ, y) is an arbitrary function which encodes the freedom in choosing the family
of cutoff surfaces ∂Σ.
The mean curvature of Σ and the geodesic curvature of ∂Σ are then
ΣK ≡ ∇ana = 1
`
[
2 cos θ − a(y) sin2 θ ξ + o(ξ)] , (2.38a)
kg ≡ vaub∇bua = −sin θ
2`
[2 + (c1(y) + a(y) cos θ)ξ + o(ξ)] . (2.38b)
We may now easily evaluate the integrands of the boundary terms (2.30); we obtain
1
ΣK
(−2va∇a ΣK + 4na∇akg − 4kgnaaa) = o(ξ), (2.39a)
4
`2
− ΣK2 − 4k2g + 4vb∇bkg = o(ξ). (2.39b)
Now, the measure in I1 and I2 is the proper length element ds along ∂Σ
, which is
related to the coordinate length element dy as
ds =
(
1
ξ sin θ
+O(1)
)
dy. (2.40)
Recalling that y has finite range, combining with (2.39a) immediately yields
I1 =
∫
∂Σ
o(ξ0) dy → 0 as → 0. (2.41)
(Recall that ξ → 0 as  → 0.) Next, we require that τa‖ (which may be chosen
arbitrarily) be finite in the limit ξ → 0. This implies that vaτa‖ = O(ξ0), and so
using (2.39b) we also obtain
I2 =
∫
∂Σ
o(ξ0) dy → 0 as → 0. (2.42)
Thus I1 and I2 vanish on any regular boundary-anchored flow; comparison with (2.29)
completes the proof.
Having shown that boundary terms don’t contribute to the evolution of a regular
boundary-anchored flow, it is not much work to show that in fact the only regular
boundary-anchored IMC flow that saturates the inequality (2.31) is the flow (2.22) in
pure AdS:
Lemma 1. The inequality (2.31) is saturated along a regular boundary-anchored IMC
flow if and only if N is (a portion of) a static slice of pure AdS and the Στ are
homogeneous hyperbolic slices.
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Proof. Because boundary terms do not contribute to I˙H , we have from (2.17) that the
inequality will be saturated if and only if NKab,
ΣK̂ab, and Tabt
atb vanish and ΣK is
constant on each Στ . It is convenient to work with an ADM-like decomposition of the
metric on N adapted to the flow:
ds2N =
dτ 2
ΣK2
+ σij(τ, x)dx
i dxj, (2.43)
where τ is the flow time, xi are coordinates on the Στ , and σij are the components of
the induced metric on the Στ . Note that the gττ metric component above was fixed by
the flow equation (2.10).
We then find
ΣK̂ij =
ΣK
2
(
σ′ij − σij
)
, (2.44)
where a prime denotes a τ derivative. Thus the requirement that ΣK̂ij vanish im-
plies σij(τ, x) = e
τ σ¯ij(x) for some τ -independent metric σ¯ij. Next, from (1.9) the
vanishing of Tabt
atb and NKab imply
NR = −6/`2, which using (2.43) yields
(
ΣK2
)′
+
3
2
ΣK2 − e−τ ΣR¯(x) = 6
`2
, (2.45)
where ΣR¯ is the Ricci scalar of σ¯ij. Since
ΣK is independent of x, the above implies
that ΣR¯ is in fact constant, which we rescale (via a shift in τ) to ΣR¯ = 2k/`2 for k = 0
or ±1. Thus the Στ are (locally) homogeneous spaces. Solving (2.45) then yields
ΣK2 =
4
`2
(
1 + ke−τ − 2m
`
e−3τ/2
)
, (2.46)
where m is a constant of integration. Inserting this expression back into (2.43) and
converting to a new coordinate r = `eτ/2, we finally obtain
ds2N =
dr2
r2/`2 + k − 2m/r + r
2dH2k , (2.47)
where dH2k is the metric on a homogeneous two-dimensional space with Ricci scalar 2k.
We immediately recognize the above as the metric on a static slice of Schwarzschild-
AdS.
To check which of these flows is boundary-anchored on a curve ∂B, we may immedi-
ately exclude the case k = 1 of spherical flow surfaces, since spheres have finite area and
therefore cannot be boundary-anchored (Figure 6(a)). Next, recall from Appendix B
that IH [Σ] must be finite on any boundary-anchored surface. In the cases k = 0, −1,
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∂M
(a)
∂M
(b)
∂M
(c)
Figure 6. A static time slice of pure AdS and homogeneous IMC flows on it. For k = 1 (left),
the flow surface are spheres, which are not boundary anchored. For k = 0 (middle), the flow
surface are planar slices of Poincare´ AdS, which reach the boundary only at a point; they do
not constitute a regular boundary-anchored flow. For k = −1 (right), the flow surfaces are
hyperbolic slices of a Rindler patch of AdS, which are anchored to the boundary on the same
curve as the Rindler horizon (dashed).
the space dH2k is not compact
5, and thus IH [Σ] will only be finite if its integrand (which
is constant on each flow surface) vanishes. For the flows above, we find that
2 ΣR +
4
`2
− ΣK2 = 8m
`3
e−3τ/2, (2.48)
and thus a necessary condition for the flow to be boundary-anchored is m = 0; i.e. in
these coordinates, N must be a Poincare´ (k = 0) or Rindler (k = −1) slice of pure
AdS. But flat spatial slices of the Poincare´ patch reach the AdS boundary only at
a point (Figure 6(b)), violating the requirement that ∂B be a curve; thus k = 0
is excluded as well. The only remaining case is k = −1, where the flow surfaces
are anchored at the boundary on the same curve as (the bifurcation surface of) the
corresponding Rindler horizon (Figure 6(c)); in a different coordinate system, this is
exactly the flow (2.22) constructed above, which is clearly a regular boundary-anchored
flow. (Note that ∂B has infinite extent in the natural conformal frame associated with
the coordinates of (2.21), but this is easily remedied by switching to a different frame
which is regular everywhere on the line ξ = 0.)
3 A Bound on Energy Density and Entanglement Entropy
We may now exploit the monotonicity of the reduced Hawking mass under boundary-
anchored IMC flows to obtain our bound. As mentioned in Section 1, the idea is
5One could consider compact quotients, but the corresponding flows cannot be boundary-anchored.
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BΣτ
Qτ
ta
b
Figure 7. The surfaces used in the statement and proof of Lemma 2.
to consider the IMC flow along a maximal-volume slice of an entanglement wedge.
By starting the flow on the HRT surface and letting it flow to the boundary, the
monotonicity property of Theorem 1 yields an inequality between the renormalized
area of the HRT surface and of a weighted integral of the local energy density on
the boundary. In Section (2.1) we showed that the reduced Hawking mass on any
boundary-anchored extremal surface is
IH [Σ] = 4
(
2piχΣ +
A[Σ]
`2
)
, (3.1)
where χΣ is the Euler characteristic of Σ and A[Σ] is the renormalized area of Σ.
We now compute the asymptotic behavior of the reduced Hawking mass, and thereby
obtain the promised bound.
3.1 Asymptotic Hawking Mass
Lemma 2. Let (M, gab) be a (3+1)-dimensional asymptotically locally AdS spacetime
which satisfies Einstein’s equation (1.6) with a stress tensor Tab whose components in
any orthonormal frame decay near ∂M as Tµˆνˆ = o(Ω
3). Then assume the following
objects, depicted in Figure 7, exist:
• A two-dimensional surface B ⊂ ∂M on a moment of time symmetry of the bound-
ary (that is, B lies on a moment of time symmetry of some representative of the
conformal class of the boundary);
• A time slice N of the bulk which intersects B and is extremal in a neighborhood
of B; and
• A regular boundary-anchored IMC flow Στ on N anchored on ∂B and asymptot-
ing to B.
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Then the asymptotic behavior of the reduced Hawking mass of the flow surfaces obeys
lim
τ→∞
eτ/2IH [Στ ] =
32piGN
`2
∫
B
ω 〈ε〉 , (3.2)
where the integral is evaluated on B in any conformal frame with associated defining
function Ω; 〈ε〉 is (the expectation value of) the local energy density on B in this frame
as measured by observers moving orthogonally to B; and
ω ≡ lim
τ→∞
` eτ/2 Ω|Στ . (3.3)
Moreover, as long as the frame defined by Ω is regular everywhere on B ∪ ∂B, ω is
finite and positive in B, and vanishes on ∂B.
Proof. The derivation is a generalization of that in [62]. First, introduce a foliation of
the near-boundary region with timelike hypersurfaces Qτ , as shown in Figure 7. We
take the Qτ to be normal to N and to intersect N on the IMC flow surfaces Στ . On
these Qτ we may construct the Balasubramanian-Kraus stress tensor [63] (see also [64])
6
Tab = 1
8piGN
(
−QKab + QKqab − 2
`
qab + `
QGab
)
, (3.4)
where qab is the induced metric on theQτ and
QKab and
QGab are their extrinsic curvature
and Einstein tensor, respectively. Note that as defined, Tab is a bulk object, but it
asymptotically approaches the boundary stress tensor (up to a conformal factor) as
the Qτ approach the boundary. Specifically, in a conformal frame specified by a defining
function Ω, we have7
lim
Ω→0
Ω−3Tabtatb = 〈T bndyab 〉t˜at˜b ≡ 〈ε〉 , (3.5)
where 〈T bndyab 〉 is the expectation value of the boundary stress tensor in this frame
and 〈ε〉 is the corresponding energy density as measured by observers with velocity t˜a
normal to B. We pause here to note the additional falloffs
QGabt
atb = O(Ω2), NKµˆνˆ = O(Ω2). (3.6)
6Because the bulk stress tensor falls off like o(Ω3), Tab gets no contribution from bulk matter
counterterms.
7This expression follows from the fact that by construction, the density
√
σTabtaξb is a conformal
invariant for any ξa left unchanged by conformal transformations, so that when ξa is a conformal
Killing vector field the integral of
√
σTabtaξb over a boundary Cauchy slice generates a conserved
charge [63].
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The first follows straightforwardly from the conformal transformation properties of the
Einstein tensor, while the second (for the components of NKab in any orthonormal
frame) follows from Lemma 4 in Appendix A and relies on the fact that B lies on a
moment of time symmetry.
Now, the extrinsic curvature ΣKab of the Στ in N is equal to the projection of the
extrinsic curvature QKab onto N ; that is,
ΣKab = σa
cσb
d QKcd, (3.7)
where recall that σab = qab + tatb is the induced metric on the Στ . Thus the mean
curvature of the Στ is related to that of the Qτ by
ΣK = QK + QKabt
atb. (3.8)
This result then allows us to use (3.4) to write the mean curvature of the Στ in terms
of Tab:
ΣK =
2
`
− 8piGNTabtatb + `QGabtatb. (3.9)
Likewise, we may use the Gauss-Codazzi equations to express the Ricci scalar ΣR on
the Στ in terms of the geometry of the Qτ ; writing the result in terms of the extrinsic
curvature of N and exploiting the fact that NK = 0, we obtain
ΣR = 2QGabt
atb +
∣∣NKab∣∣2 − 2 ∣∣NKabnb∣∣2 . (3.10)
Inserting (3.9) and (3.10) into the definition (2.6) of the reduced Hawking mass and
then using (3.6), we obtain for arbitrary defining function Ω
IH [Στ ] =
32piGN
`
∫
Στ
(Tabtatb +O(Ω4)) . (3.11)
Multiplying by eτ/2, taking the limit τ → ∞ (so Ω → 0), and using (3.5), we re-
cover (3.2).
Finally, that ω vanishes on ∂B follows immediately from the fact that at any
finite τ , eτ/2 Ω|∂B = 0 (assuming Ω, and therefore the conformal frame, is regular
at ∂B). It is clearly positive in B, and that it is finite follows from the asymptotics of
the IMC flow studied in e.g. [42, 62].
Note the importance of B lying on a moment of time symmetry (though we empha-
size that B only needs to lie on a moment of time symmetry of the boundary metric, not
of the entire state). This feature was necessary to guarantee that the terms in (3.10)
involving NKab vanish sufficiently rapidly near the boundary, as per Lemma 4. Without
this condition, these terms would fall off too slowly and eτ/2IH [Στ ] would diverge.
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3.2 A Bound
Theorem 2. Consider a (2+1)-dimensional holographic CFT whose bulk dual obeys
Einstein’s equation (1.6) with a bulk stress tensor obeying the weak energy condition
and whose components in any orthonormal frame fall off like Tµˆνˆ = o(Ω
3) near the
asymptotic boundary. Consider also a spatial region B on a moment of time symmetry
of the CFT spacetime. Assume the following objects exist:
• An extremal surface XB with the same topology as B and anchored to ∂B;
• A maximal-volume time slice N of the bulk with ∂N = XB ∪B; and
• A regular boundary-anchored IMC flow Στ on N with Σ0 = XB and Στ→∞ = B.
Then
SrenB ≤ 〈EB〉 − 8pi2ceffχB, EB ≡ 2pi
∫
B
ωε, (3.12)
where ω and ε are as defined in Lemma 2, and χB and S
ren
B are the Euler characteristic
and the renormalized entropy of B, respectively.
Proof. Because N is an extremal surface, Tab obeys the weak energy condition, and Στ
is a regular boundary-anchored IMC flow, we may apply Theorem 1 to conclude that
lim
τ→∞
eτ/2IH [Στ ] ≥ IH [Σ0]. (3.13)
Combining (3.1) and Lemma 2, we thus obtain
32piGN
`2
∫
B
ω〈ε〉 ≥ 4
(
2piχXB +
A[XB]
`2
)
, (3.14)
with A[XB] the renormalized area of XB. But by construction, XB has the same topol-
ogy as B, so χXB = χB. The HRT formula also requires that the HRT surface XB whose
area gives the entanglement entropy of B have less area than any other extremal surface
anchored to ∂B, and thus A[XB] ≥ A[XB]. But since both XB and XB are anchored
at ∂B, the UV-divergent pieces in their areas match, and thus the renormalized areas
must also obey A[XB] ≥ A[XB]. Writing SrenB = A[XB]/4GN , (3.14) yields (3.12).
Before moving on to interpretations of this result, let us briefly comment on the
assumptions of the proof. First, note that the HRT surface XB need not always have
the same topology as B (for instance, if B consists of a “fat” annulus), hence our use
of XB instead. However, like XB, XB will exist quite generically, as will the extremal
time slice N . Indeed, in the particular case where XB is the HRT surface, the homology
constraint guarantees the existence of a spatial slice NHRT with boundary XB ∪ B; by
varying this slice in time, its area can be maximized, yielding the extremal surface N .
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However, we have left these assumptions explicit because there are known to be fine-
tuned spacetimes exhibiting strong time dependence in the bulk where the HRT surface
and volume-minimizing slices do not exist [65].
Next, we note that for a classical bulk, the weak energy condition is a reasonable
requirement on the bulk stress tensor Tab (though not as desirable as, say, the null energy
condition). More relevantly, the falloff of Tab near the boundary imposes constraints
on any CFT operators dual to bulk matter fields. As a brief example, consider the
asymptotic behavior of a free bulk scalar field of mass m2 = ∆(∆ − 3)/`2 in some
Fefferman-Graham coordinate z (see e.g. [54]):
φ = z3−∆
(
φ(0) + z2φ(2) + · · · )+{z∆ ln z (ψ(0) + z2ψ(2) + · · · ) if ∆ = 2n+12 ,
z∆
(
φ(2∆−3) + z2φ(2∆−1) + · · · ) otherwise, (3.15)
where ∆ ≥ 3/2 and n is a positive integer. Consider the cases ∆ > 3/2 and ∆ = 3/2
separately. For ∆ > 3/2, standard quantization in the AdS/CFT dictionary dictates
that φ(0) and φ(2∆−3) are the source and one-point function of a CFT scalar operator
of conformal weight ∆, and determine all other terms in the above expansions. Then
very schematically, the leading-order behavior of the orthonormal components of the
bulk stress tensor is
Tµˆνˆ ∼ z2(3−∆)
(
φ(0)
)2
+ · · · , (3.16)
and thus the falloff condition on Tab requires φ
(0) = 0, and hence a vanishing source.
In the case ∆ = 3/2, the CFT source and one-point function are φ(0) and ψ(0), which
determine all other terms in (3.15); the falloff condition on the stress tensor imposes that
both φ(0) and ψ(0) must vanish, implying φ = 0 in the bulk. Thus the falloff condition
on Tab requires that no CFT sources be turned on for scalar operators dual to free fields
with conformal dimension ∆ > 3/2, and that neither source nor expectation value be
turned on for scalar operators of dimension ∆ = 3/28. The essence of this argument
is unchanged for other types of matter, so we expect these statements hold for more
general CFT sources and operators as well.
Finally, the strongest assumption required to obtain the above bound is the exis-
tence of a smooth IMC flow from XB to B. As mentioned in Section 2, it is known that
IMC may become singular, and thus one needs to instead consider weak flows. When
8In the range 3/2 < ∆ < 5/2, one can choose an alternative quantization in which φ(0) and φ(2∆−3)
swap roles for a scalar operator of dimension ∆ = 3−∆ [66–68]. In CFT parlance, one would then say
that our bound applies to any state in which no scalar operator of conformal dimension 1/2 < ∆ < 3/2
has a nonzero one-point function (though a source may be turned on). However, this is somewhat
unnatural, as one would prefer to know whether or not the bound will hold in a particular theory,
which is fixed by sources, not one-point functions.
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the flow surfaces are compact, these weak flows are also known to preserve monotonic-
ity of the Hawking mass [42, 60], yielding Penrose inequalities. It is likely that these
constructions extend to the flows considered here: some recent work [61] has shown
that in Euclidean space, unique solutions to the weak IMC flow can be found in which
the flow surfaces are constrained to be normal to some boundary, and moreover [61]
suggests that a Hawking mass-like functional is monotonic along these weak flows. We
therefore find it likely that there exists a weak formulation of our boundary-anchored
flows which preserves monotonicity of eτ/2IH [Σ].
4 Beyond the Classical Limit
The derivation of the bound (3.12) was purely classical; that is, it assumed the ex-
istence of a classical bulk spacetime obeying Einstein’s equation sourced by classical
matter. But one crucial feature of strict inequalities is that they cannot be violated by
(sufficiently small) perturbative corrections. In the present context, this corresponds to
an intuitive expectation that when (3.12) is obeyed as a strict inequality, perturbative
corrections cannot violate it. The situation is more subtle when the bound is saturated,
however; thus our purpose is now to investigate this intuition more carefully and argue
that even as a weak inequality, (3.12) holds for any states which are finite-order per-
turbations of a classical state. This result relies crucially on the positivity of relative
entropy, which we now quickly review.
4.1 Positivity of Relative Entropy and the First Law
Consider some CFT region B and any two states ρB and σB on B. One can then define
the relative entropy of ρB and σB as
S(σB|ρB) ≡ Tr(σB lnσB)− Tr(σB ln ρB). (4.1)
The relative entropy S(σB|ρB) essentially measures the distinguishability of ρB and σB,
and it therefore has the property that it is positive whenever ρB and σB are distinct
9
(see e.g. [69] for a review). Defining the modular Hamiltonian of ρB as HB = − ln ρB,
this positivity property can be rewritten as
∆ 〈HB〉 ≥ ∆SB, (4.2)
where10
∆ 〈HB〉 ≡ Tr(σBHB)− Tr(ρBHB), ∆SB ≡ SB(σB)− SB(ρB). (4.3)
9Note that as is customary, here and below we will neglect any potential subtleties associated
with ρB and σB living in uncountably infinite-dimensional Hilbert spaces.
10We remind the reader that here HB always refers to the modular Hamiltonian of ρB , and never
to that of σB .
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Note that because the region B is unchanged and the area-law divergence in SB is
state-independent, we have that ∆SB = ∆S
ren
B .
As a special case, note that since the relative entropy is positive and vanishes
when σB = ρB, it must be stationary under perturbations σB = ρB + δρ for some
small δρ. Then the inequality (4.2) is saturated to first order in δρ:
δ 〈HB〉 = δSB +O(δ2). (4.4)
This so-called first law of entanglement, derived in [70], can be interpreted as a version
of the first law of thermodynamics dE = TdS for nearby equilibrium states.
4.2 Saturating the Bound
Interestingly, in a certain special case we can derive the first law (4.4). Doing so requires
first saturating our bound (3.12), which from Lemma 1 only happens for the pure AdS
flow (2.22). The corresponding boundary region B is the half-plane x > 0, but it will
be cleaner to conformally map the half-plane to the disk via a bulk diffeomorphism.
Working with AdS in polar-Poincare´ coordinates
ds2 =
`2
z2
(
dz2 + dr2 + r2dφ2
)
, (4.5)
mapping the half-plane to the disk r < r0 yields the flow
τ = ln
(
1 +
(r20 − r2 − z2)2
4r20z
2
)
. (4.6)
Since this flow saturates the bound, it immediately follows that the renormalized en-
tanglement entropy of a disk in vacuum is
Srendisk = −8pi2ceff , (4.7)
which reproduces the result of [55].
In fact, this result could have been obtained directly from the partial result (2.9).
The advantage of the flow is that it allows us to calculate the weighing function ω: in
the conformal frame defined by Ω = z/`, we obtain
ω = lim
z→0
zeτ/2 =
r20 − r2
2r0
, (4.8)
producing the operator
Edisk = 2pi
∫
r<r0
d2x
r20 − r2
2r0
ε. (4.9)
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This can immediately be recognized as the vacuum modular Hamiltonian Hdisk of the
disk (see e.g. [70]), as might be expected based on the saturation of the bound.
The above observation allows us to derive the first law of entanglement for per-
turbations of the vacuum, which we can think of as a check of the HRT formula com-
plementary to (and more general than) those performed in [70]. To do so, consider a
perturbation of order δ of the CFT vacuum state. In the bulk dual, this corresponds
to a perturbation of the bulk geometry and matter fields of order δ, and therefore a
perturbation to |NKab|2, |ΣK̂ab|2, |Da ΣK|2, and Tabtatb of order δ2 (this latter follows
because the bulk stress tensor is at least quadratic in matter fields, which vanish in
vacuum). As a result, we find that I˙H + IH/2 = O(δ2), and therefore the bound is
saturated to linear order δ. Using the fact that 〈ε〉 = 0 in the vacuum, one therefore
finds that
δSrendisk = δ 〈Edisk〉+O(δ2), (4.10)
which immediately reproduces the first law (4.4) upon replacing Edisk withHdisk and δSrendisk
with δSdisk.
4.3 A Perturbative Bound
While we have shown our bound reproduces the first law of entanglement (for disk-
shaped regions and perturbations of the vacuum) when the bulk is described by Einstein
gravity, we can obtain a much more powerful result by proceeding in the opposite
direction: by exploiting positivity of the relative entropy, we can push our bound
beyond the classical limit. For simplicity, let us restrict to 1/N corrections, though
the discussion will apply equally well to other perturbative corrections (e.g. in α′). We
may then consider a state ρB which is a finite-order perturbation of a classical state,
by which we mean that (i) there exists a classical geometry g
(0)
ab , corresponding to the
infinite-N limit of ρB, which obeys Einstein’s equation (1.6), and (ii) expectation values
in the state ρB can be expanded as a series in 1/N which truncates at some finite power.
In such a state, we therefore have that
Sren(ρB)−
(〈EB〉 − 8pi2ceffχB) = −C(0) − n∑
i=1
C(i), (4.11)
where ω, and thus EB, is constructed from the IMC flow in the classical geometry g(0)ab ,
and the C(i) are organized by powers of 1/N with C(0) being O(N2). To show that the
bound (3.12) holds for arbitrary ρB (satisfying properties (i) and (ii) above), we must
show that the right-hand side of (4.11) is non-positive.
Now, since C(0) captures the limit of a classical bulk, Theorem 2 implies that C(0) ≥
0. But if C(0) > 0, the additional subleading terms C(i>0) can’t change the sign of the
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right-hand side of (4.11), and therefore it remains negative. Thus it remains to check
the marginal case C(0) = 0, which by Lemma 1 and the discussion above requires
that g
(0)
ab be pure AdS and that B be a disk on flat space; thus we write ρB = ρdisk.
This condition in particular implies that ρdisk is “close” to the vacuum state
11 ρ
(0)
disk in
the sense that the energy density in the state ρdisk vanishes at order N
2. Let us therefore
consider the relative entropy between the state ρdisk and the vacuum state ρ
(0)
disk, which
must be non-negative:
S
(
ρdisk
∣∣∣ρ(0)disk) = ∆〈Hdisk〉 −∆Sdisk ≥ 0, (4.12)
where Hdisk is the modular Hamiltonian of ρ
(0)
disk. But from Section 4.2 above, we know
that Hdisk = Edisk (since g(0)ab is pure AdS); thus we obtain
∆〈Hdisk〉 = 〈Edisk〉, (4.13a)
∆Sdisk = ∆S
ren
disk = S
ren(ρdisk) + 8pi
2ceff , (4.13b)
where the first line follows from the fact that the energy density vanishes to all orders
in N in the state ρ
(0)
disk and the second from equation (4.7) for the entropy of ρ
(0)
disk (in this
perturbative analysis, we interpret (4.7) as a condition that fixes the renormalization
scheme). Inserting these results back into (4.12), we obtain
Sren(ρdisk)−
(〈Edisk〉 − 8pi2ceff) ≤ 0; (4.14)
thus we conclude that when C(0) vanishes, positivity of the relative entropy requires
the subleading terms C(i>0) to be such that the right-hand side of (4.11) is negative.
We have thus shown that – thanks to positivity of the relative entropy – the
bound (3.12), which was derived purely in the limit of infinite N , in fact holds perturba-
tively in 1/N corrections to arbitrary finite order! Moreover, the weighting function ω
is still constructed from the classical geometry, so the operator EB is straightforward
to compute from the classical holographic dual.
Note that since EB =
∫
ωε, the positivity of ω now allows us to generalize the
simple bound (2.9) away from the vacuum (and from the classical bulk limit):
〈ε〉 ≤ 0 on B =⇒ SrenB ≤ −8pi2ceffχB. (4.15)
This statement is nontrivial, as states with energy density that is somewhere negative
are very generic [62, 71]. It also implies that in vacuum on flat space, SrenB is bounded
11By the “vacuum state” ρ
(0)
disk, we really mean the reduced density matrix on B when B is a disk
on flat space and the CFT in its vacuum state; the resulting reduced density matrix ρ
(0)
disk will in fact
be thermal with a Rindler temperature.
– 29 –
above by −8pi2ceffχB for any region B, with equality only if B is a disk on Minkowski
space (since 〈ε〉 vanishes in vacuum). But interestingly, [59] have found that in the
vacuum of any (not just holographic) CFT on Minkowski space, disks locally maxi-
mize SrenB . Thus our bound reproduces a result known to be true in the vacuum of any
CFT. It is therefore tempting to conjecture that, at least in vacuum, our bound should
hold more generally: that is, one might conjecture that (4.15) holds in the vacuum of
any CFT on Minkowski space. In fact, since (4.15) holds whenever the energy density
on B is non-positive, we conjecture that it holds in any state of any CFT as long as
the energy density on B is non-positive.
5 Discussion
In this Paper, we have obtained a bound on the renormalized entanglement entropy
of holographic (2+1)-dimensional CFTs in terms of a weighted energy density. One
might object that because the weighting function ω must still be computed from the
bulk geometry, we have not completely fulfilled our goal of removing the bulk from
the picture entirely. One obvious remedy is to interpret our result as the statement
that there exists a positive-definite ω such that (3.12) holds. This alone is a nontrivial
result: for instance, an immediate consequence is the bound (4.15) whenever the energy
density on B is non-positive. But a better interpretation is that all bulk dependence
in (3.12) is packaged into ω, leaving an elegant relationship between two important
field theory quantities: entanglement entropy and local energy density.
Indeed, our bound has a number of appealing aspects, most notably the facts
that (i) it takes the form of a weighted integral over the local energy density of the
CFT, which is a well-understood local operator; (ii) it holds perturbatively in 1/N
corrections to arbitrary finite order, even though the bound operator EB is calculated
only from the infinite-N limit; and (iii) it is consistent with known results regarding
the entanglement entropy of the vacuum state of more general non-holographic CFTs
on Minkowski space. In fact, a special case of our bound reproduces the result of [56],
which is a global generalization of the local statements of [57–59]: disks maximize
the renormalized entanglement entropy of CFTs in the vacuum state. Because of its
consistency with these known CFT results, we have conjectured (subject to certain
constraints) that in any state of a CFT, the renormalized entanglement entropy of any
region B with non-positive energy density is bounded above by −8pi2ceffχB as long
as B lies on a moment of time symmetry (here ceff is interpreted as a measure of the
degrees of freedom in the CFT, computed as usual from the coefficient of the two-
point function of the stress tensor). Any scheme-dependence in the definition of the
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renormalized entropy can be removed by requiring that for disk-shaped regions, the
entanglement entropy equal precisely −8pi2ceff .
Nevertheless, our derivation via the inverse mean curvature flow required making
some simplifying assumptions. Let us therefore list the limitations of (3.12) and possible
ways to address them, as well as interesting open questions that we leave to future work.
Weak IMC Flows. The bound in Theorem 2 follows from a monotonicity prop-
erty of the reduced Hawking mass along a smooth IMC flow. But as discussed in
Section 2, IMC flows need not always be smooth, and in general one must instead con-
sider weak IMC flows. For flows of surfaces without boundary, the results of [42, 60]
show that it is possible to define a Hawking mass functional which is monotonic even
on these weak flows. Combined with the fact that weak IMC flows of compact surfaces
with boundary have been shown to exist [61], we think it quite likely that there exists
a way of preserving the monotonicity property even along weak boundary-anchored
flows. However, this remains to be proven. Relatedly, a detailed analysis of such weak
flows might provide more insights into the behavior of the weighting function ω, which
would in turn put stronger constraints on the behavior of the operator EB.
Higher Dimensions. Our bound was derived only for a (2+1)-dimensional CFT,
and therefore a natural question is whether it may be extended to higher dimensions.
For historical reasons, the original considerations of the IMC flow focused exclusively
on (3 + 1)-dimensional spacetimes. However, the IMC flow has since been generalized
to arbitrary dimensions; it therefore remains to find a Hawking mass-like functional
that remains monotonic even in higher dimensions; whose value on boundary-anchored
extremal surfaces recovers their renormalized area; and whose asymptotic behavior can
be expressed in terms of the CFT stress tensor. One way to potentially construct such
an operator is to generalize the special properties that IH has in (3 + 1) bulk dimen-
sions. For instance, at least in even bulk dimensions, one could ensure that IH contains
an integral over an Euler density, and would need to engineer other geometric contri-
butions to IH to precisely cancel the counterterms that appear in the boundary stress
tensor (3.4) in higher dimensions. At least superficially, it appears these requirements
are consistent with one another: in 2(n + 1) bulk dimensions both the Euler density
and the counterterms that appear in the boundary stress tensor contain n powers of the
intrinsic curvature. It is less clear, however, how to proceed in odd bulk dimensions;
we leave this direction to future work.
Deforming the CFT. Perhaps the strongest assumption necessary for (3.12) to
hold is that the bulk stress tensor decay like o(Ω3), which is necessary to ensure that
the asymptotic value of the Hawking mass be finite. In field theoretic terms, this falloff
requirement implies that except for the stress tensor, all CFT operators with conformal
dimension ∆ > 3/2 have a vanishing source (and that operators with ∆ < 3/2 have
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a vanishing one-point function). However, we expect that it should be possible to
generalize the definition of the reduced Hawking mass to allow for more nontrivial
deformations of the CFT: if the bulk stress tensor falls of more slowly than o(Ω3), the
boundary stress tensor Tab receives additional contributions from matter counterterms.
Then the reduced Hawking mass can be modified by matter terms chosen to precisely
cancel these additional contributions to Tab. However, it is unclear whether or not such
a modification can be performed while preserving the crucial monotonicity property.
If the bound can be generalized in this way, however, then by deforming the CFT
one could explore RG flow of renormalized entanglement entropy. Indeed, in such a
case, it would potentially be possible to give the IMC flow itself an interpretation as a
geometrization of an RG flow.
Connections to Complexity. Recently, it has been conjectured that the com-
plexity of a holographic CFT state is dual to either the volume of a maximal-time slice
of the bulk or the spacetime volume of the Wheeler-deWitt patch of the bulk [44–50].
While we note that the latter proposal currently seems to be favored in the literature,
it is worth understanding in more detail the prominent role of the maximal-volume
time slice N used in constructing our bound. To that end, note that the bound (3.12)
essentially comes about from the equality
lim
τ→∞
eτ/2IH [Στ ] = IH [Σ0] +
∫ ∞
0
eτ/2
(
I˙H [Στ ] +
1
2
IH [Στ ]
)
dτ, (5.1)
followed by the observation that I˙H + IH/2 ≥ 0. But since I˙H + IH/2 can be written
as an integral over slices of the time slice N , the integral in (5.1) can be re-expressed
as an integral over the entire time slice N . One should therefore be able to bound
that term by an expression proportional to the volume of N to obtain a refined bound
between SrenB and EB. If, as per the early holographic complexity conjectures, we
interpret the volume of N as the complexity of the CFT state on B, then this refined
bound would also have an interpretation in field theoretic terms, and would nicely tie
together entanglement entropy, local energy, and complexity.
Quantum Energy Inequalities. Here, we have interpreted the bound (3.12) as
a bound on SrenB in terms of the weighted energy density EB. But one could equally
well interpret (3.12) as a bound on the expectation value of EB in terms of SrenB . In this
sense, our bound can be interpreted as a type of quantum energy inequality (QEI); that
is, a lower bound on the weighted energy density of a QFT (see e.g. [72] for a review).
However, note that in our case, the weighting function ω is fixed by the classical bulk
geometry, and therefore by the CFT state. In QEIs, on the other hand, one typically
desires the freedom to choose the weighting function arbitrarily. Nevertheless, deriving
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QEIs even for free fields is quite nontrivial, and therefore our bound can be thought of
as a first step towards deriving QEIs in holographic CFTs.
A Field Theoretic Derivation. While our bound was derived only for states of
holographic CFTs with Einstein gravity duals, in Section 4 we showed that the bound
in fact continues to hold under perturbative quantum corrections. It would therefore
be interesting to investigate whether a bound of the form (3.12) can be given a purely
field theoretic derivation, without the need for holography at all. That is, can it be
shown that for any region B of any CFT, the renormalized entropy density is bounded
from below by an appropriately weighted local energy density of B? When the energy
density everywhere in B has the same sign as SrenB , the answer is trivially “yes”: one
could simply take ω = SrenB /(〈ε〉Vol(B)) so that trivially 〈EB〉 = SrenB . The question
becomes less trivial when SrenB and 〈ε〉 have different signs somewhere in B.
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A Conformal Transformation of Extrinsic Curvatures
In this Appendix we useful results on the conformal transformation properties of extrin-
sic and geodesic curvatures. Let us therefore consider a hypersurface N of dimension n
embedded in a spacetime (M, gab) (here we allow N and M to have arbitrary dimension
and signature, as long as neither is degenerate). Define the extrinsic curvature of N to
be
Kabc = −hbdhce∇dhea, (A.1)
where hab is the induced metric on N and ∇a is the covariant derivative operator com-
patible with gab. We also remind the reader that K
a
bc only has components orthogonal
to N in its upper index and tangent to N in its lower two indices.
Under a conformal rescaling g˜ab = Ω
2gab, the induced metric on N transforms
as h˜ab = Ω
2hab, and therefore its extrinsic curvature is
K˜abc = −h˜ db h˜ ec ∇˜dh˜ ae = −hbdhce∇dhea − hbdhce
(
Cadfhe
f − Cfdehf a
)
, (A.2)
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where ∇˜a is the covariant derivative operator compatible with g˜ab, the tensor Cabc is the
difference ∇˜a −∇a between these two connections, and we recognized that h˜ ba = hab.
In terms of Ω, Cabc is given by (see e.g. Appendix D of [73])
Cabc = 2δ
a
(b∇c) ln Ω− gbc∇a ln Ω, (A.3)
so that we find that the extrinsic curvature transforms as
K˜abc = K
a
bc + hbc
(
gad − had)∇d ln Ω. (A.4)
It is then straightforward to see that the trace-free extrinsic curvature transforms ho-
mogeneously under conformal transformations:
K˜abc −
1
n
K˜ah˜bc = K
a
bc −
1
n
Kahbc, (A.5)
where Ka ≡ hbcKabc and likewise for K˜a.
Consider now two special cases. First, if N is codimension-one with unit normal na,
the upper index of Kabc only has a component in the single normal direction n
a. It is
thus customary to take the extrinsic curvature to be Kab = ncK
c
ab
12, in which case we
find (using n˜a = Ωna) that the corresponding trace-free extrinsic curvature transforms
as
K˜ab − 1
n
K˜h˜ab = Ω
(
Kab − 1
n
Khab
)
. (A.6)
Next, let N be a (one-dimensional) curve of signature  with unit tangent ua (that
is,  = u2 = ±1). Then the lower two indices of Kabc have components only in the
direction ua, and the trace Ka = Kabcu
buc is just the negative geodesic acceleration
of N : aa = −Ka. From (A.4) (and using u˜a = Ω−1 ua and hab = uaub) we find aa
transforms as
a˜a =
1
Ω2
[
aa − (gab − uaub)∇b ln Ω] . (A.7)
If M is two-dimensional, let na be the unit normal vector to N (which for nonzero aa
is given by na = aa/|a|); then the geodesic curvature of N is kg = naaa, which thus
transforms like
k˜g =
1
Ω
(kg − na∇a ln Ω) . (A.8)
Finally, we may use these conformal transformation properties to derive useful
properties of extremal surfaces in asymptotically locally AdS spacetimes. The first is
12Note that this definition is equivalent to the expression Kab = h
c
ah
d
b∇cnd more commonly seen
in the literature. By this convention, the mean curvature of the sphere in R3 is positive for outward-
pointing na.
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the well-known property that extremal surfaces intersect the boundary orthogonally;
the second constrains the asymptotic falloff of the extrinsic curvature; the third repro-
duces for convenience a result of [56].
Lemma 3. Any non-null extremal surface which intersects the conformal boundary of
an asymptotically locally AdS spacetime must be orthogonal to it.
Proof. Let N be a non-null extremal surface that intersects the conformal bound-
ary ∂M , and call the induced metric and extrinsic curvature of N hab and K
a
bc, re-
spectively. Consider a defining function Ω that conformally compactifies the geometry,
so that the rescaled metric g˜ab = Ω
2gab is regular at the conformal boundary ∂M .
By (A.4), we find that
K˜a ≡ h˜bcK˜abc =
n
Ω
(
g˜ab − h˜ab
)
∇˜bΩ, (A.9)
where n = dim(N) and we exploited the extremality condition Ka ≡ hbcKabc = 0. Now,
since N must be differentiable at ∂M13, K˜a must be regular there; since Ω|∂M = 0, this
implies that (
g˜ab − h˜ab
)
∇˜bΩ|∂M = 0. (A.10)
But ∇˜bΩ|∂M ∝ n˜b, where n˜a is the normal to the AdS boundary. Moreover, note that
the tensor (g˜ab − h˜ab) is just the projector onto the space orthogonal to N . Thus we
find that at the boundary, n˜a has no orthogonal component to N , implying that N is
normal to the boundary.
Lemma 4. Let N be a non-null extremal surface which intersects the conformal bound-
ary of an asymptotically locally AdS spacetime. If ∂N ⊂ ∂M is a conformally totally
geodesic surface (that is, if there exists a conformal frame in which the projection
of ∂NK˜abc to ∂M vanishes), then the components of the extrinsic curvature K
a
bc of N in
any orthonormal frame have asymptotic falloff
K µˆνˆρˆ = O(Ω2) (A.11)
for any defining function Ω.
Proof. If dim(N) = 1, then N is a geodesic and its extrinsic curvature vanishes identi-
cally; hence the falloff is obeyed trivially. Let us therefore consider dim(N) ≥ 2.
Consider a defining function Ω that conformally compactifies the geometry and
with respect to which ∂N is a totally geodesic surface; that is, g˜ab = Ω
2gab is regular
13This follows from the fact that since it is extremal, N obeys local equations determined by g˜ab
and Ω, which are both differentiable at the boundary.
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at ∂M and ∂N is a totally geodesic surface in ∂M . Next, on ∂N consider an arbitrary
unit14 vector field n˜a normal to ∂N and tangent to ∂M , and an additional arbitrary unit
vector field t˜a tangent to ∂N . By Lemma 3, N is orthogonal to ∂M , and therefore n˜a
is also normal to N . We may thus smoothly extended n˜a, t˜a to unit vector fields on N
in a neighborhood of ∂M by requiring that they remain orthogonal and tangent to N ,
respectively. (This extension is highly non-unique; it can be performed, for instance,
by parallel transport along an arbitrary family of curves on N .) Thus they give rise
to unit vector fields na = Ωn˜a, ta = Ωt˜a with respect to gab on N in a neighborhood
of ∂M .
Next, consider the components n˜at˜
bt˜cK˜abc of the extrinsic curvature of N with re-
spect to g˜ab; these are related to the extrinsic curvature of N with respect to gab
by (A.4):
n˜at˜
bt˜cK˜abc =
1
Ω
(
nat
btcKabc + n
a∇a ln Ω
)
, (A.12)
where  ≡ t2 = ±1, depending on the signature of ta. Now, on ∂N we have that
n˜at˜
bt˜cK˜abc|∂N = n˜at˜bt˜c ∂NK˜abc = 0, (A.13)
where the second equality is a consequence of the fact that ∂N is a totally geodesic sur-
face with respect to g˜ab. This implies that near the boundary, we must have n˜at˜
bt˜cK˜abc =
O(Ω). Comparing with (A.12), this in turn implies that
nat
btcKabc + n
a∇a ln Ω = O(Ω2). (A.14)
But since ta is arbitrary, this implies that
naK
a
bc = −hbc na∇a ln Ω +O(Ω2), (A.15)
where theO(Ω2) stands for a tensor whose orthonormal components areO(Ω2). Finally,
because N is extremal, we have that
0 = naK
a = −nna∇a ln Ω +O(Ω2), (A.16)
where as before, n = dim(N). Therefore
na∇a ln Ω = O(Ω2), (A.17)
and so we conclude that in fact
naK
a
bc = O(Ω2) (A.18)
for this choice of defining function Ω. But since na is an arbitrary unit vector normal
to N and since any two defining functions are related by an O(1) factor, this completes
the proof.
14Normalized vector fields dressed with tildes are normalized with respect to g˜ab.
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Lemma 5. Let Σ be a two-dimensional spacelike boundary-anchored extremal surface
in an asymptotically locally AdS spacetime (M, gab) with AdS scale `. As described in
Section 2.1, let Σ be the corresponding regulated surface cut off at Z = /`, where Z
is a Fefferman-Graham defining function. Then∫
∂Σ
kg = −L

+O(), (A.19)
where kg is the geodesic curvature of ∂Σ
 in Σ with respect to the outward-pointing
normal and L is the length of ∂Σ in the conformal frame defined by Z (and the natural
volume element on ∂Σ is understood).
Proof. The proof reproduces elements of that in [56]. We use the conformal trans-
formation (A.8) of the geodesic curvature kg to express it in terms of the geodesic
curvature k˜g of ∂Σ
 in the compactified geometry g˜ab = Z
2gab:
kg = Z
(
k˜g + n˜
a∇˜a lnZ
)
=
(
n˜a∇˜aZ + 
`
k˜g
)
, (A.20)
where n˜a is the unit outward-pointing normal to ∂Σ in the compactified geometry and
we have used the fact that on ∂Σ, Z = /`. With respect to g˜ab, the conformal bound-
ary ∂M is a totally geodesic surface; i.e., any curve on it has no geodesic acceleration
in the direction normal to the boundary. But k˜g is the component of the geodesic ac-
celeration of ∂Σ tangent to Σ, so since Σ intersects the boundary orthogonally (since
it is an extremal surface), we have that k˜g = O(). Also because Σ is orthogonal to the
boundary, we have that n˜a = −∇˜aZ/|∇˜Z|+O(2), and thus
n˜a∇˜aZ = −|∇˜Z|+O(2) = −1/`+O(2), (A.21)
where in the second equality we used the property (1.8). We therefore find that kg =
−1/` + O(2). Using the fact that the proper distance transforms as ds = Z−1d˜s =
(`/)d˜s, we thus find that ∫
∂Σ
kg ds = −L

+O(), (A.22)
which completes the proof.
B Regularity of the Reduced Hawking Mass
In this Appendix, we show that the reduced Hawking mass IH [Σ] is finite for any
boundary-anchored surface Σ, as long as the bulk stress tensor Tab falls off sufficiently
rapidly at infinity. To see this, first note that by using the Gauss-Codazzi equations
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and the Einstein equation (1.6), the Ricci curvature of Σ can be decomposed in terms
of the full stress tensor, the Weyl tensor of M , and the extrinsic curvature of N and Σ.
Using the fact that N is a maximal-volume surface (so NK = 0), the result is
ΣR = − 2
`2
− 2Cabcdnatbnctd + ΣK2 − ΣKab ΣKab
+
∣∣NKab∣∣2 − 2 ∣∣NKabnb∣∣2 + 8piGN (σabTab − 2
3
T
)
, (B.1)
where recall that ta and na are the unit normals to N and Σ (in N), respectively.
Plugging the above expression into (2.6), we obtain
IH [Σ] = 2
∫
Σ
(∣∣∣NK̂ab∣∣∣2 − 2 ∣∣∣NK̂abnb∣∣∣2 − ∣∣∣ΣK̂ab∣∣∣2)
− 4
∫
Σ
Cabcdn
atbnctd + 16piGN
∫
Σ
(
σabTab − 2
3
T
)
, (B.2)
where we have rewritten everything in terms of the trace-free extrinsic curvatures
NK̂ab ≡ NKab − 1
3
NKhab =
NKab, (B.3a)
ΣK̂ab ≡ ΣKab − 1
2
ΣKσab, (B.3b)
with the first equality holding because NK = 0. As an aside, note that when Σ is
extremal, inserting (B.2) into equation (2.7) produces an expression for A[Σ] analogous
to ones appearing in [74].
Now, consider a conformal frame g˜ab = Ω
2gab which is regular at ∂Σ ⊂ ∂M (such a
frame must exist, by definition 1). From (A.6) (and from the conformal transformation
properties t˜a = Ω−1ta, n˜a = Ω−1na), it is straightforward to see that the integral in (B.2)
containing the trace-free extrinsic curvatures is a conformal invariant. Likewise, the
integral containing the Weyl scalar is a conformal invariant as well. Thus each of those
integrals can be evaluated in the conformally compactified geometry g˜ab, and are thus
clearly finite. Similarly, the integral containing the stress tensor will be finite as well
as long as the stress tensor has the asymptotic falloff
σabTab − 2
3
T = O(Ω2). (B.4)
This condition will hold if the components of the stress tensor in any orthonormal
frame have an asymptotic falloff of Tµˆνˆ = O(Ω2). Thus under this assumption, we find
that IH [Σ] is finite (and generically nonzero) when evaluated on any boundary-anchored
surface Σ.
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In the special case where the bulk is pure AdS and Σ lies on a bulk moment of time
symmetry, we have that NKab, Cabcd, and Tab all vanish, in which case (B.2) reproduces
the expression (2.8) claimed in the main text.
C Time Evolution of Integrals
In this Appendix, we review generally how to compute the time evolution of geometric
integrals. Our approach here is a more formal version of the so-called calculus of moving
surfaces [75].
Consider a one-parameter family of n-dimensional surfaces Sτ in a Riemannian
manifold (these need not be IMC flow surfaces, and they may have arbitrary codimen-
sion). Let the induced metric, natural volume form, and extrinsic curvature of the Sτ
be σab, a1···an , and K
a
bc, respectively
15.
Next, let us introduce a flow field τa whose integral curves map the Sτ to one
another and which is normalized by the condition τa∇aτ = 1 (where we interpret τ as
a scalar over the family of surfaces). Then the rate of change of any geometric object
on the Sτ with respect to τ is given by a Lie derivative along τ
a. In particular, consider
an arbitrary integral
F =
∫
S
f (C.1)
for some n-form f on the Sτ . The τ -derivative of I is then given by
F˙ =
∫
S
£τ f , (C.2)
which using Cartan’s formula and Stokes’ theorem can be expressed as
F˙ =
∫
S
(ιτdf + d(ιτ f)) =
∫
S
ιτdf +
∫
∂S
ιτ f . (C.3)
Now, ιτdf is an n-form, and therefore its restriction to the tangent space of Sτ must
be proportional to . We thus write ιτdf = h + · · · for some scalar h, where · · ·
are terms whose projection onto Sτ vanishes. Contracting both sides with 
a1···an and
writing f = f for a scalar f , we find after some manipulation that
h = τ b⊥∇bf + (τ⊥)bKbf, (C.4)
15Our definition of Kabc is given in Appendix A, and recall that the natural volume form has the
property that a1···an
a1···an = n!, and thus that Dba1···an = 0, with Da the covariant derivative on
the Sτ . See e.g. Appendix B of [73] for details and conventions.
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where Ka ≡ σbcKabc and where τa⊥ is the component of τa normal to the Sτ : τa⊥ ≡
τa − σabτ b.
Likewise, the boundary term in F˙ can be simplified:
(ιτf)a1···an−1 = fτ
bba1···an−1 = fτ
b
‖ba1···an−1 (C.5a)
= f(vbτ
b
‖)
∂a1···an−1 , (C.5b)
where va is the outward-pointing unit normal to ∂S in S, ∂a1···an−1 is the natural volume
form on ∂S, and τa‖ is the component of τ
a tangent to Sτ : τ
a
‖ ≡ σabτ b. Putting these
results together, we find
F˙ =
∫
S
(τa⊥∇af + (τ⊥)aKaf) +
∫
∂S
vaτ
a
‖ f, (C.6)
where the natural volume form in each integral is understood. Roughly speaking, the
first term can be interpreted as the contribution to I˙ from a variation in f in the na
direction, the second as a contribution from the expansion or contraction of the Sτ as
they flow in the na direction, and the third as a contribution from any current through
the boundary of Sτ .
For the special case of IMC flow surfaces, we have that the Sτ are codimension-one
in N , and thus it is natural to write their mean curvature as K = naK
a, where na is
the unit normal to them. The IMC flow condition requires that τa⊥ = n
a/K, and thus
we obtain
F˙ =
∫
S
(
f˙ + f
)
+
∫
∂S
fvaτ
a
‖ , (C.7)
where f˙ ≡ (na/K)∇af . In the case where the S are compact and without boundary,
the boundary term above vanishes, and we recover equation (2.14) quoted in the main
text.
D IMC Flows in Pure AdS
In this Appendix we derive the half-plane pure AdS IMC flow (2.22). Working in the
Poincare´ coordinates of equation (2.21), the RT surface for the half-plane z = 0, x ≥ 0 is
the half-plane x = 0, z ≥ 0. By symmetry, the solution to the IMC flow equation (2.11)
will be a function of x and z only: τ = τ(x, z).
It is difficult to solve (2.10) exactly in full generality, so we look for perturbative
solutions about the RT surface. Specifically, we will look for a series solution in x:
τ(x, z) =
∞∑
n=1
τn(z)x
n. (D.1)
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Since we expect the flow surfaces to be anchored on the line x = 0, z = 0, τ must be
singular there, and therefore the coefficients τn(z) must be singular at z = 0
16.
Working order-by-order in x, we find that τ1(z) = 0, and that τ2(z) must obey
z
[
3τ ′2(z)
2 − 2τ2(z)τ ′′2 (z)
]
+ 4τ2(z)τ
′
2(z) + 8zτ2(z)
3 = 0. (D.2)
Searching for a singular solution to the above via a Frobenius series, we find the partic-
ular solution τ2(z) = 1/z
2. Continuing to solve (2.11) order-by-order, it is then possible
to obtain the series solution
τ(x, z) =
x2
z2
− 1
2
x4
z4
+
1
3
x6
z6
− 1
4
x8
z8
+ · · · , (D.3)
which can be resummed into
τ(x, z) = ln
(
1 +
x2
z2
)
, (D.4)
which solves (2.11) exactly. This is precisely the solution (2.22) invoked in the main
text.
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