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Abstrakt
V te´to pra´ci se zaby´va´m vy´vojem stochasticke´ obra´cene´ u´lohy pro magnetoteluric-
koumetodu v prˇı´padeˇ 1D/2D izotropnı´ a anizotropnı´ u´lohy a jejı´ aplikacı´ na synteticka´
a rea´lna´ data. Magnetoteluricka´ metoda je geoelektricka´ induktivnı´ metoda, ktera´ vy-
uzˇı´va´ jako zdroj indukce v Zemi variace prˇı´rodnı´ho elektromagneticke´ho pole, na
za´kladeˇ jejichzˇ zpracova´nı´ a interpretace doka´zˇe zjistit odpor horninove´ho prostrˇedı´ azˇ
do hloubek desı´tek kilometru˚. Obra´cena´ u´loha je vmagnetotelurice rˇesˇena s cı´lem urcˇit
skutecˇne´ rozlozˇenı´ elektricke´ho odporu pod povrchem Zemeˇ na za´kladeˇ povrchovy´ch
meˇrˇenı´. Beˇzˇne´ metody rˇesˇenı´ obra´cene´ u´lohy jsou zalozˇeny na optimalizaci modelu
prostrˇedı´ s omezenı´m na shodu mezi pozorovany´mi daty a modelovou odezvou. Na-
proti tomu stochasticke´ metody jsou zalozˇene´ na prohleda´va´nı´ prostoru parametru˚
a vybı´ra´nı´ modelu˚ na za´kladeˇ jejich pravdeˇpodobnosti, dı´ky cˇemuzˇ jsou vhodne´ pro
mnohadimenziona´lnı´ u´lohy, ktere´ nelze charakterizovat jednı´m vy´razny´m minimem.
Efektivnı´ cestou jak zmapovat velky´ prostor parametru˚ jsou simulace Monte Carlo,
pomocı´ nichzˇ lze efektivneˇ trˇı´dit prˇijatelne´ modely z hlediska pravdeˇpodobnosti. Vy´-
sledkem teˇchto simulacı´ je pravdeˇpodobnostnı´ popis jednotlivy´ch parametru˚, nikoli
jeden vy´sledny´ model.
Vzhledem k vy´hoda´m stochasticke´ u´lohy jsem vyvinul obra´cenou u´lohu zalozˇenou
na vzorkovacı´ metodeˇ DREAM, ktera´ byla specia´lneˇ rozvinuta pro mnohodimenzio-
na´lnı´ proble´my. Jedna´ se o adaptivnı´ algoritmus Monte Carlo s Markovovy´mi rˇeteˇzci,
ktery´ pouzˇı´va´ vı´ce soubeˇzˇneˇ beˇzˇı´cı´ch rˇeteˇzcu˚ a kombinuje neˇkolikere´ vzorkova´nı´ se
vzorkova´nı´m z minuly´ch stavu˚. Vzorkovacı´ metodu DREAM jsem nejprve zapracoval
do 1D izotropnı´/anizotropnı´ a na´sledneˇ i do 2D izotropnı´/anizotropnı´ magnetotelu-
ricke´ u´lohy a otestoval na synteticky´ch modelech.
V pru˚beˇhu vy´voje algoritmu jsem se u´cˇastnil cele´ rˇady novy´ch tere´nnı´ch expe-
rimentu˚, beˇhem nichzˇ jsem zı´skal, zpracoval a interpretoval nova´ magnetoteluricka´
data, na ktera´ jsem na´sledneˇ mohl stochastickou u´lohu aplikovat. Konkre´tnı´mi cı´li
byly tektonicke´ jednotky za´padocˇeske´ seismoaktivnı´ oblasti, vy´chodnı´ okraj Cˇeske´ho
masivu a okolı´ bradlove´ho pa´smav karpatske´ soustaveˇ. U synteticky´chmodelu˚ poda´va´
vyvinuty´ algoritmus celkoveˇ dobre´ vy´sledky. U 2D rea´lny´ch izotropnı´ch u´loh dosahuje
algoritmus horsˇı´ch vy´sledku˚ pouze v prˇı´padeˇ velke´ho mnozˇstvı´ parametru˚ (> 500).
V prˇı´padeˇ 2D anizotropnı´ch synteticky´ch i rea´lny´ch u´loh dosahuje algoritmus lepsˇı´ch
vy´sledku˚ nezˇ standardnı´ optimalizacˇnı´ algoritmy. Celkoveˇ vyvinuty´ algoritmus po-
da´va´ velmi dobre´ vy´sledky a prˇes vysoke´ vy´pocˇetnı´ na´roky je jeho prˇidanou hodnotou
pravdeˇpodobnostnı´ zmapova´nı´ prostoru rˇesˇenı´ a odhad jeho neurcˇitosti.
Abstract
In the thesis I deal with the development of a stochastic inversion procedure for the
magnetotelluric method in 1D/2D isotropic and anisotropic cases, and its application
to both synthetic and real data. The magnetotelluric method is a geoelectric inductive
technique that utilizes variations of naturally occurring electromagnetic fields as a
source of the electromagnetic induction for estimating the Earth’s subsurface resisti-
vity to depths of several tens of kilometres. The purpose of the inversion procedure is
to estimate a real distribution of the electrical resistivity in the Earth’s subsurface from
surface measurements. Common inversion procedures in magnetotellurics perform a
model optimization byminimizing themisfit between the data and themodel response.
Stochastic methods are based on the exploration of the model parameter space, and
they pick models according to their probability, which makes them effective for the
solution of high-dimensional problems which do not show a single pronounced mini-
mum of the target function. The effective ways of mapping the parameter space are
sampling algorithms based on Monte Carlo simulations which allow to sort models
according to their probability. Results of these methods are obtained in the form of a
fully probabilistic description of the parameters, and not in the form of a single model
like in the deterministic inversion procedures.
Due to thementioned advantages of the stochasticmethods, I developed a stochastic
inversion procedure using a sampling method DREAM, which was specially designed
for high-dimensional problems. DREAM can be classified as an adaptive Monte Carlo
Markov Chain algorithm. It runs multiple chains in parallel and combines a multi-try
samplingwith sampling from an archive of past states. I used at first DREAMalgorithm
in 1D isotropic/anisotropic case and lately for 2D isotropic/anisotropic problem and
tested the technique on synthetic models.
I attended a whole series of field experiments during the development of the in-
version procedure, where I measured, processed and interpreted new magnetotelluric
data, which I could use later for testing the stochastic inversion. The particular tar-
gets were tectonic structures in the West Bohemia seismo-active region, the eastern
termination of the Bohemian Massif and the vicinity of the Pieniny Klippen Belt in
the West Carpathians. The developed algorithm gives satisfactory results in 1D case,
as well as for synthetic 2D isotropic problems. The algorithm achieves worse results
in 2D real isotropic examples only in case of large number of parameters (> 500). In
case of 2D anisotropic problems, both synthetic and practical, the algorithm reaches
better results than the classical non-probabilistic procedures. The developed stochastic
algorithm gives overall satisfactory results and, despite its high computational costs,
it benefits from offering full probability maps of the solution space, and thus estimates
of the uncertainties of the solutions.
Obsah
1. Prˇehled znacˇenı´ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2. U´vod . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.1 Cı´l pra´ce . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3. Magnetoteluricka´ metoda . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.1 Fyzika´lnı´ principy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.2 Anizotropie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.3 Zı´ska´va´nı´ a zpracova´nı´ dat . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.4 Distorze, prostorova´ a smeˇrova´ analy´za . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .24
3.4.1 Distorze . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.4.2 Prostorova´ analy´za (dimenzionalita prostrˇedı´) . . . . . . . . . . . . . . . . . . . . . . . . . .27
3.4.3 Smeˇrova´ analy´za . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.5 Prˇı´ma´ u´loha . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.5.1 Anizotropnı´ odezva v 1D . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.5.2 Anizotropnı´ odezva ve 2D . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.6 Obra´cena´ u´loha . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4. Stochasticka´ obra´cena´ u´loha . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.1 Monte Carlo simulace . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.2 Monte Carlo simulace s Markovovy´mi rˇeteˇzci (MCMC) . . . . . . . . . . . . . . . . . . . . . . 41
4.3 Mnoharˇeteˇzcova´ metoda DE-MC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.4 Mnoharˇeteˇzcova´ metoda DREAM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.4.1 Varianta MT-DREAM(ZS) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.5 Apriornı´ informace . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
5. Realizace . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
6. Vy´sledky . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
6.1 Obra´cena´ u´loha v 1D . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
6.1.1 Synteticky´ test - anizotropnı´ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
6.2 Obra´cena´ u´loha ve 2D . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
6.2.1 Synteticky´ test - izotropnı´ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
6.2.2 Synteticky´ test - anizotropnı´ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
6.2.3 Rea´lna´ data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
6.2.3.1 U´klon maria´nsko-la´zenˇske´ho zlomu . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
6.2.3.2 U´klon bradlove´ho pa´sma . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
6.2.3.3 Geologicka´ stavba seismoaktivnı´ oblasti . . . . . . . . . . . . . . . . . . . . . . . . . 82
6.2.3.4 Geologicka´ stavba jihovy´chodnı´ho okraje Cˇeske´ho masivu . . . . . . 86
7. Diskuze . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
7.1 Synteticke´ modely . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
7.2 Rea´lna´ data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
8. Za´veˇr . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
9. Publikovane´ pra´ce . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
10. Pouzˇita´ literatura . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
1. Prˇehled znacˇenı´
A anizotropie
B magneticke´ pole [Tesla (T) = Vsm−2]
Bx , By, Bz magneticke´ komponenty v karte´zske´m sourˇadne´m syste´mu
d data
d pocˇet dat
D deviance
D1, D2, S1, S2 modifikovane´ impedance [V A−1]
e chyba
E elektricke´ pole [Vm−1]
Ex , Ey, Ez elektricke´ komponenty v karte´zske´m sourˇadne´m syste´mu
H magneticka´ intenzita [A m−1]
Hx , Hy, Hz slozˇky intenzity magneticke´ho pole v karte´zske´m syste´mu [A m−1]
j proudova´ hustota [A m−1]
L veˇrohodnostnı´ funkce
m model
N pocˇet rˇeteˇzcu˚
ND suma prˇes data
NM suma prˇes simulace
p pravdeˇpodobnost
pacc pravdeˇpodobnost prˇijetı´
p model (kap. 5)
R elementa´rnı´ rotace
Rx , Rz elementa´rnı´ rotace ve smeˇru x a z
S strˇih (shear)
T perioda [s]
T pootocˇenı´ (twist)
x stav rˇeteˇzce
X populace
x, y, z karte´zske´ sourˇadnice
Z impedance [V A−1 = Ω]
Z tenzor impedance [V A−1]
Zxx ,Zxy,Zyx ,Zyy komponenty tenzoru impedance
αS anizotropnı´ u´hel- strike [°]
αD anizotropnı´ u´hel- dip [°]
αL anizotropnı´ u´hel- slant [°]
γ de´lka skoku
δ pru˚nikova´ hloubka [m]
δ pocˇet pa´ru˚ rˇeteˇzcu˚ (kap. 4.4)
δN elektricky´ sˇum
µ, µ0 magneticka´ permeabilita [VsA−1 m−1 = H m−1]
µ pocˇet na´vrhu˚ v rˇeteˇzci (kap. 4.5)
ρ odpor [Ωm = VmA−1]
ρa zda´nlivy´ odpor [Ωm = VmA−1]
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σ vodivost [Sm−1 = AV−1 m−1]
σxx , σxy, σxz,
σyy, σyx , σyz,
σzz, σzy, σzz komponenty vodivostnı´ho tenzoru
σ vodivostnı´ tenzor [Sm−1 = AV−1 m−1]
Φ magnetoteluricka´ fa´ze [°]
Φxx ,Φxy,Φyx ,Φyy elementy fa´zove´ho tenzoru
ω u´hlova´ frekvence [s−1]
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2. U´vod
Magnetoteluricka´ metoda (MT) je geofyzika´lnı´ elektromagneticka´ metoda, ktera´
vyuzˇı´va´ variace prˇı´rodnı´ho elektromagneticke´ho pole Zemeˇ ke zjisˇt’ova´nı´ elektricke´ho
odporu v hloubka´ch od prvnı´ch stovek metru˚ po desı´tky kilometru˚. Proces vedoucı´ od
nameˇrˇeny´ch dat azˇ k za´veˇrecˇne´ geologicke´ interpretaci je komplexnı´ a ovlivneˇn faktem,
zˇe skutecˇnost se vzˇdy na´hodneˇ odlisˇuje od teoreticke´ho modelu u´lohy (rea´lne´ budı´cı´
pole je odlisˇne´ od teoreticke´ho; sondovane´ prostrˇedı´ neodpovı´da´ prˇesneˇ teoreticky´m
modelu˚m atd.) a take´ tı´m, zˇe data jsou prakticky vsˇude ovlivneˇna civilizacˇnı´m sˇumem.
Pouzˇitı´ statisticky´ch postupu˚ a metod je v du˚sledku toho nedı´lnou soucˇa´stı´ cele´ho pro-
cesu zpracova´nı´, analy´zy, modelova´nı´ a interpretace MT dat. Jizˇ samotne´ meˇrˇenı´ tak
probı´ha´ na jednom mı´steˇ co nejde´le tak, aby byl zı´ska´n reprezentativnı´ pocˇet opako-
vany´ch meˇrˇenı´ pro jedno mı´sto a jednu periodu (hloubku). Na´sledne´ zpracova´nı´ dat
vycha´zı´ z ru˚zny´ch statisticky´ch prˇı´stupu˚, pomocı´ ktery´ch se snazˇı´me o co nejobjektiv-
neˇjsˇı´ odhad prˇenosovy´ch funkcı´ a z nich vycha´zejı´cı´ch zda´nlivy´ch elektricky´ch odporu˚
a fa´zı´. Soucˇa´stı´ cele´ho procesu je i prˇı´ma´ u´loha (neza´visla´ na skutecˇny´ch podmı´nka´ch)
a obra´cena´ (inverznı´) u´loha, pomocı´ nı´zˇ se snazˇı´me urcˇit podstatne´ rysy skutecˇne´ho
rozlozˇenı´ elektricky´ch odporu˚ v zemi.
Zatı´mco prˇı´ma´ u´loha simuluje odezvu zna´me´ho modelove´ho syste´mu na zna´my´
modelovy´ vstupnı´ signa´l, pomocı´ obra´cene´ u´lohy se naopak snazˇı´me urcˇit z pozorova-
ny´chmeˇrˇenı´ parametry studovane´ho fyzika´lnı´ho syste´mu, poprˇ. parametry vstupnı´ho,
budı´cı´ho signa´lu. V geofyzice je obecneˇ obra´cena´ u´loha rˇesˇena s cı´lem urcˇit skutecˇne´
rozlozˇenı´ urcˇite´ho fyzika´lnı´ho parametru (naprˇ. elektricke´ho odporu, hustoty) pod
povrchem Zemeˇ na za´kladeˇ povrchovy´ch meˇrˇenı´ prˇı´slusˇny´ch fyzika´lnı´ch polı´. Pozoro-
vana´ data na povrchu (neprˇı´ma´ meˇrˇenı´) jsou totizˇ ovlivneˇna podpovrchovy´mi struk-
turami, ktery´mi meˇrˇeny´ signa´l procha´zı´ nebo jimizˇ je generova´n. Skutecˇne´ hodnoty
strukturnı´ch parametru˚, cˇi alesponˇ podstatne´ rysy podpovrchovy´ch struktur, lze pak
urcˇit pra´veˇ rˇesˇenı´m obra´cene´ u´lohy.
Kromeˇ velice omezene´ skupiny u´loh, kde rˇesˇenı´ obra´cene´ho proble´mu existuje v
prˇesne´ analyticke´ podobeˇ, jsou prakticky vsˇechny beˇzˇne´ metody rˇesˇenı´ obra´cene´ u´lohy
zalozˇeny na optimalizaci modelu prostrˇedı´ s vazebnı´ podmı´nkou, pozˇadujı´cı´ shodu
mezi pozorovany´mi daty a modelovou odezvou (rˇesˇenı´ cı´love´ funkce). V geoelektrˇineˇ
ma´me veˇtsˇinou co do cˇineˇnı´ se slabeˇ nelinea´rnı´mi u´lohami (vu˚cˇi elektricke´ vodivosti)
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a klasicke´ metody rˇesˇenı´ obra´ceny´ch u´loh jsou obvykle zalozˇene´ na iterativnı´ mini-
malizaci linearizovane´ cı´love´ funkce. Tato rˇesˇenı´ byla rozvinuta do velmi efektivnı´ch
algoritmu˚ rˇesˇenı´ obra´ceny´ch u´loh, a to i pro slozˇite´ 3D proble´my (naprˇ. Avdeed a
Avdeeva, 2009; Siripunvaraporn a Egbert, 2009; Egbert a Kelbert, 2012). Tyto optima-
lizacˇnı´ prˇı´stupy obtı´zˇneˇ mapujı´ nejednoznacˇnost inverznı´ch rˇesˇenı´. Nejistotu modelo-
vy´ch parametru˚, plynoucı´ z neprˇesnostı´ a chyb v experimenta´lnı´ch datech, odvozujı´
veˇtsˇinou z linearizovane´ aproximace cı´love´ funkce v okolı´ rˇesˇenı´ u´lohy.
S rozvojem vy´pocˇetnı´ techniky a zejme´na paralelnı´ch vy´pocˇtu˚ se znacˇneˇ rozsˇı´rˇila
mozˇnost pouzˇitı´ druhe´ skupiny metod zalozˇene´ na stochasticke´m prˇı´stupu. Stochas-
ticke´ metody jsou zalozˇene´ na prohleda´va´nı´ prostoru parametru˚ a vybı´ra´nı´ modelu˚ na
za´kladeˇ jejich pravdeˇpodobnosti, meˇrˇene´ pomocı´ exponencia´ly cı´love´ funkce inverznı´
u´lohy.
Mapova´nı´ prostoru parametru˚ lze v ra´mci stochasticky´ch metod prova´deˇt dveˇma
zpu˚soby. Prvnı´metodou je globa´lnı´ optimalizace, ktera´ se snazˇı´ najı´t globa´lnı´ minimum
funkce pomocı´ generova´nı´ velke´ho mnozˇstvı´ modelu˚ a zmapovat tak populaci prˇija-
telny´ch struktur, ktere´ jsou charakterizova´ny dostatecˇneˇ vysokou pravdeˇpodobnostı´
(naprˇ. Senn a Stoffa, 1995). U teˇchto metod je vsˇak velmi omezene´ pravdeˇpodobnostnı´
trˇı´deˇnı´. Druhou skupinou jsou metody Monte Carlo, pomocı´ ktery´ch se inverznı´ algo-
ritmus snazˇı´ pravdeˇpodobnostneˇ zmapovat prostor rˇesˇenı´ za uzˇitı´ velke´ho mnozˇstvı´
simulacı´. Na rozdı´l od globa´lnı´ optimalizace vsˇak doka´zˇı´ tyto metody efektivneˇ trˇı´dit
prˇijatelne´ modely z hlediska pravdeˇpodobnosti (naprˇ. Senn a Stoffa, 1995; Grandis et
al., 1999). Vy´sledkem teˇchto metod je pravdeˇpodobnostnı´ popis cele´ho souboru mo-
delu˚ i jednotlivy´ch parametru˚, nikoli jeden vy´sledny´ model. Obecneˇ si stochasticke´
metody oproti klasicky´mmetoda´m le´pe poradı´ s multimoda´lnı´mi u´lohami, ktere´ nelze
charakterizovat jednı´m vy´razny´m minimem.
Zı´skana´ a zpracovana´ data, ktera´ modelujeme pomocı´ obra´cene´ u´lohy, mohou by´t
zpu˚sobena bud’ izotropnı´mi strukturami, tzn. elektricky´ odpor je v ru˚zny´ch smeˇrech
stejny´ nebo anizotropnı´mi strukturami, kdy se elektricky´ odpor v ru˚zny´ch smeˇrech
chova´ odlisˇneˇ. Na rozdı´l od beˇzˇne´, mikroskopicke´ anizotropie, se v MT veˇtsˇinou pra-
cuje s anizotropiı´ cely´ch horninovy´ch bloku˚ (angl. bulk anisotropy), ktera´ je projevem
nehomogenity izotropnı´ch materia´lu˚, ktera´ vsˇak nenı´ detailneˇ rozpozna´na v du˚sledku
omezene´ rozlisˇovacı´ schopnosti elektromagneticke´ vlny. MT data jsou velmi na´chylna´
k ovlivneˇnı´ anizotropnı´mi strukturami, zejme´na zmeˇnami jejı´ hloubky cˇi vzda´lenostı´
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od bodu meˇrˇenı´, dı´ky cˇemuzˇ je inverze takovy´ch dat slozˇita´ a lokalizace globa´lnı´ho
minima obtı´zˇna´. Anizotropie vsˇak mu˚zˇe poskytnout zcela unika´tnı´ u´daje o geoche-
micke´m nebo strukturnı´m slozˇenı´ hornin (Wannamaker, 2005). Stochasticke´ inverznı´
metody jsou tak dı´ky sve´mu pravdeˇpodobnostnı´mu prˇı´stupu, ktery´m lze zhodnotit ne-
jednoznacˇnost dane´ u´lohy, vhodny´m na´strojem pro slozˇite´ modelova´nı´ anizotropnı´ch
struktur.
Z vy´sˇe uvedeny´ch du˚vodu˚ jsem vyvinul stochasticky´ inverznı´ algoritmus pro 1D a
2D anizotropnı´ magnetotelurickou obra´cenou u´lohu vyuzˇı´vajı´cı´ pokrocˇilou vzorkovacı´
metodu DREAM (Laloy a Vrugt, 2012; Vrugt, 2016). Ta vykazuje vy´bornou vzorkovacı´
efektivitu u komplexnı´ch, mnohadimenziona´lnı´ch a multimoda´lnı´ch u´loh, k tomu je
zcela paralelizovana´ a snizˇuje tak na´roky na vy´pocˇetnı´ cˇas. Vyvinuty´ program se sice
vyznacˇuje delsˇı´m vy´pocˇetnı´m cˇasem oproti klasicky´m inverznı´m u´loha´m, avsˇak na
rozdı´l od nich efektivneˇ mapuje rˇesˇenı´ u´lohy spolu s jeho neprˇesnostmi a poskytuje tak
u´plneˇjsˇı´ rˇesˇenı´.
V pru˚beˇhu vy´voje uvedene´ho programu jsem inicioval, cˇi se u´cˇastnil cele´ rˇady
novy´ch magnetoteluricky´ch tere´nnı´ch experimentu˚, jejichzˇ vy´sledky byly z velke´ cˇa´sti
ovlivneˇny civilizacˇnı´m sˇumem. Dı´ky tomu jsem musel pocˇı´tat s omezenou informacˇnı´
hodnotou standardnı´ intepretace dat, a i proto bylo zajı´mave´ aplikovat na takova´ data
stochastickou obra´cenou u´lohu, kterou lze vyhodnotit nejistotu odhadu dane´ho rˇesˇenı´.
2.1 Cı´l pra´ce
Obsah pra´ce lze rozdeˇlit na dveˇ cˇa´sti – praktickou a teoretickou.
Prvnı´ fa´zı´ me´ disertacˇnı´ pra´ce byla prakticka´ cˇa´st, beˇhem ktere´ jsem se veˇnoval
tere´nnı´m experimentu˚m s ru˚zny´mi geologicky´mi cı´li. Kromeˇ rˇesˇenı´ teˇchto u´loh pomocı´
klasicky´ch inverznı´ch algoritmu˚ jsem ve snaze o u´plneˇjsˇı´ interpretaci prˇistoupil take´ k
pouzˇitı´ stochasticke´ inverznı´ metodologie.
Druhou fa´zı´ pra´ce, teoretickou, byla programova´ realizace stochasticke´ izotropnı´ a
anizotropnı´ obra´cene´ u´lohy pro 1D a 2D prˇı´pad a jejı´ na´sledna´ aplikace na synteticka´ a
rea´lna´ data. Prvnı´m krokem zde bylo najı´t vhodny´ vzorkovacı´ algoritmus typu Monte
Carlo, ktery´ by efektivneˇmapoval prostor rˇesˇenı´, pracoval s dostatecˇnou rychlostı´ a po-
radil si i s vysoky´m pocˇtem parametru˚ a multimoda´lnı´mi distribucemi v anizotropnı´ch
u´loha´ch.
Metoda Monte Carlo slouzˇı´ ke zjisˇteˇnı´ nejistoty dane´ u´lohy na za´kladeˇ na´hodne´ho
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vzorkova´nı´ z pocˇa´tecˇnı´ definovane´ distribuce a na´sledne´ statisticke´ analy´zy vy´sledku.
Tı´mto zpu˚sobem lze efektivneˇ zmapovat prostor rˇesˇenı´, ovsˇem k jeho dokonale´mu
zmapova´nı´ je nutny´ velky´ pocˇet simulacı´. V prˇı´padeˇ obra´cene´ u´lohy zalozˇene´ pra´veˇ
na prohleda´va´nı´ prostoru pomocı´ simulacı´ Monte Carlo, je nutne´, aby byl vzorkovacı´
algoritmus z numericke´ho hlediska co nejrychlejsˇı´ a nejefektivneˇjsˇı´.
Stochasticke´ obra´cene´ u´lohy zalozˇene´ na simulacı´ch Monte Carlo byly v magneto-
telurice jizˇ u´speˇsˇneˇ pouzˇity pro 1D u´lohu (naprˇ. Tarits et al. 1994; Grandis et al. 1999,
2002; Khan et al. 2006; Chen et al. 2007; Guo et al. 2011) i pro 2D u´lohu (Chen et al.
2012). Efektivita teˇchto u´loh je u´zce spjata s vy´konnostı´ vzorkovacı´ho algoritmu. Z
toho du˚vodu jsem zvolil vzorkovacı´ metodu DREAM (Laloy and Vrugt, 2012; Vrugt,
2016), ktera´ se rˇadı´ mezi adaptivnı´ MCMC algoritmy a pouzˇı´va´ vı´ce paralelneˇ beˇzˇı´cı´ch
rˇeteˇzcu˚. Tato pokrocˇila´ vzorkovacı´ metoda byla jizˇ pouzˇita i pro 2Dmagnetotelurickou
obra´cenou u´lohu (Carbalaj et al., 2014), nikdy vsˇak v prˇı´padeˇ mnohadimenziona´lnı´ho
anizotropnı´ho prˇı´padu.
Po dokoncˇenı´ vy´voje algoritmu stochasticke´ anizotropnı´ obra´cene´ u´lohy byla cı´lem
jeho aplikace na synteticka´ i prakticka´ data a porovna´nı´ jeho vy´sledku˚ s ”klasicky´mi“
inverznı´mi metodami.
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3. Magnetoteluricka´ metoda
Magnetoteluricka´ metoda (MT) je pasivnı´ elektromagnetickou metodou, ktera´ vy-
uzˇı´va´ jako zdroj indukce v zemske´m teˇlese variace prˇı´rodnı´ho geomagneticke´ho pole.
Hloubkovy´ dosah je spojen smeˇrˇenou periodou variacı´ - cˇı´m delsˇı´ periody se registrujı´,
tı´m veˇtsˇı´ je hloubkovy´ dosah metody. Dı´ky prˇı´rodnı´mu zdroji indukce nenı´ metoda za´-
visla´ na umeˇle buzene´m poli jako v prˇı´padeˇ veˇtsˇiny aplikovany´ch geoelektricky´ch
metod, s nimizˇ ma´ spolecˇny´ pouze zjisˇt’ovany´ parametr - elektrickou vodivost. Cı´lem
MTmetody je zjisˇteˇnı´ odporovy´ch pomeˇru˚ zhruba od prvnı´ch desı´tekmetru˚ po desı´tky
kilometru˚, cozˇ odpovı´da´ standardneˇ meˇrˇene´mu rozpeˇtı´ period 10−4 - 105 s (Simpson a
Bahr, 2005).
MTmetoda pracuje na principu indukce, tzn. je citliva´ zejme´na na vodive´ struktury.
Dı´ky sve´mu neobycˇejne´mu hloubkove´mu dosahu, ktery´ lze srovna´vat pouze se seis-
micky´mi metodami, se vyuzˇı´va´ hlavneˇ pro pru˚zkum korovy´ch azˇ svrchneˇpla´sˇt’ovy´ch
struktur. Jedna´ se zejme´na o vodive´ zo´ny spjate´ s fluidy v zemske´ ku˚rˇe (Wannama-
ker et al., 1989; Jones a Dumas, 1993; Unsworth et al., 1997), grafitizovane´ zo´ny na
by´valy´ch subdukcˇnı´ch a strˇizˇny´ch zo´na´ch cˇi zlomech (Jones 1993; Naganjaneyulu a
Santosh, 2010; Robertson et al., 2015), mı´sta se zvy´sˇeny´m tepelny´m tokem (Volpi et
al., 1993; Bertrand et al., 2013; Amatyakul et al., 2015) nebo o cˇisteˇ geologicke´ cı´le jako
jsou vodive´ sedimenta´rnı´ pa´nve proti nevodivy´mmetamorfnı´m a vyvrˇely´m hornina´m
(Abdelfettah et al., 2016). V neposlednı´ rˇadeˇ se MT metoda vyuzˇı´va´ sta´le cˇasteˇji na
vy´zkum vulka´nu˚ a distribuci magmatu pod povrchem (Diaz et al., 2012; Hill et al.,
2009, 2015).
3.1 Fyzika´lnı´ principy
Pocˇa´tky MT metody spadajı´ do padesa´ty´ch let minule´ho stoletı´, kdy jejı´ principy
objevili a da´le rozvı´jeli prˇedevsˇı´m Tichonov (1950) a Cagniard (1953). Ti prˇisˇli na to,
zˇe pokud budou soucˇasneˇ registrovat magneticke´ a teluricke´ variace na jednom mı´steˇ,
mohou jejich pomeˇr vyja´drˇit takovy´m zpu˚sobem, zˇe prˇi pevne´m elektricke´m odporu
charakterizuje pru˚nikovou hloubku elektromagneticke´ vlny v Zemi. Prodluzˇova´nı´m
spektra period MT sonda´zˇı´ tak lze proniknout do veˇtsˇı´ch hloubek. Samotnou pru˚niko-
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vou hloubku pro homogennı´ poloprostor lze vyja´drˇit jako (Chave a Jones, 2012):
δ(ω) =
√︄
2
ωµσ
. (3.1)
Dosazenı´m konstant, lze rovnici (3.1) zjednodusˇit na:
δ = 503
√︁
T ρ , (3.2)
kde δ vyjadrˇuje pru˚nikovou hloubku v metrech, T je perioda v sekunda´ch a ρ je elek-
tricky´ odpor v Ω.m. V pru˚nikove´ hloubce δ je elektromagneticka´ vlna utlumena na e−1
jejı´ amplitudy na povrchu Zemeˇ.
Standardneˇ vyuzˇı´vana´ elektromagneticka´ pole vMTmetodeˇmajı´ periodyv rozmezı´
10−4 azˇ 105 s. Nahradı´me-li odpor ku˚ry a svrchnı´ho pla´sˇteˇ naprˇ. hodnotou 100 Ω.m,
pru˚nikova´ hloubka se bude pohybovat cca od 50 m po prvnı´ stovky km.
MT metoda pracuje s modelem rovinne´ vlny (Simpson a Bahr, 2005). Zdroj vlneˇnı´
uvazˇujeme v takove´m prˇı´padeˇ ve velke´ vzda´lenosti od meˇrˇene´ho bodu (polomeˇr ku-
love´ plochy je prˇı´lisˇ velky´), a proto mu˚zˇeme kulovou vlnoplochu nahradit rovinnou
vlnoplochou rovnobeˇzˇnou s povrchem Zemeˇ. Tato rovinna´ vlna se da´le sˇı´rˇı´ zemı´, kde
indukuje elektricka´ a magneticka´ pole. Pokud by prima´rnı´ pole nemeˇlo vlnoplochy
rovnobeˇzˇne´ s povrchem Zemeˇ (vzda´leny´ zdroj), je velky´ kontrast vodivostı´ mezi vzdu-
chem (prakticky dokonaly´ izolant) a zemı´ (relativneˇ velmi dobry´ vodicˇ) du˚vodem, zˇe
vlna v Zemi se zalomı´ ve vodicˇi prakticky kolmo k povrchu (Leontovicˇova impedancˇnı´
podmı´nka) a v zemi se tak opeˇt bude sˇı´rˇit rovinna´ vlna (Landau et al., 1982).
Zdrojemregistrovany´chprˇı´rodnı´chvariacı´ jsouprˇedevsˇı´m jevy souvisejı´cı´ s interakcı´
slunecˇnı´ho veˇtru se zemskou magnetosfe´rou a ionosfe´ricke´ a meteorologicke´ jevy jako
jsou tropicke´ bourˇe (obr. 1).
V MT metodeˇ se registrujı´ vza´jemneˇ kolme´ horizonta´lnı´ variace elektricke´, (E), a
magneticke´, (B), slozˇkypole napovrchuZemeˇ. Jejichpomeˇr se oznacˇuje jako impedance
Z a obecneˇ ho lze vyja´drˇit jako (Simpson a Bahr, 2005):
E = ZB/µ0 nebo ⎛⎜⎝
Ex
Ey
⎞⎟⎠ = ⎛⎜⎝
Zxx Zxy
Zyx Zyy
⎞⎟⎠ ⎛⎜⎝
Bx/µ0
By/µ0
⎞⎟⎠ , (3.3)
kde µ0 vyjadrˇuje hodnotu magneticke´ permeability ve vakuu (µ0 = 4π × 10−7 Hm−1).
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Obr. 1. Prˇirozene´ spektrum amplitud geomagneticky´ch variacı´ jako funkce frekvence.
MT metoda vyuzˇı´va´ frekvence v rozmezı´ od 104 po 10−5 Hz.
Zdroj: Constable, C., Geomagnetic temporal spectrum for Encyclopedia of Geomagnetism and
Paleomagnetism, July 7, 2005
Tenzor Z obsahuje nejenom informace o vodivostnı´m rozlozˇenı´, ale i o dimenzio-
naliteˇ prostrˇedı´ cˇi vy´znacˇny´ch smeˇrech uvnitrˇ struktury.
V prˇı´padeˇ jednorozmeˇrne´homodelu prostrˇedı´, kdy semeˇnı´ vodivost pouze s hloub-
kou, lze tenzor Z vyja´drˇit pomocı´ skala´rnı´ impedance Z :
E = ZB/µ0 . (3.4)
V takove´m prˇı´padeˇ jsou diagona´lnı´ komponenty tenzoru impedance Zxx a Zyy vzˇdy
nulove´ a nediagona´lnı´ komponenty jsou azˇ na zname´nko rovny.
V prˇı´padeˇ 2-D modelu se meˇnı´ vodivost vedle hloubky take´ v jednom horizonta´l-
nı´m smeˇru. Pokud uvazˇujeme prˇı´pad, kdy je regiona´lnı´ smeˇr nehomogenity kolmy´
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k dopadajı´cı´ rovineˇ EM vlny, rovnice pole se rozdeˇlı´ na dva oddeˇlene´ mo´dy. Zxy se
nazy´va´ transverza´lnı´ elektricky´ (TE) mo´d a Zyx transverza´lnı´ magneticky´ (TM) mo´d.
Ve smyslu komponent elektromagneticke´ho pole Ex , By, a Bz lze vyja´drˇit TE mo´d jako:
∂Ex
∂y
=
∂Bz
∂t
= iωBz
∂Ex
∂z
=
∂By
∂t
= −iωBy
∂Bz
∂y
− ∂By
∂z
= µσEx
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
E-polarisation. (3.5)
A TMmo´d jako:
∂Bx
∂y
= µ0σEz
−∂Bx
∂z
= µ0σEy
∂Ez
∂y
− ∂Ey
∂z
= iωBx
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
B-polarisation. (3.6)
Vprˇı´padeˇ TEmo´du oznacˇovane´ho jako E-polarizace (obr. 2) tecˇou elektricke´ proudy
paralelneˇ s regiona´lnı´m smeˇrem homogenity (ve smeˇru x). Protozˇe proudy ve smeˇru
Ex neprˇecha´zejı´ prˇes vodivostnı´ kontrast, nedocha´zı´ k zˇa´dne´ akumulaci na´boje na
rozhranı´. Vodivostnı´ kontrast vsˇak mu˚zˇe by´t pozorova´n, protozˇe proudy jsou vy´razneˇ
vysˇsˇı´ ve vodicˇi (σ1 > σ2), dı´ky cˇemuzˇ docha´zı´ k na´ru˚stu magneticke´ho pole ve smeˇru
By a Bz.
Obr. 2. Jednoduchy´ 2D model vysveˇtlujı´cı´ TE mo´d (E-polarizaci) a TM mo´d
(B-polarizaci).
Zdroj: Simpson, F., Bahr, K., Practical Magnetotellurics. Cambridge University Press, 2005.
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V TM mo´du (B-polarizaci), kde je elektricke´ pole Ey kolme´ k regiona´lnı´mu smeˇru
homogenity (obr. 2), ukazuje magneticke´ pole Bx ve smeˇru homogenity zatı´mco kom-
ponenta Bz je nulova´. Vzhledem k interakci elektricky´ch komponent Ey a Ez docha´zı´ k
akumulaci na´boje nebo k vychy´lenı´ elektricky´ch silocˇar v blı´zkosti hranice mezi obeˇma
vodivy´mi strukturami. Proudova´ hustota j je na rozhranı´ prˇesneˇ rovna jy1 = jy2.
Ve 3-D modelu se vodivost meˇnı´ s hloubkou i v obou horizonta´lnı´ch smeˇrech. Dı´ky
tomu je v tomto prˇı´padeˇ situace nejslozˇiteˇjsˇı´ (Simpson a Bahr, 2005).
Fyzika´lnı´m parametrem, ktery´ prˇı´mo pomocı´ MT metody zjisˇt’ujeme, je zda´nlivy´
odpor. Ten lze vyja´drˇit jako odpor homogennı´ho poloprostoru (Simpson a Bahr, 2005):
ρa(ω) = |Z(ω)|2/ωµ0 . (3.7)
Protozˇe impedance Z je komplexnı´ cˇı´slo, lze vyja´drˇit i jejı´ fa´zi. Ta je po zda´nlive´m
odporu druhy´m zjisˇt’ovany´m parametrem a vyjadrˇuje vza´jemny´ posun fa´ze mezi elek-
trickou a magnetickou slozˇkou pole, ktery´ zpu˚sobujı´ vodivostnı´ gradienty v zemi. Fa´zi
impedance jedno-dimenziona´lnı´ho zvrstvene´ho poloprostoru lze vyja´drˇit jako (Simp-
son a Bahr, 2005):
Φ1−D = arctg(µ0Ex/By) . (3.8)
3.2 Anizotropie
Elektricka´ anizotropie seprojevuje ru˚zny´mi elektricky´miodporyv ru˚zny´ch smeˇrech.
Anizotropie vMTmetodeˇ mu˚zˇe mı´t mikroskopicky´ pu˚vod (preferovanou orientaci mi-
nera´lnı´ch zrn) nebo mu˚zˇe by´t zpu˚sobena makroskopicky´mi efekty dı´ky neschopnosti
elektromagneticky´ch metod odhalit orientovane´ struktury mensˇı´ nezˇ indukcˇnı´ objem
elektromagneticke´ vlny. Anizotropie je v ru˚zny´ch hloubka´ch zpu˚sobena prˇedevsˇı´m
preferovanou orientacı´ zrn, porozitou, zvodneˇnı´m, grafiticky´mi zo´nami nebo litologiı´
vrstev (Martı´, 2014).
V anizotropnı´m prostrˇedı´ je elektricka´ vodivost reprezentova´na 3D tenzorem dru-
he´ho rˇa´du σ. Ten je definova´n 3D tvarem Ohmova za´kona (Chave a Jones, 2012):
J = σ • E , (3.9)
ktery´ vyjadrˇuje linea´rnı´ vztah intenzity elektricke´ho pole E do proudove´ hustoty J v
jake´mkoli mı´steˇ v dane´mmateria´lu cˇi prostrˇedı´. V jake´mkoli bodeˇ (x, y, z) v karte´zske´m
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sourˇadne´m syste´mu ma´ vodivostnı´ tenzor tvar:
σ(x, y, z) =
⎡⎢⎢⎢⎢⎢⎢⎣
σxx σxy σxz
σyx σyy σyz
σzx σzy σzz
⎤⎥⎥⎥⎥⎥⎥⎦ , (3.10)
kde xmı´rˇı´ k severu, y k vy´chodu a z dolu˚. Nediagona´lnı´ komponenty tenzoru vyjadrˇujı´
odchylky hlavnı´ch os anizotropie od os karte´zske´ho sourˇadne´ho syste´mu (Martı´, 2014).
Vodivostnı´ tenzor ma´ dveˇ du˚lezˇite´ vlastnosti:
(1) Jedna´ se o pozitivneˇ definitnı´ matici pro vsˇechny nenulove´ vektory z s rea´lny´m
vstupem. Dı´ky tomu specificka´ rozptylova´ energie ½
#»
E ∗ · σ · #»E nenı´ nikdy negativnı´
(Weidelt, 1999). Vy´sledny´ produkt je nulovy´ pouze ve vzduchu, kde uvazˇujeme, zˇe
jsou vsˇechny komponenty tenzoru rovne´ nule.
(2) Je symetricky´ (Dekker a Hastie, 1980).
Symetrickou matici lze vzˇdy diagonalizovat rotacı´ (unita´rnı´ matice/transformace).
Matici rotace lze pak faktorizovat jako posloupnost trˇı´ elementa´rnı´ch Eulerovy´ch rotacı´
a zı´skat tak hlavnı´ smeˇry: strike, dip a slant (αS okolo osy z, αD okolo osy x‘ a αL okolo
osy z“). Vodivostnı´ tenzor σ
′
lze ve vy´sledku charakterizovat sˇesti parametry: trˇemi
komponentami elektricke´ vodivosti pode´l hlavnı´ch smeˇru˚ a trˇemi u´hly:
σ
′(x, y, z) = R · σ · RT
⎡⎢⎢⎢⎢⎢⎢⎣
σx 0 0
0 σy 0
0 0 σz
⎤⎥⎥⎥⎥⎥⎥⎦ , (3.11)
kde R je rotacˇnı´ matice vyply´vajı´cı´ ze trˇı´ za´kladnı´ch rotacı´.
Pro Eulerovy u´hly se v MT uzˇı´va´ konvence Z − X − Z (Goldstein et al., 2001), podle
ktere´ lze 3D rotaci vyja´drˇit jako:
R3D = R3D(αS,αD,αL) = Rz(αL)Rx(αD)Rz(αS) . (3.12)
A samotne´ elementa´rnı´ rotace jsou da´ny maticemi:
Rx(α) =
⎛⎜⎜⎜⎝
1 0 0
1 cosα sinα
1 − sinα cosα
⎞⎟⎟⎟⎠ , Rz(α) =
⎛⎜⎜⎜⎝
cosα sinα 0
− sinα cosα 0
0 0 1
⎞⎟⎟⎟⎠ . (3.13)
V za´vislosti na ru˚zne´m pocˇtu vodivostnı´ch hodnot v hlavnı´ch smeˇrech, lze rozlisˇit
anizotropii biaxia´lnı´ (nebo triaxia´lnı´σx ≠ σy ≠ σz) nebouniaxia´lnı´ (σx =σy,σx =σz nebo
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σy = σz). Z hlediska geometrie (podle Li 2002) lze mı´t azimuta´lnı´ (nebo horizonta´lnı´)
anizotropii, kdy je nenulovy´ pouze u´hel αS; sklonovou anizotropii, u ktere´ je nenulovy´
pouze u´hel αD; nebo vertika´lnı´ (nebo transverza´lnı´) anizotropii, kdy jsou vsˇechny u´hly
nulove´ a tenzor je diagona´lnı´ v sourˇadne´m syste´mu, ve ktere´m probı´ha´ meˇrˇenı´ (Martı´,
2014). Prˇehled viz obr. 3.
Obr. 3. Prˇehled typu˚ anizotropie v za´vislosti na ru˚zny´ch hodnota´ch vodivosti a
geometrii.
Zdroj: Martı´, A. (2014) The Role of Electrical Anisotropy in Magnetotelluric Responses: From
Modelling and Dimensionality Analysis to Inversion and Interpretation. Survey in
Geophysics 35, 179-218.
Standardneˇ se MT inverze pro anizotropnı´ elektricky´ odpor prova´dı´ v prostoru
promeˇnny´ch, ktery´ odpovı´da´ fyzika´lneˇ na´zorny´m parametru˚m anizotropie – tzn. (lo-
garitmicky´m) elektricky´m odporu˚m a anizotropnı´m smeˇru˚m (Eulerovy´m u´hlu˚m). Ka-
zˇdou odporovou bunˇku tak mu˚zˇeme popsat nejenom trˇemi odporovy´mi hodnotami
(ve smeˇrech x, y, z), ale te´zˇ trˇemi anizotropnı´mi u´hly (αS, αD, αL). Pocˇet u´hlu˚ pocho-
pitelneˇ kolı´sa´ v za´vislosti na zvolene´m typu anizotropie. Tento zpu˚sob parametrizace
vsˇak nemusı´ by´t zcela vhodny´ v urcˇity´ch situacı´ch, protozˇe neˇktere´ anizotropnı´ modely
vykazujı´ singularity v du˚sledku velmi nı´zke´ citlivosti vu˚cˇi neˇktery´m z anizotropnı´ch
smeˇru˚.
Necitlivost vu˚cˇi anizotropnı´m parametru˚m mu˚zˇe by´t zpu˚sobena fyzika´lneˇ. V tako-
ve´m prˇı´padeˇ je neodstranitelna´ jaky´mkoli zpu˚sobem parametrizace (naprˇ. nerozlisˇitel-
nost vertika´lnı´ho odporu ve zvrstvene´mprostrˇedı´). Druhoumozˇnostı´ je vsˇak nevhodna´
parametrizace tenzoru vodivosti.
Elektricka´ vodivost (elektricky´ odpor) vystupuje vparcia´lnı´chdiferencia´lnı´ch rovni-
cı´ch pro magnetoteluricke´ pole v anizotropnı´m prostrˇedı´ ve formeˇ komponent tenzoru
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elektricke´ vodivosti:
σ =
⎛⎜⎜⎜⎝
σxx σxy σxz
σyx σyy σyz
σzx σzy σzz
⎞⎟⎟⎟⎠ , (3.14)
ktery´ je ve vodivy´ch dome´na´ch symetricky´ a pozitivneˇ definitnı´ (SPD). Dı´ky symetrii
tenzoru vodivosti stacˇı´ pro jeho u´plny´ popis vyuzˇı´t pouze sˇest komponent, lezˇı´cı´ch na
diagona´le a nad diagona´lou matice vodivosti. Zbytek se jizˇ snadno doplnı´ na za´kladeˇ
symetrie.
Obra´cenou u´lohu v izotropnı´m prˇı´padeˇ rˇesˇı´me beˇzˇneˇ pro logaritmus vodivosti
(odporu), cozˇ je vhodne´ pro velicˇiny s rozsahem hodnot prˇes neˇkolik rˇa´du˚, a navı´c na´m
logaritmus zajisˇt’uje, zˇe vodivost bude vzˇdy kladna´.
V anizotropnı´m prˇı´padeˇ ma´me na tenzor vodivosti stejne´ na´roky jako v izotropnı´m
prˇı´padeˇ. Parametrizovat slozˇky tenzoru vodivosti v linea´rnı´mmeˇrˇı´tku je dı´ky sˇiroke´mu
rozpeˇtı´ jeho hodnot prˇes neˇkolik rˇa´du˚ neprakticke´. Navı´c je prˇi kazˇde´ pertubaci ten-
zoru vodivosti nezbytne´ kontrolovat pozitivnı´ definitnost tenzoru, ktera´ nenı´ viditelna´
bezprostrˇedneˇ. Uchy´lit se k parametrizaci prˇı´mo pomocı´ logaritmu˚ slozˇek tenzoru v
anizotropnı´m prˇı´padeˇ ovsˇem nenı´ mozˇne´, protozˇe mimodiagona´lnı´ komponenty ten-
zoru vodivosti mohou naby´vat jak kladny´ch, tak i za´porny´ch hodnot.
Analogiı´ logaritmu v prˇı´padeˇ tenzoru je maticovy´ logaritmus, zavedeny´ prostrˇed-
nictvı´m definice logaritmu pomocı´ Taylorova rozvoje:
σL = Ln σ =
∞∑︂
k=1
(−1)k+1 (σ − 1)
k
k
, (3.15)
pokud takova´ rˇada konverguje. 1 znacˇı´ matici 3x3.
Pouzˇitı´ uvedene´ho maticove´ho logaritmu ma´ smysl v prˇı´padeˇ, kdy mı´sto fyzika´lneˇ
na´zorne´ parametrizace pomocı´ Eulerovy´ch u´hlu˚ prˇejdeme k parametrizaci, v nı´zˇ je ten-
zor vodivosti nahrazen prˇı´mo jeho logaritmem. Tento maticovy´ logaritmus lze popsat
symetrickou maticı´ 3x3 se sˇesti neza´visly´mi prvky σLxx ,σLxy,σLxz,σLyy,σLyz,σLzz,. Vy´hodou
je, zˇe prvky logaritmicke´ho tenzoru vodivosti lze zı´skat i numericky1 naprˇı´klad pouzˇi-
tı´m internı´ funkce logm v matlabu (Mathworks, 2018a).
1Jedna´ se o SPDmatici z cˇehozˇ vyply´va´: (1) takovoumatici lze vzˇdy zapsat pomocı´ diagona´lnı´ matice
(hlavnı´ vodivosti) a unita´rnı´ matice (rotace) a (2) maticovy´ logaritmus je vyja´drˇen u´plneˇ identickou de-
kompozicı´ v nı´zˇ je diagona´lnı´ matice hlavnı´ch vodivostı´ nahrazena diagona´lnı´ maticı´ logaritmu˚ hlavnı´ch
vodivostı´.
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Maticove´ logaritmova´nı´ tenzoru vodivosti nenı´ ovsˇem v MT prˇı´lisˇ uzˇitecˇne´, pro-
tozˇe vsˇechny operace a korekce parametru˚ obvykle prova´dı´me v prostoru logaritmu˚.
Pro vy´pocˇet odchylky prˇi vy´pocˇtu obra´cene´ u´lohy tak potrˇebujeme opacˇnou operaci,
pomocı´ ktere´ prˇevedeme logaritmicke´ vodivosti na vodivosti skutecˇne´, s nimizˇ da´le
pracuje prˇı´ma´ u´loha. Touto operacı´ je maticova´ exponenciela, σ = Exp σL, opeˇt zave-
dena´ pomocı´ Taylorova rozvoje:
Exp σL =
∞∑︂
k=0
1
k !
(σL)k , (3.16)
kterou lze naprˇ. v matlabu spocˇı´tat internı´ funkcı´ expm (Mathworks, 2018a).
Vhodnost a vy´hodnost uvedeny´ch parametrizacı´ je diskutabilnı´. Parametrizace ro-
tacı´ pomocı´ Eulerovy´ch u´hlu˚ je na´zorna´, ovsˇem mu˚zˇe vyu´stit v singularity. Jedna´ se
zejme´na o tzv. ”gimbal lock“, ktery´ nastane v prˇı´padeˇ, zˇe αD = 0. U´hly αS a αL jsou
pote´ nerozlisˇitelne´ a v obra´cene´ u´loze lze urcˇit pouze jejich sumu (αS+αL). V prˇı´padeˇ
parametrizace pomocı´ logaritmicky´ch vodivostı´ k te´to singulariteˇ nemu˚zˇe dojı´t.
Stejneˇ jako v prˇı´padeˇ parametrizace pomocı´ vodivostı´ (odporu˚) a Eulerovy´ch u´hlu˚
je du˚lezˇite´ spra´vneˇ odhadnout meze pro jednotlive´ parametry. Pro izotropnı´ modely
veˇtsˇinou pouze pozˇadujeme, aby vodivost (odpor) cˇi jejı´ logaritmus lezˇely v urcˇity´ch
fyzika´lneˇ smysluplny´ch mezı´ch. V anizotropnı´ch modelech je v obecne´m prˇı´padeˇ pro
maticovy´ logaritmus vodivosti vhodne´ volit meze:
σLmin ≤ σLni ≤ σLmax, i = 1, 2, 3 , (3.17)
pro hlavnı´ vodivosti a
−π < αS,αL ≤ π,−π2 < αD ≤
π
2
, (3.18)
pro anizotropnı´ smeˇry. Empiricky bylo zjisˇteˇno, zˇe prˇi svrchu zadany´ch mezı´ch pro fy-
zika´lneˇ na´zorne´ parametry anizotropie budou slozˇky logaritmicke´ho tenzoru vodivosti
limitova´ny mezemi:
σLmin ≤ σLii ≤ σLmax, i = 1, 2, 3 , (3.19)
pro diagona´lnı´ prvky tenzoru a
−1
2
(σLmax − σLmin) ≤ σLi j ≤
1
2
(σLmax − σLmin), i, j = 1, 2, 3, i ≠ j , (3.20)
pro prvky mimodiagona´lnı´.
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3.3 Zı´ska´va´nı´ a zpracova´nı´ dat
Vmagnetoteluricke´ metodeˇ se registrujı´ prˇirozena´ magneticka´ a elektricka´ pole. Pro
registraci magneticke´ho pole se vyuzˇı´va´ vı´ce typu˚ senzoru˚. V prˇı´padeˇ registrace variacı´
od teˇch nejkratsˇı´ch period po periody v rˇa´dech hodin se pouzˇı´vajı´ indukcˇnı´ cı´vky.
Standardneˇ se registrujı´ dveˇ horizonta´lnı´ slozˇky (Hx , Hy) a jedna vertika´lnı´ slozˇka (Hz),
tzn. na postavenı´ MT stanice, jsou nutne´ trˇi indukcˇnı´ cı´vky. Pro registraci dlouhy´ch
variacı´ od prvnı´ch desı´tek sekund po 100 000 s se vyuzˇı´va´ fluxgate magnetometr, ktery´
je schopen registrovat vsˇechny trˇi slozˇky magneticke´ho pole najednou. Elektricke´ pole
se registruje ve dvou smeˇrech (Ex , Ey): mezi dveˇma elektrodami, ktere´ tvorˇı´ dipo´l, se
meˇrˇı´ rozdı´l potencia´lu, ktery´ je roven napeˇtı´. De´lka dipo´lu˚ je kompromisemmezi sı´lou
signa´lu a situacı´ v tere´nu (zpravidla cˇı´m delsˇı´ dipo´l, tı´m veˇtsˇı´ rozdı´l v napeˇtı´), ale
veˇtsˇinou se pohybuje od 30 do 100 m. Standardneˇ se slozˇky x umist’ujı´ do smeˇru sever-
jih a slozˇky y do smeˇru vy´chod-za´pad, ovsˇem smeˇry slozˇek meˇrˇeny´ch polı´ mohou by´t
v podstateˇ libovolne´ (Simpson a Bahr, 2005).
Vsˇechny senzory se prˇed samotny´mmeˇrˇenı´m zakopa´vajı´ meˇlce do zemeˇ – elektrody
pro lepsˇı´ prˇechodovy´ odpor se zemı´ a indukcˇnı´ cı´vky kvu˚li redukci mechanicke´ho
chveˇnı´. Oba druhy senzoru˚ se te´zˇ zakopa´vajı´ kvu˚li eliminaci teplotnı´ch efektu˚.
Vzda´lenost mezi stanicemi za´visı´ na tere´nnı´ch podmı´nka´ch a zejme´na na typu
a velikosti za´jmovy´ch struktur. Prˇi velmi meˇlky´ch a podrobny´ch meˇrˇenı´ch se mu˚zˇe
vzda´lenost mezi jednotlivy´mi stanicemi pohybovat pouze ve stovka´ch metru˚, prˇi tra-
dicˇnı´ch regiona´lnı´ch profilech by´va´ v rˇa´dech prvnı´ch kilometru˚. V prˇı´padeˇ kontaktu˚
hluboky´ch struktur se deˇlajı´ husta´ meˇrˇenı´ s velky´m prˇekryvem. Stanice je nutne´ staveˇt
zejme´na s ohledem na mı´stnı´ zdroje elektromagneticke´ho sˇumu.
Zmeˇrˇene´ magneticke´ a elektricke´ cˇasove´ rˇady majı´ charakter na´hodny´ch signa´lu˚.
Nejveˇtsˇı´m proble´mem prˇi zpracova´nı´ dat v MT metodeˇ je prakticky vsˇudyprˇı´tomna´
sˇumova´ slozˇka. Ta ma´ svu˚j pu˚vod zejme´na v elektromagneticky´ch polı´ch va´zany´ch
na lidskou cˇinnost. Typicky se jedna´ o elektricke´ rozvodne´ sı´teˇ, genera´tory, elektricke´
ohradnı´ky cˇi napa´jecı´ soustavy strˇı´davy´ch a stejnosmeˇrny´ch elektricky´ch zˇeleznic. V
neˇktery´ch prˇı´padech doka´zˇe civilizacˇnı´ sˇum meˇrˇena´ data naprosto znehodnotit, a tak
je pouzˇitı´ MT metody v obydleny´ch oblastech limitova´no (Szarka, 1988). Jisty´ sˇum
vytva´rˇejı´ te´zˇ meteorologicke´ jevy (blesky) nebo vı´tr. Ten clouma´ veˇtvemi stromu˚ a
prˇena´sˇı´ do zemeˇ seismicky´ sˇum, ktery´ mu˚zˇe mı´t vliv na indukcˇnı´ cı´vky. Sˇum tohoto
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typu je vsˇak v porovna´nı´ s civilizacˇnı´mi poruchami zcela zanedbatelny´.
Vzhledem k tomu, zˇeMT cˇasove´ rˇady jsou na´hodny´mi signa´ly i v prˇı´padeˇ nulove´ho
efektu civilizacˇnı´ho sˇumu, obsahujı´ sˇumovou slozˇku i samy o sobeˇ. Nejrozmaniteˇjsˇı´ na´-
hodne´ odchylky od idealizovane´ho MT modelu, proto vyzˇadujı´ statisticke´ zpracova´nı´
dat. Civilizacˇnı´ sˇum mu˚zˇe mı´t naproti tomu natolik slozˇity´ statisticky´ model, zˇe te´meˇrˇ
zcela znemozˇnˇuje rozumne´ zpracova´nı´, protozˇe ho statisticka´ teorie nedovede zvla´d-
nout.
Prˇi na´sledne´m zpracova´nı´ se snazˇı´me o odhad tenzoru impedance pro se´rii period
z cˇasovy´ch rˇad elektricky´ch a magneticky´ch slozˇek MT pole. Prakticky se jedna´ o
analy´zu linea´rnı´ho syste´mu, kde jsou na´hodne´ signa´ly na vstupu i vy´stupu. Pro odhad
tenzoru impedance se nejcˇasteˇji pouzˇı´va´metoda nejmensˇı´ch cˇtvercu˚, kterou aplikujeme
na magnetoteluricke´ impedancˇnı´ vztahy ve frekvencˇnı´ oblasti, viz rovnice (3.21) nı´zˇe.
V impedancˇnı´m vzorci jsou dveˇ linea´rnı´ za´vislosti, obeˇ s N = 2, s promeˇnny´mi a
koeficienty (1) y = Ex , x1 = Hx , x2 = Hy, a1 = Zxx , a2 = Zxy, a (2) y = Ey, x1 = Hx , x2 =
Hy, a1 = Zyx , a2 = Zyy. Metodu nejmensˇı´ch cˇtvercu˚ pote´ aplikujeme jednotliveˇ na oba
tyto linea´rnı´ vztahy. Jejich rˇesˇenı´m jsou pote´ slozˇky tenzoru impedance.
Samotne´ rovnice pro tenzor impedance jsou neprˇesne´ v du˚sledku chyb v meˇrˇenı´,
a protozˇe rovinna´ vlna zdrojove´ho pole je pouze aproximova´na. Statisticke´ stanovenı´
tenzoru impedance je proto rˇesˇeno tak, zˇeminimalizujeme zbytkovou funkci | |δN(ω)| |2.
Ta reprezentuje nekorelovany´ sˇum, ktery´ lze prˇidat na pravou stranu rovnic, ktere´ majı´
tvar:
Ex (ω) = Zxx (ω)Hx (ω) + Zxy (ω)Hy (ω) + δN (ω) , (3.21a)
Ey (ω) = Zyx (ω)Hx (ω) + Zyy (ω)Hy (ω) + δN (ω) . (3.21b)
V mnoha beˇzˇny´ch metoda´ch zpracova´nı´ MT signa´lu (metoda nejmensˇı´ch cˇtvercu˚, ro-
bustnı´ zpracova´nı´, viz da´le) se rovnice 3.21 rˇesˇı´ jako bivaria´tnı´ linea´rnı´ regrese. Metoda
nejmensˇı´ch cˇtvercu˚ zahrnuje izolova´nı´ komponenty Z za pomoci odhadu spektra´lnı´
hustoty vza´jemny´ch spekter. Vza´jemna´ spektra pro urcˇitou frekvenci mohou by´t ve
frekvencˇnı´ oblasti zı´ska´na na´sobenı´m rovnic 3.21a a 3.21b komplexnı´ konjugacı´ (*)
elektricky´ch a magneticky´ch spekter:
⟨Ex(ω)H∗x (ω)⟩ = Zxx(ω)⟨Hx(ω)H∗x (ω)⟩ + Zxy(ω)⟨Hy(ω)H∗x (ω)⟩ , (3.22a)
⟨Ex(ω)H∗y (ω)⟩ = Zxx(ω)⟨Hx(ω)H∗y (ω)⟩ + Zxy(ω)⟨Hy(ω)H∗y (ω)⟩ , (3.22b)
⟨Ey(ω)H∗x (ω)⟩ = Zyx(ω)⟨Hx(ω)H∗x (ω)⟩ + Zyy(ω)⟨Hy(ω)H∗x (ω)⟩ , (3.22c)
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⟨Ey(ω)H∗y (ω)⟩ = Zyx(ω)⟨Hx(ω)H∗y (ω)⟩ + Zyy(ω)⟨Hy(ω)H∗y (ω)⟩. (3.22d)
Pro takto zı´skana´ vy´konova´ spektra se stanovı´ vyhodnocovane´ frekvence nebo periody.
Ty bymeˇly by´t rovnomeˇrneˇ rozlozˇeny v logaritmicke´mmeˇrˇı´tku.Nejnizˇsˇı´ detekovatelna´
frekvence (nejvysˇsˇı´ perioda) je urcˇena de´lkou okna pouzˇite´ho prˇi Fourieroveˇ transfor-
maci. U vysˇsˇı´ch frekvencı´ se slucˇujı´ informace z vı´ce blı´zky´ch frekvencı´ do jedne´ z
du˚vodu redukce variance odhadu prˇenosove´ funkce z na´hodny´ch signa´lu˚. Samotna´
volba spektra´lnı´ho okna je kompromisem mezi co nejveˇtsˇı´m pocˇtem vstupnı´ch dat a
jejich rozlisˇenı´m (Simpson a Bahr, 2005).
Za u´cˇelem potlacˇenı´ sˇumu byla vyvinuta cela´ rˇadametod snazˇı´cı´ch se o co nejlepsˇı´ a
nejprˇesneˇjsˇı´ odhad impedancˇnı´ho tenzoru. Za´kladnı´ metodou je vy´sˇe uvedena´ metoda
nejmensˇı´ch cˇtvercu˚, ktera´ se snazˇı´ optimalizovat statisticke´ charakteristiky impedancˇ-
nı´ho tenzoru a zı´skat tak jeho odhad s co nejmensˇı´ variancı´. Dnes cˇasto pouzˇı´vanou
metodou je tzv. robustnı´ zpracova´nı´, ktere´ slouzˇı´ k odstraneˇnı´ chyb z datovy´ch u´seku˚,
ktere´ nejsou reprezentativnı´ pro cely´ soubor dat. Pro odstraneˇnı´ sˇumu z magneticky´ch
slozˇek se pouzˇı´va´ metoda vzda´lene´ referencˇnı´ stanice, pomocı´ ktere´ se registrujı´ mag-
neticke´ komponenty na druhe´ stanici ve velke´ vzda´lenosti (azˇ stovky km) od meˇrˇı´cı´ho
bodu. Pomocı´ te´to metody lze odstranit sˇum, ktery´ nenı´ korelova´n mezi stanicemi
(Simpson a Bahr, 2005).
Vzhledem k tomu, zˇe MT signa´ly majı´ na´hodny´ charakter, nelze vy´sledne´ impe-
dance spocˇı´tat pouze z jednoho spektra - takovy´ vy´sledek by byl ovlivneˇn sˇumem cˇi na´-
hodny´mi vy´skoky a byl by neprˇesny´. Zı´skana´ vy´konova´ spektra se proto stohujı´ (angl.
stacking), cˇı´mzˇ se redukuje variance odhadu spekter a pro vybrane´ frekvence/periody
se pocˇı´tajı´ impedance, ze ktery´ch je mozˇne´ dopocˇı´tat zbytek parametru˚ zjisˇt’ovany´ch
v MT metodeˇ. Nejjednodusˇsˇı´ metodou je stohova´nı´ vsˇech zı´skany´ch spekter, ovsˇem
tento postup nerˇesˇı´ proble´my s okny ovlivneˇny´mi civilizacˇnı´m sˇumem cˇi na´hodny´mi
vy´skoky. Proto se veˇtsˇinoupouzˇı´vajı´ sofistikovaneˇjsˇı´ postupy jako vprˇı´padeˇ robustnı´ho
zpracova´nı´, kdy se naprˇı´klad stohujı´ pouze okna, ktera´ vykazujı´ mensˇı´ vliv kulturnı´ho
sˇumu (Simpson a Bahr, 2005).
3.4 Distorze, prostorova´ a smeˇrova´ analy´za
Analy´za MT dat spocˇı´va´ v identifikaci mozˇny´ch prostorovy´ch symetriı´ prostrˇedı´,
ktere´ dovolujı´ modelovat data s vysˇsˇı´m stupneˇm symetrie pomocı´ zjednodusˇeny´ch
postupu˚. Tento krok, prˇedstavujı´cı´ analy´zu dimenzionality prostrˇedı´, je pak v prˇı´padeˇ
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2D struktur doplneˇn jesˇteˇ o analy´zu direkcionality prostrˇedı´, jezˇ napoma´ha´ odhalenı´
prˇednostnı´ch smeˇru˚ podpovrchovy´ch struktur. Obecneˇ da´le prˇistupujeme k detekci
galvanicky´ch distorzı´, v jejichzˇ prˇı´tomnosti se snazˇı´me proniknout pod jejich meˇlkou
rusˇivou vrstvu a znovu prozkoumat dimenzionalitu a direkcionalitu regiona´lnı´ stavby
ocˇisˇteˇne´ od meˇlky´ch poruch.
3.4.1 Distorze
Distorze regiona´lnı´ch elektricky´ch polı´ loka´lnı´mi strukturami mohou cˇasto zne-
snadnit aplikaci magnetoteluricke´ metody. V praxi to znamena´, zˇe meˇrˇene´ elektromag-
neticke´ pole je ovlivneˇno vneˇjsˇı´mi efekty, ktere´ nejsou cı´lem nasˇeho experimentu. Jedna´
se bud’o blı´zke´ a prˇı´lisˇ male´, nebo naopak velke´ struktury mimo cı´l meˇrˇenı´, ktere´ vsˇak
deformujı´ svojı´ prˇı´tomnostı´ regiona´lnı´ elektromagneticke´ pole. Typicky se jedna´ o dis-
torze zpu˚sobene´ bud’ v du˚sledku na´boje na vodivostnı´ch rozhranı´ch nebo kanalizace
proudu˚ (Chave a Jones, 2012).
Nejcˇasteˇjsˇı´m typem distorze je tzv. staticky´ posun (static shift), ktery´ patrˇı´ mezi de-
formace zpu˚sobene´ zachova´nı´m elektricke´ho na´boje. Staticky´ posun mu˚zˇe by´t zpu˚so-
ben jaky´mkoli latera´lnı´m vodivostnı´m kontrastem, ktery´ ma´ hloubku a velikost mensˇı´,
nezˇ je skutecˇna´ pru˚nikova´ hloubka elektromagneticke´ho pole. Vodivostnı´ kontrasty
zpu˚sobujı´ loka´lnı´ deformace amplitud elektricke´ho pole dı´ky zachova´nı´ elektricke´ho
na´boje, cˇı´mzˇ zpu˚sobujı´ zmeˇny velikosti impedancı´. Obecneˇ se efekt galvanicky´ch po-
ruch, pocha´zejı´cı´ch z meˇlke´ cˇa´sti elektricke´ho rˇezu, projevuje jako distorze regiona´lnı´
MT impedance zpu˚sobena´ loka´lnı´ distorznı´ maticı´ Aloc, ktera´ je rea´lna´ a frekvencˇneˇ
neza´visla´, tj.:
Z(r,T) = Aloc(r)Zreg(r,T). (3.23)
V praxi se staticky´ posun nezrˇı´dka projevuje posunem odporovy´ch/fa´zovy´ch krˇivek
o konstantu pode´l cele´ho spektra zmeˇrˇeny´ch period vzhu˚ru cˇi dolu˚. Ke staticke´mu
posunu docha´zı´ spı´sˇe v prˇı´padeˇ nevodive´ho prostrˇedı´, kde male´ vodivostnı´ anoma´lie
vı´ce ovlivnˇujı´ elektricka´ pole (Simpson a Bahr, 2005).
Kanalizaceproudu˚ (vysoka´ koncentraceprouduvevelmi vodive´ prota´hle´ strukturˇe)
mu˚zˇe zpu˚sobit deformace teluricke´ho pole. Proble´my s usmeˇrneˇnı´m proudu vznikajı´
zejme´na tehdy, kdyzˇ je zvolen prˇi modelova´nı´ prˇı´lisˇ maly´ model, ktery´ nezahrnuje
oblast, kde docha´zı´ k indukci proudu, ktery´ se kanalizuje. (Simpson a Bahr, 2005).
Prˇi na´sledne´m modelova´nı´ je tak trˇeba vzˇdy pocˇı´tat, jak s maly´mi vodivostnı´mi
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anoma´liemi, ktere´ da´vajı´ vzniknout staticke´mu posunu, tak s velky´mi strukturami
lezˇı´cı´mi mimo na´sˇ model zpu˚sobujı´cı´ kanalizaci proudu˚ (Chave a Jones, 2012).
Pro identifikaci ru˚zny´ch typu˚ distorzı´ byla vyvinuta cela´ rˇada postupu˚. Pu˚vodneˇ
bylymodely klasifikova´ny do ru˚zny´ch dimenzionalitnı´ch kategoriı´ na za´kladeˇ chova´nı´
kompletnı´ho tenzoru impedance. Prˇitom se ukazovalo, zˇe data velmi cˇasto indikujı´
trˇı´rozmeˇrne´ podlozˇı´, prˇicˇemzˇ nezrˇı´dka vykazujı´ znacˇnou variabilitu v prostoru i frek-
vencı´ch, ktera´ steˇzˇı´ mu˚zˇe odra´zˇet rea´lne´ zmeˇny elektricke´ stavby ve veˇtsˇı´ch hloubka´ch.
Postupneˇ byl odhalen vy´znamny´ distorznı´ vliv loka´lnı´ch meˇlky´ch nehomogenit pro-
strˇedı´. Dnesˇnı´ postupy analy´zy MT dat jizˇ veˇtsˇinou pracujı´ se slozˇiteˇjsˇı´m modelem
prostrˇedı´, ktery´ pocˇı´ta´ s regiona´lnı´m polem (2D/3D) ovlivneˇny´m loka´lnı´mi distorzemi
(3D).
Analy´za galvanicky´ch distorzı´ dle Larsena (Larsen 1975, 1977) pracuje s 1D zvrstve-
ny´mmodelem, nad nı´mzˇ se na povrchuZemeˇ nacha´zı´male´ vodive´ teˇleso. Tento prˇı´stup
vsˇaknedoka´zal vysveˇtlit vesˇkera´mozˇna´meˇrˇena´ data. TovedloBahra (1988) k vytvorˇenı´
komplexneˇjsˇı´homodelu zalozˇene´ho na dekompozici pole na tzv. loka´lnı´ (ne induktivnı´
- galvanicke´) a regiona´lnı´ (induktivnı´). Tento prˇı´stup pracuje s loka´lnı´ anoma´lnı´ 3D
distorzı´ blı´zko povrchu a podlozˇnı´m regiona´lnı´m 2D polem. Stejny´ model je i prˇed-
meˇtem Groom-Baileyho dekompozice (Bailey a Groom, 1987). V tomto modelu se opeˇt
uvazˇuje 3D loka´lnı´ pole blı´zko povrchu a podlozˇnı´ 2D regiona´lnı´ pole, ovsˇem loka´lnı´
distorznı´matice se zde rozkla´da´ na trˇi tenzorove´ subopera´tory, pootocˇenı´, strˇih a loka´lnı´
anizotropie (angl. twist, shear a anisotropy):
T =
1√
1 + t2
⎛⎜⎝
1 −t
t 1
⎞⎟⎠ , (3.24a)
S =
1√
1 + s2
⎛⎜⎝
1 s
s 1
⎞⎟⎠ , (3.24b)
A =
1√
1 + a2
⎛⎜⎝
1 + a 0
0 1 − a
⎞⎟⎠ , (3.24c)
kde t, s, a jsou rea´lne´ hodnoty pootocˇenı´, strˇihu a anizotropie. Oproti jiny´m prˇı´stupu˚m
ma´ Groom-Baileyho distorznı´ analy´za vy´hodne´ vlastnosti z hlediska pouzˇitı´ na sˇumem
kontaminovana´ data. Navı´c zde majı´ distorznı´ parametry jasnou fyzika´lnı´ interpretaci.
Zcela odlisˇny´m prˇı´stupem je tzv. fa´zovy´ tenzor (Caldwell et al., 2004), ktery´ obecneˇ
uvazˇuje 3D loka´lnı´ a 3D podlozˇnı´ regiona´lnı´ pole. Pro impedancˇnı´ tenzor Z = Aloc Zreg
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je fa´zovy´ tenzor definova´n jakoΦ = (ReZ)−1ImZ = (ReZreg)−1ImZreg, a je tudı´zˇ imunnı´
vu˚cˇi loka´lnı´m staticky´m distorzı´m. Elementy fa´zove´ho tenzoru lze ve smyslu rea´lny´ch
a imagina´rnı´ch komponent Z v karte´zske´m sourˇadne´m syste´mu vyja´drˇit jako:⎡⎢⎢⎢⎢⎣
Φxx Φxy
Φyx Φyy
⎤⎥⎥⎥⎥⎦ =
1
det(X)
⎡⎢⎢⎢⎢⎣
XyyYxx − XxyYyx XyyYxy − XxyYyy
XxxXyx − XyxYxx XxxYyy − XyxYxy
⎤⎥⎥⎥⎥⎦ . (3.25)
Cˇtyrˇi uvedene´ elementy jsou standardneˇ reprezentova´ny jako parametry elipsy
a vyjadrˇujı´ maxima´lnı´ (Φmax) a minima´lnı´ (Φmin) hodnoty tenzoru, u´hel skew β a
rotacˇneˇ ne-invariantnı´ u´hel α.
3.4.2 Prostorova´ analy´za (dimenzionalita prostrˇedı´)
Jednı´m z hlavnı´ch u´kolu˚ prˇed modelova´nı´m je urcˇenı´ spra´vne´ dimenzionality dat,
neboli zda jsou data zpu˚sobena 1D, 2D cˇi 3D strukturami. V prˇı´padeˇ rea´lny´ch dat se
opeˇt jedna´ o statisticky´ proble´m – majı´-li data sˇpatnou kvalitu s velky´mi odhady chyb,
mu˚zˇe se sta´t, zˇe je nejjednodusˇsˇı´ je modelovat jako 1D. Na druhou stranu, pokud jsou
velmi kvalitnı´ data s maly´mi chybami, vypadajı´, zˇe pu˚jdou namodelovat jen pomocı´
3D (Chave a Jones, 2012).
Pro prostorovou analy´zu byla vyvinuta cela´ rˇada postupu˚, zejme´na v sˇedesa´ty´ch a
sedmdesa´ty´ch letechminule´ho stoletı´, ktere´ uvazˇovaly 1D cˇi 2Dprostrˇedı´ bez staticky´ch
distorzı´. Noveˇjsˇı´ a propracovaneˇjsˇı´ postupy byly uvedeny v osmdesa´ty´ch letech a
pozdeˇji. Za´kladnı´mna´strojempro zjisˇteˇnı´ dimenzionality se stala Swiftova skew (Swift,
1967) zalozˇena´ na analy´ze amplitud tenzoru impedance:
skew =
|Zxx + Zyy |
|Zxy − Zyx | . (3.26)
Tento parametr je nulovy´ nad 1D a 2D strukturami a nenulovy´ ve 3D prˇı´padech.
Swiftova skewvprˇı´tomnosti galvanicky´ch distorzı´ reaguje na odezvumeˇlky´ch struktur
a nepoda´va´ na´m tak informace o hluboke´ za´jmove´ strukturˇe.
Da´le byly cˇasto pouzˇı´vany´m prˇı´stupem tzv. pola´rnı´ diagramy, ktere´ umozˇnˇovaly
na´zorne´ zobrazenı´ hlavnı´ch smeˇru˚ struktury. Byly zalozˇeny na analy´ze rotacˇnı´ch tvaru˚
velikosti diagona´lnı´ch a mimodiagona´lnı´ch elementu˚ tenzoru impedance. Ty vykazo-
valy proble´my zejme´na v prˇı´padeˇ silne´ sˇumove´ slozˇky a za prˇı´tomnosti distorzı´, kdy
jimi indikovane´ hlavnı´ smeˇry byly silneˇ vychy´leny vlivem meˇlky´ch poruch.
Prvnı´m prˇı´stupem uvazˇujı´cı´m regiona´lnı´ model s loka´lnı´mi distorzemi je tzv. Ba-
hrova fa´zoveˇ citliva´ skew (Bahr’s phase-sensitive skew; Bahr, 1991), ktera´ meˇrˇı´ skew
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fa´zı´ impedancˇnı´ho tenzoru a je tak neovlivneˇna´ distorzemi, a kterou lze vyja´drˇit jako:
η =
|[D1, D2] − [S1, D2]|1/2
|D2 | , (3.27)
kde S (suma) a D (rozdı´l) impedance jsou nazy´va´ny modifikovany´mi impedancemi a
hranate´ za´vorky vyjadrˇujı´ [x, y] = RexImy − ReyImx. Modifikovane´ impedance majı´
tvar:
S1 = Zxx + Zyy, S2 = Zxy + Zyx ,
D1 = Zxx − Zyy, D2 = Zxy − Zyx
. (3.28)
Tento prˇı´stup je schopen ”prohle´dnout“ meˇlke´ struktury obsahujı´cı´ distorze a v
prˇı´hodne´ situaci je odstranit od smeˇrove´ho efektu hluboke´ (za´jmove´) struktury.
Pro prostorovou analy´zu zahrnujı´cı´ loka´lnı´ distorze se take´ pouzˇı´va´ fa´zovy´ tenzor
(Caldwell et al., 2004) cˇi Groom-Baileyho dekompozice (Bailey a Groom, 1987).
3.4.3 Smeˇrova´ analy´za
Jakmile je spra´vneˇ urcˇena dimenzionalita dat, je nutne´ urcˇit spra´vny´ regiona´lnı´ smeˇr
nehomogenity (geoelectric strike) neboli osu homogennosti hluboky´ch struktur (pokud
existuje). Z velke´ cˇa´sti se opeˇt jedna´ u rea´lny´ch dat o statisticky´ proble´m, zejme´na v
prˇı´padeˇ dat kontaminovany´ch civilizacˇnı´m sˇumem (Chave a Jones, 2012).
Stejneˇ jako v prˇedchozı´ch prˇı´padech i pro smeˇrovou analy´zu byla vyvinuta cela´
rˇada postupu˚. Stejneˇ jako v prostorove´ analy´ze i prvnı´ smeˇrove´ prˇı´stupy pracovaly s
prostrˇedı´m bez staticky´ch distorzı´, za´visely na velikosti tenzoru impedance a snazˇily
se o antidiagonalizaci tenzoru v urcˇite´m optima´lnı´m smeˇru. Za´kladem se stal Swiftu˚v
smeˇr (Swift strike; Swift, 1967), ktery´ byl zalozˇen na rotova´nı´ tenzoru s cı´lem najı´t opti-
ma´lnı´ smeˇr minimalizacı´ rozdı´lu vedlejsˇı´ch (diagona´lnı´ch) slozˇek tenzoru impedance,
|Zxx − Zyy |2 → min. V tomto smeˇru je tenzor impedance nejblizˇsˇı´ antidiagona´lnı´mu
tvaru. Swiftu˚v hlavnı´ smeˇr je da´n:
tan(4θ) = D1S
∗
2 + S
∗
1D2
|D1 |2 − |S2 |2 . (3.29)
Stejneˇ jako Swiftova skew, i jeho smeˇr je v prˇı´padeˇ silny´ch distorzı´ elektromagne-
ticke´ho pole ovlivneˇn meˇlky´mi strukturami a nepoda´va´ informace o hluboke´ za´jmove´
strukturˇe.
Jeden z prvnı´ch prˇı´stupu˚ zahrnujı´cı´ loka´lnı´ distorze zavedl Bahr (1988), ktery´ prˇed-
stavil odhad smeˇru regiona´lnı´ch elektricky´ch struktur na za´kladeˇ fa´zı´:
tan(2θB) = [S1, S2] − [D1, D2][S1, D1] + [S2, D2] , (3.30)
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kde S a D jsou da´ny rovnicı´ 3.28. Fyzika´lnı´ podstata Bahrova regiona´lnı´ho smeˇru
homogenity vycha´zı´ z podmı´nky, zˇe tenzor impedancedistorznı´homodeluma´po rotaci
do smeˇru regiona´lnı´ osy homogenity prostrˇedı´ stejne´ fa´ze v prve´m i druhe´m sloupci
impedancˇnı´ matice. Na rozdı´l od Swiftova globa´lnı´ho smeˇru, je Bahru˚v neovlivnitelny´
distorzemi.
Pro smeˇrovou analy´zu s distorzemi lze vyuzˇı´t jizˇ zmı´neˇny´ fa´zovy´ tenzor (Caldwell
et al., 2004) cˇi Groom-Baileyho dekompozici (Bailey a Groom, 1987).
3.5 Prˇı´ma´ u´loha
Prˇı´ma´ u´loha simuluje elektromagnetickou indukci na modelech a jedna´ se o zcela
za´kladnı´ prostrˇedek pro vy´pocˇet obra´cene´ u´lohy (kap. 3.6), ale i pro pla´nova´nı´ budou-
cı´ch meˇrˇenı´ cˇi testova´nı´ dimenzionality dat.
Prˇı´ma´ u´loha spocˇı´va´ ve vytvorˇenı´ na´mi definovane´ho odporove´ho modelu. Na´-
sledneˇ se snazˇı´me spocˇı´tat odezvu prostrˇedı´ v podobeˇ impedancı´ a na´sledny´ch od-
poru˚/fa´zı´. Urcˇujı´cı´m faktorem je pochopitelneˇ dimenzionalita prostrˇedı´, ktera´ mu˚zˇe
by´t 1D/2D/3D.
Modifikacı´ odporove´ho prostrˇedı´ mu˚zˇeme model meˇnit a sledovat zmeˇny ve vy´-
sledny´chodporovy´cha fa´zovy´chkrˇivka´ch. To jeuzˇitecˇne´ naprˇı´kladprˇi prˇı´praveˇmeˇrˇenı´,
pokud o meˇrˇene´m prostrˇedı´ ma´me neˇjake´ informace. Lze tak naprˇı´klad namodelovat
efekt vodivy´ch cˇi nevodivy´ch struktur a podle toho vhodneˇ zvolit vzda´lenost mezi
stanicemi nebo rozsah meˇrˇeny´ch period.
Pokud se chceme blı´zˇe zaby´vatmagnetotelurickou odezvou prostrˇedı´, je nutne´ zacˇı´t
u elektromagneticke´ho modelu pole. V kvazistaciona´rnı´ aproximaci, bez prˇı´tomnosti
na´boje, kdy uvazˇujeme harmonickou e−iωt cˇasovou za´vislost elektricke´ho a magnetic-
ke´ho pole, mu˚zˇeme Maxvellovy rovnice vyja´drˇit ve frekvencˇnı´ oblasti jako:
#»∇ × #»E = iωµ0 #»H , (3.31a)
#»∇ × #»H = σ · #»E , (3.31b)
kde je prˇirˇazova´na hodnoteˇ magneticke´ permeability (µ) hodnota ve vakuu (µ0 =
4π × 10−7 Hm−1) a implicitneˇ je prˇedpokla´da´na za´vislost elektricke´ho a magneticke´ho
pole na frekvenci (ω) a prostorovy´ch sourˇadnicı´ch.
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3.5.1 Anizotropnı´ odezva v 1D
V 1D anizotropnı´ Zemi, kde mohou by´t aplikova´ny podmı´nky ∂/∂x = ∂/∂y = 0, lze
zredukovat Maxvellovy rovnice (3.31a) a (3.31b) na (Martı´, 2014):
∂Ex
∂z
= iωµ0Hy , (3.32a)
∂Ey
∂z
= −iωµ0Hx , (3.32b)
Hz = 0 , (3.32c)
a
∂Hy
∂z
= −σxxEx − σxyEy − σxzEz , (3.33a)
∂Hx
∂z
= σyxEx + σyyEy + σyzEz , (3.33b)
σzxEx + σzyEy + σzzEz = 0 . (3.33c)
Prˇi rˇesˇenı´ te´to soustavyvezmemederivacev rovnicı´ch (3.32a) a (3.32b) a eliminujeme
magneticke´ pole nahrazenı´m jejich derivacı´ v (3.33a) a (3.33b), cˇı´mzˇ dostaneme syste´m
diferencia´lnı´ch rovnic druhe´ho rˇa´du pro horizonta´lnı´ elektricka´ pole (Martı´, 2014):
∂2Ex
∂z2
+ iωµ0(AxxEx + AxyEy) = 0 , (3.34a)
∂2Ey
∂z2
+ iωµ0(AyxEx + AyyEy) = 0 , (3.34b)
s
Axx = σxx − σxzσzx
σzz
= σxx −
σ2xz
σzz
, (3.35a)
Axy = σxy −
σxzσzy
σzz
, (3.35b)
Ayx = σxy −
σyzσzx
σzz
, (3.35c)
Ayy = σyy −
σyzσzy
σzz
= σxx −
σ2yz
σzz
. (3.35d)
Z rovnic (3.34a) a (3.34b) mu˚zˇeme videˇt, zˇe elektromagneticka´ pole na povrchu
za´visejı´ na 3 parametrech: Axx , Axy (= Ayx), a Ayy. At’ma´ vodivostnı´ tenzor jaky´koli
tvar, hodnota σzz je vzˇdy spojena bud’ s σxz nebo σyz, z cˇehozˇ plyne, zˇe rˇesˇenı´ za´visı´
pouze na σzz v prˇı´padeˇ sklonove´ anizotropie (dip). V 1D anizotropnı´m prostrˇedı´ je tedy
vodivostnı´ tenzor v kazˇde´ vrstveˇ ekvivalentnı´ azimuta´lnı´ anizotropii s komponentami
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Axx , Axy (= Ayx), a Ayy, ktere´ lze diagonalizovat za´kladnı´mi horizonta´lnı´mi vodivostmi
A1 a A2 a efektivnı´m azimutem anizotropie βS.
Rˇesˇenı´m rovnic (3.34a) a (3.34b) jsou v kazˇde´ vrstveˇ dva pa´ry vln, kazˇda´ s e+kz a
e−kz za´vislostmi (jako v prˇı´padeˇ 2D izotropnı´ Zemeˇ) a ru˚zny´mi vlnovy´mi cˇı´sly k (k1 a
k2) prˇı´mo spjate´ s hodnotou Ai j (Pek a Santos, 2002). Z toho du˚vodu existujı´ v obecne´
anizotropnı´ vrstveˇ dva pa´ry sestupny´ch a vzestupny´ch vln. Prvnı´ ”pomala´“ (spjata´ s
vysˇsˇı´ ze dvou efektivnı´ch vodivostı´) a druha´ ”rychla´“ (v rovineˇ smeˇru nizˇsˇı´ vodivosti).
Ru˚zne´ hodnoty k znamenajı´, zˇe pro tu samou frekvenci jsou zkouma´ny ru˚zne´ hloubky.
V N-vrstevnate´m prostrˇedı´ lze zı´skat impedancˇnı´ tenzor propagova´nı´m vztahu˚
mezi komponentami elektromagneticky´ch polı´ ze spodu vzhu˚ru k povrchu za vyuzˇitı´
hranicˇnı´ch podmı´nek (Kova´cˇikova´ a Pek, 2002). Impedancˇnı´ tenzor ma´ pote´ formu
(naprˇ. Jones 2012):
Z1D-anis =
⎡⎢⎢⎢⎢⎣
Zxx Zxy
Zyx −Zxx
⎤⎥⎥⎥⎥⎦ . (3.36)
Podmı´nka nulove´ stopy impedancˇnı´ho tenzoru (Zxx + Zyy = 0) je stejna´ jako v prˇı´-
padeˇ 2Dmodelu (Kova´cˇikova´ aPek, 2002).Nicme´neˇ tento tenzornenı´ v 1Danizotropnı´m
prˇı´padeˇ nutneˇ diagonalizovatelny´ pomocı´ rotace pokud se v modelu vyskytujı´ vrstvy
s ru˚zny´mi anizotropnı´mi smeˇry.
V prˇı´padeˇ anizotropnı´ho poloprostoru (s efektivnı´ azimuta´lnı´ anizotropiı´ chara-
kterizovanou A1, A2, a βS), je impedancˇnı´ tenzor spjaty´ s komponentami vodivostnı´ho
tenzoru rovnicı´ (Martı´, 2014):
Zhalf-space-anis = −
1
2
⎡⎢⎢⎢⎢⎣
−(ζ1 − ζ2) sin 2βS (ζ1 + ζ2) + (ζ1 − ζ2) cos 2βS
−(ζ1 + ζ2) + (ζ1 − ζ2) cos 2βS (ζ1 − ζ2) sin 2βS
⎤⎥⎥⎥⎥⎦ ,(3.37)
kde ζi =
√︁
iωµ0/Ai. Pode´l (zda´nlive´ho) hlavnı´ho smeˇru (βS = 0), je tenzor antidiagona´lnı´
jako ve 2D prˇı´padeˇ. Nejjednodusˇsˇı´ prˇı´pad azimuta´lnı´ anizotropie pode´l meˇrˇeny´ch os x
a y lze vyja´drˇit jako:
Zhalf-space-azim-anis =
⎡⎢⎢⎢⎢⎣
0 −ζ1
ζ2 0
⎤⎥⎥⎥⎥⎦ =
√︃
ωµ0
2
⎡⎢⎢⎢⎢⎣
0 −1/√σx
1/√σy 0
⎤⎥⎥⎥⎥⎦ (1 − i) . (3.38)
3.5.2 Anizotropnı´ odezva ve 2D
Ve 2D anizotropnı´ Zemi, kde uvazˇujeme osu homogennosti prostrˇedı´ (angl. strike cˇi
structural strike) ve smeˇru x, lze aplikovat podmı´nku ∂/∂x = 0 a Maxwellovy rovnice
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(3.31a) a (3.31b) dostanou tvar (Martı´, 2014):
∂Ez
∂y
− ∂Ey
∂z
= iωµ0Hx , (3.39a)
∂Ex
∂z
= iωµ0Hy , (3.39b)
−∂Ex
∂y
= iωµ0Hz , (3.39c)
a
∂Hz
∂y
− ∂Hy
∂z
= σxxEx + σxyEy + σxzEz , (3.40a)
∂Hx
∂z
= σyxEx + σyyEy + σyzEz , (3.40b)
−∂Hx
∂y
= σzxEx + σzyEy + σzzEz . (3.40c)
Dalsˇı´mi u´pravami lze zı´skat dveˇ parcia´lnı´ diferencia´lnı´ rovnice druhe´ho rˇa´du pro
Ex a Hx :
∂2Ex
∂y2
+
∂2Ex
∂z2
+ iωµ0(σxx + σzxA+ σxyB) + iωµ0A∂Hx
∂y
− iωµ0B∂Hx
∂z
= 0 , (3.41a)
∂
∂y
(︄
σyy
D
∂Hx
∂y
)︄
+
∂
∂z
(︄
σzz
D
∂Hx
∂z
)︄
+
∂
∂y
(︄
σyz
D
∂Hx
∂z
)︄
+
∂
∂z
(︄
σyz
D
∂Hx
∂y
)︄
+
+ iωµ0Hx − ∂(AEx)
∂y
− ∂(BEx)
∂z
= 0, (3.41b)
s
A =
σxyσyz − σxzσyy
D
, (3.42a)
B =
σxzσyz − σxzσzz
D
, (3.42b)
D = σxyσzz − σ2xz . (3.42c)
V izotropnı´m prˇı´padeˇ lze rovnice rozdeˇlit na dva oddeˇlene´ mo´dy:
∂2Ex
∂y2
+
∂2Ex
∂z2
+ iωµ0σEx = 0 (TE mo´d) , (3.43a)
∂2Hx
∂y2
+
∂2Hx
∂z2
+ iωµ0σHx = 0 (TM mo´d) . (3.43b)
Pro vertika´lnı´ a sklonovou anizotropii lze rovnice rozdeˇlit te´zˇ: vertika´lnı´ anizotropie
(naprˇ. Baba et al. 2006) (A = 0, B = 0, D = σyyσzz):
∂2Ex
∂y2
+
∂2Hx
∂z2
+ iωµ0σxxEx = 0 , (3.44a)
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∂∂y
(︄
1
σzz
∂Hx
∂y
)︄
+
∂
∂z
(︄
1
σyy
∂Hx
∂z
)︄
+ iωµ0Hx = 0 . (3.44b)
A sklonova´ anizotropie (A = 0, B = 0, D = σyyσzz − σ2yz):
∂2Ex
∂y2
+
∂2Hx
∂z2
+ iωµ0σxxEx = 0 , (3.45a)
∂
∂y
(︄
σyy
D
∂Hx
∂y
)︄
+
∂
∂z
(︄
σzz
D
∂Hx
∂z
)︄
+
∂
∂y
(︄
σyz
D
∂Hx
∂z
)︄
+
∂
∂z
(︄
σyz
D
∂Hx
∂y
)︄
+ iωµ0Hx = 0 . (3.45b)
Rˇesˇenı´ rovnic (3.44a) a (3.45a) bude stejne´ jako v prˇı´padeˇ prostrˇedı´ se skala´rnı´
vodivostı´ σ = σxx , zatı´mco rˇesˇenı´ (3.44b) a (3.45b) vede ke kombinaci zby´vajı´cı´ch
vodivostnı´ch hodnot v ru˚zny´ch smeˇrech. V prˇı´padeˇ azimuta´lnı´ anizotropie:
σ(x, y, z) =
⎡⎢⎢⎢⎢⎢⎢⎣
σxx σxy 0
σyx σyy 0
0 0 σzz
⎤⎥⎥⎥⎥⎥⎥⎦ , (3.46)
A = 0, B = −σxy/σyy, D = σyyσzz, s tı´m zˇe rovnice nelze rozdeˇlit, ale jsou zjednodusˇene´
oproti obecny´m rovnicı´m (3.41a) a (3.41b):
∂2Ex
∂y2
+
∂2Ex
∂z2
+ iωµ0
(︄
σxx −
σ2xy
σyy
)︄
Ex + iωµ0
σxy
σyy
∂Hx
∂z
= 0 , (3.47a)
∂
∂y
(︄
1
σzz
∂Hx
∂y
)︄
+
∂
∂z
(︄
1
σyy
∂Hx
∂z
)︄
+ iωµ0Hx +
∂
∂z
(︄
σxy
σyy
Ex
)︄
= 0 . (3.47b)
Ve 2D anizotropnı´m prˇı´padeˇ, kde Ex a Hx jsou urcˇova´ny na povrchu, lze zbytek
komponent dopocˇı´tat pomocı´ derivace:
Hy =
1
iωµ0
∂Ex
∂z
, (3.48a)
Hz = − 1iωµ0
∂Ex
∂y
, (3.48b)
Ey =
σyz
D
∂Hx
∂y
+
σzz
D
∂Hx
∂z
+ BEx , (3.48c)
Ez = −
σyy
D
∂Hx
∂y
− σyz
D
∂Hx
∂z
+ AEx , (3.48d)
a na´sledneˇ urcˇit prˇenosove´ funkce.
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3.6 Obra´cena´ u´loha
Pomocı´ MT metody meˇrˇı´me prˇirozeneˇ indukovana´ elektricka´ a magneticka´ pole,
ktera´ jsou odezvou podpovrchovy´ch struktur na budı´cı´ pole. Zı´skana´ data jsou za´-
visla´ na fyzika´lnı´ch vlastnostech horninove´ho prostrˇedı´, u MT jmenoviteˇ na rozlozˇenı´
elektricke´ vodivosti (odporu). Cı´lem obra´cene´ u´lohy je urcˇenı´ skutecˇne´ho rozlozˇenı´
elektricke´ho odporu pod povrchem Zemeˇ na za´kladeˇ povrchovy´ch meˇrˇenı´. Ta jsou to-
tizˇ ovlivneˇna podpovrchovy´mi strukturami a skutecˇne´ hodnoty lze odhadnout pra´veˇ
pomocı´ obra´cene´ u´lohy.
V MT veˇtsˇinou pracujeme se slabeˇ nelinea´rnı´mi u´lohami, jejichzˇ rˇesˇenı´ je v prˇı´padeˇ
klasicky´ch metod rˇesˇenı´ obra´ceny´ch u´loh zalozˇene´ na linearizaci a na´sledne´ minimali-
zaci cı´love´ funkce. Vy´pocˇet takove´ u´lohy probı´ha´ iterativneˇ skrze rˇesˇenı´ prˇı´me´ u´lohy
a parametricky´ch citlivostı´. Model generujı´cı´ nasˇe data se v kazˇde´ iteraci postupneˇ
upravuje zejme´na tam, kde je sˇpatna´ shodamezi modelovy´mi a experimenta´lnı´mi daty
a u´loha se tak postupneˇ posouva´ k nejlepsˇı´mu modelu s nejmensˇı´ chybou. Vy´sled-
kem teˇchto klasicky´ch (deterministicky´ch) u´loh je jeden jediny´ model, ktery´ co nejle´pe
vystihuje nasˇe data.
Druhou velkou skupinou rˇesˇenı´ obra´ceny´ch u´loh jsou stochasticke´ algoritmy za-
lozˇene´ na prohleda´va´nı´ prostoru parametru˚ a vybı´ra´nı´ modelu˚ na za´kladeˇ jejich prav-
deˇpodobnosti, meˇrˇene´ za pomoci znormovane´ veˇrohodnosti (cı´lova´ funkce urcˇujı´cı´
pravdeˇpodobnost). Vy´pocˇet stochasticke´ obra´cene´ u´lohy probı´ha´ skrze rˇesˇenı´ prˇı´me´
u´lohy. Cely´ postupma´ charakter iterativnı´ho procesu, pomocı´ ktere´ho se snazˇı´me zma-
povat prostor rˇesˇenı´. Jednotlive´ parametry se pohybujı´ prozkouma´vany´m prostorem a
snazˇı´ se postupneˇ zı´skat cely´ rˇeteˇzecmodelu˚, ktery´ dobrˇe aproximuje celou aposteriornı´
pravdeˇpodobnostnı´ hustotu (shrnuje, co vı´me onejistota´ch vdane´ analy´ze). Vy´sledkem
je stabilnı´ rˇesˇenı´ v podobeˇ souboru velke´ho pocˇtu modelu˚ (podle rˇesˇene´ u´lohy v rˇa´du
desı´tek tisı´c azˇ milio´nu˚), ktere´ dovolujı´ zı´skat dostatecˇneˇ stabilnı´ pravdeˇpodobnostnı´
parametry.
Experimenta´lnı´ data nelze v prˇı´padeˇ klasicky´ch obra´ceny´ch u´loh obvykle pouzˇı´t s
parametricky´modhademchyby.VMT jsou sˇumy (modelu i dat) velmi cˇasto dost daleko
od standardnı´ch gaussovy´ch modelu˚, a proto by´vajı´ parametricke´ odhady zalozˇene´ na
Gaussoveˇ modelu sˇumu neprˇı´lisˇ realisticke´. Jsou totizˇ obvykle prˇı´lisˇ male´ pro data na
kra´tky´ch perioda´ch (Mcneice a Jones, 1996), takzˇe te´meˇrˇ znemozˇnˇujı´ vystihnout data, a
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prˇı´lisˇ velke´ pro dlouhe´ periody, dı´ky cˇemuzˇ nedostatecˇneˇ omezujı´ modely v hloubka´ch.
Proto se prˇi vy´pocˇtu obra´cene´ u´lohy nezrˇı´dka zava´deˇjı´ tzv. chybove´ prahy (angl. error
floors) pro jednotlive´ slozˇky dat (at’ uzˇ odpory/fa´ze nebo jednotlive´ impedance). Ty
jsou sice velmi subjektivnı´, ale prˇi spra´vne´ velikosti pozitivneˇ ovlivnı´ konvergenci a
nalezenı´ fina´lnı´ho rˇesˇenı´.
Obra´cena´ u´loha v magnetotelurice je obvykle mnohadimenziona´lnı´ proble´m obsa-
hujı´cı´ desı´tky/stovky parametru˚ v 1D, stovky/tisı´ce ve 2D a desetitisı´ce/statisı´ce ve
3D. V prˇı´padeˇ uva´zˇenı´ anizotropie se dimenze prostoru zvysˇuje azˇ sˇestkra´t. V MT se
pomeˇrneˇ cˇasto jedna´ o sˇpatneˇ podmı´neˇnou u´lohu – i mala´ zmeˇna v datech zpu˚sobı´
velkou zmeˇnu v modelu. Dalsˇı´m proble´mem je nalezenı´ globa´lnı´ho minima, ktere´ vy-
jadrˇuje co nejmensˇı´ chybu mezi experimenta´lnı´mi a modelovy´mi daty. Mu˚zˇe se sta´t,
zˇe obra´cena´ u´loha skoncˇı´ v tzv. loka´lnı´m minimu, ze ktere´ho se jizˇ nikam neposouva´.
To je proble´m zejme´na u u´loh s regularizacı´ (viz kap. 4.5), ve ktery´ch se snazˇı´me najı´t
globa´lnı´ minimum (obr. 4). U neregularizovany´ch u´loh nenı´ situace zcela jednoznacˇna´,
protozˇe globa´lnı´ minimum zde nemusı´ mı´t zˇa´dny´ fyzika´lnı´ vy´znam.
Obr. 4. Prˇı´klad loka´lnı´ho a globa´lnı´ho minima funkce.
Zdroj: Simpson, F., Bahr, K., Practical Magnetotellurics. Cambridge University Press, 2005.
Veˇtsˇina inverznı´ch algoritmu˚ pracuje s velmi jednoduchy´m startovnı´m modelem,
ktery´ postupneˇ strukturneˇ komplikuje tak, aby se modelova´ data blı´zˇila teˇm experi-
menta´lnı´m. Jakmile je dosazˇeno dobre´ statisticke´ shody dat, podmı´nka na fit se oslabı´ a
du˚raz se prˇesune na zjednodusˇenı´ struktury. Ve vy´sledku algoritmus najde strukturneˇ
nejjednodusˇsˇı´ model, ktery´ statisticky vystihuje experimenta´lnı´ data.
Prˇi rˇesˇenı´ stochasticke´ obra´cene´ u´lohy je trˇeba vyuzˇı´t apriornı´ informace, ktera´ je
soucˇa´stı´ bayesova vzorce (jenzˇ je za´kladem stochasticky´ch u´loh). Ve stochasticke´ u´loze
urcˇity´ typ apriornı´ informace (kuprˇ. zˇe rozdı´l odporu˚ sousednı´ch buneˇk v modelu ma´
charakter Gaussova sˇumu cˇi procesu) po forma´lnı´mmatematicke´m za´pisu do bayesova
vzorce prˇecha´zı´ ve standardnı´ L2 regularizaci. Apriornı´ informace urcˇite´ho typu se tak
jevı´ jako regularizace v klasicky´ch obra´ceny´ch u´loha´ch, ve ktery´ch se veˇtsˇinou snazˇı´me
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pomocı´ regularizace potlacˇit rozdı´ly mezi sousednı´mi bunˇkami a zı´skat tak hladky´
model.
Obra´cenou u´lohu lze realizovat v 1D, ve 2D a ve 3D. Pocˇty parametru˚ se s prˇiby´va-
jı´cı´mi dimenzemi skokoveˇ zvysˇujı´, stejneˇ jako vy´pocˇetnı´ cˇas a na´rocˇnost na vy´pocˇetnı´
techniku. Ve vsˇech prˇı´padech lze uvazˇovat anizotropii, cozˇ vede k dalsˇı´mu zvy´sˇenı´
slozˇitosti.
V 1D prˇı´padeˇ pracuje obra´cena´ u´loha pouze s jednotlivy´mi vrstvami a elektricky´
odpor se meˇnı´ jen s hloubkou. Starsˇı´ algoritmy pracovaly s prˇeddefinovany´m pocˇtem
vrstev, jejichzˇ pocˇet vsˇak velmi ovlivnˇoval vy´sledne´ odporove´ struktury. Noveˇjsˇı´ algo-
ritmy jsou jizˇ schopny pracovat s transdimenziona´lnı´mi prˇechody, doka´zˇı´ tedy pocˇet
vrstev beˇhem procesu rˇesˇenı´ upravovat (Malinverno, 2002).
Ve 2D prˇı´padeˇ docha´zı´ ke zmeˇneˇ elektricke´ho odporu s hloubkou a pode´l profilu.
Vy´pocˇet probı´ha´ v obde´lnı´kove´/troju´helnı´kove´ sı´ti, cˇı´mzˇ vznikajı´ jednotlive´ bunˇky,
ktery´m je prˇirˇazova´na urcˇita´ vodivost. Velikost jednotlivy´ch buneˇk se veˇtsˇinou zveˇtsˇuje
smeˇrem k okraju˚mmodelu a s hloubkou (Simpson a Bahr, 2005). Sı´t’pro vy´pocˇet prˇı´me´
a obra´cene´ u´lohy mu˚zˇe by´t rozdı´lna´, v pru˚beˇhu vy´pocˇtu se standardneˇ nemeˇnı´, ovsˇem
nejnoveˇjsˇı´ algoritmy pracujı´ i s jejich zmeˇnami (naprˇ. Key a Ovall, 2011; Grayver, 2015).
Meˇnı´cı´ se sı´t’reaguje zejme´na na rozlozˇenı´ stanic, cˇi na vznikajı´cı´ odporove´ struktury a
poma´ha´ tak docı´lit lepsˇı´ shody modelu s pu˚vodnı´mi daty.
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4. Stochasticka´ obra´cena´ u´loha
Pomocı´ obra´cene´ u´lohy lze uprˇesnit rea´lne´ rozlozˇenı´ fyzika´lnı´ch parametru˚ pod
povrchem Zemeˇ na za´kladeˇ povrchove´ho meˇrˇenı´. Dı´ky mnohoznacˇnosti u´lohy vsˇak
mu˚zˇeme najı´t velke´ mnozˇstvı´ modelu˚, ktere´ vykazujı´ podobnou shodu s experimen-
ta´lnı´mi daty. K tomu docha´zı´ zejme´na v du˚sledku datovy´ch chyb, nedostatecˇne´ho
datove´ho pokrytı´, fyzika´lnı´m za´kladu˚m dane´ metody nebo prˇeparametrizova´nı´m mo-
delu. Zatı´mco pravdeˇpodobnostnı´ vlastnosti pozorovany´ch chyb je relativneˇ snadne´
popsat, chybyvycha´zejı´cı´ ze strukturymodelu sepravdeˇpodobnostneˇ formulujı´ slozˇiteˇ.
Subjektivnı´ regularizace a parametrizacemohou vy´znamneˇ zvysˇovat nejistotumodelo-
vy´ch parametru˚ a mohou take´ ve´st k vychy´lenı´ modelovy´ch parametru˚, cozˇ znamena´,
zˇe neˇktere´ cˇa´sti vy´sledne´ho modelu nemusı´ by´t dobrˇe vyrˇesˇeny.
Pomocı´ bayesovske´ho prˇı´stupu lze z apriornı´ znalosti modelu, experimenta´lnı´ch
dat a modelu, jaky´m jsou pozorovana´ data teoreticky modelova´na, uprˇesnit parametry
ve formeˇ aposteriornı´ pravdeˇpodobnosti teˇchto parametru˚ podmı´neˇne´ pozorovany´mi
daty. Tento rˇeteˇzec procesu˚ je analogiı´ procesu ucˇenı´: ze slabe´ znalosti o parametrech
modelu (apriornı´ pravdeˇpodobnost), postupneˇ pomocı´ experimentu zprˇesnˇujeme nasˇe
znalosti o modelu (aposteriornı´ pravdeˇpodobnost podmı´neˇna´ pozorovany´mi daty).
Popsany´ proces lze opakovat a da´le tak zlepsˇovat nasˇe veˇdomosti o modelu.
Pokud oznacˇı´me studovany´ fyzika´lnı´ syste´m vektoremM smodelovy´mi parametry
m = (m1,m2, . . . ,mM) a set N pozorova´nı´, d = (d1, d2, . . . , dN ), ktere´ jsou teoreticky spjate´
s modelem rovnicı´:
d = g(m) + e , (4.1)
kde e je vektor o velikosti N , ktery´ obsahujemeˇrˇene´ chyby dat. Pakmu˚zˇeme zı´skat apo-
steriornı´ hustotnı´ funkci pdf p(m|d)modelovy´ch parametru˚ pomocı´ Bayesova teore´mu
(Tarantola a Valette 1982):
p(m|d) = p(m)p(d|m)
p(d) , (4.2)
kde p(d|m) vyjadrˇuje jaka´ je pravdeˇpodobnost dat d prˇi urcˇite´m modelu m (neˇkdy
take´ oznacˇovana´ jako veˇrohodnostnı´ funkce L(m|d), angl. likelihood function), p(m)
je apriornı´ pdf a p(d) vyjadrˇuje pravdeˇpodobnost dat d. Vzhledem k tomu, zˇe data d
vzˇdy zna´me, lze je z rovnice (4.2) vypustit a na´sledneˇ rovnici prˇepsat do podoby, kdy
dovoluje srovna´vat ru˚zne´ modely dle jejich pravdeˇpodobnosti:
p(m|d) ∝ p(m)L(m|d) . (4.3)
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Apriornı´ informace p(m) reprezentuje zna´me´ informace o zkoumane´m prostrˇedı´
- v geofyzice tedy podpovrchove´ struktury. Vyja´drˇenı´ apriornı´ informace v modelu
ma´ vsˇak jista´ strukturnı´ omezenı´ v za´vislosti na parametrizaci modelu. Naprˇı´klad v 1D
pracujeme obvykle se zvrstveny´mimodely, ve 2D s hladky´mi atp. Nelze tak domodelu˚
zacˇlenit neˇco, co nenı´ realizovatelne´ v ra´mci zvolene´ parametrizace. Neˇkdy se proto do
bayesovske´ formulace zava´dı´ take´ explicitneˇ trˇı´da modelu˚ v nı´zˇ je u´loha uvazˇova´na.
Veˇrohodnostnı´ funkce L(m|d) shrnuje vzda´lenost (veˇtsˇinou v podobeˇ reziduı´) mezi
modelovy´mi a experimenta´lnı´mi daty. Cˇı´m vysˇsˇı´ je hodnota veˇrohodnosti, tı´m blizˇsˇı´ je
odezva modelu s experimenta´lnı´mi daty. Samotna´ hodnota veˇrohodnosti na´m vsˇak po
vypusˇteˇnı´ jmenovatele z rovnice (4.2) neumozˇnˇuje rozhodnout, zda je neˇjaky´ zvoleny´
model dobry´ cˇi sˇpatny´. Podle rovnice (4.3) tak mu˚zˇeme pouze porovna´vat jednotlive´
modely navza´jem, ale nelze rozhodnout o kvaliteˇ jednoho jedine´ho modelu, cˇemuzˇ se
musı´ vhodneˇ prˇizpu˚sobit vzorkovacı´ algoritmy.
Pokud majı´ meˇrˇene´ datove´ chyby norma´lnı´ rozdeˇlenı´ s nulovy´m pru˚meˇrem, veˇro-
hodnostnı´ funkce je definova´na jako (Tarantola, 2005):
L(m|d) = 1(2π)N/2det(∑︁)1/2 × exp(︃ − 12 (g(m) − d)T ∑︂−1(g(m) − d))︃ , (4.4)
kde
∑︁
je kovariancˇnı´ matice a det(∑︁) oznacˇuje determinant ∑︁. Pokud jsou chyby
nekorelovane´, pote´ ma´
∑︁
podobu diagona´lnı´ matice a det(∑︁) = ∏︁Ni=1 σ2i . Logaritmicka´
veˇrohodnostnı´ funkce pak mu˚zˇe by´t vyja´drˇena jako:
l(m|d) = −N
2
exp(2π) − 1
2
log
(︄
N∏︂
i=1
σ2i
)︄
− 1
2
ϕd,2 , (4.5)
kde ϕd,2 =
∑︁N
i=1(gt (m)−dtσi )2 vyjadrˇuje datovou shodu a σi oznacˇuje standardnı´ odchylku
i-te´ho meˇrˇenı´ chyby. Tato funkce popisuje vzda´lenost mezi odezvou navrhovane´ho
modelu a experimenta´lnı´mi daty, kde dolnı´ index 2 znacˇı´ L2 normu. S tı´m, jak se
shoda modelu s experimenta´lnı´mi daty zlepsˇuje, logaritmicka´ veˇrohodnostnı´ funkce
se zveˇtsˇuje a navrhovane´ modely jsou vı´ce realizova´ny z aposteriornı´ distribuce.
Pokud datove´ chyby nemajı´ norma´lnı´ rozdeˇlenı´, lze pouzˇı´t takove´, ktere´ dobrˇe
popisuje rozlozˇenı´ rea´lny´ch chyb. Velmi cˇasto se tak pouzˇı´va´ exponencia´lnı´, ktere´ je
konzistentnı´ s L1 normou: je vı´ce robustnı´ vu˚cˇi vy´skoku˚m a poda´va´ cˇasto realisticˇteˇjsˇı´
vy´sledky. Pokud jsou meˇrˇene´ chyby neza´visle´, exponencia´lnı´ veˇrohodnostnı´ funkci lze
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vyja´drˇit jako (Tarantola, 2005):
L(m|d) = 1
2N
N∏︁
i=1
σi
exp
(︄
−
N∑︂
i=1
|︁|︁|︁|︁|︁gi(m) − diσd,i
|︁|︁|︁|︁|︁
)︄
, (4.6)
cozˇ koresponduje s na´sledujı´cı´ formulacı´ logaritmicke´ veˇrohodnostnı´ funkce:
l(m|d) = −N log(2) − log
(︄
N∏︂
i=1
σi
)︄
− ϕd,1 , (4.7)
kde je datova´ shoda definova´na jako ϕd,1 =
∑︁N
i=1 | gt (m)−dtσi |. Takova´ distribuce ma´ vy´-
razneˇ delsˇı´ chvosty a tudı´zˇ le´pe odstranˇuje efekt vy´skoku˚ v datech v procesu odhadu
parametru˚.
4.1 Monte Carlo simulace
Vzhledem k tomu, zˇe v magnetotelurice bayesovsky´ proble´m nelze rˇesˇit analyticky
ani ho analyticky prˇiblı´zˇit, je nutne´ k jeho rˇesˇenı´ pouzˇı´t vzorkovacı´ metodu. Simu-
lace Monte Carlo (MC) mohou slouzˇit ke generova´nı´ na´hodny´ch vzorku˚ z aposteriornı´
distribuce, prˇicˇemzˇ hledany´ vy´sledek ve formeˇ suma´rnı´ch statistik modelovy´ch para-
metru˚ je na´sledneˇ zı´ska´n z dostatecˇneˇ velke´ho pocˇtu vygenerovany´ch vzorku˚. Protozˇe
aposteriornı´ distribuce je velmi cˇasto mnohadimenziona´lnı´, k jejı´mu zı´ska´nı´ je nutne´
mnoho iteracı´. Za tı´mto u´cˇelem byla vyvinuta cela´ rˇada vzorkovacı´ch metod, ktere´
ovsˇem vsˇechny do urcˇite´ mı´ry spole´hajı´ na simulace metodou Monte Carlo.
Metody Monte Carlo zahrnujı´ sˇirokou skupinu vy´pocˇetnı´ch algoritmu˚, ktere´ pou-
zˇı´vajı´ opakovane´ na´hodne´ vzorkova´nı´ k odhadnutı´ cı´love´ distribuce. Nejjednodusˇsˇı´
variantou metody Monte Carlo je na´hodne´ vzorkova´nı´ z apriornı´ distribuce, pomocı´
ktere´ho lze zı´skat pravdeˇpodobnostnı´ rozlozˇenı´ aposteriornı´ distribuce. Takova´ u´loha
je znacˇneˇ neefektivnı´, protozˇe vzorkova´nı´ se pohybuje velmi cˇasto v mı´stech s nı´zkou
pravdeˇpodobnostı´, ale lze na nı´ velmi dobrˇe ilustrovat podstatu metody naprˇı´klad v
prˇı´padeˇ 1D obra´cene´ magnetoteluricke´ u´lohy. Meˇjme synteticky´ model skla´dajı´cı´ se ze
trˇı´ vrstev o mocnostech 1, 1 a 10 km s odpory 100, 10 a 300 Ω.m (viz obr. 5, pu˚vodnı´
model), ktery´ generuje data pro 17 logaritmicky ekvidistantneˇ rozlozˇeny´ch period na
logaritmicke´ sˇka´le. Pro kazˇdou vrstvu nynı´ mu˚zˇeme urcˇit apriornı´ distribuci (meze), ze
ktere´ se bude vzorkovat. V prˇı´padeˇ prvnı´ vrstvymu˚zˇeme naprˇı´klad rˇı´ct, zˇe jejı´ mocnost
se mu˚zˇe pohybovat od 0,1 do 2 km a odpor od 1 do 1000Ω.m. Analogicky urcˇı´me meze
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i pro zbyle´ dveˇ vrstvy. Pokud pote´ provedeme 1 milio´n na´hodny´ch simulacı´ z apriornı´
distribuce, dostaneme 1 milio´n mozˇny´ch rˇesˇenı´, ze ktery´ch mu˚zˇeme na za´kladeˇ shody
mezi experimenta´lnı´mi amodelovy´mi daty najı´t to nejlepsˇı´ nebo statisticky urcˇit jistotu
jeho odhadu. Pro na´zornost spolehlivosti MC simulacı´, ukazuji v obr. 5 deset ru˚zny´ch
beˇhu˚, kazˇdy´ o 1 milio´nu simulacı´. Jak je z obra´zku patrne´, jednoduche´ vzorkova´nı´ z
apriornı´ distribuce nasˇlo prakticky ve vsˇech beˇzı´ch velmi podobny´ model, ktery´ se
dostatecˇneˇ shoduje s pu˚vodnı´mi daty.
Obr. 5. Prˇı´klad jednoduche´ MC simulace ukazujı´cı´ rˇesˇenı´ obra´cene´ u´lohy pro 10
ru˚zny´ch beˇhu˚ vzˇdy o jednom milio´nu simulacı´.
Z vy´sˇe uvedene´ho prˇı´kladu je patrne´, zˇe rovnomeˇrne´ vzorkova´nı´ mu˚zˇe by´t efek-
tivnı´ pouze v prˇı´padeˇ prvnı´ch jednotek parametru˚ (zde 6) a relativneˇ nena´rocˇne´ho
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rˇesˇenı´ prˇı´me´ u´lohy. Pokud by byla apriornı´ distribuce mnohadimenziona´lnı´ (stovky
parametru˚), u´loha by nebyla prˇı´lisˇ efektivnı´. Potrˇebny´ pocˇet simulacı´ by totizˇ dosa´hl
velmi vysoky´ch hodnot a cela´ u´loha by byla cˇasoveˇ zcela nevy´hodna´. Celkoveˇ lze rˇı´ci,
zˇe standardnı´ Monte Carlo algoritmy jsou vyuzˇitelne´ pouze pro nı´zkodimenziona´lnı´
proble´my.
4.2 Monte Carlo simulace s Markovovy´mi rˇeteˇzci (MCMC)
Efektivnı´ MCMC metody byly prˇedlozˇeny v roce 1954 prˇi rˇesˇenı´ proble´mu˚ ve sta-
tisticke´ mechanice (Metropolis et al., 1953) na za´kladeˇ starsˇı´ch bayesovsky´ch prˇı´stupu˚
(Jeffreys, 1939). Dalsˇı´ posun nastal v roce 1970, kdy Hastings (1970) zobecnil Metropo-
lisovu pra´ci a odvodil du˚lezˇite´ podmı´nky pro akceptacˇnı´ pomeˇr v Markovoveˇ rˇeteˇzci
(rovnice 4.10) a zavedl tzv. Metropolis-Hastingsu˚v algoritmus. V osmdesa´ty´ch letech
se za´jem o MCMC metody da´le rozvı´jel (Kirkpatrich et al., 1983; Geman a Geman,
1984; Celeux a Diebolt, 1985). Du˚lezˇite´ bylo zejme´na uvedenı´ Gibbsova vzorkova´nı´
(Geman a Geman, 1984), ktere´ je zalozˇeno na generova´nı´ vzorku˚ procha´zenı´m jednot-
livy´ch promeˇnny´ch (nebo bloku˚ promeˇnny´ch) s cı´lem vzorkovat z jejich podmı´neˇne´
distribuce, zatı´mco ostatnı´ promeˇnne´ jsou zafixovane´ na jejich soucˇasne´ hodnoteˇ. Tzv.
Metropolis s Gibbsem spojil Metropolisu˚v prˇı´stup s Gibbsovy´m vzorkova´nı´m a na roz-
dı´l od drˇı´veˇjsˇı´ch MCMC algoritmu˚ se zaby´val kazˇdy´m parametrem zvla´sˇt’- jednotlive´
kroky na´vrh/akceptova´nı´/odmı´tnutı´ jsou prova´deˇny jednotliveˇ parametr po parame-
tru. Opravdovy´ pru˚lom nastal v roce 1990, kdy Gelfand a Smith (Gelfand a Smith,
1990) unifikovali MCMC teorii a umozˇnili sˇiroke´ vyuzˇitı´ Gibssova vzorkova´nı´ spolu s
Metropolis-Hastingsovy´mi MCMC algoritmy ve fyzice, astronomii nebo statistice.
Za´kladem MCMC simulacı´ je Markovu˚v rˇeteˇzec, ktery´ se na´hodneˇ pohybuje pro-
hleda´vany´m prostorem a postupneˇ navsˇteˇvuje jednotliva´ rˇesˇenı´ se stabilnı´ frekvencı´
plynoucı´ ze staciona´rnı´ distribuce cı´love´ distribuce. Pravdeˇpodobnost skoku rˇeteˇzce ze
soucˇasne´ho stavu do na´sledujı´cı´ho za´visı´ pouze na soucˇasne´m stavu a nikoli na prˇed-
chozı´ch stavech. MCMC simulace poda´va´ lepsˇı´ vy´sledky oproti jednoduche´ Monte
Carlo simulaci v prˇı´padeˇ vı´cedimenziona´lnı´ch proble´mu˚. Jakmile rˇeteˇzec prozkouma´-
vajı´cı´ prostor najde region s vysokou pravdeˇpodobnostı´, ma´ velkou sˇanci se v neˇm
u´speˇsˇneˇ da´le pohybovat, protozˇe mı´sta s vysˇsˇı´ pravdeˇpodobnostı´ by´vajı´ propojena´
nebo na sebe navazujı´cı´. Rˇeteˇzec se tak vyhne mı´stu˚m s nı´zkou pravdeˇpodobnostı´,
ktere´ mu˚zˇe na rozdı´l od jednoduche´ MC simulace vynechat.
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Kprozkouma´nı´ cı´love´ distribucegenerujeMCMCalgoritmuspokusne´ krokyze sou-
cˇasne´ho stavuMarkovova rˇeteˇzce xt−1 do nove´ho stavu xp. Nejstarsˇı´ verzı´ je Metropolis
s na´hodny´m krokem (random walk Metropolis - RWM), ktery´ uverˇejnil Metropolis et
al. (1953). Tento postup je postaven tak, aby udrzˇoval detailnı´ vyva´zˇenost s ohledem na
cı´lovou distribuci v kazˇde´m jednotlive´m kroku rˇeteˇzce (tzn. krok z xt−1 do xp ma´ stej-
nou pravdeˇpodobnost jako z xp do xt−1). Detailnı´ vyva´zˇenost (reversibilita) je du˚lezˇitou
(i kdyzˇ ne nezbytneˇ nutnou) podmı´nkou pro to, aby rˇeteˇzec vyhovoval staciona´rnı´
distribuci, ktera´ vyjadrˇuje, zˇe pravdeˇpodobnost na konci rˇeteˇzce je neza´visla´ na mı´steˇ,
kde zacˇal.
Pokud p(xt−1)(p(xp)) znacˇı´ pravdeˇpodobnost syste´mu ve stavu xt−1 (xp) a q(xt−1 →
xp)(q(xp → xt−1)) je podmı´neˇna´ pravdeˇpodobnost pokusne´ho kroku xt−1 do xp (nebo
xp do xt−1), pak pravdeˇpodobnost pacc(xt−1 → xp) prˇijetı´ pokusne´ho kroku z xt−1 do xp
souvisı´ s pacc(xp → xt−1) podle:
p(xt−1)q(xt−1 → xp)pacc(xt−1 → xp) = p(xp)q(xp | → xt−1)pacc(xp → xt−1) . (4.8)
Prˇi uva´zˇenı´ symetricke´ skokove´ distribuce (q(xt−1 → xp) = q(xp → xt−1), lze rovnici
(4.8) prˇepsat:
pacc(xt−1 → xp)
pacc(xp → xt−1) =
p(xp)
p(xt−1) , (4.9)
a samotnou pravdeˇpodobnost prˇijetı´ cˇi neprˇijetı´ pokusne´ho kroku vyja´drˇit jako:
pacc(xt−1 → xp) = min
[︄
1,
p(xp)
p(xt−1)
]︄
. (4.10)
Vprvnı´mkroku je vzorkova´n kandida´tnı´ bod xp z navrhovane´ symetricke´ distribuce
q, ktera´ za´visı´ na aktua´lnı´ pozici xt−1. Na´sledneˇ je kandida´tnı´ bod prˇijat cˇi neprˇijat na
za´kladeˇ Metropolisovy akceptacˇnı´ pravdeˇpodobnosti (rovnice 4.10). Nakonec, pokud
byl kandida´tnı´ bod prˇijat, posouva´ se rˇeteˇzec do xp, jinak zu˚sta´va´ v aktua´lnı´ pozici xt−1.
Opakova´nı´m teˇchto trˇı´ kroku˚ se Markovu˚v rˇeteˇzec postupneˇ posouva´ k hledane´ cı´love´
distribuci.
4.3 Mnoharˇeteˇzcova´ metoda DE-MC
Beˇhem poslednı´ deka´dy vzniklo mnoho ru˚zny´ch postupu˚, jak zefektivnit MCMC
simulace. Ty lze rozdeˇlit na jednorˇeteˇzcove´ a mnoharˇeteˇzcove´ metody. Vzhledem k
tomu, zˇe zde vyuzˇı´vany´ vzorkovacı´ algoritmus DREAM vyuzˇı´va´ mnoharˇeteˇzcovou
metodu, jednorˇeteˇzcove´ metody prˇeskocˇı´m.
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Mnoharˇeteˇzcove´ metody vyuzˇı´vajı´ mnoho ru˚zny´ch paralelneˇ beˇzˇı´cı´ch rˇeteˇzcu˚ k
prozkouma´nı´ aposteriornı´ cı´love´ distribuce. Pouzˇitı´ vı´cena´sobne´ho pocˇtu rˇeteˇzcu˚ ma´
mnoho vy´hod, zejme´na v prˇı´padeˇ komplexnı´ aposteriornı´ distribuce jako jsou u´lohy s
mnoha loka´lnı´miminimy.Mnoharˇeteˇzcove´metodynabı´zı´ silnouochranuproti prˇedcˇasne´
konvergenci a umozˇnˇujı´ pouzˇitı´ sˇiroke´ho spektra statisticky´chmetod (Gelman a Rubin,
1992), pomocı´ nichzˇ lze zhodnotit, zda docha´zı´ ke konvergenci, a to zejme´na u metod,
ktere´ pracujı´ s interakcı´ veˇtsˇı´ho pocˇtu rˇeteˇzcu˚. Interakci veˇtsˇı´ho pocˇtu rˇeteˇzcu˚ lze vyuzˇı´t
jednak k posouzenı´ konvergence na za´kladeˇ rozptylu jejich hodnot prˇi zacˇa´tku vzor-
kova´nı´ a take´ dovoluje jednoduchy´ odhad vzorkovacı´ variability bez nutnosti analy´zy
cˇasove´ho vy´voje jednotlivy´ch simulacı´ (Gelman a Rubin, 1992).
Jednou z mozˇnostı´ jak efektivneˇ generovat v ra´mci rˇeteˇzcu˚ nove´ na´vrhy je vyuzˇitı´
diferencia´lnı´ evoluce (DE; Storn a Price, 1997), kterou vyuzˇı´va´ i algoritmus DREAM.
Jedna´ se o evolucˇnı´ algoritmus, ktery´ lze zarˇadit mezi stochasticke´ metody s prˇı´my´m
vyhleda´va´nı´m. Vy´hodouDE je velmimaly´ pocˇet startovnı´ch parametru˚: velikost popu-
lace, mutacˇnı´ konstanta, pra´h krˇı´zˇenı´ a pocˇet generacı´. V prvnı´m kroku je generova´na
na´hodneˇ nulta´ generace, ktera´ je na´sledneˇ ohodnocena ve smyslu konkre´tnı´ch jedincu˚.
V dalsˇı´m kroku jsou vybra´ni jedinci k reprodukci (rodicˇe) a na´sleduje krˇı´zˇenı´ vybra-
ny´ch jedincu˚ a vytvorˇenı´ potomku˚. V poslednı´m kroku docha´zı´ k vy´beˇru potomku˚ pro
prˇı´sˇtı´ generaci a tzv. mutaci, ktera´ do algoritmu vna´sˇı´ prvek na´hody a na´hodneˇ meˇnı´
vlastnosti neˇktery´ch jedincu˚ v nove´ populaci. DE algoritmy lze snadno paralelizovat a
zefektivnit tak jejich vy´pocˇet.
Ter Braak (2006) navrhl jednoduchy´ adaptivnı´ RWM algoritmus nazy´vajı´cı´ se Dife-
rencia´lnı´ Evolucˇnı´ Markovu˚v rˇeteˇzec (Differential Evolution Markov Chain - DE-MC).
DE-MC vyuzˇı´va´ diferencia´lnı´ evoluci veˇtsˇı´ho pocˇtu rˇeteˇzcu˚, ktere´ spolu interagujı´ jako
geneticky´ algoritmus pro vyvı´jenou populaci v kombinaci s Metropolisovy´m vy´beˇro-
vy´m pravidlem. To rozhoduje, zda by meˇla nova´ populace (novy´ stav - kandida´tnı´
body) nahradit sve´ rodicˇe (pu˚vodnı´ stav). Vy´hodou DE-MC algoritmu je, zˇe vedle sebe
beˇzˇı´ paralelneˇ N ru˚zny´ch Markovovy´ch rˇeteˇzcu˚. Pokud je stav jednoho rˇeteˇzce da´n
d-vektorem x, pote´ v kazˇde´ generaci t − 1, N rˇeteˇzcu˚ v DE-MC definuje populaci X.
Ta koresponduje s maticı´ N × d, kde kazˇdy´ rˇa´dek reprezentuje jeden rˇeteˇzec. Na´sledneˇ
je generova´n vı´cerozmeˇrny´ na´vrh Xp ze souhrnu rˇeteˇzcu˚ X = (x1t−1, . . . , xNt−1) pomocı´
diferencia´lnı´ evoluce (Vrugt, 2016):
Xip = γd(Xa −Xb) + ζd , a ≠ b ≠ i , (4.11)
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kde γ znacˇı´ de´lku skoku (angl. jump rate), a a b jsou cela´ cˇı´sla zı´skana´ bez nahrazenı´ z
{1, . . . , i − 1, i + 1, . . . , N}, a ζ D∼ Nd(0, c∗) je zı´ska´no z norma´lnı´ distribuce s malou stan-
dardnı´ odchylkou. Prˇijetı´m kazˇde´ho na´vrhu pomocı´ Metropolisovy pravdeˇpodobnosti
(Vrugt, 2016):
pacc(Xi → Xip) = min[1, p(Xip)/p(Xi)] , (4.12)
je zı´ska´n Markovu˚v rˇeteˇzec, jehozˇ staciona´rnı´ nebo limitnı´ distribuce je aposteriornı´
distribucı´.
Protozˇe se sdruzˇena´ pravdeˇpodobnost pdf N rˇeteˇzcu˚ faktorizuje jako π¯(x1 |·) × . . . ×
π¯(xN |·), stavy x1 . . . xN jednotlivy´ch rˇeteˇzcu˚ jsou neza´visle´ na jake´koli generaci, po
tom co DE-MC zacˇalo by´t neza´visle´ na sve´ pocˇa´tecˇnı´ hodnoteˇ (Vrugt, 2016). Jakmile
skoncˇı´ tento u´sek tzv. zahorˇenı´ (angl. burn-in), lze pocˇı´tat pru˚beˇh konvergence DE-MC
algoritmu pomocı´ Rˆ statistiky (Gelman a Rubin, 1992). Ta slouzˇı´ k monitoringu konver-
gence u mnoharˇeteˇzcovy´ch MCMC metod, kdy se rˇeteˇzce berou jako zkonvergovane´
ve chvı´li, kdy ”zapomenou“ svoje pocˇa´tecˇnı´ hodnoty a vy´sledne´ hodnoty vsˇech rˇeteˇzcu˚
jsou prakticky shodne´.
DE-MC algoritmus rˇesˇı´ du˚lezˇity´ prakticky´ proble´m RWM, ktery´m je spra´vna´ volba
velikosti skoku a smeˇru prˇi prohleda´va´nı´ zkoumane´ho prostoru.
4.4 Mnoharˇeteˇzcova´ metoda DREAM
Metoda DREAM nale´za´ v poslednı´ch letech uplatneˇnı´ v sˇiroke´ sˇka´le oboru˚ zahr-
nujı´cı´ch biologii (Coelho et al., 2011; Zaoli et al., 2014), chemii (Owejan et al., 2012;
DeCaluwe et al., 2014), ekonomii (Bauwens et al., 2011; Lise et al., 2012), fyziku (Dura
et al., 2011; Horowitz et al., 2012) a v neposlednı´ rˇadeˇ i ru˚zne´ soucˇa´sti geoveˇd jako hyd-
rogeologii (Keating et al., 2010; Laloy et al., 2013), geostatistku (Minasny et al., 2011;
Sun et al., 2013) a geofyziku (Bikowski et al., 2012; Linde a Vrugt, 2013). DREAM byl
pouzˇit i pro 2D magnetotelurickou obra´cenou u´lohu (Carbalaj et al., 2014), nikdy vsˇak
v prˇı´padeˇ mnohadimenziona´lnı´ho anizotropnı´ho prˇı´padu.
Algoritmus DREAM (Differential Adaptive Metropolis - Diferencia´lnı´ Adaptivnı´
Metropolis) ma´ svu˚j pu˚vod v DE-MC algoritmu, ale vyuzˇı´va´ navı´c podprostorove´
vzorkova´nı´ (Vrugt et al., 2009) spolu s korekcı´ vyskakujı´cı´ch rˇeteˇzcu˚ ke zrychlenı´ kon-
vergence k cı´love´ distribuci. Podprostorove´ vzorkova´nı´ je v DREAMu zavedeno tak, zˇe
pokazˇde´ kdy je generova´n novy´ na´vrh, docha´zı´ k aktualizaci ne vsˇech, ale jen na´hodneˇ
vybrany´ch dimenzı´ x, pokazˇde´ kdy je generova´n novy´ na´vrh. Pokud A bude znacˇit
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podmnozˇinu d*-dimenzı´ origina´lnı´ho prostoru parametru˚, Rd
∗ ⊆ Rd potom je skok,
dXi ite´ho rˇeteˇzce i = {1, . . . , N} prˇi iteraci t = {2, . . . ,T} vypocˇı´ta´n ze souboru rˇeteˇzcu˚
X = x1t−1, . . . , x
N
t−1 pomocı´ diferencia´lnı´ evoluce (Vrugt, 2016):
dXiA = ζd∗ + (1d∗ + λd∗)γδ,d∗
δ∑︂
j=1
(XajA −X
bj
A )
(4.13)
dXi≠A = 0 ,
kde γ = 2.38/√2δd∗ je de´lka skoku (angl. jump rate), δ oznacˇuje pocˇet pa´ru˚ rˇeteˇzcu˚
pouzˇity´ch ke generova´nı´ skoku a a a b jsou vektory obsahujı´cı´ δ cely´ch cˇı´sel, ktera´
jsou vytahova´na (angl. draw) bez nahrazenı´ z {1, . . . , i − 1, i + 1, . . . , N}. Pokud bychom
zvolili δ = 3, znamenalo by to v praxi, zˇe jedna trˇetina na´vrhu˚ je vytvorˇena z δ = 1,
druha´ trˇetina z δ = 2 a zbyla´ trˇetina z δ = 3. Hodnoty λ a ζ jsou vzorkova´ny neza´visle
z Ud∗(−c, c) a Nd∗(0, c∗), respektive z multivarietnı´ uniformnı´ a norma´lnı´ distribuce, ty-
picky s c = 0, 1 a c∗ maly´m v porovna´nı´ se sˇı´rˇkou cı´love´ distribuce. Oproti DE-MC
algoritmu, p(γ=1) = 0, 2, cozˇ slouzˇı´ k vylepsˇenı´ pravdeˇpodobnosti skoku mezi nepropo-
jeny´mi mo´dy v cı´love´ distribuci.
Kandida´tnı´ bod ite´ho rˇeteˇzce prˇi ite´ iteraci t pote´ bude (Vrugt, 2016):
Xip = X
i + dXi , (4.14)
a Metropolisu˚v pomeˇr v rovnici 4.12, je pote´ pouzˇit k rozhodnutı´, zda na´vrh prˇijmout
cˇi nikoli. Pokud pacc(Xi → Xip) ≥ U(0, 1) kandida´tnı´ bod je prˇijat a ity´ rˇeteˇzec se prˇesune
do nove´ pozice, ktera´ je xit = X
i
p, jinak xit = x
i
t−1. Vy´chozı´ rovnice pro γ by meˇla pro
gaussovske´ rozdeˇlenı´ vyu´stit v optima´lnı´ akceptacˇnı´ mı´ru blı´zkou 0,44 pro d = 1, 0,25
pro d =5 a 0,23 pro velka´ d (Vrugt, 2016).
d∗-cˇleny podmnozˇiny A jsou vzorkova´ny z {1, . . . , d} a definujı´ rozmeˇry parame-
tricke´ho prostoru, ktery´ ma´ by´t vzorkova´n novy´m na´vrhem. Tato podmnozˇina A
je konstruova´na v DREAMu za pomoci opera´toru krˇı´zˇenı´ (angl. crossover). Tento
geneticky´ opera´tor je pouzˇit prˇed vznikem kazˇde´ho na´vrhu a pracuje na´sledovneˇ.
Nejdrˇı´ve je krˇı´zˇı´cı´ hodnota CR vzorkova´na z geometricke´ rˇady nCR ru˚zny´ch crossover
pravdeˇpodobnostı´, CR = { 1nCR , 2nCR , . . . , 1} za pouzˇitı´ diskre´tnı´ multinomia´lnı´ distri-
buce, M(CR,pCR) na CR s pravdeˇpodobnostı´ vy´beˇru pCR. Na´sledneˇ, d-vektor z =
{z1, . . . , zd} je vytazˇen ze standardnı´ multivarietnı´ norma´lnı´ distribuce z D∼ Ud(0, 1).
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Vsˇechny jeho hodnoty j, ktere´ vyhovujı´ z j ≤ cr jsou ukla´da´ny do podmnozˇiny A. Po-
kud je A pra´zdne´, jedna dimenze z {1, . . . , d} je vzorkova´na na´hodneˇ, aby se zabra´nilo
tomu, zˇe skokovy´ vektor bude mı´t nulovou de´lku (Vrugt, 2016).
Pouzˇitı´ podprostorove´ho vzorkova´nı´ navı´c dovoluje pouzˇitı´ N < d vDREAMu, cozˇ
je du˚lezˇita´ vy´hoda oproti DE-MC algoritmu, ktery´ potrˇebuje N = 2d rˇeteˇzcu˚. V praxi
to znamena´, zˇe pro efektivnı´ zmapova´nı´ prostoru rˇesˇenı´ stacˇı´ nı´zky´ pocˇet rˇeteˇzcu˚, cozˇ
vede k nizˇsˇı´m na´roku˚m na vy´pocˇetnı´ kapacitu i k cˇasove´ u´sporˇe (Vrugt, 2016).
4.4.1 MT-DREAM(ZS)
Tato verze algoritmu je specia´lneˇ urcˇena pro mnohadimenziona´lnı´ proble´my. Na
rozdı´l od norma´lnı´ verze algoritmu vytva´rˇı´ skokovy´ vektor v rovnici (4.13) z minuly´ch
stavu˚ spojeny´ch rˇeteˇzcu˚ (Vrugt et al., 2008, 2009). Tento postup je implementova´n
na´sledovneˇ: PokudZ = Z1, . . . ,Zm jematice o velikostim× d, ktera´ rˇedı´ historii kazˇde´ho
rˇeteˇzce N , pote´ je na´sledujı´cı´ skok spocˇı´ta´n jako (Vrugt, 2016):
dXiA = ζd∗ + (1d∗ + λd∗)γδ,d∗
δ∑︂
j=1
(ZajA −Z
bj
A ) , (4.15)
kde a a b jsou 2δN celocˇı´selne´ hodnoty vybrane´ bez nahrazenı´ z {1, . . . ,m}.
Vyuzˇitı´ minuly´ch stavu˚ pro skokovou distribuci v rovnici (4.15) ma´ trˇi hlavnı´ vy´-
hody. Za prve´, vy´razneˇ me´neˇ rˇeteˇzcu˚ musı´ dostatecˇneˇ prozkoumat cı´lovou distribuci.
To nejenzˇe minimalizuje pocˇet vzorku˚ nutny´ch k zahorˇenı´, ale take´ to zjednodusˇuje
aplikaci algoritmu pro mnohadimenziona´lnı´ proble´my. Zatı´mco u samotne´ho algo-
ritmu DREAM je nutny´ minima´lnı´ pocˇet rˇeteˇzcu˚ N ≥ d/2, u verze DREAMZS stacˇı´
pouze N = 3 i pro mnohadimenziona´lnı´ proble´my. Za druhe´, vzhledem k tomu, zˇe
navrhovana´ distribuce v algoritmu DREAMZS vyuzˇı´va´ minule´ stavy rˇeteˇzcu˚, jejich vy´-
pocˇet mu˚zˇe beˇzˇet na ru˚zny´ch procesorech. A za trˇetı´, vyskakujı´cı´ rˇeteˇzce nepotrˇebujı´
nijak korigovat (Vrugt, 2016).
Vzorkova´nı´ z minuly´ch stavu˚ popı´ra´ Markovovske´ principy vzorkova´nı´ rˇeteˇzcu˚.
Dı´ky tomuDREAM(ZS) spada´ spı´sˇe pod adaptivnı´Metropolisovy vzorkovacı´ algoritmy
(Roberts a Rosenthal, 2007). Vzhledem k vyuzˇitı´ delsˇı´ historie rˇeteˇzcu˚ nelze na tyto
adaptivnı´ algoritmy aplikovat standardnı´ MCMC teorii. K zajisˇteˇnı´ konvergence u
teˇchto metod je nutne´, aby se adaptace v pru˚beˇhu vy´pocˇtu postupneˇ snizˇovala, cozˇ
DREAMZS splnˇuje (ter Braak a Vrugt, 2008).
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Aby se zajistila dostatecˇna´ ru˚znorodost vytva´rˇeny´ch na´vrhu˚, algoritmus vyuzˇı´va´
smeˇs paralelnı´ch smeˇru˚ a tzv. kulecˇnı´kovy´ch skoku˚ (angl. snooker jumps). Tyto skoky
vyuzˇı´vajı´ adaptivnı´ velikost kroku a jsou schematicky zobrazeny na obr. 6. Indexy a, b
a c jsou vytazˇeny na´hodneˇ z cely´ch cˇı´sel {1, . . . ,m}.
Obr. 6. Vysveˇtlenı´ kulecˇnı´kovy´ch skoku˚ pro hypoteticky´ 2D proble´m vyuzˇı´vajı´cı´
archiv m = 10 bodu˚ (sˇede´ tecˇky) Trˇi body z tohoto archivu Za, Zb a Zc jsou vzorkova´ny
na´hodneˇ a definujı´ skok ite´ho rˇeteˇzce Xi na´sledovneˇ: body Zb a Zc jsou promı´tnuty
ortogona´lneˇ na tecˇkovanou linii XiZa. Skok je na´sledneˇ definova´n jako na´sobek
rozdı´lu mezi promı´tnuty´mi body Zb⊥ a Zc⊥ (zelene´ cˇtverce) a vytva´rˇejı´ na´vrh X
i
p.
Zdroj: Vrugt, J.A. (2016) Markov chain Monte Carlo simulation using the DREAM software
package: Theory, concepts, and MATLAB Implementation, Environmental Modelling &
Software, 75, 273-316.
MT-DREAM(ZS) navı´c vyuzˇı´va´ vı´cena´sobne´ zkusˇebnı´ vzorkova´nı´ (multi try sam-
pling; Liu et al., 2000), ktere´ vytva´rˇı´ µ ru˚zny´ch na´vrhu˚ v kazˇde´m rˇeteˇzci N . Hlavnı´
vy´hodou vı´cena´sobne´ho zkusˇebnı´ho vzorkova´nı´ je, zˇe µ na´vrhu˚ mu˚zˇe by´t navrzˇeno
paralelneˇ. Pokud by algoritmus beˇzˇel s N = 3 rˇeteˇzci, pote´ by potrˇeboval pouze N × µ
procesoru˚, cozˇ je vy´razneˇ vy´hodneˇjsˇı´ pro velka´ d, nezˇ samotny´ DREAM s velky´m
mnozˇstvı´m N .
4.5 Apriornı´ informace
Veˇrohodnost je vyja´drˇena mı´rou vystizˇenı´ dat vybrany´mmodelem za prˇedpokladu
(cˇasto) gaussovske´ho modelu sˇumu v nasˇich experimenta´lnı´ch datech. Pro jeden zvo-
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leny´ datovy´ bod di ± δdi je tedy:
Prob(di |ρ) = 1√
2π(δdi)
exp
(︃
−(di − Di(ρ))
2
2(δdi)2
)︃
, i = 1, . . . , N , (4.16)
kde D(ρ) symbolizuje rˇesˇenı´ prˇı´me´ u´lohy pro odporove´ parametry ρ. Veˇrohodnost
vsˇech pozorovany´ch dat spolecˇneˇ je pak, prˇi neza´vislosti meˇrˇeny´ch dat, da´na soucˇinem
dı´lcˇı´ch veˇrohodnostı´:
Prob(d|ρ) =
N∏︂
i=1
1√
2π(δdi)
exp
(︃
−(di − Di(ρ))
2
2(δdi)2
)︃
=
=
1
(2π)N/2 ×
N∏︂
i=1
1
δdi
× exp
(︄
−1
2
N∑︂
i=1
(di − Di(ρ))2
(δdi)2
)︄
. (4.17)
Prakticky pouzˇı´vana´ logaritmicka´ veˇrohodnost je pak:
L(d|ρ) = log Prob(d|ρ) = −N
2
log(2π) −
N∑︂
i=1
log(δdi) − 12
N∑︂
i=1
(︃
di − Di(ρ)
δdi
)︃2
⏞ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ⏟⏟ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ⏞
misfit
. (4.18)
Apriornı´ strukturnı´ informace mu˚zˇe by´t ru˚zne´ho tvaru, kuprˇ.:
(1) Ma´me prˇedstavu o hlavnı´ch rysech struktury, ktere´ jsou vteˇleny do apriornı´ho
modelu struktury ρ0(r). Apriornı´ informaci pak formulujeme tak, zˇe odchylka
skutecˇne´homodelu strukturyodapriornı´homodelu jena´hodna´ ve smyslugaussovske´ho
sˇumu s nulovy´m pru˚meˇrem a standardnı´ odchylkou α0. V jednotlivy´ch bunˇka´ch
modelu (s indexem η) pak apriornı´ pravdeˇpodobnost vyja´drˇı´me jako:
Prob(ρ) = N(0,α20) =
1√
2πα0
exp
(︄
−(log ρη − log ρ0η)
2
2α20
)︄
. (4.19)
Je-li celkovy´ pocˇet buneˇk v modelu M , bude logaritmicka´ apriornı´ hustota da´na:
LS0(ρ) = −M2 log(2π) −M log(α0) −
1
2
M∑︂
η=1
(︃
log ρη − log ρ0η
α0
)︃2
=
= −M
2
log(2π) −M log(α0) − 1
2α20
M∑︂
η=1
(︁
log ρη − log ρ0η
)︁2 . (4.20)
Maximalizace aposteriornı´ pravdeˇpodobnosti vede pak namaximalizaci L(d|ρ)+
LS0(ρ) cˇi na minimalizaci cı´love´ funkce:
Φ(ρ) =
N∑︂
i=1
(︃
di − Di(ρ)
δdi
)︃2
+
1
α20
M∑︂
η=1
(︁
log ρη − log ρ0η
)︁2 , (4.21)
kdeα−20 = λS0 prˇedstavuje regularizacˇnı´ va´huproblı´zkost k referencˇnı´mumodelu.
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(2) Apriori prˇedpokla´da´me, zˇe struktura je hladka´ ve smyslu l1 (gradient) cˇi l2 (lapla-
cia´n) normy. Pro prvy´ prˇı´pad formalizujeme podmı´nku hladkosti tak, zˇe apriori
prˇedpokla´da´me, zˇe rozdı´l odporu˚ sousednı´ch buneˇk je pouze na´hodna´ gaussov-
ska´ velicˇina s nulovy´m pru˚meˇrem a standardnı´ odchylkou α1:
log ρη − log ρξ ∼ N(0,α21) =
1√
2πα1
exp
(︄
−(log ρη − log ρξ)
2
2α21
)︄
, (4.22)
kde η, ξ jsou indexy navza´jem sousednı´ch buneˇk v modelu. Standardnı´ odchylka
α1 mu˚zˇe by´t obecneˇ ru˚zna´ pro rozdı´l odporu˚ v horizonta´lnı´mavertika´lnı´m smeˇru.
Pro anizotropnı´ modely se tato odchylka aplikuje na vsˇechny parametry tenzoru
vodivosti a nemusı´ by´t pro jednotlive´ typy parametru˚ stejna´.
Celkova´ logaritmicka´ apriornı´ pravdeˇpodobnost je pak:
LS1(ρ) = −P2 log(2π) − P log(α1) −
1
2
P∑︂
η,ξ
(︃
log ρη − log ρξ
α1
)︃2
=
= −P
2
log(2π) − P log(α1) − 1
2α21
P∑︂
η,ξ
(︁
log ρη − log ρξ
)︁2 , (4.23)
kde index η jde prˇes vsˇechny bunˇky modelu a index ξ probı´ha´, prˇi kazˇde´m
pevne´m η, vsˇechny jeho sousedy. Celkovy´ pocˇet pa´ru˚ η, ξ je P. Prˇi diferencovane´m
vyhlazova´nı´ v ru˚zny´ch smeˇrech cˇi pro ru˚zne´ typy parametru˚ je trˇeba LS1 rozdeˇlit
na odpovı´dajı´cı´ cˇa´sti.
Podobneˇ jako v prˇedchozı´m prˇı´padeˇ, mu˚zˇeme i nynı´ odvodit cı´lovou funkci pro
minimalizaci:
Φ(ρ) =
N∑︂
i=1
(︃
di − Di(ρ)
δdi
)︃2
+
1
α21
P∑︂
η,ξ
(︁
log ρη − log ρξ
)︁2 . (4.24)
Ve srovna´nı´ s klasickou inverznı´ u´lohou, i zde vyjadrˇuje α−2S = λS1 regularizacˇnı´
va´hu pro regulaci sı´ly pozˇadavku na hladkost vy´sledne´ho modelu.
(3) Specia´lneˇ u anizotropnı´ch modelu˚ je cˇasto opra´vneˇny´ apriornı´ pozˇadavek na mi-
nima´lnı´ anizotropii modelu. Opeˇt lze prˇedpokla´dat, zˇe anizotropie je v apriornı´m
modeluprˇı´tomnapouze jako gaussovska´ porucha k jinak izotropnı´mumodelu. To
lze formalizovat naprˇ. modelem, v neˇmzˇ jsou rozdı´ly logaritmu˚ hlavnı´ch odporu˚
v ru˚zny´ch smeˇrech da´ny jako gaussovsky´ sˇum s nulovy´mpru˚meˇrem a standardnı´
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odchylkou αa, tedy naprˇ. v η-te´ bunˇce modelu a pro i ∈ {x, y, z}, i ≠ j:
log ρη,i − log ρη, j ∼ N(0,α2a) =
1√
2παa
exp
(︄
−(log ρη,i − log ρη, j)
2
2α2a
)︄
. (4.25)
Celkova´ logaritmicka´ apriornı´ pravdeˇpodobnost pro vsˇechny bunˇky v modelu je
pak v tomto prˇı´padeˇ:
La(ρ) = −3M2 log(2π) − 3M log(αa) −
1
2
M∑︂
η=1
∑︂
i j∈{xy,yz,zx}
(︃
log ρη,i − log ρη, j
αa
)︃2
=
= −3M
2
log(2π) − 3M log(αa) − 1
2α2a
M∑︂
η=1
∑︂
i j∈{xy,yz,zx}
(︁
log ρη,i − log ρη, j
)︁2 . (4.26)
To da´le prˇispı´va´ k cı´love´ funkci pro rˇesˇenı´ obra´cene´ u´lohy dalsˇı´m regularizacˇnı´m
cˇlenem, jehozˇ pu˚sobenı´m se omezuje celkova´ anizotropie v modelu. Tento cˇlen se
prˇida´ ke svrchu definovane´ funkci Φ(ρ) a je tvaru:
Φa(ρ) = λa
M∑︂
η=1
∑︂
i j∈{xy,yz,zx}
(︁
log ρη,i − log ρη, j
)︁2 , λa = 1
α2a
. (4.27)
Obecneˇji je mozˇne´ aplikovat na jednotlive´ pa´ry hlavnı´ch odporu˚ ru˚zne´ regula-
rizacˇnı´ va´hy a tı´m podporˇit urcˇity´ redukovany´ typ anizotropie, naprˇ. uniaxia´lnı´
anizotropii. Podobnou u´vahu jako vy´sˇe lze take´ aplikovat na logaritmicky´ tenzor
vodivosti (cˇi odporu), kdy se prˇedpokla´da´, zˇe rozdı´l logaritmicke´ho tenzoru vo-
divosti a jeho izotropnı´ cˇa´sti je da´n jako gaussovsky´ sˇum. Tento postup nakonec
vede ke strukturnı´ podmı´nce na minimalizaci normy:|︁|︁|︁|︁ σL − 13 (σLxx + σLyy + σLzz) 1 |︁|︁|︁|︁2 , (4.28)
kde 1 je 3 × 3 jednotkova´ matice.
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5. Realizace
Za´kladem vy´pocˇetnı´ho algoritmu je volneˇ dostupny´ balı´cˇek DREAM pro Matlab
(Laloy a Vrugt, 2012; Vrugt, 2016;), ktery´ ma´ podobu zkompilovany´ch skriptu˚. Ty obsa-
hujı´ samotne´ stochasticke´ vzorkova´nı´ a statistiku kontrolujı´cı´ konvergenci. V prˇı´padeˇ
1D jsem jako prˇı´mou u´lohu pouzˇil 1D anizotropnı´ ko´d od Peka a Santose (2002). Ten
jsem zkompiloval do MEX souboru, pomocı´ ktere´ho doka´zˇe Matlab spustit u´lohu na-
psanou ve Fortranu, jako by se jednalo o spustitelny´ skript z Matlabu. Ve 2D prˇı´padeˇ
jsem jako prˇı´mou u´lohu pouzˇil 2D anizotropnı´ ko´d od Peka a Vernera (1997), ktery´
jsem opeˇt s Matlabem propojil prˇes MEX soubor. Prˇi samotne´m vy´pocˇtu jsou skrze
stochasticke´ vzorkova´nı´ vzorkova´ny pomocı´ rˇeteˇzcu˚ odpory/vodivosti/u´hly jednotli-
vy´ch modelovy´ch buneˇk, ktere´ jsou na´sledneˇ odesla´ny do MEX souboru pocˇı´tajı´cı´ho
prˇı´mou u´lohu. Ta po vy´pocˇtu odesˇle zpeˇt do Matlabu odezvu v podobeˇ modelovy´ch
impedancı´, ze ktery´ch se jizˇ pocˇı´ta´ chyba (shoda experimenta´lnı´ch a modelovy´ch dat).
Obr. 7. Vy´voj trˇı´ rˇeteˇzcu˚ v pru˚beˇhu 43 000 simulacı´.
Nakonec je skrze DREAM spocˇı´ta´na statistika kontrolujı´cı´ konvergenci jednotlivy´ch
rˇeteˇzcu˚ - ty se posunou v prohleda´vane´m prostoru urcˇity´m smeˇrem a skript se posouva´
do dalsˇı´ iterace. Na obr. 7 je videˇt vy´voj trˇı´ rˇeteˇzcu˚ v pru˚beˇhu 43 000 simulacı´ pro
jednu odporovou bunˇku v prˇı´padeˇ 2D izotropnı´ u´lohy. V prvnı´ch cca 10 000 simulacı´ch
jednotlive´ rˇeteˇzce neza´visle na sobeˇ prohleda´vajı´modelovy´ prostor a pote´ se vsˇechny trˇi
usta´lı´ na hodnoteˇ s nejvysˇsˇı´ pravdeˇpodobnostı´. Konvergence jednotlivy´ch parametru˚
je patrna´ na obr. 8, kde kazˇda´ cˇa´ra znacˇı´ jeden parametr z 286. Jak je videˇt, jednotlive´
parametry se postupneˇ dosta´vajı´ ve statistice dleGelmana aRubina (1992) pod hodnotu
51
1,2, kdy je rozptyl vsˇech pocˇı´tany´ch rˇeteˇzcu˚ (zde trˇı´) pro dany´ parametr natolik maly´,
zˇe se parametr bere jako zkonvergovany´.
Obr. 8. Pru˚beˇh Rˆ-konvergence.
Prakticky vsˇechny vy´pocˇty jsem realizoval dle doporucˇenı´ Laloy a Vrugt (2012):
vy´pocˇty pracovaly se trˇemi rˇeteˇzci a soucˇasneˇ vytva´rˇel kazˇdy´ rˇeteˇzec peˇt kandida´tnı´ch
bodu˚. Vzhledem k velke´mu pocˇtu parametru˚ (> 100) jsem dle doporucˇenı´ v Laloy et
al. (2015) prova´deˇl vsˇechny vy´pocˇty s de´lkou skoku γ = 0, 25 (mı´sto za´kladnı´ hodnoty
1; kontroluje de´lku skoku v prohleda´vane´m prostoru), cozˇ zrychluje konvergenci u
mnohadimenziona´lnı´ch u´loh typicky spjaty´ch s hydrogeologicky´mi a geofyzika´lnı´mi
proble´my. Pokud se neˇjaky´ rˇeteˇzec dostal mimo vymezene´ hodnoty, byl korigova´n
pomocı´ nastavenı´ ”odraz“ (angl. reflect) v mozˇnosti hranicˇnı´ nastavenı´ (angl. bound-
handling). Prˇi kazˇde´m beˇhu byla aktivova´na tzv. perioda zahorˇenı´ (burn-in), ktera´ je
nutna´ k tomu, aby bylo z vy´sledku odrˇı´znuto urcˇite´ mnozˇstvı´ pocˇa´tecˇnı´ch simulacı´,
ktere´ pouze prozkouma´vajı´ prostor rˇesˇenı´. Nastavenı´ zahorˇenı´ jsem pouzˇı´val na 50%
(da´le popisovane´ vy´sledky se tak pocˇı´taly pouze z 50% poslednı´ch simulacı´ a prvnı´ch
50% bylo odrˇı´znuto). V prˇı´padeˇ dlouhy´ch beˇhu˚ obsahujı´cı´ch vı´ce nezˇ 50 000 simu-
lacı´, jsem obvykle nastavil dvojna´sobnou decimaci z du˚vodu u´spory operacˇnı´ pameˇti.
Nastavenı´ zbytku parametru˚ jsem ponechal ve vy´chozı´m nastavenı´ dle Vrugt (2016).
Dı´ky pravdeˇpodobnostnı´mu mapova´nı´ prostoru lze z vy´sledku˚ jednotlivy´ch rˇe-
teˇzcu˚ dopocˇı´tat celou rˇadu statisticky´ch parametru˚, ze ktery´ch lze statisticky zhodnotit
nalezene´ rˇesˇenı´. Za´sadnı´ vy´hodou tohoto pravdeˇpodobnostnı´ho prˇı´stupu je, zˇe aposte-
riornı´ rozptyl jednotlivy´ch parametru˚ v sobeˇ nese informaci o nejistoteˇ odhadu dane´ho
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parametru. Za´kladnı´ mozˇnostı´ jak hodnotit nejistotu odhadu konkre´tnı´ho parametru
jsou margina´lnı´ pravdeˇpodobnosti aposteriornı´ho rozlozˇenı´. Z nich lze da´le dopocˇı´tat
pro zvolene´ parametry interval kredibility, ve ktere´m lezˇı´ parametr s danou pravdeˇ-
podobnostı´. V prˇı´padeˇ 90% intervalu tak mu˚zˇeme rˇı´ci, zˇe dany´ parametr naby´va´ s
pravdeˇpodobnostı´ 90% dane´ho rozmezı´. Kredibilnı´ interval vyjadrˇuje soucˇasnou ne-
jistotu ohledneˇ hodnoty dane´ho parametru a mu˚zˇe tak by´t interpretova´n v pravdeˇ-
podobnostnı´m smyslu. Naproti tomu klasicky´ konfidencˇnı´ interval pouzˇı´vany´ mimo
bayesovskou teorii zaznamena´va´ nejistotu intervalu, ktery´ jsme zı´skali (at’uzˇ obsahuje
pravdive´ hodnoty nebo ne) a nemu˚zˇe tak by´t interpretova´n jako pravdeˇpodobnostnı´
tvrzenı´ o skutecˇne´ hodnoteˇ parametru.
Pro zhodnocenı´ vy´sledku˚ bayesovske´ u´lohy lze vyuzˇı´t neˇkolika krite´riı´. Jednou z
mozˇnostı´ je DIC (angl. Deviance Information Criterion; Spiegelhalter et al., 2002), ktery´
je ekvivalentem AIC (angl.. Akaike Information Criterion; Akaike 1974) pro bayesov-
ske´ u´lohy. DIC lze vyja´drˇit v podobeˇ indika´toru shody dat (odchylky) a v podobeˇ
efektivnı´ho pocˇtu parametru˚. Pro zhodnocenı´ celkove´ chyby my´ch u´loh jsem pouzˇı´val
pouze prvnı´ indika´tor DIC (pru˚meˇrnou devianci), ktery´m lze vyja´drˇit shodu modelu s
pu˚vodnı´mi daty. Vy´hodou DIC a jeho soucˇa´stı´ je jeho mozˇnost vy´pocˇtu pro konkre´tnı´
data cˇi slozˇku dat. V prˇı´padeˇ MT obra´cene´ u´lohy tak lze pru˚meˇrnou devianci spocˇı´-
tat naprˇı´klad pro urcˇitou periodu, pro urcˇitou stanici cˇi souhrnneˇ pro urcˇitou slozˇku
tenzoru impedance atd. Pru˚meˇrnou devianci pro konkre´tnı´ model (p j)lze vyja´drˇit jako:
D¯i =
1
NM
NM∑︁
j=1
(︂
ymodi (pj )−y
exp
i
δy
exp
i
)︂2
ND
, (5.1)
kde vy´raz v za´vorce vyjadrˇuje shodu modelovy´ch a experimenta´lnı´ch dat prˇi i =
1, . . . , ND (naprˇ. vsˇechny periody), a suma j = 1, . . . , NM je prˇes vsˇechny simulace.
Prosty´m zavedenı´m odmocniny
√
D lze na´sledneˇ dostat celkovou pru˚meˇrnou devianci,
ktera´ ma´ prˇiblizˇneˇ stejny´ vy´znam jako tradicˇnı´ RMS chyba.
I kdyzˇ je prima´rnı´m cı´lem stochasticke´ u´lohy pravdeˇpodobnostnı´ odhad parame-
tru (v nejjednodusˇsˇı´m prˇiblı´zˇenı´ histogram), algoritmusDREAMda´va´ i dva standardnı´
statisticke´ bodove´ odhady. Ty v sobeˇ nesou pouze omezenou pravdeˇpodobnostnı´ in-
formaci, ale v urcˇity´ch prakticky´ch prˇı´kladech mohou by´t vyuzˇity. Prvnı´ typ rˇesˇenı´,
oznacˇovany´ jako map, da´va´ v kazˇde´ modelove´ bunˇce hodnotu odpovı´dajı´cı´ nejvy-
sˇsˇı´ hustoteˇ aposteriornı´ distribuce, tzn. jedna´ se o hodnotu, ktera´ by byla v prˇı´padeˇ
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histogramu nejcˇasteˇjsˇı´. Druha´ metoda, mean, pru˚meˇruje hodnoty naprˇı´cˇ aposteriornı´
distribucı´. V prˇı´padeˇ unimoda´lnı´ aposteriornı´ distribuce jsou si hodnoty map a mean
velmi blı´zke´. Pokud je vsˇak vy´sledna´ aposteriornı´ distribuce naprˇ. bimoda´lnı´, mohou
se hodnoty pro map a mean lisˇit i rˇa´doveˇ. Interpretovat tyto zjednodusˇene´ vy´sledky je
tak nutne´ vzˇdy v kontextu pravdeˇpodobnostnı´ch rozdeˇlenı´.
Velkou vy´hodou balı´cˇku DREAM je jeho mozˇnost pouzˇitı´ paralelnı´ch vy´pocˇtu˚,
ktere´ se uplatnˇujı´ zejme´na na samotne´ rˇeteˇzce, cˇi na vı´cena´sobne´ zkusˇebnı´ vzorkova´nı´.
Veˇtsˇinu vy´pocˇtu˚ jsem realizoval na stolnı´m pocˇı´tacˇi s 4 ja´drovy´m procesorem Intel Core
i7-7700 o frekvenci 3,6 GHz a 16 GB RAM. Cˇa´st vy´pocˇtu˚ probı´hala v ra´mci Cˇeske´ Na´-
rodnı´Gridove´ Infrastrukturyna clusterechMetaCentra (https://www.metacentrum.cz/)
provozovane´ho sdruzˇenı´m CESNET (https://www.cesnet.cz/). Zde vy´pocˇty probı´-
haly na 12 ja´drovy´ch clusterech.
Cˇasova´ na´rocˇnost vy´pocˇtu za´visı´ z nejveˇtsˇı´ cˇa´sti na pocˇtu simulacı´, ktere´ se na
pocˇa´tku odvı´jejı´ od celkove´ho pocˇtu nezna´my´ch parametru˚ (buneˇk s el. odpory/anizo-
tropnı´mi u´hly nebo s vodivostmi). De´lka jedne´ simulace je ovlivneˇna prˇedevsˇı´m rych-
lostı´ rˇesˇenı´ prˇı´me´ u´lohy, ktera´ je za´visla´ na velikosti modelu, pocˇtu stanic a period
(objemu dat) a zvolene´m typu vy´pocˇtu (izotropnı´/anizotropnı´). Cˇas pro rˇesˇenı´ jedne´
simulace se obvykle pohyboval od 1 s do 5 s v za´vislosti na vy´sˇe uvedeny´ch promeˇn-
ny´ch. Pro vsˇechny realizovane´ vy´pocˇty jsem vytva´rˇel pomeˇrneˇ hrube´ modely, ktere´
vsˇak jesˇteˇ byly schopne´ dostatecˇneˇ dobrˇe namodelovat experimenta´lnı´ data. Modely
jsem vzˇdy zprvu testoval pomocı´ standardnı´ch inverznı´ch u´loh.
Model Pocˇet Pocˇet Pocˇet vert. Cˇas jedne´
(2D) parametru˚ period vrstev simulace
Morava (anizotropnı´) 590 35 19 1,75 s
Synteticky´ izotropnı´ 286 17 20 1,95 s
Kopanina 500 20 22 2,9 s
Synteticky´ anizotropnı´ 313 17 20 3,5 s
EMERES 1200 33 24 4,06 s
L’ubovnˇa 620 32 23 4,19 s
Tab. 1. Srovna´nı´ cˇasu˚ jednotlivy´ch simulacı´ u pocˇı´tany´ch u´loh.
Vzhledem k na´rocˇnosti a de´lce jednotlivy´ch simulacı´ jsem se snazˇil drzˇet velikost
modelu˚ kolem 300 parametru˚. V prˇı´padeˇ nejjednodusˇsˇı´ anizotropie (3 odpory, 1 u´hel)
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tento pocˇet v dotcˇeny´ch bunˇka´ch vzrostl 4x. Pro u´speˇsˇnou konvergenci u´loh do cca 500
parametru˚ stacˇilo obvykle 100 tis. simulacı´ (v za´vislosti na slozˇitosti rˇesˇenı´), cozˇ na vy´sˇe
uvedene´m stolnı´m pocˇı´tacˇi znamenalo zhruba 3-5 dnı´ vy´pocˇtu. V prˇı´padeˇ rozsa´hlejsˇı´ch
anizotropnı´ch u´loh trvaly vy´pocˇty i 7-10 dnı´.
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6. Vy´sledky
V te´to kapitole se postupneˇ veˇnuji vy´sledku˚m algoritmu MT-DREAM(ZS) pro 1D a
2D u´lohu v prˇı´padeˇ synteticky´ch i rea´lny´ch modelu˚.
Pro statisticke´ vyhodnocenı´ nalezene´ho rˇesˇenı´, pouzˇı´va´mvzˇdyvrchnı´ch 50%vzorku˚
z dane´ho rˇeteˇzce po periodeˇ zahorˇenı´ (pro kredibilnı´ intervaly, pru˚meˇrnou devianci i
histogramy). Pro zhodnocenı´ nejistoty odhadu konkre´tnı´ch parametru˚ ukazuji prˇede-
vsˇı´m dva modely zkonstruovane´ z minima´lnı´ch a maxima´lnı´ch hodnot v ra´mci 90%
kredibilnı´ho intervalu. V prˇı´padeˇ synteticky´ch modelu˚, kde je mezi min. a max. mo-
dely maly´ rozdı´l a nejistota odhadu parametru˚ je mala´, ukazuji te´zˇ pru˚meˇrny´ model.
U rea´lny´ch dat mohou by´t pru˚meˇrne´ modely velmi zava´deˇjı´cı´, a tak je zde neukazuji.
U kazˇde´ u´lohy uva´dı´m hodnoty celkove´ pru˚meˇrne´ deviance a v neˇktery´ch prˇı´padech
ukazuji te´zˇ histogramy pro neˇkolik konkre´tnı´ch parametru˚.
6.1 Obra´cena´ u´loha v 1D
Vzhledemkrelativnı´ jednoduchosti 1D izotropnı´ u´lohyavelke´mumnozˇstvı´ prˇı´stupu˚
rˇesˇı´cı´ch tento proble´m (naprˇ. Weidelt, 1972, 1985, 1995; Parker, 1980, 1983; Constable et
al., 1987), se v te´to pra´ci budu veˇnovat pouze 1D anizotropnı´ u´loze.
6.1.1 Synteticky´ test - anizotropnı´
Pro vyzkousˇenı´ algoritmu v 1D anizotropnı´m prˇı´padeˇ jsem vytvorˇil synteticky´
model s biaxia´lnı´ anizotropiı´ a azimutemαS.Model se skla´dal ze trˇı´ vrstev omocnostech
2, 10 a 100 km (obr. 1a). Prvnı´ vrstva od 0 do 2 km byla izotropnı´ s odporem 1000 Ω.m.
Druha´ vrstva od 2 do 12 kmmeˇla hlavnı´ horizonta´lnı´ odpory 100Ω.m a 10Ω.m a azimut
anizotropie -60°. Trˇetı´ vrstva od 12 do 112 kmmeˇla hlavnı´ horizonta´lnı´ odpory 10Ω.m a
100Ω.m a azimut anizotropie 60°. Odezvumodelu jsem spocˇı´tal, jak pro hlavnı´ (xy, yx)
takpro vedlejsˇı´ (xx, yy) impedancepro 30periodpravidelneˇ rozlozˇeny´ch v logaritmicke´
sˇka´le v rozmezı´ od 0,001 s do 1000 s. Synteticka´ data jsem na´sledneˇ kontaminoval 5%
gaussovsky´m sˇumem (5% z maxima´lnı´ho modulu impedancˇnı´ch prvku˚, ktery´mi jsem
kontaminoval vsˇechny slozˇky tenzoru impedance).
Vy´pocˇetnı´ model se skla´dal z 13 vrstev s pozvolna se zveˇtsˇujı´cı´ mocnosti od 0,75
km azˇ po 100 km s rovnomeˇrny´m logaritmicky´m krokem, cozˇ prˇi trˇech parametrech na
vrstvu (2 odpory a 1 anizotropnı´ u´hel) znamenalo 39 parametru˚.
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Vy´pocˇet pomocı´ algoritmuMT-DREAM(ZS) se zavedenou apriornı´ informacı´ inver-
toval elektricke´ odpory, ktere´ se mohly pohybovat v rozmezı´ od 10−0,5 do 104 Ω.m a
anizotropnı´ u´hel od -90° po 90°. Celkovy´ pocˇet simulacı´ byl nastaven na 20 000. Re-
gularizacˇnı´ parametr meˇl hodnotu 0,005 stejneˇ pro oba dva odpory i u´hel. Na obr. 9 je
pu˚vodnı´ model generujı´cı´ data (A), pru˚meˇrny´ model z rˇesˇenı´ mean (B) a modely pro
min. (C) a max. (D) hodnoty 90% kredibilnı´ho intervalu. Celkova´ pru˚meˇrna´ deviance
vycha´zı´ 1,09.
Obr. 9. Synteticky´ anizotropnı´ prˇı´klad pocˇı´tany´ pomocı´ algoritmu MT-DREAM(ZS) s
veˇtsˇı´m pocˇtem vrstev: (A) pu˚vodnı´ model generujı´cı´ data, (B) pru˚meˇrny´ model z
rˇesˇenı´ mean, (C) min. a (D) max. hodnoty 90% kredibilnı´ho intervalu.
Obr. 9 ukazuje, zˇe nejistota odhadu modelovy´ch parametru˚ je velmi mala´, modely
pro min. (C) a max. (D) kredibilnı´ho intervalu jsou si velmi podobne´, cozˇ dokazuje
i prakticky shodny´ pru˚meˇrny´ model (B). Elektricke´ odpory jsou rekonstruova´ny po-
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meˇrneˇ dobrˇe, anizotropnı´ vrstva od 2 do 12 km ma´ vsˇak vy´razneˇ nizˇsˇı´ mocnost, cozˇ
dobrˇe ilustruje nejednoznacˇnost i u takto jednoduche´ u´lohy. Prvnı´ 2 kmmocna´ izotropnı´
vrstva je sice na odporovy´chmodelech dobrˇe patrna´, u´hel je vsˇak v du˚sledku zavedene´
regularizace nenulovy´. Jinak je u´hel v kontextu zavedene´ apriornı´ informace rekonstru-
ova´n dobrˇe. Vy´sledna´ hodnota pru˚meˇrne´ deviance potvrzuje dobrou shodu modelu˚
naprˇı´cˇ rˇeteˇzcem s pu˚vodnı´mi daty.
Prˇi druhe´m vy´pocˇtu jsem u´lohu pozmeˇnil: pocˇet vrstev jsem omezil pouze na trˇi,
ovsˇem jejich mocnost jsem prˇidal jako dalsˇı´ vzorkovany´ parametr a vypustil jsem regu-
larizaci. Algoritmus MT-DREAM(ZS) tak invertoval elektricke´ odpory, ktere´ se mohly
pohybovat v rozmezı´ od 10−0,5 do 104 Ω.m, anizotropnı´ u´hel od -90° po 90° a mocnosti
vrstev v rozmezı´ od 1 po 100 km. Celkovy´ pocˇet simulacı´ byl nastaven na 20 000.Na obr.
10 je pu˚vodnı´model generujı´cı´ data (A) a pru˚meˇrny´model z rˇesˇenı´mean (B). Vzhledem
k prakticky nulove´mu rozdı´lu mezi min. a max. hodnotami v ra´mci 90% kredibilnı´ho
intervalu, jejich modely ani neukazuji. Celkova´ pru˚meˇrna´ deviance dosahuje hodnoty
0,74.
Obr. 10. Synteticky´ anizotropnı´ prˇı´klad pocˇı´tany´ pomocı´ algoritmu MT-DREAM(ZS)
pouze se trˇemi vrstvami a jejich promeˇnou mocnostı´: (A) min. a (B) max. hodnoty 90%
kredibilnı´ho intervalu.
Jak je patrne´ z obr. 10, nalezene´ rˇesˇenı´ se prakticky zcela shoduje s pu˚vodnı´m
modelem. Program si pouze nedoka´zˇe poradit s prvnı´ 2 kmmocnou izotropnı´ vrstvou,
ktere´ sice prˇirˇazuje spra´vne´ odpory, ale s nenulovy´m u´hlem.
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6.2 Obra´cena´ u´loha ve 2D
6.2.1 Synteticky´ test - izotropnı´
Prootestova´nı´ funkcˇnosti algoritmuve2D izotropnı´mprˇı´padeˇ jsemzvolil synteticky´
model s jednı´m vodicˇem a jednı´m nevodicˇem (obr. 11). Vodicˇ (A) o odporu 3 Ω.m meˇl
rozmeˇry 1x1 km, nevodicˇ (B) s odporem 1000 Ω.m byl o velikosti 1x1,5 km. Obeˇ dveˇ
struktury se nacha´zely vhomogennı´mpoloprostoru o odporu 300Ω.m aupovrchubyly
zakryty 1 kmmocnou vrstvou o odporu 100Ω.m (C). Odezvumodelu jsem spocˇı´tal pro
11 ekvidistantneˇ rozlozˇeny´ch stanic po 600 metrech pro hlavnı´ impedancˇnı´ slozˇky Zxy
a Zyx . Na kazˇde´ stanici jsem pouzˇil 17 period pravidelneˇ rozlozˇeny´ch v logaritmicke´
sˇka´le v rozmezı´ od 0,01 s - 100 s. Synteticka´ data jsem na´sledneˇ kontaminoval 5%
gaussovsky´m sˇumem.
Obr. 11. Synteticky´ model pro testova´nı´ 2D izotropnı´ u´lohy.
Pouzˇity´ model pro vy´pocˇet sesta´val z 286 odporovy´ch buneˇk. Diskretizacˇnı´ sı´t’byla
relativneˇ dost hruba´ (bunˇky o de´lce 600 m), ale byla takto volena s ohledem na co
nejnizˇsˇı´ mozˇny´ pocˇet parametru˚, z du˚vodu dlouhe´ho vy´pocˇetnı´ho cˇasu u na´sledujı´cı´
stochasticke´ u´lohy.
Obr. 12 (A) ukazuje invertovany´ model pomocı´ standardnı´ inverznı´ u´lohymetodou
nelinea´rnı´ch sdruzˇeny´ch gradientu˚ (Pek et al., 2012) s regularizacı´. Invertoval jsem
pouze hlavnı´ impedance bez rotace. Regularizacˇnı´ va´hy jsem nastavil dle L-krˇivky
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(Hansen, 2000) na 1 v horizonta´lnı´m a 1 ve vertika´lnı´m smeˇru (obr. 13). Vy´sledny´model
byl zı´ska´n po 50 iteracı´ch a ma´ celkovou chybu RMS=0,72. Jako startovnı´ model jsem
pouzˇil homogennı´ poloprostor o odporu 100Ω.m. Vy´sledny´ model dobrˇe rekonstruuje
vodicˇ (A), ktery´ je vsˇak v du˚sledku regularizace a hrube´ho modelu vertika´lneˇ sˇpatneˇ
rozlisˇeny´. Model ukazuje poneˇkud hu˚rˇe nevodicˇ (B), ktery´ se jevı´ velmi nevy´razneˇ, i
prˇes pu˚vodneˇ velky´ odporovy´ kontrast vu˚cˇi homogennı´mu poloprostoru. Model te´zˇ
ukazuje 1 kmmocnouhorizonta´lnı´ vrstvu o odporu 100Ω.mprˇi povrchu. I prˇes zjevnou
hrubost modelu, je videˇt, zˇe inverznı´ u´loha u´speˇsˇneˇ rekonstruovala vsˇechny du˚lezˇite´
modelove´ struktury.
Obr. 12. Rˇesˇenı´ synteticke´ho izotropnı´ho modelu pomocı´ standardnı´ inverznı´ u´lohy
(Pek et al., 2012). (A) hruba´ odporova´ sı´t’pro stochastickou u´lohu, (B) podrobneˇjsˇı´ sı´t’
pro ilustraci zmeˇny rˇesˇenı´.
Pro zhodnocenı´ efektu diskretizacˇnı´ sı´teˇ, jsem provedl ten samy´ vy´pocˇet, ovsˇem
pouze v podrobneˇjsˇı´ sı´ti s bunˇkami o de´lce 200 m. Vy´sledek ukazuje obr. 12 (B), ktery´
byl zı´ska´n po 51 iteracı´ch ama´ chybuRMS=0,92. Jak je prˇi srovna´nı´ s pu˚vodnı´mhruby´m
modelem patrne´, oba modely jsou velmi podobne´, v prˇı´padeˇ podrobne´ sı´teˇ je pouze
posunut nevodicˇ pod stanice 6 a 7.Hruba´ sı´t’dle RMS chybydosahuje lepsˇı´ho vy´sledku.
Vy´pocˇet pomocı´ algoritmu MT-DREAM(ZS) invertoval elektricke´ odpory, ktere´ se
mohly pohybovat v rozmezı´ od 10−0,5 do 104 Ω.m. Celkovy´ pocˇet simulacı´ byl nastaven
na 50 000. Na obr. 14 jsou modely pro min. (A) a max. (B) hodnoty 90% kredibilnı´ho
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intervalu apro rˇesˇenı´mean (C).Celkova´ hodnotapru˚meˇrne´ deviancedosahuje hodnoty
1,08. Obr. 15 ukazuje odporove´ histogramy pro sloupec jdoucı´ prˇes vodive´ teˇleso a pro
sloupec jdoucı´ prˇes nevodive´ teˇleso pro prvnı´ch sedm vrstev.
Obr. 13. Prˇı´klad L-krˇivky pro urcˇenı´ regularizacˇnı´ va´hy. V mı´steˇ s minima´lnı´ hrubostı´
a chybou (zalomenı´ krˇivky) je optima´lnı´ hodnota.
Obr. 14. Rˇesˇenı´ synteticke´ho modelu pomocı´ algoritmu MT-DREAM(ZS): (A) min. a (B)
max. hodnoty 90% kredibilnı´ho intervalu, (C) pru˚meˇrny´ model z rˇesˇenı´ mean.
Z obr. 14 je patrne´, zˇe rozdı´ly mezi maxima´lnı´ a minima´lnı´ hranicı´ kredibilnı´ho
intervalu jsou velmi male´. Vsˇechny trˇi vy´sledne´ modely pomeˇrneˇ u´speˇsˇneˇ rekonstruo-
valy prˇı´povrchovou 1 km mocnou vrstvu s nizˇsˇı´m odporem 100 Ω.m, vodicˇ i nevodicˇ.
Pozadı´ reprezentovane´ homogennı´m poloprostorem je z du˚vodu nezavedene´ apriornı´
informace variabilnı´. Histogramy na obr. 15 ukazujı´ na malou nejistotu odhadu da-
ny´ch parametru˚ - histogramy jsou u´zke´ a majı´ unimoda´lnı´ rozlozˇenı´. Celkova´ hodnota
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pru˚meˇrne´ devivance potvrzuje dobrou shodu modelu˚ naprˇı´cˇ rˇeteˇzcem s pu˚vodnı´mi
daty a je rovna 1,08.
Obr. 15. Histogramy pro prvnı´ch sedm vrstev jdoucı´ (A) prˇes vodicˇ a (B) prˇes nevodicˇ.
Obr. 16. Rˇesˇenı´ synteticke´ho izotropnı´ho modelu pomocı´ algoritmu MT-DREAM(ZS)
se zavedenou apriornı´ informacı´: (A) min. a (B) max. hodnoty 90% kredibilnı´ho
intervalu, (C) pru˚meˇrny´ model z rˇesˇenı´ mean.
Obr. 16 ukazuje modely pro min. (A) a max. (B) hodnoty 90% kredibilnı´ho intervalu
a pro rˇesˇenı´ mean (C), vypocˇtene´ pomocı´ algoritmu MT-DREAM(ZS) s jizˇ zavedenou
apriornı´ informacı´. Stejneˇ jako v minule´m prˇı´kladu se elektricke´ odpory vzorkovaly
od 10−0,5 do 104 Ω.m, celkovy´ pocˇet simulacı´ byl 30 000 a regularizacˇnı´ parametr meˇl
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hodnotu 0,02. Obr. 16 ukazuje histogramy pro vodive´ a nevodive´ teˇleso pro prvnı´ch
sedm horizonta´lnı´ch vrstev.
Modely na obr. 16 jsou si velmi podobne´, nejistota v odhadu parametru˚ je tak mala´.
Vsˇechny trˇi modely dobrˇe rekonstruujı´ vodicˇ, nevodicˇ je me´neˇ zrˇetelny´. Prˇı´povrchova´
zo´na o mocnosti 1 km ukazuje odpory okolo 100 Ω.m na vsˇech trˇech modelech, stejneˇ
jako homogennı´ poloprostor dosahuje hodnot blı´zky´ch 300 Ω.m. Histogramy na obr.
17 majı´ opeˇt unimoda´lnı´ rozlozˇenı´ s ostry´mi vrcholy. Hodnota pru˚meˇrne´ deviance
dosahuje dı´ky zavedenı´ apriornı´ informace vy´razneˇ lepsˇı´ch hodnot, nezˇ v minule´m
prˇı´padeˇ, cozˇ potvrzuje i jejı´ celkova´ hodnota 0,79.
Obr. 17. Histogramy pro prvnı´ch sedm vrstev jdoucı´ (A) prˇes vodicˇ a (B) prˇes nevodicˇ.
6.2.2 Synteticky´ test - anizotropnı´
Pro otestova´nı´ algoritmu ve 2D anizotropnı´m prˇı´padeˇ jsem vytvorˇil analogii syn-
teticke´ho modelu, jako v prˇı´padeˇ izotropnı´ verze. Model meˇl stejne´ rozmeˇry vcˇetneˇ
anoma´lnı´ch teˇles a opeˇt se skla´dal z vodicˇe (A), nevodicˇe (B), prˇı´povrchove´ zo´ny o
nizˇsˇı´m odporu (C) a homogennı´ho poloprostoru o odporu 300 Ω.m (viz obr. 11). Jako
anizotropnı´ teˇleso jsem zvolil vodicˇ (A), ktery´ nynı´ vykazuje uniaxia´lnı´ anizotropii s od-
pory 3/300/3 Ω.m a azimut αS 30°. Odezvu modelu jsem spocˇı´tal pro 11 ekvidistantneˇ
rozlozˇeny´ch stanic po 600 metrech pro vsˇechny cˇtyrˇi impedancˇnı´ slozˇky. Na kazˇde´
stanici jsem pouzˇil 17 period pravidelneˇ rozlozˇeny´ch v logaritmicke´ sˇka´le v rozmezı´
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0,01 s - 100 s. Synteticka´ data jsem na´sledneˇ kontaminoval 5% gaussovsky´m sˇumem.
Pouzˇity´ model pro vy´pocˇet sesta´val opeˇt z 286 odporovy´ch buneˇk se stejnou diskre-
tizacˇnı´ sı´tı´ po 600 metrech. Unixia´lnı´ anizotropie s azimutem byla aktivova´na pouze v
odporove´ bunˇce, ve ktere´ se nacha´zelo teˇleso anoma´lnı´ho vodicˇe a take´ v osmi souse-
dı´cı´ch bunˇka´ch.
Obr. 18. Rˇesˇenı´ synteticke´ho anizotropnı´ho modelu pomocı´ standardnı´ inverznı´ u´lohy
(Pek et al., 2012).
Obr. 18 ukazuje invertovany´ model pomocı´ standardnı´ inverznı´ u´lohy metodou
nelinea´rnı´ch sdruzˇeny´ch gradientu˚ (Pek et al., 2012). Invertoval jsem jak hlavnı´, tak
vedlejsˇı´ impedance s vy´sˇe zmı´neˇnou zavedenou uniaxia´lnı´ anizotropiı´. Regularizacˇnı´
va´ha v horizonta´lnı´m i vertika´lnı´m smeˇru byla nastavena na 1. Jako startovnı´ model
jsem pouzˇil homogennı´ poloprostor o odporu 100 Ω.m v izotropnı´ch cˇa´stech modelu,
v anizotropnı´ch bunˇka´ch jsem nastavil odpor 100/100/100 Ω.m a anizotropnı´ u´hel
αS 0°. Vy´sledek byl zı´ska´n po 89 iteracı´ch a ma´ celkovou chybu RMS=1,04. Vy´sledny´
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model rekonstruuje anizotropnı´ vodicˇ (A) na´sledovneˇ: ρ1 vykazuje hodnoty mezi 12
a 580 Ω.m (pu˚vodneˇ 3 Ω.m); ρ2 naby´va´ hodnot 65-600 Ω.m (pu˚vodneˇ 300 Ω.m); a ρ3
dosahuje hodnot 32-590 Ω.m (pu˚vodneˇ 3 Ω.m). Azimut αS ma´ u´hel mezi 11° azˇ 36°.
Konkre´tnı´ bunˇka odpovı´dajı´cı´ anizotropnı´mu teˇlesuma´ odpory 12/74/32Ω.m a azimut
27°. Nevodicˇ (B) je pomeˇrneˇ nevy´razny´. Model dobrˇe ukazuje pozadı´ o odporu 300Ω.m
i prˇı´povrchovou vrstvu o odporu 100 Ω.m. Vy´sledny´ model velmi dobrˇe rozpoznal,
kde by meˇla lezˇet anizotropnı´ struktura. V anizotropnı´ch bunˇka´ch je silna´ anizotropie
pouze v bunˇce odpovı´dajı´cı´ pu˚vodnı´mu anizotropnı´mu teˇlesu. Hodnoty z te´to bunˇky
sice nedosahujı´ prˇesneˇ pu˚vodnı´ch hodnot, ale kromeˇ ρ2 se jim dobrˇe blı´zˇı´. V prˇı´padeˇ
ρ3 to vsˇak mu˚zˇe by´t dı´lem na´hody, protozˇe vertika´lnı´ odpor je v prˇı´padeˇ 2D modelu˚
te´meˇrˇ nerozlisˇitelny´ (Martı´, 2014).
Obr. 19. Rˇesˇenı´ synteticke´ho anizotropnı´ho modelu pomocı´ algoritmu
MT-DREAM(ZS): (A) min. a (B) max. hodnoty 90% kredibilnı´ho intervalu, (C)
pru˚meˇrny´ model z rˇesˇenı´ mean.
Obra´cena´ u´loha pomocı´ algoritmu MT-DREAM(ZS) se standardnı´ parametrizacı´ in-
vertovala elektricke´ odpory, ktere´ se mohly pohybovat v rozmezı´ od 10−0,5 do 103 Ω.m
a azimut anizotropie v rozpeˇtı´ od -90° do 90°. Celkovy´ pocˇet simulacı´ byl nastaven
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na 100 000. Na obr. 19 jsou modely pro min. (A) a max. (B) hodnoty 90% kredibilnı´ho
intervalu a pro rˇesˇenı´ mean (C). Celkova´ hodnota pru˚meˇrne´ deviance dosahuje 1,06 a
je tak plneˇ srovnatelna´ s RMS u klasicke´ inverznı´ u´lohy. Obr. 20 ukazuje odporove´ a
u´hlove´ histogramy pro trˇi vrstvy (cˇtvrtou azˇ sˇestou) jdoucı´ strˇedem prˇes anizotropnı´
vodive´ teˇleso.
Obr. 20. Odporove´ a u´hlove´ histogramy pro trˇi vrstvy (cˇtvrtou azˇ sˇestou) jdoucı´
strˇedem prˇes anizotropnı´ vodive´ teˇleso.
Vsˇechny trˇi modely na obr. 19 jsou si velmi podobne´, zejme´na v izotropnı´ch cˇa´stech.
Zde je nejistota odhadu jednotlivy´ch parametru˚ velmi mala´. V anizotropnı´ch bunˇka´ch
je variabilita jednotlivy´ch parametru˚ o neˇco veˇtsˇı´, ovsˇem i tak prˇijatelna´. Prˇı´povrchova´
zo´na (100Ω.m) i pozadı´ (300Ω.m)majı´malou variabilitu. Konkre´tnı´ bunˇka odpovı´dajı´cı´
pu˚vodnı´mu anizotropnı´mu teˇlesu ma´ rozptyl odporu˚ 0,3-1,8/77-135/335-911 Ω.m a
u´hlu 26-34°. Histogramy na obr. 20 majı´ sˇirsˇı´ za´kladny, ale drzˇı´ si striktneˇ unimoda´lnı´
rozlozˇenı´. Celkova´ hodnotapru˚meˇrne´ deviancepotvrzujedobrou shodumodelu˚ naprˇı´cˇ
rˇeteˇzcem s pu˚vodnı´mi daty.
Dalsˇı´ vy´pocˇet algoritmemMT-DREAM(ZS) se standardnı´ parametrizacı´ probı´hal s jizˇ
zavedenou apriornı´ informacı´. Stejneˇ jako v minule´m prˇı´padeˇ se invertovaly elektricke´
odpory, ktere´ se mohly pohybovat v rozmezı´ od 10−0,5 do 103 Ω.m a azimut anizotropie
v rozpeˇtı´ od -90° do 90°. Celkovy´ pocˇet simulacı´ byl nastaven na 100 000, regularizacˇnı´
parametr meˇl hodnotu 0,02. Obr. 21 ukazuje modely pro min. (A) a max. (B) hodnoty
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90%kredibilnı´ho intervalu a pro rˇesˇenı´mean (C). Celkova´ pru˚meˇrna´ deviance dosahuje
hodnoty 1,02. Obr. 22 ukazuje odporove´ a u´hlove´ histogramy pro trˇi vrstvy (cˇtvrtou azˇ
sˇestou) jdoucı´ strˇedem prˇes anizotropnı´ vodive´ teˇleso.
Obr. 21. Rˇesˇenı´ synteticke´ho anizotropnı´ho modelu pomocı´ algoritmu MT-DREAM(ZS)
se zavedenou apriornı´ informacı´: (A) min. a (B) max. hodnoty 90% kredibilnı´ho
intervalu, (C) pru˚meˇrny´ model z rˇesˇenı´ mean.
Vsˇechny trˇi modely na obr. 21 jsou si velmi podobne´, pouze s velmi drobny´mi zmeˇ-
nami, cozˇ indikuje velmi prˇesny´ odhad parametru˚ s malou nejistotou. Dı´ky zavedene´
apriornı´ informaci jsou male´ rozptyly parametru˚ i v anizotropnı´ch bunˇka´ch. Prˇı´po-
vrchova´ zo´na o odporu 100 Ω.m je rekonstruova´na velmi prˇesneˇ, stejneˇ jako pozadı´
o odporu 300 Ω.m. Konkre´tnı´ bunˇka odpovı´dajı´cı´ pu˚vodnı´mu anizotropnı´mu teˇlesu
ma´ rozptyl odporu˚ 8-16/242-323/19-25 Ω.m a u´hlu 26-30°. Histogramy na obr. 22 majı´
oproti minule´mu beˇhu bez apriornı´ informace o pozna´nı´ uzˇsˇı´ za´kladny a vykazujı´ uni-
moda´lnı´ rozlozˇenı´. Celkova´ hodnota pru˚meˇrne´ deviance dosahuje o neˇco lepsˇı´ hodnoty
nezˇ v prˇı´padeˇ prˇedesˇle´ho beˇhu bez apriornı´ informace.
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Obr. 22. Odporove´ a u´hlove´ histogramy pro trˇi vrstvy (cˇtvrtou azˇ sˇestou) jdoucı´
strˇedem prˇes anizotropnı´ vodive´ teˇleso.
Na´sledujı´cı´ vy´pocˇet algoritmem MT-DREAM(ZS) jizˇ pracoval s alternativnı´ para-
metrizacı´ pomocı´ logaritmicke´ho tenzoru vodivosti (kap. 3.2). Vzhledem k tomu, zˇe
prˇedesˇle´ vy´pocˇty probı´haly pouze se trˇemi odpory a jednı´m u´hlem, modifikoval jsem
tenzor vodivosti ve stejne´m smyslu tak, aby obsahoval pouze 4 promeˇnne´ odpovı´dajı´cı´
3 odporu˚m ve smeˇrech x, y, z a u´hlu αS:
σL =
⎛⎜⎜⎜⎝
σLxx σ
L
xy 0
σLyx σ
L
yy 0
0 0 σLzz
⎞⎟⎟⎟⎠ . (6.1)
V tomto prˇı´padeˇ algoritmus invertoval elektricke´ vodivosti, ktere´ se mohly pohy-
bovat v rozmezı´ od 10−7 po 101 pro diagona´lnı´ komponenty tenzoru vodivosti a v
rozmezı´ od 10−8 po 108 pro nediagona´lnı´ komponenty tenzoru (hodnoty vzorkovane´
vodivosti jsou v prˇirozeny´ch logaritmech). Celkovy´ pocˇet simulacı´ byl nastaven na
100 000. Obr. 23 ukazuje modely pro min. (A) a max. (B) hodnoty 90% kredibilnı´ho
intervalu a pro rˇesˇenı´ mean (C). Hodnota pru˚meˇrne´ deviance je velmi podobna´ u´loze
bez apriornı´ informace se standardnı´ parametrizacı´, cozˇ dokazuje i jejı´ celkova´ hodnota
1,05. Obr. 24 ukazuje vodivostnı´ histogramy pro trˇi vrstvy (cˇtvrtou azˇ sˇestou) jdoucı´
prˇes anizotropnı´ vodive´ teˇleso.
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Obr. 23. Rˇesˇenı´ synteticke´ho anizotropnı´ho modelu pomocı´ algoritmu MT-DREAM(ZS)
s alternativnı´ parametrizacı´: (A) min. a (B) max. hodnoty 90% kredibilnı´ho intervalu,
(C) pru˚meˇrny´ model z rˇesˇenı´ mean.
Obr. 24. Histogramy komponent tenzoru impedance pro trˇi vrstvy (cˇtvrtou azˇ sˇestou)
jdoucı´ strˇedem prˇes anizotropnı´ vodive´ teˇleso.
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Jak je patrne´ z obr. 23, min. (A) a max. (B) modely vykazujı´ veˇtsˇı´ rozptyl hod-
not, cozˇ ukazuje na zvy´sˇenou nejistotu odhadu modelovy´ch parametru˚, jak v prˇı´padeˇ
izotropnı´ch, tak i u anizotropnı´ch buneˇk. Bez zavedene´ apriornı´ informace vodivostnı´
parametrizace sice nale´za´ dle hodnot pru˚meˇrneˇ deviance rˇesˇenı´ s dostatecˇnou shodou,
ovsˇem bez jasne´ho fyzika´lnı´ho vy´znamu, zejme´na v anizotropnı´ch bunˇka´ch. Histo-
gramy na obr. 24 poukazujı´ na mnohoznacˇnost u´lohy a s nı´ spojenou nejistotu odhadu
modelovy´chparametru˚.Histogramymajı´ sice unimoda´lnı´ rozlozˇenı´, ale jejich za´kladny
jsou velmi sˇiroke´, mı´sty i vı´ce jak cˇtyrˇi rˇa´dy.
Obr. 25. Rˇesˇenı´ synteticke´ho anizotropnı´ho modelu pomocı´ algoritmu MT-DREAM(ZS)
s alternativnı´ parametrizacı´ se zavedenou apriornı´ informacı´: (A) min. a (B) max.
hodnoty 90% kredibilnı´ho intervalu, (C) pru˚meˇrny´ model z rˇesˇenı´ mean.
Dalsˇı´ beˇh algoritmu MT-DREAM(ZS) pracoval rovneˇzˇ s alternativnı´ parametrizacı´
pomocı´ logaritmicke´ho tenzoru vodivosti, ale tentokra´t s jizˇ zavedenou apriornı´ in-
formacı´. Stejneˇ jako prˇi minule´m beˇhu obsahoval tenzor vodivosti pouze 4 promeˇnne´
odpovı´dajı´cı´ 3 odporu˚m a jednomu u´hlu. Algoritmus invertoval elektricke´ vodivosti,
ktere´ semohlypohybovat v rozmezı´ od 10−7 po 101 prodiagona´lnı´ komponenty tenzoru
vodivosti a v rozmezı´ od 10−8 po 108 pro nediagona´lnı´ komponenty tenzoru.
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Obr. 26. Histogramy komponent tenzoru impedance pro trˇi vrstvy (cˇtvrtou azˇ sˇestou)
jdoucı´ strˇedem prˇes anizotropnı´ vodive´ teˇleso.
Obr. 27. Odporove´ a u´hlove´ histogramy pro trˇi vrstvy (cˇtvrtou azˇ sˇestou) jdoucı´
strˇedem prˇes anizotropnı´ vodive´ teˇleso, prˇepocˇtene´ z komponent tenzoru impedance
(analogie obr. 26 v prostoru odporu˚ a u´hlu˚).
Celkovy´ pocˇet simulacı´ byl nastaven na 100 000, regularizacˇnı´ parametr meˇl v hori-
zonta´lnı´m i vertika´lnı´m smeˇru hodnotu 0,02. Obr. 25 ukazuje modely pro min. (A) a
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max. (B) hodnoty 90% kredibilnı´ho intervalu a pro rˇesˇenı´ mean (C). Celkova´ hodnota
pru˚meˇrne´ deviance vycha´zı´ 1,04. Obr. 26 ukazuje vodivostnı´ histogramy pro trˇi vrstvy
(cˇtvrtou azˇ sˇestou) jdoucı´ prˇes anizotropnı´ vodive´ teˇleso.
Modely na obr. 25 ukazujı´ na velmi malou neurcˇitost v odhadu modelovy´ch para-
metru˚, zejme´na v izotropnı´ch cˇa´stech modelu. Rozdı´l mezi min. (A) a max. (B) modely
je velmi maly´. V anizotropnı´ch bunˇka´ch je rozptyl parametru˚ o neˇco veˇtsˇı´, proble´my
jsou zejme´na u prˇeskakujı´cı´ch u´hlovy´ch buneˇk i prˇes zavedenou apriornı´ informaci.
Konkre´tnı´ bunˇka odpovı´dajı´cı´ pu˚vodnı´mu anizotropnı´mu teˇlesu ma´ rozptyl odporu˚
10-15/125-147/80-90 Ω.m a u´hel 28°. Vodivostnı´ histogramy na obr. 26 vykazujı´ uni-
moda´lnı´ rozlozˇenı´. Prˇi prˇepocˇtenı´ na odpory a u´hly (obr. 27) vsˇak vykazujı´ mı´rnou
bimodalitu. U´hlove´ histogramy nedrzˇı´ jeden kvadrant (kladny´ nebo za´porny´) a na
rozdı´l od u´loh se standardnı´ parametrizacı´ zde docha´zı´ k prˇeskakova´nı´ u´hlu o 90°.
Celkova´ hodnota pru˚meˇrne´ deviance dosahuje velmi podobny´ch hodnot jako u prˇe-
desˇle´ho beˇhu bez apriornı´ informace a celkoveˇ potvrzuje dobrou shodumodelu˚ naprˇı´cˇ
rˇeteˇzcem s pu˚vodnı´mi daty.
Vzhledem k pokracˇujı´cı´mu prˇeskakova´nı´ azimutu anizotropie, jsem do na´sledu-
jı´cı´ho testu prˇidal apriornı´ informaci ohledneˇ sı´ly anizotropie. U´loha probı´hala ve
stejne´m nastavenı´ jako v minule´m prˇı´padeˇ. Regularizacˇnı´ parametr meˇl hodnotu 0,02
v horizonta´lnı´m a vertika´lnı´m smeˇru, a 0,02 na sı´lu anizotropie. Obr. 28 ukazuje mo-
dely pro min. (A) a max. (B) hodnoty 90% kredibilnı´ho intervalu a pro rˇesˇenı´ mean
(C). Celkova´ pru˚meˇrna´ deviance dosahuje hodnoty 1,09. Obr. 29 ukazuje vodivostnı´
histogramy pro trˇi vrstvy (cˇtvrtou azˇ sˇestou) jdoucı´ prˇes anizotropnı´ vodive´ teˇleso.
Jak je patrne´ z obr. 28, nejistota odhadu jednotlivy´ch parametru˚ je v tomto prˇı´-
padeˇ velmi mala´, vsˇechny trˇi modely jsou prakticky totozˇne´ nejen v izotropnı´ch, ale
i v anizotropnı´ch cˇa´stech. Konkre´tnı´ bunˇka odpovı´dajı´cı´ pu˚vodnı´mu anizotropnı´mu
teˇlesu ma´ rozptyl odporu˚ 23-35/153-199/11-13 Ω.m a u´hel 28°. U azimutu anizotropie
zmizela po zavedenı´ apriornı´ informace na sı´lu anizotropie nejistota spojena´ s klad-
ny´m/za´porny´m rˇesˇenı´m. Vsˇechny trˇi modely nynı´ ukazujı´ v u´hlovy´ch bunˇka´ch klad-
nou hodnotu. Vodivostnı´ histogramy na obr. 29 majı´ unimoda´lnı´ rozlozˇenı´. Prˇi prˇepocˇ-
tenı´ na odpory a u´hly (obr. 30) je patrne´, zˇe z nich zmizela bimodalita vyskytujı´cı´ se
v minule´m beˇhu. Celkova´ hodnota pru˚meˇrne´ deviance naby´va´ lehce horsˇı´ch hodnot
nezˇ v minule´m prˇı´padeˇ, ovsˇem i prˇes mı´rne´ zhorsˇenı´ sta´le potvrzuje dobrou shodu s
pu˚vodnı´mi daty.
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Obr. 28. Rˇesˇenı´ synteticke´ho anizotropnı´ho modelu pomocı´ algoritmu MT-DREAM(ZS)
s alternativnı´ parametrizacı´ a apriornı´ informacı´ na sı´lu anizotropie: (A) min. a (B)
max. hodnoty 90% kredibilnı´ho intervalu, (C) pru˚meˇrny´ model z rˇesˇenı´ mean.
Obr. 29. Histogramy komponent tenzoru impedance pro trˇi vrstvy (cˇtvrtou azˇ sˇestou)
jdoucı´ strˇedem prˇes anizotropnı´ vodive´ teˇleso.
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Obr. 30. Odporove´ a u´hlove´ histogramy pro trˇi vrstvy (cˇtvrtou azˇ sˇestou) jdoucı´
strˇedem prˇes anizotropnı´ vodive´ teˇleso, prˇepocˇtene´ z komponent tenzoru impedance
(analogie obr. 29 v prostoru odporu˚ a u´hlu˚).
6.2.3 Rea´lna´ data
6.2.3.1 U´klon maria´nsko-la´zenˇske´ho zlomu
Lokalita Kopanina se nacha´zı´ v Za´padnı´ch Cˇecha´ch nedaleko stejnojmenne´ obce,
prˇiblizˇneˇ 20 km SV od meˇsta Cheb. Z geologicke´ho hlediska spada´ cela´ oblast do
za´padnı´ cˇa´sti Cˇeske´ho masivu, konkre´tneˇ do sasko-durynske´ jednotky. Cela´ oblast je
vy´znamna´ zejme´na dı´ky krˇı´zˇenı´ VSV-ZJZ prota´hle´ho oherske´ho riftu s prˇiblizˇneˇ S-J
ta´hnoucı´m se maria´nsko-la´zenˇsky´m zlomem, ktery´ byl v minulosti neˇkolikra´t reakti-
vova´n a z velke´ cˇa´sti ovlivnil formova´nı´ prˇilehle´ tercie´rnı´ chebske´ pa´nve. Cela´ oblast
okolo krˇı´zˇenı´ obou struktur je take´ zna´ma dı´ky cˇetny´m seismicky´m roju˚m prˇesahujı´cı´m
beˇzˇneˇ magnitudo 3.
Maria´nsko-la´zenˇsky´ zlom oddeˇluje chebskou pa´nev na za´padeˇ od krusˇnohorsko-
smrcˇinske´ho krystalinika na vy´chodeˇ (obr. 31). Sedimentace v chebske´ pa´nvi probı´hala
prˇiblizˇneˇ od pozdnı´ho eoce´nu po pozdnı´ plioce´n a byla kontrolova´na mnoha zlomy,
dı´ky cˇemuzˇ ma´ dnes pa´nev blokovou stavbu. Chebska´ pa´nev je vyplneˇna prˇedevsˇı´m
jı´ly, pı´sky, sˇteˇrky, vulkanoklastiky a uhelny´mi slojemi. Krusˇnohorsko-smrcˇinske´ krys-
talinikum ma´ pravdeˇpodobneˇ prˇedvariske´ sta´rˇı´ a sesta´va´ zejme´na z fylitu˚.
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Obr. 31. Schematicka´ geologicka´ situace na lokaliteˇ Kopanina.
Obr. 32. Vy´sledny´ model na lokaliteˇ Kopanina spolu s vy´sledkem z elektricke´
odporove´ tomografie (hornı´ mnohou´helnı´k). Odporova´ sˇka´la je pro MT netradicˇneˇ v
otocˇene´ konvenci, kterou pouzˇı´vajı´ aplikovane´ metody.
Zdroj: Blecha et al., 2018.
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Magnetoteluricke´ meˇrˇenı´ na Kopanineˇ zacˇı´najı´cı´ v chebske´ pa´nvi, prˇekracˇujı´cı´
maria´nsko-la´zenˇsky´ zlom a koncˇı´cı´ v krusˇnohorsko-smrcˇinske´m krystaliniku jsem
realizoval na 1050 m dlouhe´m profilu o 8 stanicı´ch, ktere´ byly rozlozˇeny pode´l profilu
pravidelneˇ po 150 m. Cı´lem meˇrˇenı´ bylo zachytit sklon maria´nsko-la´zenˇske´ho zlomu
a doplnit tak prˇedesˇla´ meˇlcˇı´ meˇrˇenı´ jiny´ch geofyzika´lnı´ch metod (DC geoelektricke´,
gravimetricke´, magnetometricke´, seismicke´). Z teˇchto du˚vodu˚ jsemmeˇrˇil pouze audio-
magnetoteluricka´ data (periody 0,0001 - 0,3 s), ktera´ meˇla prˇine´st podrobne´ informace
o odporovy´ch pomeˇrech pode´l profilu od prvnı´ch desı´tek metru˚ po cca 1 km.
Obr. 33. Rˇesˇenı´ u´lohy standardnı´ inverznı´ metodou (Pek et al., 2012) v hrube´
odporove´ sı´ti.
Data jsemna´sledneˇ zpracoval pomocı´ robustnı´chmetod (Friedrichs, 2004), prozkou-
mal jejich dimenzionalitu a urcˇil regiona´lnı´ smeˇr homogenity N28°W (Bahr 1988, 1991;
Swift, 1967). Na za´veˇr jsem data invertoval metodou nelinea´rnı´ch sdruzˇeny´ch gradi-
entu˚ (Pek et al., 2012). Vy´sledek uka´zal (obr. 32) odporovy´ kontrast mezi vodivou pa´nvı´
(odpory cca 1-50 Ω.m) proti nevodive´mu krystaliniku (odpory 300-700 Ω.m) a odhalil
te´zˇ vı´ce o sklonu samotne´ho maria´nsko-la´zenˇske´ho zlomu mezi obeˇma jednotkami.
Take´ proka´zal u´speˇsˇnou kombinaci magnetoteluricke´ metody s meˇlky´mi geofyzika´lnı´
metodami. Podrobnosti viz Blecha et al., 2018.
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Data z lokality Kopanina v Za´padnı´ch Cˇecha´ch reprezentujı´ velmi podrobny´ pro-
fil. Oproti pu˚vodnı´mu modelova´nı´ (velmi podrobny´ model - 1369 odporovy´ch buneˇk;
obr. 32), jsem zde vytvorˇil hrubsˇı´ model s ohledem na budoucı´ vy´pocˇty stochastickou
metodou DREAM. Model se tak skla´dal z 507 odporovy´ch buneˇk, ktere´ meˇly v ho-
rizonta´lnı´m smeˇru v oblasti stanic na de´lku vzˇdy 50 m. Obr. 33 ukazuje invertovany´
model pomocı´ inverznı´ u´lohy metodou nelinea´rnı´ch sdruzˇeny´ch gradientu˚ (Pek et al.,
2012). Startovnı´m modelem byl homogennı´ poloprostor o odporu 100 Ω.m, invertoval
jsem hlavnı´ i vedlejsˇı´ impedance s prahem chyby 5% pro hlavnı´ a 10% pro vedlejsˇı´.
Prˇed samotny´m vy´pocˇtem chyby jsem v ra´mci inverze rotoval modelove´ impedance o
-28° na za´kladeˇ informacı´ o dimenzionaliteˇ prostrˇedı´. Regularizacˇnı´ va´hy jsem nastavil
dle L-krˇivky na 100 v horizonta´lnı´m a 50 ve vertika´lnı´m smeˇru. Vy´sledny´ model byl
zı´ska´n po 30 iteracı´ch a ma´ celkovou chybu RMS=3,58. Pro srovna´nı´ model v pu˚vodnı´
podrobne´ odporove´ sı´ti meˇl celkovou chybu RMS=3,14 (obr. 32).
Obr. 34. Rˇesˇenı´ u´lohy metodou MT-DREAM(ZS) se zavedenou apriornı´ informacı´: (A)
min. a (B) max. hodnoty 90% kredibilnı´ho intervalu.
Obra´cena´ u´loha pomocı´ algoritmu MT-DREAM(ZS) invertovala elektricke´ odpory,
ktere´ se mohly pohybovat v rozmezı´ od od 10−0,5 do 104 Ω.m. Celkovy´ pocˇet simulacı´
byl nastaven na 100 000, regularizacˇnı´ parametr meˇl hodnotu 0,001. Prˇed samotny´m
vy´pocˇtem chyby jsem v ra´mci inverze rotoval modelove´ impedance o -28° na za´kladeˇ
informacı´ o dimenzionaliteˇ prostrˇedı´. Obr. 34 ukazuje modely pro min. (A) a max.
(B) hodnoty 90% kredibilnı´ho intervalu. Celkova´ hodnota pru˚meˇrne´ deviance vycha´zı´
4,16. Na obr. 35 jsou histogramy pro prvnı´ch deveˇt vrstev pod stanicemi trˇi a sˇest.
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Obr. 35. Odporove´ histogramy pro prvnı´ch deveˇt vrstev pod stanicemi trˇi a sˇest.
Jak je patrne´ z obr. 34, rozdı´ly mezi min. (A) a max. (B) modely jsou mensˇı´ u po-
vrchu, s rostoucı´ hloubkou se zveˇtsˇujı´. Oba dva modely vsˇak vykreslujı´ velmi podobne´
struktury, nejveˇtsˇı´ch rozdı´lu˚ dosahujı´ azˇ v poslednı´ch dvou stech metrech hloubky.
V prˇı´padeˇ stanice 3 ukazujı´ histogramy na obr. 35 unimoda´lnı´ rozlozˇenı´ s nı´zkou ne-
jistotou urcˇenı´ parametru. Pod stanicı´ 6 je v hlubsˇı´ch cˇa´stech situace horsˇı´, neˇktere´
histogramy majı´ sˇirsˇı´ rozlozˇenı´ se dveˇma vrcholy. Celkova´ hodnota pru˚meˇrne´ devi-
ance je vy´razneˇ vysˇsˇı´ nezˇ u synteticky´ch modelu˚ a vycha´zı´ 4,16 cozˇ je o neˇco horsˇı´
vy´sledek nezˇ RMS z klasicke´ deterministicke´ u´lohy.
6.2.3.2 U´klon bradlove´ho pa´sma
Meˇrˇeny´ profil se nacha´zel nedaleko obce Stara´ Lubovnˇa, zhruba 40 km SV od
meˇsta Poprad. Cela´ oblast je soucˇa´stı´ Za´padnı´ch Karpat, ktere´ patrˇı´ k nejseverneˇjsˇı´
cˇa´sti alpinske´ho oroge´nu v Evropeˇ. Za´padnı´ Karpaty lze rozdeˇlit na dva hlavnı´ celky:
Vneˇjsˇı´ Za´padnı´ Karpaty a Vnitrˇnı´ Za´padnı´ Karpaty, ktere´ jsou od sebe navza´jem od-
deˇleny bradlovy´m pa´smem. Celkova´ stavba a litologicke´ slozˇenı´ Za´padnı´ch Karpat je
v du˚sledku jejich dlouhe´ho vy´voje a komplexnı´ch tektonicky´ch procesu˚ velmi slozˇita´.
Bradlove´ pa´smo je u´zkou (v nejsˇirsˇı´ch mı´stech cca 15 km) mnoho set kilometru˚
dlouhou tektonickou strukturou, ktera´ sleduje kontakt mezi Vneˇjsˇı´mi a Vnitrˇnı´mi Za´-
padnı´mi Karpaty po cele´ jejich de´lce. I kdyzˇ zde chybı´ klasicke´ komplexy, jako jsou
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trˇeba ofiolity, prˇevla´da´ na´zor, zˇe se jedna´ o by´valou suturnı´ zo´nu (pozu˚statek ocea´nu).
Obr. 36. Geologicka´ mapa s pozicemi magnetoteluricky´ch stanic a profilem SL-1:
FB-flysˇove´ pa´smo, KB-bradlove´ pa´smo, ICP-vnitrokarpatsky´ paleoge´n,
MF-mezozoikum fatrika, CCZ-karpatska´ vodivostnı´ anoma´lie.
Zdroj: Majcin et al., 2018.
Magnetoteluricke´ meˇrˇenı´ prˇes bradlove´ pa´smo bylo realizova´no ve spolupra´ci se
Slovenskou akademiı´ veˇd v roce 2015. Na cca 13 km dlouhe´m profilu SL-1 ve smeˇru
SV-JZ bylo zmeˇrˇeno 7 stanic s rozsahem period 0,001s - 40 s (obr. 36). Profil zacˇı´nal ve
vnitrokarpatske´m paleoge´nu (Vnitrˇnı´ Za´padnı´ Karpaty), prˇekracˇoval bradlove´ pa´smo
a koncˇil ve vneˇjsˇı´m flysˇove´m pa´smu (Vneˇjsˇı´ Za´padnı´ Karpaty). Cı´lem meˇrˇenı´ bylo
zı´skat detailneˇjsˇı´ znalosti o geologicke´ stavbeˇ bradlove´ho pa´sma a jeho kontaktu s
vneˇjsˇı´m flysˇovy´m pa´smem a vnitrokarpatsky´m paleoge´nem.
Data jsem zpracoval pomocı´ robustnı´chmetod (Friedrichs, 2004), prozkoumal jejich
dimenzionalitu a urcˇil regiona´lnı´ smeˇr homogenity na S55°E (Bahr 1988, 1991; Swift,
1967). Vy´sledneˇ jsem data invertovalmetodou nelinea´rnı´ch sdruzˇeny´ch gradientu˚ (Pek
et al., 2012). Vy´sledek (obr. 37) pomohl rozlisˇit hranice vy´sˇe zmı´neˇny´ch jednotek azˇ
do hloubky 4 km, zejme´na pak odporove´ rozdı´ly mezi sedimenty Za´padnı´ch Karpat
(vodive´), bradlovy´m pa´smem a podlozˇnı´m krystalinikem (nevodive´). Podrobnosti viz
Majcin et al., 2018.
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Obr. 37. Vy´sledny´ model na profilu SL-1 s geologickou interpretacı´: FB-flysˇove´ pa´smo,
KB-bradlove´ pa´smo, PC-peninicka´ ku˚ra, ICP-vnitrokarpatsky´ paleoge´n,
M-mezozoicke´ komplexy, TCr-krystalinikum tatrika.
Zdroj: Majcin et al., 2018.
Profil nedalekomeˇsta Stara´ L’ubovnˇa na SVSlovenska reprezentuje regiona´lnı´ profil.
Oproti pu˚vodnı´mumodelova´nı´ (podrobny´model - 1155 odporovy´ch buneˇk), jsem opeˇt
vytvorˇil hrubsˇı´ model obsahujı´cı´ 622 odporovy´ch buneˇk. Obr. 38 ukazuje invertovany´
model pomocı´ standardnı´ inverznı´ u´lohy metodou nelinea´rnı´ch sdruzˇeny´ch gradientu˚
(Pek et al., 2012). Startovnı´m modelem byl homogennı´ poloprostor o odporu 300 Ω.m,
invertoval jsem hlavnı´ i vedlejsˇı´ impedance s prahem chyby 5% pro hlavnı´ a 10%
Obr. 38. Rˇesˇenı´ u´lohy standardnı´ inverznı´ metodou (Pek et al., 2012) v hrube´
odporove´ sı´ti.
pro vedlejsˇı´. Prˇed samotny´m vy´pocˇtem chyby jsem v ra´mci inverze rotoval modelove´
impedance o -44,5° na za´kladeˇ informacı´ o dimenzionaliteˇ prostrˇedı´. Regularizacˇnı´
va´hy jsem nastavil dle L-krˇivky na 300 v horizonta´lnı´m a 100 ve vertika´lnı´m smeˇru.
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Vy´sledny´ model byl zı´ska´n po 24 iteracı´ch a ma´ celkovou chybu RMS=5,22. Model z
pu˚vodnı´ podrobneˇjsˇı´ sı´teˇ z obr. 37 meˇl celkovou chybu RMS=5,45.
Obra´cena´ u´loha pomocı´ algoritmu MT-DREAM(ZS) invertovala elektricke´ odpory,
ktere´ se mohly pohybovat v rozmezı´ od 10−0,5 do 104 Ω.m. Celkovy´ pocˇet simulacı´ byl
nastaven na 100 000, regularizacˇnı´ parametr meˇl hodnotu 0,0000003 v horizonta´lnı´m
smeˇru a 0,0000006 ve vertika´lnı´m. Prˇed samotny´m vy´pocˇtem chyby jsem v ra´mci
Obr. 39. Rˇesˇenı´ u´lohy metodou MT-DREAM(ZS) se zavedenou apriornı´ informacı´: (A)
min. a (B) max. hodnoty 90% kredibilnı´ho intervalu.
Obr. 40. Odporove´ histogramy pro prvnı´ch jedena´ct vrstev pod stanicemi dva a sˇest.
inverze rotoval modelove´ impedance o -44,5° na za´kladeˇ informacı´ o dimenzionaliteˇ
prostrˇedı´. Obr. 39 ukazuje modely pro min. (A) a max. (B) hodnoty 90% kredibilnı´ho
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intervalu.Celkova´ hodnotapru˚meˇrne´ deviance vycha´zı´ 3,9.Obr. 40ukazuje histogramy
pro vzorkovane´ odpory pro prvnı´ch jedena´ct vrstev pod stanicemi dva a sˇest.
Z obr. 39 je patrne´, zˇe nejistota odhadu jednotlivy´ch parametru˚ je nizˇsˇı´ v prˇı´povr-
chovy´ch vrstva´ch, kde je rozdı´l mezi min. (A) a max. (B) modely te´meˇrˇ neznatelny´.
S rostoucı´ hloubkou se nejistota odhadu parametru˚ zveˇtsˇuje, v poslednı´ch vrstva´ch
dosahuje hodnot kolem pu˚l rˇa´du. Obeˇ dveˇ rˇesˇenı´ v ra´mci 90% intervalu kredibility jsou
vsˇak velmi konzistentnı´, na obou modelech vznikajı´ te´meˇrˇ stejne´ odporove´ struktury.
Histogramy na obr. 40 majı´ unimoda´lnı´ rozlozˇenı´ s ostry´mi vrcholy. Histogramy se
rozsˇirˇujı´ azˇ v poslednı´ch vrstva´ch, ktere´ jizˇ vsˇak korespondujı´ s konecˇny´m hloubko-
vy´m dosahem. Celkova´ hodnota pru˚meˇrne´ deviance je sice pomeˇrneˇ vysoka´, ovsˇem i
tak je lepsˇı´ nezˇ RMS u klasicke´ u´lohy.
6.2.3.3 Geologicka´ stavba seismoaktivnı´ oblasti
Magnetoteluricke´ho meˇrˇenı´ v Za´padnı´ch Cˇecha´ch jsem se u´cˇastnil v ra´mci projektu
EMERES (Electromagnetics in the Eger Rift System), ktery´ rˇı´dila GFZ Potsdam ve spo-
lupra´ci s Geofyzika´lnı´m u´stavem AVCˇR a Univerzitou v Uppsale. Projekt byl rozdeˇlen
na trˇi cˇa´sti: (1) zahrnovala dva 50 km dlouhe´ regiona´lnı´ profily v oblasti Chebska; (2)
cı´lila na oblast chebske´ pa´nve ameˇla podobu podrobne´ loka´lnı´ sı´teˇ na plosˇe cca 50 km2;
(3) zahrnovala meˇlke´ radiomagnetoteluricke´ meˇrˇenı´ na lokaliteˇ Hartousˇov. Z teˇchto trˇı´
fa´zı´, jsem se u´cˇastnil prvnı´ch dvou a pro testova´nı´ stochasticke´ inverze jsem pouzˇil
prvnı´ z nich.
Oblast Za´padnı´ch Cˇech spada´ do sasko-durynske´ jednotky Cˇeske´homasivu a je vy´-
znamna´ zejme´na z hlediska sta´le probı´hajı´cı´ geodynamicke´ aktivity. Nejvy´znamneˇjsˇı´mi
lokalitami je oblast okolo obce Novy´ Kostel, na´rodnı´ prˇı´rodnı´ rezervace Soos a okolı´
obceHartousˇov. Vsˇechny tyto lokality lezˇı´ zhruba na krˇı´zˇenı´ severojizˇnı´ regensburgsko-
lipsko-rostocke´ zo´ny (jejı´zˇ soucˇa´stı´ je imaria´nsko-la´zenˇsky´ zlomuvedeny´ v kap. 6.2.3.1)
s VSV-ZJZ probı´hajı´cı´m ohersky´m riftem.
Geodynamicka´ aktivita Za´padnı´ch Cˇech se projevuje zejme´na periodicky se opa-
kujı´cı´mi zemeˇtrˇesny´mi roji dosahujı´cı´mi azˇ magnituda 4,5; prˇı´tomnostı´ CO2 a isotopu˚
He pla´sˇt’ove´ho pu˚vodu v minera´lnı´ch voda´ch a mofeta´ch; a doklady pleistoce´nnı´ho
vulkanismu reprezentovane´ho sypany´mi kuzˇely Komornı´ a Zˇelezne´ hu˚rky, cˇi neda´vno
objeveny´mi maarovy´mi strukturami My´tina a Neualbenreuth.
Prvnı´ cˇa´st projektu meˇla podobu dvou 50 km dlouhy´ch vza´jemneˇ kolmy´ch profilu˚
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cca ve smeˇru S-J a Z-V o 25, respektive 22 stanicı´ch (obr. 41). Cı´lemmeˇrˇenı´ bylo odhalit
geologickou stavbu v seismicky aktivnı´ oblasti a pokusit se potvrdit pu˚vod geodyna-
micke´ aktivity v korovy´ch fluidech. Za tı´mto u´cˇelem se na vsˇech stanicı´chmeˇrˇilo sˇiroke´
spektrum period 0,0001 - 1000 s, jezˇ meˇly prˇine´st informace o odporovy´ch pomeˇrech
od prvnı´ch desı´tek metru˚ po prvnı´ desı´tky kilometru˚.
Obr. 41. Umı´steˇnı´ oblasti (a, b) a geologicka´ mapa (c) s pozicemi magnetoteluricky´ch
stanic a zlomy: (1) krusˇnohorsky´ zlom, (2) oherske´ zlomy, (3) litomeˇrˇicky´ zlom, (4)
zlom hornı´ slavkov, (5) maria´nsko-la´zenˇsky´ zlom, (6) tachovsky´ zlom, (7) zo´na
pocˇa´tky-plesna´
Zdroj: Mun˜oz et al., 2018.
Pro hlubsˇı´ analy´zu byl po meˇrˇenı´ vybra´n severojizˇnı´ profil zacˇı´najı´cı´ nedaleko obce
Kraslice a pokracˇujı´cı´ na jih okolo obcı´ Novy´ Kostel (centrum zemeˇtrˇesny´ch roju˚), Har-
tousˇov (mofety), Kynsˇperk nad Ohrˇı´, My´tina (maar a sypany´ kuzˇel Zˇelezna´ hu˚rka)
a koncˇı´cı´ v Neˇmecku za obcı´ Neualbenreuth (maar). Z geologicke´ho hlediska zacˇı´-
nal profil v sasko-durynske´ oblasti reprezentovane´ sasko-vogtlandsky´m paleozoikem,
prˇekracˇoval chebskou pa´nev a jih krusˇnohorsko-smrcˇinske´ho krystalinika; a nakonec
prˇekrocˇil hranici do moldanubika, kde byl ukoncˇen.
Data byla zpracova´na pokrocˇily´mi statisticky´mi metodami pomocı´ softwarove´ho
balı´cˇku EMERALD (Ritter et al., 1998; Ritter et al., 2015; Weckmann et al., 2005). Da´le
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byla vycˇisˇteˇna od sˇumove´ slozˇky pomocı´ referencˇnı´ stanice v ra´mci softwaru EME-
RALD (Krings, 2007), filtrova´na na urcˇite´ frekvence pomocı´ delay-line filtru (Chen,
2008) a na za´veˇr byly v datech detekova´ny, a pak odstraneˇny vy´skoky pomocı´ Wiene-
rova filtru (Ku¨tter, 2015). Zpracovana´ data byla analyzova´na na dimenzionalitu a byl
urcˇen regiona´lnı´ smeˇr homogenityN35°E (Becken and Burkhardt, 2004). Na´sledneˇ byla
data invertova´na pomocı´ algoritmu˚ FD2 inverze (Rodi andMackie, 2001) a FE3 inverze
(Key, 2016; Key and Ovall, 2011).
Obr. 42. Vy´sledny´ model z (A) FD inverze a (B) FE inverze. Pı´smena R oznacˇujı´
nevodicˇe, pı´smena C vodicˇe. B a H oznacˇujı´ povrchove´ projevy geodynamicke´
aktivity - mofety Bubla´k a Hartousˇov, MM znacˇı´ My´tina maar. Tecˇky oznacˇujı´ lokace
zemeˇtrˇesenı´ v zo´neˇ Novy´ Kostel.
Zdroj: Mun˜oz et al., 2018.
Vy´sledky (obr. 42) prˇinesly nove´ informace o mocnosti jednotlivy´ch jednotek, ale
zejme´nauka´zalydveˇ zo´ny s nizˇsˇı´modporem: (1) jdoucı´ prˇiblizˇneˇ z hloubkypodNovy´m
Kostelem smeˇrem do chebske´ pa´nve a (2) prˇiblizˇneˇ na rozhranı´ sasko-durynske´ zo´ny
2finite differences (konecˇny´ch diferencı´)
3finite elements (konecˇny´ch prvku˚)
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s moldanubikem nedaleko kuzˇele Zˇelezne´ hu˚rky a My´tina maaru. Obeˇ tyto zo´ny lze
spojit s korovy´mi fluidy, ktera´ mohou sta´t za probı´hajı´cı´ (cˇi probeˇhlou) geodynamickou
aktivitou. Podrobnosti viz Mun˜oz et al., 2018.
Obr. 43. Rˇesˇenı´ u´lohy standardnı´ inverznı´ metodou (Pek et al., 2012) v hrube´
odporove´ sı´ti.
Zhruba 50 km dlouhy´ profil ze Za´padnı´ch Cˇech lze zarˇadit mezi delsˇı´ regiona´lnı´
profily. Pu˚vodnı´ modelova´nı´ (obr. 43) vyuzˇı´valo inverznı´ algoritmus zalozˇeny´ na me-
todeˇ konecˇny´ch diferencı´ (Rodi and Mackie, 2001) a konecˇny´ch prvku˚ (Key, 2016; Key
andOvall, 2011), ktere´ vsˇak nejsou dostupne´ na nasˇem pracovisˇti. Proto jsem se pokusil
pro ilustraci data invertovat na´mi pouzˇı´vanou metodou nelinea´rnı´ch sdruzˇeny´ch gra-
dientu˚ (obr. 43; Pek et al., 2012). Dı´ky budoucı´mu pla´novane´mu vy´pocˇtu stochastickou
metodou, jsem opeˇt zvolil pomeˇrneˇ hruby´ model obsahujı´cı´ 1200 odporovy´ch buneˇk.
Model z obr. 43 byl zı´ska´n z pomeˇrneˇ slozˇite´ho startovnı´ho modelu s blokovou struk-
turou pode´l profilu, jehozˇ jednotlive´ cˇa´sti byly invertova´ny zvla´sˇt’ po sˇesti stanicı´ch,
s cı´lem dosa´hnout, co nejmensˇı´ chyby i prˇi velke´ variabiliteˇ zda´nlivy´ch elektricky´ch
odporu˚ pode´l profilu. Invertoval jsem pouze hlavnı´ impedance s prahem chyby 5%.
Prˇed samotny´m vy´pocˇtem chyby jsem v ra´mci inverze rotoval modelove´ impedance o
55° na za´kladeˇ informacı´ o dimenzionaliteˇ prostrˇedı´. Regularizacˇnı´ va´hy jsem nastavil
dle L-krˇivky na 10 v horizonta´lnı´m a 10 ve vertika´lnı´m smeˇru. Vy´sledny´ beˇh meˇl 27
iteracı´ a celkova´ chyba RMS zı´skane´ho modelu cˇinı´ 5,38.
Obra´cena´ u´loha pomocı´ algoritmu MT-DREAM(ZS) invertovala elektricke´ odpory,
ktere´ se mohly pohybovat v rozmezı´ od od 10−0,5 do 105 Ω.m. Celkovy´ pocˇet simulacı´
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byl nastaven na 200 000, regularizacˇnı´ parametr meˇl hodnotu 0,000001 v horizonta´lnı´m
i vertika´lnı´m smeˇru. Prˇed samotny´m vy´pocˇtem chyby jsem v ra´mci inverze rotoval
modelove´ impedance o 55° na za´kladeˇ informacı´ o dimenzionaliteˇ prostrˇedı´. Obr. 44
ukazuje modely pro min. (A) a max. (B) hodnoty 90% kredibilnı´ho intervalu. Celkova´
pru˚meˇrna´ deviance vycha´zı´ 4,24.
Obr. 44. Rˇesˇenı´ u´lohy metodou MT-DREAM(ZS) se zavedenou apriornı´ informacı´: (A)
min. a (B) max. hodnoty 90% kredibilnı´ho intervalu.
Z obr. 44 je patrne´, zˇe nejistota odhadu modelovy´ch parametru˚ je pomeˇrneˇ velka´,
rozdı´ly mezi min. (A) a max. (B) modely jsou znacˇne´. Oba dva modely se chovajı´ po-
dobneˇ pouze v prostrˇednı´ cˇa´sti profilu, nejveˇtsˇı´ rozdı´ly panujı´ v prvnı´ cˇa´sti modelu
mezi stanicemi 1 azˇ 9. Prˇi porovna´nı´ vy´sledku s klasicky´m inverznı´m algoritmem (obr.
43) je videˇt, zˇe stochasticky´ inverznı´ program vidı´ velmi odlisˇne´ struktury, zejme´na v
prostrˇednı´ cˇa´sti profilu, kde modeluje vodicˇ, zatı´mco vsˇechny klasicke´ inverznı´ algo-
ritmy zde vyzˇadujı´ nevodicˇ (obr. 42, 43). Celkova´ pru˚meˇrna´ deviance dosahuje hodnoty
4,24 a je tak lepsˇı´ nezˇ RMS u klasicke´ u´lohy, i kdyzˇ vy´sledek stochasticke´ u´lohy je velmi
diskutabilnı´ a nejisty´.
6.2.3.4 Geologicka´ stavba jihovy´chodnı´ho okraje Cˇeske´ho masivu
Cı´lem meˇrˇenı´ bylo zı´skat elektricky´ obraz ze stykove´ zo´ny Cˇeske´ho masivu a Za´-
padnı´ch Karpat. Samotne´ meˇrˇenı´ bylo realizova´no v letech 2007-2010. V ra´mci 140
km dlouhe´ho profilu bylo polozˇeno 29 stanic, na ktery´ch se meˇrˇilo veˇtsˇinou sˇiroke´
spektrum period mezi 0,0001 - 1000 s.
Profil prˇes jihovy´chodnı´ okraj Cˇeske´ho masivu zacˇı´nal prˇiblizˇneˇ u Jindrˇichova
Hradce a koncˇil zhruba 20 km severneˇ od Brˇeclavi (obr. 45). Meˇrˇenı´ zacˇı´nalo v mol-
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danubiku, prˇekracˇovalo vsˇechny trˇi jeho litologicke´ jednotky (monoto´nnı´, pestrou,
gfo¨hlskou), prˇesˇlo do moravika, zahrnujı´cı´ho brneˇnsky´ masiv a koncˇilo v karpatske´
prˇedhlubni a prˇı´krovech vneˇjsˇı´ch Karpat. Z pohledu geologie se tak jednalo o litolo-
gicky slozˇity´ profil zastoupeny´ jak metamorfity (moldanubikum), vulkanity (brneˇnsky´
masiv) tak i velky´m mnozˇstvı´m sedimentu˚ (karpatska´ prˇedhlubenˇ, vneˇjsˇı´ Karpaty).
Obr. 45. Geologicka´ mapa s magnetoteluricky´mi stanicemi: varisky´ oroge´n:
CMP-centra´lnı´ moldanubicky´ pluton, PMZ-prˇibyslavska´ mylonitova´ zo´na,
MVM-monoto´nnı´ a pestra´ skupina moldanubika, GM-gfo¨hlska´ skupina
moldanubika,TP-trˇebı´cˇsky´ pluton, NGM-na´meˇsˇt’sky´ granulitovy´ masiv,
UM-nerozlisˇene´ moravikum, BG-bı´tesˇska´ ortorula, SD-svratecky´ do´m, D-devon,
C-karbonsky´ flysˇ; kadomsky´ oroge´n: DT-dyjsky´ tera´n, MZ-metabazitova´ zo´na,
ST-slavkovsky´ tera´n; alpinsky´ oroge´n: BF-boskovicka´ bra´zda, DCTZ-tektonicka´ linie
diensdorf-cˇebı´n, KF1-spodnı´ mioce´n karpatske´ prˇedhlubneˇ (eggenburg-ottnang),
KF2-spodnı´ mioce´n karpatske´ prˇedhlubneˇ (karpat), KF3-strˇednı´ mioce´n karpatske´
prˇedhlubneˇ, PU+ZU-pouzdrˇanska´ a zˇda´nicka´ jednotka vneˇjsˇı´ch Karpat, VB-vı´denˇska´
pa´nev.
Zdroj: Klanica et al., 2018.
Data jsem zpracoval pomocı´ robustnı´ch metod (Friedrichs, 2004), prozkoumal je-
jich dimenzionalitu a urcˇil regiona´lnı´ smeˇr homogenity N90°E (Bahr 1988, 1991; Bailey
and Groom 1987; Caldwell et al., 2004; Swift, 1967). Nakonec jsem data invertoval
Occamovsky´m inverznı´m algoritmem REBOCC (Siripunvaraporn and Egbert, 1999).
Vy´sledek (obr. 46) prˇinesl nove´ informace o mocnostech jednotlivy´ch geologicky´ch
jednotek (moldanubicky´ pluton, litologicke´ jednotkymoldanubika), uka´zal vztahmezi
moldanubikem a brunovistulikem a zejme´na blı´zˇe odhalil geologickou stavbu brneˇn-
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ske´homasivu pod sedimenty karpatske´ prˇedhlubneˇ a vneˇjsˇı´ch Karpat. Podrobnosti viz
Klanica et al., 2018.
Obr. 46. Vy´sledny´ model s geologickou interpretacı´: varisky´ oroge´n: R1-centra´lnı´
moldanubicky´ pluton, R2-monoto´nnı´ a pestra´ skupina moldanubika,
R2a-migmatizovane´ horniny monoto´nnı´ skupiny, R3-gfo¨hlska´ skupina moldanubika,
R4-moravikum, CA1,2-grafiticke´ zo´ny v moldanubiku, PMZ-prˇibyslavska´ mylonitova´
zo´na; kadomsky´ oroge´n: R5-brneˇnsky´ masiv, R5a-za´padnı´ cˇa´st dyjske´ho tera´nu,
R5b-vy´chodnı´ cˇa´st dyjske´ho tera´nu, R5c-metabazitova´ zo´na, R5d-slavkovsky´ tera´n,
C2-spodnı´ cˇa´sti brunovistulika, DCTZ-tektonicka´ linie diensdorf-cˇebı´n; alpinsky´
oroge´n: C1-karpatska´ prˇedhlubenˇ a vneˇjsˇı´ Za´padnı´ Karpaty
Zdroj: Klanica et al., 2018.
Z profilumeˇ vsˇak nejvı´ce zajı´mala pomeˇrneˇ kra´tka´ centra´lnı´ cˇa´st v okolı´ obce Desˇov.
Zde se v hloubce prvnı´ch kilometru˚ nacha´zı´ ne zcela jasny´ prˇechod mezi brunovistuli-
kem a moldanubikem projevujı´cı´ se na elektricke´m obrazu vodivy´mi zo´nami. Ty majı´
pravdeˇpodobneˇ pu˚vod v grafitizovany´ch zo´na´ch spjaty´ch s by´valou strˇizˇnou zo´nou
mezi obeˇma velky´mi geologicky´mi celky cˇi s grafitovy´mi lozˇisky. Neˇkolik MT stanic
zdema´ nestandardnı´ pru˚beˇhy fa´zovy´ch krˇivek, ktere´ se projevujı´ prˇechody krˇivek prˇes
vı´ce kvadrantu˚. Takove´ chova´nı´ lze vysveˇtlit vı´ce zpu˚soby: galvanicky´mi distorzemi,
2D strukturou s velky´m odporovy´m kontrastem nebo 3D strukturami kanalizujı´cı´mi
silne´ proudy. Dalsˇı´ mozˇnostı´ je vsˇak anizotropnı´ struktura (Martı´ 2014), jakou bymohla
by´t pra´veˇ grafitizovana´ zo´na.
Prˇechody fa´zovy´ch krˇivek prˇes vı´ce kvadrantu˚mohou by´t zpu˚sobeny anizotropnı´m
blokem lezˇı´cı´m na anizotropnı´m podlozˇı´ o velmi rozdı´lne´m anizotropnı´m u´hlu (Pek
a Verner, 1997). Pozdeˇjsˇı´ studie vsˇak uka´zali (osobnı´ rozhovor s Josefem Pekem), zˇe
stejne´ho efektu lze docı´lit i pouze v prˇı´padeˇ meˇlke´ho anizotropnı´ho bloku, nad ktery´m
se rotuje modelovy´mi krˇivkami. S rozdı´lny´m u´hlem rotace se meˇnı´ diagona´lnı´ fa´zove´
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krˇivky a dosahuje se stejne´ho efektu jako v prˇı´padeˇ slozˇiteˇjsˇı´ch anizotropnı´ch cˇi 3D
struktur.
Z cele´ho profilu jsem tedy pro vy´pocˇet stochastickou u´lohou vybral pouze malou
oblast mezi stanicemi 4 azˇ 8 o de´lce zhruba 30 km, ktera´ se projevuje vy´sˇe zmı´neˇny´mi
netradicˇnı´mi fa´zovy´mi krˇivkami. Vzhledem k vy´pocˇtu stochastickou metodou jsem
opeˇt vytvorˇil pomeˇrneˇ hruby´ model s bunˇkami o de´lce 3 km, ktery´ meˇl dohromady 266
parametru˚. Pro vy´pocˇty jsem aktivoval anizotropii v 6 kmmocne´ prˇı´povrchove´ vrstveˇ,
ktera´ se rozkla´dala pode´l cele´ho profilu. S aktivnı´ uniaxia´lnı´ anizotropiı´ s azimutem αS
v uvedene´ vrstveˇ vzrostl celkovy´ pocˇet parametru˚ na 590.
Obr. 47. Rˇesˇenı´ u´lohy standardnı´ inverznı´ metodou (Pek et al., 2012) v hrube´
odporove´ sı´ti.
Obr. 47 ukazuje invertovany´ model pomocı´ inverznı´ u´lohy metodou nelinea´rnı´ch
sdruzˇeny´ch gradientu˚ (Pek et al., 2012). Jako startovnı´ model jsem pouzˇil homogennı´
poloprostor o odporu 100 Ω.m v izotropnı´ch cˇa´stech modelu, v anizotropnı´ch bunˇka´ch
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jsem nastavil odpor 100/100/100 Ω.m a anizotropnı´ u´hel αS 0°. Invertoval jsem hlavnı´
i vedlejsˇı´ impedance s prahem chyby 5% pro hlavnı´ a 10% pro vedlejsˇı´. Regularizacˇnı´
va´hy jsem nastavil v horizonta´lnı´m i vertika´lnı´m smeˇru na 100. Vy´sledny´ model byl
zı´ska´n po 24 iteracı´ch a ma´ celkovou chybu RMS=4,42. V anizotropnı´ vrstveˇ ukazuje
model dveˇ vodive´ struktury pod stanicemi 4 a 6 a pod stanicemi 7 a 8. Strˇed profilu
mezi stanicemi 6 a 7 je nevodivy´. Jak je patrne´, rozdı´l mezi vsˇemi trˇemi odpory (x, y,
z) je pomeˇrneˇ maly´, anizotropnı´ u´hel se pohybuje v nı´zky´ch hodnota´ch blı´zko nuly. Z
toho vyply´va´ pomeˇrneˇ slaba´ anizotropie, jelikozˇ prostrˇedı´ se ve vsˇech smeˇrech chova´
velmi podobneˇ.
Obr. 48. Rˇesˇenı´ u´lohy metodou MT-DREAM(ZS): (A) min. a (B) max. hodnoty 90%
kredibilnı´ho intervalu.
Vy´pocˇet pomocı´ algoritmu MT-DREAM(ZS) se standardnı´ parametrizacı´ invertoval
elektricke´ odpory, ktere´ se mohly pohybovat v rozmezı´ od 10−0,5 do 104 Ω.m a azimut
anizotropie v rozpeˇtı´ od -90° do 90°. Celkovy´ pocˇet simulacı´ byl nastaven na 150 000.
Obr. 48 ukazuje modely pro min. (A) a max. (B) hodnoty 90% kredibilnı´ho intervalu.
Celkova´ hodnota pru˚meˇrne´ deviance dosahuje hodnoty 1,95.
Z obr. 48 je patrne´, zˇe dı´ky absenci apriornı´ informace je model velmi variabilnı´. Z
pravdeˇpodobnostnı´ho hlediska se vsˇak min. a max. modely prakticky nelisˇı´. Na rozdı´l
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od klasicke´ inverze, stochasticka´ ukazuje pomeˇrneˇ silnou anizotropii, cozˇ ovsˇemmu˚zˇe
by´t zpu˚sobeno absencı´ apriornı´ informace. Celkova´ hodnota pru˚meˇrne´ deviance je na
u´lohu s rea´lny´mi daty pomeˇrneˇ mala´ a jejı´ hodnota je vy´razneˇ lepsˇı´ nezˇ RMS v prˇı´padeˇ
klasicke´ u´lohy.
Obr. 49. Rˇesˇenı´ u´lohy metodou MT-DREAM(ZS) se zavedenou apriornı´ informacı´: (A)
min. a (B) max. hodnoty 90% kredibilnı´ho intervalu.
Na´sledujı´cı´ vy´pocˇet pomocı´ algoritmuMT-DREAM(ZS) se standardnı´ parametrizacı´
pracoval s jizˇ zavedenou apriornı´ informacı´. Vzorkovane´ elektricke´ odpory se mohly
pohybovat v rozmezı´ od 10−0,5 do 104 Ω.m a azimut anizotropie v rozpeˇtı´ od -90° do 90°.
Regularizacˇnı´ parametr meˇl hodnotu 0,001. Celkovy´ pocˇet simulacı´ byl nastaven na 80
000.Obr. 49ukazujemodelypromin. (A) amax. (B) hodnoty 90%kredibilnı´ho intervalu.
Celkova´ hodnota pru˚meˇrne´ deviance vycha´zı´ 2,32. Obr. 50 ukazuje histogramy pro
vzorkovane´ parametry pro prvnı´ch deveˇt vrstev uprostrˇed modelu mezi stanicemi 6 a
7.
Obr. 49 ukazuje, zˇe nejistota odhadu vzorkovany´ch parametru˚ je pomeˇrneˇ mala´ v
prˇı´padeˇ izotropnı´ch buneˇk, anizotropnı´ bunˇky majı´ nejistotu veˇtsˇı´. Min. i max. model
jsou si podobne´, veˇtsˇı´ch rozdı´lu˚ dosahujı´ v anizotropnı´ch cˇa´stech. Odporove´ histo-
gramy na obr. 50 ukazujı´, zˇe odpory ve smeˇru x majı´ unimoda´lnı´ rozlozˇenı´, zatı´mco
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zbyle´ odpory vykazujı´ silnou nejednoznacˇnost. Jasne´ rˇesˇenı´ da´va´ pouze azimut anizot-
ropie, ktery´ ma´ unimoda´lnı´ histogramy okolo -5°. Na rozdı´l od klasicke´ inverze
Obr. 50. Odporove´ a u´hlove´ histogramy pro prvnı´ch deveˇt vrstev uprostrˇed modelu
mezi stanicemi 6 a 7.
Obr. 51. Rˇesˇenı´ u´lohy metodou MT-DREAM(ZS) s alternativnı´ parametrizacı´: (A) min.
a (B) max. hodnoty 90% kredibilnı´ho intervalu.
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i tento stochasticky´ beˇhnaznacˇuje rˇa´doveˇ silneˇjsˇı´ anizotropii.Celkova´ hodnotapru˚meˇrne´
deviance je o neˇco horsˇı´ nezˇ v minule´m beˇhu bez zavedene´ apriornı´ informace.
Dalsˇı´ beˇh algoritmu MT-DREAM(ZS) pracoval s alternativnı´ parametrizacı´ pomocı´
logaritmicke´ho tenzoru vodivosti bez zavedene´ regularizace. Algoritmus invertoval
elektricke´ vodivosti, ktere´ se mohly pohybovat v rozmezı´ od 10−7 po 101 pro diago-
na´lnı´ komponenty tenzoru vodivosti a v rozmezı´ od 10−8 po 108 pro nediagona´lnı´
komponenty tenzoru. Celkovy´ pocˇet simulacı´ byl nastaven na 150 000, regularizace ve
vy´pocˇtu zavedena nebyla. Obr. 51 ukazuje modely pro min. (A) a max. (B) hodnoty
90% kredibilnı´ho intervalu. Celkova´ hodnota pru˚meˇrne´ deviance dosahuje 2,44.
Obr. 51 ukazuje pomeˇrneˇ velke´ rozdı´ly mezi obeˇma modely, cozˇ indikuje vysokou
nejistotou odhadu modelovy´ch parametru˚. Vysoka´ nejistota panuje, jak v izotropnı´
cˇa´sti modelu, tak v anizotropnı´ cˇa´sti. Celkova´ hodnota pru˚meˇrne´ deviance je o neˇco
horsˇı´ nezˇ v prˇı´padeˇ standardnı´ parametrizace.
Na´sledujı´cı´ vy´pocˇet pomocı´ algoritmuMT-DREAM(ZS) pracoval s alternativnı´ para-
metrizacı´ pomocı´ logaritmicke´ho tenzoruvodivosti s jizˇ zavedenou regularizacı´ pomocı´
normy L2.
Obr. 52. Rˇesˇenı´ u´lohy metodou MT-DREAM(ZS) s alternativnı´ parametrizacı´ se
zavedenou apriornı´ informacı´: (A) min. a (B) max. hodnoty 90% kredibilnı´ho
intervalu.
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Algoritmus invertoval elektricke´ vodivosti, ktere´ se mohly pohybovat v rozmezı´ od
10−7 po 101 pro diagona´lnı´ komponenty tenzoru vodivosti a v rozmezı´ od 10−8 po 108
pro nediagona´lnı´ komponenty tenzoru. Celkovy´ pocˇet simulacı´ byl nastaven na 100
000, regularizacˇnı´ parametr meˇl hodnotu 0,0008. Obr. 52 ukazuje modely pro min. (A)
Obr. 53. Histogramy komponent tenzoru impedance pro prvnı´ch deveˇt vrstev
uprostrˇed modelu mezi stanicemi 6 a 7.
Obr. 54. Odporove´ a u´hlove´ histogramy pro prvnı´ch deveˇt vrstev uprostrˇed modelu
mezi stanicemi 6 a 7, prˇepocˇtene´ z komponent tenzoru impedance (analogie obr. 53 v
prostoru odporu˚ a u´hlu˚).
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a max. (B) hodnoty 90% kredibilnı´ho intervalu. Celkova´ hodnota pru˚meˇrne´ deviance
dosahuje 2,42. Obr. 53 ukazuje vodivostnı´ histogramy pro vzorkovane´ parametry pro
prvnı´ch deveˇt vrstev uprostrˇed modelu mezi stanicemi 6 a 7.
Jak je patrne´ z obr. 52, zavedenı´ apriornı´ informace vy´razneˇ pomohlo snı´zˇit nejis-
totu odhadu modelovy´ch parametru˚. Izotropnı´ cˇa´sti modelu se v ra´mci 90% intervalu
kredibility lisˇı´ jen velmi ma´lo, v anizotropnı´ cˇa´sti je veˇtsˇı´ rozdı´l pouze u ρ3 a u azimutu
αS. Vodivostnı´ histogramy na obr. 53 vykazujı´ multimoda´lnı´ rozlozˇenı´. Multimodalita
zu˚sta´va´ i po prˇepocˇtenı´ na odpory a u´lohy (obr. 54). U azimuta´lnı´ch histogramu˚ pak na-
vı´c docha´zı´ k prˇeskakova´nı´ u´hlu o 90°. Histogramy celkoveˇ potvrzujı´ nejistotu ohledneˇ
odhadumodelovy´ch parametru˚ v anizotropnı´ch bunˇka´ch. Celkova´ hodnota pru˚meˇrne´
deviance je velmi podobna´ te´ z minule´ho beˇhu.
Obr. 55. Rˇesˇenı´ u´lohy metodou MT-DREAM(ZS) s alternativnı´ parametrizacı´ s apriornı´
informacı´ na sı´lu anizotropie: (A) min. a (B) max. hodnoty 90% kredibilnı´ho intervalu.
Poslednı´ beˇh algoritmu MT-DREAM(ZS) pracoval s alternativnı´ parametrizacı´ po-
mocı´ logaritmicke´ho tenzoru vodivosti se zavedenou regularizacı´ na hladkost a na sı´lu
anizotropie. Algoritmus invertoval elektricke´ vodivosti, ktere´ se mohly pohybovat v
rozmezı´ od 10−7 po 101 pro diagona´lnı´ komponenty tenzoru vodivosti a v rozmezı´ od
10−8 po 108 pro nediagona´lnı´ komponenty tenzoru. Celkovy´ pocˇet simulacı´ byl na-
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staven na 150 000, regularizacˇnı´ parametr na hladkost meˇl hodnotu 0,0009 a na sı´lu
anizotropie 0,002. Obr. 55 ukazuje modely pro min. (A) a max. (B) hodnoty 90% kre-
dibilnı´ho intervalu. Celkova´ hodnota pru˚meˇrne´ deviance vycha´zı´ 2,6. Obr. 56 ukazuje
vodivostnı´ histogramy pro vzorkovane´ parametry pro prvnı´ch deveˇt vrstev uprostrˇed
modelu mezi stanicemi 6 a 7.
Obr. 56. Histogramy komponent tenzoru impedance pro prvnı´ch deveˇt vrstev
uprostrˇed modelu mezi stanicemi 6 a 7.
Obr. 57. Odporove´ a u´hlove´ histogramy pro prvnı´ch deveˇt vrstev uprostrˇed modelu
mezi stanicemi 6 a 7, prˇepocˇtene´ z komponent tenzoru impedance (analogie obr. 56 v
prostoru odporu˚ a u´hlu˚).
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Obr. 55 ukazuje velmi male´ rozdı´ly mezi min (A) a max (B) modely, jak v izotropnı´,
tak v anizotropnı´ cˇa´sti modelu. Stejneˇ jako v minuly´ch prˇı´padech, i zde algoritmus
DREAM da´va´ rˇa´doveˇ silneˇjsˇı´ anizotropii nezˇ klasicky´ inverznı´ algoritmus. Vodivostnı´
histogramy na obr. 56 se proti minule´mu beˇhu vy´razneˇ zlepsˇily, jejich tvar je te´meˇrˇ
vsˇude unimoda´lnı´ a s vy´razneˇ ostrˇejsˇı´mi vrcholy. Stejna´ situace nasta´va´ i po prˇepocˇtenı´
na odpory a u´hly (obr. 57), kdy si odporove´ a u´hlove´ histogramy ponecha´vajı´ unimo-
da´lnı´ rozlozˇenı´. Celkova´ hodnota pru˚meˇrne´ deviance se v prˇı´padeˇ zavedene´ apriornı´
informace na velikost anizotropie proti minuly´m beˇhu˚m s alternativnı´ parametrizacı´ o
neˇco zhorsˇila.
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7. Diskuze
Stochasticky´ prˇı´stup k obra´cene´ u´loze ma´ sve´ vy´hody i nevy´hody. Hlavnı´m a nej-
veˇtsˇı´m pozitivem je pravdeˇpodobnostnı´ prˇı´stup k rˇesˇenı´. U´loha se snazˇı´ zmapovat
prostor rˇesˇenı´ a urcˇit tak nejistotu odhadu dany´ch parametru˚. Dı´ky postupne´mumapo-
va´nı´ prostoru rˇesˇenı´ jsou stochasticke´ u´lohy take´ le´pe imunnı´ vu˚cˇi loka´lnı´mminimu˚m.
Na druhou stranu se potvrdilo, zˇe stochasticky´ algoritmus nenı´ vhodny´ pro u´lohy
obsahujı´cı´ velke´ mnozˇstvı´ parametru˚ (cca > 500). Prozkouma´nı´ prostoru rˇesˇenı´ trva´
velmi dlouho a vynalozˇene´ (cˇasove´) u´silı´ nemusı´ by´t zcela hodne´ vy´sledku. Vyvinuty´
stochasticky´ algoritmus ma´ tak nejveˇtsˇı´ vyuzˇitı´ na maly´ch modelech obsahujı´cı´ch ani-
zotropnı´ struktury, kde mu˚zˇe efektivneˇ prohledat prostor rˇesˇenı´ a spolehliveˇ vyrˇesˇit
u´lohy charakteristicke´ vı´ce loka´lnı´mi minimy, se ktery´mi si klasicka´ u´loha neporadı´.
7.1 Synteticke´ modely
V prˇı´padeˇ 1D synteticke´ho modelu poda´va´ vyvinuty´ algoritmus uspokojive´ vy´-
sledky. V prˇı´padeˇ u´lohy se zavedenou apriornı´ informacı´ a s pevneˇ definovanou moc-
nostı´ vrstev nasˇel program prˇiblizˇneˇ podobne´ rˇesˇenı´ s pu˚vodnı´m modelem. V u´loze se
vzorkovanou mocnostı´ vrstev dosa´hl algoritmus prakticky dokonale´ho rˇesˇenı´. Stejneˇ
jako u vsˇech anizotropnı´ch u´loh, i zde je proble´m s nejednoznacˇnostı´ u azimutu anizot-
ropie, kdy u´loha nale´za´ bud’kladna´, nebo za´porna´ rˇesˇenı´, ktera´ jsou zcela ekvivalentnı´,
jen se lisˇı´ prohozenı´m obou odporu˚ ve smeˇru x a y. V prˇı´padeˇ 1D u´lohy je diskutabilnı´,
zda pouzˇı´vat veˇtsˇı´ pocˇet vrstev se zavedenou apriornı´ informacı´ cˇi jen neˇkolik vrstev
bez apriornı´ informace. Ve chvı´li kdy zkoumane´ prˇı´rodnı´ prostrˇedı´ nezna´me, mu˚zˇe by´t
maly´ pocˇet vrstev omezujı´cı´, na druhou stranu prˇi velke´m pocˇtu vrstev mohou, dı´ky
mnohoznacˇnosti u´lohy, vznikat neexistujı´cı´ struktury.
Ve 2D izotropnı´mprˇı´padeˇ poda´va´ vyvinuty´ algoritmus dobre´ vy´sledky. Rozptyl od-
hadu jednotlivy´ch parametru˚ vycha´zı´ maly´, celkove´ hodnoty pru˚meˇrne´ deviance jsou
akceptovatelne´. Stochasticka´ u´loha se zavedenou apriornı´ informacı´ dosa´hla lepsˇı´ho
vy´sledku nezˇ klasicka´ u´loha s regularizacı´. Paradoxnı´ je, zˇe u´loha s apriornı´ informacı´
dosa´hla lepsˇı´ho vy´sledku nezˇ u´loha bez apriornı´ informace (deˇje se to i da´le v prˇı´padeˇ
anizotropnı´ch u´loh).Mozˇny´mvysveˇtlenı´m je pru˚beˇh konvergence, kdy u´loha s apriornı´
informacı´ le´pe konverguje a u´loha mapuje prostor rˇesˇenı´ efektivneˇji. 2D anizotropnı´
u´loha proka´zala, zˇe algoritmus DREAM doka´zˇe najı´t rˇesˇenı´ i v prˇı´padeˇ pomeˇrneˇ vel-
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ke´ho pocˇtu parametru˚ (∼ 300) pouze ve vy´razneˇ delsˇı´m cˇase proti klasicke´ u´loze (cca
hodina u klasicke´ u´lohy vs. 3 dny u stochasticke´).
V prˇı´padeˇ 2D anizotropnı´ u´lohy poda´va´DREAMtake´ dobre´ vy´sledky. Celkove´ hod-
noty pru˚meˇrne´ deviance jsou velmi podobne´ hodnota´m RMS z klasicke´ inverznı´ u´lohy
nebo o neˇco mensˇı´. Vy´sledne´ modely se v ra´mci kredibilnı´ch intervalu˚ pohybujı´ ve
velmi u´zky´ch mezı´ch. Zajı´mava´ je zde zejme´na ota´zka nejednoznacˇnosti u´lohy spjata´ s
azimutem anizotropie. Pu˚vodnı´model generujı´cı´ datameˇl v prˇı´padeˇ anizotropnı´ struk-
tury odpory 3/300/3Ω.m (tzn. vodicˇ/nevodicˇ/vodicˇ)4 a azimut 30°. Klasicka´ obra´cena´
u´loha s anizotropiı´ nasˇla model s odpovı´dajı´cı´ chybou v sestaveˇ vodicˇ/nevodicˇ/vodicˇ.
Stejne´ho rˇesˇenı´ dosa´hl i beˇh algoritmem DREAM se standardnı´ parametrizacı´ se zave-
denou apriornı´ informacı´.
Obr. 58. Za´znam stochasticke´ho vzorkova´nı´ u´hlu˚ ve vsˇech devı´ti anizotropnı´ch
bunˇka´ch v u´loze se zavedenou apriornı´ informacı´.
Zajı´mave´ je, zˇe stochasticka´ u´loha nasˇla u´hel azimutu anizotropie shodneˇ s pu˚vod-
nı´m modelem (kladny´) i prˇes sˇiroke´ vzorkova´nı´ u´hlu od -90° po +90°. Pokud by u´loha
urcˇila jako lepsˇı´ u´hel v rozmezı´ od 0° po -90°, prˇirˇadila by odporovy´m bunˇka´m konfi-
guraci nevodicˇ/vodicˇ/vodicˇ (nevodicˇ). V takove´m prˇı´padeˇ by vsˇak vy´sledna´ chyba z
teˇchto buneˇk byla zcela identicka´ jako v prˇı´padeˇ ”spra´vne´“ pu˚vodnı´ konfigurace vo-
4Trˇetı´ odpor ve smeˇru z je prakticky nerozlisˇitelny´, proto v podstateˇ za´visı´ pouze na konfiguraci
odporu˚ ve smeˇru x a y spolu s azimutem anizotropie.
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dicˇ/nevodicˇ/vodicˇ (nevodicˇ) a u´hlu mezi 0° a +90°. Obr. 58 ukazuje za´znam stochas-
ticke´ho vzorkova´nı´ u´hlu˚ ve vsˇech devı´ti anizotropnı´ch bunˇka´ch v u´loze se zavedenou
apriornı´ informacı´. Z obra´zku je patrne´, zˇe jednotlive´ rˇeteˇzce v neˇkolika prvnı´ch tisı´cı´ch
simulacı´ch prozkoumali jak kladne´, tak za´porne´ rˇesˇenı´ a pote´ se uchy´lily k hodnoteˇ
blı´zke´ 30°, cozˇ dokazovaly i v prˇedesˇly´ch kapitola´ch uvedene´ histogramy pocˇı´tane´
pouze z 50% poslednı´ch hodnot.
Obr. 59. Za´znam stochasticke´ho vzorkova´nı´ u´hlu˚ ve vsˇech devı´ti anizotropnı´ch
bunˇka´ch v u´loze bez zavedene´ apriornı´ informace.
Je ota´zkou zda ke spra´vne´ (pu˚vodnı´ - kladne´) volbeˇ dosˇlo dı´lem na´hody, protozˇe na
za´kladeˇ modelove´ chyby se algoritmus spra´vneˇ rozhodnout nemohl. Je tedy mozˇne´,
zˇe vı´ce pocˇa´tecˇnı´ch simulacı´ padlo do kladne´ho rˇesˇenı´ a u´loha tak vyloucˇila za´porne´.
Jiste´ je pouze to, zˇe k velmi uniformnı´ distribuci u´hlu v poslednı´ch 50% simulacı´ (ktera´
se pohybuje od 28° po 29°) prˇispeˇlo zavedenı´ apriornı´ informace. Pokud se podı´va´me
na vy´sledek identicke´ho beˇhu bez zavedene´ apriornı´ informace na obr. 59, je patrne´, zˇe
se u´hly mohou pohybovat velmi variabilneˇ.
Vzhledem k nejistoteˇ u azimutu anizotropie prˇi vzorkova´nı´ pomocı´ u´hlu˚ jsem se
uchy´lil k alternativnı´ parametrizaci pomocı´ logaritmicke´ho tenzoru vodivosti. Prˇi te´to
parametrizaci, kdy se vzorkujı´ mı´sto odporu a u´hlu pouze vodivosti, by jizˇ nemeˇlo do-
cha´zet k singularita´m a vy´sˇe zmı´neˇny´m nejistota´m v du˚sledku prˇetocˇenı´ zname´nka u
u´hlu. Vy´pocˇet pracoval s modifikovany´m a zjednodusˇeny´m tenzorem vodivosti, jehozˇ
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cˇleny odpovı´daly vy´lucˇneˇ azimuta´lnı´ anizotropii, tj. konfiguraci se trˇemi hlavnı´mi od-
pory a jednı´m u´hlem. Vy´pocˇet se zavedenou apriornı´ informacı´ ukazuje, zˇe vzorkova´nı´
pomocı´ vodivostnı´ch komponent dosahuje pouze velmi male´ho rozptylu (obr. 60). Po
prˇepocˇtenı´ vodivostı´ na odpory a u´hly se vsˇak uka´zalo, zˇe nejistota ohledneˇ zname´nka
u´hlu zu˚stala (je neodstranitelna´) a rˇesˇenı´ prˇeskakuje mezi dveˇma vy´sledky: kladny´m a
za´porny´m (obr. 61).
Obr. 60. Za´znam stochasticke´ho vzorkova´nı´ vodivostnı´ komponenty XY ve vsˇech
devı´ti anizotropnı´ch bunˇka´ch v u´loze s alternativnı´ parametrizacı´ a se zavedenou
apriornı´ informacı´.
Pokud porovna´me obr. 58 zahrnujı´cı´ vzorkova´nı´ se standardnı´ parametrizacı´ s obr.
60 jenzˇ odpovı´da´ alternativnı´ parametrizaci, je patrne´, zˇe rˇeteˇzce se pohybujı´ stejny´m
zpu˚sobem: po pocˇa´tecˇnı´m prozkouma´nı´ prostoru se usta´lı´ na jednom z rˇesˇenı´. Jak je
vsˇak patrne´ z obr. 61, po prˇepocˇtu vodivostı´ prˇi alternativnı´ parametrizaci, docha´zı´ k
prˇeskakova´nı´ u´hlu. K veˇtsˇı´ stabiliteˇ rˇesˇenı´ mu˚zˇe prˇispeˇt zavedenı´ apriornı´ informace
na sı´lu anizotropie, ovsˇem ani tento postup nemusı´ by´t zcela u´speˇsˇny´. Nerozlisˇitelnost
zname´nka u azimutu je dana´ a nelze ji nikdy zcela vyrˇesˇit.
Celkoveˇ vsˇak vyvinuty´ algoritmus poda´va´ uspokojive´ vy´sledky a je schopen najı´t
lepsˇı´ rˇesˇenı´ nezˇ klasicka´ inverznı´ u´loha. K tomu poskytuje nejistotu odhadu vzorko-
vany´ch parametru˚, dı´ky cˇemuzˇ lze objektivneˇ zhodnotit stabilitu nalezene´ho rˇesˇenı´. I
prˇes delsˇı´ vy´pocˇetnı´ cˇas tak ma´ stochasticky´ algoritmus jasne´ vy´hody oproti klasicky´m
inverznı´m algoritmu˚m, ktere´ nejsou schopny statisticky zhodnotit nalezene´ rˇesˇenı´.
101
Obr. 61. Za´znam stochasticke´ho vzorkova´nı´ u´hlu˚ ve vsˇech devı´ti anizotropnı´ch
bunˇka´ch v u´loze s alternativnı´ parametrizacı´ a se zavedenou apriornı´ informacı´. U´hly
byly prˇepocˇteny z vodivostnı´ch komponent v obr. 60, jedna´ se tak o analogii
komponent vodivostnı´ho tenzoru v prostoru u´hlu˚.
7.2 Rea´lna´ data
V prˇı´padeˇ izotropnı´ch modelu˚ si vyvinuty´ algoritmus vedl v neˇktery´ch prˇı´padech
podobneˇ jako klasicky´ inverznı´ program. Na detailnı´m profilu z lokality Kopanina
dosa´hl DREAM pomeˇrneˇ stabilnı´ho vy´sledku, kdy se modely v ra´mci kredibilnı´ho
intervalu lisˇily pomeˇrneˇ ma´lo v prˇı´povrchove´ cˇa´sti a veˇtsˇı´ch rozdı´lu˚ dosahovaly azˇ v
poslednı´ch neˇkolika vrstva´ch. Prˇi srovna´nı´ standardnı´ a stochasticke´ inverze je patrne´,
zˇe oba inverznı´ algoritmy vidı´ trochu jine´ struktury. Pod stanicemi 1-4 sice vznika´
vy´razny´ vodicˇ a pod stanicemi 5-8 masivnı´ nevodicˇ (obr. 34), jejich struktura je vsˇak
proti klasicke´ inverzi za´sadneˇ odlisˇna´. Stochasticka´ inverze modeluje nevodicˇ jizˇ pod
stanicı´ 4 a pote´ jesˇteˇ meˇlky´ vodicˇ pod stanicı´ 6. Ru˚zna´ situace take´ nasta´va´ v nejhlubsˇı´ch
vrstva´ch. Vy´sledna´ chyba vycha´zı´ le´pe pro klasickou inverzi.
V prˇı´padeˇ profilu ze slovenske´ L’ubovnˇi dosa´hl DREAM velmi konzistentnı´ho vy´-
sledku, rozdı´ly v ra´mci kredibilnı´ho intervalu jsou male´. Stochasticky´ i klasicky´ al-
goritmus dosa´hly podobne´ho vy´sledku. Meˇlke´ vodive´ zo´ny pod stanicemi 2 a 4 jsou
rekonstruova´ny prakticky shodneˇ, stejneˇ vysˇel i masivnı´ nevodicˇ pod stanicı´ 4 (obr.
39). Nejveˇtsˇı´ rozdı´l nastal na stanici 1, kde stochasticka´ inverze modeluje nevodicˇ. Dis-
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kutabilnı´ je propojenı´ nevodivy´ch zo´n pod stanicemi 1 a 4: zde se modely pro 90%
kredibilnı´ interval lisˇı´. Klasicka´ inverze zde dokonce modeluje nevodicˇ. Rozdı´ly mezi
obeˇma inverznı´mi algoritmy nasta´vajı´ te´zˇ pod stanicı´ 7. Vy´sledek ze stochasticke´ in-
verze je zde vsˇak na min. i max. modelu konzistentnı´. Vy´sledna´ chyba v tomto prˇı´padeˇ
vycha´zı´ le´pe u stochasticke´ u´lohy. Stochasticka´ inverze tedy poda´va´ vy´sledek s mensˇı´
chybou a navı´c prˇina´sˇı´ du˚lezˇitou informaci ohledneˇ nejistoty odhadu vzorkovany´ch
parametru˚.
Regiona´lnı´ profil prˇes Za´padnı´ Cˇechy byl nejslabsˇı´m vy´sledkem stochasticke´ u´lohy.
V porovna´nı´ s klasickou u´lohou zde vyvinuty´ algoritmus poda´va´ velmi odlisˇny´ vy´sle-
dek a ukazuje jine´ struktury. Na nestabilitu vy´sledku ukazujı´ i modely v ra´mci 90%
kredibilnı´ho intervalu - rozdı´ly mezi min. a max. modely jsou pomeˇrneˇ velke´ (obr. 44).
Ota´zkou je, zda stochasticka´ u´loha provedla dostatecˇny´ pocˇet simulacı´ prˇi celkove´m
pocˇtu 1200 parametru˚. Cˇasove´ na´roky na vy´pocˇet te´to u´lohy ovsˇem i prˇi 200 tis. simu-
lacı´ch cˇinily te´meˇrˇ 14 dnı´ a tato u´loha tak potvrdila, zˇe stochasticka´ u´loha je uzˇitecˇna´
pouze pro u´lohy obsahujı´cı´ prvnı´ stovky parametru˚.
V prˇı´padeˇ profilu na jihovy´chodnı´ Moraveˇ s anizotropnı´mi daty si vedla le´pe jed-
noznacˇneˇ stochasticka´ inverze. Klasicky´ inverznı´ algoritmus v tomto prˇı´padeˇ prav-
deˇpodobneˇ skoncˇil v loka´lnı´m minimu a nedoka´zal se z neˇj nikam da´le posunout.
Izotropnı´ cˇa´st modelu se v obou inverzı´ch zhruba shoduje, ovsˇem velke´ rozdı´ly panujı´
v anizotropnı´ch vrstva´ch. Zatı´mco klasicka´ inverze modeluje velmi slabou anizotro-
pii, stochasticka´ u´loha jı´ da´va´ rˇa´doveˇ silneˇjsˇı´ (naprˇ. obr. 49). To by bylo v souladu s
MT vy´sledky nedaleko hluboke´ho vrtu KTB (Eisel a Haak, 1999), kde byla v prˇı´padeˇ
grafitizace/fosilnı´ strˇizˇne´ zo´ny pozorova´na velmi silna´ makroanizotropie.
V prˇı´padeˇ stochasticke´ u´lohy docha´zı´ k pomeˇrneˇ velky´m rozdı´lu˚mmezi standardnı´
a alternativnı´ parametrizacı´ pomocı´ logaritmicke´ho tenzoru vodivosti, zejme´na u azi-
mutu anizotropie. Standardnı´ parametrizace nale´za´ hodnoty azimutu blı´zke´ nule, ale
zhruba mezi 0° a -90° (za´porne´). Naproti tomu u alternativnı´ parametrizace naby´-
vajı´ hodnoty azimutu sˇiroke´ho rozpeˇtı´ mezi -90° a 90° i v prˇı´padeˇ zavedene´ apriornı´
informace.
U te´to anizotropnı´ u´lohy se naplno uka´zala nejednoznacˇnost anizotropnı´ch u´loh
i prˇi jednoduche´ anizotropii definovane´ trˇemi odpory a jednı´m azimutem. Ve vsˇech
beˇzı´ch docha´zı´ k pomeˇrneˇ velky´m rozdı´lu˚m mezi min. a max. modely v anizotropnı´ch
cˇa´stechmodelu˚ v ra´mci kredibilnı´ho intervalu.Mensˇı´ho rozdı´lu dosahuje azˇ beˇh s alter-
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nativnı´ parametrizacı´ se zavedenou apriornı´ informacı´ na sı´lu anizotropie. I kdyzˇ majı´
vzorkovane´ komponenty vodivostnı´ho tenzoru unimoda´lnı´ rozlozˇenı´, prˇi prˇepocˇtu na
odpory a u´hly docha´zı´ i zde ke zvy´sˇene´ nejistoteˇ projevujı´cı´ se roztazˇeny´mi histogramy.
Standardnı´ u´loha dosa´hla celkove´ RMS chyby 4,42. Stochasticka´ u´loha se naproti
tomu pohybovala s celkovou pru˚meˇrnou deviancı´ okolo 2,4. Tento anizotropnı´ prˇı´-
klad tak velmi dobrˇe uka´zal sı´lu stochasticke´ u´lohy, ktera´ nejenzˇe doka´zˇe najı´t lepsˇı´
rˇesˇenı´, ale hlavneˇ zhodnotı´ jistotu odhadu jednotlivy´ch parametru˚, cozˇ je pro velmi
nejednoznacˇne´ u´lohy zcela klı´cˇove´.
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8. Za´veˇr
Obra´cena´ u´loha je vmagnetotelurice vzˇdymnohadimenziona´lnı´ proble´m zahrnujı´cı´
velke´ mnozˇstvı´ parametru˚. K tomu je jejı´ rˇesˇenı´ velmi cˇasto mnohoznacˇne´ a nalezenı´
globa´lnı´ho minima obtı´zˇne´. To se projevuje zejme´na u anizotropnı´ch u´loh, ktere´ se
vyznacˇujı´ silnou mnohoznacˇnostı´ a mnoha loka´lnı´mi minimy. Stochasticke´ u´lohy jsou
tak jednou z alternativ, jak u´cˇinneˇ prozkoumat prostor rˇesˇenı´, vyvarovat se loka´lnı´m
minimu˚m a zjistit nejistotu odhadu modelovy´ch parametru˚.
S cı´lem mı´t mozˇnost zı´skat u´plneˇjsˇı´ rˇesˇenı´ obra´cene´ u´lohy s pravdeˇpodobnostnı´ in-
formacı´ jsem vyvinul stochasticky´ algoritmus promagnetotelurickou obra´cenou u´lohu
v 1D/2D izotropnı´m a anizotropnı´m prˇı´padeˇ zalozˇenou na vzorkovacı´m algoritmu
DREAM. Ten pracuje na za´kladech MCMC algoritmu, vyuzˇı´va´ paralelnı´ vy´pocˇty a do-
voluje tak efektivneˇ prozkoumat prostor rˇesˇenı´ i prˇi mnohadimenziona´lnı´ch u´loha´ch.
Vyvinuty´ algoritmus poda´va´ obecneˇ velmi dobre´ vy´sledky. V prˇı´padeˇ izotropnı´ch
u´loh jsou srovnatelne´ s klasicky´mi nepravdeˇpodobnostnı´mi algoritmy, ovsˇem za cenu
vy´razneˇ delsˇı´ho vy´pocˇetnı´ho cˇasu. U u´lohy s mnoha loka´lnı´mi minimy vsˇak mu˚zˇe by´t
tento algoritmus uzˇitecˇny´m na´strojem pro pravdeˇpodobnostnı´ zhodnocenı´ vy´sledku.
V prˇı´padeˇ anizotropnı´ch u´loh poda´va´ algoritmus vy´razneˇ lepsˇı´ vy´sledky nezˇ klasicke´
deterministicke´ u´lohy, ktere´ v prˇı´padeˇ anizotropnı´ch dat zatı´zˇeny´ch silnoumnohoznacˇ-
nostı´ selha´vajı´. I kdyzˇ se vyvinuty´ algoritmus vyznacˇuje dlouhy´m vy´pocˇetnı´m cˇasem v
rˇa´dech dnu˚, jeho vyuzˇitı´ ma´ u anizotropnı´ch u´loh opodstatneˇnı´, protozˇe doka´zˇe prav-
deˇpodobnostneˇ zhodnotit nalezene´ rˇesˇenı´ a vyvarovat se tak zava´deˇjı´cı´ch vy´sledku˚
zalozˇeny´ch na loka´lnı´ch minimech.
Vyvinuty´ stochasticky´ algoritmus je tak uzˇitecˇny´m na´strojem zejme´na pro male´
modely obsahujı´cı´ anizotropnı´ struktury. Jeho vyuzˇitı´ na izotropnı´ch datech je mozˇne´,
ale je omezeno na mensˇı´ modely obsahujı´cı´ stovky parametru˚, cozˇ je vsˇak z pohledu
stochasticky´ch u´loh sta´le vysoke´ cˇı´slo. Uka´zalo se, zˇe stochasticka´ u´lohama´ sve´ vy´hody
i nevy´hody, ale zˇe pro urcˇity´ typ u´loh je velmi efektivnı´m na´strojem, ktery´ s rozvojem
vy´pocˇetnı´ techniky bude mı´t sta´le veˇtsˇı´ uplatneˇnı´.
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Magnetotelluric study of the easternmargin of the Bohemian
Massif: relations between the Cadomian, Variscan, and
Alpine orogeny
Klanica, R., Cˇerv, V., Pek, J. (2018)
Abstract
Eastern margin of the Bohemian Massif is a geologically remarkable area, where
three different orogenic cycles aremeeting— the oldest, Cadomian, building a basement
for younger cycles; a younger, Variscan; and the youngest, Alpine, covering the older
units. In the past, this area was investigated by gravimetry and seismic methods.
Recently, we have supplemented broadbandmagnetotelluric measurements within the
period range of 0.001–1000 s, carried out on 29 stations distributed along a 140-km
long west-east regional profile. The profile direction was based on local geology and
then confirmed by a dimensionality and directionality analysis. Data showedmoderate
effects of cultural noise in the signals and could be successfully processed by robust
methods. We carried out a 2D inversion of the data using the REBOCC approach. The
inversion results confirm the known near-surface geology and reveal deeper structures.
On the west and in the central part of the profile, units of the Bohemian massif (the
Moldanubian Zone, the Brunovistulicum) are interpreted. In the east, the Western
Carpathians units are encountered. Short-period data agree well with the known near-
surfacegeologyof all inner smaller units andbringnewknowledge inparticular on their
thickness. In the shallow structure, several conductive anomalies have been identified
which are hypothesized to be related to graphitized layers in the Moldanubian Zone.
From long-period data, a new image of theMoldanubian/Brunovistulicum contact and
about the structure of the Brunovistulicum, especially the Brunovistulian Massifs, was
obtained.
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Geophysical evidence of the Eastern Marginal Fault of the
Cheb Basin (Czech Republic)
Blecha, V., Fischer, T., Ta´borˇı´k, P., Vilhelm, J., Klanica, R., Valenta, J.,
Sˇteˇpa´ncˇikova´, P. (2018)
Abstract
The western part of the Bohemian Massif hosts an intersection of two regional fault
zones, the SW-NE trending Ohrˇe/Eger Graben and the NNW-SSE trending Maria´nske´
La´zneˇ Fault, which has been reactivated several times in the geological history and
controlled the formation of the Tertiary Cheb Basin. The broader area of the Cheb Basin
is also related to permanent seismic activity of ML 3+ earthquake swarms. The Eastern
Marginal Fault of the Cheb Basin (northern segment of the Maria´nske´ La´zneˇ Fault)
separates the basin sediments and underlying granites in the SW from the Krusˇne´
Hory/Erzgebirge Mts. crystalline unit in the NE. We describe a detailed geophysical
survey targeted to locating the Eastern Marginal Fault and determining its geometry
in the depth. The survey was conducted at the Kopanina site near the Novy´ Kostel
focal zone, which shows the strongest seismic activity of the whole Western Bohemia
earthquake swarm region. Complex geophysical survey included gravimetry, electrical
resistivity tomography, audiomagnetotellurics and seismic refraction.We found that the
rocks within the Eastern Marginal Fault show low resistivity, low seismic velocity and
density, which indicates their deep fracturing, weathering and higher water content.
The dip of the fault in shallow depths is about 60° towards SW. At greater depths, the
slope turns to subvertical with dip angle of about 80°. Results of geoelectrical methods
show blocky fabric of the Cheb Basin and deep weathering of the granite bedrock,
which is consistent with geologic models based on borehole surveys.
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Klippen Belt, Flysch Belt and Inner Western Carpathian
Paleogene Basin Relations in the Northern Slovakia by
Magnetotelluric Imaging
Majcin, D., Beza´k, V., Klanica, R., Voza´r, J., Pek, J., Bilcˇı´k, D., Telecky´, J.
(2018)
Abstract
The paper presents the interpretation of magnetotelluric measurements along the
SW–NE profile near Stara´ L’ubovnˇa (Northern Slovakia). The profile passes through the
Outer Carpathian Flysch Belt, Klippen Belt and ends in the Inner Western Carpathians
Paleogene NW from Ruzˇbachy horst structure. The interpretation of the older measu-
rements from profile Mt4 was utilized and, moreover, the 3-D geoelectrical model of
studied region was constructed. The magnetotelluric data interpretations verified the
northern inclination of Flysch belt structures and their smaller thickness out of Klippen
Belt in direction to the Carpathian electrical conductivity zone axis. We consider this as
a consequence of the flower structure -more precisely the southern branch of the suture
zone related to mentioned conductivity zone. Northerly from this zone the thickness
of the Outer Carpathian Flysch Belt increases and the structures have inclination to
the south, i.e. to the subduction zone. The contact of Flysch Belt with Klippen Belt
has a fault character and it is subvertical, slightly inclined to the North. The southern
boundary between Klippen Belt and InnerWestern Carpathians has also fault character
and is very steep. We detect the continuation of the Ruzˇbachy horst to the NE in the
basement of Inner Western Carpathian Paleogene. The structural discordance between
this horst and Klippen Belt direction is a result of younger tectonic processes. Accor-
ding to our results the depth distribution of the pre-Tertiary basement below the Inner
Western Carpathian units is non-uniform; the basement is broken to a number of partial
blocks—horsts and grabens.
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Regional two-dimensional magnetotelluric profile in West
Bohemia/Vogtland reveals deep conductive channel into the
earthquake swarm region.
Mun˜oz, G., Weckmann, U., Pek, J., Kova´cˇikova´ S., Klanica, R. (2018)
Abstract
The West Bohemia/Vogtland region, characterized by the intersection of the Eger
(Ohrˇe) Rift and the Maria´nske´ La´zneˇ fault, is a geodynamically active area exhibiting
repeated occurrence of earthquake swarms, massive CO2 emanations and mid Pleis-
tocene volcanism. The Eger Rift is the only known intra-continental region in Europe
where such deep seated, active lithospheric processes currently take place. We present
an image of electrical resistivity obtained from two-dimensional inversion of magneto-
telluric (MT) data acquired along a regional profile crossing the Eger Rift. At the near
surface, the Cheb basin and the aquifer feeding the mofette fields of Bubla´k and Har-
tousˇov have been imaged as part of a region of very low resistivity. The most striking
resistivity feature, however, is a deep reaching conductive channel which extends from
the surface into the lower crust spatially correlated with the hypocentres of the seismic
events of the Novy´ Kostel Focal Zone. This channel has been interpreted as imaging
a pathway from a possible mid-crustal fluid reservoir to the surface. The resistivity
model reinforces the relation between the fluid circulation along deep-reaching faults
and the generation of the earthquakes. Additionally, a further conductive channel has
been revealed to the south of the profile. This other feature could be associated to fossil
hydrothermal alteration related to My´tina and/or Neualbenreuth Maar structures or
alternatively could be the signature of a structure associated to the suture between the
Saxo- Thuringian and Tepla´ Barrandian zones, whose surface expression is located only
a few kilometres away.
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