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Resum– Aquest projecte consisteix en el disseny i desenvolupament d’una aplicacio´ web gene`rica
que serveix per enviar alertes d’incidents a la carretera o relacionats amb la seguretat ciutadana de
manera ano`nima. L’aplicacio´ pot utilitzar Internet o xarxes oportunistes per a transmetre aquests
incidents. A me´s, esta` dissenyada de manera que es pot adaptar fa`cilment a diferents usos, a banda
dels dos mencionats anteriorment.
Paraules clau– Desenvolupament Web, Back-end, Python, Flask, DTN, PostgreSQL, Crowd-
Sensing.
Abstract– This project consists in the design and development of a generic web application to send
reports of road or citizen security incidents. To transmit those incidents, it is able to use the Internet
or opportunistic networks. Also, it is designed to be easily adaptable to multiple use cases besides
the two mentioned before.
Keywords– Web Development, Back-end, Python, Flask, DTN, PostgreSQL, Crowd-Sensing.
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1 INTRODUCCIO´
DES que es van popularitzar els tele`fons intel·ligents,han anat adquirint un espai en la generacio´ detra`fic a la xarxa que avui en dia segueix en crei-
xement. A l’any 2017, un 63% de les visites a pa`gines web
es van fer a traves de dispositius mo`bils [1]. A me´s, des del
2015 fins avui en dia el tra`fic web generat pels dispositius
mo`bils ha augmentat del 31.16% al 51.89% [2]. Tenint en
compte aquestes dades, veiem que les aplicacions pels dis-
positius mo`bils so´n cada dia me´s rellevants i les tende`ncies
ens mostren que en el futur ho seran encara me´s.
L’augment de l’u´s d’Internet a dispositius mo`bils, pero`,
te´ alguns inconvenients. A difere`ncia de dispositius esta`tics
com els ordinadors de sobretaula, la comunicacio´ dels
tele`fons mo`bils depe`n d’una infraestructura sense cables
que no te´ cobertura a tots llocs. A me´s, una companyia
que proveeix de serveis d’Internet pot localitzar la posicio´
d’un dispositiu constantment, la qual cosa podria suposar
una invasio´ de la privacitat de l’usuari.
Al projecte de recerca Crowd eAssessment [3] s’havia
implementat un servei web que tenia acce´s mitjanc¸ant tant
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Internet com xarxes oportunistes, en concret, Delay and
Disruption Tolerant Networks (DTN) [4]. Gra`cies a aixo`,
aquest servei podia rebre incide`ncies de col·legis electorals
sense utilitzar Internet i evitant aixı´ alguns problemes de
cobertura i possibles seguiments per part dels proveı¨dors
de servei de xarxa. No obstant, aquell desenvolupament
tenia algunes mancances degut a que s’havia implementat
especı´ficament per aquell projecte.
Aquest projecte prete´n adaptar aquella aplicacio´ [3] per
fer-la me´s gene`rica, de manera que amb el mateix servei es
puguin fer diferents aplicacions amb usos diversos. La im-
plementacio´ que es vol realitzar actualment contempla dos
casos: incidents a la carretera com embussos o accidents, i
incidents relacionats amb la seguretat ciutadana com atra-
caments o vandalisme.
Aixı´ doncs, aquest treball se centrara` en el back-end de
l’aplicacio´, que s’ha desenvolupat juntament amb un front-
end que correspon a un altre treball.
Tenint aixo` en compte, els objectius establerts per aquest
projecte so´n els segu¨ents, per ordre de prioritat:
1. Dissenyar un servei web gene`ric. La idea principal
d’aquest projecte e´s fer gene`ric un servei que fins ara
estava fet per una aplicacio´ concreta [3].
2. Que el servei permeti rebre incide`ncies, processar-les i
emmagatzemar-les.
3. Comprovar que la incide`ncia prove´ d’un usuari
legı´tim. L’aplicacio´ nome´s permet reportar incide`ncies
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a usuaris autoritzats, tot i que es faci de manera
ano`nima.
4. Rebre validacions de les incide`ncies i mantenir una
puntuacio´ sobre la veracitat de les u´ltimes.
5. Permetre obtenir informacio´ sobre els incidents.
Aquest objectiu e´s especialment necessari per poder
fer aplicacions que utilitzin el servei.
6. Proveir un mecanisme que permeti gestionar un con-
junt d’usuaris de l’aplicacio´ i que aquests puguin re-
portar incide`ncies de manera ano`nima. Com s’ha dit
anteriorment, nome´s poden reportar incidents perso-
nes autoritzades. Per assolir aixo`, s’han de poder ges-
tionar els usuaris perque` es puguin autenticar les seves
incide`ncies sense revelar la seva identitat.
7. Permetre que aquest servei web funcioni a trave´s
d’Internet i de DTN [4]. Com que Internet depe`n
d’una infraestructura externa, aixo` comporta possibles
problemes de monitoritzacio´ que podrien fer que es
perde´s l’anonimat. A me´s, es depe`n d’aquesta infra-
estructura per poder reportar incidents.
8. Validar que els servei web s’adapta correctament a di-
ferents aplicacions de report d’incidents.
9. Comprovar que l’aplicacio´ funciona correctament amb
les xarxes oportunistes [4].
Per tal d’assolir aquests objectius, s’ha estructurat aquest
projecte en dos serveis: Un que reculli i gestioni els inci-
dents reportats, i un altre que gestioni els usuaris que repor-
ten incidents. Amb aquesta estructura, els usuaris de l’apli-
cacio´ s’identificaran amb pseudo`nims que nome´s coneixera`
el gestor d’usuaris.
Aixı´ doncs, el gestor d’incidents no podra` saber quin
usuari esta` reportant la incide`ncia, i l’u´nic que podra` fer
e´s demanar al gestor d’usuaris si el pseudo`nim e´s va`lid.
D’altra banda, el gestor d’usuaris no tindra` acce´s als inci-
dents reportats, nome´s a les relacions entre els usuaris i els
pseudo`nims.
En aquest article es fara` una breu explicacio´ de l’estat
de l’art. A continuacio´, s’exposara` breument la metodolo-
gia utilitzada al desenvolupament. Despre´s, s’enumerara` la
captura dels requisits de tots els projectes. Seguidament, es
procedira` a explicar el disseny, la implementacio´ i les pro-
ves per a cadascun dels serveis i s’analitzaran els resultats
obtinguts. Finalment, s’exposaran les conclusions finals del
treball.
2 ESTAT DE L’ART
En aquest apartat s’explicara` l’estat de l’art de l’a`mbit del
projecte. Principalment, s’analitzara` el projecte [3] que ha
servit de punt de partida pel treball actual. A me´s, s’analit-
zaran les tecnologies actuals en quant al desenvolupament
d’aplicacions web.
Actualment hi ha una manca d’aplicacions que aprofitin
les possibilitats que ofereixen les xarxes oportunistes. El
projecte [3] consistia en una aplicacio´ Android i dos serveis
que utilitzaven la llibreria aDTNPlus per tal de reportar in-
cidents en processos electorals utilitzant aquestes xarxes.
A me´s, aquesta llibreria esta` instal·lada en un conjunt de
nodes que serveixen per transmetre els Bundles amb la in-
formacio´. Aquests nodes so´n Raspberry Pis amb una imat-
ge Linux preconfigurada i emeten una xarxa Wi-Fi amb un
SSID concret, que e´s on es connecta l’aplicacio´ Android per
enviar missatges.
La idea d’aquell projecte era que amb un dispositiu mo`bil
es reportessin les incide`ncies i, quan aquest dispositiu entre´s
en el rang d’algun node, li envie´s el missatge. Un cop en-
viat, aquest es transmet de node a node per la DTN [4] fins
arribar al gestor d’incidents, que la tracta i la desa a la seva
base de dades.
D’altra banda, cada dia s’esta` fent me´s popular l’u´s de
frameworks que permeten fer aplicacions web d’una sola
pa`gina i que reben les dades d’APIs REST. Aquest esquema
e´s actualment el me´s utilitzat per desenvolupar aplicacions
ja que ofereix una experie`ncia d’usuari me´s fluida respec-
te a les webs de mu´ltiple pa`gina. A me´s, aquest esquema
permet reduir la ca`rrega dels servidors traslladant part de
la lo`gica de les webs als clients. Finalment, tambe´ perme-
ten fer diferents pa`gines web que consumeixin les mateixes
dades, per la qual es poden fer serveis me´s gene`rics.
Aixı´ doncs, s’ha analitzat l’estat de l’art actual. S’ha vist
com esta` el projecte en el qual es basa l’aplicacio´ actual
i s’ha revisat l’estat d’algunes tecnologies actuals per fer
desenvolupament web.
3 METODOLOGIA
En aquest apartat s’explicara` la metodologia utilitzada pel
desenvolupament del projecte i s’explicara` com s’ha aplicat
al projecte.
El model de desenvolupament utilitzat e´s un model itera-
tiu, ja que es van fent petites parts de l’aplicacio´ i avaluant-
les constantment. Aixo` es fa per poder analitzar en cada
moment del desenvolupament possibles canvis que facilitin
la implementacio´, que puguin tenir en compte nous requi-
sits o per detectar errors de disseny o d’implementacio´ aviat
i evitar perdre molt de temps arreglant-los.
Seguint aquesta metodologia iterativa, s’han fet reunions
perio`diques per decidir com fer els models de dades, quines
tecnologies utilitzar i com implementar cada funcionalitat
nova. A me´s, s’han anat refinant detalls de l’aplicacio´ a me-
sura que s’anaven implementant, en comptes de fer un dis-
seny fix i desenvolupar-lo sense tenir en compte possibles
canvis de requisits. Finalment, al provar les funcionalitats a
mesura que es van implementant s’han pogut detectar errors
de disseny abans de tenir el projecte molt avanc¸at.
Per a aquest projecte, la primera accio´ que s’ha fet e´s
plantejar el problema a resoldre i captar els requisits que ha
d’assolir el back-end de l’aplicacio´. Aquests requisits no
eren fixes i podien variar en el temps en funcio´ de l’avenc¸
del projecte.
Despre´s, per a cada servei web, s’han seguit els procedi-
ments segu¨ents per desenvolupar-los:
Inicialment, s’han captat els requisits funcionals es-
pecı´fics de cada servei.
Un cop captats, s’ha dissenyat el model de dades neces-
sari per poder oferir cada servei i s’ha generat un diagrama
Entitat-Relacio´ (ER).
Amb els requisits i els models de dades establerts, s’han
triat les tecnologies necessa`ries per implementar el servei.
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Seguidament, s’han implementat els serveis web que per
a satisfer els requisits establerts. Aquesta implementacio´
s’ha de manera gradual i s’han anat provant les noves fun-
cionalitats a mesura que s’han implementat.
Un cop desenvolupats els serveis, s’ha iniciat una fase de
proves d’integracio´ dels serveis. En aquesta fase s’ha provat
que el servei s’adapti a les diferents aplicacions dissenyades
per reportar incidents i que permet la seva connectivitat per
DTN [4].
Com s’ha vist, s’ha exposat la metodologia seguida pel
desenvolupament del projecte i s’ha explicat com s’ha apli-
cat al projecte.
4 REQUISITS
En aquest apartat s’explicara` tot el proce´s de captura de re-
quisits de l’aplicacio´, tant els globals com els especı´fics de
cada servei.
Inicialment, s’ha plantejat el problema a resoldre, que
consisteix en fer dos serveis web gene`rics que permetin cre-
ar aplicacions de report i validacio´ d’incide`ncies ano`nimes.
Els actors que s’han identificat so´n els segu¨ents: l’usua-
ri, que reporta incide`ncies de manera ano`nima, valida in-
cide`ncies d’altres usuaris i les ha de poder veure a les apli-
cacions; el gestor d’incide`ncies, que te´ un registre de totes
les incide`ncies i la seva puntuacio´; i el gestor d’usuaris, que
coneix tots els usuaris i els seus pseudo`nims, pero` no les
incide`ncies que reporten.
Despre´s, s’han capturat els requisits globals del projecte.
Per fer-ho, s’ha analitzat les accions que han de poder fer
tots els actors i s’ha establert que son els segu¨ents:
• S’han de poder reportar incidents de manera ano`nima.
• S’han de poder validar aquests incidents.
• Ha de ser un servei gene`ric per a qualsevol tipus d’a-
plicacio´.
• S’ha de poder verificar que un incident pertany a un
usuari va`lid.
• S’ha de mantenir una puntuacio´ dels incidents en fun-
cio´ de les validacions.
• S’ha de proveir informacio´ dels incidents i dels usuaris
a les APIs.
• Ha de funcionar mitjanc¸ant DTN [4] i Internet.
Un cop captats els requisits globals, s’han captat els re-
quisits especı´fics del gestor d’incidents i del gestor d’usua-
ris.
Pel gestor d’incidents, aquests requisits so´n els segu¨ents:
• Ha de poder emmagatzemar els incidents que rep.
• S’han de poder organitzar els incidents en categories i
subcategories.
• Ha de poder verificar que aquests incidents procedei-
xen d’un usuari va`lid mitjanc¸ant el gestor d’usuaris.
• Ha de rebre validacions d’incidents, autenticar-les
(igual que els incidents), i mantenir una puntuacio´ de
cada incident.
• Ha d’exposar informacio´ dels incidents i la seva pun-
tuacio´.
• Ha d’exposar informacio´ filtrada d’incidents (data de
report, zona, cerques, etc.).
• Ha d’exposar informacio´ de les agregacions es-
tadı´stiques de les dades.
D’altra banda, pel gestor d’usuaris, es tenen els segu¨ents
requisits:
• Ha de poder autenticar usuaris i identificar-los amb
rols.
• Ha de poder generar pseudo`nims i emmagatzemar-los.
• Ha de poder rebre pseudo`nims i validar que pertanyen
a un usuari real.
• Ha d’exposar informacio´ sobre els usuaris als adminis-
tradors.
Com es pot veure, s’han captat els requisits globals del
projecte i aquells me´s concrets dels dos gestors.
5 GESTOR D’INCIDENTS
El sistema desenvolupat es composa de dos gestors (Fig. 3).
En aquest apartat s’exposara` el proce´s de desenvolupament
del gestor d’incidents i en l’apartat segu¨ent el del gestor
d’usuaris.
Primerament, s’exposara` el disseny dels models de dades
d’aquest servei i el de l’aplicacio´ que l’ofereix. Un cop
fet aixo`, s’explicara` la seva implementacio´ i les tecnologies
utilitzades.
5.1 Disseny
En aquest apartat s’explicara` i justificara` el model de dades
a triar.
Com es pot observar a la figura (Fig. 1), el gestor d’inci-
dents te´ quatre models de dades.
El model principal del gestor e´s el d’incidents i s’encar-
rega d’emmagatzemar tota la informacio´ donada quan es re-
porta un incident. En aquesta taula s’emmagatzemen dades
de l’incident, com la causa, la localitzacio´, una descripcio´,
etc. A me´s, es poden adjuntar imatges o vı´deos en el camp
“media”. Tambe´ consta de camps que serveixen per identifi-
car la persona que l’ha reportat. Finalment, pot tenir camps
“extra”en cas que una aplicacio´ els necessiti.
Relacionat amb aquest primer model, hi ha el de validaci-
ons, que e´s la que guarda totes les validacions relacionades
amb un incident i e´s la que mante´ una puntuacio´ d’aquest.
Finalment, hi ha els models de categories i subcategories,
que serveixen per classificar els diferents incidents i varia-
ran en funcio´ de l’aplicacio´ que els utilitzi.
Gra`cies a que el model d’incidents e´s flexible i que
es classifiquen per categories dina`miques es poden crear
aplicacions de report d’incidents diferents que facin servir
insta`ncies personalitzades del mateix back-end.
Seguidament, s’explicara` com s’ha realitzat el disseny de
l’aplicacio´ i quins factors s’han tingut en compte.
Per tal de fer el servei fa`cil de mantenir i extensible, s’ha
optat per un disseny modular dels endpoints. Aixı´ doncs,
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Fig. 1: Model de dades del gestor d’incidents
s’han agrupat les funcionalitats que ha d’oferir en mo`duls
independents i s’ha seguit una estructura comu´. D’aquesta
manera, es pot navegar fa`cilment pel projecte i trobar les
parts que es volen modificar o estendre.
A me´s, s’ha seguit una estructura semblant a la Model
View Controller (MVC), separant els controladors dels mo-
dels, per tal de tenir separada la part de gestio´ de models de
dades de l’aplicacio´ de la de funcionalitats.
Tambe´ hi ha un mo`dul extra que conte´ les utilitats i cons-
tants de l’aplicacio´, que s’utilitzen en diferents mo`duls.
Finalment, l’u´ltim mo`dul e´s un worker que s’inicia al ma-
teix temps que l’aplicacio´ i que capta els reports d’incidents
i validacions que venen per la DTN [4].
5.2 Implementacio´
A la seccio´ segu¨ent s’exposaran els detalls de la implemen-
tacio´ del gestor d’incidents. Primer de tot, s’enumeraran
i justificaran les tecnologies utilitzades. Un cop explicat
aixo`, es procedira` a detallar la implementacio´ del servei.
Les tecnologies utilitzades per implementar aquest gestor
han sigut les segu¨ents:
S’ha triat Flask [5] com a framework de l’aplicacio´ per
aprofitar part del codi del projecte Crowd eAssessment [3],
sobretot la implementacio´ del socket de DTN [4].
Pel mateix motiu s’ha mantingut el sistema gestor de ba-
ses de dades PostgreSQL [7]. No obstant, un altre motiu per
mantenir-lo e´s que e´s un sistema molt complet i ens perme-
tia guardar les dades en els formats que necessita`vem (com,
per exemple, guardar UUIDs [8] pels models).
A me´s, s’ha utilitzat SQLAlchemy [6] per gestionar els
models de dades i fer de connector entre l’aplicacio´ i la base
de dades. Entre altres funcionalitats, aquest framework sim-
plifica les consultes i gestiona les connexions simulta`nies a
base de dades.
Finalment, s’ha utilitzat la llibreria aDTNPlus [3] pro-
porcionada pel departament d’Enginyeria de la Informacio´
i Telecomunicacions per tal de gestionar aquelles peticions
que provenen de nodes oportunistes.
A continuacio´, s’explicara` la implementacio´ del servei
que gestiona els incidents:
Els models de l’aplicacio´ consisteixen en classes de SQ-
LAlchemy [6] que representen les diferents taules del model
de dades. La idea e´s que no implementin cap altre tipus de
lo`gica que no sigui afegir, llegir, modificar i eliminar ele-
ments de cada model.
D’altra banda, els controladors implementen la lo`gica del
servei web i preparen les dades per guardar-les a la base de
dades, o per donar-les al pu´blic. Els controladors que hi ha
actualment es corresponen tots a un endpoint diferent del
servei web. Per tal de fer l’aplicacio´ modular, s’han agrupat
els endpoints en diferents blueprints de Flask.
El primer mo`dul i el me´s important e´s el d’inci-
dents. Aquest permet afegir els incidents que arriben i
emmagatzemar-los. A me´s, ofereix la possibilitat d’obtenir
una llista paginada d’incidents (amb informacio´ reduı¨da) o
be´ el detall complet d’un incident en concret mitjanc¸ant la
seva ID. Tambe´ permet filtrar aquests incidents en funcio´
de l’antiguitat o de si han estat validats. Finalment, te´ un
endpoint per fer una cerca senzilla d’incidents.
A me´s, es te´ el mo`dul de categories que simplement per-
met llistar les categories i subcategories de l’aplicacio´.
El mo`dul de validacions e´s el que ofereix el servei de re-
bre validacions i actualitzar la puntuacio´ d’un incident con-
cret.
Tambe´ hi ha el mo`dul d’estadı´stiques que exposa el con-
junt d’agregacions segu¨ent: Nombre de incidents confir-
mats, incidents agrupats per temps, incidents agrupats per
zona. A me´s, totes aquestes agregacions es filtren per cate-
goria.
Finalment, com s’ha dit a l’apartat de disseny (Sec. 5.1),
hi ha un altre mo`dul que gestiona les peticions que provenen
de les xarxes oportunistes. Aquest mo`dul nome´s ofereix dos
de les funcionalitats de l’aplicacio´: reportar incidents i va-
lidacions. El que s’ha implementat e´s un worker que esta`
escoltant a la xarxa oportunista amb un socket de la llibreria
aDTNPlus [3] i que, quan rep peticions, les reenvia a l’a-
plicacio´ i es tracten de la mateixa manera que els incidents
normals.
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Fig. 2: Model de dades del gestor d’usuaris
6 GESTOR D’USUARIS
En aquest apartat es repetira` l’estructura que s’ha fet a la
seccio´ anterior pero` amb el gestor d’usuaris.
6.1 Disseny
Inicialment, tal i com es va fer amb l’altre gestor, es proce-
dira` a explicar el model de dades utilitzat.
Per implementar el model del gestor d’usuaris s’ha seguit
el model que es veu a la figura anterior (Fig. 2). Com podem
veure, hi ha quatre models de dades:
El primer model e´s el d’usuaris (User). Aquest conte´
els camps de “username” i ”password” per permetre als
usuaris registrar-se i autenticar-se. Tambe´ conte´ el camp
de ”registration date” que permet saber quan s’ha registrat
l’usuari. A me´s, pot tenir rols (que agrupen permisos) i
permisos que determinen que pot fer. Cada usuari te´ una
llista de cinc pseudo`nims que poden utilitzar per reportar
incide`ncies de manera ano`nima. Finalment, conte´ camps de
puntuacio´ que permeten mesurar la fiabilitat de cada usuari.
El model de permisos (Permission) representa una accio´
(o conjunt d’accions) que pot fer un usuari que el posseeixi.
Per exemple, el permı´s d’editar usuaris permet modificar els
camps d’altres usuaris a la base de dades, aixı´ com eliminar-
los.
A me´s, hi ha el model de rols (Role), que representa els
rols que poden tenir els usuaris. La funcionalitat d’aquests
e´s agrupar permisos de manera lo`gica. Per exemple, un rol
d’administrador podria tenir permisos per editar usuaris o
per eliminar incide`ncies. Amb aquesta estrate`gia, nome´s
s’ha d’afegir el rol d’administrador a un usuari en comptes
de donar-li els dos permisos descrits anteriorment, tenint en
compte que un administrador sempre ha de poder fer aque-
lles dues accions.
Finalment, es te´ el model de pseudo`nims (Pseudonym),
que conte´ els pseudo`nims utilitzats al gestor d’incidents
per tal de reportar incidents de manera ano`nima. Cada
pseudo`nim esta` format per un “pseudonym” i una “non-
ce” que s’utilitzen validar que una incide`ncia s’ha reportat
per un usuari va`lid.
A me´s, hi ha altres taules auxiliars que s’utilitzen per
fer totes les relacions “N to N”. Aquestes relacions so´n
“User-Permission”, ja que un usuari pot tenir molts permi-
sos i un permı´s pot perta`nyer a varis usuaris. Tambe´ s’han
afegit taules auxiliars a les relacions “User-Role” i “Role-
Permission” pels mateixos motius que “User-Permission”.
Per acabar, respecte al disseny de l’aplicacio´, s’ha seguit
la mateixa estructura que al gestor d’incidents. No obstant,
aquest servei no te´ cap endpoint que utilitzi les DTN [4] i,
per tant, no te´ els mo`duls worker que tenia el gestor d’inci-
dents.
6.2 Implementacio´
En aquesta seccio´, a l’igual que en el gestor d’incidents,
s’exposaran les tecnologies utilitzades i s’analitzara` la im-
plementacio´ de l’aplicacio´.
Pel que fa a les tecnologies, s’han utilitzat les mateixes
que a l’altre gestor, a excepcio´ de l’aDTNPlus [3], ja que
aquest servei no te´ cap funcionalitat amb xarxes oportunis-
tes.
En canvi, s’ha afegit una nova tecnologia, que serveix per
donar una autenticacio´ basada en JSON Web Token (JWT)
[9].
Tenint el model definit, s’ha procedit a implementar els
diferents controladors per tractar tots els endpoints que es
requereixen pel funcionament de l’aplicacio´. Aquests, de la
mateixa manera que el gestor d’incidents, s’han organitzat
en blueprints. En aquest cas, els mo`duls so´n els segu¨ents:
En primer lloc, es te´ el mo`dul de User, que e´s el mo`dul
principal del gestor d’usuaris. Aquest conte´ me`todes per
registrar usuaris i eliminar-los. Tambe´ permet obtenir un
usuari per la seva ID, obtenir els seus pseudo`nims i obtenir
una llista d’usuaris on es mostra una part de les dades.
Despre´s, es te´ el mo`dul de Confirmation, que esta` pensat
per rebre validacions del gestor d’incidents i confirmar si
el pseudo`nim que les ha reportat e´s va`lid. Nome´s te´ dos
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endpoints, el de confirmar un incident i el d’una validacio´.
En el cas de les validacions, tambe´ actualitza la puntuacio´
de l’usuari que ha reportat l’incident.
Tambe´ hi ha el mo`dul de Role, que e´s un mo`dul senzill
que permet llistar els rols que hi ha a l’aplicacio´.
Finalment, es te´ el mo`dul Verify, que s’encarrega de l’au-
tenticacio´ dels usuaris. Funciona de manera diferent a una
autenticacio´ normal, ja que retorna la llista dels pseudo`nims
i altres dades de l’usuari. Aixo` esta` pensat pel funcionament
amb DTN [4], ja que no es poden enviar molts missatges i
s’havia d’establir un me`tode on es retornessin totes les da-
des necessa`ries amb una sola peticio´. No obstant, tambe´
s’utilitza un me`tode convencional d’autenticacio´ d’APIs ba-
sat en JWT [9] per gestionar els permisos d’acce´s a la resta
d’endpoints quan s’accedeix per Internet.
7 PROVES
A continuacio´, s’explicaran les proves que s’han dut a terme
durant la implementacio´ dels dos serveis i les que s’han fet
un cop estaven tots dos completats.
7.1 Proves individuals
En paral·lel a la implementacio´ s’ha anat validant cada fun-
cionalitat nova que es feia. Per fer-ho, es provaven entrades
determinades i s’esperava una resposta correcta, siguin les
dades demanades o un missatge d’error amb el codi HTTP
correcte. Un cop acabat un gestor, s’han refet les proves
per validar que totes les funcionalitats d’aquest funciona-
ven correctament.
7.2 Proves d’integracio´ entre serveis
La primera fase de proves tenia per objectiu validar que
ambdo´s gestors funcionessin correctament per separat. Un
cop finalitzada, s’ha procedit a comprovar que la comuni-
cacio´ entre ells fos correcta. L’u´nic punt de conflicte en
aquesta part es donava quan es volia reportar un incident o
una validacio´. Aixo` era degut a que era l’u´nic moment on el
gestor d’incidents necessitava del gestor d’usuaris per con-
firmar que un incident o una validacio´ havia estat reportada
per un usuari correcte. A me´s, el gestor d’usuaris necessita-
va saber de qui era l’incident validat per tal d’actualitzar la
seva puntuacio´.
7.3 Proves d’integracio´ amb l’aplicacio´
Un cop validat tot el back-end, s’ha procedit a provar que
els dos gestors poguessin ser utilitzats tant per les aplica-
cions Android com per les aplicacions Web que s’han dis-
senyat a aquest projecte. Per aixo`, s’han desplegat els dos
serveis i s’ha procedit a provar el funcionament de les apli-
cacions quan els utilitzen. Com es pot observar (Fig. 3),
les aplicacions utilitzen els dos serveis alhora i, per tant, e´s
necessari que tots dos proporcionin els serveis correctament
per assegurar que aquestes es comportin adequadament.
A me´s, s’han de definir correctament unes interfı´cies en-
tre l’aplicacio´ i els serveis per tal que es puguin fer servir
de manera homoge`nia a tots llocs. Per aixo`, es van anar
provant totes les funcionalitats de les aplicacions per tal de
Fig. 3: Esquema del conjunt d’aplicacions i serveis.
comprovar que donessin els resultats esperats. Per exem-
ple, per provar la funcionalitat d’afegir un usuari s’emple-
nava el formulari de registre i es mirava a la base de dades
que s’hague´s afegit correctament. Un cop registrat, tambe´
es comprovava que sortı´s a la llista d’usuaris registrats a
l’aplicacio´ Web, que es pogue´s identificar amb la contrase-
nya que havia donat, i que pogue´s visualitzar totes les seves
dades personals.
La majoria de problemes relacionats amb aquesta part
consistien en errors de interfı´cies, que es van solucionar
modificant tant els gestors com les aplicacions. Un exemple
d’aixo` e´s que els gestors, quan no troben un recurs, retornen
un codi d’error 404 (Resource Not Found) i les aplicacions
esperaven un JSON amb un camp d’error.
Un altre problema que va sorgir e´s que els navegadors
web tenen una gestio´ de Cross-Origin Resource Sharing
(CORS) [10] que obliga a fer una negociacio´ pre`via a la peti-
cio´ d’un recurs. Per sort, Flask ofereix dos mo`duls que ges-
tionen aixo` de manera automa`tica, pero` que s’havien d’ins-
tal·lar. Aquests mo`duls so´n Flask-CORS i Flask-Jsonpify
[5]. El primer permet fer tota la negociacio´ pre`via entre el
navegador i el gestor (enviant una peticio´ de tipus OPTI-
ONS) i el segon gestiona que la resposta tingui el format
JSONP per tal que el navegador accepti la resposta.
7.4 Proves amb xarxes oportunistes
Finalment, s’ha procedit a provar l’u´ltima funcionalitat re-
querida pels objectius del projecte, que l’aplicacio´ funci-
one´s amb xarxes oportunistes.
Per aconseguir transmetre els missatges per aquestes xar-
xes, s’ha hagut de desplegar tota la plataforma implementa-
da al projecte Crowd eAssessment amb l’aDTNPlus [3].
Aquesta plataforma esta` formada per un conjunt de Rasp-
berry Pi amb una imatge Linux que te´ instal·lat l’aDTNPlus
i esta` configurat per exposar una xarxa Wi-Fi pels clients.
Per poder aconseguir aixo`, la Raspberry ha de tenir connec-
tats dos dispositius USB, el Wi-Pi, que s’utilitza per trans-
metre els missatges entre els nodes de la DTN [4] (inclo`s el
servidor), i l’Edimax, que e´s el que permet exposar la xarxa
Wi-Fi.
D’altra banda, el servidor tambe´ necessita la seva pro`pia
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Wi-Pi per rebre els missatges dels altres nodes DTN [4], i
ha de tenir instal·lat i configurat el servei de l’aDTNPlus.
Amb tot aixo` configurat, es necessita utilitzar la llibreria
Python proporcionada amb l’aDTNPlus i utilitzar el socket
que proporciona per escoltar i rebre els incidents.
Amb la plataforma desplegada, l’aplicacio´ Android dis-
senyada per aquest projecte envia dades a una Raspberry,
i aquesta els transmet cap al gestor d’incidents mitjanc¸ant
aquesta xarxa oportunista.
8 VERIFICACIO´ I RESULTATS
En aquesta seccio´ es repassaran tots els objectius, es mirara`
que s’hagin assolit amb la implementacio´ dels dos serveis i
presentaran els resultats obtinguts.
8.1 Ana`lisi dels objectius
En aquest apartat s’analitzaran tots els objectius del projecte
i s’explicara` com s’han assolit.
S’han implementat totes les funcionalitats requerides pel
projecte. El resultat d’aixo` so´n dos serveis completament
independents que ofereixen una se`rie de funcionalitats ne-
cessa`ries per tenir una aplicacio´ de gestio´ d’incidents.
A continuacio´, es procedira` a enumerar els objectius i
explicar com s’han assolit amb la implementacio´ dels dos
serveis:
1. Dissenyar un servei web gene`ric: aquest objectiu s’-
ha assolit generant un format esta`ndard de missatges
que dona certa flexibilitat a l’hora de fer noves aplica-
cions. Aquesta flexibilitat ve donada per una varietat
de camps opcionals i uns camps extra per algunes fun-
cionalitats especı´fiques que pogue´s tenir una aplicacio´
en el futur. A me´s, te´ un sistema de categories i subca-
tegories que es poden canviar en funcio´ de l’aplicacio´
que es vulgui utilitzar.
2. Que el servei permeti rebre incide`ncies, processar-les i
emmagatzemar-les: aixo` s’ha resolt amb la implemen-
tacio´ del gestor d’incidents, ja que aquest s’encarrega
precisament d’emmagatzemar les incide`ncies reporta-
des pels usuaris.
3. Comprovar que una incide`ncia prove´ d’un usuari
legı´tim: per assolir aquest objectiu, s’ha fet un me-
canisme pel qual el gestor d’incidents pot demanar al
gestor d’usuaris si un pseudo`nim pertany a un usuari
real, de manera que el gestor d’incidents no sap qui e´s,
pero` sap que te´ permisos per reportar incidents.
4. Rebre validacions d’incide`ncies i mantenir una puntu-
acio´ sobre la veracitat: Aquest objectiu ha estat assolit
gra`cies al sistema de validacions entre el gestor d’usu-
aris i el d’incidents, que permet mantenir una reputacio´
pels usuaris. A me´s, es poden veure aquells incidents
que han estat confirmats i es mante´ la llista de valida-
cions, positives i negatives, d’un incident en concret.
5. Permetre obtenir informacio´ sobre els incidents: Actu-
alment el gestor d’incidents exposa varis endpoints que
permeten accedir a la informacio´ total dels incidents.
Aixı´ doncs, aquest objectiu s’ha assolit correctament.
6. Proveir un mecanisme que permeti gestionar un con-
junt d’usuaris de l’aplicacio´ i que aquests puguin re-
portar incide`ncies de manera ano`nima: aquest objectiu
s’ha assolit amb la separacio´ de l’aplicacio´ en dos ser-
veis diferents i la gestio´ dels pseudo`nims explicada en
l’apartat anterior. Aixı´ com el gestor d’incidents no
sap qui ha estat l’entitat que ha reportat un incident,
el gestor d’usuaris no sap quins incidents ha reportat
cadascu´.
7. Permetre que aquest servei web funcioni a trave´s
d’Internet i de DTN [4]: gra`cies als workers im-
plementats a l’aplicacio´, aquesta pot rebre incidents
mitjanc¸ant les xarxes oportunistes de la mateixa mane-
ra que els que venen per Internet. Aixı´ doncs, aquest
objectiu s’ha assolit.
8. Validar que els servei web s’adapta correctament a
diferents aplicacions de report d’incidents: aixo` s’ha
comprovat al fer les proves d’integracio´ entre els ser-
veis i les diferents aplicacions (tant Web com Android)
i s’han ajustat tots dos serveis per poder donar una in-
terfı´cie utilitzable per aquestes.
9. Comprovar que l’aplicacio´ funciona correctament amb
les xarxes oportunistes: s’han realitzat proves de fun-
cionament i de rendiment amb les DTN [4] utilitzant
la infraestructura proporcionada [3]. Aixı´ doncs, s’-
ha comprovat que aquesta aplicacio´ funciona correcta-
ment amb aquest tipus de xarxes.
Com s’ha vist, s’han assolit tots els objectius del projecte
i s’ha explicat quina part de l’aplicacio´ resultant els com-
pleix.
8.2 Ana`lisi dels gestors
En aquest apartat es mostraran alguns exemples de funcio-
nalitats dels gestors. El que s’ha fet e´s tenir els serveis sen-
se cap tipus de dades i executar accions a l’aplicacio´ Web.
Despre´s de cada accio´, s’ha visualitzat a l’aplicacio´ Web que
l’accio´ ha repercutit realment.
Inicialment, es provara` de fer una autenticacio´ amb un
usuari incorrecte.
Fig. 4: Exemple d’una autenticacio´ incorrecta.
Com es pot observar (Fig. 4), al intentar autenticar-
nos amb un usuari que no existeix o amb una contrasenya
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erro`nia, l’API retorna que l’usuari no existeix. Cal notar
que no es donara` cap pseudo`nim ni es permetra` l’acce´s
als altres endpoints de l’aplicacio´ sense una autenticacio´
va`lida.
Seguidament, es prova de fer una autenticacio´ amb un
nom d’usuari i una contrasenya va`lides.
(a) Formulari d’autentica-
cio´.
(b) Missatge d’autenticacio´
correcta.
Fig. 5: Exemple d’autenticacio´ correcta.
A la figura anterior (Fig. 5) es pot apreciar com amb
un nom d’usuari i contrasenya correctes es pot accedir als
serveis que ofereix el gestor d’usuaris.
A continuacio´, es procedeix a reportar un incident,
validar-lo amb un altre usuari i a mirar els efectes que pro-
voquen aquestes accions a les dades dels gestors.
Fig. 6: Formulari de report d’incidents.
Amb el formulari de report d’incidents (Fig. 6) es pro-
porcionen totes les dades per reportar un incident. En aquest
cas, la categoria, la subcategoria, el pseudo`nim a utilitzar, la
ubicacio´, una descripcio´ i no s’adjunta cap imatge. Tambe´
s’especifica que s’ha de distorsionar la ubicacio´ i que la in-
cide`ncia e´s confidencial.
Cal notar que la categoria i la subcategoria provenen
tambe´ d’un endpoint de la API, de manera que si aquestes
canvien a la base de dades, les opcions disponibles tambe´
ho fan.
Posteriorment, es canvia d’usuari i es valida l’incident.
Aixo` no nome´s fara` que l’incident estigui confirmat, sino´
que a me´s actualitzara` la puntuacio´ de l’usuari que l’ha re-
portat.
Fig. 7: Formulari de validacio´ d’incidents.
Al formulari de validacio´ d’incidents (Fig. 7) es poden
veure les dades de l’incident que s’acaba de reportar, i es
donen les opcions per a validar-lo o invalidar-lo. En aquest
cas, es procedeix a validar l’incident i s’observen els canvis
que aixo` comporta. Tambe´ es pot veure com s’ha distorsi-
onat la ubicacio´, ja que, en comptes de ser la mateixa que
s’ha enviat, e´s un punt proper a aquesta.
Finalment, es mira quins efectes han tingut aquestes ac-
cions en els gestors, un altre cop utilitzant la web per
visualitzar-los.
Fig. 8: Llista d’incidents confirmats.
Com es pot apreciar (Fig. 8), al validar l’incident, aquest
ha passat a estar a la llista d’incidents validats (que s’obte´
d’un endpoint del gestor d’incidents).
Fig. 9: Puntuacio´ de l’usuari actualitzada.
A me´s, es pot veure (Fig. 9) com la puntuacio´ de l’usuari
s’ha actualitzat d’acord amb la confirmacio´ de l’incident.
Aixı´ doncs, s’han provat diverses funcionalitats amb l’a-
juda de la pa`gina web i s’ha pogut observar el funcionament
de la part principal dels dos gestors.
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8.3 Ana`lisi del rendiment
En aquest u´ltim apartat es procedira` a analitzar els resul-
tats d’eficie`ncia del servei. Per fer-ho, s’enviaran mu´ltiples
peticions concurrentment al servidor i s’analitzara` en quin
moment e´s incapac¸ de respondre a totes alhora i comenc¸a a
tenir retards en la resposta.
Per fer aquesta part, s’ha utilitzat la web que s’ha desen-
volupat amb aquest projecte. A me´s, s’ha fet que la web
s’executi en una altra ma`quina que no e´s la que executa cap
dels gestors. D’aquesta manera, es te´ una aproximacio´ del
que e´s capac¸ de fer el servei en una situacio´ me´s propera a la
realitat. No s’ha fet amb l’aplicacio´ Android ja que aques-
ta tenia problemes de rendiment a l’hora d’enviar paquets i
aquests no ens permetien obtenir dades fiables.
Fig. 10: Comparativa de rendiment entre els gestors.
A la figura anterior (Fig. 10), podem observar com els
dos gestors tenen un temps de resposta molt semblant. Aixo`
e´s un resultat esperat ja que tots dos servidors utilitzen les
mateixes tecnologies per gestionar les dades. La difere`ncia
que es veu entre els dos gestors esta` produı¨da pel fet que les
peticions al gestor d’incidents contenen me´s dades que les
que es fan al gestor d’usuaris.
Es pot observar com, aproximadament, a partir de la pe-
ticio´ 4500 comenc¸a a col·lapsar-se el servei i, per tant, es
comencen a incrementar els temps de resposta.
Fig. 11: Comparativa de rendiment amb o sense imatges.
Com podem veure (Fig. 11) el fet de afegir multime`dia
als incidents afecta molt al rendiment, ja que el temps de
resposta augmenta considerablement. Aixo` e´s degut, un al-
tre cop, a que s’han de processar me´s dades. Aixo` provoca
que es trigui me´s a transmetre les dades per la xarxa i que
el gestor d’incidents necessiti me´s temps per tractar-les.
Finalment, s’analitza el rendiment de les peticions pro-
vinents de la DTN [4] comparant-lo amb les provinents
d’Internet. Per fer-ho, es comparara` el temps de respos-
ta entre les peticions enviades amb l’aplicacio´ Android
mitjanc¸ant Internet i les enviades amb la mateixa aplicacio´
mitjanc¸ant les xarxes oportunistes.
Fig. 12: Comparativa de rendiment entre Internet i DTN.
Com es pot observar (Fig. 12), el rendiment d’Internet
supera a`mpliament al de la DTN [4]. Aixo` e´s d’esperar per
dos raons.
La primera e´s que la infraestructura d’Internet ofereix un
millor rendiment que la que es te´ amb les xarxes oportu-
nistes. Les Raspberry Pi se saturaven ra`pidament amb la
quantitat de missatges enviats. A aixo` tambe´ s’ha d’afegir
que les llibreries esta`ndard de Linux estan molt optimitza-
des per enviar dades de manera molt eficient.
La segona te´ a veure amb els protocols utilitzats. Amb
Internet, l’entrega e´s molt me´s senzilla ja que, si el servidor
no esta` connectat al moment d’aquesta, el missatge es perd.
D’altra banda, amb DTN [4] aixo` no es permet. A me´s, els
missatges que utilitzen aquestes xarxes es transmeten entre
els diferents nodes per augmentar la probabilitat d’entrega,
ja que e´s possible que un altre node sı´ es pugui connectar
amb el destinatari. Degut a aixo`, l’entrega del missatge amb
la DTN e´s me´s complexa i, per tant, te´ un rendiment inferior.
Cal notar que, en alguns casos, els missatges enviats per
la DTN [4] es perdien degut a la saturacio´ dels nodes. A
Internet, en canvi, mentre el servidor estigue´s connectat,
tots els missatges arribaven correctament.
Com s’ha vist, s’ha analitzat el rendiment de les APIs en
varis escenaris i s’han obtingut mesures de l’eficie`ncia d’a-
quests en les ma`quines on s’ha provat. A me´s, s’ha avaluat
la eficie`ncia de transmetre incidents per la xarxa DTN [4] i
s’ha comparat amb els resultats de transmetre’ls per Inter-
net.
9 CONCLUSIONS
En aquest apartat s’exposaran les conclusions extretes en la
realitzacio´ del projecte.
Durant l’elaboracio´ d’aquest, s’han utilitzat coneixe-
ments d’assignatures fetes a la carrera. Exemples d’aques-
tes assignatures han sigut Tecnologies per al Desenvolupa-
ment d’Internet i Web, Sistemes i Tecnologies Web, Xarxes
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i Garantia de la Informacio´ i Seguretat.
A me´s, s’han adquirit molts coneixements nous durant la
planificacio´ i desenvolupament del treball, sobretot relacio-
nats amb el mo´n del desenvolupament d’aplicacions web.
Entre aquests, els me´s importants so´n els segu¨ents: s’ha
apre`s a seleccionar noves tecnologies a utilitzar, tenint en
compte varis criteris, com la facilitat d’u´s, l’eficie`ncia o la
compatibilitat amb el projecte; s’han obtingut coneixements
sobre com desenvolupar APIs REST seguint els esta`ndards i
guies d’estil; s’ha apre`s que els navegadors tenen polı´tiques
de CORS [10] que obliguen a que una API hagi de tenir
una configuracio´ afegida a me´s de retornar les dades que
se li demanen; finalment, s’ha ente`s el concepte d’interfı´cie
aplicant-lo als dos gestors de manera que es puguin comu-
nicar correctament amb va`ries aplicacions alhora.
Respecte als objectius, s’ha assolit la totalitat d’aquests,
ja que totes les funcionalitats propostes han estat provades
i funcionen en escenaris generals. A me´s, s’ha aconseguit
que els gestors serveixin per a varis tipus d’aplicacions de
report d’incidents canviant les categories i subcategories, i
oferint un format flexible de dades. Tambe´ s’ha aconseguit
que la API funcione´s amb la plataforma aDTNPlus [3], de
manera que es pot utilitzar amb xarxes oportunistes.
Despre´s d’analitzar l’estat actual del projecte i de les
APIs, es proposen les segu¨ents millores, tant a nivell de fun-
cionalitat com a nivell de millora de la qualitat del codi:
• API REST completa: degut als requisits del projecte,
nome´s s’ha implementat aquella part de la API que es
requeria per cobrir les funcionalitats de les aplicacions.
No obstant, es podria fer per cada recurs la API sence-
ra, de manera que quedaria un back-end que ofereix
moltes me´s possibilitats a les aplicacions.
• Explorador de l’API: es podria implementar un explo-
rador que permete´s cone`ixer i accedir a tots els end-
points de l’aplicacio´ de manera que un nou programa-
dor pogue´s observar com pot utilitzar l’API. Aquest
explorador tambe´ serviria com a una documentacio´
senzilla de veure mostrant exemples de peticions i res-
postes per a cada endpoint.
• Test automa`tic: amb aquests tests, el manteniment del
software en un futur seria me´s senzill i segur.
• Generacio´ d’un package de l’aplicacio´: Actualment el
que es te´ e´s un projecte Python amb un fitxer requi-
rements.txt que conte´ les depende`ncies. Es podria ge-
nerar un package que contingui tota l’aplicacio´ i que
sigui molt me´s fa`cil d’instal·lar i executar.
• Ampliar la API de Python de l’aDTNPlus [3]: tot i que
l’aplicacio´ ja funciona correctament amb la API actual,
aquesta nome´s exposa una petita part de les funciona-
litats de l’aDTNPlus. Es podria ampliar de manera que
expose´s tots els seus me`todes. A me´s, es podria afegir
compatibilitat amb Python 3.
En conclusio´, aquest treball ha servit per adquirir conei-
xements nous, s’ha complert la totalitat dels objectius pro-
posats i es te´ una llista d’elements a millorar o afegir en un
futur.
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