The choice of correct plasma nitriding parameters is usually experience-based. There are no successful mathematical models for the nitriding process simulation. An attempt has been made to accurately determine required nitriding time for the specified effective nitriding layer thickness, sum of weight contents of nitride forming elements in steel, and nitriding temperature. Two methods were used to solve this problem: the statistical multiple regression and the artificial neural network. It is not possible to find a regression model that would relate the three variables to nitriding time, whereas good results were achieved with neural networks. The second problem that was investigated was the determination of post-nitriding surface hardness on the basis of three known parameters: nitriding time and temperature, and the sum of weight contents of nitride forming elements in steel. Again, a general regression model was not found, and the neural networks produced very good results.
Introduction
There are several reasons to apply nitriding in industry: to improve adhesive wear, fatigue, or corrosion resistance. Yet, there are no successful mathematical models for the nitriding process simulation. Therefore, it is not possible to accurately determine the right process parameters, the resulting microstructure, or the hardness profile. Two ways for the development of a predictor could be based on the thermodynamic diffusion model or on the empirical data.
Surface hardness and hardness profile are functions of the chemical composition of steel, nitriding time and temperature, and the nitriding atmosphere type. It was attempted to determine the required plasma nitriding time and the achieved surface hardness using regression methods and artificial neural networks. Input parameters for the nitriding time prediction were nitridingalloying level (i.e., the sum of weight contents of nitride forming chemical elements: chromium, vanadium, and molybdenum), effective nitriding thickness, and nitriding temperature. Input parameters for nitriding surface hardness were the sum of weight contents of nitride forming chemical elements, nitriding temperature, and time.
650°C. Effective nitriding thickness was from 0.1 mm to a maximum 0.6 mm, which depended on the steel type.
After reading the core hardness, surface hardness was estimated from nitriding diagrams. Surface hardness after nitriding for different times at different temperatures was determined for three different steel grades, namely: 42CrMo4, X40CrMoV5-1, and X35CrMo17. Again, steels were characterized by their nitriding-alloying levels, which were 1.3 %, 8.4 %, and 16.9 % wt, respectively. Plasma nitriding temperatures were between 450 and 640°C, and nitriding times were between 0.5 and 100 h.
Nitriding Time

Regression Analysis
In order to determine the relationship between nitriding time (t) and nitriding layer thickness (LT) and nitriding-alloying level (AL) and temperature (T), a statistical regression analysis was made for different steel grades [3] . Regression models that involved all of these variables showed very poor correlation. So only one variable was chosen for the regression, and the others were held constant. The analysis showed that the best regression model for fitting the nitriding time was the one that had the nitriding temperature as the only one variable. This means that the regression formulas were set for some constant nitriding-alloying levels and constant effective nitriding layer thickness. The form of the formula that fitted the data best was:
where a, b, and c are regression coefficients. For some alloying levels (8.4 %, 12 %, and 16.9 %) it was necessary to separate the regression coefficients for lower temperatures (450-530°C) from those that are adequate at higher temperatures (530-650°C). Values of regression coefficients for the steel grade with a total of 6 % wt of nitride forming chemical elements are listed in Table 1 . Correlation coefficients (R) were very high in all analyzed steel grades. Yet it was concluded that it is not possible to find a general regression model that would connect nitriding time with all three specified variables: nitride-alloying level, nitriding temperature, and effective nitriding layer thickness. 
Artificial Neural Networks
Artificial neural networks are mathematical models developed on the model of biological neurons and their biological "networks," e.g., the human brain. The relative position of one neuron to another and the strength of the synaptic connections between neurons determine the behavior of the biological neural network. Strengths are adjusted as the learning process proceeds. Although artificial neural networks are much less complex and much slower than the biological ones, they work in the same way.
So artificial neural networks are complex systems of highly interconnected elements called neurons, which are also connected to its environment. A parallel set of neurons is called a neuron layer, and a network can have several layers. A simplified presentation of a neural network with 3 layers can be seen on Fig. 1 .
FIG. 1-Simplified presentation of an artificial neural network.
The number of network inputs and outputs is determined by the problem that is to be solved. In the studied problem of determining nitriding time with artificial neural network there were 3 independent variables: effective nitriding thickness, nitriding temperature, and nitriding-alloying level [3] . So the neural network had three input neurons and one output neuron. There was one hidden layer between them with ten neurons, since previous research work has shown this number was sufficient. Too many hidden neurons would unnecessarily increase the number of variables, without giving much better network abilities. This network architecture is also written as 3-10-1. Initial weight values in hidden neuron layer were set using the Nguyen-Widrow method, whereas the weights in the output layer were initially set to random values. All neurons were activated by logarithmic sigmoid functions. In order to achieve quicker and better learning, the momentum method was applied. The momentum constant was set to 0.95. Learning rate coefficient was initially 0.01, and it was set as adaptive, with the learning rate increment and decrement coefficients 1.3 and 0.7, respectively. Normalized mean square error (NRMS) was chosen as a measure of learning efficiency, Eq 2. 2) where d n is the n th desired network output value, O n is the n th actual network output value, N is the total number of output values, and σ dn is the standard deviation of the desired network output values. Artificial neural network was trained until NRMS was 0.01, or until the maximum number of iteration steps of 250 000 was reached. Input and output data were normalized into the interval (0.1, 0.9) instead of (0, 1), which resulted in a better learning ability of the presented type of neural network. The learning data set consisted of five different steel grades, namely the previously mentioned standard steels with the following nitriding-alloying levels: 1.3 %, 3 %, 6 %, 8.4 %, and 16.9 % wt. After having learned how the nitriding temperature, effective nitriding thickness, and steel's nitriding-alloying level affect the required nitriding time, the neural network was tested with some new data. The testing data set consisted of three standard steel grades, with the following nitriding-alloying levels: 2.85 %, 4.3 %, and 12 % wt. Now only the input data (i.e., nitriding temperature, effective nitriding thickness, and nitriding-alloying level) were presented to the network, and then the outputs (required nitriding time) were compared to the actually measured data. Figures 3 and 4 show the dependency of the effective nitriding thickness on nitriding time and temperature for the steels with nitriding-alloying level 1.3 (learning data set) and 4.3 % wt (testing data set) obtained by measuring and by determining with neural network. It can be seen that the neural network can perform very well both on previously analyzed data and on completely "new" data, which is not possible to achieve with regression models. Table 2 presents the analysis of errors in determining nitriding time by neural network in both the learning and testing data sets. Different parameters that show the learning efficiency, such as mean relative errors, NRMSs, correlation coefficients, and coefficients of determination are also presented. As the diagram on Fig. 4 shows, great relative errors were achieved only for very short nitriding times, since a small absolute error greatly effects the relative error. At shorter nitriding times it is much harder to accurately determine the difference in nitriding layer thickness, since the layer is less thick after a shorter nitriding process. It is known that the nitriding layer thickness strongly depends on the hardness profile flow, since the layer thickness is actually determined from this hardness profile. For these reasons, the error is greater in estimated effective nitriding thickness at shorter nitriding times.
Also, the values of the nitriding time were not uniformly distributed along the interval of minimum and maximum value. This should be overcome by a logarithmic transformation of the nitriding duration data, which is a possible improvement that is yet to be studied.
FIG. 4-Relative error in determining nitriding time with neural network versus nitriding time.
Surface Hardness
Regression Analysis
The other problem that was studied was the determination of surface hardness after nitriding based on the known data of nitriding time, nitriding temperature, and nitriding-alloying levels. Surface hardness data were collected from tables from private communications between Dr. B. Edenhofer (Ipsen Int. GmbH) and Prof. B. Liščić and Prof. T. Filetin (University of Zagreb, Faculty of Mechanical Engineering and Naval Architecture) in 1996/1997, for HV10, and from the diagrams in [1] for HV0.5 at a distance of 0.01 mm from the surface. Hardness data were relatively imprecisely estimated on the basis of industrial experience for nitriding times longer than 20 h.
A statistical analysis of the relationship between nitriding temperature, time, nitridingalloying level, and surface hardness was made for four different nitriding-alloying levels, namely 0.2, 1.3, 8.4, and 16.9 % wt, i.e., for the following standard steels: C45E, 42CrMo4, X40CrMoV5-1, and X35CrMo17 (designations according to European standard) [3] . The analysis showed that the best regression models for calculating post-nitriding surface hardness were the ones that included only the nitriding time as an independent variable, whereas the nitriding temperature and nitriding-alloying level were held constant. It was not possible to find a model with high correlation that would interrelate all three specified independent variables to surface hardness. The obtained equations are valid only for certain defined alloying levels and nitriding temperatures. There were different investigated regression models, either of exponential or logarithmic type. Other linear or nonlinear regression models that were studied resulted in higher values of standard deviation and lower values of correlation coefficient. One of them is described by Eq 3, where SH is the surface hardness in units HV10, a, b, c, and d are regression coefficients, and t is the nitriding time.
In Table 3 values of regression coefficients for Eq 3 are given for different nitriding times and temperatures, and for nitriding-alloying level 1.3 % wt. For some nitriding-alloying levels it was necessary to separate regression models for shorter and for longer nitriding times. 
Artificial Neural Networks
The presented problem of determining post-nitriding surface hardness was successfully solved with neural network [3] . The network had learned the interrelation between nitridingalloying level (AL), nitriding time (t), and temperature (T). The network architecture was 3-10-1, i.e., the network had three input variables, ten hidden neurons, and one output variable. The neurons were activated with logarithmic sigmoid functions. The momentum constant was again 0.95, and the learning rate coefficient was 0.01 with the increment of 1.3 and decrement of 0.7. The learning efficiency measure was normalized mean root square error. The maximum number of iteration steps was again 250 000, and the goal NRMS this time was 0.1. After the maximum number of iteration steps was reached, the value of the NRMS in the learning data set was 0.124. The network that had learned on the data for three different steels (i.e., three different nitridingalloying levels) was tested with a specific data set that was made up from interpolated hardness data for the same three steels, same four nitriding temperatures (450, 510, 570, and 640°C), but for a different nitriding time: the nitriding time for testing the neural network was 3 h. All data were normalized into the interval of (0.1, 0.9). Figures 5 and 6 represent the curves of surface hardness versus nitriding time at different temperatures for the steel X40CrMoV5 with 8.4 % wt content of nitride forming chemical elements. The curves are drawn from measured data and data determined with artificial neural network. It can be seen that the predicted and actual data fit well.
The values of surface hardness after nitriding at different nitriding temperatures for 3 h were predicted using the neural network. Since such data were not a part of the learning dataset, nitriding for 3 h was actually a dataset that tested the ability of the neural network to predict values of hardness after applying different technological parameters. Surface hardness versus nitriding temperature is graphically shown on An analysis of errors in determining nitriding surface hardness by neural network in both the learning and testing data set is presented in Table 4 . Values of lowest, highest, and average absolute errors in predicting nitriding hardness, in HV10 are presented, as well as the standard deviation of this set of data. Relative errors were also calculated for the learning and for the testing dataset. The table presents also the vales of the normalized mean square error, correlation coefficient and coefficient of determination for the learning and testing datasets. Figure 8 presents the distribution of relative error in determining surface hardness with neural network in a learning data set in respect to different nitriding times. It can be seen that this distribution is uniform, most of the data have the values below 10 %, and they are not grouped around any value. This was not the case in the previously described problem of the distribution of errors in determining nitriding time, where a data transformation might be needed. Figure 8 tells us that a data transformation for the problem of predicting surface hardness is not needed. Values of relative error that are rather high indicate that these data points could be excluded in the future neural network learning, since high values of errors show that these data points are not described well enough by the whole learning dataset.
Also, one other solution would be to add more data to the learning data set, in order to "widen network's horizons." The learning dataset for predicting surface hardness was not as big as the data set for predicting nitriding time.
Furthermore, it is known that measuring actual values of nitriding hardness is far less accurate than the simple measuring of nitriding time. 
Conclusions
The problem of predicting required nitriding time for the specified effective nitriding layer thickness, sum of weight contents of nitride forming elements in steel, and nitriding temperature was solved with two methods: the statistical multiple regression and the artificial neural network. The analysis showed that it is not possible to find a regression model that relates these three variables to the nitriding time. On the other hand, very good results were achieved with neural networks.
The other problem that was solved was the determination of surface hardness from three known parameters: nitriding time and temperature, and nitriding-alloying level. Two methods were used: regression models and neural networks. Regression analysis could not give a general model, but the neural networks showed very good prediction ability.
