Abstract-We study the transmission of a common message and three confidential messages over a broadcast channel with two legitimate receivers and an eavesdropper. Each legitimate receiver is interested in decoding two of the three confidential messages, while having the third one as side information. In order to measure the ignorance of the eavesdropper about the confidential messages, we investigate two different secrecy criteria: joint secrecy and individual secrecy. For both criteria, we provide a general achievable rate region. We establish both the joint and individual secrecy capacity if the two legitimate receivers are less noisy than the eavesdropper. We further investigate the scenario where the eavesdropper is less noisy than the two legitimate receivers. It is known that the joint secrecy constraints can not be fulfilled under this scenario, however, we manage to establish a non vanishing capacity region for the individual secrecy case.
I. INTRODUCTION
Shannon [1] studied the problem of secure communication and proved that it can only be achieved by a secret key shared between the transmitter and the receiver if the entropy of this key is greater than or equal to the entropy of the message to be transmitted. This condition is a consequence of the assumption that both the receiver and the eavesdropper have an equal access to the transmitted signal. In [2] , Wyner studied the degraded wiretap channel and proved that secure transmission is still achievable in the absence of a secret key. In [3] , Csiszár and Körner extended Wyner's result to the general broadcast channel (BC) with confidential messages. In [4] , Kang and Liu generalized the previous two approaches by studying the presence of a shared secret key in the wiretap channel. They derived the secrecy capacity for this scenario by combining the wiretap coding principle along with Shannon's one-time pad idea.
The problem of secure communication in BC with more than two receivers remains an open topic. In [5] , Chia and El Gamal investigated the secrecy capacity for transmitting one common and one confidential message over a BC with two receivers and one eavesdropper. They provided a general achievable region and managed to establish the capacity when the two receivers are less noisy than the eavesdropper. In this paper, we study a related problem. However, in stead of having only one confidential message to both legitimate receivers, we extend the system such that each legitimate receiver has an extra individual confidential message. This extension allows us to differentiate between joint and individual secrecy. Our setup has an additional feature, that each legitimate receiver possesses the individual confidential message of the other one as side information as shown in Figure 1 . In [6] the
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Receiver 1 problem of BC with receiver side information also known as BC with message cognition was investigated but without any secrecy requirements. The authors provided an achievable region and establish the capacity for some special cases. Secure communication over BC with receiver side information is motivated by the concept of two-phase decode-and-forward bidirectional relaying in a three-node network [7] . In the first phase, node 1 and 2 transmit their messages to the relay node which decodes them, while keeping the eavesdropper unable to intercept any information about the transmission. This problem was investigated in [8, 9] , where the latter discusses different secrecy criteria for multiple access channels. Our work focuses on the succeeding broadcast phase, where the relay encodes and transmits the previously received confidential messages in addition to another confidential message to both legitimate receivers and a common message for all three nodes. A simpler version of this problem was investigated in [10] , where different achievable rate regions and an outer bound were provided. This paper is organized as follows. In Section II, we state the problem then present and discuss the two secrecy criteria that we study: joint secrecy and individual secrecy. In Sections III and IV, we provide achievable rate regions for each secrecy criterion. We also establish the secrecy capacity for some classes of less noisy channels. Our results indicate that individual secrecy can provide a larger capacity region even if the joint secrecy capacity is zero.
II. BC WITH RECEIVER SIDE INFORMATION
We consider the standard model with a block code of arbitrary but fixed length n. For input and output sequences x n , y n 1 , y n 2 , and z n of length n, the discrete memoryless BC in Figure 1 is given by
978-1-4799-5999-0/14/$31.00 ©2014 IEEE Definition 1. A (2 nRc , 2 nR0 , 2 nR1 , 2 nR2 , n) code C n for the BC with receiver side information consists of: four independent message sets M c , M 0 , M 1 , and M 2 , a source of local randomness R at the encoder, an encoding function at the relay node
which maps a common message m c ∈ M c , a confidential message triple (m 0 , m 1 , m 2 ) ∈ M 0 × M 1 × M 2 and a realization of the local randomness r ∈ R to a codeword x n (m c , m 0 , m 1 , m 2 , r), and three decoders, one for each node
that maps each channel observation at the respective node and its own message to the corresponding required messages or an error message {?}.
, n) code C n is known to the two legitimate receivers and the eavesdropper as well. We assume that the messages M c , M 0 , M 1 and M 2 are chosen uniformly at random. The reliability performance of the code C n is measured in terms of its average probability of error
where
andM c are the estimated messages at the two legitimate receivers and the eavesdropper respectively. In order to measure the ignorance of the eavesdropper about the confidential messages M 0 , M 1 and M 2 , we consider two different secrecy criteria.
Joint Secrecy:
This criterion requires the leakage of the confidential messages of one user to the eavesdropper given the individual message of the other user to be small.
(2) 2. Individual Secrecy: This criterion requires the leakage of the confidential message of each user to the eavesdropper to be small as follows:
+ is achievable for the BC with receiver side information, if there exists a sequence of (2 nRc , 2 nR0 , 2 nR1 , 2 nR2 , n) codes {C n } n , where n is large enough, such that
where lim n→∞ n , τ n = 0.
Depending on the selected secrecy criteria, L(C n ) is given by (2) or (3).
The difference between the two criteria in (2) and (3) is that, in the joint secrecy the two legitimate receivers do not trust each other and every one is responsible for protecting his own message, while in the individual secrecy the two legitimate receivers cooperate to protect their messages. This implies that the joint secrecy is a more conservative criterion. In fact any code that satisfies the joint secrecy criterion also satisfies the individual one. This is because
as long as the messages are independent. However, we will show that, individual secrecy has some interesting features as compared to the joint one. In particular, we will show that the individual secrecy can provide non negative secrecy rate when the joint secrecy capacity is zero. While in general it has a bigger achievable region compared to the joint one.
III. THE JOINT SECRECY CAPACITY REGION
A. Achievable Secrecy Rate Region Lemma 1. An achievable joint secrecy rate region for the BC with receiver side information is given by the set of all rates
for random variables with joint probability distribution Q(u)
Proof: The proof combines the techniques of superposition random coding [3] in addition to Marton coding as in [5] along with different strong secrecy techniques [11, 12] . We consider two groups of message sets. The first group contains the sets of common and confidential messages M c , M 0 , M 1 and M 2 . Additionally we use
The second group contains the sets of randomization indices M r , M r1 , and M r2 in addition to the sets M t1 and M t2 needed for Marton coding. In general, any message set M a is identified as M a = 1, 2 nRa . Random Codebook and Encoder: Fix an input distribution Q(u, v 0 , v 1 , v 2 , x). Construct the codewords u n (m c ) for m c ∈ M c by generating symbols u i (m c ) with i ∈ 1, n independently according to Q(u). ,m 1 , m 2 ) . The second decoder functions in a similar way, while the third decoder outputš m c , if u n (m c ), z n are jointly typical. Reliability and Secrecy Analysis: We define the average error probability of this scheme as:
We then observe thatP e (C n ) ≥ P e (C n ), cf. (1) . Using the standard analysis of random coding, we can prove that for a sufficiently large n, with high probabilityP e (C n ) ≤ n if
On the other hand, based on strong secrecy approaches in [11, 12] , for a sufficiently large n and τ n > 0, the joint leakage given in (2) is with high probability smaller than τ n if
Combining (7) and (8), while using the Fourier-Motzkin elimination procedure and taking the limit as n → ∞, which implies that δ n ( n ) and δ n (τ n ) → 0 gives the achievability of any rate quadrupole (R c , R 0 , R 1 , R 2 ) satisfying (5). 
B. Secrecy Capacity For Less Noisy Channels
where (a) follows from the Csiszár sum identity [3, Lemma 7] ; (b) follows by using an independent uniformly distributed randomization variable; (c) follows as V * is distributed as Q(v|u = u * ), where u * is the value of U that maximizes the difference and (d) follows since V * − X − (Y, Z) forms a Markov chain and Y Z. Proof: The achievability follows directly from Lemma 1 by letting V 0 = V 1 = V 2 = X in (5) in addition to the properties of less noisy channels. For the converse, we start by the common rate R c and let
where (a) follows from Fano's inequality as γ c ( n ) = 1/n + n R c while (b) follows from Proposition 1 and the independence of the messages. Now consider R 0 + R 1 and let
, we can show that
where (a) follows from Fano's inequality as γ 1 ( n ) = 1/n + n (R 0 + R 1 ) and (b) follows from (4) and (2), where
Using the same steps we can drive a similar bound for R 0 + R 2 as:
Using the same procedure used in [5] for less noisy channel, we have
Now using an independent uniformly distributed randomization, then take the limit as n → ∞ such that γ c ( n ), γ 1 ( n , τ n ) and γ 2 ( n , τ n ) → 0, completes our converse.
IV. THE INDIVIDUAL SECRECY CAPACITY REGION
A. Achievable Secrecy Rate Region Lemma 2. An achievable individual secrecy rate region for the BC with receiver side information is given by the set of all rates (R c , R 0 ,
+ is defined as the maximum between 0 and a.
Proof: The proof combines the techniques used in the previous section along with Shannon's cipher system. We consider the same message sets as in the previous section. Additionally, we divided each confidential individual messages set into two sets as follows:
We make sure that M 12 and M 21 to be of the same size and use them to construct M ⊗ by Xoring the corresponding elements of each. Further, we use Reliability and Secrecy Analysis: Using the same average probability of error defined in (6) and the structure of the new codebook, the reliability conditions in (7) shall be modified such that any conditioning on U is replaced by conditioning on V ⊗ in addition to the following
This assures that for a sufficiently large n, with high probabilityP e (C n ) ≤ n . On the other hand, modifying the secrecy conditions in (8) by changing every conditioning on U to conditioning on V ⊗ guarantees that for a sufficiently large n, with high probability I(M 0 M 11 ; Z n ) + I(M 0 M 22 ; Z n ) ≤ τ n . However, in order to prove that the individual secrecy given by (3) is ≤ τ n , we need to prove that I(M 12 ; Z n |M 0 M 11 ) and I(M 21 ; Z n |M 0 M 22 ) are also small. This can be shown as follows:
where (a) follows because the messages are independent; (b) follows because the best the eavesdropper can do is to decode M ⊗ ; while (c) follows because of the Shannon's cipher system where the entropy of the secret key H(M 21 ) is equal to the entropy of the transmitted message H(M 12 ). Using the same steps, we can prove that I(M 21 ; Z n |M 0 M 22 ) = 0. Now combining (11) , (12) and the modified versions of (7) and (8), then taking the limit as n → ∞, which implies that δ n ( n ) and δ n (τ n ) → 0, gives the achievability of any rate quadruple (R c , R 0 , R 1 , R 2 ) satisfying (10).
B. Secrecy Capacity For Less Noisy Channels
Theorem 2. The individual secrecy capacity region of the BC with receiver side information if
for some (U, X), such that U − X − (Y 1 , Y 2 , Z) forms a Markov chain. Further it suffices to have |U| ≤ |X| + 3.
Proof: The achievability proof is based on the same principle used in Lemma 2. We start by modifying the structure of the random codebook as follows: For every u n (m c ), we generate the codewords x n (m c , m, m r ) by generating symbols x i (m c , m, m r ) independently at random according to Q(x|u i (m c )). Now given a message pair (m c , m), the encoder chooses a message m r uniformly at random from the set M r and transmits x n (m c , m, m r ). This changes the decoder at the first legitimate receiver in the following way: It outputs (m c ,m,m r ), if it is the unique triple such that, u n (m c ), x n (m c ,m,m r ), y n 1 is jointly typical. The decoder at the second legitimate receiver also changes in the same way, while the decoder as the eavesdropper is kept unchanged. Under the less noisy condition and the previous modifications, the reliability conditions in (12) changes as follows:
R c ≤ I(U; Z) − δ n ( n ) R 0 + R 11 + R ⊗ + R r ≤ I(X; Y 1 |U) − δ n ( n ) R 0 + R 22 + R ⊗ + R r ≤ I(X; Y 2 |U) − δ n ( n ).
On the other hand, the secrecy conditions in (8) simplifies to R ⊗ + R r ≥ I(X; Z|U) + δ n (τ n ).
Now using Fourier-Motzkin elimination on the rate constraints given in (13) and (14) followed by taking the limit as n → ∞, which implies that δ n ( n ) → 0 and δ n (τ n ) → 0, completes the achievability proof. It is important to highlight the difference between the coding scheme of Lemma 2 and of this theorem. In this theorem, the Xored message M ⊗ is encoded in the same layer with wiretap encoded messages, such that it acts as an additional source of randomization. While in Lemma 2, it was encoded in a different layer. It is worth mentioning that the encoding scheme used in this theorem is only possible if the two legitimate receivers have a statistical advantage over the eavesdropper. Now for the converse, we start by letting U i (M c ,Z i+1 ) and highlight the standard reliability upper bound when Y 1 and Y 2 are less noisy than Z given by:
