By making use of martingale representations, we derive the asymptotic normality of particle filters in hidden Markov models and a relatively simple formula for their asymptotic variances. Although repeated resamplings result in complicated dependence among the sample paths, the asymptotic variance formula and martingale representations lead to consistent estimates of the standard errors of the particle filter estimates of the hidden states.
1. Introduction. Let X = {X t , t ≥ 1} be a Markov chain and let Y 1 , Y 2 , . . . be conditionally independent given X, such that X t ∼ p t (·|X t−1 ), Y t ∼ g t (·|X t ), (1.1) in which p t and g t are density functions with respect to some measures ν X and ν Y , and p 1 (·|X 0 ) denotes the initial density p 1 (·) of X 1 . Gordon, Salmond and Smith [11] introduced particle filters for Monte Carlo estimation of E[ψ(X T )|Y 1 , . . . , Y T ]. More generally, letting X t = (X 1 , . . . , X t ), Y t = (Y 1 , . . . , Y t ), and ψ be a measurable real-valued function of X T , we consider estimation of ψ T := E[ψ(X T )|Y T ]. The density function of X T conditional on Y T in the above hidden Markov model (HMM) is
[p t (x t |x t−1 )g t (Y t |x t )]. (1.2) However, this conditional distribution is often difficult to sample from and the normalizing constant is also difficult to compute for high-dimensional or complicated state spaces. Particle filters that use sequential Monte Carlo (SMC) methods involving importance sampling and resampling have been developed to circumvent this difficulty. Asymptotic normality of the particle filter estimate of ψ T when the number of simulated trajectories becomes infinite has also been established [6, 8, 9, 12] . However, no explicit formulas are available to estimate the standard error ofψ T consistently.
In this paper, we provide a comprehensive theory of the SMC estimatê ψ T , which includes asymptotic normality and consistent standard error estimation. The main results are stated in Theorems 1 and 2 in Section 2 for the case in which bootstrap resampling is used, and extensions are given in Section 4 to residual Bernoulli (instead of bootstrap) resampling. The proof of Theorem 1 for the case where bootstrap resampling is used at every stage, given in Section 3.2, proceeds in two steps. First we assume that the normalizing constants [i.e., constants of proportionality in (1.2)] are easily computable. We call this the "basic prototype," for which we derive in Section 3.1 martingale representations of m(ψ T − ψ T ) for novel SMC estimatesψ T that involve likelihood ratios and general resampling weights. We first encountered this prototype in connection with rare event simulation using SMC methods in [5] . Although traditional particle filters also use similar sequential importance sampling procedures and resampling weights that are proportional to the likelihood ratio statistics, the estimates of ψ T are coarser averages that do not have this martingale property. Section 3.2 gives an asymptotic analysis of m(ψ T − ψ T ) as m → ∞ in this case, by making use of the results in Section 3.1.
In contrast to Gilks and Berzuini [10] who use particle set sizes m t which increase with t and approach ∞ in a certain way to guarantee consistency of their standard error estimate which differs from ours, we use the same particle set size m for every t, where m is the number of SMC trajectories. As noted in page 132 of [10] , "the mode of convergence of the theorem is not directly relevant to the practical context" in which m 1 = m 2 = · · · = m. A major reason why we are able to overcome this difficulty in developing a consistent standard error estimate lies in the martingale approximation for our SMC estimateψ T . We note in this connection that for the basic prototype, although both martingale representations of m(ψ T − ψ T ) developed in Section 3.1 can be used to prove the asymptotic normality ofψ T as the number m of SMC trajectories approaches ∞, only one of them leads to an estimable expression for the asymptotic variance. Further discussion of the main differences between the traditional and our particle filters is given in Section 5.
Standard error estimation for bootstrap filters.
Since Y 1 , Y 2 , . . . are the observed data, we will treat them as constants in the sequel. Let q t (·|x t−1 ) be a conditional density function with respect to ν X such that q t (x t |x t−1 ) > 0 whenever p t (x t |x t−1 ) > 0. In the case t = 1, q t (·|x t−1 ) = q 1 (·). 
To estimate ψ T , a particle filter first generates m conditionally independent random variables X 1 t , . . . , X m t at stage t, with X i t having density q t (·|X i t−1 ), to form X i t = (X i t−1 , X i t ) and then use normalized resampling weights
t are the importance weights attached to X i t and that after resampling the X i t have equal weights. The following recursive algorithm can be used to implement particle filters with bootstrap resampling. It generates not only the X i T but also the ancestral origins A i T −1 that are used to compute the standard error estimates. It also computes H i t and H i t recursively, where
Initialization: let A i 0 = i and H i 0 = 1 for all 1 ≤ i ≤ m. Importance sampling at stage t = 1, . . . , T : generate conditionally independent
The SMC estimate is defined bŷ
Let Ep T denote expectation with respect to the probability measure under which X T has density (1.2), and let E q denote that under which X t |X t−1 has the conditional density function q t for all 1 ≤ t ≤ T . In Section 3.2 we prove the following theorem on the asymptotic normality ofψ T and the consistency of its standard error estimate. Define
with the convention η 0 = 1 and
Let f 0 = 0 and define for 1 ≤ t ≤ T ,
, where for any real number µ,
2.2. Extension to occasional resampling. Due to the computational cost of resampling and the variability introduced by the resampling step, occasional resampling has been recommended, for example, by Liu (Chapter 3.4.4 of [13] ), who propose to resample at stage k only when cv k , the coefficient of variation of the resampling weights at stage k, exceeds some threshold. Let τ 1 < τ 2 < · · · < τ r be the successive resampling times and let τ (k) be the most recent resampling time before stage k, withτ (k) = 0 if no resampling has been carried out before time k. Define
Note that if bootstrap resampling is carried out at stage k, then V i k , 1 ≤ i ≤ m, are the resampling weights. Define the SMC estimatorψ 
2.3.
A numerical study. Yao [15] has derived explicit formulas for ψ T = E(X T |Y T ) in the normal mean shift model {(X t , Y t ) : t ≥ 1} with the unobserved states X t generated recursively by
with prob. ρ, where 0 < ρ < 1 is given and Z t ∼ N (0, ξ) is independent of X t−1 . The observations are Y t = X t + ε t , in which the ε t are i.i.d. standard normal, 1 ≤ t ≤ T . Instead of X T , we simulate using the bootstrap filter the changepoint indicators I T := (I 1 , . . . , I T ), where I t = 1 {Xt =X t−1 } for t ≥ 2 and
is known as Rao-Blackwellization. Let C t = max{j ≤ t : I j = 1} denote the most recent change-point up to time t, λ t = (t − C t + 1 + ξ −1 ) −1 and
The results in Table 1 are based on a single realization of Y 1000 with ξ = 1 and ρ = 0.01. We use particle filters to generate {I i 1000 : 1 ≤ i ≤ m} for m = 10,000 and computeψ OR for T = 200, 400, 600, 800, 1000, using bootstrap resampling when cv 2 t ≥ c, for various thresholds c. The values of σ OR (ψ OR ) in Table 1 reports a larger simulation study involving 500 realizations of Y 1000 , with an independent run of the particle filter for each realization. The table shows confidence intervals for each T , with resampling threshold c = 2. The results forσ OR (ψ OR ) agree well with the coverage probabilities of 0.683 and 0.954 given by the limiting standard normal distribution in Theorem 2. Table 2 also shows that the Gilks-Berzuini estimator V T described in Section 5 is very conservative.
3. Martingales and proof of Theorem 1. In this section we first consider in Section 3.1 the basic prototype mentioned in the second paragraph of Section 1, for which m(ψ T − ψ T ) can be expressed as a sum of martingale differences for a new class of particle filters. We came up with this martingale representation, which led to a standard error estimate forα T , in [5] where we used a particle filterα T to estimate the probability α of a rare event that X T belongs to Γ. Unlike the present setting of HMMs, the X T is not a vector of hidden states in [5] , where we showed that m(α T − α) is a martingale, thereby proving the unbiasedness ofα T and deriving its standard error. In Section 3.1 we extend the arguments for m(α T − α) in [5] to m(ψ T − ψ T ) under the assumption that the constants of proportionality in (1.2) are easily computable, which we have called the "basic prototype" in Section 1. We then apply the results of Section 3.1 to develop in Section 3.2 martingale approximations for traditional particle filters and use them to prove Theorem 1.
3.1.
Martingale representations for the basic prototype. We consider here the basic prototype, which requires T to be fixed, in a more general setting than HMM. Let (X T , Y T ) be a general random vector, with only Y T observed, such that the conditional densityp T (X T |Y T ) of X T given Y T is readily computable. As in Section 2, since Y T represents the observed data, we can treat it as constant and simply denotep T (x T |Y T ) byp T (x T ). The bootstrap resampling scheme in Section 2.1 can be applied to this general setting and we can use general weight functions w t (x t ) > 0, of which (2.1) is a special case for the HMM (
This likelihood ratio plays a fundamental role in the theory of the particle filter estimateα T of the rare event probability α in [5] . An unbiased estimate of ψ T under the basic prototype is
where H i t is defined in (2.3). The unbiasedness follows from the fact that m(ψ T − ψ T ) can be expressed as a sum of martingale differences. There are in fact two martingale representations of m(ψ T − ψ T ). One is closely related to that of Del Moral (Chapter 9 of [8] ); see (3.11) below. The other is related to the variance estimateσ 2 (ψ T ) in Theorem 1 and is given in Lemma 1. Recall the meaning of the notation E q introduced in the second paragraph of Section 2.1. Let # i k denote the number of copies of X i k generated from { X 1 k , . . . , X m k } to form the m particles in the kth generation. Then,
Moreover, for each fixed j, {ε
is a martingale difference sequence, where
are the σ-algebras generated by the random variables associated with the m particles just before and just after the tth resampling step, respectively.
Proof. Recalling that the "first generation" of the m particles consists of
t represents the "ancestral origin" of the "genealogical particle" X i t . It follows from (2.2), (2.3) and simple algebra that for 1 ≤ i ≤ m, mW
noting that X i t has the same first component as X i t−1 . Multiplying (3.6) bỹ f t ( X i t ) H i t and combining with (3.7) yield
Let E m denote expectation under the probability measure induced by the random variables in the SMC algorithm with m particles. Then
More generally, the conditional distribution of (X 1 t , . . . , X m t ) given F 2t−1 is that of m i.i.d. random vectors which take the value X j t with probability W j t . Moreover, the conditional distribution of ( X 1 t , . . . , X m t ) given F 2(t−1) is that of m independent random variables such that X i t has density function q t (·|X i t−1 ) and, therefore,
2) and the tower property of conditional expectations. Hence, in particular,
Proceeding inductively in this way shows that {ε
Without tracing their ancestral origins as in (3.4), we can also use the successive generations of the m particles to form martingale differences directly and thereby obtain another martingale representation of m(ψ T − ψ T ). Specifically, the preceding argument also shows that
Moreover, Z 1 k , . . . , Z m k are conditionally independent given F k−1 . It follows from (3.1), (3.6), (3.10) and an argument similar to (3.8) that
This martingale representation yields the limiting normal distribution of √ m(ψ T − ψ T ) for the basic prototype in the following.
The proof of Corollary 1 is given in the Appendix. The main result of this section is consistent estimation of σ 2 C in the basic prototype. Define for every real number µ,
(3.14)
and note that by (3.4) and (3.8),
We next show thatσ 2 (ψ T ) p → σ 2 C by making use of the following two lemmas which are proved in the Appendix. Since for every fixed T as m → ∞,
Lemma 2. Let 1 ≤ t ≤ T and let G be a measurable real-valued function on the state space. Define h * t , η t and ζ t as in (2.5).
In particular, for the special case G = w t , (3.15) yieldsw t p → ζ −1 t and, hence,
Proof. By (3.4) and (3.8),
We make use of Lemmas 2 and 3, (3.12) and mathematical induction to show that for all 1 ≤ k ≤ 2T − 1,
By the weak law of large numbers, (3.21) holds for k = 1. Next assume that (3.21) holds for k = 2t and consider the expansion
By (3.12), (3.17) and Lemma 2(i),
Since U 1 , . . . , U m are independent mean zero random variables conditioned on F 2t , it follows from (3.17), Lemmas 2(ii) and 3(ii) that
We next show that 
and therefore (3.27) holds. By (3.22), (3.26), (3.27 ) and the induction hypothesis, (3.21) holds for k = 2t + 1. Next assume (3.21) holds for k = 2t − 1. Suppressing the subscript t, let
From Lemma 2(i), (3.12) and (3.17), it follows that
Technical arguments given in the Appendix show that 
whereσ 2 * (µ) is defined by (3.14) with ψ replaced by Ψ, noting that replacing ψ by Ψ in the definition of σ 2 C in Corollary 1 gives σ 2 defined in (2.8) as f 0 = 0.
3.2.
Approximation ofψ T − ψ T by Ψ T and proof of Theorem 1. We now return to the setting of Section 2.1, in which we consider the HMM (1.1) and use weight functions of the form (2.1) and the particle filter (2.4) in lieu of (3.1). We make use of the following lemma to extend (3.33) toψ T − ψ T . Lemma 4. Let w t be of the form (2.1) for 1 ≤ t ≤ T and define η T and ζ T by (2.5) and Ψ T by (3.1) with ψ replaced by Ψ = ψ − ψ T . Theñ
Proof. By (2.1) and (2.5),
and (3.34) follows from (1.2). Moreover, (3.35) follows from (2.1), (2.6) and (3.34). The first equality in (3.36) follows from (2.3) and (2.4). By (2.3) and (3.35),
Hence, the second equality in (3.36) follows from (3.1).
The following lemma, proved in the Appendix, is used to prove Theoerem 1. Although it resembles Lemma 3, its conclusions are about the square of the sums in Lemma 3 and, accordingly, it assumes finiteness of second (instead of first) moments.
Lemma 5. Let 1 ≤ t ≤ T , G be a measurable function on the state space, and Γ t (x t ) be defined as in (2.5).
Proof of Theorem 1. By (3.17), (3.33) and (3.36),
→ σ 2 by (3.14) and (3.33), and sinceσ 2 * (0) = (1 + o p (1))σ 2 (ψ T ) in view of (2.9), (3.17) and (3.37),σ 
Extensions and proof of Theorem 2.
In this section we first extend the results of Section 2.1 to the case where residual Bernoulli resampling is used in lieu of bootstrap resampling at every stage. We then consider occasional bootstrap resampling and prove Theorem 2, which we also extend to the case of occasional residual Bernoulli resampling.
Residual Bernoulli resampling.
The residual resampling scheme introduced in [2, 3] often leads to smaller asymptotic variance than that of bootstrap resampling; see [6, 14] . We consider here the residual Bernoulli scheme given in [7] , which has been shown in Section 2.4 of [9] to yield a consistent and asymptotically normal particle filtering estimate of ψ T . To implement residual Bernoulli resampling, we modify bootstrap resampling at stage t as follows: let M (1) = m and let ξ 1 t , . . . , ξ M (t) t be independent Bernoulli random variables conditioned on (M (t), W i t ) satisfying
and make # i t := ⌊M (t)W i t ⌋ + ξ i t copies of ( X i t , A i t−1 , H i t ). These copies constitute an augmented sample {(X
Let Ψ T,R be (3.1) with Ψ = ψ − ψ T in place of ψ and M (T ) in place of m. Since H i t−1 is still given by (2.3) and Lemma 2 still holds for residual Bernoulli resampling, it follows from (3.17) and (3.37) that
Because replacing ψ by Ψ in (3.2) modifiesf t to f t as defined in (2.7), we have for residual Bernoulli resampling the following analog of (3.11):
where
and, therefore, it follows from Lemma 2 that
By (4.1)-(4.3) and a similar modification of (3.3) for residual Bernoulli resampling, Theorem 1 still holds withψ T replaced byψ T,R ; specifically,
whereσ 2 (µ) is defined in (2.9). The following example shows the advantage of residual resampling over bootstrap resampling.
Example. Consider the bearings-only tracking problem in [11] , in which X t = (X t1 , . . . , X t4 ) ′ and (X t1 , X t3 ) represents the coordinates of a ship and (X t2 , X t4 ) the velocity at time t. A person standing at the origin observes that the ship is at angle Y t relative to him. Taking into account measurement errors and random disturbances in velocity of the ship, and letting Φ be a 4 × 4 matrix with Φ 12 = Φ 34 = 1 = Φ ii for 1 ≤ i ≤ 4 and all other entries 0, Γ be a 4 × 2 matrix with Γ 11 = Γ 32 = 0.5, Γ 21 = Γ 42 = 1 and all other entries 0, the dynamics can be described by state-space model
2 ) and u t ∼ N (0, 0.005 2 ) are independent random variables for t ≥ 1. The quantities of interest are E(X T 1 |Y T ) and E(X T 3 |Y T ). To implement the particle filters, we let q t = p t for t ≥ 2. Unlike [11] in which q 1 = p 1 as well, we use an importance density q 1 that involves p 1 and Y 1 to generate the initial location (X 11 , X 13 ). Let ξ and ζ be independent standard normal random variables, and r = tan(Y 1 + 0.005ξ).
Since u 1 has small variance, we can estimate X 13 /X 11 well by r. This suggests choosing q 1 to be degenerate bivariate normal with support y = rx, with (y, x) denoting (X 13 , X 11 ), so that its density function on this line is proportional to exp{−(x − µ) 2 /(2τ )}, where µ = 0.4r/(0.36 + r 2 ), τ = 0.09/(0.36 + r 2 ). Thus, q 1 generates X 11 = µ + √ τ ζ and X 13 = rX 11 , but still follows p 1 to generate (X 12 , X 14 ). By (2.1),
noting that 0.005|x 11 | √ τ (1 + r 2 ) is the Jacobian of the transformation of (ξ, ζ) to (x 11 , x 13 ). For t ≥ 2, (2.1) yields the resampling weights w t (
We use m = 10,000 particles to estimate E((X T 1 , X T 3 )|Y T ) by particle filters, using bootstrap (boot) or residual (resid) Bernoulli resampling at every stage, for different values of T . Table 3 , which reports results based on a single realization of Y T , shows that residual Bernoulli resampling has smaller standard errors than bootstrap resampling. Table 3 also considers bootstrap resampling that uses q t = p t for t ≥ 1, as in [11] and denoted by boot(P ), again with m = 10,000 particles. Although boot and boot(P ) differ only in the choice of the importance den- sities at t = 1, the standard error of boot is substantially smaller than that of boot(P ) over the entire range 4 ≤ T ≤ 24. Unlike Section 2.3, the standard error estimates in Table 3 use a sample splitting refinement that is described in the first paragraph of Section 5.
Proof of Theorem 2.
First consider the following modification of Ψ T :
s−1 +1 ζ t by (2.12) and Lemma 2, it follows from (2.5) and (4.5) that
), similarly to (3.38), where
Moreover, analogous to (
), where
OR is similar to that of Theorem 1.
4.3.
Occasional residual resampling and assumption (2.12). In the case of occasional residual resampling, Theorem 2 still holds withψ OR replaced byψ ORR and with σ 2 OR replaced by
12) is often satisfied in practice. In particular, if one follows Liu [13] and resamples at stage t whenever
where c > 0 is a prespecified threshold for the coefficient of variation, then (2.12) can be shown to hold by making use of the following lemma.
Lemma 6. Let resampling be carried out at stage t whenever cv 2 t ≥ c. Then (2.12) holds with
where τ * 0 = 0 and r * = max{s : τ * s < T }, provided that
Apply Lemma 2(i) to G and G 2 , with t − 1 in the subscript replaced by the most recent resampling time τ * s−1 . It then follows from (4.7) that
In view of (4.8) and (4.9), it follows from (4.10) with ℓ = τ * s that P m {τ s > τ * s , τ s−1 = τ * s−1 } p → 0, for 1 ≤ s ≤ r * , and from (4.10) with
5. Discussion and concluding remarks. The central limit theorem for particle filters in this paper and in [6, 8, 9, 12] considers the case of fixed T as the number m of particles becomes infinite. In addition to the standard error estimates (2.9), one can use the following modification that substitutes ψ T inσ 2 (ψ T ) by "out-of-sample" estimates of ψ T . Instead of generating additional particles to accomplish this, we apply a sample-splitting technique to the m particles, which is similar to k-fold cross-validation. The standard error estimates in the example in Section 4.1 use this technique with k = 2. Divide the m particles into k groups of equal size r = ⌊m/k⌋ except for the last one that may have a larger sample size. For definiteness consider bootstrap resampling at every stage; the case of residual resampling or occasional resampling can be treated similarly. Denote the particles at the tth generation, before resampling, by { X ij t : 1 ≤ i ≤ r, 1 ≤ j ≤ k}, and let
Similarly, lettingψ
Chopin (Section 2.1 of [6] ) summarizes a general framework of traditional particle filter estimates of ψ T , in which the resampling (also called "selection") weights w t (X t ) are chosen to convert a weighted approximation of the posterior density of X t given Y t , with likelihood ratio weights associated with importance sampling (called "mutation" in [6] ), to an unweighted approximation (that has equal weights 1), so that the usual averagē
He uses induction on t ≤ T to prove the central limit theorem for √ m(ψ T − ψ T ): "conditional on past iterations, each step generates independent (but not identically distributed) particles, which follow some (conditional) central limit theorem" (page 2392 of [6] ), and he points out that the particle filter of Gilks and Berzuini [10] is a variant of this framework. Let V t be the variance of the limiting normal distribution of
in the Gilks-Berzuini particle filter (pages 132-134 of [10] ), that assumes
which means that m 1 → ∞ and m t − m t−1 → ∞ for 1 < t ≤ T . The estimates of V t proposed in [10] use the idea of "ancestor" instead of the ancestral origin we use. For s < t, particle X i s is called an ancestor of X k t if X k t descends from X i s . Thus, the ancestral origin is the special case corresponding to s = 1 (the first generation of the particles). Let 
Theorem 3 of Gilks and Berzuini (Appendix A of [10] ) shows that V t /V t p → 1 under (5.3). The basic idea is to use the law of large numbers for each generation conditioned on the preceding one and an induction argument which relies on the assumption (5.3) that "is not directly relevant to the practical context." In contrast, our Theorem 1 or 2 is based on a much more precise martingale approximation of m(ψ T − ψ T ) or m(ψ OR − ψ T ). While we have focused on importance sampling in this paper, another approach to choosing the proposal distribution is to use Markov chain Monte Carlo iterations for the mutation step, as in [10] , and important advances in this approach have been developed recently in [1, 4] . Proof of Lemma 2. We use induction on t and show that if (ii) holds for t − 1, then (i) holds for t, and that if (i) holds for t, then (ii) also holds for t. Since G = G + − G − , we can assume without loss of generality that G is nonnegative. By the law of large numbers, (i) holds for t = 1, noting that h * 0 ≡ 1. Let t > 1 and assume that (ii) holds for t − 1. To show that (i) holds for t, assume µ t = E q [G(X t )/h * t−1 (X t−1 )] to be finite and suppose that, contrary to (3.15), there exist 0 < ε < 1 and m 1 < m 2 < · · · such that
for all m ∈ M, (A.1) in which M = {m 1 , m 2 , . . .} and we write X i t,m (= X i t ) to highlight the dependence on m. Let δ = ε 3 . Since x = (x ∧ y) + (x − y) + , we can write
, where
Since E m (U i t,m |F 2t−2 ) = 0 and Cov m (U i t,m , U ℓ t,m |F 2t−2 ) = 0 for i = ℓ, it follows from Chebyshev's inequality, (U i t,m ) 2 ≤ δmG( X i t,m ) and δ = ε 3 that
From (A.3), it follows that
for all large m. (A.5) Since µ t < ∞, we can choose n k such that
Hence, by applying (3.16) to
, we can choose a further subsequence m k that satisfies (A.1), m k ≥ n k /δ and
Then for m = m k , with probability at least 1
Combining this with (A.4) and (A.5), we have a contradiction to (A.1). Hence, we conclude (3.15) holds for t. The proof that (ii) holds for t whenever (i) holds for t is similar. In particular, since (i) holds for t = 1, so does (ii).
Proof of Lemma 3. We again use induction and show that if (ii) holds for t − 1, then (i) holds for t, and that if (i) holds for t, then so does (ii). First (i) holds for t = 1 because A i 0 = i, h * 0 ≡ 1 and E q G(X 1 ) < ∞ implies that for any ε > 0,
Let t > 1 and assume that (ii) holds for t − 1. To show that (i) holds for t, suppose µ t (= E q [G(X t )/h * t−1 (X t−1 )]) < ∞ and that, contrary to (3.19), there exist 0 < ε < 1 and M = {m 1 , m 2 , . . .} with m 1 < m 2 < · · · such that
by an argument similar to (A.3). Summing over j and then taking expectations, it then follows from Lemma 2 that ) and (A.8) yields a contradiction to (A.6). Hence, (3.19) holds for t.
Next let t ≥ 1 and assume that (i) holds for t. To show that (ii) holds for t, assumeμ t = E q [G(X t )/h * t (X t )] to be finite and note that i : A i t =j G(X i t,k ) = where G * (·) = w t (·)G(·). Hence, applying Lemma 2 to G * and noting that, by (2.5), E q [G * (X t )/h * t−1 (X t−1 )] = ζ 
As in the proof of Lemma 3, let t > 1 and assume that (ii) holds for t − 1. To show that (i) holds for t, suppose µ t := E q [G 2 (X t )Γ t−1 (X t−1 )] < ∞. By expressing G = G + − G − , we may assume without loss of generality G is nonnegative. Write G( X i
This shows that (ii) holds for t, completing the induction proof.
Proof of Corollary 1. Recall that {(Z 1 k , . . . , Z m k ), F k , 1 ≤ k ≤ 2T − 1} is a martingale difference sequence and that Z 1 k , . . . , Z m k are conditionally independent given F k−1 , where F 0 is the trival σ-algebra; moreover, Let ε > 0. Since W j t = w t ( X j t )/(mw t ) andw t
by (2.5) and Lemma 2. Hence, by Lindeberg's central limit theorem for triangular arrays of independent random variables, the conditional distribution
