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Abstract
In previous work, the author introduced a measure-conjugacy invariant for sofic
group actions called sofic entropy. Here it is proven that the sofic entropy of an
amenable group action equals its classical entropy. The proof uses a new measure-
conjugacy invariant called upper-sofic entropy and a theorem of Rudolph and Weiss
for the entropy of orbit-equivalent actions relative to the orbit change σ-algebra.
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1 Introduction
The paper [Bo10a] introduced a family of measure-conjugacy invariants referred to as sofic
entropy for actions of sofic groups. This entropy is inspired by the classical Kolmogorov-
Sinai entropy and shares many of its features. The main goal of this paper is to show that
∗supported in part by NSF grant DMS-0968762 and NSF CAREER Award DMS-0954606.
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the sofic entropy of an amenable group action equals its classical entropy. An alternative
approach based on operator algebras is being developed by Kerr and Li [KL1, KL2]. The
reader is encouraged to review [Bo10a] for more background.
1.1 Sofic groups
To begin, let us recall the definition of a sofic group.
Definition 1 (Sofic groups). Let G be a countable group. For any integer mi > 0, let
[mi] = {1, . . . , mi} and Sym(mi) denote the symmetric group on [mi]. Let Σ = {σi}
∞
i=1 be a
sequence of maps σi : G→ Sym(mi) which are not assumed to homomorphisms. Then Σ is
a sofic approximation to G if for every g, h ∈ G,
lim
i→∞
1
mi
#{p ∈ [mi] : σ(g)σ(h)p = σ(gh)p} = 1
and for every g 6= h ∈ G,
lim
i→∞
1
mi
#{p ∈ [mi] : σ(g)p 6= σ(h)p} = 1.
To avoid trivialities, we also assume limi→∞mi = +∞, which is necessarily true if G is
infinite. G is sofic if there exists a sofic approximation to G.
Example 1. If G is residually finite then there exists a decreasing sequence {Ni}
∞
i=1 of finite-
index normal subgroups of G with ∩iNi = {e}. Let σi : G → Sym(G/Ni) be the canonical
homomorphism given by the action of G on G/Ni. Then {σi}
∞
i=1 is a sofic approximation to
G.
Example 2. If G is amenable then there exists an increasing sequence {Fi}
∞
i=1 of finite subsets
of G such that
⋃
i Fi = G and for every finite K ⊂ G
lim
i→∞
|KFi∆Fi|
|Fi|
= 1.
Let σi : G→ Sym(Fi) be any map such that if f ∈ Fi, g ∈ G and gf ∈ Fi then σi(g)f = gf .
Then {σi}
∞
i=1 is a sofic approximation to G.
Sofic groups were defined implicitly by Gromov in [Gr99] and explicitly by Weiss in
[We00]. Since finitely generated linear groups (i.e., subgroups of GLn(F ) where F is a field)
are residually finite (by [Ma40]) they are sofic. It is easy to check that a countable group is
sofic if and only if all of its finitely generated subgroups are sofic. Thus all countable linear
groups are sofic. It is unknown whether every countable group is sofic but an unresolved
case is that of the universal Burnside group on a finite set of generators. Pestov has written
a beautiful up-to-date survey [Pe08] on sofic groups and their siblings, hyperlinear groups.
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1.2 Sofic entropy
Let G be a countable discrete group. In this paper, an action of G is a triple (T,X, µ)
where (X, µ) is a standard probability space and T = (Tg)g∈G is a collection of measure
preserving transformations Tg : X → X such that TgTh = Tgh for all g, h ∈ G. The notation
GyT (X, µ) means (T,X, µ) is an action. Also Gy(X, µ) means that G acts on (X, µ) by
measure-preserving transformations and the product of g ∈ G with x ∈ X is denoted gx.
A process over G if a quadruple X := (T,X, µ, φ) where (T,X, µ) is a G-action and
φ : X → A is a measurable map into a finite or countable set A. φ is called an observable
and A is the range of the process. We will implicitly assume that the range of every process
considered in this paper is finite. The next few paragraphs define the entropy rate of φ with
respect to a sofic approximation Σ for G in the special case in which A is finite.
Suppose that σ : G→ Sym(m) is a map and ψ : {1, . . . , m} → A is a function. In order
to compare ψ with φ, let W ⊂ G be finite (W is for window). Recall that AW is the set of
all functions from W to A. Let φW : X → AW be the map defined φW (x)(w) := φ(Twx).
Similarly, define ψWσ : {1, . . . , m} → A
W by ψWσ (p)(w) = ψ(σ(w)p). The measure µ pushes
forward to a measure φW∗ µ on A
W . Similarly, if u is the uniform probability measure on
{1, . . . , m}, then (ψWσ )∗u is a measure of A
W . Let dW ((σ, ψ), φ) be the total variation distance
between φW∗ µ and (ψ
W
σ )∗u. Explicitly,
dW ((σ, ψ), φ) :=
1
2
||φW∗ µ− (ψ
W
σ )∗u||1 =
1
2
∑
a∈AW
∣∣∣φW∗ µ({a})− (ψWσ )∗u({a})
∣∣∣.
The sofic entropy rate of the process X with respect to a sofic approximation Σ = {σi}
∞
i=1
to G (where σi : G→ Sym(mi)) is defined by:
h(Σ, X) := inf
W⊂G
inf
ǫ>0
lim sup
i→∞
log#{ψ : {1, . . . , mi} → A : dW ((σi, ψ), φ) < ǫ}
mi
. (1)
The first infimum is over all finite subsets of G. The entropy h(Σ, X) may alternatively be
denoted by h(Σ, φ) or hµ(Σ, φ).
In order to obtain a measure-conjugacy invariant, consider a special class of observables
as follows. The map φ is generating if the smallest G-invariant σ-algebra on X for which φ is
measurable is the σ-algebra of all measurable sets up to sets of measure zero. The following
is part of the main result of [Bo10a].
Theorem 1.1. Suppose Gy(X, µ). If φ1 and φ2 are finite generating observables of X and
Σ is a sofic approximation to G then h(Σ, φ1) = h(Σ, φ2).
Because of this result, the entropy of the action GyT (X, µ) with respect to Σ is defined
by h(Σ, T ) := h(Σ, φ) where φ is any finite generating observable (if one exists).
In [Bo10a] an alternative but equivalent definition of entropy is given based on partitions
instead of observables. Also the entropy rate of an observable with countable range is defined
under special conditions. That extension is not needed here. The main result of this paper
is:
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Theorem 1.2. If G is infinite and amenable, Gy(X, µ) and φ is a finite observable then
for any sofic approximation Σ to G, h(Σ, φ) is the classical mean entropy rate of φ.
The definition of classical mean entropy rate is reviewed in §3. By [Ro88], if the classical
entropy of an ergodic, essentially free system GyT (X, µ) is finite (and G is amenable) then
there exists a finite generating observable for the action. So the above theorem implies
h(Σ, T ) is the classical entropy of the action in this case.
1.3 Overview
§2 discusses several variations on the definition of sofic entropy. These arise from allowing
randomness in the sofic approximation and also in the approximations to the observable. §3
provides basic background on amenable groups and classical entropy theory. §4 proves the
main Theorem 1.2 in the special case in which G = Z. This uses the above variations on sofic
entropy but is otherwise elementary. §5 discusses relative entropy theory; both the classical
case and the sofic case. §6 proves the main results in entropy/orbit-equivalence theory that
allow us to conclude Theorem 1.2.
Acknowledgements. I’d like to thank Gabor Elek for providing a rough outline of
a proof of the main theorem based on quasi-tiling machinery. The proof presented here
does not use his outline but it helped get me started. I’d also like to thank David Kerr for
encouragement and especially Hanfeng Li for finding many errors in previous versions.
2 Random sofic approximations, approximate processes
and entropy
It will be helpful to broaden the notion of sofic approximation to allow for ‘random’ sofic
approximations, defined next.
Definition 2 (Random sofic approximation). Let G be a countable group. Let {mi}
∞
i=1 be
a sequence of natural numbers, Sym(mi)
G the set of maps from G to Sym(mi) and umi the
uniform probability measure on [mi]. Let κi be a probability measure on Sym(mi)
G. We say
that the sequence K = {κi}
∞
i=1 is a random sofic approximation to G if for every g, h ∈ G,
lim
i→∞
κi × umi
(
{(σ, p) ∈ Sym(mi)
G × [mi] : σ(g)σ(h)p = σ(gh)p}
)
= 1
and for every g 6= h ∈ G,
lim
i→∞
κi × umi
(
{(σ, p) ∈ Sym(mi)
G × [mi] : σ(g)p 6= σ(h)p}
)
= 1.
Remark 1. This notion generalizes sofic approximations in the following sense. If Σ = {σi}
∞
i=1
is a sofic approximation of a groupG (where σi ∈ Sym(mi)
G) and δi is the probability measure
on Sym(mi)
G supported on σi then {δi}
∞
i=1 is a random sofic approximation of G.
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Definition 3 (Sofic entropy). Let X := (T,X, µ, φ) be a process over a group G with
random sofic approximation K = {κi}
∞
i=1. Suppose φ : X → A where A is a finite set. For
each σ ∈ Sym(mi)
G, finite W ⊂ G and ǫ > 0, let Ni(σ,W, ǫ) be the number of functions
ψ : [mi] → A such that dW ((σ, ψ), φ) < ǫ (this is the notation used in §1.2). The sofic
entropy of X with respect to K is:
h(K, X) := inf
W⊂G
inf
ǫ>0
lim sup
i→∞
∫
logNi(σ,W, ǫ) dκi(σ)
mi
.
For example, if K′ is any subsequence of K then h(K′, X) ≤ h(K, X).
The definition above generalizes the notion of sofic entropy by introducing randomness
into the sofic approximation. It is also possible to introduce randomness into the observables.
This leads to a new notion of entropy called upper-sofic entropy (which was introduced
implicitly in [Bo10b]). To explain, it is necessary to have a notion of “approximate process”
which is motivated by the definition of a sofic group.
Definition 4 (Approximate process). An approximate process over G is a quadruple X =
(T,X, µ, φ) where (X, µ) is a standard probability space, T = (Tg)g∈G is a set of measure-
preserving Borel maps Tg : X → X and φ : X → A is a Borel map to a finite or countable
set A called the range of the process. An approximate process is a process if T defines an
action: i.e., Tgh = TgTh for all g, h ∈ G. The word ‘approximate’ is used to suggest that X is
approximating some process. The definition by itself does not imply this but it is how these
objects will be used.
Definition 5 (Local statistics and distance between processes). Given a finite set W ⊂ G
and an approximate process X = (T,X, µ, φ) define φWT : X → A
W by
φWT (x) :=
[
w 7→ φ(Twx)
]
.
Let (φWT )∗µ be the pushforward measure on A
W . This measure is called theW -local statistics
of X.
Given another approximate process Y = (S, Y, ν, ψ) with range A we define
dW (X, Y ) :=
1
2
‖(φWT )∗µ− (ψ
W
S )∗ν‖1.
X and Y are said to be equivalent if dW (X, Y ) = 0 for all finite W ⊂ G. Let P(G,A) be
the set of all equivalence classes of approximate processes over G with range A. By abuse of
notation, we do not distinguish between an approximate process and its equivalence class.
Let P(G,A) have the smallest topology such that for every finite W ⊂ G the function dW is
continuous with respect to the product topology on P(G,A)× P(G,A).
Definition 6 (Approximate processes from random sofic approximations). Let K = {κi}
∞
i=1
be a random sofic approximation to G. Let ηi be a probability measure on Sym(mi)
G×A[mi]
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where A is a finite or countable set. Suppose that the projection of ηi to the first factor is
κi. For each g ∈ G define
σˆi(g) : Sym(mi)
G × A[mi] × [mi]→ Sym(mi)
G × A[mi] × [mi], σˆi(g)(σ, ψ, p) = (σ, ψ, σ(g)p).
Define
χi : Sym(mi)
G × A[mi] × [mi]→ A, χi(σ, ψ, p) := ψ(p).
Define
Xi := (σˆi, Sym(mi)
G ×A[mi] × [mi], ηi × umi, χi).
Then X i is the approximate process constructed from ηi.
The sequence {X i}
∞
i=1 is adapted to the sofic approximation K = {κi}
∞
i=1 if it arises from
the above construction for some sequence of measures {ηi}
∞
i=1.
Definition 7. If µ is a probability measure on a finite or countable set X , then
H(µ) := −
∑
x∈X
µ({x}) log(µ({x})).
By convention 0 log(0) = 0.
Definition 8 (Upper-sofic entropy). Let ηi, κi, etc. be as in definition 6 and let ηi =∫
νi,σ dκi(σ) be the decomposition over κi. So νi,σ is a probability measure on the set
{(σ, ξ) ∈ Sym(mi)
G ×A[mi]}. Then define
h(X i) :=
1
mi
∫
H(νi,σ) dκi(σ).
This definition depends implicitly on ηi (which might not by determined by the equivalence
class of X i).
The upper-sofic entropy of a finite-range process X = (T,X, µ, φ) with respect to K is
defined by
h¯(K, X) := sup lim sup
j→∞
h(Xj)
where the supremum is over all sequences {Xj}
∞
j=1 of approximate processes adapted to
K
′ (where K′ is a subsequence of K) such that limj→∞Xj = X . If no such exists then
h¯(K, X) = −∞. The upper-sofic entropy h(Σ, X) can alternatively be denoted by h¯(K, φ)
or h¯µ(K, φ) if it is desirable to emphasize the dependence on µ or φ.
If each κi is supported on a singleton set {σi} ⊂ Sym(mi)
G then let Σ := {σi}i∈N and
define h¯(Σ, X) := h¯(K, X).
Using the methods of [Bo10a], it can be shown that upper-sofic entropy is an invariant:
if φ, ψ are two generating observables with finite range then h¯(K, φ) = h¯(K, ψ) (but this is
not needed here). Next upper-sofic entropy is related to sofic entropy (which will be referred
to as lower-sofic entropy so as to distinguish it).
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Definition 9 (Strong convergence of approximate processes). As above, let {Xi}
∞
i=1 be a
sequence of approximate processes constructed from measures {ηi}
∞
i=1 on Sym(mi)
G × A[mi]
as in definition 6. Suppose that the limit limi→∞X i = X is a process over G. The sequence
{X i}
∞
i=1 converges to X strongly (denoted limi→∞X i = X strongly) if for every finiteW ⊂ G
and every ǫ > 0
lim
i→∞
ηi
({
(σ, ψ) ∈ Sym(mi)
G ×A[mi] : dW ((σ, ψ), φ) < ǫ
})
= 1.
Proposition 2.1. Let X be a process over G and let K be a random sofic approximation.
Then
h(K, X) = sup lim sup
j→∞
h(Xj)
where the supremum is over all sequences {Xj}
∞
j=1 of approximate processes adapted to K
′
(where K′ is a subsequence of K) such that limj→∞Xj = X strongly.
Proof. The proof is an exercise in understanding the definitions.
Corollary 2.2. Let X be a process over G and let K be a random sofic approximation. Then
h(K, X) ≤ h¯(K, X).
3 Amenable groups
Definition 10. Let G be a countable group, F,K ⊂ G finite sets and ǫ > 0. Then F is
left-(K, ǫ)-invariant if
|KF ∩ F |
|F |
≥ 1− ǫ
where KF = {kf ∈ G | k ∈ K, f ∈ F}. A left-Følner sequence of G is a sequence {Fn}
∞
n=1
of finite subsets of G such that for all finite K ⊂ G and all ǫ > 0 there exists an N such
that n > N implies Fn is left-(K, ǫ)-invariant. G is amenable if there exists a left-Følner
sequence for G.
Definition 11. Let G be an amenable group with left-Følner sequence {Fn}
∞
n=1. Let X =
(T,X, µ, φ) be a process over G with range A. For a finite W ⊂ G, let φW : X → AW be
the map φW (x)(w) = φ(Twx). The classical entropy of X is defined by
h(X) := lim
n→∞
H(φFn∗ µ)
|Fn|
where H(·) is as in definition 7. Some alternative notation for the entropy rate are: h(X) =
h(φ) = hµ(φ) = hµ(T, φ) = h(T, φ). The entropy rate does not depend on the choice of
Følner sequence (e.g., [Ol85]).
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4 The case of Z
The purpose of this section is to prove:
Proposition 4.1. Let K = {κi}
∞
i=1 be a random sofic approximation of Z. Let X be a process
over Z with finite range. Then h¯(K, X) = h(K, X) = h(X). That is, classical entropy, sofic
entropy and upper-sofic entropy agree.
In order to prove this, we will reduce to the case when the sofic approximation K is
particularly simple (given by finite quotients of Z). For this, we need to define what it
means for two sofic approximations to be close.
Definition 12. Let W ⊂ G be finite and let ǫ > 0. Suppose that σ : G → Sym(m) and
σ′ : G→ Sym(m′) are two maps and there exist subsets Q ⊂ [m], Q′ ⊂ [m′] and a bijection
β : Q→ Q′ such that
1. σ′(w)β(q) = β(σ(w)q) for all w ∈ W and q ∈ Q with σ(w)q ∈ Q;
2. σ(w)β−1(q′) = β−1(σ′(w)q′) for all w ∈ W and q′ ∈ Q′ with σ′(w)q′ ∈ Q′;
3. |Q| ≥ (1− ǫ)m, |Q′| ≥ (1− ǫ)m′.
Then σ and σ′ are said to be (W, ǫ)-close to each other. We say two probability measures
κ, κ′ on Sym(m)G, Sym(m′)G respectively are (W, ǫ)-close if there is a probability measure
ϑ on Sym(mi)
G × Sym(m′i)
G with marginals κ and κ′ such that ϑ(G(W, ǫ)) ≥ 1 − ǫ where
G(W, ǫ) is the set of all (σ, σ′) ∈ Sym(m)G × Sym(m′)G that are (W, ǫ)-close to each other.
Finally, we say that two random sofic approximations to G, K = {κi}
∞
i=1 and L = {λi}
∞
i=1
are asymptotic if for every finite W ⊂ G and ǫ > 0, κi is (W, ǫ)-close to λi for all sufficiently
large i.
The following theorem is a special case of Theorem 5.5 proven in the next section.
Theorem 4.2. Let X be a process over a group G with random sofic approximations K and
L. If K and L are asymptotic then h¯(K, X) = h¯(L, X) and h(K, X) = h(L, X).
This motivates the next result, which is a minor extension of [ES10], Theorem 2.
Theorem 4.3. Let G be an amenable group and K = {κi}
∞
i=1,L = {λi}
∞
i=1 be random sofic
approximations to G. Suppose that for each i, κi : G → Sym(mi), λi : G → Sym(m
′
i) and
limi→∞
mi
m′i
= 1. Then K and L are asymptotic.
To prove this, we need some terminology adapted from [ES10].
Definition 13. Let G be a finitely generated group and S = S−1 ⊂ G a finite generating
set for G. Let σ : G→ Sym(m) be a map. Then σ is an r-approximation to (G, S) (for r a
positive integer) if there exists a set V ⊂ [m] such that |V | ≥ (1− 1
r
)m and for every v ∈ V
and every sequence g1, . . . , gr ∈ S ∪ {e},
σ(g1)σ(g2) · · ·σ(gr)v = σ(g1g2 · · · gr)v
9
and if g′1, . . . , g
′
r ∈ S ∪ {e} are such that g1 · · · gr 6= g
′
1 · · · g
′
r then
σ(g1g2 · · · gr)v 6= σ(g
′
1g
′
2 · · · g
′
r)v.
Definition 14. If T ⊂ G and σ : G→ Sym(T ) is a map then σ is a copy of T if σ(g)t = gt
for every t ∈ T and g ∈ G with gt ∈ T .
Definition 15. If σi : G → Sym(mi) (i = 1, . . . , n) are maps then σ1 + · · ·+ σn is defined
to be the map from G to Sym(m1 + · · ·+mn) defined by
(σ1 + · · ·+ σn)(g)p := σi(g)p
where i is determined by: if p ≤ m1 then i = 1; otherwise i is such that
∑i−1
j=1mj < p ≤∑i
j=1mj . Also if r ≥ 1 is an integer then rσ1 := σ1 + · · · + σ1 (r summands). So if
α = (α1, . . . , αr) is a vector of positive integers and (σ1, . . . , σr) is a vector of maps then
α · (σ1, . . . , σr) is defined to be the map α1σ1 + · · ·+ αrσr.
Proposition 4.4. Let G be a finitely generated amenable group with finite generating set
S = S−1. Let {Fi}
∞
i=1 be a left-Følner sequence for G. Then for each integer r > 0 there exists
an integer R(r) > 0 (which also depends on {Fi}
∞
i=1), a finite subsequence {T1, . . . , Tn} ⊂
{Fi}
∞
i=1 and a vector α = (α1, . . . , αn) of positive natural numbers such that the following
holds. Every Ti satisfies |STi∆Ti| ≤ |Ti|/r and every map σ : G → Sym(m) which is an
R(r)-approximation to (G, S) is (S, 1
r
)-close to an integer multiple of α · (σ1, . . . , σn) where
σi is any copy of Ti.
Proof. This is Proposition 2.8 of [ES10] (in different terminology).
Proof of Theorem 4.3. Let W ⊂ G be finite and ǫ > 0. It suffices to show that κi is (W, ǫ)-
close to λi for all sufficiently large i. Let S = W ∪W
−1. Without loss of generality, we may
assume G is generated by S.
Given integers m, r > 0, let X(m, r) be the set of all (σ, p) ∈ Sym(m)G such that
σ(g1)σ(g2) · · ·σ(gr)p = σ(g1 · · · gr)p ∀g1, g2, . . . , gr ∈ S ∪ {e}
and if g′1, . . . , g
′
r ∈ S ∪ {e} are such that g1g2 · · · gr 6= g
′
1g
′
2 · · · g
′
r then
σ(g1g2 · · · gr)p 6= σ(g
′
1g
′
2 · · · g
′
r)p.
For σ ∈ Sym(m)G, let Xσ(m, r) be the set of all p ∈ [m] with (σ, p) ∈ X(m, r).
Now let K = {κi}
∞
i=1 be a random sofic approximation. By definition, there exists an N
such that for all i > N , κi × umi(X(mi, r)) ≥ 1 −
1
r2
where umi is the uniform probability
measure on [mi]. Let σ be an element of Sym(mi)
G chosen at random with law κi. By
Markov’s inequality,
P(mi − |Xσ(mi, r)| > mi/r) ≤ E[mi − |Xσ(mi, r)|](r/mi) ≤ (mi/r
2)(r/mi) = (1/r).
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Therefore,
κi({σ ∈ Sym(mi)
G : |Xσ(mi, r)| ≥ mi(1− 1/r)}) ≥ 1− (1/r).
Note that each σ ∈ Sym(mi)
G with |Xσ(mi, r)| ≥ mi(1 − 1/r) is an r-approximation to
(G, S).
By the previous Proposition, there exist a finite sequence {T1, . . . , Tn} of finite sets Tj ⊂ G
and a vector α = (α1, . . . , αn) of positive natural numbers such that the following holds.
Every Tj satisfies |STj∆Tj | ≤ |Tj|/r and for every map σ : G → Sym(mi) which is an
r-approximation to (G, S) there is an integer ki(σ) such that σ is (S,
1
r
)-close to ki(σ)α ·
(σ1, . . . , σn) where σj is a copy of Tj for 1 ≤ j ≤ n.
We would like to choose the integers ki(σ) to be independent of σ (although they must
depend on i). So let ki be the minimum of ki(σ) over all maps σ : G→ Sym(mi) which are
r-approximations to (G, S). We claim that each such σ is (S, 3
r
)-close to kiα · (σ1, . . . , σn).
To prove the claim, first note that if σ : G → Sym(m) and σ′ : G → Sym(m′) are any
two maps that are (S, 1
r
)-close to each other then 1 − 1/r ≤ m
m′
≤ 1
1−1/r
. So let q be the
integer such that α · (σ1, . . . , σn) is a map from G into Sym(q). Then if σ is any map from
G into Sym(mi) which is an r-approximation to (G, S) then 1− 1/r ≤
ki(σ)q
mi
≤ 1
1−1/r
. Since
this is true for every such σ, it follows that for any such σ,
1− 2/r ≤ (1− 1/r)2 ≤
kiq
ki(σ)q
.
Clearly, ki(σ)α · (σ1, . . . , σn) and kiα · (σ1, . . . , σn) are (S, ǫ)-close for any ǫ with 1−ǫ ≤
kiq
ki(σ)q
.
So we can choose ǫ = 2/r.
It follows readily from the definition of closeness that if σ is (S, ǫ)-close to σ′, σ′ is (S, ǫ′)-
close to σ′′ and ǫ + ǫ′ ≤ 1 then σ is (S, ǫ + ǫ′)-close to σ′′. So: if σ : G → Sym(mi) is an
r-approximation to (G, S) then it is (S, 1/r)-close to ki(σ)α · (σ1, . . . , σn) which is (S, 2/r)-
close to kiα · (σ1, . . . , σn). Thus σ is (S, 3/r)-close to kiα · (σ1, . . . , σn) (whenever r ≥ 3).
Let τi = kiα · (σ1, . . . , σn). From the claim it follows that κi is (S, 3/r)-close to the
probability measure supported on {τi}.
By choosing N larger if necessary, we may assume that for i > N , there is (by a similar
argument) an integer k′ such that if τ ′i = kiα · (σ1, . . . , σn) then λi is (S,
3
r
)-close to the
probability measure supported on {τ ′i}. Note 1− 3/r ≤
k′iq
m′i
≤ 1
1−3/r
. So
(1− 3/r)2min(mi/m
′
i, m
′
i/mi) ≤
k′iq
kiq
≤
max(mi/m
′
i, m
′
i/mi)
(1− 3/r)2
.
This implies τi and τ
′
i are (S, 1 − (1 − 3/r)
2min(mi/m
′
i, m
′
i/mi))-close. So κi and λi are
(S, 6
r
+ 1 − (1 − 3/r)2min(mi/m
′
i, m
′
i/mi))-close to each other. Since limi→∞
mi
m′i
= 1 and r
can be made arbitrarily large, we have shown that for every ǫ > 0 there exists an N such
that i > N implies κi and λi are (S, ǫ)-close which implies the theorem.
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Lemma 4.5. Let K = {κi}
∞
i=1 be a random sofic approximation of Z. Let X = (T,X, µ, φ)
be a process over Z with finite range A. Then h(K, X) = h¯(K, X).
Proof. By Theorem 4.3 and Theorem 4.2, it suffices to show h(Σ, φ) = h¯(Σ, φ) where Σ =
{σi}
∞
i=1 and σi : Z→ Sym(mi) is the homomorphism with σi(1) = (1, 2, . . . , mi).
By Corollary 2.2, it suffices to show that h(Σ, φ) ≥ h¯(Σ, φ). Let ǫ > 0 and W ⊂ G be
finite. It suffices to show that
lim inf
n→∞
log
(
#{ψ : {1, . . . , mn} → A : dW ((σn, ψ), φ) < ǫ}
)
mn
≥ h¯(Σ, φ)− ǫ.
The definition of h¯(Σ, φ) implies there exists an i and a probability measure νi on A
[mi]
such that if δi is the probability measure supported on the singleton {σi} and X i is the
approximate process constructed from ηi := δi × νi then
• dW (X i, X) < ǫ/2;
• h(X i) ≥ h¯(Σ, φ)− ǫ/2;
• there is an N > 0 such that W ⊂ [−N,N ] and 2N
mi
< ǫ/2.
After perturbing νi if necessary, we may assume that there is an integer d > 0 such that dνi
is integral (i.e., dνi({ξ}) ∈ Z ∀ξ ∈ A
[mi]). We may also assume that νi is σi-invariant by
replacing it with 1
mi
∑mi
j=1(σ
j
i )∗νi if necessary.
Let n > i be a large number (to be specified later). Let k = ⌊ mn
dmi
⌋. We will say that
a function ψ : [mn] → A is good if for every ξ ∈ A
[mi], the number of j with 0 ≤ j < kd
satisfying
ψ(jmi + p) = ξ(p), ∀1 ≤ p ≤ mi
is exactly kdνi({ξ}). For such a ψ let Xψ be the approximate process constructed from
δn × δψ where δψ is the probability measure concentrated on {ψ} ⊂ A
[mn].
In order to estimate dW (Xψ, Xi), let umn be the uniform probability measure on [mn]
(so ψW∗ umn is the W -local statistics of Xψ by definition 5). If u
′
mn is the uniform probability
measure on
K = {p ∈ [mn] : p = jmi + q for some 0 ≤ j < kd and some 1 +N ≤ q ≤ mi −N}
then ψW∗ u
′
mn is the W -local statistics of X i. This uses the fact that νi is σi-invariant and
W ⊂ [−N,N ]. Since |K| = kd(mi − 2N), it follows that
dW (Xψ, Xi) ≤ 1−
kd(mi − 2N)
mn
.
Let N0 be large enough so that if n > N0 then 1 −
kd(mi−2N)
mn
< ǫ/2. By choice of X i, this
implies dW (Xψ, X) < ǫ. We will now assume that n > N0.
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The number of good functions ψ : [mn]→ A is
|A|(mn−kdmi)(kd)!
( ∏
ξ∈A[mi]
(
kdνi({ξ})
)
!
)−1
.
Stirling’s formula implies that
lim
mn→∞
log
[
|A|(mn−kdmi)(kd)!
(∏
ξ∈A[mi]
(
kdνi({ξ})
)
!
)−1]
kd
= H(νi).
Therefore,
lim inf
n→∞
log
(
#{ψ : {1, . . . , mn} → A : dW ((σn, ψ), φ) < ǫ}
)
mn
≥
H(νi)
mi
= h(X i) ≥ h¯(Σ, φ)− ǫ.
Because ǫ > 0 is arbitrary, this implies the lemma.
Lemma 4.6. Let K = {κi}
∞
i=1 be a random sofic approximation of Z. Let X = (T,X, µ, φ)
be a process over Z. Then h(K, X) ≥ h(X).
Proof. By Theorems 4.3 and 4.2 and the previous lemma it suffices to show that h¯(Σ, φ) ≥
h(X) where Σ = {σi}
∞
i=1 and σi : Z → Sym(mi) is the homomorphism with σi(1) =
(1, 2, . . . , mi).
Let φmi : X → A[mi] be the map φmi(x)(p) = φ(T px) ∀x ∈ X, p ∈ [mi]. Let ηi := φ
mi
∗ µ
be the pushforward measure on A[mi]. Let X i be the approximate process constructed from
δi × ηi where δi is the probability measure concentrated on {σi} ⊂ Sym(mi)
Z. The Følner
property of the sequence of intervals [mi] ⊂ Z implies that limi→∞Xi = X . The definition
of h(X) implies limi→∞ h(X i) = h(X). This implies the lemma.
Proof of Proposition 4.1. By Theorems 4.3, 4.2 and the previous lemma, it suffices to prove
that if Σ = {σi}
∞
i=1 where σi : Z→ Sym(mi) is the homomorphism with σi(1) = (1, 2, . . . , mi)
then h¯(Σ, X) ≤ h(X). Let {νi}
∞
i=1 be a sequence of probability measures on A
[mi] such that
if {X i}
∞
i=1 is the sequence of approximate processes constructed from ηi := δi × νi (where δi
is the probability measure concentrated on {σi}
∞
i=1 ⊂ Sym(mi)
Z) then
lim
i→∞
X i = X, and lim
i→∞
h(X i) = h¯(Σ, X).
Let X = (T,X, µ, φ) where φ : X → A. Using a standard trick, X is equivalent to a process
of the form (τ, AZ, µ′, φ′) where τ : AZ → AZ is the shift map τ(y)(n) := y(n + 1) and
φ′ : AZ → A is the time-0 projection φ′(y) := y(0). To be precise, let φZ : X → AZ be
the map φZ(x)(n) := φ(T nx) for x ∈ X, n ∈ Z. This map is equivariant. X is equivalent
to (τ, AZ, µ′, φ′) where µ′ is the pushforward measure φZ∗µ. So without loss of generality, we
will assume that X = AZ, T = τ is the shift map and φ : AZ → A is the time-0 projection.
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Let πn : (A
[mn])Z → AZ be the map defined by
πn[Ψ](imn + j) := Ψ(i)(j), ∀Ψ ∈ (A
[mn])Z, i ∈ Z, j ∈ [mn].
Let νZn be the measure on (A
[mn])Z equal to the product of Z-copies of νn. Let µ
′
n = (πn)∗(ν
Z
n )
be the pushforward measure on AZ. Let
µn =
1
mn
mn∑
j=1
τ j∗µ
′
n.
Note that µn is τ -invariant.
For an interval [a, b] ⊂ Z, let φ[a,b] : AZ → A[a,b] be the projection map. By concavity of
entropy,
hµn(φ) = lim
N→∞
H(φ
[−mnN+1,mnN ]
∗ µn)
2mnN
≥ lim
N→∞
H(φ
[−mnN+1,mnN ]
∗ µ′n)
2mnN
= lim
N→∞
2NH(νn)
2mnN
=
H(νn)
mn
.
Since limi→∞X i = X , it follows that limn µn = µ in the weak* topology on M(A
Z), the
space of all τ -invariant Borel probability measures on AZ. It is well-known that the function
λ ∈ M(AZ) 7→ hλ(φ) is upper semi-continuous on M(A
Z). For example, see [Gl03, Lemma
15.1 page 270]. It follows that
h¯(Σ, φ) = lim sup
n→∞
H(νn)
mn
≤ lim sup
n→∞
hµn(φ) ≤ hµ(φ)
as required.
5 Relative entropy
Definition 16 (Factors of approximate processes). Given an approximate process X =
(T,X, µ, φ) with φ : X → A and a function β : A→ B, let β ◦X be the approximate process
β ◦X := (T,X, µ, β ◦ φ).
If an approximate process Y is constructed from a measure ηi on Sym(mi)
G × A[mi] as in
definition 6 then β ◦ Y has an alternative description as follows. Let
β˜ : Sym(mi)
G × A[mi] → Sym(mi)
G ×B[mi], β˜(σ, ξ) = (σ, β ◦ ξ).
Then β ◦ Y is equivalent to the process Z constructed from the pushforward measure β˜∗ηi.
(By equivalent, we mean that dW (β ◦ Y , Z) = 0 for every finite W ⊂ G in the notation of
definition 4).
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The next lemma follows immediately from the definitions.
Lemma 5.1. If {X i}
∞
i=1 is a sequence of approximate processes with range A, limi→∞X i = X
and β : A→ B is a map then limi→∞ β ◦X i = β ◦X. Moreover, if limi→∞X i = X strongly
then limi→∞ β ◦X i = β ◦X strongly.
Definition 17 (Relative entropy). Let G be a countable amenable group acting by measure-
preserving transformations on a standard probability space (X,B, µ). Let φ : X → A be a
finite observable, Σ be a sofic approximation to G and F ⊂ B be a G-invariant σ-algebra.
Define
hµ(φ|F) := inf
ψ
hµ(φ ∨ ψ)− hµ(ψ)
where the infimum is over all finite-range F -measurable observables ψ : X → B and φ ∨ ψ :
X → A×B is the observable φ∨ψ(x) = (φ(x), ψ(x)). In case F is the G-invariant σ-algebra
generated by an observable ψ then we write hµ(φ|ψ) = hµ(φ|F). In case X = (T,X, µ, φ) is a
process over G and ψ = β ◦φ for some β : A→ B, we write h(X|β ◦X) = h(X)−h(β ◦X) =
hµ(φ|ψ). The first equality holds from the Abramov-Rohlin formula [WZ92].
We can now define relative sofic entropy (in a special case).
Definition 18 (Relative sofic entropy). Let K be a random sofic approximation to G. Let
X be a G-process with finite range A and β : A→ B a map. Define
h¯(K, X|β ◦X) = sup lim sup
j→∞
h(Xj)− h(β ◦Xj)
where the supremum is over all sequences {Xj}
∞
j=1 adapted to K
′ (where K′ is a subsequence
of K) such that limj→∞Xj = X. Similarly, let
h(K, X|β ◦X) = sup lim sup
j→∞
h(Xj)− h(β ◦Xj)
where the supremum is over all sequences {Xj}
∞
j=1 adapted to K
′ (where K′ is a subsequence
of K) such that limj→∞Xj = X strongly. If X = (T,X, µ, φ) and ψ = β ◦ φ then an
alternative notation for relative entropy is:
h¯(K, φ|ψ) := h¯(K, X|β ◦X), h(K, φ|ψ) := h(K, X |β ◦X).
We may also write h¯µ(K, φ|ψ) or hµ(K, φ|ψ) if it is desirable to emphasize the dependence
on the measure µ.
Before moving on, it is worthwhile to record some inequalities relating the entropy of
direct products to the entropies of their direct factors. To be precise if X = (T,X, µ, φ),
15
Y = (S, Y, ν, ψ) are two approximate processes over G then their direct product is the process
X × Y := (T × S,X × Y, µ× ν, φ× ψ) where
(T × S)g(x, y) := (Tgx, Sgy) ∀g ∈ G, (x, y) ∈ X × Y.
Let πB : A × B → B and πA : A × B → A be the projection maps. To simplify, we let
(for example)
h¯(K, X × Y |Y ) := h¯(K, X × Y |πB ◦X × Y ).
Lemma 5.2. If X, Y are two processes over G as above and K is a random sofic approxi-
mation then
h¯(K, X × Y ) ≤ h¯(K, X) + h¯(K, Y )
h¯(K, X × Y |Y ) ≤ h¯(K, X).
Similar statements hold with lower-sofic entropy in place of upper-sofic entropy.
Proof. Let X = (T,X, µ, φ) and Y = (S, Y, ν, ψ). Let {Z i}
∞
i=1 be a sequence of approximate
processes adapted to K so that limi→∞ Z i = X × Y . Then {πA ◦ Z i}
∞
i=1 converges to X and
{πB ◦ Z i}
∞
i=1 converges to Y . Moreover,
h(Z i) ≤ h(πA ◦ Z i) + h(πB ◦ Z i).
This and Lemma 5.1 imply
h¯(K, X × Y ) ≤ h¯(K, X) + h¯(K, Y ), h¯(K, X × Y |Y ) ≤ h¯(K, X).
The proofs for lower-sofic entropy are similar.
If G is non-amenable, then there are examples showing that some of the inequalities of
the lemma above can be strict. However, in the special case of Bernoulli actions, we have
equality. To be precise, let (Ω, ω) be a standard probability space. G acts on the product
space (ΩG, ωG) by Tgy(f) = y(g
−1f) ∀y ∈ ΩG, g, f ∈ G. Let φ : ΩG → Ω be the map
φ(y) = y(e). The process (T,ΩG, ωG, φ) is the Bernoulli process over G with base (Ω, ω).
Lemma 5.3. If X is any finite-range process over G, Y is a Bernoulli process with base
(Ω, ω) (where Ω is finite) and K is a random sofic approximation to G then
h¯(K, X × Y ) = h¯(K, X) + h¯(K, Y )
h¯(K, X × Y |Y ) = h¯(K, X).
Similar statements hold with lower-sofic entropy in place of upper-sofic entropy.
Proof. The first statement above was proven in [Bo10a] for non-random sofic approximations
and with lower-sofic entropy in place of upper-sofic entropy. We will handle here only the
case of upper-sofic entropy as the other cases are similar.
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Let {Xj}
∞
j=1 be a sequence of approximate processes adapted to K
′ = {κj}
∞
j=1 (where
K
′ is a subsequence of K) such that limj→∞Xj = X and limj→∞ h(Xj) = h¯(K, X). Let
ηj be the probability measure on Sym(mj)
G × A[mj ] from which Xj is constructed (as in
definition 6). Let η˜j = ηj × ω
[mj ] be a probability measure on Sym(mj)
G × A[mj ] × Ω[mj ] =
Sym(mj)
G × (A × Ω)[mj ] and let Zj be the approximate process constructed from η˜j . Note
h(Zj) = h(Xj) +H(ω).
We claim that limj→∞Zj = X × Y . To see this, let V ⊂ G be finite. Let Gj(V ) be the
set of all (σ, p) ∈ Sym(mj)
G × [mj ] such that σ(g)σ(h)p = σ(gh)p for all g, h ∈ V and for
every g 6= h with g, h ∈ V , σ(g)p 6= σ(h)p. We consider Gj(V )× (A × Ω)
[mj ] as a subset of
Sym(mj)
G×(A×Ω)[mj ]×[mj ] in the obvious way. Then limj→∞ η˜j×umj (Gj(V )×(A×Ω)
[mj ]) =
1 because K is a sofic approximation.
In general, if τ is a measure on a set J and J0 ⊂ J then we write τ |J0 to denote τ
restricted to J0. Let χj : Sym(mj)
G × (A × Ω)[mj ] × [mj ] → A × Ω be the projection map
χj(σ, ξ, p) = ξ(p). Then the measure (χ
V
j )∗(η˜j ×umj |Gj(V )× (A×Ω)
[mj ]) splits as a product
τj × ω
V for some measure τj on A
V . Let X = (T,X, µ, ψ). Thus,
lim
j→∞
dV (Zj, X × Y ) = lim
j→∞
1
2
‖(χVj )∗(η˜j × umj)− (ψ × φ)
V
∗ µ× ω
G‖1
= lim
j→∞
1
2
‖(χVj )∗(η˜j × umj |G(V )× (A× Ω)
[mj ])− (ψ × φ)V∗ µ× ω
G‖1
= lim
j→∞
1
2
‖(χVj )∗(ηj × umj |G(V )×A
[mj ])− ψV∗ µ‖1
= lim
j→∞
dV (Xj, X) = 0.
The first equality holds by definition of dV . The second one holds because limj→∞ η˜j ×
umj (Gj(V )× (A×Ω)
[mj ]) = 1. The third equality holds because (χVj )∗(η˜j ×umj |G(V )× (A×
Ω)[mj ]) splits as a product τj×ω
V and (ψ×φ)V∗ µ×ω
G splits as the product ψV∗ µ×ω
V . The last
equality holds because limj→∞ ηj × umj(Gj(V )×A
[mj ]) = 1 since K is a sofic approximation.
Since limj→∞Zj = X × Y , it follows that
h¯(K, X × Y ) ≥ h¯(K, X) +H(ω), h¯(K, X × Y |Y ) ≥ h¯(K, X).
By the previous lemma, it now suffices to prove that h¯(K, Y ) = H(ω).
Applying the equation above to the case when X is trivial, we see that h¯(K, Y ) ≥ H(ω).
Suppose that {Y j}
∞
j=1 is a sequence of approximate processes adapted to K
′ = {κj}
∞
j=1
(where K′ is a subsequence of K) such that limj→∞ Y j = Y and limj→∞ h(Y j) = h¯(K, Y ).
Let ηj be the probability measure on Sym(mj)
G × Ω[mj ] from which Y j is constructed. Let
π : Sym(mj)
G × Ω[mj ] × [mj] → Ω be the map π(σ, ξ, p) = ξ(p) and let ωj = π∗(ηj × u[mj ])
be the pushforward measure. Because limj→∞ Y j = Y , ωj converges to ω.
We claim that h(Y j) ≤ H(ωj). Let ηj,σ be the fiber measure of ηj over σ ∈ Sym(mj)
G.
This is a measure on Ω[mj ]. By abuse of notation we let π : Ω[mj ] × [mj] → Ω denote the
map π(ξ, p) = ξ(p) and for p ∈ [mj ] let πp : Ω
[mj ] → Ω denote the map π(ξ) = ξ(p).
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By concavity of the entropy function,
1
mj
H(ηj,σ) ≤
1
mj
∑
p∈[mj ]
H ((πp)∗(ηj,σ))
≤ H

 1
mj
∑
p∈[mj ]
(πp)∗(ηj,σ)

 = H (π∗(ηj,σ × u[mj ])) .
So by concavity of entropy again,
h(Y j) =
1
mj
H(ηj|κj) =
1
mj
∫
H(ηj,σ) dκj(σ)
≤
∫
H(π∗(ηj,σ × u[mj ])) dκj(σ) ≤ H
(∫
π∗(ηj,σ × u[mj ]) dκj(σ)
)
= H(ωj).
So
h¯(K, Y ) = lim
j→∞
h(Y j) ≤ lim sup
j→∞
H(ωj) = H(ω).
Since we have already shown that h¯(K, Y ) ≥ H(ω), we now know that h¯(K, Y ) = H(ω).
Lemma 5.4. If X is any finite-range process over G, Y = (T,ΩG, ωG, φ) is a Bernoulli
process with base (Ω, ω) (where Ω is finite), Ω′ is a finite set, φ′ : ΩG → Ω′, β : Ω′ → Ω are
Borel maps such that φ = β ◦φ′, Y
′
= (T,ΩG, ωG, φ′) and K is a random sofic approximation
to G then
h(K, X × Y
′
|Y
′
) = h(K, X), h¯(K, X × Y
′
|Y
′
) = h¯(K, X).
Proof. We will only prove the statement for upper sofic entropy as the statement for lower
sofic entropy is similar. By Lemma 5.2, it suffices to prove h¯(K, X × Y
′
|Y
′
) ≥ h¯(K, X).
Let K = {κi}
∞
i=1 where κi is a measure on Sym(mi)
G. Let F : Sym(mi)
G → Sym(mi)
G be
the map F (σ)(g) = σ(g) if g 6= e and F (σ)(e) is the identity permutation. Let κ′i := F∗κi.
Observe that K′ := {κ′i}
∞
i=1 is asymptotic to K. Therefore, by Theorem 5.5, we may assume
without loss of generality that K = K′.
Define Xj , ηj, κj (for j = 1, 2, . . .) as in the proof of the previous lemma. For V ⊂ G
finite with e ∈ V , σ ∈ Sym(mj)
G and ζ ∈ Ω[mj ], define ζ [σ, V ] ∈ (ΩV )[mj ] by
ζ [σ, V ](p) := [v ∈ V 7→ ζ(σ(v)p)].
Let η˜Vj , η
V
j be the measures on Sym(mj)
G×A[mj ] × (ΩV )[mj ] obtained by pushing ηj × ω
[mj ]
forward under the maps
(σ, ξ, ζ) 7→ (σ, ξ, ζ [σ, V ]), (σ, ξ, ζ) 7→ (σ, ζ [σ, V ])
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respectively. Let Y
V
j , Z
V
j be the approximate process constructed from η
V
j , η˜
V
j respectively.
Also let Y j = Y
{e}
j . As in the previous lemma we obtain
lim
j→∞
Z
V
j = X × Y
V
, lim
j→∞
Y
V
j = Y
V
where Y
V
= (T,ΩG, ωG, φV ).
Suppose that β ′ : ΩV → Ω′ is a map such that ββ ′ : ΩV → Ω is the map at the identity
element. Let id denote the identity map on A. Then
lim
j→∞
id× β ′ ◦ Z
V
j = X × (β
′ ◦ Y
V
)
and because the map (σ, ξ, ζ) 7→ (σ, ξ, β ′ζ [σ, V ]) is injective, h(id × β ′ ◦ Z
V
j ) = h(Zj) which
implies (by the previous lemma)
lim
j→∞
h(id× β ′ ◦ Z
V
j ) = h(K, X × Y ) = h(K, X) +H(ω).
Also the map (σ, ζ) 7→ (σ, β ′ζ [σ, V ]) is injective. So h(β ′ ◦ Y
V
j ) = h(Y j). By definition, Y j
is the approximate process constructed from κj × ω
[mj]. So h(Y j) = H(ω).
Because φ = β ◦ φ′, there exist a sequence {Vk}
∞
k=1 of finite subsets of G (with e ∈ Vk for
all k) and a sequence of maps β ′k : Ω
Vk → Ω′ such that ββ ′k : Ω
Vk → Ω is the evaluation map
at the identity element and β ′kφ
Vk limits on φ′ in the following sense:
lim
k→∞
µ
(
{x ∈ X : β ′kφ
Vk(x) = φ′(x)}
)
= 1.
Note that
lim
k→∞
lim
j→∞
id× β ′k ◦ Z
Vk
j = lim
k→∞
id× β ′k ◦X × Y
Vk
= X × Y
′
lim
k→∞
lim
j→∞
h(id× β ′k ◦ Z
Vk
j ) = h(K, X) +H(ω).
So a diagonalization argument implies that, without loss of generality we may assume {Vk}
∞
k=1
and {β ′k}
∞
k=1 are chosen so that there is an increasing sequence {i(j)}
∞
j=1 of positive integers
with
lim
j→∞
id× β ′i(j) ◦ Z
Vi(j)
i(j) = X × Y
′
lim
j→∞
h(id× β ′i(j) ◦ Z
Vi(j)
i(j) ) = h(K, X) +H(ω).
Let π : A× Ω′ → Ω′ be the projection map. Note β ′i(j) ◦ Y
Vi(j)
i(j) = π ◦ (id × β
′
i(j)) ◦ Z
Vi(j)
i(j) . So
h(π ◦ (id× β ′i(j)) ◦ Z
Vi(j)
i(j) ) = H(ω). Therefore,
lim
j→∞
h(id × β ′i(j) ◦ Z
Vi(j)
i(j) )− h(π ◦ (id× β
′
i(j)) ◦ Z
Vi(j)
i(j) ) = h(K, X).
Thus h(K, X × Y
′
|Y
′
) ≥ h(K, X) as required.
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Next, we extend Theorem 4.2 to relative entropy:
Theorem 5.5. Let X be a process over a group G with random sofic approximations K and
L. We assume A is the range of X and β : A→ B is a map (both A and B are finite). If K
and L are asymptotic then h¯(K, X|X◦β) = h¯(L, X|X◦β) and h(K, X|X◦β) = h(L, X|X◦β).
In order to prove this, we will need a few lemmas. We say that elements σ, σ′ ∈ Sym(m)G
are conjugate if there exists an element τ ∈ Sym(m) such that for all g ∈ G, σ(g) = τσ′(g)τ−1.
We say that probability measures κ, κ′ on Sym(m)G are conjugate if there exists a probability
measure ϑ on Sym(m)G × Sym(m)G with marginals κ, κ′ such that ϑ is supported on the
set of all conjugate pairs (σ, σ′) ∈ Sym(m)G × Sym(m)G.
Lemma 5.6. Let κ, κ′ be conjugate probability measures on Sym(m)G. Let η be a probability
measure on Sym(m)G × A[m] with projection κ and let X be the approximate process con-
structed from η. Let β : A→ B be a map to a finite set B. Let W ⊂ G be finite. Then there
is an approximate process X
′
constructed from a measure η′ on Sym(m)G ×A[m] such that
1. the projection of η′ to Sym(m)G is κ′;
2. dW (X,X
′
) = 0,
3. h(X
′
|β ◦X
′
) ≥ h(X|β ◦X).
Moreover, if X = (T,X, µ, φ) is a process over G then for any ǫ > 0,
η′
({
(σ, ψ) : dW ((σ, ψ), φ) ≤ ǫ
})
= η
({
(σ, ψ) : dW ((σ, ψ), φ) ≤ ǫ
})
. (2)
Proof. Case 1. Suppose κ′ is supported on a singleton {σ}. Then κ-a.e. σ′ is conjugate
to σ, so κ is supported on a finite set which we denote by {σ1, . . . , σn}. For each i there is
an element τi ∈ Sym(m) such that σ = τiσiτ
−1
i . Let η
′ be the measure on Sym(m)G × A[m]
defined by
η′
({
(σ, ψ)
})
:= η
({
(σi, ψ ◦ τi) : 1 ≤ i ≤ n
})
.
Then η′ projects to κ′ and
ψ(σ(g)p) = ψ ◦ τi
(
σi(g)τ
−1
i p
)
, ∀p ∈ [m], ψ ∈ A[m], 1 ≤ i ≤ n, g ∈ G
implies dW (X,X
′
) = 0 where X
′
is the approximate process constructed from η′. It also
implies (2).
For γ ∈ B[m] with η′({(σ, ψ′) : βψ′ = γ}) > 0, let η′γ be the measure on A
[m] defined by
η′γ({ψ}) =
{
η′({(σ,ψ)})
η′({(σ,ψ′): βψ′=γ})
if βψ = γ
0 otherwise.
Then
h(X
′
|β ◦X
′
) =
1
m
∑
γ
H(η′γ)η
′({(σ, ψ′) : βψ′ = γ}).
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If η({(σi, ψ
′τi) : βψ
′ = γ}) > 0 then let ηi,γ be the measure on A
[m] defined by
ηi,γ({ψ}) =
{
η({(σi,ψτi)})
η({(σi ,ψ′τi): βψ′=γ})
if βψ = γ
0 otherwise.
Observe that
η′γ =
∑n
i=1 η({(σi, ψ
′τi) : βψ
′ = γ})ηi,γ
η′({(σ, ψ′) : βψ′ = γ})
.
By concavity of entropy,
H(η′γ) ≥
∑n
i=1 η({(σi, ψ
′τi) : βψ
′ = γ})H(ηi,γ)
η′({(σ, ψ′) : βψ′ = γ})
which implies
h(X
′
|β ◦X
′
) ≥
1
m
n∑
i=1
∑
γ
η({(σi, ψ
′τi) : βψ
′ = γ})H(ηi,γ)
=
1
m
n∑
i=1
∑
γ
η({(σi, ψ
′τi) : βψ
′ = γτ−1i })H(ηi,γτ−1i ) = h(X|β ◦X).
This proves Case 1.
Case 2. Suppose κ is supported on the singleton {σ}. Then κ′-a.e. σ′ is conjugate to σ,
so κ′ is supported on a finite set which we will denote by {σ1, . . . , σn}. For each i there is
an element τi ∈ Sym(m) such that σi = τiστ
−1
i . Let η
′ be the measure on Sym(m)G × A[m]
defined by
η′({(σi, ψ)}) := κ
′({σi})η({(σ, ψ ◦ τi) : 1 ≤ i ≤ n}).
Then η′ projects to κ′ and
ψ(σi(g)p) = ψ ◦ τi(σ(g)τ
−1
i p), ∀p ∈ [m], ψ ∈ A
[m], 1 ≤ i ≤ n, g ∈ G
implies dW (X,X
′
) = 0 where X
′
is the approximate process constructed from η′. It also
implies (2). If η′i is the probability measure obtained from η
′ by restricting to {σi} × A
[m]
and normalizing to have total mass 1 and if X
′
i is the approximate process constructed from
η′i then X is isomorphic to X
′
i in the obvious sense. Thus h(X|β ◦X) = h(X
′
i|β ◦X
′
i). So
h(X
′
|β ◦X
′
) =
n∑
i=1
h(X
′
i|β ◦X
′
i)κ
′({σ′i}) = h(X|β ◦X).
This proves Case 2.
Case 3. Suppose that there is an element σ ∈ Sym(m)G such that κ-a.e. σ′ is conjugate
to σ. Then κ′-a.e. σ′ is also conjugate to σ. By case 1, there exists a measure η0 on
Sym(m)G × A[m] whose first marginal is the Dirac measure supported on {σ} such that if
X0 is the approximate process constructed from η0 then dW (X,X0) = 0, equation (2) holds
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with η′ replaced by η0 and h(X0|β ◦X0) ≥ h(X|β ◦X). By Case 2, there exists a measure
η′ on Sym(m)G × A[m] whose first marginal is κ′ such that if X
′
is the approximate process
constructed from η′ then dW (X
′
, X0) = 0, equation (2) holds with η replaced by η0 and
h(X
′
|β ◦ X
′
) ≥ h(X0|β ◦ X0). So dW (X
′
, X) = 0 and h(X
′
|β ◦ X
′
) ≥ h(X|β ◦ X) and
equation (2) holds.
Case 4. Now we handle the general case. This case follows from the previous one by
disintegrating κ and κ′ over the set of conjugacy classes. To be precise, let [Sym(m)G] be the
space of conjugacy classes of Sym(m)G. This is the quotient of Sym(m)G by the conjugacy
action of Sym(m). Let π : Sym(m)G → [Sym(m)G] be the quotient map. For each conjugacy
class c ∈ [Sym(m)G], let κc, κ
′
c be the fiber measures of κ, κ
′ over c respectively. Likewise,
let ηc be the fiber measure of η over c (so κc is the projection of ηc to Sym(m)
G).
By case 3, if Xc is the approximate process constructed from ηc then there is a measure η
′
c
on Sym(m)G×A[m] such that the projection of η′c to Sym(m)
G is κ′c, if X
′
c is the approximate
process constructed from η′c then dW (Xc, X
′
c) = 0, equation (2) holds for ηc and η
′
c in place
of η and η′, and h(X
′
c|β ◦X
′
c) ≥ h(Xc|β ◦Xc).
The hypothesis that κ and κ′ are conjugate implies π∗κ = π∗κ
′. Let η′ =
∫
η′c dπ∗κ(c)
and X
′
be the approximate process constructed from η′. So,
h(X
′
|β ◦X
′
) =
∫
h(X
′
c|β ◦X
′
c) dπ∗κ(c)
≥
∫
h(Xc|β ◦Xc) dπ∗κ(c) = h(X|β ◦X).
Because dW (Xc, X
′
c) = 0, it follows that dW (X,X
′
) = 0. Also equation (2) holds. This
finishes the lemma.
Lemma 5.7. Let κ, κ′ be probability measures on Sym(m)G, Sym(m′)G respectively. Let η
be a probability measure on Sym(m)G×A[m] with projection κ and let X be the approximate
process constructed from η. Suppose κ and κ′ are (W, ǫ)-close where W ⊂ G is a finite set
containing the identity and 0 ≤ ǫ < 1. Let β : A→ B be a map to a finite set B. Then there
is an approximate process X
′
constructed from a measure η′ on Sym(m′)G × A[m
′] such that
1. the projection of η′ to Sym(m′)G is κ′;
2. dW (X,X
′
) ≤ 6|W |ǫ,
3. h(X
′
|β ◦X
′
) ≥ (1− ǫ)2h(X|β ◦X)− 2(1− ǫ)2ǫ log |A|.
Moreover, if X = (T,X, µ, φ) is a process over G then for any ǫ > 0,
η′
({
(σ, ψ) : dW ((σ, ψ), φ) ≤ (4|W |+ 1)ǫ
})
≥ (1− ǫ)η
({
(σ, ψ) : dW ((σ, ψ), φ) ≤ ǫ
})
− ǫ.
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Proof. Let ϑ be as in Definition 12. So ϑ(G(W, ǫ)) ≥ 1 − ǫ where G(W, ǫ) is the set of
all (σ, σ′) ∈ Sym(m)G × Sym(m′)G that are (W, ǫ)-close to each other. Thus, for every
(σ, σ′) ∈ G(W, ǫ) there exists a bijection βσ,σ′ : Qσ,σ′ → Q
′
σ,σ′ between subsets Qσ,σ′ ⊂ [m],
Q′σ,σ′ ⊂ [m
′] such that
1. σ′(w)βσ,σ′(q) = βσ,σ′(σ(w)q) for all w ∈ W and q ∈ Qσ,σ′ with σ(w)q ∈ Qσ,σ′ ;
2. σ(w)β−1σ,σ′(q
′) = β−1σ,σ′(σ
′(w)q′) for all w ∈ W and q′ ∈ Q′σ,σ′ with σ
′(w)q′ ∈ Q′σ,σ′ ;
3. |Qσ,σ′ | ≥ (1− ǫ)m, |Q
′
σ,σ′ | ≥ (1− ǫ)m
′.
After removing elements from each Qσ,σ′ and Q
′
σ,σ′ if necessary, we may assume, without loss
of generality, that there exists a number m′′ ≤ min(m,m′) so that m′′ ≥ (1− ǫ)max(m,m′)
and m′′ = |Qσ,σ′ | = |Q
′
σ,σ′ | for every (σ, σ
′) ∈ G(W, ǫ). There exist elements τσ,σ′ ∈ Sym(m)
and τ ′σ,σ′ ∈ Sym(m
′) such that τσ,σ′Qσ,σ′ = [m
′′], τ ′σ,σ′Q
′
σ,σ′ = [m
′′] and τ ′σ,σ′βσ,σ′τ
−1
σ,σ′ is the
identity map on [m′′]. Let ϑ′ be the measure obtained from ϑ by pushing forward under the
map defined by: (σ, σ′) 7→ (τσ,σ′στ
−1
σ,σ′ , τ
′
σ,σ′σ(τ
′
σ,σ′)
−1) for (σ, σ′) ∈ G(W, ǫ) and the map is
equal to the identity on the complement of G(W, ǫ). The marginals of ϑ′ are conjugate to κ
and κ′ respectively. By the previous lemma, therefore, we may assume that ϑ′ = ϑ.
About notation: if µ is a measure on a space X and π : X → Y is a Borel map, we let
µy denote the fiber measure of µ over y ∈ Y . It is a measure on X supported on π
−1(y) and
µ =
∫
µy dπ∗µ(y). Note that µy depends on π but this dependence is left implicit. If µ is
a probability measure then µy is a probability measure for π∗µ-a.e. y ∈ Y . If α : X → Y
and β : Y → Z and µ is a measure on X then µz =
∫
µα(x) dµz(x) and α∗(µz) = (α∗µ)z for
β∗α∗µ-a.e. z ∈ Z.
Case 1. Suppose ϑ(G(W, ǫ)) = 1. We will prove that there exists a probability measure
η′ on Sym(m′)G × A[m
′] which projects to κ′ such that if X
′
is the approximate process
constructed from η′ then dW (X
′
, X) ≤ 4ǫ|W |, h(X
′
|β◦X
′
) ≥ (1−ǫ)h(X|β◦X)−(1−ǫ)ǫ log |A|
and
η′
({
(σ, ψ) : dW ((σ, ψ), φ) ≤ (4|W |+ 1)ǫ
})
≥ η
({
(σ, ψ) : dW ((σ, ψ), φ) ≤ ǫ
})
.
Let π : Sym(m)G → Sym(m′′)G, π′ : Sym(m′)G → Sym(m′′)G be Borel maps satisfying
1. if σ ∈ Sym(m)G, w ∈ W, p ∈ [m′′] and σ(w)p ∈ [m′′] then π(σ)(w)p = σ(w)p;
2. if σ′ ∈ Sym(m′)G, w ∈ W, p ∈ [m′′] and σ′(w)p ∈ [m′′] then π′(σ′)(w)p = σ′(w)p;
3. if σ ∈ Sym(m)G and σ′(m′)G satisfy σ(w)p = σ′(w)p for every w ∈ W and p ∈ [m′′]
such that σ(w)p ∈ [m′′] and σ′(w)p ∈ [m′′] then π(σ) = π′(σ′).
Because we assume ϑ(G(W, ǫ)) = 1, it follows from these assumptions that π∗κ = π
′
∗κ
′. Let
κ′′ denote π∗κ. Let R : A
[m] → A[m
′′] be the restriction map. Let η′′ = (π × R)∗η be the
pushforward measure and X
′′
be the approximate process constructed from η′′.
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Note that if ζ is any probability measure on A[m] then H(R∗ζ) ≥ H(ζ)−(m−m
′′) log |A|.
Thus,
h(X|β ◦X) =
1
m
∫
H(ησ,βψ) dη(σ, ψ)
≤
1
m
∫
H((id× R)∗(ησ,βψ)) dη(σ, ψ) +
m−m′′
m
log |A|
where id denotes the identity map on Sym(m)G. By the definition of fiber measure,∫
ησ,βψ′ dησ,βRψ(σ, ψ
′) = ησ,βRψ.
Therefore, ∫
(id×R)∗(ησ,βψ′) dησ,βRψ(σ, ψ
′) = ((id×R)∗η)σ,βRψ.
So by concavity of entropy,∫
H((id× R)∗(ησ,βψ′)) dησ,βRψ(σ, ψ
′) ≤ H(((id× R)∗η)σ,βRψ).
By integrating over all (σ, ψ) ∈ Sym(m)G × A[m], we obtain∫
H((id×R)∗(ησ,βψ)) dη(σ, ψ) ≤
∫
H
(
((id× R)∗η)σ,βRψ
)
dη(σ, ψ).
Note π × id is injective on the support of ((id× R)∗η)σ,βRψ. So
H
(
((id× R)∗η)σ,βRψ
)
= H
(
(π × id)∗
(
((id× R)∗η)σ,βRψ
))
.
Note that ((id× R)∗η)σ,βRψ = (id×R)∗(ησ,βRψ). Therefore
(π × id)∗
(
((id×R)∗η)σ,βRψ
)
= (π × R)∗(ησ,βRψ).
Because
∫
ησ′,βRψ dηπσ,βRψ(σ
′, ψ′) = ηπσ,βRψ, it follows that∫
(π × R)∗ησ′,βRψ dηπσ,βRψ(σ
′, ψ′) = (π ×R)∗(ηπσ,βRψ) = η
′′
πσ,βRψ.
By concavity of entropy,∫
H((π × R)∗ησ′,βRψ) dηπσ,βRψ(σ
′, ψ′) ≤ H(η′′πσ,βRψ).
So,∫
H
(
((id×R)∗η)σ,βRψ
)
dη(σ, ψ) =
∫
H((π×R)∗(ησ,βRψ)) dη(σ, ψ) ≤
∫
H(η′′πσ,βRψ) dη(σ, ψ).
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Since m−m
′′
m
≤ ǫ,
h(X|β ◦X) ≤ ǫ log |A|+
1
m
∫
H
(
η′′πσ,βRψ
)
dη(σ, ψ)
= ǫ log |A|+
1
m
∫
H
(
η′′σ′′,βψ′′
)
dη′′(σ′′, ψ′′)
= ǫ log |A|+
m′′
m
h(X
′′
|β ◦X
′′
).
Next let R′ : A[m
′] → A[m
′′] be the restriction map. We claim that there exists a probabil-
ity measure η′ on Sym(m′)G×A[m
′] such that the first marginal of η′ is κ′ and (π′×R′)∗η
′ = η′′.
To see this, let a ∈ A be an arbitrary element. For ψ ∈ A[m
′′], define ψa ∈ A
[m′] by
ψa(p) = ψ(p) if p ∈ [m
′′] and ψa(p) = a if p ∈ [m
′] \ [m′′]. For (σ, ψ) ∈ Sym(m′′)G × A[m
′′],
let η′σ,ψ be the probability measure on Sym(m
′)G × A[m
′] whose first marginal is κ′σ and has
support contained in {(σ′, ψa) : π
′(σ′) = σ}. That is, η′σ,ψ is the direct product of κ
′
σ and the
Dirac measure concentrated on ψa. Then η
′ :=
∫
η′σ,ψ dη
′′(σ, ψ) satisfies the claim because
κ′′ = (π′)∗κ
′ implies the first marginal of η′ is κ′ as required.
Let α : A[m
′′] → A[m
′] be the map α(ψ) = ψa. Let ρ : Sym(m
′′)G × A[m
′′] → A[m
′′] be
the projection map. By construction, for κ′′-a.e. σ′′ ∈ Sym(m′′)G, η′σ′′ = κ
′
σ′′ × α∗ρ∗(η
′′
σ′′).
Therefore, for κ′-a.e. σ, η′σ is the direct product of δσ, the Dirac measure concentrated on σ,
with α∗ρ∗(η
′′
π′σ). So for η
′-a.e. (σ, ψ), η′σ,βR′ψ = δσ × α∗ρ∗(η
′′
π′σ,βR′ψ) and α(R
′ψ) = ψ which
implies η′σ,βR′ψ = η
′
σ,βψ. Because R
′α is the identity map,
(π′ ×R′)∗(η
′
σ,βψ) = (π
′ × R′)∗(δσ × α∗ρ∗(η
′′
π′σ,βR′ψ))
= δπ′σ × ρ∗η
′′
π′σ,βR′ψ = η
′′
π′σ,βR′ψ.
Let X
′
be the approximate process constructed from η′. Then
h(X
′
|β ◦X
′
) =
1
m′
∫
H(η′σ,βψ) dη
′(σ, ψ) ≥
1
m′
∫
H(η′′π′σ,βR′ψ) dη
′(σ, ψ)
=
1
m′
∫
H(η′′π′σ,βR′ψ) dη
′′(π′σ,R′ψ) =
m′′
m′
h(X
′′
|β ◦X
′′
)
≥ (1− ǫ)h(X|β ◦X)− (1− ǫ)ǫ log |A|.
Let χ : Sym(m)G×A[m]×[m]→ A be the map χ(σ, ψ, p) = ψ(p). Define χ′′ : Sym(m′′)G×
A[m
′′] × [m′′]→ A similarly. Then
dW (X,X
′′
) =
1
2
∥∥χW∗ (η × u)− (χ′′)W∗ (η′′ × u′′)∥∥1
where u, u′′ denote the uniform probability measures on [m], [m′′] respectively. So if Θ is any
probability measure on Sym(m)G × A[m] × [m] × Sym(m′′)G × A[m
′′] × [m′′] with marginals
η × u and η′′ × u′′ then dW (X,X
′′
) ≤ Θ(S) where S = {(σ, ψ, p, σ′′, ψ′′, p′′) : χW (σ, ψ, p) 6=
(χ′′)W (σ′′, ψ′′, p′′)}.
25
Let Θ′′ be the pushforward of η × u′′ under the map (σ, ψ, p) 7→ (σ, ψ, p, πσ, Rψ, p). Let
u0 be the uniform probability measure on [m] \ [m
′′]. Then
η × u =
(
m−m′′
m
)
η × u0 +
(
m′′
m
)
η × u′′.
So if Θ0 = η × u0 × η
′′ × u′′ and
Θ :=
(
m−m′′
m
)
Θ0 +
(
m′′
m
)
Θ′′
then Θ has marginals η×u and η′′×u′′. Moreover, Θ(S) ≤ m−m
′′
m
+ m
′′
m
Θ′′(S) and, we claim,
Θ′′(S) ≤ |W |ǫ. This is because if U is the set of all (σ, ψ, p, πσ, Rψ, p) such that σ(g)p ∈ [m′′]
for all g ∈ W then U ∩ S = ∅ and Θ′′(U) ≥ 1− |W |m−m
′′
m
. Thus
dW (X,X
′′
) ≤ Θ(S) ≤
m−m′′
m
+
m′′
m
Θ′′(S)
≤
m−m′′
m
+
m′′
m
(
m−m′′
m
)
|W | ≤ 2ǫ|W |.
Similarly, dW (X
′
, X
′′
) ≤ 2ǫ|W |. So dW (X,X
′
) ≤ 4ǫ|W |.
By applying the same argument to the Dirac measure concentrated on an arbitrary
(σ, ψ) ∈ Sym(m)G × A[m] we obtain
dW ((σ, ψ), (πσ,Rψ)) ≤ 2ǫ|W |.
A similar statement holds with (σ′, ψ′) ∈ Sym(m′)G × A[m
′]. So,
η′
({
(σ, ψ) : dW ((σ, ψ), φ) ≤ (4|W |+ 1)ǫ
})
≥ η
({
(σ, ψ) : dW ((σ, ψ), φ) ≤ ǫ
})
.
This finishes case 1.
Case 2. This is the general case. Let κ1, κ
′
1 be the marginals of ϑ restricted to G(W, ǫ)
and normalized to have total mass 1. Let η1 =
∫
ησ dκ1(σ). So η1 is absolutely continuous
to η. Let X1 be the approximate process constructed from η1.
Observe that
h(X1|β ◦X1) =
1
m
∫
H(ησ,βψ)dη1(σ, ψ)
=
1
m
1
ϑ(G(W, ǫ))
∫
G(W,ǫ)
∫
H(ησ,βψ)dησ(ψ)dϑ(σ, σ
′)
≥ −ǫ log |A|+
1
m
∫ ∫
H(ησ,βψ)dησ(ψ)dϑ(σ, σ
′)
= −ǫ log |A|+ h(X|β ◦X).
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It is easy to check that dW (X1, X) ≤ ǫ and
η1
({
(σ, ψ) : dW ((σ, ψ), φ) ≤ ǫ
})
≥ η
({
(σ, ψ) : dW ((σ, ψ), φ) ≤ ǫ
})
− ǫ.
By case 1, there exists a measure η′1 on Sym(m
′)G × A[m
′] such that η′1 projects to
κ′1 and if X
′
1 is the approximate process constructed from η
′
1 then dW (X
′
1, X1) ≤ 4ǫ|W |,
h(X
′
1|β ◦X
′
1) ≥ (1− ǫ)h(X1|β ◦X1)− (1− ǫ)ǫ log |A| and
η′1
({
(σ, ψ) : dW ((σ, ψ), φ) ≤ (4|W |+ 1)ǫ
})
≥ η1
({
(σ, ψ) : dW ((σ, ψ), φ) ≤ ǫ
})
.
Of course, κ′1 is absolutely continuous with respect to κ
′. Let η′ be any probability
measure on Sym(m′)G × A[m
′] such that η′ projects to κ′ and
η′1 =
∫
η′σ dκ
′
1(σ).
Let X
′
be the approximate process constructed from η′. Because κ′ ≥ (1 − ǫ)κ′1 it follows
that η′ ≥ (1− ǫ)η′1. So
h(X
′
|β ◦X
′
) =
1
m′
∫
H(η′σ,βψ) dη
′(σ, ψ) ≥ (1− ǫ)
1
m′
∫
H(η′σ,βψ) dη
′
1(σ, ψ)
= (1− ǫ)h(X
′
1|β ◦X
′
1) ≥ (1− ǫ)
2h(X1|β ◦X1)− (1− ǫ)
2ǫ log |A|
≥ (1− ǫ)2h(X|β ◦X)− 2(1− ǫ)2ǫ log |A|.
Of course, we also have dW (X
′
1, X
′
) ≤ ǫ and because η′ ≥ (1− ǫ)η′1,
η′
({
(σ, ψ) : dW ((σ, ψ), φ) ≤ (4|W |+ 1)ǫ
})
≥ (1− ǫ)η′1
({
(σ, ψ) : dW ((σ, ψ), φ) ≤ (4|W |+ 1)ǫ
})
.
Thus
dW (X,X
′
) ≤ dW (X,X1) + dW (X1, X
′
1) + dW (X
′
1, X
′
) ≤ 6ǫ|W |
and
η′
({
(σ, ψ) : dW ((σ, ψ), φ) ≤ (4|W |+ 1)ǫ
})
≥ (1− ǫ)η′1
({
(σ, ψ) : dW ((σ, ψ), φ) ≤ (4|W |+ 1)ǫ
})
≥ (1− ǫ)η1
({
(σ, ψ) : dW ((σ, ψ), φ) ≤ ǫ
})
≥ (1− ǫ)η
({
(σ, ψ) : dW ((σ, ψ), φ) ≤ ǫ
})
− ǫ.
Proof of Theorem 5.5. Let {Xj}
∞
j=1 be a sequence of approximate processes adapted to K
′
(where K′ is a subsequence of K) such that limj→∞Xj = X . Let ηj be the probability
measure on Sym(mj)
G × A[mj ] from which Xj is constructed.
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Let ǫ > 0 and W ⊂ G be finite. Let L = {λj}
∞
j=1. By the previous lemma, for all
sufficiently large j there exists an approximate process Y j adapted to λj such that h(Y j |β ◦
Y j) ≥ (1 − ǫ)
2h(Xj|β ◦ Xj) − 2ǫ log |A|, dW (Y j, Xj) ≤ 6|W |ǫ and if η
′
j is the measure on
Sym(m′j)
G × A[m
′
j ] from which Y j is constructed then
η′j
({
(σ, ψ) : dW ((σ, ψ), φ) ≤ (4|W |+ 1)ǫ
})
≥ (1− ǫ)ηj
({
(σ, ψ) : dW ((σ, ψ), φ) ≤ ǫ
})
− ǫ.
So if {Wn}
∞
n=1 is an increasing sequence of finite subsets of G then for every n there is a
J(n) > 0 so that for every j ≥ J(n) there is an approximate process Y j adapted to λj such
that h(Y j |β ◦ Y j) ≥ (1 −
1
n
)h(Xj |β ◦ Xj) −
1
n
, dWn(Y j, Xj) ≤
1
n
and, if limj→∞Xj = X
strongly then
η′j
({
(σ, ψ) : dWn((σ, ψ), φ) ≤
1
n
})
≥ 1−
1
n
.
Without loss of generality we may assume {J(n)}∞n=1 is an increasing sequence. So limn→∞ Y J(n) =
X , {Y J(n)}
∞
n=1 is adapted to a subsequence of L and lim supn→∞ h(Y n|β ◦Y n) ≥ h¯(X|β ◦X).
So h¯(L, X|β ◦ X) ≥ h¯(K, X|β ◦ X). By symmetry we must in fact have h¯(L, X|β ◦ X) =
h¯(K, X|β ◦X) as claimed. Moreover, if if limj→∞Xj = X strongly then limn→∞ Y J(n) = X
strongly. So h(L, X|β ◦X) = h(K, X|β ◦X).
Next we extend Proposition 4.1 to the relative case:
Proposition 5.8. Let K = {κi}
∞
i=1 be a random sofic approximation of Z. Let X be a process
over Z with range A and let β : A→ B be a map. Then h¯(K, X|β ◦X) = h(K, X|β ◦X) =
h(X|β ◦X).
Proof. The inequalities
h¯(K, X|β ◦X) ≥ h(K, X|β ◦X) ≥ h(X|β ◦X)
follow immediately from the definitions and Proposition 4.1. So it suffices to show h(X|β ◦
X) ≥ h¯(K, X|β ◦ X). By Theorem 5.5 and Theorem 4.3 we may assume K is the non-
random sofic approximation Σ = {σi}
∞
i=1 where σi : Z → Sym(mi) is the homomorphism
with σi(1) = (1, 2, . . . , mi).
Let N be a large positive integer. If m′i is the integer nearest to mi that is divisible by
N and σ′i : Z → Sym(m
′
i) is the homomorphism with σ
′
i(1) = (1, 2, . . . , m
′
i) then {σ
′
i}
∞
i=1 is
asymptotic to {σi}
∞
i=1. So without loss of generality, we may assume N divides mi for each
i.
Let {X i}
∞
i=1 be a sequence of approximate processes constructed from measures ηi on
Sym(mi)
Z×A[mi] (as in definition 6) adapted toK′, a subsequence ofK, such that limi→∞X i =
X and limi→∞ h(X i)−h(β◦X i) = h¯(K, X|β◦X). Without loss of generality, we may assume
K
′ = K. So ηi = δi × λi for some measure λi on A
[mi] where δi is the probability measure
concentrated on {σi}.
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Fix i for now. For a, b ∈ [mi] let a + b ∈ [mi] denote their sum modulo mi. Also let
[a, b] be the interval from a to b: [a, b] = {a, a + 1, a+ 2, . . . , b}. For example, [mi − 1, 1] =
{mi − 1, mi, 1}. Let π
[a,b] : A[mi] → A[a,b] be the projection map and λ[a,b]i = π
[a,b]
∗ λi the
pushforward measure. For N > 0 a positive integer, let λ′i,N be the product measure
λ′i,N := λ
[1,N ]
i × λ
[N+1,2N ]
i × · · · × λ
[mi−N+1,mi]
i .
Let β [a,b] : A[a,b] → B[a,b] denote the map (β [a,b]ξ)(p) = β(ξ(p)). In order to simplify
notation, we write β = β [a,b] when [a, b] is clear from the context. We claim that
H(λ′i,N)−H(β∗λ
′
i,N)
mi
≥
H(λi)−H(β∗λi)
mi
= h(X i)− h(β ◦Xi). (3)
For ξ ∈ B[mi] and ζ ∈ B[a,b] we let λi(·|ξ) and λi(·|ζ) be the measure defined for E ⊂ A
[mi]
by
λi(E|ξ) :=
λi(E ∩ (β
[1,mi]π[1,mi])−1(ξ))
λi((β [1,mi]π[1,mi])−1(ξ))
, λi(E|ζ) :=
λi(E ∩ (β
[a,b]π[a,b])−1(ζ))
λi((β [a,b]π[a,b])−1(ζ))
.
Other conditional measures such as β∗λi(·|ζ) are defined similarly.
Let λ′′i,N be the measure on A
[mi] satisfying β∗λ
′′
i,N = β∗λi whose fiber over ξ ∈ B
[mi] is
the measure
λ′′i,N(·|ξ) = π
[1,N ]
∗ λi(·|ξ)× π
[N+1,2N ]
∗ λi(·|ξ)× · · · × π
[mi−N+1,mi]
∗ λi(·|ξ).
Since β∗λ
′′
i,N = β∗λi and H(λ
′′
i,N(·|ξ)) ≥ H(λi(·|ξ)) for any ξ we have
H(λ′′i,N)−H(β∗λ
′′
i,N) ≥ H(λi)−H(β∗λi).
Note
H(λ′′i,N)−H(β∗λ
′′
i,N) =
∫ mi/N−1∑
j=0
H
(
π[jN+1,jN+N ]∗ λi (·|ξ)
)
dβ∗λi(ξ)
=
mi/N−1∑
j=0
∫∫
H
(
π[jN+1,jN+N ]∗ λi (·|ξ)
)
dβ∗λi(ξ|ζ)dβ∗λ
[jN+1,jN+N ]
i (ζ)
≤
mi/N−1∑
j=0
∫
H
(
π[jN+1,jN+N ]∗ λi (·|ζ)
)
dβ∗λ
[jN+1,jN+N ]
i (ζ)
= H(λ′i,N)−H(β∗λ
′
i,N).
The inequality above holds by concavity of entropy. This proves the inequality in (3). The
equality in (3) holds by definition.
For each p ∈ {0, . . . , mi − 1} let λ
′
i,p,N be the product measure
λ′i,p,N := λ
[p+1,p+N ]
i × λ
[p+N+1,p+2N ]
i × · · · × λ
[p+mi−N+1,p+mi]
i .
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An argument similar to the one proving (3) shows
H(λ′i,p,N)−H(β∗λ
′
i,p,N) ≥ H(λi)−H(β∗λi). (4)
For a, b ∈ [mi], define τ
[a,b] : A[1,b−a+1] → A[a,b] by τ [a,b](ξ)(p) = ξ(p+ a− 1). Let λ˜
[a,b]
i be
the measure defined for sets E ⊂ A[1,b−a+1] by
λ˜
[a,b]
i (E) := λ
[a,b]
i (τ
[a,b]E).
For ζ ∈ B[1,b−a+1] let λ˜
[a,b]
i (·|ζ) be the measure defined for sets E ⊂ A
[1,b−a+1] by
λ˜
[a,b]
i (E|ζ) := λ
[a,b]
i (τ
[a,b]E|τ [a,b]ζ)
where we have abused notation by letting τ [a,b] denote the analogous map from B[1,b−a+1] →
B[a,b].
Because H(λ˜
[p+1,p+N+1]
i (·|ζ)) = H(λ
[p+1,p+N+1]
i (·|τ
[p+1,p+N+1]ζ),
H(λ′i,p,N)−H(β∗λ
′
i,p,N) =
mi/N−1∑
j=0
∫
H(λ˜
[jN+p+1,(j+1)N+p]
i (·|ζ)) dβ∗λ˜
[jN+p+1,(j+1)N+p]
i (ζ).
By (4),
H(λi)−H(β∗λi)
mi
≤
1
m2i
mi−1∑
p=0
H(λ′i,p,N)−H(β∗λ
′
i,p,N)
=
1
Nmi
mi−1∑
p=0
∫
H(λ˜
[p+1,p+N ]
i (·|ζ)) dβ∗λ˜
[p+1,p+N ]
i (ζ).
By concavity of entropy, if for ζ ∈ B[1,N ], ωi,ζ is the measure on A
[1,N ] defined by
ωi,ζ =
∑mi−1
p=0 β∗λ˜
[p+1,p+N ]
i ({ζ}) · λ˜
[p+1,p+N ]
i (·|ζ)∑mi−1
p=0 β∗λ˜
[p+1,p+N ]
i ({ζ})
then
mi−1∑
p=0
∫
H(λ˜
[p+1,p+N ]
i (·|ζ)) dβ∗λ˜
[p+1,p+N ]
i (ζ) ≤
mi−1∑
p=0
∫
H(ωi,ζ) dβ∗λ˜
[p+1,p+N ]
i (ζ).
Therefore,
H(λi)−H(β∗λi)
mi
≤
1
Nmi
mi−1∑
p=0
∫
H(ωi,ζ) dβ∗λ˜
[p+1,p+N ]
i (ζ).
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So if ωβ,i is the measure on B
[1,N ] defined by
ωβ,i :=
1
mi
mi−1∑
p=0
β∗λ˜
[p+1,p+N ]
i
then
H(λi)−H(β∗λi)
mi
≤
1
N
∫
H(ωi,ζ) dωβ,i(ζ).
Let X = (T,X, µ, φ). By construction, ωi,ζ converges (as i → ∞) to the measure µζ
defined for E ⊂ A[1,N ] by
µζ(E) :=
µ({x ∈ X : φN(x) ∈ E, (β ◦ φ)N(x) = ζ})
µ({x ∈ X : (β ◦ φ)N(x) = ζ})
.
Also, ωβ,i converges to (β ◦ φ)
N
∗ µ. Therefore
h¯(K, X|β◦X) = lim sup
i→∞
H(λi)−H(β∗λi)
mi
≤
∫
H(µζ)
N
d(β◦φ)N∗ µ(ζ) =
H(φN∗ µ)−H((β ◦ φ)
N
∗ µ)
N
.
The right hand side converges to h(X|β ◦X) as N tends to infinity. This proves the propo-
sition.
6 Orbit equivalence and entropy
In this section, we prove Theorem 1.2 by generalizing a theorem of Rudolph and Weiss which
is explained next.
Definition 19. Let G,Γ be countable discrete groups and let (X,B, µ) be a standard prob-
ability space. Let GyT (X,B, µ) and ΓyS(X,B, µ) be two probability measure preserv-
ing actions with the same orbits. We assume that both actions are essentially free. Let
ρ : Γ×X → G be the cocycle
ρ(γ, x) := g ⇔ Tg(x) = Sγ(x).
If A ⊂ B is a sub-σ-algebra such that ρ(γ, ·) is A-measurable for all γ ∈ Γ then the orbit
change from T to S is said to be A-measurable. The smallest such σ-algebra is called the
orbit change σ-algebra.
The next theorem is proven in [RW00].
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Theorem 6.1. Suppose T is an essentially free ergodic action of a countable discrete amenable
group G and A is a T -invariant sub-σ-algebra. Suppose also that S is essentially free action
of Γ with the same orbits as T (this implies Γ is amenable and S is ergodic). Suppose the
orbit change from T to S is A-measurable. Then for any finite observable φ : X → A we
conclude
h(T, φ|A) = h(S, φ|A).
The rest of the paper is devoted to proving a related result:
Proposition 6.2. Let G be an amenable group, X = (T,X, µ, φ) an essentially free G-
process with finite range A and S : (X, µ)→ (X, µ) be an essentially free measure-preserving
Borel automorphism with the same orbits as T (i.e., for µ-a.e. x ∈ X, {Tgx : g ∈ G} =
{Snx : n ∈ Z}).
Let β : A → B be a map and suppose the orbit change from T to S is measurable with
respect to both the T -invariant sub-sigma-algebra generated by ψ := β ◦φ and the S-invariant
sub-sigma-algebra generated by ψ. Then for any random sofic approximation K to G,
h¯(K, X|β ◦X) = h(K, X |β ◦X) = h(S, φ|β ◦ φ).
Given the proposition above, we prove:
Theorem 6.3. Let G be a countably infinite amenable group with random sofic approxima-
tion K. Let X = (T,X, µ, φ) be a G-process. Then
h(K, X) = h¯(K, X) = h(X).
Of course, this implies Theorem 1.2.
Proof. We will prove the statement for lower-sofic entropy only, the upper-sofic entropy case
is similar. Let Y = (S, Y, ν, ψ′) be a Bernoulli process over G with base (B′, ω) where
B′ is a finite set and ω is not supported on a singleton. This process is weakly mixing
and ψ′ : Y → B′ is generating. By [Dy59, Dy63, CFW81], any ergodic essentially free
probability measure preserving action of Z is orbit-equivalent to (S, Y, ν). So there exists a
weakly mixing automorphism U : (Y, ν)→ (Y, ν) with the same orbits as S and a Borel map
ψ′′ : Y → B′′ to a finite set B′′ which generates in the sense that the smallest U -invariant
sigma-algebra on which ψ′′ is measurable is the Borel sigma algebra of (Y, ν) (up to measure
zero sets).
Let ψ : Y → B = B′×B′′ be the map ψ(y) = (ψ′(y), ψ′′(y)). Note that the Borel sigma-
algebra of (Y, ν) is the smallest sigma-algebra generated by ψ and the G-action (modulo
measure 0 sets) which is the smallest sigma-algebra generated by ψ and U (modulo measure
0 sets).
Define V : X × Y → X × Y by
V (x, y) = (Tgx, Sgy)⇔ Uy = Sgy.
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Note that the orbit change from T × S to V is measurable with respect to both the G-
invariant sub-σ-algebra generated by ψ and the V -invariant sub-σ-algebra generated by ψ.
Proposition 6.2 and Lemma 5.4 imply
hµ(K, φ) = hµ×ν(K, φ× ψ|ψ) = hµ×ν(V, φ× ψ|ψ). (5)
Let µ =
∫
λ dζ(λ) be the ergodic decomposition of µ. Because Y is weakly mixing,
µ× ν =
∫
λ× ν dζ(λ)
is the ergodic decomposition of µ×ν. It is well-known that the classical entropy of a process
equals the integral of the entropies of its ergodic components. So Theorem 6.1 implies
hµ×ν(V, φ× ψ|ψ) =
∫
hλ×ν(V, φ× ψ|ψ) dζ(λ)
=
∫
hλ×ν(T × S, φ× ψ|ψ) dζ(λ)
= hµ×ν(T × S, φ× ψ|ψ) = hµ(T, φ).
So (5) implies hµ(K, φ) = hµ(T, φ) as required.
6.1 Lifting factors
Proposition 6.2 is proven by “lifting” the orbit-equivalence to sofic approximations. But
first, we “lift” factors that do not necessarily come from composing with a map β : A→ B.
Definition 20. Let {Xi}
∞
i=1 be a sequence of approximate processes over G constructed
from a sequence {ηi}
∞
i=1 of probability measures on Sym(mi)
G × A[mi]. If W ⊂ G is finite,
σ ∈ Sym(mi)
G and ξ ∈ A[mi], then let
ξ[σ,W ] ∈ (AW )[mi], ξ[σ,W ](p)(w) := ξ
(
σ(w)p
)
.
Let ηWi be the measure on Sym(mi)
G × (AW )[mi] obtained by pushing forward ηi under the
map
(σ, ξ) ∈ Sym(mi)
G ×A[mi] 7→ (σ, ξ[σ,W ]).
Let {X
W
i }
∞
i=1 denote the sequence of approximate processes constructed from η
W
i .
The next lemma is immediate.
Lemma 6.4. If, in the definition above, limi→∞X i = X = (T,X, µ, φ) then limi→∞X
W
i =
(T,X, µ, φW ).
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Assume that X = (T,X, µ, φ) is a process. Let ψ : X → B be a measurable map into
a finite or countable set B. For each finite W ⊂ G, let ψW : A
W → B be a measurable
function satisfying
ψW (ξ) = b ⇒ µ
({
x ∈ X : ψ(x) = b and φW (x) = ξ
})
≥ µ
({
x ∈ X : ψ(x) = c and φW (x) = ξ
})
∀c ∈ B.
Warning: do not confuse ψW : A
W → B with ψW : X → BW .
Definition 21. Let Λ be a function on the set of finite subsets ofG. We write limW→GΛ(W ) =
L if for every increasing sequence {Wj}
∞
j=1 ⊂ G with ∪jWj = G, limj→∞Λ(Wj) = L.
Lemma 6.5. Let X = (T,X, µ, φ) be a G-process such that φ : X → A is generating.
Let {X i}
∞
i=1 be a sequence of approximate processes constructed from a sequence {ηi}
∞
i=1 of
probability measures on Sym(mi)
G ×A[mi]. Suppose that limi→∞X i = X. Then
lim
i→∞
ψW ◦X
W
i = (T,X, µ, ψW ◦ φ
W ),
lim
W→G
(T,X, µ, ψW ◦ φ
W ) = (T,X, µ, ψ).
Proof. The first limit follows from the previous lemma and Lemma 5.1. The second limit is
a consequence of the fact that φ is generating.
6.2 Lifting orbit-equivalences
The concepts of the previous subsection are used to ‘lift’ orbit-equivalences as follows. Let
X = (T,X, µ, φ) be a process over G with range A. Suppose Γ is a (possibly different) group
and Y = (S,X, µ, φ) is a process over Γ with the same orbits as G (up to µ-measure zero).
Suppose there is a map β : A → B such that the orbit change from T to S is measurable
with respect to the G-invariant sub-σ-algebra generated by ψ := β ◦ φ and that both X
and Y are essentially free (e.g., for a.e. x ∈ X Tgx 6= Thx if g 6= h). Define the cocycle
ρ : Γ×X → G by
ρ(γ, x) = g ⇔ Sγx = Tgx.
Lemma 6.6. For each finite set W ⊂ G there exists a map ρW : Γ×B
W → G such that for
every γ ∈ Γ and g ∈ G,
lim
W→G
µ
({
x ∈ X : ρ(γ, x) = g
}
∆
{
x ∈ X : ρW (γ, ψ
W (x)) = g
})
= 0.
Proof. For each γ ∈ Γ and g ∈ G let
X(γ, g) = {x ∈ X : ρ(γ, x) = g}.
Choose orderings G = {g1, g2, . . .}, Γ = {γ1, γ2, . . .} of G and Γ. For each n, let Pn be
the smallest partition of X containing X(γi, gj) for all 1 ≤ i, j ≤ n. Because the orbit
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change is measurable with respect to the smallest G-invariant sigma-algebra Σ on which ψ
is measurable, the partitions Pn are contained in Σ (up to measure zero sets). Therefore for
each n there are a finite set Wn ⊂ G and sets Xn(γi, gj) for 1 ≤ i, j ≤ n such that
1. Xn(γi, gj) is contained in the smallest sigma-algebra on which ψ
Wn is measurable;
2. Xn(γi, gj) ∩Xn(γi, gk) = ∅ if j 6= k (and 1 ≤ i, j, k ≤ n);
3. µ(X(γi, gj)∆Xn(γi, gj)) < 2
−n for all 1 ≤ i, j ≤ n.
Let ρWn : Γ × B
Wn → G be a map such that ρWn(γi, ψ
Wn(x)) = gj if 1 ≤ i, j ≤ n and
x ∈ Xn(γi, gj).
For any finite W ⊂ G, if there is an i ≥ 1 such that Wi ⊂ W then choose a maximal
such i and let ρW := ρWi . Otherwise, define ρW arbitrarily. The lemma follows immediately.
Lemma 6.7 (Asymptotic cocycle identity). For any γ1, γ2 ∈ Γ,
lim
W→G
ψW∗ µ
({
ξ ∈ BW : ρW (γ1γ2, ξ) = ρV (γ1, ξ
′)ρW (γ2, ξ)
})
= 1
where g2 = ρW (γ2, ξ), V = W ∩ Wg
−1
2 , ξ
′ = ψV (Tg2x) and x ∈ X is any element with
ψW (x) = ξ.
Proof. The claim of the lemma is equivalent to
lim
W→G
µ
({
x ∈ X : ρW (γ1γ2, ψ
W (x)) = ρV (γ1, ψ
V (Tg2x))ρW (γ2, ψ
W (x))
})
= 1
where V, g2 are as defined above. For γ ∈ Γ, g ∈ G define X(γ, g) := {x ∈ X : ρ(γ, x) = g}
as in the previous lemma. Also for W ⊂ G finite define
XW (γ, g) := {x ∈ X : ρW (γ, ψ
W (x)) = g}.
The cocycle identity ρ(γ1γ2, x) = ρ(γ1, Sγ2x)ρ(γ2, x) is equivalent to the statement:
X(γ2, g2) ∩ T
−1
g2
X(γ1, g1) ⊂ X(γ1γ2, g1g2)
(mod 0) for every g1, g2 ∈ G. Let
Y (γ1, γ2, g1, g2) := X(γ1γ2, g1g2) ∩X(γ2, g2) ∩ T
−1
g2
X(γ1, g1)
YW (γ1, γ2, g1, g2) := XW (γ1γ2, g1g2) ∩XW (γ2, g2) ∩ T
−1
g2
XV (γ1, g1).
Then {Y (γ1, γ2, g1, g2) : g1, g2 ∈ G} partitions X by the cocycle equation. Observe that
YW (γ1, γ2, g1, g2) ⊂
{
x ∈ X : ρW (γ1γ2, ψ
W (x)) = ρV (γ1, ψ
V (Tg2x))ρW (γ2, ψ
W (x))
}
.
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So it suffices to prove that
lim
W→G
µ
( ⋃
g1,g2∈G
YW (γ1, γ2, g1, g2)
)
= 1.
If V =W ∩Wg−12 then as W → G, V → G. So the previous lemma implies
0 = lim
W→G
µ
(
XW (γ1γ2, g1g2)∆X(γ1γ2, g1g2)
)
0 = lim
W→G
µ
(
XW (γ2, g2)∆X(γ2, g2)
)
0 = lim
W→G
µ
(
T−1g2 XV (γ1, g1)∆T
−1
g2
X(γ1, g1)
)
which implies
0 = lim
W→G
µ(Y (γ1, γ2, g1, g2)∆YW (γ1, γ2, g1, g2))
for any fixed g1, g2 ∈ G. Since {Y (γ1, γ2, g1, g2) : g1, g2 ∈ G} partitions X , for every ǫ > 0
there is a finite set S ⊂ G such that
µ
( ⋃
g1,g2∈S
Y (γ1, γ2, g1, g2)
)
≥ 1− ǫ.
Because
0 = lim
W→G
µ
( ⋃
g1,g2∈S
Y (γ1, γ2, g1, g2)∆YW (γ1, γ2, g1, g2)
)
it follows that
lim
W→G
µ
( ⋃
g1,g2∈G
YW (γ1, γ2, g1, g2)
)
≥ 1− ǫ.
Since ǫ > 0 is arbitrary, the lemma follows.
In general, if Z is a topological space and {zW,i}W⊂G,i∈N is a collection of elements of Z
then we write lim(W,i)→(G,∞) zW,i = z if for every limit point zW of {zW,i}
∞
i=1, limW→G zW = z.
Let {Xβ,i}
∞
i=1 be a sequence of approximate processes constructed from measures {ηi}
∞
i=1
(adapted to a random sofic approximation K to G) so that limi→∞Xβ,i = β ◦X. For each
(σ, ξ) ∈ Sym(mi)
G × B[mi] and γ ∈ Γ, define S ′W,σ,ξ(γ) : [mi]→ [mi] by
S ′W,σ,ξ(γ)(p) := σ(g)p⇔ ρW (γ, ξ[σ,W ](p)) = g.
Lemma 6.8. For any γ1, γ2 ∈ Γ,
lim
(W,i)→(G,∞)
ηi×umi
(
{(σ, ξ, p) ∈ Sym(mi)
G × B[mi] × [mi] : S
′
W,σ,ξ(γ1)S
′
W,σ,ξ(γ2)p = S
′
W,σ,ξ(γ1γ2)p}
)
= 1.
Also for any g′2 ∈ G,
lim
(W,i)→(G,∞)
ηi × umi
(
{(σ, ξ, p) ∈ Sym(mi)
G ×B[mi] × [mi] : ρW (γ2, ξ[σ,W ](p)) = g
′
2}
)
= µ({x ∈ X : ρ(γ2, x) = g
′
2}).
36
Proof. For g1, g2 ∈ G, let
Y (g1, g2) := {x ∈ X : ρ(γ2, x) = g2, ρ(γ1, Tg2x) = g1}.
Note that a.e. x ∈ Y (g1, g2) satisfies ρ(γ1γ2, x) = g1g2 by the cocycle equation. For i ≥ 0
and W ⊂ G finite let Y Wi (g1, g2) be the set of all (σ, ξ, p) ∈ Sym(mi)
G × B[mi] × [mi] such
that
g1g2 = ρW (γ1γ2, ξ[σ,W ](p)),
g2 = ρW (γ2, ξ[σ,W ](p)),
g1 = ρW (γ1, ξ[σ,W ](σ(g2)p)),
σ(g1g2)p = σ(g1)σ(g2)p.
Note that if (σ, ξ, p) ∈ Y Wi (g1, g2) then S
′
W,σ,ξ(γ1)S
′
W,σ,ξ(γ2)p = S
′
W,σ,ξ(γ1γ2)p. Therefore, it
suffices to show that
lim
(W,i)→(G,∞)
ηi × umi
(⋃{
Y Wi (g1, g2) : g1, g2 ∈ G
})
= 1. (6)
We claim that for every g1, g2 ∈ G,
lim
(W,i)→(G,∞)
ηi × umi(Y
W
i (g1, g2)) = µ(Y (g1, g2)), ∀g1, g2 ∈ G. (7)
To see this, for any finite W ⊂ G and g1, g2 ∈ G, let Z(W ; g1, g2) be the set of all x ∈ X
such that
g1g2 = ρW (γ1γ2, ψ
W (x))
g2 = ρW (γ2, ψ
W (x))
g1 = ρW (γ1, ψ
W (Tg2x)).
Then
lim
i→∞
ηi × umi(Y
W
i (g1, g2)) = µ(Z(W ; g1, g2)).
This follows from Lemmas 6.4 and 5.1. Lemma 6.6 implies
lim
W→G
µ
({
x ∈ X : g1g2 = ρW (γ1γ2, ψ
W (x))
}
∆
{
x ∈ X : g1g2 = ρ(γ1γ2, x)
})
= 0
lim
W→G
µ
({
x ∈ X : g2 = ρW (γ2, ψ
W (x))
}
∆
{
x ∈ X : g2 = ρ(γ2, x)
})
= 0
lim
W→G
µ
({
x ∈ X : g1 = ρW (γ1, ψ
W (Tg2x))
}
∆
{
x ∈ X : g1 = ρ(γ1, Tg2x)
})
= 0.
Therefore
lim
W→G
µ(Z(W ; g1, g2)) = µ(Y (g1, g2))
which implies the claim. Because
µ
(⋃
{Y (g1, g2) : g1, g2 ∈ G}
)
= 1,
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for any ǫ > 0 there exists a finite set G′ ⊂ G such that
µ
(⋃
{Y (g1, g2) : g1, g2 ∈ G
′}
)
≥ 1− ǫ.
By the claim,
lim
(W,i)→(G,∞)
ηi × umi
(⋃{
Y Wi (g1, g2) : g1, g2 ∈ G
′
})
≥ 1− ǫ.
Since this is true for every ǫ,
lim
(W,i)→(G,∞)
ηi × umi
(⋃{
Y Wi (g1, g2) : g1, g2 ∈ G
})
= 1
which implies the first statement.
To see the second statement, observe
{(σ, ξ, p) ∈ Sym(mi)
G × B[mi] × [mi] : ρW (γ2, ξ[σ,W ](p)) = g
′
2} ∩
⋃{
Y Wi (g1, g2) : g1, g2 ∈ G
}
=
⋃{
Y Wi (g1, g
′
2) : g1 ∈ G
}
.
Because Y Wi (g1, g
′
2) is disjoint from Y
W
i (g
′
1, g
′
2) if g1 6= g
′
1 equations (6) and (7) imply
lim inf
(W,i)→(G,∞)
ηi × umi
(
{(σ, ξ, p) ∈ Sym(mi)
G × B[mi] × [mi] : ρW (γ2, ξ[σ,W ](p)) = g
′
2}
)
= µ
(⋃
{Y (g1, g
′
2) : g1 ∈ G}
)
= µ({x ∈ X : ρ(γ2, x) = g
′
2})
as required.
Lemma 6.9. There are maps SW,σ,ξ(γ) ∈ Sym(mi) (for every W,σ, ξ, γ) such that for every
γ ∈ Γ,
lim
W→G
lim inf
i→∞
ηi×umi
(
{(σ, ξ, p) ∈ Sym(mi)
G×B[mi]× [mi] : S
′
W,σ,ξ(γ)(p) = SW,σ,ξ(γ)(p)}
)
= 1.
Proof. It follows from the previous lemma that for any γ ∈ Γ,
lim
W→G
lim inf
i→∞
ηi×umi
(
{(σ, ξ, p) ∈ Sym(mi)
G×B[mi]×[mi] : S
′
W,σ,ξ(γ)S
′
W,σ,ξ(γ
−1)(p) = p}
)
= 1.
Therefore, S ′W,σ,ξ is asymptotically surjective, in the sense that
lim
W→G
lim inf
i→∞
ηi × umi
(
{(σ, ξ, p) ∈ Sym(mi)
G ×B[mi] × [mi] : p ∈ image S
′
W,σ,ξ(γ)}
)
= 1.
This implies the lemma.
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Let θW,i be the measure on Sym(mi)
Γ × B[mi] obtained by pushing ηi forward under the
map
(σ, ξ) ∈ Sym(mi)
G ×B[mi] 7→ (SW,σ,ξ, ξ).
Let Y β,W,i be the approximate process constructed from θW,i and κ
ρ
W,i be the projection of
θW,i to Sym(mi)
Γ.
Lemma 6.10. {κρW,i}i∈N,W⊂G is a random sofic approximation to Γ in the following sense.
For every γ1, γ2 ∈ Γ
lim
(W,i)→(G,∞)
κρW,i × umi
(
{(σ, p) ∈ Sym(mi)
Γ × [mi] : σ(γ1)σ(γ2)p = σ(γ1γ2)p}
)
= 1
and for every γ1 6= γ2 ∈ Γ,
lim
(W,i)→(G,∞)
κρW,i × umi
(
{(σ, p) ∈ Sym(mi)
Γ × [mi] : σ(γ1)p 6= σ(γ2)p}
)
= 1.
Proof. For the first assertion, note that by definition of κρW,i and the previous lemma
lim
(W,i)→(G,∞)
κρW,i × umi
(
{(σ, p) ∈ Sym(mi)
Γ × [mi] : σ(γ1)σ(γ2)p = σ(γ1γ2)p}
)
= lim
(W,i)→(G,∞)
ηi × umi
(
{(σ, ξ, p) ∈ Sym(mi)
G ×B[mi] × [mi] : SW,σ,ξ(γ1)SW,σ,ξ(γ2)p = SW,σ,ξ(γ1γ2)p}
)
= lim
(W,i)→(G,∞)
ηi × umi
(
{(σ, ξ, p) ∈ Sym(mi)
G ×B[mi] × [mi] : S
′
W,σ,ξ(γ1)S
′
W,σ,ξ(γ2)p = S
′
W,σ,ξ(γ1γ2)p}
)
= 1.
The last equality follows from Lemma 6.8.
Because the first statement is true, to prove the second statement it suffices to show that
for any γ 6= e,
lim
(W,i)→(G,∞)
κρW,i × umi
(
{(σ, p) ∈ Sym(mi)
Γ × [mi] : p 6= σ(γ)p}
)
= 1.
Equivalently,
lim
(W,i)→(G,∞)
ηi × umi
(
{(σ, ξ, p) ∈ Sym(mi)
G × B[mi] × [mi] : p 6= SW,σ,ξ(γ)p}
)
= 1.
By Lemma 6.9 and the definition of S ′W,σ,ξ, it suffices to prove
lim
(W,i)→(G,∞)
ηi×umi
(
{(σ, ξ, p) ∈ Sym(mi)
G × B[mi] × [mi] : p 6= σ(ρW (γ, ξ[σ,W ](p)))p}
)
= 1.
If g ∈ G \ {e} then because K is a random sofic approximation to G,
lim
i→∞
ηi × umi
(
{(σ, ξ, p) ∈ Sym(mi)
G × B[mi] × [mi] : p 6= σ(g)p}
)
= 1.
Also, if γ is not the identity element then by Lemma 6.8 and because Γy(X, µ) is essentially
free, for every ǫ > 0 there is a finite set V ⊂ G \ {e} such that
lim inf
(W,i)→(G,∞)
ηi× umi
(
{(σ, ξ, p) ∈ Sym(mi)
G × B[mi] × [mi] : ρW (γ, ξ[σ,W ](p)) ∈ V }
)
≥ 1− ǫ.
Because ǫ > 0 is arbitrary this inequality and the previous equation imply the lemma.
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Lemma 6.11. The following hold.
1. lim(W,i)→(G,∞) Y β,W,i = β ◦ Y .
2. If limi→∞Xβ,i = β ◦X strongly then lim(W,i)→(G,∞) Y β,W,i = β ◦Y strongly in the sense
that for all finite V ⊂ Γ and ǫ > 0,
lim
(W,i)→(G,∞)
θW,i
({
(σ, ξ) ∈ Sym(mi)
Γ × B[mi] : dV ((σ, ξ), β ◦ φ) < ǫ
})
= 1.
Proof. The first statement is equivalent to stating that the V -local statistics of Y β,W,i con-
verges to the V -local statistics of β ◦ Y for every finite V ⊂ Γ.
For W ⊂ G finite define
LV,W,i : Sym(mi)
G × B[mi] × [mi]→ B
V
by
LV,W,i(σ, ξ, p)(γ) := ξ (SW,σ,ξ(γ)p) ∀γ ∈ V.
By definition, the V -local statistics of Y β,W,i is (LV,W,i)∗ηi × umi.
Let ωW,i be the W -local statistics of Xβ,i. To be precise, if
χW,i : Sym(mi)
G × B[mi] × [mi]→ B
W
is defined by
χW,i(σ, ξ, p)(g) := ξ (σ(g)p) ∀g ∈ W
then ωW,i = (χW,i)∗ηi × umi .
Fix b0 ∈ B. Define ΦW,V : B
W → BV by
ΦW,V (ξ)(γ) := ξ(ρW (γ, ξ))
if γ ∈ V and ρW (γ, ξ) ∈ W . Set ΦW,V (ξ)(γ) := b0 otherwise. We claim that (ΦW,V )∗ωW,i is
asymptotic to (LV,W,i)∗ηi × umi in the sense that
lim
(W,i)→(G,∞)
‖(ΦW,V )∗ωW,i − (LV,W,i)∗ηi × umi‖1 = 0. (8)
According to Lemma 6.9 and the definition of S ′W,σ,ξ, for all γ ∈ V ,
lim
(W,i)→(G,∞)
ηi × umi ({(σ, ξ, p) : SW,σ,ξ(γ)p = σ(ρW (γ, ξ[σ,W ](p)))p}) = 1.
Because limi→∞Xβ,i = β ◦X , limi→∞ ωW,i = ψ
W
∗ µ. So by Lemmas 6.4 and 6.6, for all γ ∈ V ,
lim
(W,i)→(G,∞)
ηi × umi ({(σ, ξ, p) : ρW (γ, ξ[σ,W ](p)) ∈ W}) = 1.
Therefore,
lim
(W,i)→(G,∞)
ηi × umi ({(σ, ξ, p) : LV,W,i(σ, ξ, p) = ΦW,V χW,i(σ, ξ, p)}) = 1.
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This implies (8).
By Lemmas 6.4 and 5.1,
lim
i→∞
ΦW,V ◦X
W
β,i = (T,X, µ,ΦW,Vψ
W ).
Because ΦW,V ψ
W
∗ µ converges to ψ
V
∗ µ as W → G,
lim
(W,i)→(G,∞)
ΦW,V ◦X
W
β,i = (T,X, µ, ψ
V ).
By (8) this means that the V -local statistics of Y β,W,i converge to (ψ
V )∗µ which is the V -
local statistics of β ◦Y . This proves the first statement of the lemma. The second statement
is similar.
In the previous lemma we used a sequence {Xβ,i}
∞
i=1 of approximate processes over G
converging to β ◦X to construct a sequence {Y β,W,i}i∈N,W⊂G that converges to β ◦Y (there is
a slight abuse of notation here sinceW varies over all finite subsets of G instead of all subsets;
we will continue this abuse below). In the next lemma, a sequence {Xi}
∞
i=1 of approximate
processes over G such that β ◦X i = Xβ,i is used to construct a new sequence {Y W,i}i∈N,W⊂G
of approximate processes over Γ satisfying various properties.
Lemma 6.12. Given a sequence {Xi}
∞
i=1 of approximate processes over G such that β◦X i =
Xβ,i there exists a collection {Y W,i}i∈N,W⊂G of approximate processes over Γ such that
1. β ◦ Y W,i is equivalent to Y β,W,i.
2. if limi→∞X i = X then lim(W,i)→(G,∞) Y W,i = Y .
3. If limi→∞Xi = X strongly then lim(W,i)→(G,∞) Y W,i = Y strongly.
4. h(Y W,i)− h(β ◦ Y W,i) ≥ h(Xi)− h(β ◦X i) ∀W, i.
Item (3) means: for all finite V ⊂ Γ and ǫ > 0,
lim
(W,i)→(G,∞)
θ˜W,i
({
(σ, ξ) ∈ Sym(mi)
Γ × A[mi] : dV ((σ, ξ), φ) < ǫ
})
= 1
where Y W,i is constructed from measures θ˜W,i on Sym(mi)
Γ ×A[mi].
Proof. Let η˜i be the probability measure on Sym(mi)
G × A[mi] such that X i is constructed
from η˜i. Let θ˜W,i be obtained by pushing η˜i forward under the map J = JW,i defined by
J(σ, ξ) = (SW,σ,β◦ξ, ξ).
Let Y W,i be the approximate process over Γ constructed from θ˜W,i.
Since β ◦ X i = Xβ,i, it follows that β ◦ Y W,i is equivalent to Y β,W,i. The proofs of
statements (2) and (3) are similar to the proofs of (1) and (2) of Lemma 6.11.
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To prove the last statement, fix i and W . Let β˜ : Sym(mi)
G×A[mi] → Sym(mi)
G×B[mi]
be the map β˜(σ, ξ) = (σ, β ◦ ξ). Let η˜i,β˜(σ,ξ) be the fiber measure of η˜i over β˜(σ, ξ). Thus
η˜i =
∫
η˜i,β˜(σ,ξ) dβ˜∗η˜i(β˜(σ, ξ)), h(X i)− h(β ◦X i) =
1
mi
∫
H(η˜i,β˜(σ,ξ)) dβ˜∗η˜i(β˜(σ, ξ)).
By abuse of notation, we also let β˜ denote the same map with G replaced by Γ. We define
the fiber measure θ˜W,i,β˜J(σ,ξ) of θ˜W,i over β˜(J(σ, ξ)) similarly. Thus
h(Y W,i)− h(β ◦ Y W,i) =
1
mi
∫
H(θ˜W,i,β˜J(σ,ξ)) dθ˜W,i(J(σ, ξ)) =
1
mi
∫
H(θ˜W,i,β˜J(σ,ξ)) dη˜i(σ, ξ).
Let α : Sym(mi)
G × A[mi] → A[mi] denote the projection map. By abuse of notation, we
also let α denote the projection map from Sym(mi)
Γ × A[mi] to A[mi]. Because αJ = α and
J∗(η˜i,β˜J(σ,ξ)) = θ˜W,i,β˜J(σ,ξ),
α∗(η˜i,β˜J(σ,ξ)) = α∗(θ˜W,i,β˜J(σ,ξ)), ∀(σ, ξ) ∈ Sym(mi)
G ×A[mi].
Since α is injective on the support of θ˜W,i,β˜J(σ,ξ), it follows that
H(θ˜W,i,β˜J(σ,ξ)) = H(α∗θ˜W,i,β˜J(σ,ξ)) = H(α∗η˜i,β˜J(σ,ξ)).
We claim that
η˜i,β˜J(σ,ξ) =
∫
η˜i,σ′,βξ′ dη˜i,β˜J(σ,ξ)(σ
′, ξ′).
To see this, suppose X, Y, Z are any three Borel spaces, µ is a probability measure on X
and π1 : X → Y , π2 : Y → Z are Borel maps. Then for (π2π1)∗µ-a.e. z ∈ Z, µz =∫
µπ1(x) dµz(x). This follows from the fact that if ΣY , ΣZ are the sigma-algebras on X
obtained from pulling back the sigma-algebras on Y , Z respectively and f is a bounded
function on X then E[f |ΣZ ] = E[E[f |ΣY ]|ΣZ ]. To see how this applies to the equation
above, set X = Sym(mi)
G × A[mi], Y = Sym(mi)
G × B[mi] and Z = Sym(mi)
Γ × B[mi]. Let
π1 = β˜ and choose π2 so that π2π1 = β˜J .
Therefore,
α∗η˜i,β˜J(σ,ξ) =
∫
α∗η˜i,σ′,βξ′ dη˜i,β˜J(σ,ξ)(σ
′, ξ′).
By concavity of entropy,
H(α∗η˜i,β˜J(σ,ξ)) ≥
∫
H(α∗η˜i,σ′,βξ′) dη˜i,β˜J(σ,ξ)(σ
′, ξ′).
Because α is injective on the support of η˜i,σ′,βξ′, H(α∗η˜i,σ′,βξ′) = H(η˜i,σ′,βξ′). Therefore,
H(θ˜W,i,β˜J(σ,ξ)) ≥
∫
H(η˜i,σ′,βξ′) dη˜i,β˜J(σ,ξ)(σ
′, ξ′).
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Thus,
h(Y W,i)− h(β ◦ Y W,i) ≥
1
mi
∫∫
H(η˜i,σ′,βξ′) dη˜i,β˜J(σ,ξ)(σ
′, ξ′) dη˜i(σ, ξ)
=
1
mi
∫
H(η˜i,σ,βξ) dη˜i(σ, ξ)
= h(X i)− h(β ◦Xi).
We can now prove Proposition 6.2 whose statement is:
Proposition 6.2. Let G be an amenable group, X = (T,X, µ, φ) an essentially free G-
process with finite range A and S : (X, µ)→ (X, µ) be an essentially free measure-preserving
Borel automorphism with the same orbits as T (i.e., for µ-a.e. x ∈ X, {Tgx : g ∈ G} =
{Snx : n ∈ Z}).
Let β : A → B be a map and suppose the orbit change from T to S is measurable with
respect to both the T -invariant sub-sigma-algebra generated by ψ := β ◦φ and the S-invariant
sub-sigma-algebra generated by ψ. Then for any random sofic approximation K to G,
h¯(K, X|β ◦X) = h(K, X |β ◦X) = h(S, φ|β ◦ φ).
Proof. Let Γ = Z. Let {X i}
∞
i=1 be a sequence of approximate processes adapted to K
′, a
subsequence of K, so that
1. limi→∞X i = X ;
2. limi→∞ h(X i)− h(β ◦X i) = h¯(K, X|β ◦X).
Let Xβ,i = β ◦X i. Let {Y β,W,i}i∈N,W⊂G be constructed as in the paragraph before Lemma
6.10. Let {Y W,i}i∈N,W⊂G be the collection of approximate processes given by Lemma 6.12.
A diagonalization argument implies that there exist increasing sequences {Wi}
∞
i=1 and
{ki}
∞
i=1 so that if Y i := Y Wi,ki then limi→∞ Y i = Y = (S,X, µ, φ). Moreover we may assume
(using Lemma 6.10) that if Kρ := {κρWi,ki}
∞
i=1 then K
ρ is a random sofic approximation to Z.
So Lemma 6.12 implies
h¯(K, X|β ◦X) = lim
i→∞
h(X i)− h(β ◦Xi) ≤ lim sup
i→∞
h(Y i)− h(β ◦ Y i)
≤ h¯(Kρ, Y |β ◦ Y ) = h(Y |β ◦ Y ).
The last equality follows from Proposition 5.8. Since h¯(K, X|β ◦X) ≥ h(K, X|β ◦X) it now
suffices to prove h(K, X|β ◦X) ≥ h(Y |β ◦ Y ).
Let integers mi be given so that K
′ = {κ′i}
∞
i=1 where each κ
′
i is a probability measure
on Sym(mi)
G. Let L = {λi}
∞
i=1 be a random sofic approximation to Z where each λi is a
probability measure on Sym(mi)
Z. By Proposition 5.8, there exists a sequence {Y
′
i}i∈N of
approximate processes over Z adapted to L′, a subsequence of L such that
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1. limi→∞ Y
′
i = Y strongly;
2. limi→∞ h(Y
′
i)− h(β ◦ Y
′
i) = h(L, Y |β ◦ Y ) = h(Y |β ◦ Y ).
Let {Xβ,V,i}i∈N,V⊂Z be constructed as in the paragraph before Lemma 6.10 with the roles of
X and Y swapped. This construction is possible because the orbit change is, by hypothesis,
measurable with respect to the smallest sigma-algebra generated by ψ and the Z-action. Let
{XV,i}i∈N,V⊂Z be the collection of approximate processes given by Lemma 6.12. According
to that lemma,
1. lim(V,i)→(Z,∞)X
′
V,i = X strongly.
2. h(X
′
V,i)− h(β ◦X
′
V,i) ≥ h(Y
′
i)− h(β ◦ Y
′
i) ∀V, i.
So
h(Y |β ◦ Y ) = lim
i→∞
h(Y
′
i)− h(β ◦ Y
′
i) ≤ lim inf
(V,i)→(Z,∞)
h(X
′
V,i)− h(β ◦X
′
V,i).
A diagonalization argument and Lemma 6.10 imply that there exist increasing sequences
{Vi}
∞
i=1 and {ki}
∞
i=1 so that if X
′
i := X
′
Vi,ki
then {X
′
i}
∞
i=1 is adapted to a random sofic
approximation K′′ of G. So the inequalities above imply
h(Y |β ◦ Y ) ≤ lim sup
i→∞
h(X
′
i)− h(β ◦X
′
i) ≤ h(K
′′, X|β ◦X).
Observe thatK′′ = {κ′′i }
∞
i=1 where each κ
′′
i is a probability measure on Sym(ni)
G and {ni}
∞
i=1 is
a subsequence of {mi}
∞
i=1. It follows from Theorem 4.3 thatK
′′ is asymptotic to a subsequence
of K′. It follows from Theorem 5.5 that
h(K′′, X|β ◦X) ≤ h(K′, X|β ◦X) ≤ h(K, X|β ◦X).
So h(K, X |β ◦X) ≥ h(Y |β ◦ Y ) as required.
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