Figure 1: Robot and camera set-up; the camera view frustum intersects the ground plane.
Computer vision is now widely considered a suitable technology for mobile robot navigation, but few practical mass-market solutions rely solely on cameras for outward-looking sensing. In this paper we present a technique whereby a single camera can be used as a high precision visual odometry sensor in a range of practical settings using simple, computationally efficient techniques. Taking advantage of the local planarity of common floor surfaces, we use real-time dense alignment of a 30Hz video stream as the camera looks down from a fast-moving robot. By using every image pixel rather than sparse features to contribute to a global motion estimate, we find that almost every surface has trackable texture when observed from close enough, and we are able to show robust and accurate real-time performance on a range of normal poorly-textured surfaces such as carpet, vinyl and wood.
The main part of our method uses a whole image alignment approach evolved from the iterative technique introduced by Lucas and Kanade [1] . We define an energy function F which measures the discrepancy between a reference image I r , and a live image I l warped by a plane-induced homography H lr . The homography is parameterised by the incremental planar motion of a robot:
In order to minimise F(x) we perform an iterative optimisation based on Efficient Second-order Minimisation (ESM) [2, 3] . An example plot of the cost function with respect to the translational degrees of freedom of the robot can be seen in Fig. 2 . Our key novelty, and crucial to the practicality of this approach, is rapid and automatic calibration for 6DoF camera extrinsics relative to the robot frame. This procedure has two main steps. First, based purely on the image sequence and the knowledge that the sequence is obtained from planar motion, we can determine the normal of the ground plane relative to the camera, which is equivalent to recovering its elevation and roll angles. An example of a dense local map created as part of the autocalibration process is shown in Fig. 3 . Second, we use relative motion estimates from an external source to calibrate for the remaining parameters, which describe the position of the camera relative to the robot: its yaw angle and metric 3DoF translational position.
Our real-time visual odometry is implemented almost entirely in parallel and achieve a mean frame-rate of about 270-300 FPS on a desktop GPU and about 60-65 FPS on a mid-range laptop GPU.
We experimentally evaluated our visual odometry approach against accurate odometry by making extended runs of the robot with different camera heights on a variety of different surfaces (Fig. 4) . Our experiments show unbiased estimation of robot motion and a good performance of the algorithm most of the time. At high linear and angular velocities we see some tendency to underestimation of the velocity resulting mostly from the reduced inter-frame overlap and motion blur. Tracking failure usually only happens though when these effects are combined with disadvantageous other issues such as shadows cast by the robot. 
