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ABSTRACT 
Let B and Q be real n X n matrices. It is well known that the discrete Lyapunov 
matrix equation 
Y- BTYB=Q 
has a unique solution Y if and only if the resultant R(g(x), r”g(l/x)) is nonzero, 
where g(x) is the characteristic polynomial of B. Here, by reducing the underlying 
matrix, we obtain the factorization 
R(g(r),x”g(l/r)) = s,t,,(det@)’ 
where s, and t,, are respectively the sum and alternating sum of the coefficients in 
g(x). The factor s,,t,, det 8 is identified with the determinant of a matrix @ arising in 
work of R. A. Smith, thereby answering a question raised by N. J. Young. The 
connection with the analogous theory arising from the continuous Lyapunov matrix 
equation is established. 
INTRODUCTION 
Let A and Q be given n X n matrices over the complex field a=. The 
continuous Lyapunov matrix equation 
A*X+XA= -20, (1) 
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where X is an n X n matrix over C, arises in stability theory and has been 
extensively studied [l, 41. Write 
f(x) = a,r” + u,_1x”-l+ . . . + a,x + a, (2) 
for the characteristic polynomial of A. Then A* has characteristic polynomial 
f(x) - = ii”X” + cT,_lX”-l + . . . +a,x + a,, (3) 
and - A has characteristic polynomial ( - l)“f( - x). A general theorem of 
Sylvester [9] asserts that (1) has a unique solution X if and only if A* and 
- A have no common eigenvalue, that is, if and only if the resultant 
R( f(r)-, f( - x)) is nonzero [5]. The determinantal identity 
R(f(x),f( - 4) = 2”~0~,&-,~ (4) 
where An _ i is the cofactor of the (n, n) entry in the Hurwitz matrix of f(r) 
[4, 6, 71, shows, in the case A real, that (1) has a unique solution X if and 
only if a, An _ r is nonzero. 
Let B be a given n x n matrix over C. In this note we discuss the 
analogue of (4) arising from the discrete Lyapunov matrix equation 
Y-B*YB=Q (5) 
where Y is an n X n matrix over C. 
As a consequence we answer a question raised by Young [lo] in connec- 
tion with a condition of Smith for (5) to have a unique solution Y when B is a 
real companion matrix [8]. 
REDUCTION OF M( g(x). g(x)) 
We consider an arbitrary polynomial 
g(z) = b,x” + bn_lxn-l+ . . . + b,r + b, (6) 
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of degree n over C and form 
which is of degree at most hi the roots of g(x) = 0 being the reciprocals of 
the nonzero roots of g(x) = (1. It is convenient to introduce the 2n X2n 
matrix 
(8) 
partitioned into n x n quarters, where 
E1=boZ+b,C,+ *.* +b”_,c;-‘9 (9) 
F,=b,Z+b,_,C,+ *** +b,C;-‘, (10) 
and C, is the companion matrix of x”; so the (i, i + 1) entry in C, is 1 for 
1~ i < n, the remaining entries being zero. The resultant 
R(dx), g(x)) = det M(g(r), Z(x)) 
arises in Hermite’s method of locating zeros of polynomials [3]. By the 
theorem of Sylvester quoted above, Equation (5) has a unique solution Y if 
and only if B does not have eigenvalues A, p with 
ip=l, (11) 
that is, no two eigenvalues of B are conjugate with respect to the unit circle. 
When B is real, A is a characteristic root of B if and only if h is a 
characteristic root of B and Equation (11) simplifies to Ap = 1. So in the case 
B real, (5) has a unique solution Y if and only if no two eigenvalues of B are 
reciprocals, that is, if and only if R(g( r), g’(x)) is nonzero, where g(x) is the 
characteristic polynomial of B. 
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Write 2, for the involutary n X n matrix with (i, j) entry 1 for all i, j 
withi+j =n+l.The2nX2nmatrix 
is invertible with inverse 
p-l= 
1; -z, 
i 1 -+-_-_ . 01 1 
LEMMA 1. 
l F,T+ Z,E, j PM(g(r),g(x))P-‘= ___,____;,_+, 1 I 1 1 1 I 
Proof. Multiplying the partitioned matrices on the left-hand side of 
the above equation produces the right-hand side, as ZIF,Z, = F: and 
Z,E,Z, = ET. w 
WriteCforthe(n+l)X(fl+1)companionmatrixofx”+’.WriteZfor 
the involutary (n + l)X(n + 1) matrix with (i, j) entry 1 for ah i, j with 
i+j=n+2.Then 
‘0; 0 ..f 01 
-1----------- 
CTci 01 = I 
: 1 c:- r 
for i>l. (12) 
. I 
,01 
When B is the companion matrix of the real manic polynomial (6), 
Equation (5) has a unique solution Y provided that 
@=((b,l+b,C+ ... +b,C”)Z+(b”C+b,_,C~+ ..- +b,qTC (13) 
is nonsingular [8, lo]. We now establish the connection between @ and the 
matrix F, - E,Z, of Lemma 1. Let 
sj=bi+bipl+ ‘.. +b, (Ogi<n). (14) 
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LEMMA 2. 
Proof. Write 
Tl = Z( b,Z + b,C + . . . + bnCn)T, 
T,=CTC(b,Z+b,_,C+ . ..boC”). 
As C”+ 1 = 0, we obtain CPT = T, + T, from (13). Then 
s, = (I - c)-?,(I - C’C) 
= (I + C + C2 + . . . + C”)(b,Z + b,C + . . . + b,,C”)Z(Z - CTC) 
= (sol + SIC + . . * + s,C”)Z(I -PC) 
on using ZCT = CZ and multiplying out. The (1,1) entry in I- CTC is 1, all 
other entries being zero; so we conclude 
s, = 
’ sn 10 **. 0 
_--_,-_______-_ 
s,_1;0 .-. 0 
. I. 
. 1. 
. 1. 
\ so 10 ... 0 
Also 
=(I-C)-‘(b,Z+b,C+ ... +b,,C”)(C-I)ZC 
= - (b,Z + b,C + . . . + b,C”)ZC. 
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Therefore 
lb 01 b, ... b,’ (0; 
-- +-_______--_ 
s,=- 0; 
o:- 
. I 4 : I I 
,o I 
. I 
, \01 
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0 . . . 0 _-----__-- 
Zl 1 
0; b, ... b, \ 
I _~____________ 
=- 01 
: I 
. 1 Zv, . 
I 
\o I I 
As 
(c+cZ+ ‘. . +c”)cTc(z-C)=(C+c?+ ... -tC”)(Z-C)=C, 
we obtain 
S,=(Z-c)-‘&(I-C) 
=(I-C)-k%(b,Z+b,J+ ... +b,$“)(Z-C) 
=(Z-C)-lCTC(Z-C)(b,I+bnJ+ ... +b,C”) 
=(C*C(Z-C)+C)(b,Z+b,&+ a.. +b&“) 
=(I-~%)(b,,C+b,~&?+ ... +b,C”) 
+CTC(b,Z+b,_,C+ ... +b,C”) 
‘0; b, _.. b,’ 1010 ... 0 
-J___----___- -4------__-- 
=q;o ... 
., : 
0 + y; 
F, 
,;j ;, . . . 0, ,oi 
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(I - C)-‘@(I - C) = (I - c)-‘(q+ T,)(Z - C) 
s* I 0 ... o\ 
_-_-L__________ 
=s,+s,+s,= y1 / . I F,-E,Z, ’ n 
I 
\ so I I 
Let 
ti=bi-bi_l+ ... +(-l)‘b, (O<iqn). (15) 
The following lemma may be proved similarly. 
LEMMAS. 
’ cl IO ..- 0 \ 
___-I--_-_-__-__ 
(z+c)-lv(z+c)= y1 I 
. ; F,+E,Z, * 
t I 0 I I 
The matrix Z,(F,+ E,Z,)Z, = FT+ Z,E, occurs in Lemma 1. We next 
reduce the matrices F, + E,Z, and F, - E,Z,. 
Write Co for the companion matrix of r”- ‘, and introduce the (n - 1) x 
(n - 1) matrices 
F, = b,,I + b,_,C, + b,_,C,2 + . . . + b,C,“-2. 
Let Z, denote the (n - 1) X (n - 1) matrix with (i, j) entry 1 whenever 
i + j = n, all other entries in Z, being zero. 
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LEMMA 4. 
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(I-CJ’(F,+E,Z,)(z-C,)= 
S” I 0 .*. 0 \ 
---+----_-_--- 
sn-2 ) 
: : F,-E&Z, * 
* I 
I 
Proof. As F, and I - C, commute, we obtain 
(z-C,)-‘F,(z-C,)=F,= 
‘b, I b”_, **. b, 
_-+-_---_----__- 
0 
. I . , 
,o j 
Fo 
Next we consider 
(Z-Cl)-‘E,=(z+C,+ ..* +c;-‘)(b,z+b,C,+ -** +b,_,C;-‘) 
=s,z+s,c,+ *** +Sn-lC;-l 
on directly timltiplping out. Therefore 
(Ii C,)-‘E,Z,(Z - C:Cl) = 
As C, - Z commutes with E, and 
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the remaining term is 
(I - C,)-‘E,Z,(C& - c,) 
= (I - CJ’E,(C, - Z)Z,C1 
= - E,Z,C, 
\ 
=- 
=- 
__I-___--_--__-_-_ 
0 I . I 
. I . I Eo 
0 I 
b \’ n-l 0; 0 
-1---- 
01 
.I 
* I 
/ 101 
O 1 b,_, ... b,\ 
_+-________---_ 
01 
: I 
. I E0Z” * 
\01 I 
On adding we obtain 
b,Ib, .** 
-I- 
’ St2 
(I-Cl)-‘(F,+E,Z,)(Z-Cl)= “‘.’ 
s0 
The next lemma may be proved similarly. 
LEMMA 5. 
t” _-__-. 
-4-2 
(z+c,)-‘(F,--E1~,)(z+c,)= : 
- t, 
\ -to 
. . . 0 _-___- 
ZO 
F, - EoZo 
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We next deduce the factorizations of R( g( x), g”(x)) and det Cp. Write 
0 = F, - E,Z,. (16) 
THEOREM 1. 
R(g(x), 2(x)) = s,t,(det@)‘, 
det Q, = s,t,det 0. 
(17) 
(18) 
Proof Taking determinants in Lemmas 1, 4, 5 gives 
R( g( x), g(x)) = det( F, + E,Z) det( F, - E,Z,) 
= s,t,(det 0)“. 
Taking determinants in Lemmas 2, 5 gives 
detQ,=s,det(F,-E,Z,)=s,t,det@. H 
Equation (17) is analogous to Equation (4). An immediate consequence of 
(17) and (18) is 
R(g(x),g”(x))#O e det@#O, 
and so the nonsingularity of Cp is necessary and sufficient for (5) to have a 
unique solution Y in the case B real, as conjectured by Young [lo]. In fact 
when the real field is generalized to any commutative ring with zero radical, 
that is, when the coefficients b,, b,, . . . , b, of g(x) belong to such a ring, then 
(19) remains valid, as the preceding proofs are unaffected. 
EQUIVALENCE OF (4) AND (17) 
Suppose that 1 is not an eigenvalue of A and that B is related to A by 
B=(A+I)(A-I)-‘. (29) 
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Then 1 is not an eigenvalue of B, and X is a solution of (1) if and only if 
Y=(B*-Z)X(B-I) (21) 
is a solution of (5) (see, for example, [8]). If 
g(x), then A has characteristic polynomial 
with constant coefficient t,,/s,, and 
B has characteristic polynomial 
f( _x)= yx)“g( e!j. 
” 
(22) 
(23) 
THEOREM 2. Suppose 1 is not an eigenoalue of A. Then 
(s,,)-W-(4, f( - x)> = 2%dX), i?(x)), 
where f(x) and g(x) are related by (22). 
Proof. Let r be the least integer with b, # 0. Then d(r) has leading 
coefficient b, and degree n - T. Using the standard expression of the 
resultant in terms of the zeros of the constituent polynomials [2], we obtain 
R(g(x),g”(x)) =b:n 
a,P 
= ,,,ru~~ - 1) 
’ n3B>” 
= ( - l)‘“-““apxp - l), 
(24) 
where CY, /? range over the zeros of g(x) and p # 0. Since 1y is a zero of g(x) 
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if and only if (a! + l)/( a - 1) is a zero of f( r ), we obtain similarly 
where cr, /3, y range over the zeros of g(x) and fi # 0. Comparing (24) and 
(25) gives the first equation of Theorem 2. From (4) and (1’7) we now deduce 
Sstp-2A;_l = 2”‘-“(de@)” n (26) 
on canceling the factor t, by the principle of irrelevance of aigebraic 
inequalities [Z]. As the coefficient of b,” in s,“-’ A,_, is 2ntn-1)‘2, we obtain 
the second equation of Theorem 2 on taking the square root of (26). = 
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