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Sampling Strategies for Data-Driven Inference of
Input-Output System Properties
Anne Koch, Jan Maximilian Montenbruck, and Frank Allgo¨wer
Abstract—Due to their relevance in controller design, we
consider the problem of determining the L2-gain, passivity
properties and conic relations of an input-output system. While,
in practice, the input-output relation is often undisclosed, input-
output data tuples can be sampled by performing (numerical)
experiments. Hence, we present sampling strategies for discrete
time and continuous time linear time-invariant systems to it-
eratively determine the L2-gain, the shortage of passivity and
the cone with minimal radius that the input-output relation is
confined to. These sampling strategies are based on gradient dy-
namical systems and saddle point flows to solve the reformulated
optimization problems, where the gradients can be evaluated
from only input-output data samples. This leads us to evolution
equations, whose convergence properties are then discussed in
continuous time and discrete time.
Index Terms—Data-based systems analysis, Optimization, Ma-
chine Learning, Linear Systems, Identification for Control
I. INTRODUCTION
C
ONTROL theory based on mathematical models is used
in most existing control applications. While the theory
for model-based control is quite elaborate, acquiring the
mathematical model by first principles or identification of the
plant can be time-consuming and highly dependent on expert
knowledge. Hence, with the growing complexity of systems,
acquiring the mathematical model becomes more and more
challenging. At the same time, the amount of available data
is growing rapidly due to increasing computational power
and sheer size of storage. Hence, researchers from diverse
backgrounds and fields are facing the challenges and chances
arising from this phenomenon commonly known as big data.
In recent years, this development has also attracted more and
more attention in engineering applications, where data usually
comprise probing input signals and probed output signals from
experiments and simulations. One main question is hence, how
can we best benefit from information in form of data in the
state-of-the art automatic control theory?
Many existing approaches of what is called data-driven
controller design are summarized in [1], which strive to learn a
controller directly from data without identifying a model first.
In most approaches therein, however, stability for the closed
loop cannot be guaranteed or one needs to assume a certain
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controller structure beforehand. One complementary approach
to the direct controller design from data is to learn and analyze
certain system-theoretic properties from data first and leverage
this knowledge to design a controller. In fact, properties such
as the L2-gain, the shortage of passivity and conic relations
of the input-output behavior allow for the direct application of
well-known feedback theorems for controller design, as shown
for example in [2], [3]. Thus, by learning such system-theoretic
properties from data, one is not bound to a controller structure
beforehand and insights to the a priori unknown system are
obtained. Moreover, the approach can provide control theoretic
guarantees for the closed-loop behavior.
There have been different approaches to learn certain system
properties or, more generally, dissipation inequalities from
input-output data tuples that are stored and available for
analysis. In [4], the authors derive overestimates on the L2-
gain, the shortage of passivity and the cone containing all
input-output samples based on finite, but densely sampled,
input-output data. In [5], this approach is extended to a
more general formulation of dissipation inequalities, where
the ordering of the supply rates via the S-procedure allows
for inference of system properties from only finite input-
output data. However, to receive quantitative bounds on certain
dissipation inequalities, these approaches generally introduce
conservatism to account for yet unmeasured data points in the
sense that they often could not verify a system property that
the system did satisfy. If we assume, however, that additional
(numerical) experiments can be performed, which is certainly
the case in many application examples, then we can iteratively
choose further data tuples in order to decrease conservatism
and to obtain sharper bounds on the respective properties, as
map
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corresp. to highest gain (e.g.)
Fig. 1. Given finitely many data-samples from a system that maps inputs
u ∈ U to the outputs y ∈ Y , where U is the input space and Y is the
output space. We can determine system properties of our input-output map
by finding bounds on the input-output operator through continuity assumptions
(cf. [4], [5]). Our research objective is to draw further data tuples (ui, yi) to
actually converge to the input-output trajectory (u⋆, y⋆) that corresponds to
the respective system property, e.g. the L2-gain.
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Fig. 2. The general idea is to iteratively perform (numerical) experiments to
converge to the parameter corresponding to a certain system property, e.g. the
L2-gain. The gradient ascent algorithm is based on only input-output data
while the system and hence the optimization function u 7→ ρ(u) remains
undisclosed.
schematically illustrated in Fig. 1.
Instead of finding the worst-case overestimate on input-
output samples, we thus want to iteratively draw further input-
output samples which allow us to converge to the true L2-gain,
shortage of passivity, or minimal radius of a cone containing
the input-output behavior. In fact, some results in this direction
can be found in [6] and [7], where an iterative approach
for determining the L2-gain of discrete time linear time-
invariant (LTI) systems is presented and discussed. Building
upon this idea, the concept of sampling strategies for data-
driven inference of passivity properties and conic relations
were introduced in our prior work [8] and [9], respectively.
In this paper, we present these approaches as a more general
idea of the following form:
Sampling strategy for inference of system properties:
1) Formulate system property as optimization problem
2) Iteratively perform further (numerical) experiments
a) Calculate the gradient from input-output samples
b) Update the input along the (negative) gradient.
This general approach is schematically illustrated in Fig. 2.
A. Outline
The thrust of this work is to present a systematic approach
to iteratively determine certain dissipation inequalities from
input-output samples, where the input-output map remains
undisclosed. In particular, we use multiple input-output tra-
jectories with known initial condition to investigate the L2-
gain, the shortage of passivity and conic relations, respectively.
We start in Sec. II with discrete time LTI systems with a
thorough analysis of continuous time optimization as well
as the implications for the iterative scheme (discrete time
optimization), where advanced sampling schemes can improve
the convergence rate. While the general ideas have already
been presented in [6], [8] and [9], we are presenting stronger
convergence results considering the shortage of passivity and
conic relations. Furthermore, we introduce an improved itera-
tive sampling strategy for both, the shortage of passivity and
the cone with minimum radius. In Sec. III, we generalize the
framework presented in Sec. II. Firstly, we extend the general
approach to continuous time LTI systems in Sec. III-A leading
us to evolution equations, whose convergence properties we
then investigate. We then shortly summarize the extension to
multiple input multiple output (MIMO) systems in Sec. III-B
as presented in [10] and [11] and additionally provide results
on the robustness of the presented framework to measurement
noise. Finally, we apply the introduced approaches to differ-
ent simulation examples in Sec. IV including an oscillating
system and a high dimensional system, and end with a short
conclusion in Sec. V.
II. SYSTEM ANALYSIS FOR DISCRETE TIME LTI SYSTEMS
Since our premise is to determine system properties from
input-output data, one natural approach is the input-output
framework introduced and presented for example in [2] and
[3]. Hence, we assume our system to be an operator that maps
inputs u to outputs y. In practical application, this input-
output map is often undisclosed. However, we can perform
simulations or experiments where we choose the input u and
measure the corresponding output y. We start with a single
input single output (SISO) discrete time LTI systems
y(t) =
∞∑
k=0
gku(t− k), (1)
where gk denotes the impulse response sequence, u is the input
to the system and y is the output of the system. For a given
input sequence u(t), t = 1, ..., n the input to output operator
in (1) can be written in matrix notation


y(1)
...
y(n)

 =


g0 0 0 ... 0
g1 g0 0 ... 0
g2 g1 g0 ... 0
...
. . .
...
gn−1 gn−2 ... g1 g0




u(1)
...
u(n)

 (2)
in the following denoted by y = Gu with u, y ∈ Rn and G ∈
R
n×n. The matrix G representing the convolution operator for
finite inputs u ∈ Rn is a lower triangular Toeplitz matrix. Note
that we assume u(t) = 0 for t ≤ 0 and only consider causal,
asymptotically stable systems. However, the ideas of [12] can
be applied for converting the sampling strategies to closed-
loop approaches where pre-stabilizing controllers enable the
application to unstable systems.
A. L2-Gain
The small-gain theorem, as for example presented in [2],
plays an important role in systems analysis, stability studies
and controller design. With the knowledge of an upper bound
on the L2-gain of open-loop elements, the stability of the
closed loop can be validated. The constant γ is an upper bound
on the L2-gain of a dynamical system if
‖y‖ ≤ γ‖u‖ (3)
holds for all input-output tuples (u, y), where u and y are taken
from some Hilbert space H of which 〈·, ·〉 denotes the inner
product and ‖·‖ the corresponding induced norm. A graphical
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Fig. 3. A graphical illustration of the L2-gain, denoted by γ, in the input-
output plane.
interpretation of such a gain bound is depicted in Fig. 3. For
an iterative model-free approach to determine the L2-gain γ,
we formulate the definition (3) into the optimization problem
γ2 = sup
‖u‖2 6=0
‖y‖2
‖u‖2 . (4)
For discrete time LTI systems as given in (2), the optimization
problem in (4) then reads
γ2 = max
‖u‖2 6=0
ρ1(u) = max
‖u‖2 6=0
u⊤G⊤Gu
‖u‖2 , (5)
where the term ρ1(u) is also referred to as the Rayleigh
quotient. The Rayleigh quotient is a smooth function ρ1(u) :
R
n \ {0} → R that is scale-invariant since ρ1(u) = ρ1(αu)
holds for all scalars α 6= 0. Therefore, it is sufficient to
consider the Rayleigh quotient on the unit sphere Sn−1 =
{u ∈ Rn|‖u‖ = 1}. The critical points and critical values of
ρ1 are the eigenvectors and eigenvalues of G
⊤G, respectively,
as shown for example in [13]. Thus, the maximum value of the
Rayleigh quotient (4) is exactly the maximum eigenvalue λ1
of the symmetric matrix G⊤G. This relation is also referred
to as the variational characterization of eigenvalues or as the
Courant-Fischer-Weyl principle.
Our first proposition recasts a results of [6] and states that
the gradient of the Rayleigh quotient can in fact be computed
by only sampling two input-output data tuples, which can be
generated, for example, from simulations or experiments.
Proposition 1. The gradient vector field of ρ1 : S
n−1 → R is
given by
∇ρ1(u) = 2G⊤Gu− 2ρ1(u)u (6)
and can be computed by evaluating u 7→ Gu twice.
Proof. We endow the unit sphere Sn−1 with the standard
Riemannian metric, i.e. the Riemannian metric induced from
the embedding Sn−1 ⊂ Rn. Hence, the gradient at u ∈ Sn−1
is uniquely determined by
∇ρ1(u) = 2G
⊤Gu · u⊤u− 2u⊤G⊤Gu · u
(u⊤u)2
= 2G⊤Gu− 2ρ1(u)u.
In order to compute ∇ρ1(u) from evaluating u 7→ Gu, we
define the involutory permutation matrix
P =


0 ... 0 1
0 ... 1 0
... ..
. ...
1 ... 0 0


with P = P−1. Note that the matrices G and G⊤ are
involutory conjugate since PG⊤ = GP holds. Hence, we can
compose G⊤u by G⊤u = PGPu. This finally leads to
∇ρ1(u) = 2PGPGu− 2(u⊤PGPGu)u
which only consists of operations we can perform by evaluat-
ing u 7→ Gu.
In experiments or simulations, the term PGPGu can be
obtained by performing one (numerical) experiment y = Gu,
applying the reversed output PGu toG in a second experiment
and reversing the output again.
1) L2-Gain - Continuous Time Solution: To find the maxi-
mum of the Rayleigh quotient, we employ a gradient dynam-
ical system
d
dτ
u(τ) = ∇ρ1(u(τ)) (7)
with u(τ) =
(
u(τ, 1), ..., u(τ, n)
)
, along whose solutions ρ1
increases monotonically, as illustrated in Fig. 4(a). This leads
us to the evolution equation
d
dτ
u(τ) = 2G⊤Gu(τ)− 2ρ1(u(τ))u(τ), (8)
also known as the Rayleigh quotient gradient flow. It is readily
verified that the gradient flow (8) leaves the sphere Sn−1
invariant [13]. On the sphere Sn−1, the Rayleigh quotient
gradient flow is in fact equivalent to the so-called Oja flow
d
dτ
u(τ) = (u(τ)⊤(G⊤G− u(τ)⊤G⊤Gu(τ)In)u(τ), (9)
defined in Rn, with In being the n×n identity matrix. The Oja
flow is used, for example, in neural network learning theory
as a means to determine the eigenvectors corresponding to the
largest eigenvalues.
Theorem 1. Assume λ1 > λ2 ≥ ... ≥ λn for the eigenvalues
λi of G
⊤G. For almost all initial conditions u(0) with
‖u(0)‖ = 1, ρ1 converges to γ2, the squared L2-gain, along
the solutions of (8).
Proof. This result follows directly from Thm. 3.4 in [13].
Note that the convergence almost everywhere only excludes
starting points in the union of eigenspaces of G⊤G corre-
sponding to the eigenvalues λ2, ..., λn, which is a nowhere
dense subset of Sn−1.
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Fig. 4. Illustration of the (a) continuous time and (b) discrete time gradient
ascent optimization of the cost function ρ1 : Sn−1 → R.
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Fig. 5. An inital input u0 ∈ R
n iteratively converges towards the input u
corresponding to the parameter γ (L2-gain).
2) L2-Gain - Discrete Time Solution: In an experimental
setup, we can only iteratively determine the gradient from
input-output data and hence, we extend the result to discrete
time optimization. Generally, an iterative approach for max-
imizing ρ1 in (5) is to construct a sequence (uk)k=1,2,..., as
illustrated in Fig. 5, such that ρ1(uk+1) > ρ1(uk) holds for
all k as depicted in Fig. 4(b). One standard tool in numerical
linear algebra to construct such a sequence converging towards
the dominant eigenvector and corresponding eigenvalue of a
linear operator is the power method
uk+1 =
G⊤Guk
‖G⊤Guk‖ . (10)
This method, which was amongst other methods proposed in
[6], presents a possible approach for iteratively estimating the
L2-gain without any knowledge of an explicit expression of G,
since we can retrieve the expression G⊤Guk for any uk ∈ Rn
by sampling two input-output samples Guk and G
⊤Guk =
PGPGuk. Hence, by iterative input-output sampling, we can
apply the power method for finding the L2-gain while the
input-output operator remains undisclosed.
Proposition 2 ([13], [6]). Let the largest eigenvalue of G⊤G
be unique. Then, for almost all initial conditions u0 with
‖u0‖ = 1, the sequence (uk)k=1,2,... constructed by (10)
converges to the dominant eigenvector of G⊤G and hence,
ρ1 converges to γ
2, the squared L2-gain, along this sequence.
With the scale-invariance of the Rayleigh quotient, the
relevant information is contained in the direction of uk. In
other words, an iterate uk ∈ Sn−1 represents the one-
dimensional subspace {βuk : β ∈ R}. This links our
approaches to optimizing over the real projective (n−1)-space,
usually denoted by RPn−1. The real projective (n−1)-space
is defined as the set of all lines through the origin in Rn. For
further information, the interested reader is referred to [13].
To improve the convergence rate of (10), the application
of the Lanczos method is introduced in [6]. In [7], Rojas et
al. propose another approach to decrease the required input-
output samples. Since G is a lower triangular Toeplitz matrix,
the matrix PG is symmetric and can be factorized into QΛQ⊤
where Q is an orthonormal matrix and Λ is a diagonal
matrix with the eigenvalues of PG. With G⊤G = PGPG =
QΛQ⊤QΛQ⊤ = QΛ2Q⊤, we hence find that the maximum
absolute eigenvalue of PG is exactly the square root of the
maximal eigenvalue of G⊤G. Hence, finding the L2-gain by
applying the power method to the matrix PG requires only
one sample per iteration.
There is another well-known method that maximizes the
Rayleigh quotient, namely the Rayleigh quotient iteration,
which uses the iteration scheme
uk+1 =
((G⊤G)− ρ1(uk)In)−1uk
‖((G⊤G)− ρ1(uk)In)−1uk‖ . (11)
The Rayleigh quotient iteration has stronger convergence
properties [14], but it cannot be applied in the present setting
since we cannot compute the right hand side without explicit
knowledge of G.
B. Passivity
Besides the L2-gain, passivity is one of the key properties
that can be exploited in order to analyze stability and design
controllers, cf. [15]. The relevance of passivity for feedback
control was recognized early, providing well-known feedback
theorems for passive systems (cf. [2] and [3]). We start with a
general input-output definition of passivity [3]. A system that
maps inputs u to the outputs y is said to be passive if
〈y, u〉 ≥ 0 (12)
holds for all input-output tuples (u, y), where u and y are taken
from some Hilbert space H. For controller design, however,
we are specifically interested to which extent a system is or is
not passive. The shortage of passivity is defined as the smallest
s such that
〈y, u〉 ≥ −s‖y‖2 (13)
holds for all input-output tuples (u, y). The system is said to
be output strictly passive if s < 0. A graphical illustration
of output strict passivity is given in Fig. 6. For s > 0, the
shortage of passivity corresponds to the excess of passivity
of a controller required to render the closed loop stable. For
a more detailed description of passivity and its relevance for
the application of well-known feedback theorems, the reader is
referred to [2], [15] and Chapter 6 of [3]. Another parameter to
determine to which extent a system is or is not (input strictly)
passive is the input-feedforward passivity index, for which a
sampling strategy can be found in [8], extended in [16]. While
5we only consider the shortage of passivity here in detail, input-
strict passivity nicely fits into the general framework presented
in this paper and the extensions and discussions in Sec. III
hence also hold for the input feedforward passivity parameter.
The shortage of passivity definition (13) for discrete time
LTI systems of the form (2) reads
u⊤Gu ≥ −su⊤G⊤Gu, (14)
which must hold for all admissible inputs u. Let us now
assume that g0 6= 0. Consequently, the Toeplitz matrix G
has full rank and G⊤G is positive definite. Reformulating the
definition of the system property (14) into an optimization
problem, with u⊤Gu = 12u
⊤(G+G⊤)u due to the symmetry
in quadratic terms, leads to
s = − min
‖u‖6=0
ρ2(u) = − min
‖u‖6=0
1
2
u⊤(G+G⊤)u
u⊤G⊤Gu
. (15)
The term ρ2 here is also referred to as the generalized Rayleigh
quotient, which is a smooth function ρ2 : R
n\{0} → R. This
minimization problem represents a generalized eigenvalue
problem, where the critical points and critical values of ρ2 are
the generalized eigenvectors vi and generalized eigenvalues λi
of the pair (12 (G+G
⊤), G⊤G) [8] defined by
1
2
(G+G⊤)vi = λiG
⊤Gvi, i = 1, . . . , n.
Therefore, we are searching for the smallest generalized eigen-
value of the generalized eigenvalue problem denoted by λn.
With s = −λn, this allows to infer information on passivity
(s ≤ 0), output strict passivity (s < 0) and the shortage of
passivity (s > 0).
Due to the scale invariance of the generalized Rayleigh
quotient ρ2, we consider the optimization problem (15) on the
sphere Sn−1. Our second proposition states that the gradient
of the generalized Rayleigh quotient can be computed by only
sampling three input-output tuples.
Proposition 3. The gradient vector field of ρ2 : S
n−1 → R is
given by
∇ρ2(u) = 1‖Gu‖2 ((G +G
⊤)u− 2ρ2(u)G⊤Gu) (16)
=
Gu + PGPu
‖Gu‖2 −
u⊤(Gu + PGPu)
‖Gu‖4 (PG)
2u.
and can be computed by evaluating u 7→ Gu thrice.
Proof. This result follows directly from [8], Lemma 2.
u
y
− 1
s
Fig. 6. A graphical illustration of output strict passivity in a plane, where s
denotes the shortage of passivity.
Computing the gradient vector field (16) hence requires
the three data samples (u,Gu), (u, PGPu), and (u, (PG)2u)
from three consecutive (numerical) experiments. For reasons
of measurement noise, it is recommendable to calculate ‖Gu‖2
by u⊤(PG)2u (cf. [6]).
1) Passivity - Continuous Time Solution: In order to find
the smallest generalized eigenvalue λn and hence the shortage
of passivity, we employ the gradient dynamical system
d
dτ
u(τ) = −∇ρ2(u(τ)) (17)
=
1
‖Gu(τ)‖2 (2ρ2(u(τ))G
⊤Gu(τ)−(G+G⊤)u(τ))
along whose solutions ρ2 decreases monotonically. By
d
dτ
‖u(τ)‖2 = 2u(τ)⊤ d
dτ
u(τ)
=
2
‖Gu(τ)‖2
(
2ρ2(u(τ))u(τ)
⊤G⊤Gu(τ)
− u(τ)⊤(G+G⊤)u(τ) )
= 2 (2ρ2(u(τ)) − 2ρ2(u(τ))) = 0
we verified that (17) leaves the sphere Sn−1 invariant.
When discussing convergence on the unit sphere, it is
important to recall that there can never be only one critical
point of any vector field on the unit sphere. The Euler
characteristic is two for any even-dimensional sphere and zero
for any odd-dimensional sphere [17, Thm. 2.3]. Hence, almost
global convergence, which excludes a nowhere dense subset
of Sn−1, is the strongest convergence result possible for our
vector field on the unit sphere.
Gradient flows of Morse-functions or more generally of
Morse-Bott functions have, with the topological restrictions,
strong convergence properties on manifolds. We say ρ2 :
Sn−1 → R is a Morse-Bott function provided the following
three conditions from [13, p. 21] are satisfied:
a) ρ2 : S
n−1 → R has compact sublevel sets.
b) C(ρ2) = ∪kj=1Nj with Nj being disjoint, closed and
connected submanifolds of Sn−1 and ρ2 being constant
on Nj , j = 1, . . . , k.
c) ker (Hρ2(u)) = TuNj , for all u ∈ Nj , j = 1, . . . , k.
Here, C(ρ2) denotes the set of critical points of ρ2, Hρ2(u)
denotes the Hessian of ρ2 at u, ker (Hρ2(u)) denotes the kernel
of the Hessian of ρ2 at u and TuNj is the tangent space of
Nj at u.
Due to the strong convergence properties of gradient flows
of Morse-Bott functions, we show in the following that ρ2 :
Sn−1 → R is indeed a Morse-Bott function as defined above.
Lemma 1. The generalized Rayleigh quotient ρ2 on the unit
sphere Sn−1 is a Morse-Bott function.
Proof. Condition a) of the definition of a Morse-Bott function
requires that for all c ∈ R the sublevel set {u ∈ Sn−1|ρ2(u) ≤
c} is a compact subset of Sn−1. Since Sn−1 is compact and
ρ2 is continuous, this is satisfied.
The critical points C(ρ2) are all u ∈ Sn−1 such that(
1
2
(G+G⊤)− ρ2(u)G⊤G
)
u = 0,
6which are exactly the generalized eigenvectors of the matrix
pair (12 (G + G
⊤), G⊤G). All eigenvalues with geometric
multiplicity one are hence isolated critical points.
If the generalized eigenvalue λi has geometric multiplicity
of m, then the solution of the equation(
1
2
(G+G⊤)− λiG⊤G
)
u = 0
is an m-dimensional linear subspace of Rn and a closed
connected submanifold Ni of dimension m − 1 on the unit
sphere Sn−1. On this submanifold, ρ2(u) = λi for all u ∈ Ni.
Therefore, condition b) is also satisfied. Finally, we need to
show that also condition c) holds. According to the above
discussion, TuNj is contained in ker (Hρ2(u)) and we only
have to show that ker (Hρ2(u)) ⊆ TuNj ∀u ∈ Nj . Hence, we
start by calculating the Hessian H of ρ2 at the critical points.
Let vi ∈ C(ρ) be the generalized eigenvector corresponding
to the generalized eigenvalue λi of multiplicity m. Then the
symmetric Hessian matrix of ρ2 at vi is given by
Hρ2(vi) =
2
‖Gvi‖2
(
1
2
(G+G⊤)− λiG⊤G
)
.
In this case, the vector vi is an element of an (m − 1)-
dimensional submanifold Ni, and the nullspace of the Hessian
Hρ2(vi) is exactly the eigenspace corresponding to λi. Let
ψ ∈ TviSn−1 have a normal component to the eigenspace Ni,
but ψ still lies in the kernel of the Hessian Hρ2(vi). Then
λiG
⊤Gψ − 1
2
(G+G⊤)ψ = 0
must hold and hence (ψ, λi) is a solution to the generalized
eigenvalue problem and ψ ∈ Ni, which leads to a contradic-
tion. Hence, the Hessian Hρ2(vi) has full rank in any direction
normal to Ni at any vi ∈ Ni. We say that every critical point
of Sn−1 belongs to a nondegenerate critical submanifold.
Altogether, we have shown that the generalized Rayleigh
quotient ρ2 is indeed a Morse-Bott function on the unit sphere
Sn−1, which concludes the proof.
With this result, we find strong convergence guarantees for
the generalized Rayleigh quotient flow, summarized in the
following theorem.
Theorem 2. Assume λn < λn−1 ≤ · · · ≤ λ1 for the gener-
alized eigenvalues λi of the matrix pair
(
1
2 (G+G
⊤), G⊤G
)
.
For almost all initial conditions u(0) with ‖u(0)‖ = 1, ρ2
converges to −s, the shortage of passivity, along the solutions
of (17).
Proof. We start by showing that ρ2 has two minima at the
eigenvector ±vn corresponding to the smallest eigenvalue λn.
All other critical points are saddle points or maxima of ρ2.
The linearization of (17) on the unit sphere at any gener-
alized eigenvector vi corresponding to the generalized eigen-
value λi, i = 1, . . . n, reads
∂
∂τ
u(τ) =
2
‖Gvi‖2
(
λiG
⊤G− 1
2
(G+G⊤)
)
u(τ),
u(τ)⊤vi = 0.
To study the exponential stability of the critical points, we
are now interested in the eigenvalues of the symmetric matrix
(λiG
⊤G − 12 (G + G⊤)) for all i = 1, . . . , n corresponding
to the critical points vi. Since (λiG
⊤G − 12 (G + G⊤)) is a
symmetric matrix, the eigenvalues of (λiG
⊤G− 12 (G+G⊤))
in the tangent space TviS
n−1 are all negative if and only if
u⊤
(
λiG
⊤G− 1
2
(G +G⊤)
)
u < 0 ∀u ∈ TviSn−1. (18)
From the definition of critical points, we know λiG
⊤Gvi−
1
2 (G +G
⊤)vi = 0 for all i = 1, . . . , n. Adding λnG
⊤Gvi to
both sides reads
λnG
⊤Gvi − 1
2
(G+G⊤)vi = (λn − λi)G⊤Gvi. (19)
Since 12 (G+G
⊤), G⊤G are symmetric matrices, there exists
a basis for Rn of generalized eigenvectors, which are G⊤G-
orthogonal (i.e. v⊤i G
⊤Gvj = 0, for i 6= j). Thus, every vector
u ∈ TviSn−1 can be decomposed into a linear combination of
these generalized eigenvectors vi, i = 1, . . . , n. Multiplying
v⊤i on both sides of (19), we retrieve
v⊤i
(
λnG
⊤G− 1
2
(G+G⊤)
)
vi = (λn − λi)‖Gvi‖2
which is strictly less than zero for all i 6= n. With u =∑n
i=1 αivi, where αi ∈ R for i = 1, . . . , n, we find
u⊤
(
λnG
⊤G− 1
2
(G+G⊤)
)
u =
n∑
i=1
α2i (λn − λi)‖Gvi‖2
which is negative if at least one αi 6= 0 for any i=1, . . . , n−1.
With condition (18), the eigenvalues of (λnG
⊤G− 12 (G+G⊤))
in the tangent space TvnS
n−1 are hence all negative, and the
critical points ±vn are exponentially stable. Analogously, the
definition of generalized eigenvalues yields
v⊤n
(
λiG
⊤G− 1
2
(G+G⊤)
)
vn = (λi − λn)‖Gvn‖2.
Since we can always choose α ∈ R such that (vn + αvi) ∈
TviS
n−1, we find
(vn + αvi)
⊤
(
λiG
⊤G− 1
2
(G+G⊤)
)
(vn + αvi)
= (λi − λn)‖Gvn‖2,
which is strictly greater than zero for all i 6= n. With condition
(18), there therefore exists at least one positive eigenvalue of
(λiG
⊤G− 12 (G+G⊤)) on the tangent space TviSn−1 for all
i 6= n. Any critical point vi with i 6= n is hence a saddle point
or a maximum of ρ2.
Due to the reasoning above, only the isolated critical points
±vn can be attractors for (17). The union of generalized
eigenspaces of the matrix pair (12 (G+G
⊤), G⊤G) correspond-
ing to the generalized eigenvalues λ1, . . . λn−1 is a nowhere
dense subset in Sn−1. With Lemma 1, ρ2 is a Morse-Bott
function and Prop. 3.9 from [13] applies. Therefore, every
solution of the gradient flow converges as t → ∞ to an
equilibrium point, and hence, every solution of (17) starting
in the complement of the union of generalized eigenspaces
7corresponding to the generalized eigenvalues λ1, . . . λn−1 will
converge to either vn or −vn. This completes our proof.
One other approach to investigate the generalized Rayleigh
quotient ρ2 is by performing a linear coordinate transform
y = Gu. Since G is full rank, there always exists an
inverse transformation. Define T = G−⊤(G+G⊤)G−1. By
transformation, we retrieve the standard Rayleigh quotient
ρ2(u) =
1
2
u⊤GTG−⊤(G+G⊤)G−1Gu
u⊤G⊤Gu
=
1
2
y⊤Ty
y⊤y
with the symmetric matrix T , where the eigenvalues of T
correspond to the generalized eigenvalues λi of the pair
(12 (G+G
⊤), G⊤G). With G unknown, however, this trans-
formation cannot directly be used for an iterative scheme to
determine the shortage of passivity.
2) Passivity - Discrete Time Solution: In any application,
we can only iteratively determine the gradient. We thus extend
our results to discrete time optimization where we improve the
convergence through exact line search. Generally speaking,
discrete time minimization problems on manifolds can be
approached by the general update formula
uk+1 = Ruk(αkpk) (20)
where the search direction pk lies in the tangent space
TukS
n−1 and αk denotes the step length. The mapping Ruk
is also called a retraction mapping from the tangent space
TukS
n−1 to the manifold Sn−1 [18]. Choosing
uk+1 = Ruk(αkpk) =
uk + αkpk
‖uk + αkpk‖ (21)
yields a valid retraction onto the sphere Sn−1 [18], which is
defined for all vectors that lie in a tangent space TuS
n−1.
Let the search direction be the negative gradient pk =
−∇ρ2(uk) ∈ TukSn−1, which can be computed from data
tuples according to Prop. 3. There exist various approaches
on how to choose the step size αk. Literature on this topic
has a long history and goes back to [19], [20], where the
convergence for (generalized) Rayleigh quotient iterations with
fixed step size or optimized step sizes are investigated. In fact,
even though the input-output map of the discrete time LTI
system remains undisclosed, we can still perform a line search
algorithm in the present setting. Minimizing
2ρ2(Ruk(αkpk)) = 2ρ2(uk + αkpk)
=
u⊤k (G+G
⊤)uk + 2αku
⊤
k (G+G
⊤)pk + α
2
kp
⊤
k (G+G
⊤)pk
u⊤k G
⊤Guk + 2αku⊤k G
⊤Gpk + α2kp
⊤
k G
⊤Gpk
=
(
1
αk
)⊤(
u⊤k (G+G
⊤)uk u
⊤
k (G+G
⊤)pk
u⊤k (G+G
⊤)pk p
⊤
k (G+G
⊤)pk
)(
1
αk
)
(
1
αk
)⊤(
u⊤kG
⊤Guk u
⊤
kG
⊤Gpk
u⊤kG
⊤Gpk p
⊤
kG
⊤Gpk
)(
1
αk
) (22)
with respect to the step size αk yields yet another generalized
eigenvalue problem. Scaling the eigenvector that corresponds
to the smaller eigenvalue such that the first entry equals one,
the second entry denotes the optimized step size α⋆k. The
optimized step size can again be computed by evaluating
u 7→ Gu three additional times, without knowledge of G.
We generalize in the following the main result from [16],
which shows for the input-feedforward passivity index that no
additional input-output samples are required for finding the
optimal step size. Similarly this also holds for the shortage of
passivity via induction.
Theorem 3. Given (G+G⊤)uk, G
⊤Guk, (G+G
⊤)pk,
G⊤Gpk and α
⋆
k. Then the gradient pk+1 and the optimal step
size α⋆k+1 can be computed by evaluating u 7→ Gu thrice.
Proof. Since (G+G⊤)uk+1 = (G+G
⊤)uk+α
⋆
k(G+G
⊤)pk
and G⊤Guk+1 = G
⊤Guk + α
⋆
kG
⊤Gpk holds, pk+1 can
be computed without additional input-output tuples. With the
additional data tuples (pk+1, Gpk+1), (Ppk+1, GPpk+1) and
(PGpk+1, GPGpk+1) we can calculate the optimal step size
α⋆k+1 via (22) and at the same time also fulfill the requirement
to apply this theorem at step k + 1.
C. Conic Relations
In [2], G. Zames introduces a feedback theorem on conic
relations, which can be seen as a generalization of the small-
gain theorem. In practice, an open-loop gain of less than one
is often quite restrictive. With a linear shift in the feedback
equation, however, a reduced gain product can often be ob-
tained. This results in Zames’ Theorem which says that the
closed-loop is bounded if the open loop can be factored into
two, suitably proportioned, conic relations [2].
A system that maps inputs u to outputs y is said to be
confined to a conic region defined by the real constants c and
r ≥ 0 if the inequality
‖y − cu‖ ≤ r‖u‖ (23)
is satisfied for all input-output tuples (u, y), where u and y are
lying in some Hilbert space H. The constant c is also called
the center parameter and the constant r is also called the radius
of the input-output map. In Fig. 7, a graphical interpretation
of such a conic sector in the plane is depicted. Reformulating
(23) into an optimization problem yields
r2 = sup
‖u‖2 6=0
c2 +
‖y‖2 − 2c〈u, y〉
‖u‖2 .
With this maximization problem, we can find a valid radius r
corresponding to any center c describing a cone that our input-
output map is confined to. However, the goal is to find the
u
y
c−r
c+r
c
Fig. 7. A graphical illustration of a conic sector in a plane [2], which is
described by the center parameter c and the radius r.
8transformation ±cI that minimizes the gain of the open-loop
element, and hence, to find the minimum radius rmin. Finding
rmin can increase the set of controllers for which the closed-
loop is bounded. Equivalently, minimizing the radius can offer
higher robustness measures for a given stabilizing controller
related to the gap metric. As presented in [21] and [22], the
gap between the cones, to which the open-loop elements are
confined, can be interpreted as a robustness measure.
Searching for the minimum radius rmin leads to
r2min = inf
c
sup
‖u‖6=0
‖y‖2 − 2c〈u, y〉+ c2‖u‖2
‖u‖2 , (24)
which is a min-max optimization problem in the variables c
and u. Applying the standard Euclidean inner product with the
input-output system description from (2), we can rewrite the
optimization problem (24) into
r2min = min
c
max
‖u‖6=0
ρ3(c, u)
= min
c
max
‖u‖6=0
u⊤(G⊤G− c(G+G⊤) + c2In)u
‖u‖2 .
(25)
The term ρ3 : R×Rn\{0} → R in (25) with A(c) = G⊤G−
c(G + G⊤) + c2In can again be referred to as a Rayleigh
quotient. The Rayleigh quotient ρ3 is a smooth function, which
is scale-invariant in u. Therefore, we consider the Rayleigh
quotient ρ3 on the manifold R× Sn−1.
Due to the Courant-Fischer-Weyl principle, all critical points
and critical values of ρ3 for any given c are the eigenvectors
and eigenvalues of A(c) respectively. More specifically, the
maximum of the Rayleigh quotient for any given c corresponds
to the largest eigenvalue λ1 of A(c). Hence, Eq. (25) could
also be expressed as
r2min = min
c
λ1(A(c)). (26)
This reveals that we are searching for the minimization of
the maximal eigenvalue of a symmetric matrix function. Our
first result states, that (26) is a strongly convex function with
exactly one minimum.
Lemma 2. The function f1 : R → R with c 7→ λ1(A(c)) is
strongly convex and has only one minimum, which is a global
minimum.
Proof. We start by separating f1(c) = λ1(G
⊤G − c(G +
G⊤))+c2. While c2 is a strongly convex function, we are fur-
ther interested in λ1(G
⊤G−c(G+G⊤)). From [23] Thm. A.1,
the largest eigenvalue is convex and continuous in the space
of symmetric matrices. Hence, the largest eigenvalue of an
affine function of symmetric matrices λ1(G
⊤G−c(G+G⊤))
is convex. Since c2 is a smooth and strongly convex function
and λ1(G
⊤G − c(G + G⊤)) is continuous and convex, their
sum is strongly convex and continuous. Hence, the function
f1 : R → R with c 7→ λ1(A(c)) has a global minimizer and
no other local minima.
To find the minimal radius rmin from our min-max opti-
mization problem (25) without knowledge of G, our approach
is again to apply a gradient-based optimization scheme. There-
fore, our first proposition states that we can indeed retrieve the
gradient of ρ3 with respect to c and u from drawing input-
output samples (u, y) from simulations or experiments.
Proposition 4. The gradients of ρ3 : R × Sn−1 → R in the
first and second variable are given by
∇cρ3(c, u) = 2c− u
⊤(G+G⊤)u
‖u‖2 (27)
= 2c− u⊤(Gu + PGPu)
∇uρ3(c, u) = 2‖u‖2 (A(c)− ρ3(c, u)In)u (28)
= 2(PGPGu− c(Gu+ PGPu))
− 2u⊤(PGPGu− c(Gu + PGPu))u,
and can be computed by evaluating u 7→ Gu thrice.
Proof. This result follows directly from [9], Lemma 1.
1) Conic Relations - Continuous Time Solution: To find
the conic relation with minimal radius rmin for our unknown
input-output system, we employ a gradient descent in the first
variable c and a gradient ascent in the second vector variable
u resulting in the saddle point dynamics given by
d
dτ
c(τ) = −∇cρ3(c(τ), u(τ))
d
dτ
u(τ) = ∇uρ3(c(τ), u(τ)).
(29)
The saddle point dynamics in (29) leave the manifold R×Sn−1
invariant, since
d
dτ
‖u(τ)‖2 = 2u(τ)⊤ d
dτ
u(τ)
=
4
‖u‖2u(τ)
⊤(A(c(τ)) − ρ3(c(τ), u(τ))In)u(τ)
= 4(ρ3(c(τ), u(τ)) − ρ3(c(τ), u(τ))) = 0.
The equilibrium points of (29) are described by u being an
eigenvector vi of A(c) and the corresponding c =
1
2u(G +
G⊤)u. With the analysis before, we are searching for u⋆ being
the eigenvector corresponding to the maximum eigenvalue
denoted by u⋆ = v1(A(c
⋆)) with c⋆ = 12u
⋆⊤(G + G⊤)u⋆,
which then leads to the minimal radius r2min = ρ3(c
⋆, u⋆).
In the following theorem, we show that the tuple with the
center c⋆ and input sample u⋆ corresponding to the minimal
radius rmin is in fact a locally attracting equilibrium point of
(29) when λ1(A(c
⋆)) is a simple eigenvalue. When we min-
imize the maximal eigenvalue of a matrix function, however,
we also need to consider the possibility that the solution to
this optimization problem is an eigenvalue of geometric mul-
tiplicity two. In this second case, let v1(A(c
⋆)) and v2(A(c
⋆))
be the eigenvectors to the eigenvalue λ1(A(c
⋆)). We choose
v1(A(c
⋆)) such that 2c−v1(A(c))⊤(G+G⊤)v1(A(c)) = 0 and
v2(A(c
⋆)) consecutively such that v2(A(c
⋆))⊤v1(A(c
⋆)) = 0,
which is always possible since A(c) is a symmetric matrix. We
formulate an additional assumption in the case that λ1(A(c
⋆))
is an eigenvalue of multiplicity two.
Assumption 1. With v1(A(c
⋆)) and v2(A(c
⋆)) as defined
above, the following condition holds:
v1(A(c
⋆))⊤(G+G⊤)v2(A(c
⋆)) 6= 0.
9We will briefly discuss this technical assumption after the
following theorem.
Theorem 4. Assume that λ1(A(c
⋆)) is an eigenvalue
• with multiplicity one, or
• with multiplicity two and Assumption 1 holds.
Then the equilibrium point (c⋆, u⋆) corresponding to the
squared minimum radius r2min = ρ3(c
⋆, u⋆) is locally expo-
nentially stable under the saddle point dynamics in (29).
Proof. Linearizing (29) around the critical point (c⋆, u⋆) ∈
R× Sn−1 yields the linearized system dynamics
d
dτ
(
δc(τ)
δu(τ)
)
= J(c⋆, u⋆)
(
δc(τ)
δu(τ)
)
with δc = c− c⋆, δu = u− u⋆, and the Jacobian reads
J(c⋆, u⋆) =
(−∇ccρ3(c⋆, u⋆) −∇cuρ3(c⋆, u⋆)
∇ucρ3(c⋆, u⋆) ∇uuρ3(c⋆, u⋆)
)
where
−∇ccρ3(c⋆, u⋆) = −2
−∇cuρ3(c⋆, u⋆) = 2
(
(G+G⊤)u⋆ − (u⋆⊤(G+G⊤)u⋆)u⋆)⊤
∇ucρ3(c⋆, u⋆) = ∇cuρ3(c⋆, u⋆)⊤
∇uuρ3(c⋆, u⋆) = 2 (A(c⋆)− ρ3(c⋆, u⋆)In) .
Since any symmetric matrix possesses n mutually orthog-
onal eigenvectors, the set of eigenvectors of the symmetric
matrix 12
(
J(c⋆, u⋆) + J(c⋆, u⋆)⊤
)
given by b1 = (1, 0n),
b2 = (0, vn), b3 = (0, vn−1), . . . , bn = (0, v2), bn+1 = (0, v1)
form an orthonormal basis of Rn+1, where vi, i = 1, . . . , n
denote the eigenvectors of A(c⋆). If λ1(A(c
⋆)) has multiplicity
two, we choose the two eigenvectors spanning the eigenspace
corresponding to λ1(A(c
⋆)) such that v1 = u
⋆ and v⊤1 v2 = 0.
Recall that (29) leaves the manifold R × Sn−1 invariant
and hence, we are only interested in the Jacobian on the
tangent space T(c⋆,u⋆)
(
R× Sn−1), which is spanned by the
basis vectors b1, b2, . . . , bn. By projecting the Jacobian matrix
J(c⋆, u⋆) onto the tangent space T(c⋆,u⋆)
(
R× Sn−1), we find
J ′(c⋆, u⋆) =
(
b1 . . . bn
)⊤
J(c⋆, u⋆)
(
b1 . . . bn
)
=


−2 ∗ ∗ . . . ∗
∗ (λn−λ1) 0 . . . 0
∗ 0 . . . 0
...
...
. . .
...
∗ 0 (λ3−λ1) 0
∗ 0 . . . 0 (λ2−λ1)


which is of the general form
J ′(c⋆, u⋆) =
(
N S
−S⊤ C
)
with S = (2v⊤1 (G + G
⊤)vn, . . . , 2v
⊤
1 (G + G
⊤)v2) and N
negative definite. The matrix C is negative definite if the
eigenvalue λ1(A(c
⋆)) is simple and negative semi-definite
otherwise.
In the case that λ1(A(c
⋆)) is simple, choosing P = In in(
N −S
S⊤ C
)
P + P
(
N S
−S⊤ C
)
= 2
(
N 0
0 C
)
yields a negative-definite matrix. Applying Lyapunov’s theory
for linear systems and the Hartman-Grobman theorem, this
proves local exponential stability of (c⋆, u⋆) in the case that
λ1(A(c
⋆)) is simple.
In the case that λ1(A(c
⋆)) has multiplicity of two, we
continue by applying the Ky Fan inequality ([24], Prop. III.5.3)
to find that
Re (λi(J
′(c⋆, u⋆))) ≤ λ1
(
1
2
(
J ′(c⋆, u⋆) + J ′(c⋆, u⋆)⊤
))
.
holds for all i = 1, . . . , n. Since 12
(
J ′(c⋆, u⋆) + J ′(c⋆, u⋆)⊤
)
denotes the symmetric part of the Jacobian on the tangent
space T(c⋆,u⋆)
(
R× Sn−1), which is negative semidefinite, we
know that Re (λi(J
′(c⋆, u⋆))) ≤ 0 for all i = 1, . . . , n.
Furthermore, we need to exclude possible eigenval-
ues on the imaginary axis. Ostrowski and Schneider, in
[25] Thm. 2, draw a connection between purely imagi-
nary eigenvalues of a matrix J ′(c⋆, u⋆) and conditions on
its symmetric part 12
(
J ′(c⋆, u⋆) + J ′(c⋆, u⋆)⊤
)
. Namely, if
1
2
(
J ′(c⋆, u⋆) + J ′(c⋆, u⋆)⊤
)
is semidefinite and real, then the
corresponding eigenvectors to k = 2m imaginary eigenval-
ues (±iα1, . . . ,±iαm) of J ′(c⋆, u⋆) are in the nullspace of
1
2
(
J ′(c⋆, u⋆) + J ′(c⋆, u⋆)⊤
)
.
If λ1(A(c
⋆)) has the multiplicity of two, we find that the
symmetric part of the J ′(c⋆, u⋆), which reads
1
2
(
J ′(c⋆, u⋆) + J ′(c⋆, u⋆)⊤
)
= diag (−2, λn − λ1, . . . , λ3 − λ1, 0) ,
(30)
has only a one dimensional nullspace. Since any eigenvalues
on the imaginary axis would correspond to an even number
of eigenvectors that must lie in the nullspace of (30), we can
conclude that J ′(c⋆, u⋆) has no purely imaginary eigenvalues.
Finally, we need to investigate possible zero eigenvalues.
Rearranging rows of J ′(c⋆, u⋆) yields

−a 0 0 . . . 0
∗ (λn−λ1) 0 . . . 0
...
. . .
...
∗ (λ3−λ1) 0
−2 ∗ ∗ . . . a


with a = v⊤2 (G + G
⊤)u⋆, which is a triangular matrix with
non-zero entries on the diagonal if and only if v⊤2 (G +
G⊤)u⋆ 6= 0. This reveals that J ′(c⋆, u⋆) has full rank and
therefore no zero eigenvalue under Assumption 1.
In summary, the linearization of the dynamics (29) on the
manifold R × Sn−1 at the equilibrium point (c⋆, u⋆) lead to
a Jacobian J ′(c⋆, u⋆) with Re (λi(J
′(c⋆, u⋆))) < 0. Hence, in
the tangent space T(c⋆,u⋆)
(
R× Sn−1), the point (c⋆, u⋆) is
locally exponentially stable. This concludes our proof.
Let us further consider the case when the eigenvalue
λ1(A(c
⋆)) is an eigenvalue of multiplicity two and Assump-
tion 1 does not hold, i.e. v⊤2 (G + G
⊤)u⋆ = 0. This happens
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only if at least one of the two analytic eigenvalue functions
λ˜i=1,2(c), from rearrangement of λi=1,2(A(c)) [26], that meet
at (c⋆, λ1(A(c
⋆)) has a vanishing gradient at c⋆. Since this
an incredibly rare case, and Assumption 1 holds almost
surely when λ1(A(c
⋆)) is an eigenvalue of multiplicity two,
we do not want to go into more detail here and refer the
interested reader to [26], [27] for more details on eigenvalues
of Hermitian matrix functions.
Furthermore, even in the technical case when Assumption 1
is not satisfied, we find that the Jacobian with regard to the
directions normal to v1, v2, given by b1, . . . , bn−1, has again
only eigenvalues with negative real parts, since
J ′′(c⋆, u⋆) =
(
b1 . . . bn−1
)⊤
J(c⋆, u⋆)
(
b1 . . . bn−1
)
=
(−2 S
−S⊤ diag (λn−λ1, . . . , λ3−λ1)
)
.
As a corollary to Thm. 4, we can show that the optimizer
(c⋆, u⋆) is a local min-max saddle point of ρ3 via the Taylor
series expansion given by
ρ3(c, u
⋆) = ρ3(c
⋆, u⋆) +∇cρ3(c⋆, u⋆)δc
+
1
2
∇ccρ3(c⋆, u⋆)δc2 +O(δc3),
ρ3(c
⋆, u) = ρ3(c
⋆, u⋆) +∇uρ3(c⋆, u⋆)δu
+
1
2
δu⊤∇uuρ3(c⋆, u⋆)δu +O(δu3).
From before, we know ∇uρ3(c⋆, u⋆) = ∇cρ3(c⋆, u⋆) = 0.
With ∇uuρ3(c⋆, u⋆) positive semi-definite and ∇ccρ3(c⋆, u⋆)
negative definite on the tangent space T(c⋆,u⋆)
(
R× Sn−1),
the inequality ρ3(c
⋆, u) ≤ ρ3(c⋆, u⋆) ≤ ρ3(c, u⋆) holds in
a neighborhood of (c⋆, u⋆), and hence, (c⋆, u⋆) is in fact a
locally exponentially stable local min-max saddle point of ρ3
on the manifold R× Sn−1.
The structure of our Jacobian J(c⋆, u⋆) relates the lineariza-
tion of (29) around the critical point (c⋆, u⋆) to the well-known
(linear) saddle point problems of the general form(
N S⊤
S −C
)(
x
y
)
=
(
f
g
)
that arise, for example, in the context of regularized weighted
least-squares problems, from certain interior point methods in
optimization, or from Lagrange functions with C being a zero
matrix [28].
2) Conic Relations - Discrete Time Solution: Iterative ap-
proaches for the solution of saddle point problems have already
been introduced in the book of Arrow, Hurwicz and Uzawa
[29] and an article of Polyak [30]. In these references, iterative
schemes consisting of simultaneous iterations in both variables
and their convergence are discussed, addressing mainly the
problem of finding the saddle point of a Lagrangian. One of the
iterative approaches introduced in [29], Chapter 10, Sections
4-5, is the so-called Arrow-Hurwicz iteration which reads
ck+1 = ck − α∇cρ3(ck, uk)
uk+1 = uk + α∇uρ3(ck, uk).
(31)
In [9], it is shown along the lines of [30] that for a small
enough step size α, the method (31) is locally convergent
to (c⋆, u⋆) and the modified Arrow-Hurwicz method [31] is
introduced as an expedient method to determine the minimal
cone of an unknown input-output system.
The Uzawa iteration for general saddle point problems, also
called the dual method, was presented by Uzawa in [29],
Chapter 10. Here, the gradient iteration is only performed
with respect to the input u, while the corresponding center
c is found by minimization of ρ3(c, uk) with respect to c:
ρ3(ck+1, uk) = min
c
ρ3(c, uk)
uk+1 = uk + α∇uρ3(ck, uk).
(32)
For any given uk ∈ Sn−1, ρ3(·, uk) is a strongly con-
vex function with a global minimum at the critical point
c = 0.5(u⊤k (G + G
⊤)uk) (cf. Lemma 2). With the results
from Prop. 4, we can hence compute minc ρ3(c, uk) =
0.5u⊤k (PGPuk + Guk) with two input-output tuples and
∇uρ3(ck, uk) with one additional input-output tuple from
(numerical) experiments. Hence, the iterative Uzawa iteration
on the manifold R× Sn−1 is given by
ck+1 = 0.5u
⊤
k (PGPuk +Guk)
u′k+1 = uk + 2α(PGPGuk − c(Guk + PGPuk))
− 2αu⊤k (PGPGuk − c(Guk + PGPuk))uk
uk+1 =
u′k+1
‖u′k+1‖
,
(33)
with step size α, where we applied again a valid retraction
mapping from the tangent space T(ck,uk)(R×Sn−1) to the
manifold R×Sn−1 [18].
Along the lines of [30], we show in the following that (33)
is locally convergent to (c⋆, u⋆).
Proposition 5. Assume that λ1(A(c
⋆)) is an eigenvalue
• with multiplicity one, or
• with multiplicity two and Assumption 1 holds.
Then, there exists an α¯ such that for all α ∈ (0, α¯) the method
(32) is locally convergent to (c⋆, u⋆).
Proof. The local behavior of the Uzawa iteration is given by
ek+1 = K(c
⋆, u⋆)ek, ek =
(
ck
uk
)
−
(
c⋆
u⋆
)
where
K(c⋆, u⋆) =
(
0 − 12∇cuρ3(c⋆, u⋆)
α∇ucρ3(c⋆, u⋆) In + α∇uuρ3(c⋆, u⋆)
)
.
To improve readability, we denote ∇ucρ3(c⋆, u⋆) by S in the
following.
Since the projection onto the manifold R×Sn−1 is a
smooth retraction mapping from any tangent space onto the
manifold, this projection preserves convergence properties
of the algorithm [18, Chapter 4]. Therefore, we are inter-
ested in the eigenvalues of K(c⋆, u⋆) on the tangent space
T(c⋆,u⋆)(R×Sn−1) spanned by the vectors b1, . . . , bn.
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The eigenvalue equation for the matrix K(c⋆, u⋆) with the
eigenvalue µ and the eigenvector (ce, ue) reads
−1
2
S⊤ue = µce
αSce + (In + α∇uuρ(c⋆, u⋆))ue = µue,
u⊤e u
⋆ = 0.
Multiplying the first equation by αS and replacing αSce by
the second equation yields
−α
2
SS⊤ue = µ((µ− 1)In − α∇uuρ(c⋆, u⋆))ue
and hence
α
2
(
SS⊤ − 2∇uuρ(c⋆, u⋆)
)
ue = µ(1− µ)ue.
If ue = 0, then µce = 0. Since (ce, ue) 6= 0, and hence
ce 6= 0, we find µ = 0 implying |µ| < 1.
If ue 6= 0, then µ(1 − µ) is an eigenvalue of the matrix
α
2
(
SS⊤ − 2∇uuρ(c⋆, u⋆)
)
, which is symmetric and positive
definite in the tangent space T(c⋆,u⋆)(R×Sn−1) if λ1(A(c⋆))
is an eigenvalue of multiplicity one, or an eigenvalue of
multiplicity two and Assumption 1 holds (cf. Thm. 3). Hence,
we know that µ(1− µ) is real and
0 < µ(1 − µ) ≤ α
∥∥∥∥12SS⊤ −∇uuρ(c⋆, u⋆)
∥∥∥∥ (34)
≤ α
2
‖SS⊤‖+ 2α (λ1(A(c⋆))− λn(A(c⋆))) .
The term µ(1 − µ) being real implies Im(µ) = 0, or
Re(µ) = 12 . With Im(µ) = 0 and µ(1 − µ) > 0, it follows
directly that |µ| < 1 must hold.
Let
α¯ =
1
2‖SS⊤ − 2∇uuρ(c⋆, u⋆)‖ .
In the case Im(µ) 6= 0 and hence Re(µ) = 12 , we find
µ(1 − µ) = 14 + Im2(µ) > 14 = α¯
∥∥ 1
2SS
⊤ −∇uuρ(c⋆, u⋆)
∥∥.
This, however, contradicts (34) for all α < α¯, and thus we
have Im(µ) = 0.
Altogether, this leaves us with eigenvalues µ with an abso-
lute value strictly less than one whenever α < α¯, and hence
(ek)→ 0 whenever e0 is small. Therefore, the method (31) is
locally convergent to (c⋆, u⋆).
With this iterative approach for saddle point problems,
we conclude this section of methods for discrete time linear
systems to identify the L2-gain, the shortage of passivity and
the minimal cone that the input-output system is confined to.
The presented analysis of possible approaches for data-driven
inference of control theoretic system properties depicts the
potential of this framework and builds the basis for extensions
for robust gradient based methods or application to other
classes of systems.
III. GENERALIZATIONS AND EXTENSIONS
The previous section introduces a systematic approach to it-
eratively determine certain dissipation inequalities from input-
output data and, moreover, provides a rigorous mathematical
framework and hence also the foundation for generalizations
and extensions. In this section, we start by introducing the
necessary tools to evaluate also continuous time systems via
iterative methods and show how a similar approach than in
the previous section is applicable. Furthermore, we summarize
how the presented results can also be applied to MIMO
systems, discuss how measurement noise impacts the approach
and present some insights into the convergence rate.
A. Continuous Time LTI Systems
In this section, we consider SISO continuous time LTI
systems H : L2 → L2, where the set L2 denotes the square
integrable functions. The input to output operator can be
written as
y(t) = (g ∗ u)(t) =
∫
g(t− ζ)u(ζ) dζ
where g denotes the continuous time impulse response of the
system, u is the input to the system and y is the output of the
system. In the following, the convolution operator u 7→ g ∗ u
will be denoted by u 7→ Cg(u) for readability. Again, we
assume u(t) = 0 for t < 0.
For every bounded linear operator on a Hilbert space
H : L2 → L2, there exists a unique adjoint operator
H⋆ : L2 → L2 defined by 〈H(u), y〉 = 〈u,H⋆(y)〉, wherein
‖ · ‖ : L2 → R denotes the L2-norm and 〈·, ·〉 : L2×L2 → R
denotes the L2-inner product. Let g¯(t) = g(−t). Then
〈Cg(u), y〉 =
∫ ∫
g(t− ζ)u(ζ) dζ y(t) dt
=
∫ ∫
g(t− ζ)y(t)u(ζ) dt dζ
=
∫
u(ζ)
∫
g(−(ζ − t))y(t) dt dζ = 〈u,Cg¯(y)〉
verifies that Cg¯ is the adjoint operator of Cg .
In the following, we iteratively search for the input u ∈ L2
corresponding to the operator gain γ, the shortage of passivity
s and conic relations, respectively, as depicted in Fig. 8.
1) L2-Gain: For continuous time LTI systems we can
reformulate the L2-gain condition into
γ2 = sup
‖u‖6=0
ρ1(u) = sup
‖u‖6=0
1
2
〈Cg(u), Cg(u)〉
‖u‖2
= sup
‖u‖6=0
∫ (∫
g(ζ)u(t− ζ) dζ )2 dt∫
u2(t) dt
where ρ1 : L2 → R is a scale-invariant function, also referred
to as the Rayleigh quotient.
We say that ρ1 is Fre´chet-differentiable in L2 if for every
u ∈ L2 there exists a linear operator Dρ1(u) such that
lim
h→0
|ρ1(u+ h)− ρ1(u)−Dρ1(u)(h)|
‖h‖ = 0.
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Fig. 8. The goal is to iteratively converge from an initial input u0 ∈ L
2
towards the input u corresponding to the operator gain γ, the shortage of
passivity s or conic relations, respectively.
By the Riesz representation theorem, there is a unique
ρ′1 : L2 → L2 such that Dρ1(u)(h) = 〈ρ′1(u), h〉 if ρ1 is
differentiable at u. Dρ1(u) is also called the dual of ρ
′
1(u).
Without loss of generality, we consider ρ1 on the unit sphere
SL2 = {u ∈ L2|‖u‖ = 1}.
Proposition 6. The Fre´chet-derivative of ρ1 on the unit sphere
SL2 is given by
ρ′1(u) = 2 (Cg¯ ◦ Cg) (u)− 2ρ1(u)u.
and can be computed by evaluating u 7→ Cg(u) twice.
Proof. First, we claim that the Fre´chet-derivative of
f(u) = 〈Cg(u), Cg(u)〉
is given by f ′(u) = 2 (Cg¯ ◦ Cg) (u). By applying the pre-
sented definition
|f(u+ h)− f(u)− 〈f ′(u), h〉|
=|〈Cg(u+ h), Cg(u + h)〉
− 〈Cg(u), Cg(u)〉 − 2〈(Cg¯ ◦ Cg) (u), h〉|
=|〈Cg(h), Cg(h)〉| = O(‖h‖2)
we find that the claim is indeed true.
From the quotient rule follows
ρ′1(u) =
2
‖u‖2
(
(Cg¯ ◦ Cg) (u)− 〈Cg(u), Cg(u)〉〈u, u〉 u
)
= 2 (Cg¯ ◦ Cg) (u)− 2ρ1(u)u.
In order to calculate the Fre´chet-derivative ρ′1(u) from two
input-output tuples, we require Cg(u) and Cg¯ ◦ Cg(u) from
evaluating u 7→ Cg(u). Therefore, we rewrite the adjoint
operator
Cg¯(y)(t) =
∫
g(−ζ)y(t− ζ) dζ =
∫
g(ζ)y(t+ ζ) dζ
=
∫
g(ζ)y¯(−t− ζ) dζ = Cg(y¯)(−t)
to see that (Cg¯ ◦ Cg) (u) = Cg¯(y) = Cg(y¯) = Cg(Cg(u))
holds, where the bar again denotes time-reversal.
Hence, even though we have no knowledge about the system
but input-output information, we can construct the Fre´chet-
derivative ρ′1(u) from two input-output samples, namely Cg(u)
and (Cg¯ ◦ Cg) (u) = Cg(Cg(u)) by time-reversing the output
Cg(u)(t) = Cg(u)(−t), choosing it as yet another input and
time-reversing the output again.
Similar to the discrete time case, we plan to maximize ρ1
by a dynamical system that is now described by the evolution
equation ∂
∂τ
u(τ)=ρ′1(u(τ)) reading
∂
∂τ
u(τ)=2 (Cg¯ ◦ Cg) (u(τ))−2ρ1(u(τ))u(τ) (35)
along whose solution ρ1 increases monotonically. We can
show that (35) leaves the unit sphere SL2 invariant:
∂
∂τ
‖u(τ)‖2 =2〈u(τ), ∂
∂τ
u(τ)〉
=4〈u(τ), (Cg¯ ◦ Cg) (u(τ)) − ρ1(u(τ))u(τ)〉
=4ρ1(u(τ)) − 4ρ1(u(τ))) = 0.
Proposition 7. The Rayleigh quotient ρ1(u(τ)) monotonically
increases along the solutions of (35) and converges for
τ →∞.
Proof. According to the Courant-Fischer-Weyl principle for
self-adjoint operators we find an upper bound on ρ1 by
supσ = sup
‖u‖6=0
ρ1(u)
where σ denotes the spectrum of the linear and bounded
operator u 7→ Cg(u). This principle is also referred to as
the Rayleigh-Ritz principle. Moreover, on the basis of the
Fre´chet-derivative of Prop. 6, we can conclude that ρ1(u(τ))
is a monotonically increasing function of τ :
∂
∂τ
ρ1(u(τ))=〈ρ′1(u(τ)),
∂
∂τ
u(τ)〉=‖ρ′1(u(τ))‖2 ≥ 0. (36)
Thus, ρ1(u(τ)) is monotonically increasing with τ and upper-
bounded by the Rayleigh-Ritz principle stated above. By the
monotone convergence theorem, τ 7→ ρ1(u(τ)) converges.
Another promising approach of maximizing ρ1 could be
to apply Temple’s inequality where an additional term can
guarantee a lower bound on the infimum of −ρ1 [32] and
hence the supremum of ρ1.
2) Passivity: Similarly to the L2-gain, the shortage of
passivity can be studied by
s = − inf
‖u‖6=0
ρ2(u) = − inf
‖u‖6=0
〈u,Cg(u)〉
‖Cg(u)‖2 .
Since 〈u,Cg(u)〉 = 〈Cg(u), u〉 = 〈u,Cg¯(u)〉 holds by the
definition of the adjoint operator, we rewrite ρ2 into
ρ2(u) =
1
2
〈u,Cg(u) + Cg¯(u)〉
‖Cg(u)‖2 . (37)
where ρ2 : L2 → R is a scale-invariant function also
referred to as the generalized Rayleigh quotient. Without loss
of generality, we consider ρ2 on the unit sphere SL2 .
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Proposition 8. The Fre´chet-derivative of ρ2 on the unit sphere
SL2 is given by
ρ′2(u) =
1
‖Cg(u)‖2 (Cg¯(u)+Cg(u)− 2ρ2(u)(Cg¯ ◦ Cg)(u))
and can be computed by evaluating u 7→ Cg(u) thrice.
Proof. The proof is analogous to the proof of Prop. 6.
To minimize ρ2, we again consider the evolution equation
∂
∂τ
u(τ) = −ρ′2(u(τ)) (38)
along whose solution ρ2 decreases monotonically. We can
show that (38) leaves the unit sphere SL2 invariant.
Proposition 9. The generalized Rayleigh quotient ρ2 mono-
tonically decreases along the solutions of (38).
Proof. On the basis of the Fre´chet-derivative of Prop. 9, we
can conclude that ρ2(u(τ)) is a monotonically decreasing
function of τ , cf. Eq. (36).
In case of conic relations, the gradients with respect to both
variables c ∈ R and u ∈ SL2 can also be obtained from
evaluating u 7→ Cg(u) thrice for determining the cone with
infimal radius that a continuous time system is confined to,
analogously to the cases of gain and passivity as introduced
before. More details are left out due to brevity.
B. Multiple Input Multiple Output Systems
In this subsection, we shortly summarize how the presented
approach can be extended to MIMO systems along the lines of
[10], [11]. For simplicity we consider square MIMO systems,
for which the input-output map for a given input sequence in
matrix notation reads

y1
y2
...
ym

 =


G11 G12 · · · G1m
G21 G22 · · · G2m
...
...
...
...
Gm1 Gm2 · · · Gmm




u1
u2
...
um

 (39)
with ui, yi ∈ Rn, i = 1, . . . ,m. In short notation, (39) will
be denoted by Y = ΓU where Y ∈ Rmn, U ∈ Rmn and
Γ ∈ Rmn×mn. The input-output system properties can then
again be formulated as optimization problems
γ2 = max
‖U‖6=0
‖ΓU‖2
‖U‖2 , s = − min‖U‖6=0
U⊤ΓU
‖ΓU‖2 ,
r2min = min
c
max
‖U‖6=0
c2‖U‖2 − 2cU⊤ΓU + ‖ΓU‖2
‖U‖2 .
We hence retrieve the same optimization problems as in the
SISO case with the same respective gradients (6), (16) and (27)
with (28), which can be computed with the terms U,ΓU,Γ⊤U
and Γ⊤ΓU . In contrast to the SISO case, however, Γ does not
have Toeplitz structure and therefore PΓ⊤ 6= ΓP , but we can
still compute the gradients by evaluating U 7→ ΓU while Γ
remains undisclosed. Let Eijm be the m×m matrix with zero
entries everywhere except for the single entry 1 at the ith
row and jth column. Decomposing Γ⊤U =
∑m
i,j=1(E
ij
m ⊗
P )Γ(Eijm ⊗ P )U with ⊗ denoting the Kronecker product,
yields a constructive procedure to compute Γ⊤U from m2
input-output tuples. For all i, j = 1, . . . ,m, we choose the jth
component of u, viz. uj , time-reverse it, apply it to the i
th
input of the system defined by Γ, measure only the ith output
and time reverse it again.
Altogether, we hence requirem2+1 evaluations of U 7→ ΓU
to compute ∇ρ1(U), and 2m2 + 1 evaluations to calculate
∇ρ2(U) or ∇cρ3(c, U) together with ∇Uρ3(c, U). However,
any prior knowledge on the coupling of the MIMO system
can significantly reduce the amount of required (numerical)
experiments, e.g. in case of knowledge on the interconnection
of networked dynamical systems [11].
Since the optimization problems are analogous to the SISO
case and since we have shown that the gradient can be
computed from (numerical) experiments, all convergence guar-
antees presented in this paper hold also for the MIMO case and
can be extended along the lines of Sec. III-A and Sec. III-C.
C. Measurement noise
The presented framework for determining system prop-
erties is based on gradient dynamical systems. Generally
speaking, the iterative procedure hence inherits robustness
properties of such approaches from classical results, e.g.
from [33]. To be more specific, we evaluate the case
where the output is corrupted by additive measurement
noise e, e=
(
e(1), ..., e(n)
)⊤
. Similar to [6], we consider
white noise with zero mean and variance σ2e . For the L2-
gain, this implies that the data tuples of the experiments
necessary for calculating the gradient read (uk, Guk+ek,1),
(P (Guk+ek,1), GPGuk+GPek,1+ek,2), where ek,1, ek,2 is
the measurement noise of the first and second experiment.
Lemma 3. The gradient ∇ˆρ1(uk) computed via Prop. 1 by
evaluating uk 7→ Guk + ek,j twice (j = 1, 2), with ek,j =(
ek,j(1), . . . , ek,j(n)
)⊤
, ek,j(i) ∼ N
(
0, σ2e
)
, i = 1, . . . , n,
yields
∇ˆρ1(uk) = ∇ρ1(uk) + ǫk (40)
with E[ǫk] = 0 and E[‖ǫk‖2] ≤ 4E(e⊤k,1GG⊤ek,1+e⊤k,2ek,2).
Proof. Computing the gradient vector field ρ1 : S
n−1 → R
from the noise corrupted data P (Guk + ek,1) 7→ GPGuk +
GPek,1 + ek,2 yields (40) with
ǫk=2
(
PGPek,1+Pek,2−
(
u⊤k PGPek,1+u
⊤
k Pek,2
)
uk
)
.
The linearity of the expectation operator and ek,1(i), ek,2(i) ∼
N (0, σ2e) for i = 1, . . . , n directly leads to E[ǫk(i)] =
0, i = 1, . . . , n as well as to an upper bound on the variance
E[‖ǫk‖2] = 4E(e⊤k,1GG⊤ek,1 + e⊤k,2ek,2 − (u⊤G⊤ek,1)2 −
(u⊤Pek,2)
2) ≤ 4E(e⊤k,1GG⊤ek,1+e⊤k,2ek,2).
Most importantly, this means that the gradient is unbiased.
The upper bound on the variance provides theoretical insights.
For calculating the variance, however, some bounds on G are
necessary. Similar results hold for the gradient of the input-
strict passivity cost function (cf. [8]) and the gradients in (27),
(28) for conic relations. Exemplarily, we keep considering the
L2-gain and let λ1 ≥ · · · ≥ λn denote the eigenvalues of
G⊤G.
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Lemma 4. The Rayleigh quotient ρ1 : S
N−1 → R has the
following characteristics:
• ρ1 ∈ C∞
• ρ1 is locally strongly concave at v1 with the concavity
parameter l = λ1 − λ2 > 0 if and only if the largest
eigenvalue λ1 is simple
• ∇ρ1 is locally Lipschitz on the unit sphere with the
Lipschitz constant L = λ1 − λn.
Proof. The Rayleigh quotient ρ1 : R
n \ {0} → R is
a smooth function [13], and hence ρ1 : S
n−1 → R is
smooth as well. Since the function ρ1 is twice continuously
differentiable, then ρ1 is locally strongly concave with the
parameter l if and only if Hρ1(v1)  −lIn. The computation
of the Hessian reveals Hρ1(v1) = 2(G
⊤G − λ1In).
By projection onto the tangent space Tv1S
n−1 which
is spanned by the orthonormal vectors v2, . . . , vn,
we find
(
v2 . . . vn
)⊤
Hρ1(v1)
(
v2 . . . vn
)
=
2diag ((λ2−λ1), . . . , (λn−λ1))  (λ2−λ1)In−1, and
hence that ρ1 is indeed locally strongly concave at v1 on the
manifold Sn−1 with the concavity parameter l = λ1 − λ2.
Since ρ1 is twice differentiable and locally concave at v1 on
the unit sphere Sn−1, ρ1 is locally Lipschitz with constant
L if and only if Hρ1(v1)  −LIn. The results above then
finally lead to L = λ1 − λn, which concludes the proof.
Similar statements follow from Thm. 2 and Thm. 4 for ρ2
and ρ3. This leads directly to results from [33] which we state
here for general gradient methods in the presence of noise.
Proposition 10. ([33, Ch. 4, Thm. 3]) Let F (u) be strongly
concave (with constant l) with a gradient satisfying a Lipschitz
condition (with constant L). Furthermore, let uk+1 = uk +
αk(∇F (uk)+ ǫk) be our updating scheme where the noise ǫk
is random, independent, with E[ǫk] = 0 and E[‖ǫk‖2] ≤ σ2.
(i) Then there exists a α¯ > 0 such that for αk = α, k =
1, 2, . . . , with 0 < α < α¯, we have
E[F (u⋆)− F (uk)] ≤ R(α) + E[F (u⋆)− F (u0)]qk
where q < 1, R(α)→ 0 as α→ 0.
(ii) If αk → 0,
∑∞
k=0 αk =∞, then E[‖uk − u⋆‖2]→ 0.
(iii) Finally, if αk = α/k, α > 1/(2l), then
E[F (u⋆)− F (uk)] ≤ Lσ
2α2
2(2lα− 1)k +O
(
1
k
)
.
With a suitably chosen step size αk, the iteration
u′k+1 = uk + αk (∇ρ1(uk) + ǫk) , uk+1 =
u′k+1
‖u′k+1‖
is hence locally convergent to u⋆ with ρ(u⋆) = γ2 for small
enough noise, and similarly for, e.g., the input-feedforward
passivity index. Even if we do not have zero mean white
noise on the measurement but only the information on a
deterministic worst-case bound on ǫ, [33, Ch. 4, Thm. 1]
provides convergence guarantees for general gradient methods
towards a neighborhood of the optimizer dependent on ǫ
leading to a confidence interval.
The above analysis also give us an approach to determine
local convergence rates. Applying [34, Thm. 1.5] for a fixed
step size of α = 2
L+l leads to a local convergence estimate of
ρ1(u
⋆)− ρ1(uk) ≤ L
2
(
L− l
L+ l
)2k
‖u⋆ − u0‖2.
For the gradient method with exact line search (as it is possible
without additional input-output tuples for the L2-gain and
the input-strict and output-strict passivity), we can apply [34,
Thm. 1.2] to find the local convergence estimate of
ρ1(u
⋆)− ρ1(uk) ≤
(
L− l
L+ l
)2k
(ρ1(u0)− ρ1(u⋆)) . (41)
More recently, [35] also provide design tools to tailor a
gradient dynamical system to the required convergence rate
and robustness (i.e., in [35], H2-performance from noise to
output/optimizer). Based on the results in Sec. II, one can
hence design an iterative gradient scheme with specific local
robustness and convergence guarantees, e.g., for determining
the L2-gain. This framework even paves the way towards
extending the presented approaches to (slightly) nonlinear
systems if the influence of the nonlinearity can be bounded
by a deterministic ǫ, or alternatively can be described in terms
of integral quadratic constraints in the setup of [35].
IV. EXAMPLE
In this section, we illustrate the applicability and the
potential of the proposed methods with different examples,
including an oscillator and a high-dimensional system.
A. L2-gain and conic relations of a random system
We start with a randomly generated LTI system of order 20
(MATLAB function drss with rng(0)), which has an L2-gain
of γ = 13.7. The initial input u0 ∈ R103 is u0 = sin(t), t =
1, . . . , 103, normalized such that ‖u0‖ = 1. We first apply the
continuous time gradient dynamical system and saddle-point
dynamics for finding the L2-gain as well as the tightest cone
containing the input-output behavior via numerical integration
in MATLAB with ode15s. Secondly, we apply the presented
iterative sampling schemes. In case of the L2-gain, we choose
Algorithm 1 in [7]. For finding the tightest cone, we apply the
Uzawa method (cf. Prop. 5) with a step size of α = 0.002. The
simulation results in Fig. 9 confirm the convergence guarantees
provided in Sec. II. Allowing for conic relations instead of the
L2-gain decreases the radius to rmin = 7.7.
B. Shortage of passivity of an oscillating system
We next consider the oscillator given by
x˙(t) =
(−0.1 1
−1 0.1
)
x(t) +
(
0
1
)
u(t)
y(t) =
(
0 1
)
x(t) + 0.01u(t),
(42)
with u(t) = 0 for t < 0 and H : u 7→ y in the time interval
t ∈ [0, 10]. We simulate the model with a sampling time of
∆t = 0.01s. Its true shortage of passivity is s⋆ = 0.07. We first
apply the gradient dynamical system described in (17) and then
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optimization to determine the shortage of passivity s⋆.
apply the iterative sampling scheme including the line search
algorithm in (22). The initial input u ∈ R103 is chosen to be
the normed constant signal u = (10
√
10)−1(1, . . . , 1). The
results in Fig. 10 show after seven iterations that the system
is not (output strictly) passive. Even for an oscillator, we can
approximate the shortage of passivity after only few iterations.
However, very close to the true minimum of ρ2, convergence
becomes quite slow, which might be due to the fact that the
generalized eigenvalues of the matrix pair 12 (G
⊤+G), G⊤G)
are spread out, which is an indicator for slow convergence of
steepest descent methods (cf. (41) with L≫ l).
C. High-dimensional system
The third example is taken from the literature and can
be found, for example, in [36] and references therein1. The
SISO LTI model of order 84 describes the discretization of a
partial differential equation (PDE) over a 7 × 12 grid, where
the boundaries of interest lie on the opposite corners of a
square. The example is listed as a benchmark example for
model order reduction when the exact mathematical model
is known. We simulate the trajectories with a sampling rate
of ∆t = 5e−5 over 104 steps. The true L2-gain of the
1The authors of [36] made their MATLAB files available on
http://verivital.com/hyst/pass-order-reduction/
discrete time system is γ = 10.8 and the input feedfoward
passivity index is ν = −0.07. Furthermore, the measurements
are subject to multiplicative noise, i.e., y˜k = (1 + εk)yk,
where εk(i) is uniformly distributed in the interval [−ε¯, ε¯],
i = 1, . . . , n, with ε¯ = 0.5. For both, the L2-gain and
input-strict passivity, we choose the initial input to be u0 =
sin(t) + 0.25, t = 1, . . . , 104, normalized such that ‖u0‖ = 1.
We apply a gradient ascent and descent, respectively, with
gradient information from two noise corrupted data samples
per iteration as discussed in Sec. III-C and we choose a fixed
step size of α = 0.01. The results in Fig. 11 show that
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Fig. 11. Iteratively determining (a) the gain and (b) passivity of the discretized
PDE system with measurement noise levels at 50%.
the presented approach converges quite fast towards a small
neighborhood of the true system property despite high noise
levels, which is well aligned with the discussions in Sec. III-C.
As reference and further motivation, we apply simple sys-
tem identification tools off the shelf to the first input-output
pair. We choose the MATLAB functions ssest (estimates state-
space model and then refines the parameter values using
prediction error minimization), ssregest (estimates state-space
model by reduction of regularized ARX model), and n4sid
(estimates state-space model using subspace method) each
for different assumptions on the system order as well as the
suggested system order of 11. After the model identification,
we then determine the gain and the input feedforward passivity
index with norm(·,inf), getPassiveIndex(·,’input’), respectively.
The result is summarized in the table below. Note that for
a system order of 100 the system identification techniques
required up to 1.3 hours on an Intel i7, while the computational
expenses of the sampling schemes are negligible small.
assumed
system order:
10 40 100 default
ssest
γˆ = 1.49
νˆ = −84.8
γˆ = 48.6
νˆ = −∞
command
failed
γˆ = 9.59
νˆ = −∞
ssregest
γˆ = 10.5
νˆ = −4.42
γˆ = 10.8
νˆ = −1.45
γˆ = 10.8
νˆ = −0.07
γˆ = 11.0
νˆ = −3.92
n4sid
γˆ = 10.8
νˆ = −∞
γˆ = 10.8
νˆ = −∞
γˆ = 44.2
νˆ = −∞
γˆ = 10.8
νˆ = −∞
(γ⋆ = 10.8, ν⋆ = −0.07)
Thus we can see that standard system identification tools
from one noise-corrupted input-output trajectory produced
highly variable results, especially with respect to the input
feedforward passivity index. While a more in-depth analy-
sis and comparison of state of the art system identification
techniques (cf. [37], [38], [39]) together with subsequent
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model analysis and the presented framework is part of future
work, the requirement of multiple possibly time-consuming
experiments with known initial condition can generally be
considered a drawback of the presented approach (as system
identification can work with one input-output trajectory). How-
ever, we want to emphasize that the presented iterative sam-
pling scheme is particularly simple to apply and independent
of the system order. Furthermore, it has an inherent robustness
against noise and is even capable of providing guarantees,
which are well-studied in the literature of gradient methods.
Finally, the presented method comes with great potential in (i)
further developing and improving its scheme (e.g. to slightly
nonlinear systems) and (ii) using the theoretical insights of
the optimization problems to come up with other methods to
determine system properties from data.
V. CONCLUSION
Due to their relevance in controller design, we presented a
unified approach to iteratively determine the L2-gain, passivity
properties and the minimal cone that an LTI system is confined
to, while the exact input-output behavior remains undisclosed.
First, we formulated these control-theoretic properties as op-
timization problems, where the gradients can be obtained
from input-output data samples. To find the solution to the
optimization problems, we applied gradient dynamical systems
and saddle-point flows, respectively. This led to evolution
equations, for which we investigated the convergence behavior
also under the presence of measurement noise.
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