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VERY WEAK SOLUTIONS OF SUBQUADRATIC PARABOLIC
SYSTEMS WITH NON-STANDARD p(x, t)-GROWTH
QIFAN LI
Abstract. The aim of this paper is to establish a higher integrability re-
sult for very weak solutions of certain parabolic systems whose model
is the parabolic p(x, t)-Laplacian system. Under assumptions on the ex-
ponent function p : ΩT = Ω × (0, T ) →
(
2n
n+2 , 2
]
, it is shown that any
very weak solution u : ΩT → RN with |Du|p(·)(1−ε) ∈ L1(ΩT ) belongs
to the natural energy spaces, i.e. |Du|p(·) ∈ L1loc(ΩT ), provided ε > 0 is
small enough. This extends the main result of [V. Bögelein and Q. Li,
Nonlinear Anal., 98 (2014), pp. 190-225] to the subquadratic case.
Keywords: Parabolic p-Laplacian, Non-standard growth condition,
Higher integrability.
1. Introduction
The reverse Hölder inequality for the weak and very weak solutions
of parabolic systems was first studied by Kinnunen and Lewis [12, 13];
see also [2, 3, 4] for the case of higher order systems. Later on Zhikov
and Pastukhova [15] and independently Bögelein and Duzaar [5] proved
the higher integrability of weak solutions to parabolic systems with non-
standard p(x, t)-growth whose model is the parabolic p(x, t)-Laplacian sys-
tem:
∂u
∂t
− div(|Du|p(x,t)−2Du) = div(|F |p(x,t)−2F),
where p(x, t) is logarithmically continuous. Recently, Bögelein and the au-
thor [7] studied the very weak solutions to this kind of parabolic systems
with superquadratic growth. This problem was suggested as an open prob-
lem in the overview article [11]. In this paper, we extend the higher integra-
bility result of [7] to the subquadratic case.
In the subquadratic case, the lower bound on p(x, t), i.e. p(x, t) > 2n
n+2 , is
a typical assumption in the regularity theory for non-linear parabolic equa-
tions, cf. [9]. Our proof is in the spirit of [7, 13] and we will work with
a "non-standard version" of the intrinsic geometry introduced by Bögelein
and Duzaar [5]. However, the proof in [7] strongly depended on the as-
sumption that p(x, t) ≥ 2. The major difficulty in our subquadratic case is
that the parabolic cylinder
Q(λ)̺ (z0) = B̺(x0) ×
(
t0 − λ
2−p(z0)
p(z0) ̺2, t0 + λ
2−p(z0)
p(z0) ̺2
)
1
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studied in [5, 7] cannot directly apply to the subquadratic case, since
Q(λ)̺ (z0) ⊂ ΩT may fail when p(z0) < 2 and λ large enough. So we use
another scaled parabolic cylinder ˜Q(λ)̺ (z0):
˜Q(λ)̺ (z0) = B
λ
p(z0)−2
2p(z0) ̺
(x0) ×
(
t0 − ̺2, t0 + ̺2
)
instead to deal with our subquadratic case. We also remark that as pointed
out by Kopaliani [14], the strong maximal functions are not bounded in Lp(·)
unless p(·) ≡ constant. As a consequence, we have to estimate the strong
maximal functions in the usual Lebesgue spaces in the proof.
This paper is organized as follows. We state the main result in §2. In
§3, we provide some preliminary material, while in §4 we construct the
testing function for the parabolic system. In §5 we give the proof of the
Caccioppoli inequality. §6 is devoted to the proof of the reverse Hölder
inequality under an additional assumption. Finally, in §7, we follow with
the arguments as [7, §9] and [5, §7] to obtain the higher integrability of very
weak solutions. Since the argument is standard, we only sketch the proof in
this section.
2. Statement of theMain Result
In the following Ω will denote a bounded domain in Rn with n ≥ 2 and
ΩT = Ω×(0, T ) ⊂ Rn+1, T > 0 will be the space-time cylinder. We denote by
Du the differentiation with respect to the space variables, while ∂tu stands
for the time derivative. Points in Rn+1 will be denoted by z = (x, t). We shall
use the parabolic cylinders of the form Q̺(z0) = B̺(x0) × (t0 − ̺2, t0 + ̺2)
where B̺(x0) = {x ∈ Rn : |x − x0| ≤ ̺}.
We consider degenerate parabolic systems of the following type
3 (2.1) ∂tu − div A(z, Du) = B(z, Du),
where the vector fields A, B : ΩT × RnN → RnN satisfy the following non-
standard p(z)-growth and ellipticity conditions:
|A(z, ξ)| ≤ L(1 + |ξ| + |F |)p(z)−1
|B(z, ξ)| ≤ L(1 + |ξ| + |F |)p(z)−1
〈A(z, ξ), ξ〉 ≥ ν|ξ|p(z) − |F |p(z)
4 (2.2)
for any z ∈ ΩT , ξ ∈ RnN . Here, F : ΩT → RnN with |F |p(·) ∈ L1(ΩT ) and
0 < ν < L are fixed structural parameters. For the exponent function p :
ΩT → ( 2nn+2 , 2] we assume that it is continuous with a moduls of continuity
ω : ΩT → [0, 1]. More precisely, we assume that
2 (2.3) 2n
n + 2
< γ1 ≤ p(z) ≤ 2 and |p(z1) − p(z2)| ≤ ω(dP(z1, z2)),
holds for any z, z1, z2 ∈ ΩT and some 2nn+2 < γ1 ≤ 2. Since our estimates
are of local nature, it is not restrictive to assume a lower bound for p(·). As
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usual, the parabolic distance dP is given by
dP(z1, z2) := max
{
|x1 − x2|,
√
|t1 − t2|
}
, for z1 = (x1, t1), z2 = (x2, t2) ∈ Rn+1.
The modulus of continuity ω is assumed to be a concave, non-decreasing
function satisfying the following weak logarithmic continuity condition:
1 (2.4) sup
0≤̺≤1
ω(̺) log
(
1
̺
)
< L < +∞.
The spaces Lp(Ω,RN) and W1,p(Ω,RN) are the usual Lebesgue and Sobolev
spaces. Moreover, for a variable exponent p(·), we denote by Lp(·)(ΩT ,Rk),
k ∈ N, the variable exponent Lebesgue space
Lp(·)(ΩT ,Rk) :=
{
v ∈ L1(ΩT ,Rk) :
∫
ΩT
|v|p(·)dz < ∞
}
.
Throughout the paper, unless otherwise stated, we denote by c the constant
depends only on n, N, L, ν and γ1.
Definition 2.1. Let ε ∈ (0, 1). We say that u ∈ L2(ΩT ,RN) is a very weak
solution to the parabolic system (2.1) with deficit ε if and only if
u ∈ Lp(·)(1−ε)(ΩT ,RN) and Du ∈ Lp(·)(1−ε)(ΩT ,RNn)
and
5 (2.5)
∫
ΩT
u · ∂tϕ − 〈A(z, Du), Dϕ〉 dz =
∫
ΩT
B(z, Du) · ϕ dz
holds, whenever ϕ ∈ C∞0 (ΩT ,RN).
The following theorem is our main result.
main theorem Theorem 2.2. Let p : ΩT → [γ1, 2] satisfies (2.3) and (2.4). Then there
exists ε0 = ε0(n, N, ν, L, γ1) > 0 such that the following holds: Whenever
u ∈ L2(ΩT ,RN) ∩ Lp(z)(1−ε)(ΩT ,RN) and |Du|p(z)(1−ε) ∈ L1(ΩT ) with some
ε ∈ (0, ε0] is a very weak solution of the parabolic system (2.5) under the
assumptions (2.2) and F ∈ Lp(z)(ΩT ,RnN), then we have
|Du|p(z) ∈ L1loc(ΩT ).
Moreover, for M ≥ 1 there exists a radius r0 = r0(n, N, ν, L, γ1, M) such that
there holds: If
6 (2.6)
∫
ΩT
(|u| + |Du| + |F | + 1)p(·)(1−ε) dz ≤ M
and ε ∈ (0, ε0], then for any parabolic cylinder Q2r(z0) ⊆ ΩT with r ∈ (0, r0]
there holds ?
Qr(z0)
|Du|p(z)dz ≤c
(?
Q2r(z0)
(|Du| + |F | + 1)p(z)(1−ε)dz
)1+2εd
+ c
?
Q2r(z0)
(|F | + 1)p(z) dz,
7 (2.7)
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where
d ≡ d(p0) = 2p0p0(n + 2) − 2n
and p0 = p(z0).
3. Preliminary material and notation
preliminary
For a point z0 = (x0, t0) ∈ Rn+1 and parameters ̺ > 0, λ > 0, we define
the scaled cylinder Q(λ)̺ (z0) by Q(λ)̺ (z0) := B(λ)̺ (x0) × Λ̺(z0) where Λ̺(z0) :=
(t0 −̺2, t0+̺2), B(λ)̺ (x0) := {x ∈ Rn : |x− x0| ≤ λ(p0−2)/(2p0)̺} and p0 = p(z0).
For α > 0, we write αQ(λ)̺ (z0) for the scaled cylinder Q(λ)α̺ (z0). Moreover, for
a function f ∈ L1(Rn+1,Rk), k ∈ N we define its strong maximal function by
M( f )(z) := sup
{?
Q
| f |dz˜ : z ∈ Q, Q is parabolic cylinder
}
.
Here, by parabolic cylinder we mean that Q is a cylinder of the form B × Λ
where B is a ball in Rn and Λ ⊂ R is an interval. To simplify the notations,
we write fG instead of
>
G f dz for any subset G ⊂ Rn+1. We will use the
following iteration lemma, which is a standard tool and can be found in
[10].
iteration lemma Lemma 3.1. Let 0 < θ < 1, C1,C2 ≥ 0 and β > 0. Then there exists
a constant A = A(θ, β) > 0 such that there holds: For any non-negative
bounded function φ(t) satisfying
φ(t) ≤ θφ(s) + C1(s − t)−β + C2 for all 0 < r ≤ t < s ≤ ̺,
we have
φ(t) ≤ A
[
C1(̺ − r)−β +C2
]
.
Next, we state Gagliardo-Nirenberg’s inequality in a form which shall be
convenient for our purposes later.
Gagliardo-Nirenberg Lemma 3.2. Let B̺(x0) ⊂ Rn with 0 < ̺ ≤ 1, 1 ≤ σ, q, r < +∞ and
θ ∈ (0, 1) such that −n/σ ≤ θ(1 − n/q) − (1 − θ)n/r. Then there exists a
constant c = c(σ, n) such that for any u ∈ W1,q(B̺(x0)) there holds:?
B̺(x0)
∣∣∣∣∣u̺
∣∣∣∣∣σ dx ≤ c
(?
B̺(x0)
∣∣∣∣∣u̺
∣∣∣∣∣q + |Du|qdx
)θσ/q (?
B̺(x0)
∣∣∣∣∣u̺
∣∣∣∣∣r dx
)(1−θ)σ/r
.
We now reformulate the parabolic system (2.5) in its Steklov form as
follows:
11 (3.1)∫
Ω
∂t[u]h(·, t)ϕ + 〈[A(z, Du)]h, Dϕ〉(·, t)dx = −
∫
Ω
〈[B(z, Du)]h, ϕ〉(·, t)dx
for all ϕ ∈ C∞0 (Ω,RN) and a.e. t ∈ (0, T ). For the proof of (3.1), we refer
the reader to [2, Chapter 8.2].
Since we have to derive estimates on intersections of parabolic cylinders,
we will formulate Sobolev-Poincaré type estimates for very general types
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of sets. The first one can be deduced from [4, Lemma 4.1, Lemma 4.2], [5,
Lemma 5.1] and the second Lemma can be easily derived from Lemma 3.3,
[7, Corollary 5.2]. The proof of these two Lemmas will be omitted.
sobolev1 Lemma 3.3. Let u be a very weak solution to (2.1) with (2.2) and deficit
ε > 0. Suppose that ˜Ω ⋐ Ω is a convex open set such that B̺(y) ⊂ ˜Ω ⊂
Bα̺(y) for some y ∈ Rn, 0 < ̺ ≤ 1 and α > 1 and T1, T2 ⊂ (0, T ) are two
intervals. Then for 1 ≤ θ ≤ infz∈ ˜Ω×(T1∪T2) p(z)(1 − ε), there holds?
˜Ω×T1
|u − (u) ˜Ω×T2 |θdz ≤ c ̺θ
(?
˜Ω×T1
|Du|θdz +
?
˜Ω×T2
|Du|θdz
)
+ c ̺−θ
(∫
T1∪T2
?
˜Ω
(1 + |Du| + |F |)p(·)−1dz
)θ
where the constant c depends only on n, N, L, γ1 and α.
sobolev2 Lemma 3.4. Let M ≥ 1 be fixed. Then there exists ̺0 = ̺0(n, γ1, L, M)
such that the following holds: Assume that u is a very weak solution to (2.1)
with (2.2) and deficit ε > 0 satisfying (2.6). Suppose that on the parabolic
cylinder Q̺,s(z0) = B(λ)̺ (x0) × (t0 − s, t0 + s) with 0 < λ(p0−2)/(2p0)̺ ≤ ̺0,
0 < s ≤ ̺2, λ1 ≥ cEλ and Q̺,s(z0) ⋐ Q(6), there holds
22 (3.2)
?
Q̺,s(z0)
(|Du| + |F | + 1)p(·)(1−ε) dz ≤ λ1−ε.
Then for any 1 ≤ θ ≤ infz∈Q̺,s(z0) p(z)(1 − ε), we have
23 (3.3)
?
Q̺,s(z0)
|u − (u)Q̺,s(z0)|θdz ≤ c̺θλθ/2,
where the constant c depends only on n, N, L and γ1.
4. Construction of the test function
test function
In this section, we will construct a suitable testing function for the weak
form (2.5) of the parabolic system. To this aim we fix a cylinder Q(λ)̺ (zo)
with 0 < ̺ ≤ 1 and λ ≥ 1 and Q(λ)32̺(zo) ⊂ ΩT . Letting ̺1 and ̺2 be two fixed
numbers such that ̺ ≤ ̺1 < ̺2 ≤ 16̺, we set
Q(0) := Q(λ)̺ (z0), Q(1) := Q(λ)̺1 (z0), Q(2) := Q(λ)̺+1 (z0), Q
(3) := Q(λ)
̺−2
(z0),
Q(4) := Q(λ)̺2 (z0), Q(5) := Q(λ)16̺(z0), Q(6) := Q(λ)32̺(z0),
where ̺+1 = ̺1 +
1
3(̺2 − ̺1) and ̺−2 = ̺1 + 23(̺2 − ̺1). We note that Q(0) ⊂
Q(1) ⊂ Q(2) ⊂ Q(3) ⊂ Q(4) ⊂ Q(5) ⊂ Q(6). In the following, we will write B(k)
for the projection of Q(k) in x direction and Λ(k) for the projection of Q(k)
in t direction for k ∈ {0, · · · , 6}. Denoting by p1 and p2 the minimum and
maximum of p(·) over the cylinder Q(6), i.e.
p1 = infQ(6)
p(·) and p2 = sup
Q(6)
p(·),
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and taking into account that p(·) ≤ 2 and that ω is concave, we find that
p2-p1 (4.1) p2 − p1 ≤ ω
(
max
{
64λ(p0−2)/(2p0)̺,
√
(64̺)2
})
≤ ω(64̺) ≤ 64ω(̺).
This shows that the oscillation of p(z) on the parabolic cylinder can be deter-
mined by the length of the time interval. Therefore, by (4.1), the concavity
of ω and assumption (2.4), we have that
̺−(p2−p1) ≤ ̺−64ω(̺) = exp [64ω(̺) log 1
̺
] ≤ e64L.rho-bound (4.2)
This proves that the quantity ̺−(p2−p1) can be bounded by a universal con-
stant. Next, we are looking for a similar result for λ. Throughout this paper,
we shall assume that
8 (4.3) λ1−ε ≤
?
Q(0)
(|Du| + |F | + 1)p(·)(1−ε) dz
holds true. Then, writing p0 = p(z0) as usual and using the fact that |Q(0)| =
c(n)̺2+nλn(p0−2)/(2p0) and assumption (2.6), we see from (4.3) that
λ
(γ1−2)n
2γ1
+1−ε ≤ λ
(p0−2)n
2p0
+1−ε ≤ c
̺n+2
∫
Q
(|Du| + |F | + 1)p(z)(1−ε) dz ≤ cM
̺n+2
,
since λ ≥ 1 and γ1 > 2nn+2 . This leads to the following upper bound for λ:
bound-lambda (4.4) λ ≤
(
cM̺−n−2
) 4γ1
(γ1−2)n+2γ1 ,
provided ε < (γ1−2)n+2γ14γ1 . This together with (4.1) and (4.2) implies that for
̺ > 0 with ̺ ≤ ̺0 ≤ 164M , there holds
9 (4.5) λ(p2−p1)/p0 ≤ c
[
̺−(n+2)(p2−p1)Mp2−p1
] 4γ1
(γ1−2)n+2γ1 ≤ c
where the constant c depends on γ1, n and L.
On the other hand, we can restrict the radius of the parabolic cylinder so
small that p2 − 1 can be bounded by p1q˜ for some constant q˜ > 1. This can
be achieved by the following argument. We fix a constant q˜ with 1 < q˜ < 2
and choose ̺0 so small that ω(4̺0) ≤ 2q˜ − 1. Then, we have for ̺ ∈ (0, ̺0]
that
10 (4.6) p2 − 1 ≤ p1 + ω(4̺) − 1 ≤ p1 + ω(4̺0) − 1 ≤ p1q˜ .
The estimates (4.2), (4.5) and (4.6) will be frequently used throughout the
paper.
Since the solution itself is not an admissible testing function, the test
function will be constructed as an Whitney extension of the solution from
a good set to the whole domain ΩT . We proceed to construct this good set
E(λ1) as follows: For λ1 ≥ 1 we denote the lower level set of the maximal
function
MQ(4)(z) := M
( |u − uQ(1) |
λ(p0−2)/(2p0)̺
+ |Du| + |F | + 1
)p(·)/q˜
χQ(4)
 (z)q˜(1−ε)
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by
E(λ1) := {z ∈ Q(4) : MQ(4)(z) ≤ λ1−ε1 }.
If E(λ1) = ∅, we have by the Lq˜(1−ε)-boundedness of the strong maximal
function that
λ1−ε1 |Q(4)| ≤
∫
Q(4)
MQ(4)(z)dz ≤ c
∫
Q(4)
( |u − uQ(1) |
λ(p0−2)/(2p0)̺
+ |Du| + |F | + 1
)p(·)(1−ε)
dz
≤ c1−εE ˜λ1−ε|Q(4)|,
where
lambdatilde (4.7) ˜λ := λ +
?
Q(4)
( |u − uQ(1) |
λ(p0−2)/(2p0)̺
)p(·)(1−ε)
dz

1
1−ε
and cE is a constant depend on n and γ1. For λ1 > cE ˜λ, this leads to a
contradiction. Therefore, we conclude that E(λ1) is nonempty for λ1 ≥ cE ˜λ.
We also note that the set E(λ1) is bounded and closed. Therefore, for any
fixed point z ∈ Q(4) \ E(λ1), there exists a neighbourhood ˜Q such that ˜Q ⊂
Q(4) \ E(λ1). This motivates us to establish the following Lemma.
lem-lambda1 Lemma 4.1. Let λ ≥ 1, λ1 ≥ cEλ and α ≥ 1, z ∈ Q(4) \ E(λ1) and define
rz := dz(z, E(λ1)) where dz(z1, z2) := max
{
λ
2−p(z)
2p(z)
1 |x1 − x2|,
√
|t1 − t2|
}
.
Then for any z1, z2 ∈ Q(4) ∩ αQ(λ1)rz (z) we have λ|p(z1)−p(z2)|1 ≤ c with the con-
stant c depends on γ1, n, α and L.
Proof. We first observe that since p(·) ≤ 2 and λ, λ1 ≥ 1 we have
|p(z2) − p(z1)| ≤ ω(min{2αrz, 32̺}) ≤ 32 max{α, 1}ω(min{rz, ̺}),
where we also used the concavity of ω. Since Q(4) ∩ Q(λ1)rz (z) ⊂ Q(4)\E(λ1),
we use Chebyshev inequality and the boundedness of the strong maximal
functions to obtain
|Q(4) ∩ Q(λ1)rz (z)| ≤ |Q(4)\E(λ1)| ≤
1
λ1−ε1
∫
Q(4)
MQ(4)(z) dz
≤ c
λ1−ε1
∫
Q(4)
( |u − uQ(1) |
λ(2−p0)/(2p0)̺
+ |Du| + |F | + 1
)p(·)(1−ε)
dz =: cA
λ1−ε1
,
with the obvious meaning of A. This implies the following upper bound for
λ1:
16 (4.8) λ1−ε1 ≤
cA
|Q(4) ∩ Q(λ1)rz (z)|
.
To estimate the lower bound for |Q(4)∩Q(λ1)rz (z)|, we recall that z ∈ Q(4)\E(λ1)
implies
|Q(4) ∩ Q(λ1)rz (z)| ≥ c min{λ
n(p(z)−2)
2p(z)
1 r
n
z , λ
n(p0−2)
2p0 ̺n}min
{
r2z , ̺
2
}
.
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Notice that λ
n(p(z)−2)
2p(z) = λ
n(p0−2)
2p0 λ
p(z)−p0
p0 p(z) ≤ cλ
n(p0−2)
2p0 , γ1 ≤ p(z) ≤ 2 and λ1 ≥ cEλ
we obtain
|Q(4) ∩ Q(λ1)rz (z)| ≥ c λ
n(γ1−2)
2γ1
1 min{rn+2z , ̺n+2}.
Together with (4.8) this shows that
lambda1-pre (4.9) λ1 ≤
[
cA max
{
1
rn+2z
,
1
̺n+2
}] 2γ1+nγ1−2n
4γ1
.
Next, we estimate A as follows:
A ≤ c ̺−2λ2(p0−2)/(2p0)
[
M + |Q(1)|−
p2−p1
p1 M
p2
p1 + |Q(1)|
]
≤ c ̺−2λ2(p0−2)/(2p0)M2,
where we have used the facts that λp2−p1 ≤ c, |Q(1)| ≤ c and |Q(1)|−
p2−p1
p1 ≤ c
which follows from (4.2) and (4.5). Inserting the bound for A into (4.9)
and taking into account that ̺−(p2−p1) ≤ e4L and Mp2−p1 ≤ eL (see (4.2) and
(4.5)) we end up with λ|p(z1)−p(z2)|1 ≤ c(n, γ1, α, L). This finishes the proof of
the lemma. 
To construct our test function, we need the following version of the Whit-
ney decomposition theorem for non-uniformly parabolic cylinders.
Whitney Lemma 4.2. There exist Whitney-type cylinders {Qi}∞i=1 with Qi ≡ Bi×Λi :=
Q(λ1)ri (zi) and zi ∈ Q(4)\E(λ1), having the following properties:
(i) Q(4)\E(λ1) = ⋃∞i=1 Q(4) ∩ Qi,
(ii) In each point of Q(4)\E(λ1) intersect at most c(n, L, γ1) of the cylin-
ders 2Qi.
(iii) There exists a constant cw = cw(n, L, γ1) such that for all i ∈ N there
holds
cwQi ⊂ Rn+1\E(λ1) and 2cwQi ∩ E(λ1) , ∅,
(iv) There exists a constant c = c(n, L, γ1) such that for any Whitney
cylinders Qi and Q j with 2Qi ∩ 2Q j , ∅, there holds
|Bi| ≤ c |B j| ≤ c |Bi| and |Λi| ≤ c |Λ j| ≤ c |Λi|.
(v) There exists a constant cˆ = cˆ(n, L, γ1) > 4 such that 2Qi ∩ 2Q j , ∅
implies 2Qi ⊂ cˆQ j.
From Lemma 4.1, the proof of Lemma 4.2 follows with the same argu-
ments as [7, Lemma 4.2] and the details are left to the reader. Subordinate
to the cylinders Qi, we can construct a partition of unity as stated in the
following lemma.
unity partition Lemma 4.3. [7, Lemma 4.3] There exists a partition of unity {ψi}∞i=1 on
R
n+1\E(λ1), i.e. ∑∞i=1 ψi ≡ 1 on Rn+1\E(λ1) having following properties,
ψi ∈ C∞0 (2Qi), 0 ≤ ψi ≤ 1, and ψi ≥ c on Qi,
|∂tψi| ≤ cr−2i , |Dψi| ≤ cλ
(2−pi0)/(2pi0)
1 r
−1
i ,
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where the constant c only depends on n, L and γ1.
We now use the Lipschitz truncation method to construct the test function
as desired. For i ∈ N, we define I(i) := { j ∈ N : suppψ j ∩ suppψi , ∅}
and by #I(i) we denote the number of elements in I(i). From Lemma 4.2
(ii), we know that #I(i) ≤ c(n, L, γ1) for any i ∈ N. Furthermore, for i ∈ N
we define the enlarged cylinder Q̂i := cˆQi ≡ Q(λ1)rˆi (zi), where rˆi := cˆri
and cˆ = cˆ(n, L, γ1) denotes the constant from Lemma 4.2 (v). Then, by
Lemma 4.2 (v) we see that ⋃ j∈I(i) supp ψ j ⊂ ⋃ j∈I(i) 2Q j ⊂ Q̂i. We now
define the function v(z) ≡ v(x, t) := η(x)ζ(t)(u − uQ(1)), where η ∈ C∞0 (B(3)),
ζ ∈ C∞0 (Λ(3)) are cutoff functions satisfying
etazeta (4.10)
η ≡ 1 in B
(2), 0 ≤ η ≤ 1, |Dη| ≤ cλ(2−p0)/(2p0)(̺2 − ̺1)−1
ζ ≡ 1 in Λ(2), 0 ≤ ζ ≤ 1, |∂tζ | ≤ c(̺22 − ̺21)−1.
It follows that supp(ηζ) ⊂ Q(3). Then, for Qi and ψi as in Lemmas 4.2 and
4.3 we define the test function
test-function (4.11) v˜(z) ≡ v˜(x, t) :=

v(z), for z ∈ E(λ1),
∞∑
i=1
vQi∩Q(4)ψi(z), for z ∈ Rn+1 \ E(λ1).
Note that vQi∩Q(4) , 0 implies that Qi ∩ Q(3) , ∅ and consequently suppψi ∩
Q(3) , ∅. For this reason we are mainly interested in getting estimates on
such cylinders and we have to introduce some more notation. We set
S 1 :=
{
t ∈ R1 : |t − t0| ≤
(
̺1 +
1
9 (̺2 − ̺1)
)2}
and
S 2 :=
{
t ∈ R1 : |t − t0| ≤
(
̺1 +
2
9(̺2 − ̺1)
)2}
.
and note that Λ(1) ⊂ S 1 ⊂ S 2 ⊂ Λ(2). Furthermore, we need to consider the
set
Θ :=
{
i ∈ N : suppψi ∩ S 1 , ∅
}
and we decompose the set Θ as follows:
Θ1 :=
{
i ∈ Θ : Q̂i ⊂ Rn × S 2} and Θ2 ≡ Θ\Θ1.
We find that if i ∈ Θ1 and 9λ(p
i
0−2)/(2pi0)
1 ri ≤ λ(p0−2)/(2p0)(̺2−̺1) then Qi ⊂ Q(4).
While if i ∈ Θ2 then there holds r2i ≥ cˆ−2s, where s = (̺2 − ̺1)̺.
5. Caccioppoli type inequality
Caccioppoli inequality
In this section, we will prove the Caccioppoli inequality for very weak
solutions to (2.1). The proof of the Caccioppoli inequality will be one of
the main difficulties in proving the higher integrability for very weak solu-
tions. Since the solution multiplied by a cut-off function cannot be used as
a testing function, we will use the function v˜, constructed in (4.11) instead.
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To simplify the notation, we denote
µ ≡ µ(̺, ̺1, ̺2) :=
(
̺
̺2 − ̺1
)β
for some constant β that only depends on n, N and L. The precise value of β
may change from line to line. For any fixed Whitney cylinder Qi = Q(λ1)ri (zi),
we write pi0 = p(zi). For abbreviation, we write
̺λ = λ
(p0−2)/(2p0)̺ and ri,λ1 = λ
(pi0−2)/(2pi0)
1 ri.
We remark that ̺λ and ri,λ1 are the radius of B
(λ)
̺ and Bi respectively.
Let pi1 = min{p(z) : z ∈ Q̂i ∩Q(4)} and pi2 = max{p(z) : z ∈ Q̂i ∩Q(4)}, we
use Lemma 4.1 to deduce that λp
i
2−pi1
1 ≤ c. Keeping this estimate in mind,
the argument from [7, section 6] with ̺ and ri replaced by ̺λ and ri,λ1 , the
details of which we omit, suggests the following Lemma.
sobolev ineuality 3 whitney cubes Lemma 5.1. Let λ1 ≥ cE ˜λ and Qi ⊂ Rn+1 be a parabolic cylinder of Whit-
ney type with Q(3) ∩ Qi , ∅ then there holds,
5.1 (5.1)
∫
Q(4)\E(λ1)
|v˜|2dz ≤ c
∫
Q(3)\E(λ1)
|v|2dz.
In the case i ∈ Θ there holds,
5.22 (5.2)
∫
B(4)×S 1
|∂tv˜ · (v˜ − v)|dz ≤ cλ1|Q(4)\E(λ1)| + c
s
∫
Q(4)
|v|2dz.
and ∫
Q(4)\E(λ1)
(|Du| + |F | + 1)p(z)−1
[
λ(2−p0)/(2p0)(̺2 − ̺1)−1|v˜| + |Dv˜|
]
dz
≤ cµλ1|Q(4)\E(λ1)| + cµs−1
∫
Q(4)\E(λ1)
|v|2dz.
5.2 (5.3)
Moreover, in the case i ∈ Θ1 there holds,
5.3 (5.4)
?
Q(4)∩Q̂i
|v − vQ(4)∩Q̂i |dz ≤ cµmin{ri,λ1 , ̺λ}λ
1/pi0
1 ,
5.4 (5.5) sup
Q(4)∩2Qi
∣∣∣∣∣∂v˜∂t
∣∣∣∣∣ ≤ cµλ(1−pi0)/pi01 r−1i,λ1 = cµλ
2
pi0
− 32
1 r
−1
i ,
5.5 (5.6)
?
Q(4)∩Qi
|v˜ − v|dz ≤ c min{ri,λ1 , ̺λ}λ
1/pi0
1 ,
and in the case i ∈ Θ2 there holds,
5.6 (5.7) sup
Q(4)∩2Qi
∣∣∣∣∣∂v˜∂t
∣∣∣∣∣ ≤ cµs−1λ
1
pi0
1 ̺λ.
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Specifically, for a.e. t ∈ S 1 we have
5.7 (5.8)∫
B(4)\Et(λ1)
(|v|2−|v−v˜|2)(·, t)dx ≥ −cµλ1|Q(4)\E(λ1)|−cµs−1
∫
Q(4)
|u−uQ(1) |2dz.
The constants c in the above estimates depend only on n, N, L and γ1.
This is a standard result which can be proved by the method in [7, section
6] and no proof will be given here.
Next, we study the Lipschitz continuity of v˜ on B(4) × S 1. This property
will be essential in the proof of the Caccioppoli inequality, since it ensures
that v˜ is an admissible testing function for the parabolic system. For sim-
plicity of notation, we let Q14 and Q25 stand for B(4) × S 1 and B(5) × S 2 re-
spectively. It is also necessary to check the equivalence of the two parabolic
metrics dP and dz where z ∈ Q(4). For any fixed z1, z1 ∈ Q(6), we first observe
that
dz(z1, z2) = max
{
λ
(2−p(z))/[2p(z)]
1 |x1 − x2|,
√
|t1 − t2|
}
≥ dP(z1, z2),metricdp (5.9)
since p(z) ≤ 2 and λ1 ≥ 1. On the other hand, since λ(2−p(z))/[2p(z)]1 ≤
λ
(2−p1)/(2p1)
1 then we get
dz(z1, z2) ≤ 2λ(2−p1)/(2p1)1 dP(z1, z2)metricdz (5.10)
for any z1, z1 ∈ Q(6). Hence, dz and dP are equivalent for any z ∈ Q(4).
Lipschitz extension in space direction Lemma 5.2. Let λ1 ≥ cE ˜λ. Then for any z1, z2 ∈ B(4) × S 1 there exists a
constant K > 0 such that
lipschitz (5.11) |v˜(z1) − v˜(z1)| ≤ K
(
|x1 − x2| +
√
|t1 − t2|
)
.
where the constant K depends on λ, λ1, p1, p2, ̺, ̺1, ̺2 and ‖v‖L1(Q(4)).
Proof. We use the integral characterization of Lipschitz continuous func-
tions due to Da Prato ([6, page 32] or [8, Theorem 3.1]) to prove this
Lemma. For zw = (xw, tw) ∈ Q14, we define
Tr(w) = 1|Q14 ∩ Qr(zw)|1+
1
n+2
∫
Q14∩Qr(zw)
∣∣∣v˜ − v˜Q14∩Qr(zw)∣∣∣dz
where Qr(zw) = Br(xw)× (tw−r2, tw+r2). We are going to show that Tr(w) is
bounded independent of zw and r. To this aim we shall distinguish between
the following four cases:
2Qr(zw) ⊂ Q25\E(λ1),
2Qr(zw) ∩ E(λ1) , ∅, 2Qr(w) ⊂ Q25 and r < 13 (̺2 − ̺1),
2Qr(zw) ∩ E(λ1) , ∅, 2Qr(w) ⊂ Q25 and r ≥ 13 (̺2 − ̺1),
2Qr(w)\Q25 , ∅,
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In the first case, we observe that |Q14 ∩ Qr(zw)| ≥ cnrn+2 and this implies
Tr(w) ≤ cnr−1
?
Q14∩Qr(w)
?
Q14∩Qr(w)
∣∣∣v˜(z) − v˜(z˜)∣∣∣dzdz˜
≤ cn max
z∈Q14∩Qr(w)
|Dv˜(z)| + cnr max
z∈Q14∩Qr(w)
|∂tv˜(z)|,
since v˜ is smooth on Q25\E(λ1). Now we consider z ∈ Q14 ∩ Qr(zw). Then
there exists i ∈ Θ such that z ∈ Qi. Since 2Qr(zw) ⊂ Q25\E(λ1) we
have dP(z, E(λ1)) ≥ r. Let zˆi ∈ E(λ1) be the point such that dzi(zi, zˆi) =
dzi(zi, E(λ1)) ≤ 2cˆri. We now use (5.9) to infer that
r ≤ dP(z, zˆi) ≤ dP(z, zi) + dP(zi, zˆi) ≤ dzi(z, zi) + dzi(zi, E(λ1)) ≤ 3cˆri.
From the above inequality and the definition of v˜, we use Lemma 4.3 to
conclude that
|Dv˜(z)| + r|∂tv˜(z)| ≤
∑
j∈I(i)
|Dψ j||vQ j − vQi | + r
∑
j∈I(i)
|∂tψ j||vQ j − vQi |
≤
cλ
(2−pi0)/(2pi0)
1
ri
+
3cˆri
r2i

?
Q̂i∩Q(4)
|v − vQ̂i∩Q(4) |dz
≤ c(λ1)
ri
?
Q̂i∩Q(4)
|v − vQ̂i∩Q(4) |dz,
Keeping the estimate in mind, we apply Lemma 5.1 (5.4) to find that in the
case i ∈ Θ1,
1st case (5.12) Tr(w) ≤ c(λ1)
ri
?
Q̂i∩Q(4)
|v − vQ̂i∩Q(4) |dz ≤ cµλ
1/2
1 .
In the case i ∈ Θ2, we have r2i ≥ cˆ−1(̺2 − ̺1)2 and therefore
|Q̂i ∩ Q(4)| ≥ c|Qi| ≥ cλn(p
i
0−2)/(2pi0)
1 r
n+2
i ≥ A(n, λ1, p1, p2, ̺1, ̺2),
where the constant A depends on n, λ1, p1, p2, ̺1 and ̺2. It follows that
2nd case (5.13) Tr(w) ≤ c(λ1)
ri
?
Q̂i∩Q(4)
|v|dz ≤ A‖v‖L1(Q(4)) ≤ A1(n, λ1, p1, p2, ̺1, ̺2).
The upper bounds in (5.12) and (5.13) are independent of zw and r and this
proves the Lemma in the first case.
We now turn our attention to the second case. Since z ∈ Q14 ∩Qr(zw) then
it is easy to check that |Qr(zw) ∩ Q14| ≥ c|Qr(w)|. We obtain
Tr(w) ≤ cn|Qr(zw)|1+ 1n+2
∫
Qr(zw)∩Q14
2|v˜ − v| + |v − vQr(zw)∩Q14 |dz =: c(2T1 + T2),
with the obvious meaning of T1 and T2. To estimate T2, we apply the ar-
guments in the spirit of the proof of [4, Lemma 5.11]. Similarly to there,
we construct a weight function ηˆ ∈ C∞0 (Br(xw) ∩ B(4)) satisfying ηˆ ≥ 0,
SUBQUADRATIC PARABOLIC SYSTEMS WITH NON-STANDARD GROWTH 13∫
Rn
ηˆdx = 1 and |Dηˆ| ≤ c max{r−1−n, ̺−1−n}. Let vηˆ(t) =
∫
Rn(vηˆ)(·, t) dx, we
conclude that
T2 ≤
c
r
?
Qr(zw)∩Q14
|v − vηˆ|dz +
c
r
max
t1,t2∈S 1∩(tw−r2,tw+r2)
∣∣∣vηˆ(t2) − vηˆ(t1)∣∣∣
≤ c
r
min{r, λ
p0−2
2p0 ̺}
?
Qr(zw)∩Q14
|Dv|dz + c
r
max
t1 ,t2∈S 1∩(tw−r2,tw+r2)
∣∣∣vηˆ(t2) − vηˆ(t1)∣∣∣
=: T (1)2 + T
(2)
2 ,
with the obvious meaning of T (1)2 and T
(2)
2 . In order to estimate T
(1)
2 , we fix
a point z′w ∈ 2Qr(zw) ∩ E(λ1). Then we have
T (1)2 ≤ c
?
2Qr(zw)
(
|Du| + λ(2−p0)/(2p0)(̺2 − ̺1)−1|u − uQ(1) | + 1
)p(z)/q˜
dz
≤ cµMQ(4)(z′w)1/(q˜(1−ε)) ≤ cµλ1/q˜1 .
3rd case (5.14)
We now proceed to estimate T (2)2 . Since r <
1
3(̺2 − ̺1), we have S 1 ∩ (tw −
r2, tw + r2) ⊂ S 2. Notice that ζ(t) ≡ 1 on S 2, we have v(x, t) = (u− uQ(1))η(x)
whenever t ∈ S 1 ∩ (tw − r2, tw + r2). Then we apply Steklov formula (3.1)
with ϕ = ηηˆ, and obtain for h > 0 and t1, t2 ∈ S 1 ∩ (tw − r2, tw + r2) that∣∣∣([u]h)ηηˆ(t2) − ([u]h)ηηˆ(t1)∣∣∣
≤
∫ t2
t1
∫
B(3)∩Br(xw)
|〈[A(z, Du)]h, D(ηηˆ)〉| + |〈[B(z, Du)]h, ηηˆ〉|dxdt.
Letting h ↓ 0 and using assumption (2.2) we observe that
∣∣∣vηˆ(t2) − vηˆ(t1)∣∣∣ ≤ c(1 + ‖D(ηηˆ)‖L∞)∫
Q(3)∩Qr(w)
(1 + |Du| + |F |)p(z)−1 dz.
To estimate the right hand side of the above estimate, we have |D(ηηˆ)| ≤
cµλ(2−p
i
0)/pi0r−1−n. Using these estimates we find that
∣∣∣vηˆ(t2) − vηˆ(t1)∣∣∣ ≤ cµλ(2−pi0)/pi0r−1−n ∫
Q(3)∩Qr(zw)
(1 + |Du| + |F |)p2−1 dz
≤ c µλ(2−pi0)/pi0r−1−nMQ(4)(z′w)
p2−1
(1−ε)p1 |Qr(zw)| ≤ Br,
where the constant B depends on n, λ, λ1, p1, p2, ̺1 and ̺2. This implies that
4th case (5.15) T (2)2 ≤ B(n, λ, λ1, p1, p2, ̺1, ̺2).
The next task is now to estimate T1. Recalling that from the proof of the
first case, we actually proved that for any i ∈ Θwith 2Qi∩(Q14∩Qr(zw)) , ∅,∫
Q̂i∩Q(4)
|v − vQ̂i∩Q(4) |dz ≤ A1(n, λ1, p1, p2, ̺1, ̺2)ri|Q̂i ∩ Q(4)|.
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Notice that suppv ⊂ Q(3), then we use the estimate above to obtain
T1 ≤
c
rn+3
∫
(Q14∩Qr(zw))\E(λ1)
|v˜ − v|dz ≤ c
rn+3
∑
i:2Qi∩Q14∩Qr(zw),∅
∫
Q̂i∩Q(4)
|v − vQ̂i∩Q(4) |dz
≤ cA1
rn+3
∑
i:2Qi∩Q14∩Qr(zw),∅
ri|Q̂i ∩ Q(4)|,
where the constant A1 is independent of zw and r. Now we proceed to
estimate T1 by using the geometric properties of Whitney cylinders. Let
w1 and w2 be two points in 2Qr(zw) satisfying w1 ∈ 2Qi ∩ 2Qr(zw) and
w2 ∈ 2Qr(zw) ∩ E(λ1). Then we use (5.10) to obtain
ri ≤ 1cˆ dzi(zi,w2) ≤ 1cˆ [dzi(zi,w1)+dzi(w1,w2)] ≤ 1cˆ [2ri+2λ(2−p1)/(2p1)1 dP(w1,w2)]
From Lemma 4.2 (v), we see that cˆ > 4. This implies that ri ≤ c(p1, λ1)r.
Then we conclude that there exists a constant A2 independent of zw and r
such that for any i ∈ Θ with 2Qi ∩ (Q14 ∩Qr(zw)) , ∅ we have Q̂i ⊂ QA2r(zw).
Then we can further estimate
5th case (5.16)
T1 ≤
cA1
rn+2
∑
i∈Θ:2Qi∩Q14∩Qr(zw),∅
|Q̂i ∩ QA2r(zw)| ≤
cA1
rn+2
|QA2r(zw)| ≤ cAn+22 A1.
Combining the estimates (5.14), (5.15) and (5.16), we arrive at
6th case (5.17) Tr(w) ≤ A(n, λ, λ1, p1, p2, ̺1, ̺2)
and this proves the Lemma in the second case.
Finally we come to the third and fourth case. We first observe that in both
cases we obtain |Q14 ∩Qr(zw)| ≥ B(n, λ, λ1, p1, p2, ̺1, ̺2). Then we conclude
from Lemma 5.1 (5.1) that
Tr(w) ≤ B
∫
Q14∩Qr(zw)
|v˜|dz ≤ B
∫
Q(3)
|v|dz + B
∫
Q(3)\E(λ1)
|v˜|dz ≤ 2B‖v‖L1(Q(4)),
which proves (5.17) in the third and fourth case and the proof of Lemma
5.2 is complete. 
Now, we state our Caccioppoli type inequality as follows:
Caccioppoli Theorem 5.3. Let M ≥ 1. Then there exist ε = ε(n, N, L, γ1) and ̺0 =
̺0(n, M, γ1, L) such that the following holds: Suppose that u is a very weak
solution to the the parabolic system (2.5) and let the assumptions of The-
orem 2.2 be satisfied. Finally, assume that for some parabolic cylinder
Q := Q(λ)̺ (z0) with 32Q = Q(λ)32̺(z0) ⊂ ΩT with 0 < 32̺ ≤ ̺0 the following
intrinsic coupling holds:
a1 (5.18) λ1−ε ≤
?
Q
(|Du| + |F | + 1)p(·)(1−ε) dz,
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and
a2 (5.19)
?
16Q
(|Du| + |F | + 1)p(z)(1−ε) dz ≤ λ1−ε.
Then, for ̺1 = ̺ and ̺2 = 16̺ we have
λ1−ε|Q(4)| + sup
t∈Λ
∫
B
|u − uQ|2m−εQ(4)(·, t)dx
≤ c
∫
Q(4)
∣∣∣∣∣∣∣∣
u − uQ
λ
p0−2
2p0 ̺
∣∣∣∣∣∣∣∣
p(·)(1−ε)
dz + cλ−ε
∫
Q(4)
∣∣∣∣∣u − uQ̺
∣∣∣∣∣2 dz + c
∫
Q(4)
(1 + |F |)p(·)(1−ε)dz,
cac1 (5.20)
where m16Q(z) = max{(cE ˜λ)1/(1−ε), M16Q(z)} and ˜λ is defined in (4.7). More-
over, for ̺ ≤ ̺1 < ̺2 ≤ 16̺, there holds
λ1−ε|Q(4)| + sup
t∈Λ(1)
∫
B(1)
|u − uQ(1) |2m−εQ(4)(·, t)dx
≤ cµ
∫
Q(4)
∣∣∣∣∣∣∣∣
u − uQ(1)
λ
p0−2
2p0 ̺2
∣∣∣∣∣∣∣∣
p(·)(1−ε)
dz + cµλ−ε
∫
Q(4)
∣∣∣∣∣u − uQ(1)̺2
∣∣∣∣∣2 dz
+ c
∫
Q(4)
(1 + |F |)p(·)(1−ε)dz + c1µελ1−ε|Q(4)|.
cac2 (5.21)
In any cases, the constants c depend only on n, ν, L and γ1.
Proof. From Lemma 5.2, the function v˜(·, τ) is a Lipschitz function for any
fixed τ ∈ S 1. We fix t ∈ Λ(1). Let t1 ∈ S 1\Λ(1) with t1 < t and 0 < δ ≪ 1.
In the Steklov formula (3.1) we now choose ϕ(·, τ) = η(·)χδ(τ)[v˜]h(·, τ) as a
test function, where
χδ(τ) =

0 on (−∞, t1 + h] ∪ [t − h, +∞)
1 + τ−t1−h−δ
δ
on [t1 + h, t1 + h + δ]
1 on [t1 + h + δ, t − h − δ]
1 − τ−t+h+δ
δ
on [t − h − δ, t − h]
to infer that∫
B(4)
∂τ[u]h · ηχδ[v˜]h(·, τ) + 〈[A(z, Du)]h, χδD ([v˜]hη)〉(·, τ)dx
= −
∫
B(4)
[B(z, Du)]h · ηχδ[v˜]h(·, τ)dx
identity (5.22)
for any τ ∈ S 1. For the first term on the left hand side we compute
∂τ[u]hχδ · [v˜]h = 12∂τ
(|[v]h|2 − |[v˜ − v]h|2)χδ + ∂τ[v˜]h · [v˜ − v]hχδ.
Integrating over B(4) × (t1, t) and using [6, Lemma 2.10] we write∫ t
t1
∫
B(4)
∂τ[u]hηχδ · [v˜]h dx dτ = S 1(δ, h) + S 2(δ, h) + S 3(δ, h)
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where
S 1(δ, h) = 12
∫ t
t1
∫
B(4)
∂τ
[(|[v]h|2 − |[v˜ − v]h|2)χδ]ηdxdτ
S 2(δ, h) = −12
∫ t
t1
∫
B(4)
(|[v]h|2 − |[v˜ − v]h|2)∂τχδηdxdτ
S 3(δ, h) =
∫ t
t1
∫
B(4)\Eτ(λ1)
[
∂τ[v˜]hχδ
]
−h · (v˜ − v)ηdxdτ.
Our next aim is to determine the limitation of S 1(δ, h), S 2(δ, h) and S 3(δ, h)
as δ, h ↓ 0. We first observe that S 1(δ, h) = 0. To estimate S 2(δ, h), we have
S 2(δ, h) → 12
∫
B(4)×{t}
(|v|2 − |v˜ − v|2)ηdx − 12
∫
B(4)×{t1}
(|v|2 − |v˜ − v|2)ηdx
=: I − II
E2 (5.23)
as δ, h ↓ 0 for a.e. t, t1. We now turn our attention to the estimate of S 3(δ, h).
Define Qt = B(4) × (t1, t), we observe that the set Qt\E(λ1) is open. This
implies that for any z ∈ Qt\E(λ1), [∂τ[v˜]hχδ]−h ·(v˜−v)η(z) → ∂tv˜χδ·(v˜−v)η(z)
as h ↓ 0. Furthermore, we will ensure that∣∣∣[∂τ[v˜]hχδ]−h · (v˜ − v)η(z)∣∣∣ ≤ cF(z),
where F(z) is defined by
F(z) =
∑
i∈Θ
|v(z) − v˜(z)| sup
2Qi∩Q(4)
|∂tv˜|χQi +
∑
i∈Θ1
r−1i |v(z) − v˜(z)|χQi ,
To this aim we define Nh = {i ∈ N : h < r2i } and decompose the term under
consideration as follows∣∣∣[∂τ[v˜]hχδ]−h · (v˜ − v)η∣∣∣ ≤ ∑
i∈Θ∩Nh:Qi∩Qt,∅
∣∣∣[∂τ[v˜]hχδ]−h · (v˜ − v)η∣∣∣ χQi
+
∑
i∈Θ\Nh:Qi∩Qt,∅
∣∣∣[∂τ[v˜]hχδ]−h · (v˜ − v)η∣∣∣ χQi
=: F1(z) + F2(z),
with the obvious meaning of F1(z) and F2(z). In the case i ∈ Θ ∩ Nh, we
find that
sup
Qi∩Qt,∅
∣∣∣[∂τ[v˜]hχδ]−h∣∣∣ ≤ sup
z∈2Qi∩Q(4)
|∂tv˜|,
which implies F1(z) ≤ F(z). Next, we may assume that h < 13(̺2 − ̺1)2.
Then for any i ∈ Θ\Nh we have i ∈ Θ1. Using the formula for the time
derivative of Steklov averages and Lemma 5.2 (5.11) to find for i ∈ Θ\Nh
and z ∈ Qt ∩ Qi that
|∂τ[v˜]h(z)| = |v˜(x, t + h) − v˜(x, t)|h ≤
K√
h
≤ Kr−1i ,
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which shows that F2(z) ≤ KF(z). It remains to prove that F(z) is an in-
tegrable function. We now use Lemma 5.1 (5.1), (5.5), (5.6), (5.7) and
Tonelli’s theorem to get∫
Q(4)
|F(z)|dz ≤ C
∑
i∈Θ2
∫
Qi∩Q(4)
|v(z) − v˜(z)|dz + C
∑
i∈Θ1
r−1i
∫
Qi∩Q(4)
|v(z) − v˜(z)|dz
≤ ‖v‖L1(Q(4)) +C|Q(4)| < +∞,
where the constant C depends on n, λ1, λ, ̺1, ̺2, p1 and p2, but independent
of h. This shows that F(z) is an integrable function and we are allowed to
use Lebesgue’s dominated convergence theorem to obtain
lim
δ↓0
lim
h↓0
S 3(δ, h) =
∫
Qt\E(λ1)
∂tv˜ · (v˜ − v)ηdxdt =: III.E3 (5.24)
We start with the estimate of II. We choose t1 ∈ S 1\Λ(1) and t > t1 such that
II =
1
|S 1\Λ(1)|
∫
S 1\Λ(1)
∫
B(4)
(|v|2 − |v˜ − v|2)(z)dz.
From Lemma 5.1 (5.1) and the fact that |v| ≤ c(u − uQ(1)), we proceed to
estimate II as follows
II ≤ c
s
∫
Q(3)
|v|2dz + c
s
∫
Q(3)\E(λ1)
(|v|2 + |v˜|2)dz ≤ c
s
∫
Q(3)
|u − uQ(1) |2dz.
To deal with III, we use Lemma 5.1 (5.2) to obtain
III ≤
∫
B(4)×S 1
|∂tv˜ · (v˜ − v)|dz ≤ cλ1|Q(4)\E(λ1)| + c
s
∫
Q(4)
|v|2dz.
Next, we integrating the remaining terms of (5.22) with respect to the time
variable over (t1, t) and pass to the limit h ↓ 0 and δ ↓ 0. We decompose the
domain of integration into the sets Q(4)\E(λ1) and E(λ1) to obtain∫ t
t1
∫
B(4)
〈A(z, Du), D(v˜η)〉dxdt +
∫ t
t1
∫
B(4)
〈B(z, Du), v˜η〉dxdt
=
∫
Qt∩E(λ1)
· · · dz +
∫
Qt\E(λ1)
〈A(z, Du), D(v˜η)〉 + 〈B(z, Du), v˜η〉dz
=: IV + V.
We now use the growth condition (2.2) and Lemma 5.1 (5.3) to conclude
that
V ≤ c
∫
Q(4)\E(λ1)
(1 + |Du| + |F |)p(z)−1(λ(2−p0)/(2p0)(̺2 − ̺1)−1|v˜| + |Dv˜|)dz
≤ cµλ1|Q(4)\E(λ1)| + cs−1
∫
Q(3)
|u − uQ(1) |2dz,
which is bounded uniformly with respect to t ∈ Λ(1). From the estimates
above, we conclude that
I + IV = II − III − V ≤ cµλ1|Q(4)\E(λ1)| + cs−1
∫
Q(3)
|u − uQ(1) |2dziiiivv (5.25)
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for a.e. t ∈ Λ(1).
On the other hand we need to estimate the lower bound for (5.25). We
first observe from Lemma 5.1 (5.8) that
I ≥ −cµλ1|Q(4)\E(λ1)| − cµs
∫
Q(4)
|u − uQ(1) |2dz + 12
∫
E(λ1)×{t}
|v|2dx
and the estimate (5.25) can be rewritten as
1
2
∫
E(λ1)×{t}
|v|2dx ≤ −IV + cµλ1|Q(4)\E(λ1)| + cµs−1
∫
Q(4)
|u − uQ(1) |2dz.
iiv (5.26)
We multiply both sides by λ−1−ε1 and integrate over (cE ˜λ,+∞) with respect
to λ1. Let mQ(4)(z) := max{cE ˜λ, M
1
1−ε
Q(4)(z)} and s1 = ̺21. Multiplying both
sides by ε, we get the following estimate,
1
2
∫
B(4)
|v|2(·, t)mQ(4)(·, t)−εdx
≤ −
∫
B(4)×(t1 ,t0+s1)
(〈A(z, Du), D(vη)〉 + 〈B(z, Du), vη〉)mQ(4)(z)−εdz
+ cµε
∫ ∞
cE ˜λ
λ−ε1
∣∣∣{z ∈ Q(4) : MQ(4)(z) > λ1−ε1 }∣∣∣dλ1 + cµs1 ˜λε
∫
Q(4)
|u − uQ(1) |2dz
=: −VI + εVII + VIII,
with the obvious meaning of VI, VII and VIII. Since ˜λ ≥ λ, it follows
that VIII ≤ cµs−1λ−ε
∫
Q(4) |u− uQ(1) |2dz. Next, we use the assumption (5.19),
Fubini theorem and the boundedness of strong maximal functions to infer
that
VII ≤ cµ
∫
Q(4)
(∣∣∣∣∣ u − uQ(1)λ(p0−2)/(2p0)̺
∣∣∣∣∣ + |Du| + |F | + 1
)p(z)(1−ε)
dz
≤ cµ
∫
Q(4)
∣∣∣∣∣ u − uQ(1)λ(p0−2)/(2p0)̺
∣∣∣∣∣p(z)(1−ε) dz + cµλ1−ε|Q(4)|.
To estimate VI, we note that D(vη)(x, t) = η2(x)Du(x, t) + v(x, t)Dη(x) for
any t ∈ S 1. Using the ellipticity and growth conditions (2.2), we obtain
VI ≥
∫
B(4)×(t1 ,t0+s1)
〈A(z, Du), η2Du〉 − |〈A(z, Du), vDη〉| − |〈B(z, Du), vη〉|
mQ(4)(z)ε
dz
≥ ν
∫
Q(1)
|Du|p(z)mQ(4)(z)−εdz −
∫
B(4)×(t1 ,t0+s1)
|F |p(z)mQ(4)(z)−εdz
− cλ
2−p0
2p0
̺2 − ̺1
∫
B(4)×(t1 ,t0+s1)
(1 + |F | + |Du|)p(z)−1|u − uQ(1) |mQ(4)(z)−εdz
:= IV1 − IV2 − IV3.
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with the obvious meaning of IV1, IV2 and IV3. We first observe from the
definition of mQ(4)(z) that IV2 ≤
∫
Q(4) |F |p(z)(1−ε)dz. To estimate IV1, we intro-
duce the set
E :=
{
z ∈ Q(1) : |Du|p(z) ≥ ε1mQ(4)(z)
}
for some 0 < ε1 < 1 to be determined later. For the estimate on E, we have∫
E
|Du|p(z)(1−ε)dz ≤ ε−ε1
∫
E
|Du|p(z)mQ(4)(z)−εdz ≤ cε−ε1 IV1.
For z ∈ Q(1)\E, we see that either |Du|p(z) ≤ ε1MQ(4)(z) 11−ε or |Du|p(z) ≤ cEε1 ˜λ.
Then we use (4.10) and (5.19) to obtain∫
Q(1)\E
|Du|p(z)(1−ε)dz ≤ cε1−ε1
∫
Q(1)
(MQ(4)(z) + ˜λ1−ε)dz
≤ cε1−ε1 λ1−ε|Q(4)| + cε1−ε1
∫
Q(4)
∣∣∣∣∣∣∣∣
u − uQ(1)
λ
p0−2
2p0 ̺
∣∣∣∣∣∣∣∣
p(z)(1−ε)
dz.
Summing these two estimates and multiply εε1 on both sides, we find that
εε1
∫
Q(4)
|Du|p(z)(1−ε)dz ≤ cIV1 + cε1λ1−ε|Q(4)| + cε1
∫
Q(4)
∣∣∣∣∣∣∣∣
u − uQ(1)
λ
p0−2
2p0 ̺
∣∣∣∣∣∣∣∣
p(z)(1−ε)
dz.
From the assumption (5.18) and we can choose ε1 small enough to reab-
sorb the term cε1λ1−ε|Q(4)| to the left hand side. Then the term IV1 can be
bounded from below,
IV1 ≥ cλ1−ε|Q(4)| − c
∫
Q(4)

∣∣∣∣∣∣∣∣
u − uQ(1)
λ
p0−2
2p0 ̺
∣∣∣∣∣∣∣∣ + |F | + 1

p(z)(1−ε)
dz.
Now we come to the estimate of IV3. We observe from Young’s inequality
with r = p(z)(1 − ε) and r′ = p(z)(1−ε)p(z)(1−ε)−1 that∣∣∣∣∣∣∣∣
u − uQ(1)
λ
p0−2
2p0 (̺2 − ̺1)
∣∣∣∣∣∣∣∣(1 + |F | + |Du|)p(z)(1−ε)−1
≤ ε2(1 + |F | + |Du|)p(z)(1−ε) + c(ε2)
∣∣∣∣∣∣∣∣
u − uQ(1)
λ
p0−2
2p0 (̺2 − ̺1)
∣∣∣∣∣∣∣∣
p(z)(1−ε)
.
Combining this estimate with the assumption (5.19) and the definition of
mQ(4)(z), we obtain
IV3 ≤ cλ
2−p0
2p0 (̺2 − ̺1)−1
∫
Q(4)
(1 + |F | + |Du|)p(z)(1−ε)−1|u − uQ(1) |dz
≤ c2ε2λ1−ε|Q(4)| + cµ
∫
Q(4)
∣∣∣∣∣∣∣∣
u − uQ(1)
λ
p0−2
2p0 ̺2
∣∣∣∣∣∣∣∣
p(z)(1−ε)
dz.
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From the above estimate we arrive at
λ1−ε|Q(4)| + sup
t∈Λ(1)
∫
B(1)
|u − uQ(1) |2m−εQ(4)(·, t)dx
≤ cµ
∫
Q(4)
∣∣∣∣∣∣∣∣
u − uQ(1)
λ
p0−2
2p0 ̺2
∣∣∣∣∣∣∣∣
p(·)(1−ε)
dz + cµλ−ε
∫
Q(4)
∣∣∣∣∣u − uQ(1)̺2
∣∣∣∣∣2 dz
+ c
∫
Q(4)
(1 + |F |)p(·)(1−ε)dz + c1µελ1−ε|Q(4)|.
Moreover, in the special case ̺1 = ̺ and ̺2 = 16̺ we have µ ≡ constant.
This allows us to choose ε small enough to obtain
λ1−ε|Q(4)| + sup
t∈Λ
∫
B
|u − uQ|2m−εQ(4)(·, t)dx
≤ c
∫
Q(4)
∣∣∣∣∣∣∣∣
u − uQ
λ
p0−2
2p0 ̺
∣∣∣∣∣∣∣∣
p(·)(1−ε)
dz + cλ−ε
∫
Q(4)
∣∣∣∣∣u − uQ̺
∣∣∣∣∣2 dz + c
∫
Q(4)
(1 + |F |)p(·)(1−ε)dz,
which proves the theorem. 
6. Reverse-Ho¨lder type inequality
This section is intended to prove the reverse Hölder inequality under an
additional assumption. Firstly, it is necessary to establish an estimate for the
lower order terms which play a crucial role in the proof of the main result
in this section.
Estimates for the lower order terms Lemma 6.1. Let M ≥ 1 be fixed. Then there exists ̺0 = ̺0(n, L, M) > 0
such that the following holds: Suppose that u is a very weak solution to
the parabolic system (2.5) and satisfies the assumptions of Theorem 2.2.
Assume that for some parabolic cylinder Q(λ)32̺(z0) ⊂ ΩT with 0 < 32̺ ≤ ̺0
the following intrinsic coupling holds:
λ1−ε ≤
?
Q(λ)̺ (z0)
(|Du| + |F | + 1)p(z)(1−ε)dzcaass1 (6.1)
and ?
Q(λ)16̺(z0)
(|Du| + |F | + 1)p(z)(1−ε) dz ≤ λ1−ε.caass2 (6.2)
Then there holds: ?
Q(λ)4̺ (z0)
∣∣∣∣∣∣
u − uQ(λ)4̺ (z0)
4̺
∣∣∣∣∣∣
2
dz ≤ cλ,
where the constant c depends on n, N, γ1, ν and L.
Proof. We define the exponent p˜1 := p1(2− 4ε)/(2− εp1) as in the proof of
[7, Proposition 7.1] and we want to apply Gagliardo-Nirenberg’s inequality
from Lemma 3.2 with (2, q, r, θ) replaced by (2, p˜1, 2(1−ε), p˜1/2). This will
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be allowed, once we can ensure that 2/p˜1 ≤ 1 + 2(1 − ε)/n holds true. In
order to check this condition, we introduce a function
Φn,γ1(ε) =
γ1(2 − 4ε)
2 − εγ1
− 2n
n + 2 − 2ε
and observe that the function Φn,γ1(ε) is continuous on the interval (0, 1/2).
Notice that Φn,γ1(0) > 0, since γ1 > 2n/(n+ 2). Then there exists a constant
ε0 = ε0(n, γ1) such that for any ε with 0 < ε < ε0, there holds Φn,γ1(ε) > 0.
From this we deduce that
γ1(2 − 4ε)
2 − εγ1
≥ γ1(2 − 4ε)
2 − εγ1
>
2n
n + 2 − 2ε,
which implies 2/p˜1 ≤ 1 + 2(1 − ε)/n. We set ̺(1)λ = λ(p0−2)/(2p0)̺1 and
̺
(2)
λ
= λ(p0−2)/(2p0)̺2. We see that ̺(1)λ and ̺
(2)
λ
are the radius of B(1) and B(2)
respectively. Applying Lemma 3.2 with (2, q, r, θ) replaced by (2, p˜1, 2 −
2ε, p˜1/2) slice-wise to (u − uQ(1))(·, t) we obtain
φ(̺1) =
?
Q(1)
∣∣∣∣∣∣∣u − uQ(1)̺(1)
λ
∣∣∣∣∣∣∣
2
dz
≤ c
?
Λ(1)
?
B(1)

∣∣∣∣∣∣∣u − uQ(1)̺(1)
λ
∣∣∣∣∣∣∣
p˜1
+ |Du| p˜1dx


?
B(1)
∣∣∣∣∣∣∣u − uQ(1)̺(1)
λ
∣∣∣∣∣∣∣
2−2ε
dx

σ− p˜1
2(1−ε)
dt,
where
φ(r) =
?
Q(λ)r
∣∣∣∣∣ u − uQ(λ)rλ(p0−2)/2p0 r
∣∣∣∣∣2 dz.
Next, making use of the assumptions (6.1) and (6.2), we can apply the Cac-
cioppoli inequality from Theorem 5 and proceed similarly as [7, page 215]
to obtain
φ(̺1) ≤ I + II + III + IV + V + VI,phirho (6.3)
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where
I = cµλ1−ε+(
2
p0
−ε) 2− p˜12 ,
II = cµλ1−ε−ε
2− p˜1
2

?
Q(4)
∣∣∣∣∣∣∣u − uQ(1)̺(2)
λ
∣∣∣∣∣∣∣
2
dz

2− p˜1
2
,
III = cµλ1−ε+
2−p0
p0
2− p˜1
2

?
Q(4)
∣∣∣∣∣∣∣u − uQ(1)̺(2)
λ
∣∣∣∣∣∣∣
2
dz

(2− p˜1)p2(1−ε)
4
,
IV = cµλ
1−ε
r′ +( 2p0 −ε)
2− p˜1
2

?
Q(4)
∣∣∣∣∣∣∣u − uQ(1)̺(2)
λ
∣∣∣∣∣∣∣
2
dz

εp2(2− p˜1)
4
,
V = cµλ
1−ε
r′ +
2−p0
p0
2− p˜1
2

?
Q(4)
∣∣∣∣∣∣∣u − uQ(1)̺(2)
λ
∣∣∣∣∣∣∣
2
dz

p2(2− p˜1)
4
,
VI = cµλ
1−ε
r′ −ε
2− p˜1
2

?
Q(4)
∣∣∣∣∣∣∣u − uQ(1)̺(2)
λ
∣∣∣∣∣∣∣
2
dz

(2+εp2)(2− p˜1)
4
,
and the exponents r and r′ are defined by
r =
2(1 − ε)
ε(2 − p˜1) and r
′ =
2(1 − ε)
2(1 − ε) − ε(2 − p˜1) .
It can be easily seen that for ε < 1/2, we have 0 < 2 − p˜1 < 2 and r >
1. At this stage, we can repeat the arguments in [7, page 216-218] with
(̺, ̺1, ̺2) replaced by (̺λ, ̺(1)λ , ̺(2)λ ) to estimate I − VI. Since the proof of
[7, Proposition 7.1] also include the case p2(1 − ε) ≤ 2, it is only necessary
to check that the exponents in the Young’s inequalities in [7, page 216-218]
are greater than one for 2n/(n+2) < p2 ≤ 2. To start with, we observe from
[7, Proposition 7.1, page 216] that
1 − ε + (2 − εp0)(2 − p˜1)
2p0
≤ 2
p0
+ ω(64̺),
which implies I ≤ cµλ2/p0 . To estimate II, we conclude from [7, page 216]
that (
1 − ε − ε(2 − p˜1)
2
)
2
p˜1
=
2
p˜1
.
Since 1 < 2/(2 − p˜1), we use Young’s inequality with exponents 2/(2 − p˜1)
and 2/p˜1 to obtain for any δ ∈ (0, 1) that
II ≤ δ
?
Q(4)
∣∣∣∣∣∣∣u − uQ(1)̺(2)
λ
∣∣∣∣∣∣∣
2
dz + c(δ)µλ
(
1−ε− ε(2− p˜1)2
)
2
p˜1
≤ δ
?
Q(4)
∣∣∣∣∣∣∣u − uQ(1)̺(2)
λ
∣∣∣∣∣∣∣
2
dz + c(δ)µλ 2p0 .
Young2 (6.4)
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Next, we consider the estimate for III. It is easily to check that 4p2(1−ε)(2−p˜1) >
1, since p2 ≤ 2 and p˜1 > 0. From the proof in [7, page 216] and λ ≥ 1, we
conclude that(
1 − ε + (2 − p0)(2 − p˜1)
2p0
)
4
4 − p2(1 − ε)(2 − p˜1) ≤
2
p0
+ c(γ1)ω(64̺).
From this inequality and λω(64̺) ≤ c, we use Young’s inequality with expo-
nents 4p2(1−ε)(2−p˜1) and
4
4−p2(1−ε)(2−p˜1) to find that
III ≤ δ
?
Q(4)
∣∣∣∣∣∣∣u − uQ(1)̺(2)
λ
∣∣∣∣∣∣∣
2
dz + c(δ)µλ
(
1−ε+ (2−p0)(2− p˜1)2p0
)
4
4−p2(1−ε)(2− p˜1)
≤ δ
?
Q(4)
∣∣∣∣∣∣∣u − uQ(1)̺(2)
λ
∣∣∣∣∣∣∣
2
dz + c(δ)µλ 2p0 .
Young3 (6.5)
We now come to the estimate of IV . Notice that if ε < 1 then 4
εp2(2−p˜1) > 1,
since p2 ≤ 2 and p˜1 > 0. Analysis similar to that in [7, page 217] shows
that
4[p0(1 − ε) + (1 − εp0)(2 − p˜1)]
p0[4 − εp2(2 − p˜1)] ≤
2
p0
+ c(γ1)ω(̺).
At this point, we follow the same argument in [7, page 217] and apply
Young’s inequality with exponents 4
εp2(2−p˜1) and
4
4−εp2(2−p˜1) to find that
IV ≤ δ
?
Q(4)
∣∣∣∣∣∣∣u − uQ(1)̺(2)
λ
∣∣∣∣∣∣∣
2
dz + c(δ)µλ
4[p0(1−ε)+(1−εp0)(2− p˜1)]
p0[4−εp2(2− p˜1)]
≤ δ
?
Q(4)
∣∣∣∣∣∣∣u − uQ(1)̺(2)
λ
∣∣∣∣∣∣∣
2
dz + c(δ)µλ 2p0 ,
Young4 (6.6)
since λω(̺) ≤ c. The estimate of the term V is similar. We first observe that
4
p2(2−p˜1) > 1, since p2 ≤ 2 and p˜1 > 0. We also observe that the computation
in [7, page 217] actually shows that
2[2p0(1 − ε) + (2 − p0 − εp0)(2 − p˜1)]
p0[4 − p2(2 − p˜1)] ≤
2
p0
+ c(γ1)ω(̺).
Applying Young’s inequality with exponents 4p2(2−p˜1) and
4
4−p2(2−p˜1) we obtain
V ≤ δ
?
Q(4)
∣∣∣∣∣∣∣u − uQ(1)̺(2)
λ
∣∣∣∣∣∣∣
2
dz + c(δ)µλ
2[2p0(1−ε)+(2−p0−εp0)(2− p˜1)]
p0[4−p2(2− p˜1)]
≤ δ
?
Q(4)
∣∣∣∣∣∣∣u − uQ(1)̺(2)
λ
∣∣∣∣∣∣∣
2
dz + c(δ)µλ 2p0 ,
Young5 (6.7)
since λω(̺) ≤ c. We now come to the estimate for VI. We first choose
ε < min{ 14 ,
2γ1
8−γ1 } and this ensures that
4
(2+εp2)(2−p˜1) > 1. Furthermore, from
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the argument in [7, page 218], we deduce that for γ1 < p1 ≤ p2 there holds
4[1 − ε − ε(2 − p˜1)]
4 − (2 + εp2)(2 − p˜1) ≤
2
p0
+ c(γ1)ω(̺).
At this stage, we use Young’s inequality with exponent 4(2+εp2)(2−p˜1) and
4
4−(2+εp2)(2−p˜1) to see that
VI ≤ δ
?
Q(4)
∣∣∣∣∣∣∣u − uQ(1)̺(2)
λ
∣∣∣∣∣∣∣
2
dz + c(δ)µλ
4[1−ε−ε(2− p˜1)]
4−(2+εp2)(2− p˜1)
≤ δ
?
Q(4)
∣∣∣∣∣∣∣u − uQ(1)̺(2)
λ
∣∣∣∣∣∣∣
2
dz + c(δ)µλ 2p0 .
Young6 (6.8)
Plugging the estimates (6.4)-(6.8) and I ≤ cµλ2/p0 to (6.3) and recalling that
µ =
(
̺
̺2−̺1
)β
where β is a constant depends only on the structural parameters,
we choose δ = 110 to obtain
φ(̺1) ≤ 12φ(̺2) + c
(
̺
̺2 − ̺1
)β
λ
σ
p0
for any ̺ ≤ ̺1 < ̺2 ≤ 16̺. Finally we use Lemma 3.1 to conclude that
?
Q(λ)4̺ (z0)
∣∣∣∣∣∣
u − uQ(λ)4̺ (z0)
̺λ
∣∣∣∣∣∣
2
dz ≤ cλ 2p0 ,
which yields the Lemma. 
The following Proposition is the main result in this section.
reverse holder inequality Proposition 6.2. Let M ≥ 1 be fixed. Then there exists ̺0 = ̺0(n, L, M) > 0
and ε = ε(n, γ1) > 0 such that the following holds: Suppose that u is a
very weak solution to the parabolic system (2.1) and that the hypothesis of
Theorem 2.2 are satisfied. Finally, assume that for some parabolic cylinder
Q(λ)32̺(z0) ⊂ ΩT with 0 < 32̺ ≤ ̺0 and λ ≥ 1 the following intrinsic coupling
holds:
λ1−ε ≤
?
Q(λ)̺ (z0)
(|Du| + |F | + 1)p(·)(1−ε) dzlower (6.9)
and ?
Q(λ)16̺(z0)
(|Du| + |F | + 1)p(·)(1−ε) dz ≤ λ1−ε.upper (6.10)
Then we have the following reverse-Hölder inequality:
?
Q(λ)̺ (z0)
|Du|p(·)(1−ε)dz ≤ c

?
Q(λ)2̺ (z0)
|Du| p(·)(1−ε)q¯ dz

q¯
+ c
?
Q(λ)2̺ (z0)
(1 + |F |)p(·)(1−ε)dz
where q¯ = q¯(n, γ1) > 1 and the constant c depends only on n, N, γ1, ν and L.
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Proof. In the following we abbreviate ̺λ = λ(p0−2)/(2p0)̺ and αQ ≡ αB ×
αΛ := Q(λ)α̺ (z0) for α ≥ 1. The Caccioppoli inequality from Theorem 5.3
(i.e. estimate (5.21) applied with ̺1 = ̺ and ̺2 = 2̺) implies that
?
Q
|Du|p(·)(1−ε)dz
≤ c
?
2Q
∣∣∣∣∣u − uQ̺λ
∣∣∣∣∣p(·)(1−ε) dz + cλ p0−2p0 −ε
?
2Q
∣∣∣∣∣u − uQ̺λ
∣∣∣∣∣2 dz + c
?
2Q
(1 + |F |)p(·)(1−ε)dz
≤ cIp2(1−ε) + cλ
p0−2
p0
−εI2 + c
?
2Q
(1 + |F |)p(·)(1−ε)dz,
Du (6.11)
where we have abbreviated
Iσ :=
?
2Q
∣∣∣∣∣u − u2Q̺λ
∣∣∣∣∣σ dz
for σ = p2(1 − ε) and σ = 2. Let q1 := 2n/(n + 2 − 2ε), we choose ε so
small that q1 < σ. This can be seen as follows:
Let
Ψn,γ1(ε) = γ1(1 − ε) −
2n
n + 2 − 2ε.
From γ1 > 2n/(n + 2), we observe that Ψn,γ1(ε) is a continuous function on
the interval (0, 1/2) andΨn,γ1(0) > 0. Then there exists an ε0 = ε0(n, γ1) > 0
such that for any 0 < ε < ε0 there holds Ψn,γ1(ε) > 0 and therefore q1 < σ,
since γ1 ≤ p1.
We now apply Gagliardo-Nirenberg’s inequality, i.e. Lemma 3.2 with
(σ, q, r, θ) replaced by (σ, q1, 2 − 2ε, q1/σ) slice-wise to (u − u2Q)(·, t). In
this way we obtain
Iσ ≤ c
?
2Λ
(?
2B
∣∣∣∣∣u − u2Q̺λ
∣∣∣∣∣q1 + |Du|q1dx
) (?
2B
∣∣∣∣∣u − u2Q̺λ
∣∣∣∣∣2−2ε dx
)σ−q1
2−2ε
dt.
In order to estimate the right hand side of the estimate, we use Hölder’s
inequality to obtain?
2B
∣∣∣∣∣u − u2Q̺λ
∣∣∣∣∣2−2ε (·, t)dx ≤ J1−ε
(?
2B
m1−ε4Q (·, t)dx
)ε
for a.e. t ∈ 2Λ, where
J := sup
t∈2Λ
?
2B×{t}
∣∣∣∣∣u − u2Q̺λ
∣∣∣∣∣2 m−ε4Q dx.
Inserting this above and applying Hölder’s inequality with exponents r =
(2 − 2ε)/(ε(σ − q1)) and r′ = (2 − 2ε)/(2 − 2ε − ε(σ − q1)) we get
Iσ ≤ cJ
σ−q1
2
(?
2Q
∣∣∣∣∣u − u2Q̺λ
∣∣∣∣∣q1r
′
+ |Du|q1r′dz
) 1
r′
(?
2Q
m4Q(z)1−εdz
) ε(σ−q1)
2−2ε
.
To proceed further, we apply the Caccioppoli type inequality from Theorem
5.3 (more precisely, we use (5.21) with the choice ̺1 = 2̺ and ̺2 = 4̺) and
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subsequently Lemma 6.1 to get J ≤ cλ 2p0 −ε. Moreover, from Proposition 6.1
we infer that ?
2Q
m1−ε4Q dz ≤ ˜λ1−ε +
?
2Q
M4Q dz ≤ cλ1−ε.
Inserting the last two estimates above yields
Iσ ≤ cλ
σ−q1
p0
(?
2Q
∣∣∣∣∣u − u2Q̺λ
∣∣∣∣∣q2 + |Du|q2dz
) 1
r′
.
where q2 := q1r′. It can be easily seen that q2 ≤ p1(1 − ε) if we choose ε
small enough. We now apply Lemma 3.3 with (θ, ˜Ω × T1, ˜Ω × T2) replaced
by (q2, 2Q, 2Q) to conclude that
Iσ ≤ cλ
σ−q1
p0

(?
2Q
(1 + |Du|)
p(·)q2
p1 dz
) 1
r′
+
(
λ
2−p0
p0
?
2Q
(1 + |Du| + |F |)
p(·)(p2−1)
p2 dz
)q1 .
Now, we will find a lower bound for the exponents appearing on the right-
hand side; note that there are three different exponents: p(·)q2/p1 with the
choices σ = 2 and σ = p2(1 − ε) and p(·)(p2 − 1)/p2. We note that in first
two cases σ ≤ 2 and for the third one we have p2(1 − ε)/(p2 − 1) ≥ 2 − 2ε.
Our next goal is to determine the lower bound for p1(1 − ε)/q2. To this aim
we define a function
˜Φn,γ1(ε) =
γ1
(
1 − n+4
n+2ε
)
q1(ε) .
Observe that ˜Φn,γ1(ε) is a decreasing and continuous function on (0, 1).
Since γ1 > 2n/(n + 2), we find that ˜Φn,γ1(0) > 1. Then there exists an
ε0 > 0 such that for any ε ∈ (0, ε0) there holds ˜Φn,γ1(ε) > ˜Φn,γ1(ε0) > 1.
Next we conclude that for any ε ∈ (0, ε0),
p1(1 − ε)
q2
≥ γ1(1 − ε)
q1r′
> ˜Φn,γ1(ε) > ˜Φn,γ1(ε0) > 1.
Therefore, letting q¯ := min
{
˜Φn,γ1(ε0), 2 − 2ε
}
, we can use Hölder’s inequal-
ity to obtain
Iσ ≤ cλ
σ−q1
p0
(?
2Q
(1 + |Du|) p(·)(1−ε)q¯ dz
) q¯q1
p1(1−ε)
+ cλ
σ−q1
p0 λ
(2−p0)q1
p0
(?
2Q
(1 + |Du| + |F |) p(·)(1−ε)q¯ dz
) q¯q1(p2−1)
p2(1−ε)
,
sigma (6.12)
since q2 := q1r′. Again by Hölder’s inequality and the hypothesis (6.10),
we obtain for the first term on the right-hand side that
i (6.13)
λ
σ−q1
p0
(?
2Q
(1 + |Du|) p(·)(1−ε)q¯ dz
) q¯q1
p1(1−ε) ≤ λ σp0 −1+ε
(?
2Q
(1 + |Du|) p(·)(1−ε)q¯ dz
)q¯
.
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The task now is to estimate the second integral on the right-hand side. We
follow the arguments similarly as [5, page 229] to obtain
λ
σ−q1
p0 λ
(2−p0)q1
p0
(?
2Q
(1 + |Du| + |F |) p(·)(1−ε)q¯ dz
) q¯q1(p2−1)
p2(1−ε)
≤ δλ σp0 + δ− 1γ1−1λ
σ−q1
p0
(?
2Q
(1 + |Du| + |F |) p(·)(1−ε)q¯ dz
) q¯q1
p1(1−ε)
.
In the same manner as (6.13) we can estimate the second term of the right
hand side from above and obtain
λ
σ−q1
p0 λ
(2−p0)q1
p0
(?
2Q
(1 + |Du| + |F |) p(·)(1−ε)q¯ dz
) q¯q1(p2−1)
p2(1−ε)
≤ δλ σp0 + δ− 1γ1−1λ σp0 −1+ε
(?
2Q
(1 + |Du| + |F |) p(·)(1−ε)q¯ dz
)q¯
,
ii (6.14)
Inserting (6.13) and (6.14) to (6.12), we find that
Iσ ≤ δλ
σ
p0 + cλ
σ
p0
−1+ε
(?
2Q
(1 + |Du| + |F |) p(·)(1−ε)q¯ dz
)q¯
.
Next, inserting the estimate for Iσ with σ = 2 and σ = p2(1 − ε) above to
the estimate (6.11), we arrive at?
Q
|Du|p(·)(1−ε)dz ≤ cδλ1−ε + c
(?
2Q
(1 + |Du| + |F |) p(·)(1−ε)q¯ dz
)q¯
+ c
?
2Q
(1 + |F |)p(·)(1−ε)dz.
Du1 (6.15)
At this stage we use (6.9) in order to bound λ1−ε in the following form:
λ1−ε ≤ c1
?
Q
|Du|p(·)(1−ε)dz + c2
?
Q
(|F | + 1)p(·)(1−ε) dz.
Plugging this inequality to (6.15) and choosing δ = 1/(cc1) we can reabsorb
the integral 12
>
Q |Du|p(·)(1−ε)dz into the left hand side and arrive at?
Q
|Du|p(·)(1−ε)dz ≤ c
(?
2Q
|Du| p(·)(1−ε)q¯ dz
)q¯
+ c
?
2Q
(1 + |F |)p(·)(1−ε)dz.
This proves the reverse Hölder inequality. 
7. Proof of the main theorem
In this section we will prove the higher integrability of very weak so-
lutions stated in Theorem 2.2. The idea now, is to prove estimates for
|Du|p(·)(1−ε) on certain upper level sets. The argument uses a certain stop-
ping time argument which allows to construct a covering of the upper level
sets. This method has its origin in [12, 13]; a slightly simplified version can
be found in [5] and [7]. Since most of the arguments are standard by now,
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we will only give the main ideas to the proof and refer to [7, section 9] and
[5, §7] for the details.
Let M ≥ 1 and suppose that (2.6) is satisfied. From now on, we consider
a parabolic cylinder Qr ≡ Qr(z0) such that Q2r ⋐ ΩT and define
def-lambda-0 (7.1) λ
1
d(pm)+
2
pM
− 2pm −ε
0 :=
?
Q2r
(|Du| + |F | + 1)p(·)(1−ε)dz ≥ 1,
where pM := supQ2r p(·), pm := infQ2r p(·) and the function d(p) is defined
by d(p) = 2p/(p(n + 2) − 2n). We now choose a constant r0(γ1) > 0 such
that for any r < r0, pM − pm ≤ ω(2r) ≤ ω(2r0) ≤ 1/(4d(γ1)). We next
choose ε < 1/(12d(γ1)), then there holds:
epsilon (7.2) 1d(pm) +
2
pM
− 2
pm
− ε > 1
2
(
1
d(pm) +
2
pM
− 2
pm
)
> 0.
In the following argument we assume that r < r0. For fixed r ≤ r1 < r2 ≤ 2r
we consider the concentric parabolic cylinders
Qr ⊆ Qr1 ⊂ Qr2 ⊆ Q2r .
In the following we shall consider parameters λ such that
λ > Bλ0, where B
1
d(pm)+
2
pM
− 2pm −ε :=
( 8χr
r2 − r1
)n+2
,lambda-choice (7.3)
and for z0 ∈ Qr1 we consider radii ̺ satisfying
bound-rho (7.4) r2 − r1
4χ
≤ ̺ ≤ r2 − r1
2
,
where χ = χ(n, γ1) ≥ 5 denotes the constant from a version of Vitali’s
covering theorem [5, Lemma 7.1] for non-uniformly parabolic cylinders.
Note that this choice ensures that Q(λ)̺ (z0) ⊂ Qr2 . Recalling the definition
of λ0 we get by enlarging the domain of integration from Q(λ)̺ (z0) to Q2r the
following estimate:?
Q(λ)̺ (z0)
(|Du| + |F | + 1)p(·)(1−ε)dz ≤ |Q2r |
|Q(λ)̺ (z0)|
?
Q2r
(|Du| + |F | + 1)p(·)(1−ε)dz
≤
 8χr
λ
p(z0)−2
2p(z0) (r2 − r1)

n+2
λ
p(z0)−2
p(z0) λ
1
d(pm)+
2
pM
− 2pm −ε
0 .
Since pm ≤ p(z0) ≤ pM and λ ≥ 1, we use (7.3) to estimate the integral on
the left hand side,
?
Q(λ)̺ (z0)
(|Du| + |F | + 1)p(·)(1−ε)dz ≤
 8χr
λ
pm−2
2pm (r2 − r1)

n+2
λ
pM−2
pM λ
1
d(pm)+
2
pM
− 2pm −ε
0
=
(
8χr
r2 − r1
)n+2
λ
1− 1d(pm)−
2
pM
+ 2pm λ
1
d(pm)+
2
pM
− 2pm −ε
0
≤
(
8χr
r2 − r1
)n+2
λ1−ε
B
1
d(pm)+
2
pM
− 2pm −ε
= λ1−ε.
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For λ as in (7.3) we consider the upper level set E(λ, r1) := {z ∈ Qr1 :
|Du(z)|p(z) > λ}. In the following we show that also a reverse inequality holds
true for small radii and for the Lebesgue points z0 ∈ E(λ, r1). By Lebesgue’s
differentiation theorem (see [5, (7.9)]) we infer for any z0 ∈ E(λ, r1) that
lim
̺↓0
?
Q(λ)̺ (z0)
(|Du| + |F | + 1)p(·)(1−ε)dz ≥ |Du(z0)|p0(1−ε) > λ1−ε .
From the preceding reasoning we conclude that the last inequality yields a
radius for which the considered integral takes a value larger than λ1−ε, and
on the other hand, the integral is smaller than λ1−ε for any radius satisfying
(7.4). Therefore, the continuity of the integral yields the existence of a
maximal radius ̺z0 in between, i.e. 0 < ̺z0 < r2−r14χ such that
stop-1 (7.5)
?
Q(λ)̺z0 (z0)
(|Du| + |F | + 1)p(·)(1−ε)dz = λ1−ε
holds and
stop-2 (7.6)
?
Q(λ)̺ (z0)
(|Du| + |F | + 1)p(·)(1−ε)dz < λ1−ε ∀ ̺ ∈ (̺z0, r2−r12 ] .
At this stage we note that Q(λ)4χ̺z0 (z0) ⊆ Qr2 and therefore by (7.5) and (7.6)
we conclude, that the assumptions of Proposition 6.2 are fulfilled. Note
here that 16 ≤ 4χ and therefore 16̺z0 ∈ (̺z0 , r2−r12 ]. We now impose the
following bound on the radius r:
r ≤ r1 ≡ r1(n, N, γ1, ν, L, M) ,
where r1 denotes the radius bound from Proposition 6.2. We are now al-
lowed to apply Proposition 6.2, which yields the following Reverse-Hölder
inequality:
?
Q(λ)̺z0 (z0)
|Du|p(·)(1−ε)dz ≤ c
(?
Q(λ)2̺z0 (z0)
|Du| p(·)(1−ε)q¯ dz
)q¯
+ c
?
Q(λ)2̺z0 (z0)
(|F | + 1)p(·)(1−ε)dz ,
HI-du (7.7)
where q¯ = q¯(n, γ1) > 1 and c = (n, N, ν, L, γ1).
Keeping (7.7) in mind, we follow the arguments in [1], [7, section 9] and
[5, §7] to find a constant r2 = r2(n, N, γ1, ν, L, M) such that for any r < r2
there holds the estimate∫
Qr
|Du|p(·)dz ≤ c
(
λε0
∫
Q2r
|Du|p(·)(1−ε)dz +
∫
Q2r
(|F | + 1)p(·)dz
)
,
for a constant c = (n, N, ν, L, γ1). Finally, passing to averages and recalling
the definition of λ0, i.e. (7.1) and the inequality (7.2), we deduce that
?
Qr
|Du|p(·)dz ≤c
(?
Q2r
(|Du| + |F | + 1)p(·)(1−ε)dz
)1+2ε[ 1d(pm)+ 2pM − 2pm ]−1
+ c
?
Q2r
(|F | + 1)p(·)dz .
wrong-exp (7.8)
30 Q. LI
At this stage, we set r ≤ r3(M) ≤ 1/(4M) and follow the argument in [5,
page 245-247] to obtain(?
Q2r
(|Du| + |F | + 1)p(·)(1−ε)dz
)ε[( 1d(pm)+ 2pM − 2pm )−1−d(p0)] ≤ c(n, L, γ1),
where p0 ≡ p(z0) denotes the value of p(·) evaluated at the center z0 of
Q2r ≡ Q2r(z0). This finally completes the proof of Theorem 2.2.
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