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Conditions are found under which the abstract Cauchy problem u’(t) = Au(t), 
u(O) = u,, has a unique solution for each u,, in a dense subspace of a Banach 
space X. These conditions are shown to be best possible. In the Hilbert space 
case, conditions are found under which there is a unique weak solution for 
each u0 in D(A). Corresponding results are obtained for the inhomogeneous 
problem. Application is made to some simple hyperbolic systems with multiple 
characteristics. 
Let A be a closed linear operator in a complex Banach space X, 
with domain D(A) dense in X. Given u,, E X, the abstract Cauchy 
problem (ACP) for (A, z+,) is to find a function u(t), t > 0 with values 
in X such that u(0) j = u0 and u(t) is continuous for t > 0, u(t) E D(A), 
t > 0, 
u(t) is strongly differentiable, t 3 0, 
u’(t) = Au(t), t > 0. 
If there is such a function U, the ACP for (A, u,,) is said to be solvable. 
We give a condition on A which guarantees that the ACP for 
(A, u,,) has a unique solution for each u,, in a dense subspace of X. 
We also show that this condition, though not necessary, is the best 
possible condition of its type. In a somewhat different direction, 
we also find conditions under which the ACP is solvable in a weaker 
sense for each u,, E D(A), when X is a Hilbert space. 
To put these results in perspective, we recall two theorems on 
existence and uniqueness of solutions. 
THEOREM (LjubiE [4]). If (x1 - A)-l exists for all red x > cc,, 
and 
li*i x-1 log I/(x1 - A)-‘11 = 0, (1) 
then the ACP for (A, q,) has at most one sobtion for any z+, E X. 
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THEOREM (Phillips [6]). The ACP has a unique soktion fog each 
u. E D(A) if and only if A generates a C,-semigroup. 
In view of the theorem of Feller, Miyadera, and Phillips on the 
generation of C,-semigroups [3], it follows that the necessary and 
sufficient condition for the ACP to have a unique solution for each 
u0 E D(A) is that there is a real x,, and a constant M such that 
@I- A)-l exists for Re x > x,, and satisfies 
ll(zI - A)-“11 < M(Re z - x0)-n, Re z > x0 , n = 1,2 ,... . (2) 
There is a large gap between (I), a condition on growth of the 
resolvent operator on a half line, and (2), which estimates the growth 
of all powers of the resolvent on a half plane. Our first result is an 
intermediate one in which the half plane is replaced by a smaller 
region and a relaxed growth condition is imposed only on the resolvent 
itself. 
Let Y denote the set of continuous nonnegative concave functions $ 
defined for t >, 0 and such that t)(t) --f co as t + co, t-l+(t) ---f 0 as 
t -+ co, and 
s 
co 
t-“#(t)dt < co. (3) 
1 
Given # E Y, let 
THEOREM 1. Suppose I,L E Y. Suppose there are positive M, x,, , N 
such that (zI - A)-l exists if z E sZ($) and Re x > x,, , and satisjies 
IlW - 4-Y d Wl + I x IY. (4) 
Then the ACP for (A, u,,) has a unique solution for each u0 in a dense 
subspace of X. 
The condition (3) is best possible. Let u’, denote the set of functions 
$ satisfying the conditions above except that j: t-%j(t) dt = co. 
Define Q(#) as before. 
THEOREM 2. Suppose # E !?‘m. Then there is a separable Hilbert 
space X and a densely de$ned closed linear operator A in X such that the 
following is true. There is a constant M such that (zI - A)-l exists for 
z E Q($) and satisjies 
II(zI - A)--‘11 < IM(Re z)-l, 
but the ACP for (A, u,,) has a solution only when u0 = 0. 
ON THE ABSTRACT CAUCHY PROBLEM 283 
In fact a somewhat stronger version holds. By a local solution of the 
ACP for (A, z+,) we mean a function u(t) defined for 0 < t < 6, some 
6 > 0, satisfying the above conditions where defined. In our example, 
the ACP for (A, uO) fails to have even a local solution unless u,, = 0. 
LjubiE [SJ has also found conditions under which the ACP for 
(A, uO) is solvable for u,, in a dense subspace. He requires that 
(xl - A)-l exist in a half-space Re x > x,, , but relaxes the growth 
condition (4). It should be noted that the example of multiplication by 
.z in L2(J2), 52 a measurable subset of C (possibly C itself) shows that 
no condition on the growth or even existence of the resolvent operator 
is necessary for existence and uniqueness of solutions for u,, in a dense 
subset. In this example, the ACP for (A, u,,) has a unique solution for 
any u,, with compact support. 
Next we consider weak solutions. Let X be a Hilbert space and A 
a densely defined closed linear operator in X. We say that a strongly 
measurable function u(m) from [0, CO) to X is an L2-solution of the 
ACP for (A, u,,) if Jc I/ u(s)l12 ds < co for each T > 0, and if for each 
Y E W”), (u(-), Y) is e ua a.e. to an absolutely continuous function 9 1 
whose value at 0 is (u,, , y) and whose derivative is a.e. equal to 
(UC’)9 A “Y). 
THEOREM 3. Suppose there is a constant M and a real x,, such that 
(xl - A)-l exists for Re x > x,, and satisfks 
Il(d - A)--‘11 < M. (5) 
Then the ACP for (A, u,,) has a unique L2-solution for each z+, E D(A). 
The proofs of Theorems 1 and 2 require some detailed function 
theory, carried out in Section 2. In Section 1 we give simpler version 
of these theorems in which the basic functional analytic arguments are 
more clearly visible. Theorem 3 is proved in Section 3, which is 
essentially independent of the preceding sections. In Section 4 we 
obtain analogous results, under the hypotheses of Theorems 1 and 3, 
respectively, for the inhomogeneous problem 
u’(t) = Au(t) +w. 
These results have applications to the Cauchy problem and mixed 
problems for hyperbolic systems for which the estimates (2) may be 
extremely difficult to obtain or even (e.g., for some not strictly 
hyperbolic systems) false. Two simple examples are given in Section 5. 
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1. DENSITY OF INITIAL CONDITIONS, I 
We assume throughout this section that A : X -+ X is a closed 
linear operator with dense domain D(A). Let p(A) be the resolvent set, 
and for x E p(A), let R(z) = (~1 - A)-l be the resolvent operator. 
Given 0 < a < 1, let 
In the notation of the introduction, this is sZ($) for +(s) = Sa. 
THEOREM 1’. Suppose 0 < a < 1, and suppose there are positive 
M, x0 , N such that R(x) exists for z E Sz, if Re x > x,, and satisfies 
II Jwll < w + I z I>“- (6) 
Then the ACP for (A, uO) has a unique solution for each uO in a dense 
subspace of X. 
Proof. Note first that u(t) is a solution of the ACP for (A, uO) if 
and only if e%(t) is a solution of the ACP for (A + ~1, q,). Thus we 
may translate A by a constant multiple of I and assume that R(x) 
exists for all x E Q, and for all z with j z 1 < 2, and satisfies (6). 
Having done this, we let r be the contour 
oriented from the lower to the upper half plane. Fix b with a < b < 1. 
Given B > 0, let h,(z) be the branch of exp(-e(-z)b), x 4 9, which 
is positive for z < 0. Now for z E r, 6 > 0, and I z I large, 
1 arg(--)I < 77/2 + 6. Taking 6 small enough, we get bl arg(-z)l < 
c < r/2 for x E r, 1 x 1 large. Therefore, 
I G4l G exp(---d I z lb>, x E r, I z I large, (7) 
whered=d(E)>O.AlsoifzE.I’andjz/>l,z=x+iy,then 
x = / y Ia < / z Ia. Therefore for z E r, I z ( > 1, 
I expW)l < exp(f I z IQ>. (8) 
From (6)-Q) it follows that for any u0 E X the integral 
u,(t) = & J, eWz,(x) R(x) u, dx 
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converges for each t > 0. Moreover, it is easily seen that 
(-g)k u,(t) = & Jr z*et%,(z) R(z) u. dx, K = 0, 1) 2 ,... . 
Since &3(z) = I + AR(x) it follows that 
%w = & J‘, etzh,(z)[uo + AR(z) uo] dz 
An elementary contour integration argument shows that the expression 
in braces is zero. Therefore u(t) is a solution of the ACP for (A, u,(O)). 
Now 
We claim that if u,, E D(AN+2), then ~~(0) + u. as E -+ 0. Suppose 
us E D(AN+2). Let z,, be any point of p(A) to the left of .F. Let 
U~=(Z~-A)~U~,~~N+~.NOW 
w R(zo) = (z - .q$-1[~(4J - R(x)] ; 
so, inductively, 
k-l 
R(z) R(Zo)k = c (-l)i(x - zo)-j-1 R(,)k-j + (-l)“(.z - zp R(z). (9) 
i-0 
Let v = UN+2 , so uj = R(z0)N+2-jv. Then 
R(z) 110 = R(z) R(zo)“2w 
N+l 
= ,Fb (-l>i(Z - ZO)-i-1 Uj + (-l)N(Z - ZO)-N-2 R(Z)V. 
Since 11 R(x)v 11 = 0(1 + 1 z 1”) to the right of I’, it follows that 
sr (z - ~,,)-~-~R(z)v dz vanishes. Thus 
286 BEALS 
NOW h,(z) -+ 1 as E -+ 0, uniformly on a neighborhood of z,, , so 
hp’(xO) --t 0 as e -+ 0 for j > 1. Thus u,(O) --t u,, as E -+ 0. Now 
since D(A) is dense in X, D(Aa) = R(z,)D(A) is dense in D(A), hence 
dense in X. By induction, D(A”) is dense in X, all n. Thus we have 
proved Theorem 1’. (Uniqueness follows from the theorem of LjubiE.) 
Remark. The argument can be extended to show that the u,(O) as 
defined above are in D(k) and dense in the graph topology of D(k) 
for each n > 0. 
Let Z(t) = t[log(l + t)]-‘. Then I E Y, . 
THEOREM 2’. There is a separable Hilbert space X, a closed, 
densely defined linear operator A in X, and a constant M such that 
R(a) exists for x E Q(Z) and satisfies 
II Wll < M(1 + Re W, WV 
but the ACP for (A, uO) has no local solution unless u,, = 0. 
Proof. Let X = H2(C+) h w ere C, = {z / Im x > 0); we refer to 
[1, Chap. 111 for th e relevant information. Let a(z) = iz log(-iz) 
for x EC, , the principal branch of the logarithm. Then a(z) = 
b(z) + it(x) with b(z) = -y log] x 1 - x arg(-ix) < -y log/ x 1 + &rl x 1 
if 1x1 > 1, 
I +)I = I x log I 2 I -y arg(---iz)l > I x I log I z I 
for IzI > l.Itfollowsthatfor jzIlargeand/x( < lyl,b(z) GO, 
while for 1 x 1 large and 1 x I > I y I, 
44 G h I x I d & I 49 (log I 25 I)-’ 
- ik I WI Uog(l + I cw>>-‘. 
It follovk that if al(x) = aa = -p where 0 < 01 < 4 and 
/3 > 0 is sufficiently large, then ur(C+) C {.a I Re z < &Z(x), 1 z 1 > l}. 
Having chosen al in this way, let D(A) = {f E X I aJ E x) and let 
Af = aIf, f~ D(A). This operator is closed. For n > 0 the functions 
n(n - a&l and u,n(n - a&--l are bounded and holomorphic on C,; 
it follows that forf E X, n(n - al)-‘f E D(A). As n -+ 00, n(n - a&lf +f, 
so D(A) is dense. Since a,(C+) is disjoint from Z(Q), @I- A)-l 
exists and is multiplication by (z - a&l, z E Z(Q). Moreover the 
distance from x to a,(C+) is >M-l( 1 + Re z) for suitable M > 0, 
so R(z) satisfies (10). 
Now suppose f E X and fj is a local solution of the ACP for (A, f ), 
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defined for 0 < t < 6. For z EC+ , f---t f (z) is a continuous linear 
functional on X. Therefore f&z) is continuous in t in [0,8) and 
differentiable in (0,6), with derivative a,(x)f,(z). Then 
.A(4 = eWd9M4. 
Assume f qk 0. Since f 6 X = P(C+), then, 
s log 1 f(x)1 (1 + I x (2)--1 dx < co. (11) 
Now for z = x real, q(x) N &,I x ( + ix log1 x 1. Therefore if 
ffO,t>O 
log If&)l - iit, I x I + log If(x (12) 
x large. From (12) and (11) it follows that fi cannot satisfy (1 l), so 
f f 4 X. Thus there is no local solution for (A, f) if f qk 0. Q.E.D. 
2. DENSITY OF INITIAL CONDITIONS, II 
We prove Theorem 1 by the same method as Theorem I’, but the 
construction of the functions h,(z) is more complicated. We construct 
them as the composition of functions on C, with a conformal mapping 
onto C, . To get the necessary information on h, , we need a result on 
conformal mapping analogous to a theorem of Kellogg, Theorem X.6.1 
of [2]. The proof of the result for the unit disc is analogous to the 
proof of Theorem X.6.1 of [2], and we refer to [2] for further details. 
Let D be the open unit disc in C. By a smooth Jordan curve P we 
mean a simple closed curve which is the image of the circle under a 
mapping t -+ C(t), where C’(t) exists and is nonvanishing. Suppose w 
is a conformal mapping of D onto a region bounded by a smooth 
Jordan curve r. Then w extends to a 1 - 1 continuous mapping of 
the closed disc D n r, onto the closure of the region. Moreover, the 
derivative w’ E H2(D). 
LEMMA 1. Suppose the angle 19(s) of the tangent to I’, parameterized 
by arc length, satisJes / O(s’) - O(s)[ < E(I s’ - s I), with I nondecreasing 
and $ Z(s)+ ds < CO. Then w is absolutely continuous on the boundary 
I’, , and both w and l/w’ are essentially bounded on D u I’,, . 
Proof. Let s --t C(s) be the arc length parameterization of r. 
If w(eif) = C(s), then 
arg w(f?“) = 0(s) - t - 742. 
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If w(&) = C( ) s and w(e*f’) = C’(s’), the Schwarz inequality gives 
1 sr - s 12 = (jf 1 w’(ey du)z < c ) t’ - t I. 
Then 
1 arg w’(C) - arg w’(eit)l < 1 e(s’) - 0(s)] + j t’ - t 1 
< &I s’ - s I) + I t’ - t I f [I(1 t’ - t I), 
where Z,(s) = Z(C-~W~~) + s. Then also Ji Z,(s)+ ds < co. 
Since arg w’(z) = Im[log w’(x)], Theorem 1X.5.6 of [2] implies 
log w’(x) E H”(D). Th ere ore both w’ and l/w’ are in H”(D), f Q.E.D. 
Note that if I’ is as in the statement of the lemma, then e(s) with 
respect to any Cl-parameterization will satisfy 1 @s’) - e(s)1 f 
Z(c[ s’ - s 1) for some constant c; conversely, if it satisfies a condition 
like this with respect to a Cl-parameterization, it satisfies a similar 
condition with respect to the arc length parameter. 
Now let Y be the class of functions introduced in the introduction. 
Suppose # E Y. Let g be a smooth continuous nonnegative function 
defined for t > 0, with jg = 1 and g(t) = 0, t > 1. Let #1 be the 
convolution $ JF g. Then & is smooth and concave, &(t) >, a)(t), and 
tjl(t) N t&t) for t large. Since #1 is concave, 
It follows that 
ql(t”) < 2tyqt-1) - #lyt-1) < 2tys,(t-1); 
so, integrating, 
v(t) < t2yw1) s 27(t), 
where r](t) = $ s&(s-~) ~5. Let 
$b2(t) = t%)(t-1) = ta j,” s-“tjl(S) ds; 
so 
Then (13) implies 
t+?2(W = dt). 
#2(t) Q w> G %2(t)* 
(13) 
(14) 
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Moreover, q& is smooth. Extend $a to be even, defined on all of R. 
DefineC(s)forjsI > l,sER,by 
C(s) = s[3s-$4) - i]-’ w is + 3&(s). 
Extend C so that it is a C2-curve defined for all real s, so that 0 lies 
to the right of C(R) in C. Let W be the region to the left of r = C(R). 
LEMMA 2. Let q~ be a conformal map of W onto the upper hayplane 
c which fixes co. Then v extend continuously to map r onto R. 
M>;eover, there is a constant c > 0 such that for 1 z 1 large, x E W v r, 
cIz/ < I~,(~>l ,<+lzI. 
Proof. Consider the linear fractional transformations yI(z) = 
i(1 + z)(l - z)-l, qua = ix-l. Then w = q-~~v-lq~~ maps D onto the 
bounded region P)~( W). We claim q2( W) satisfies the conditions of 
Lemma 1. Clearly the boundary curve &I’) is C2 except possibly 
near 0 = pa. We can parameterize q2(I’) near 0 by setting 
C,(s) = iC(s-y-1 = 1 + 3s”$2(s-‘)i, C,(O) = 0. 
Then Cl’(x) = 1 + 3s$,(s-l)i. Th us near 0 the angle of the tangent 
is tan1(3s#,(s-l)) N 3&(s-l). We can reparameterize near 0 so that 
8(s) is precisely s&(s-l). N ow d”(s) = s-~$“(s-~) < 0 for s > 0, so 8 
is decreasing. Then for 0 < s < t, 
0 < O(t) - d(s) = f” O’(Y) dr < I”-” 0’(r) dr < e(t - s). 
8 0 
Similarly for t < s < 0. Now 
I 
E 
+0(s) ds = 
0 s 
’ ~/~(s-l) ds = jrn 
0 
+#1(4 r2 h < co* 
Thus I&W) does satisfy the condition of Lemma 1. 
By Lemma 1, w: D u I’, -+ q~a( W u I’) has derivative essentially 
bounded, with l/w’ also essentially bounded. Thus w and w-l 
satisfy a Lipschitz condition. Now q~ = P)~w-$I~ maps r continuously 
onto R. Also w-l(O) = 1, so for x E W u I’, 1 x ) large, 
/ w-‘(cp2(z)) - 1 1 = 1 w-yiz-1) - w-l(O)/ = O(l 2 I-1). 
For z near 1, / ql(z)l M 21 1 - x 1-l. Thus 9) = P)~W+I, satisfies 
the desired condition for 1 z 1 large. Q.E.D. 
Proof of Theorem 1. Let r be the curve obtained above, oriented 
from the lower to the upper half plane. Let W be the region to the 
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left of r and let q~ = W --t C be a conformal map fixing co. By the 
construction, W n Q($J) ’ b IS ounded. As in the proof of Theorem l’, 
we may translate A and assume that the resolvent operator R(z) exists 
for all z 6 W. 
Choose an even positivef:R -+ R such thatf is Cl, 
s f(s)(l + sy-1 ds < 00, 
but 
a)(s) f(s)-l -+ 0 as s--f co, (15) 
and 
f(s) > W(-#‘I (16) 
for some b, 0 < b < 1, where we take the principal branch of (-iz)“, 
z E C, u R. Thenf is the boundary value of the real part of a function 
g holomorphic on C, and continuous on C, u R; in fact take 
A4 = f jfcsm - z)-’ - (s - s-)-l] ds + $ j f(s)(l + s2)-l ds. 
Then 
Reg(z) = ~1m.z 1 f(s) I s - z I2 ds > 0, z E C, . 
For E > 0, let h,(z) = exp[--g(9)(z))]. This is bounded and holo- 
morphic on W and continuous on W u lY By Lemma 2, 
I W4l = exp[-dd4)1 < exd-dc I z 111 
for z E r, 1 z 1 large, and c > 0. 
Given u,, E X, E > 0, t > 0, t 2 0, let 
(17) 
u,(t) = & j, h,(z) etZR(z) u, dz. 
For z E r, 1 z 1 large, 1 et8 1 < exp(t Re z) < exp(t#(c-ll z I)). This: 
(15), and (17) imply that the integral defining us(t) converges 
absolutely. Moreover, q(t) is continuous for t > 0, infinitely differen 
tiable for t > 0, and 
u;(t) = & j, h,(z) &R(z) u,, dz 
= & j h,(a) etz[u, + AR(z) u,,] dz. 
r 
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Thus q(t) is a solution of the ACP for (A, q(O)), provided jr h,(x) et8 dz 
vanishes. The integrand is holomorphic on W and continuous on 
W u fi we want to show that it vanishes rapidly at co, and we transfer 
it to C, by composing with q-l. Thus the function to be considered is 
exp[-cg(z) + t@(z)]. On R 
W--E&) + ~‘(4 < -tf(4 + %W I x I) ,< -cf(x> + &,NI x I> 
< -&f(-+ 
1 x 1 large. Therefore Re[--g(X) + @-l(x)], x E R, is the sum of a 
function with compact support, a nonpositive function, and -&f(x). 
If we assume, as we may, that r is symmetric about R and that q-l 
maps {is 1 s > O> into the negative reals, then also 
Re(--Eg(is) + t@(h)) < --E Reg(is), 
It follows from all this that 
s > 0. 
W--E&) + ~~(41 < -86 Reg(4 + O(l z 13, 
and from (16) we get -Reg(z) < -cl x lb, z EC, . Thus the 
integrand does vanish rapidly at co, and u.(t) is a solution of the ACP 
for (4 G9). 
Finally, 
u,(O) = & j, 44 W) uo dt. 
By the above, h,(x) vanishes rapidly at co in IV. Therefore the argument 
in the proof of Theorem 1’ applies, and u,(O) --f u as E -+ 0 for 
q-, E D(AN+2). This completes the proof of Theorem 1. 
We now consider Theorem 2. Let $ E Y, . Define the functions 
#1 , #2, C, the region IV, and the conformal mappings v, vi , q2 as 
above. We need a modification of Lemma 1. 
LEMMA 3. Suppose w is a conformal mapping of D onto a region 
bounded by a smooth Jordan curve r = {C(s)}. Suppose the angle 8(s) 
of the tangent to I’, is nondecreasing for s near 0, and 0(O) = 0. Suppose 
w(1) = 0 = C(0). Then l/w’ is essentially bounded for z E r,, , 
z near 1. 
Proof. The assumptions imply again that w’ E H2(D). Moreover, 
Im(log w’(ei”) = arg w’(ei’) = e,(t) - t - r/2, where e,(t) is non- 
decreasing near t = 0, 0,(O) = 0. Now then 
log w’(z) = & 1” 2 [Ol(t) - t - r/Z?] dt. 
-27 
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To show log 1 IV’(z)1 = Re[log w’(x)] bounded below on r, near 1, it 
suffices to consider only the 0,(t) term: 
The kernel, for x = eis and t = s, is (s - t)-l plus a bounded function. 
Thus we are led to consider 
k(s) = j” (t - s)-’ O,(t) dt. 
- 
We may modify 0r away from t = 0 and assume it is nondecreasing on 
L;;s”],zo~ 0 < s & r/2, (t - s)-V,(t) is positive for t < 0 and 
N , 
I 
28 
(t - s)-l e,(t) dt = o j- ’ t-l[e,(s + t) - elts - t)] dt 2 0, 
0 
since 19, is nondecreasing. A similar argument for -rr/2 < s < 0 
shows It(s) > 0 for 1 s 1 < r/2. This proves Lemma 3. 
LEMMA 4. There is a constant c > 0 such that 1 y(z)1 < c 1 x 1 for 
XEr, IxI> 1. 
Proof. Since p) = ‘pre~-~y, , we see that as in the proof of Lemma 2 
what we want is that w-1 satisfies a Lipschitz condition near 0. But 
this follows from Lemma 3. Q.E.D. 
Proof of Theorem 2. Let X = H2(C+), and let W, ‘p be as above, 
except that we take 
C(s) = s[1/3 +$r(s) - i]-’ m is + s&(s), ISI 3 1. 
Then W n a(#) is a bounded set; translating W to the left, we may 
assume W n Q(4) is empty. Let u(z) = q+(z), so u(C+) = W. Let 
D(A) = (f~ X 1 uf E x>, and Af = uf, f E D(A). Then (h - a)-’ is 
bounded and holomorphic on C, for h E 52(+) and satisfies 
I(h - u(z))-’ 1 < IM(1 + Re h)-1. Multiplication by n(n - u)-’ maps 
X to D(A) for n > 0, and n(n - a)-ff -+ f as n -+ co, so D(A) is 
dense. 
It remains to show that if the ACP for (A, f) has a local solution ft , 
0 < t < 6, then f = 0. As in the proof of Theorem 3’, fi(z) = 
exp[t+)] f (z). By the lemma, 1 u(x)\ > cl x I for x E R, 1 x 1 large, 
and some c > 0. Since u(x) lies in the boundary r of W, it follows 
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that Re 44 2 cl#(l x I), I x I 1 ar g e, cr > 0. Now f $ 0, f E X implies 
Slog1 f I(1 + t2)-l dt < ~0. But then logIf, I 2 %lFr(l x I) + logIf (41 
does not satisfy this condition for t > 0, so fi 4 X, t > 0 unless 
f 50. Q.E.D. 
3. GSOLUTION~ OF THE ACP 
Suppose now that X is a Hilbert space with inner product (x, y), 
and that A is a closed, densely defined linear operator in X. We 
assume that R(z) = (xl - A)-l exists and is uniformly bounded for 
Re z > x,, . As in Section 1 we may replace A by A - xJ and assume 
R(x) exists and is uniformly bounded for Re x > 0. 
To solve the ACP for (A, uO) we would like to put 
with r the imaginary axis. If u,, E D(A), let ui = (I- A)u, . As in 
Section 1, 
R(x) ug = R(z) R(1) 241 = (z - l)-‘[u. - R(x) UJ. 
If we substitute this in the integral above and note that the integral 
involving (zz - l)-4, vanishes, we get (formally) 
40 = & s, eits(l - is)-l R(is) u1 ds. 
This is essentially the inverse Fourier transform of the function 
f(s) = (1 - z+-rR(is)u, . This is a continuous function from R 
to X, and J 11 f (s)lj2 ds < co. Thus we can make the integral above 
meaningful by generalizing the Plancherel theorem. 
Denote by Lp(R; X) the space of strongly measurable functions 
f : R -+ X such that (II f II,)” = J 11 f (s)ll” ds < 0~). If f E Ll(R; X) the 
inverse Fourier transform 
j(t) = (2~)-l/~ j eistf(s) ds 
exists, and is a bounded continuous function from R to X. 
LEMMA 5. If ~EP(R; X) n L2(R; X), then PEL~(R; X) and 
IiJ’ll, = Iif 112 . 
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Proof, Suppose f is of the form 
(finite sum), with yi E L2 r\ L1, xi c X. Then j = 2 $xj , and it 
follows from the Plancherel theorem for L2 that 
Since functions of the above form are dense in L1(R; X) IT L2(R; X), 
the result follows. Q.E.D. 
Proof of Theorem 3. Given u,, E D(A) and N > 0, let 
+&) = & fl, eit8(is - I)-II? ffl ds = {N(t), (18) 
where u1 = (I- A)u, , fN = (2?~)-~/~(is - l)-lR(is)u, . The fN con- 
verge in L2(R; X), so by Lemma 5 the UN(‘) do also. We take 
u(s) E L2(R; X) to be the limit of the uN(.) as N + co. 
Suppose YEI)( T k a e x0 < 0 close enough to 0 so that 
2, E p(A) n p(A*). Let yr = (x$ - A*)y, so 
R(z)* = (z - zo)-yy - R(z)*y,]. 
Then )I R(is)y 11 = O(j s 1-l) as / s / --t co, s E R. Therefore, 
(is - l)-l(R(is)u, , y) = (is - I)-l(u, , R(is)*y) is in L1 and for each 
t, (UN(t), y) converges as N ---t a to 
& S eits(l - is)-l(is - d-V4 , y - W)* n) 05. (19) 
Therefore, (u(t), y) is equal a.e. to the continuous function (19). For 
t = 0 this is 
1 -- 
2ni j s 2 - I)-‘{@ - JW(UI > Y - W* n)> & (20) 
I’ the imaginary axis. Since the function in braces is holomorphic 
for Re z > 0 and is O(l x I-‘) as x -+ 00, (20) is its value at z = 1. 1 / 
This is 
(1 - %Y(% > Y - ~v)*Yl) = h 3 w*r> 
= P(l) Ul,Y) = ho ,Y)- 
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Next, (ad, y) is differentiable. Since xii(x) = I + AR(z), 
z (I, y) = & /yN eit8( 1- is)-l(u, , y) ds 
+a_:, ey1 - is)-l(R(is) I41 , A*y) ris
= IN(t) + JNW 
Integration of e”“(l - z)-l over the square with corners fiN, 
-N f iN shows 1 IN(t)/ < c[e-Nt + N-l], c constant. Thus IN(t) ---f 0 
as N--f co, uniformly on any compact subset of (0, co). Clearly, 
JN(.) converges in La to (u(s), A*y). Thus u(.) is an L2-solution of the 
ACP for (A, u,J. 
Finally, we need to show that L2-solutions are unique. We modify 
the argument of Ljubic [4] slightly, to overcome some technical 
difficulties. Suppose u(e) is an L2-solution of the ACP. for (A, 0). 
Given y E X and Re x > 0, let 
g&) = (4th NOSY). (21) 
Since R(z)*y E D(A*), th is is equal a.e. for t > 0 to an absolutely 
continuous function vanishing at 0 and with derivative 
(u(t), A*R(z)*y) = (u(t), -JJ + gR(a)*y) a.e. 
Thereforeg,(t) = R,(t) a.e., where 
h,(t) = -j: ee+s)(u(s), y) ds. (22) 
From (22), h,(t) is an entire function in x for each t > 0, and is 
bounded for Re z < 0, while h-,(t) --t 0 as s + + co. From (21), 
g,(t) is bounded for Re z > 0. Thus h,(t) = 0 for a.e. t > 0, and so 
g8(t) = 0 for a.e. t > 0. Now there is a separable closed subspace X0 
such that u(t) E X0 , a.e. t, and such that X,, reduces A. Let {y) 
be dense in X0; then {R(x)*y,) is also dense in X0. By the above 
there is a set N of measure 0 such that (u(t), R(z)*y,J = 0, t > 0, 
t 4 N. Thus u(t) = 0 a.e., t > 0. This completes the proof. 
4. INHOMOGENEOUS PROBLEMS 
Let C([O, co); X) be the space of continuous functions from [0, co) 
to X, with the topology of uniform convergence on bounded intervals. 
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Given V(S) E C([O, co); X), the abstract inhomogeneous problem (AIP) 
for (A, v(e)) is to find u(e) E C([O, 00); X) such that u(t) is strongly 
differentiable for t > 0, u(O) = 0, u(t) E D(A), t > 0, and 
u’(t) = Au(t) + w(t). 
THEOREM 4. Under the hypotheses of Theorem 1, the AIP for 
(A, w(s)) has a unique solution for each VI(*) in a dense subspuce of 
C([O, 00); X). 
Proof. If u(a) is a solution of the AIP for (A, o(e)), then e%(t) 
is a solution of the AIP for (A + ZI, V(S)). Therefore, we may translate 
A as in the proof of Theorem 1. Let r and h,(z) be as in the proof of 
Theorem 1. Given n(m) E C([O, co; X), let 
E > 0, t 3 0. A straightforward calculation shows that u,(s) is a 
solution of the AIP for (A, V,(S)), where 
w,(t) = & Jr h,(x) R(z) w(t) dz. 
Topologize D(AN+2) with the graph topology. The argument in the 
proof of Theorem 1 shows that if ~(a) is in C([O, co); D(AN+2)), then 
v,(m) is also, and et,(*) -+ V( ) in the topology of this space (which is 
stronger than the topology of C([O, co); X)). Now functions of the 
form 
xj E x9 cpj(.) E cm4 co); C) are dense in C([O, co); X). Since the 
xi may be approximated by elements of 0(/l”+“), it follows that 
C([O, 00); qA”a)) is dense in C([O, co); X). Uniqueness follows 
from uniqueness for the ACP. This completes the proof. 
Now suppose X is a Hilbert space. Let LTO,([O, 00); X) be the space 
of strongly measurable functions n(e) such that jl 11 v(s)jj2 ds < CO, 
all T > 0. Suppose v(e) cL%,([O, co); X). An L2-solution of the IAP 
for (A, v(e)) is a function u(m) E LTO,([O, co); X) such that for each 
Y E w*)P (4’>, Y) is e ua a.e. to an absolutely continuous function 9 1 
which vanishes at zero and whose derivative is equal a.e. to 
b(t), A*39 + w> 3% 
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THEOREM 5. Under the hypotheses of Theorem 3, the AIP for 
(A, v(e)) has a unique L2-solution for each u(s) E L%,([O, CD); D(A*)). 
Proof. As in the proof of Theorem 3, we may assume R(s) exists 
and is bounded uniformly for Re z > 0. Given v(*) EL~,,~ ([0, co); 
D(A*)) and N > 0, let 
eitr( 1 - ir)-l R(~Y) q(s) dr, 
t, s > 0, where r+(s) = (I- A*)a(s). Note that or ELF~,([O, 00); X). 
Let 
UN@) = jl wj,F(t - S, S) ds, t 2 0. 
If w(a) E C([O, co); D(k!*)), then wN(t9 s) is continuous in t, s, together, 
so uN is continuous. Moreover, in this case UN is differentiable for 
t > 0 and 
UN’(t) =‘&N(t) + & jyN (1 - ir>-l R(ir) %(t> d7 
+ ,: 1; j:, es+=+(I - b-)-l dr c+(s) ds. I (23) 
The estimation used in the proof of Theorem 3 and the Schwarz 
inequality show that the last integral above is 
d CN ( j; II s(s>ll” ds)lp, 
where CN --t 0 as N --t co. It follows by approximation that for any 
v(‘) EL;,&), 00); D(A*)), UN(‘) is continuous and strongly differen- 
tiable a.e., and (23) holds a.e. Suppose N, M > 0. The Schwarz 
inequality gives 
11 UN(t) - uM(t)112 & t j: 11 Wj& - s, S) - W,(t - 5 S>ll" ds. 
Therefore, 
T 
T 11 UN(t) - %&>112 dt d T 
JJ 
t 11 wN(t - S, S) - W&t - S, S)ll” ds dt 
0 0 
= T j’ j’rl wN(t - s, s) - W& - S, S)ll” dt ds 
0 t 
< T 1 II wN(‘, s) - %M(., d/l: ds. 
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Scrutiny of the proof of Theorem 2 shows 
II Wh4’9 4 - WN(‘, s)l12 f chw II ~l(S)l121 
where C,, is independent of wI and + 0 as N, M + 00. This shows 
that uN(.) converges in I&([O, co); X) as N --f co. Let u( *) be the 
limit. Suppose y E D(A*). Applying (23) and the following estimate, 
together with the argument in the proof of Theorem 3, we find that 
(W)(udt), y) converges in GAO, 00); C) to (u(t), A*y) + (4th y). 
Therefore U(S) is an L2-solution of the AIP for (A, w(q)). Again, 
uniqueness follows from uniqueness for the ACP. 
5. Two EXAMPLES 
Consider the following system of two linear partial differential 
equations for two functions of two variables: 
ut = 4 + *a! 
vt = vu, t b 0, XER, 
u(O, x) = u&), $0, 4 = q(x). 
Taking the Fourier transform in the x-variable formally, we get a 
system for two new functions of two variables: 
u, = ix(U + V), 
v, = ixv, t < 0, XER, 
w, 4 = Wx), V(0, x) = V,(x). 
We can formulate this as an ACP in the space X = L2(R; C2) of 
complex vector-valued functions j. Let /If(x) = ixTf(x), where T is 
the constant matrix 
1 1 
[ I 0 1’ 
Here D(A) = {f E X ) ixTf E x>. Th is is closed and densely defined, 
and the spectrum of A is the imaginary axis. For X E iR, (XI - A)-l 
is multiplication by the matrix of functions 
[ 
(A - ix)” ix(A - ix)-’ 
0 (A - ix)” 1 - 
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Then (AI - A)-” is multiplication by 
[ 
(A - ix)-” nix@ - ix)+--l 
0 (A - ix)-” I ’ 
It follows that 
but 
/I@ - 4-l II < W(Re 4-l, ReX>O, 
I/(X - A)-% 11 3 c(Re A)-“[1 + n(Re X)-l], Reh > 0, 
for some positive constants Ml , c. Then (2) does not hold for any M, 
and A does not generate a semigroup. Nevertheless Theorems 3 and 
5 apply* 
If we consider a lower order perturbation of the original system: 
111 = u, + vz , vt = x, + u, and proceed in the same way, we are 
led to an operator A, in X which is multiplication by 
ix ix [ 1 1 ix ’ 
Then the spectrum of A, is {ix & (ix)‘/” 1 x E R}. For j x 1 large this is 
close to the parabolas ix & 2-li2/ x 11i2. Furthermore, for Re h > 
1 Im X j112 and 1 A 1 large, 
ll(Al - A)-l /I Q M(Re A)-l. 
Thus Theorems 1 (or 1’) and 4 apply. 
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