Abstract. A general functional definition of the infinite dimensional quantum R-matrix satisfying the Yang-Baxter equation is given. A procedure for the extracting a finite dimensional R-matrix from the general definition is demonstrated in a particular case when the group SU(2) takes place.
The subject of the present paper is the quantum R-matrix with the spectral parameter equal to zero (in the terms of the paper [1] ). As is well known this R-matrix satisfies the Yang-Baxter equation [2] R 12 R 13 R 23 = R 23 R 13 R 12
(1)
Usually one considers R as nondegenerate finite dimensional matrix acting on the tensor product V ⊗ V of the finite dimensional vector space V . Then the notation R ij in eq.(1) signifies the matrix on V ⊗ V ⊗ V acting as R on the i-th and the j-th components and as identity on other component e.g.
The quantum R-matrix and the corresponding Yang-Baxter equation are connected with the various problems of the theoretical and mathematical physics. The most significant achievement is the observation that the solutions of the Yang-Baxter equation are related to the special algebras. These are the deformed Lie algebras with comultiplication (Hopf algebras) the so called "quantum groups" [3] . Other new algebras introduced in [4] are based in the exponential solutions of the Yang-Baxter equation. These developments have led to the construction of some generalized expressions for Rmatrix. However, it is hardly to expect that these expressions exhaust all the solutions of the Yang-Baxter equation. The new multiparametric nonstandard solution of (1) presented recently on [5] are one such example only.
In the present paper we would like to reconsider the problem of the exact solutions of Yang-Baxter equation from slightly different point of view. We are going to present a new definition for quantum R-matrix exploiting the idea for operator acting on a functional space. For this aim let us consider the space M of functions of two arguments defined on the direct product G × G, where G is an arbitrary Lie group. The arbitrary function from M have the form
where the variables h and g run over all elements of group G independently.
Now we can give the definition of the following (Right and Left) operators
Here the quantities w R (h; g) and w L (h; g) are so called "multiplicators" satisfying the equations
Theorem: Let us denote with R (5) and (6) of the multiplicators. Although their explicit form is not of importance, we shall give a rather general expression for these multiplicators. Let T (g) is an arbitrary finite dimensional matrix representation of the group G. Then it is easy to verify that the quantity
fulfil eq. (5), where with K we have denoted an arbitrary but fixed matrix of the same dimension and d is real constant. We can write down similar expression for the left multiplicator as well.
Using the local coordinates in the Lie group G we can give more effective form to our definitions, which is fruitful for the concrete applications. Here we shall choose the coordinates usually called "canonical parameters" [6] . In these parameters the representations of the local Lie group G have strongly exponential form. Let us suppose that G has n parameters which we denote with α µ , β ν , . . . (µ, ν = 1, 2, . . . , n). Then the function f (h; g) from (2) can be written in the coordinate form as functions depending on 2n variables f (α µ ; β ν ), where α µ andβ ν are parameters of the group elements h and g
respectively.
In what follows we will consider the right R-matrix from definition ( 3) only. The corresponding left matrices can be obtained analogously. If we denote with P ν µ (α) the matrices of the adjoint representation of the group G, then the parameters of element h −1 gh have the form
This expression follows directly from the definition of the adjoint representation. Moreover, for the canonical parameters, the following identity
is fulfiled. Then the definition (3) takes a new form
Instead of the group elements in the arguments of the multiplicator we substitute their parameters. Then eq.(5) can be rewritten in the form
where with m ρ (α 2ω ; α 1τ ) we denote the parameters of the element h 2 h 1 . It is clear that the functions m ρ (α 2ω ; α 1τ ) express the group's multiplication law.
In terms of the group parameters we have chosen, these functions satisfy the following simple chain of identities.
In general the above defined here R-matrix is an infinite-dimensional .
As is well known for the Lie groups, the functions P Another invariant subspace one can obtain when G is an simple compact group with structure constants C µν ρ . It is well known that in this case there exists a positive defined scalar product (Killing metric) invariant with respect to the adjoint representation of this group. In particular if with η µν is the Killing metric tensor, then the scalar square
is invariant under the transformation (8)
Remark: The Killing metric tensor is defined as follows:
Let us consider now the special subspace D of M constructed from the functions having the following form:
where p and q are arbitrary real constants and the functions l(α µ ; β ν ) are smooth. Here we have used the following notation:
It is easy to verify that the subspace D of functions (15) is invariant under the action of the operator R from (10). In this check we have to use the property (9) in order to convince ourselves that the quantity (αβ) in the delta-function argument is not changed too (some definitions used here are given in the Appendix).
In our opinion the main question now is whether a finite dimensional R-matrix can be obtained from our definitions. To answer it we have to investigate the structure of the space M from the point of view of the operator action (10). It is easy to understand that the finite dimensional R-matrix will be defined on a finite dimensional subspace of M invariant under the action of the operator R. In the general case the problem to find such subspaces is difficult enough. However, when G is a simple compact group this problem can be solved in any particular case using the group invariants. In what follows we are going to demonstrate how to separate the finite dimensional subspace from D in the case when G coincide with SU(2). Then the structure constants have the form:
where ǫ µνρ are the components of the completely antisymmetric tensor for n = 3. The Killing metric tensor coincide with unit tensor
Using the definition of the adjoint representation one can derive the following
which means that the matrix P ν µ (β) is an invariant tensor field of second rank. Then the general expression of P ν µ (α) has the form:
All the three functions of the invariant α 2 can be found using the condition of the invariance of the Killing metric tensor:
and the eq.(9). The result is
The same we can obtain calculating the matrix
as well known power series.
Now we are going to consider the definition (10) without the multiplicator (i.e. we choose d = 0 from eq. (7)) and with the functions taken from the subspace D. Then instead eq.(10) we have
Taking into account the explicit form (17) or (19) of P ν µ (α) we can see that the quantity P ν µ (α)β ν entering in eq.(21) takes the following simple form:
Because of the delta-functions in eq.(21) the quantities a 1 , a 2 and a 3 are constants expressed quite definitely by p and q.
Now we can see that all the functions l(α µ ; β ν ) which coincide with the polynomials of the following type That is why it is not necessary to consider this procedure in more detail.
The main consequence from eq.(24) is that operator T (g) can be written in the form:
Combining the formulas (25) and (26) we obtain that exp {iI µ β µ } exp {iI ν α ν } = exp {iI ν α ν } exp {iI 
