Metric data are usually assessed on a continuous scale with good precision, but sometimes agricultural researchers cannot obtain precise measurements of a variable. Values of such a variable cannot then be expressed as real numbers (e.g., 1.51 or 2.56), but often can be represented by intervals into which the values fall (e.g., from 1 to 2 or from 2 to 3). In this situation, statisticians talk about censoring and censored data, as opposed to missing data, where no information is available at all. Traditionally, in agriculture and biology, three methods have been used to analyse such data: (a) when intervals are narrow, some form of imputation (e.g., mid-point imputation) is used to replace the interval and traditional methods for continuous data are employed instead of the individual observed value for each sample element. In this paper, we show that these methods may be suboptimal: The first one does not respect the process of data collection, the second leads to unreliable standard errors (SEs), while the third does not make full use of all the available information. As an alternative, methods of survival analysis for censored data can be useful, leading to reliable inferences and sound hypotheses testing. These methods are illustrated using three examples from plant and crop sciences.
Metric data are usually assessed on a continuous scale with good precision, but sometimes agricultural researchers cannot obtain precise measurements of a variable. Values of such a variable cannot then be expressed as real numbers (e.g., 1.51 or 2.56), but often can be represented by intervals into which the values fall (e.g., from 1 to 2 or from 2 to 3). In this situation, statisticians talk about censoring and censored data, as opposed to missing data, where no information is available at all. Traditionally, in agriculture and biology, three methods have been used to analyse such data: (a) when intervals are narrow, some form of imputation (e.g., mid-point imputation) is used to replace the interval and traditional methods for continuous data are employed (such as analyses of variance [ANOVA] and regression); (b) for time-to-event data, the cumulative proportions of individuals that experienced the event of interest are analysed, instead of the individual observed times-to-event; (c) when intervals are wide and many individuals are collected, non-parametric methods of data analysis are favoured, where counts are considered instead of the individual observed value for each sample element. In this paper, we show that these methods may be suboptimal: The first one does not respect the process of data collection, the second leads to unreliable standard errors (SEs), while the third does not make full use of all the available information. As an alternative, methods of survival analysis for censored data can be useful, leading to reliable inferences and sound hypotheses testing. These methods are illustrated using three examples from plant and crop sciences.
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| INTRODUCTION
In various research situations, biologists cannot precisely measure a metric variable of interest. Its values cannot then be expressed as numbers, but they can often be represented by uncertainty intervals into which the real values fall. For example, usually we cannot say that an observed necrotic leaf area is exactly 32%, but we may be able to say that it is somewhere between 30 and 40%, or lower than 40%, or higher than 30%. Such an observation provides just an interval but not an exact value. Such data are an example of so-called censored data.
There are three kinds of censoring, namely (a) left-censoring, when we know only that a value is lower than a certain threshold; (b) right-censoring, when we know only that a value is higher than a certain threshold and (c) interval-censoring, when we know only that a value is within a particular range (Kleinbaum & Klein, 2005) .
Sometimes, for a particular variable, only a few observations are censored, while the others are measured with high precision. Most often, however, all measurements of a particular variable are censored. In the latter case, the measurement scale can be divided into several intervals and the data set can be presented in a grouped form, giving the frequency of observations in each interval. Therefore, we can use the terms "interval" or "grouped data," although this latter expression is also used in biology to denote a data set including a grouping factor that divides the data into meaningful groups (see Pinheiro & Bates, 2000) . We will not, however, consider this latter type of grouped data in our review.
Censored data are common in medical research, particularly when studying the survival time of patients, for example, after surgery. These patients are regularly followed up for a certain period. Some of them may die during a follow-up. Others will be alive when the study period ends, say, 15 months after surgery. Even though the doctors will never learn the patients' exact survival time, they do have quite an important piece of information: The survival times for these patients is longer than 15 months (an example of right-censoring).
Survival data are a type of time-to-event data that also frequently arises in agricultural research (Fenlon, 2001) , for example, when measuring flowering times or germination times. Since these traits are not measured continuously but during several assessment times, we never know when exactly flowering and germination took place. What we do know instead is that these events took place between the two subsequent assessment times (interval-censoring).
Apart from time-to-event studies, agricultural researchers deal with censored data also in other situations. For instance, a measurement instrument can have low resolution or an upper/lower limit of detection. Data below the detection limit are left-censored; they are common, for example, in environmental chemistry (Akritas, Ruscitti, & Patil, 1994) or animal nutrition (Piepho, Thöni, & Müller, 2002) . Rightcensoring is frequent in microbiology when counts of organisms in a sampling unit are too numerous to count and so are recorded as higher than a certain threshold value (Quinn & Keough, 2002) . Sometimes, data are in interval-censored form because of low measurement resolution; for example, McLachlan and Jones (1988) consider a study with interval-censored red blood cell volumes in cows infected by a tick-borne parasite.
Visual measurements may also be subject to censoring, although they are less commonly associated with this condition. In plant protection, researchers may visually measure various traits, such as phytotoxicity, pesticide efficacy, leaf damage or plant growth. For example, disease severity can be assessed by visual rating the percentage of leaf area showing characteristic symptoms (Chiang, Liu, Bock, & Gottwald, 2014 ); for such rating, predefined classes are used, such as 0-10%, 10-20% and so on. In botany and weed science, the coverabundance of weeds is visually recorded by using the Braun-Blanquet scale (Wikum & Shanholtzer, 1978) , which has six ordered categories: + (few individuals), 1 (from 0 to 5% cover-abundance), 2 (from 6 to 25%), 3 (from 26 to 50%), 4 (from 51 to 75%) and 5 (from 76 to 100%). Note that even though the above examples differ substantially in the phenomena of interest and in the data collected, the examples share one key aspect from a statistical point of view: The data are expressed by intervals. Visual measurements are censored data, and they require particular attention, as they can be-and often arehighly imprecise.
The question is: How should we analyse censored data? Most agricultural researchers dealing with censored data choose between two approaches: (a) use individual observations and traditional methods for continuous variables, such as analysis of variance (ANOVA) or regression, an approach that either neglects censoring altogether or uses an imputation method; (b) group the observations and treat the classes as nominal, so that the counts can be analysed as a response variable, by using a non-parametric method.
Neither of these approaches is optimal and, in many cases, all are inappropriate. Traditional methods for continuous variables assume the data contain more information than they actually do. For example, even though the only thing we know about them is an interval they fall into, we treat the measures as precise (i.e., as real numbers). Replacing the censored variable is often done in time-to-event studies and, above all, in germination assays. In these studies, it is very common to transform the observed counts of germinated seeds into the cumulative proportions, which are analysed using nonlinear regression. It has been shown that this method may result in unreliable inferences with germination assays (Ritz, Pipper, & Streibig, 2013) . Finally, nonparametric methods for nominal data neglect part of the available information, that is, the ordering of the categories and the distances between them. Indeed, these methods neglect that the variables we are to analyse originally are continuous but are represented by ordinal categories with known bounds.
The body of techniques designed to deal with censoring is known as "survival analysis." Such methods have been common in medical research since the fifties of the 20th century. These methods are free of the drawbacks associated with traditional and non-parametric methods: They use all available information within a parametric modelling framework, which is similar to traditional parametric methods, and they do not neglect the uncertainty due to censoring.
In agricultural research, however, "survival analysis" has mostly been overlooked. This is also true for time-to-event studies, although the connection between time-to-germination/flowering and survival analysis was first pointed out by Scott and Jones (1982) and Hunter, Glasbey, and Naylor (1984) and recently reinforced by Onofri, Gresta, and Tei (2010) , Ritz, Pipper, Yndgaard, Fredlund, and Steinrucken (2010) , Ritz et al. (2013) and Hay, Mead, and Bloomberg (2014) . Scherm and Ojiambo (2004) presented a short introduction to survival analysis directed to plant pathologists, and applied it to study longitudinal data on the timing of defoliation of blueberry leaves. A recent example of the application of survival methods is the work by Załuski et al. (2018) , who analysed the survival of willow plants in a long-term experiment. Agricultural researchers would often benefit from using statistical methods for censored data. Generally, however, these methods are still uncommon in agricultural research. We believe that they are similarly difficult-or easy-to apply as the methods commonly used in such situations. If so, censored data methods are so uncommon among agricultural researchers only because we are not as familiar with them as we are with other statistical methods. This review aims to help change this situation, by discussing the background of censored data in agricultural and biological contexts and showing possible methods to analyse such data. In so doing, we will use three examples in which several types of data are treated as censored. Although we focus on three particular examples, the methods we discuss are suitable for nearly all types of censoring problems.
| EXAMPLE 1: VISUALLY RECORDED COVER-ABUNDANCE DATA
An experiment was planned to compare weed control ability of nine post-emergence herbicides against Sorghum halepense L. in maize. The experiment was laid out as a completely randomised design with four replicates. Three weeks after the treatments, cover-abundance of S. halepense was visually recorded per plot, by using a modified Braun-Blanquet scale with six classes (0-0.1; 0. 1-5; 5-25; 25-50; 50-75; 75-100%) . The first 10 observations are shown in Table 1 .
The aim of this experiment was to find the best herbicide treatments for the control of S. halepense in maize.
| A traditional ANOVA model
The main characteristic of this data set is that we could not collect a precise cover-abundance value in each plot, but only an interval into which the exact value falls. To deal with this problem, mid-point imputation is often used in weed control experiments (see, e.g., Rizzon Fer- (Bretz, Hothorn, & Westfall, 2011) , which lead us to the results presented in Table 2 . There was no significant difference between the efficacy of herbicides, except for herbicide I, which showed lower efficacy, compared to the others.
| Analysis of censored data
Mid-point imputation is very simple, and thus it is common with interval-censored data in medical and epidemiological studies (e.g., Law & Jackson, 2017) . However, in general, it does not appropriately reflect the method of data collection: Indeed, for each plot we have recorded an interval, not a precise value.
Traditional ANOVA models assume that observed data y ij (coverabundance value for the i-th plot, treated with the j-th herbicide) follow the linear model:
where μ j is the mean for the j-th herbicide and ϵ ij is the residual error term, which is assumed as normally distributed with mean equal to 0 and standard deviation (SD) equal to σ. Using general notation, the distributional model is:
According to Equation (2), the probability density (f ) for one specific value y ij for the response variable within the population is described by a selected probability density function (PDF) φ (usually Gaussian), with group-dependent mean equal to μ j and SD equal to σ.
Equation (2) needs to be modified to account for the fact that y ij is not observed, but only the interval the value y ij falls into. In this example, we have six possible cover-abundance classes and we need to know the probabilities-say, π 1 , π 2 .... π 6 -that an observation falls into one of the classes 1, 2 ... or 6. If we assume that cover-abundance values within a population are normally distributed, we can assume that the six probabilities may be described by a "discretised" normal distribution. Figure 1 gives an example for such a situation, for a simpler case where we only have five classes.
In our example, we only have interval-censored observations, as all the intervals are "close," that is, they have fixed limits. Therefore, the probability of falling in the z-th class (with z = 1-6) is
where U z is the upper limit while L z is the lower limit for class z, and Φ is the Gaussian cumulative distribution function (CDF). Note the index j, denoting the j-th herbicide: We need it because the mean (μ) can differ between the herbicides.
In other cases (see later) the first class may not be bounded downwards (left censoring: −∞ < y ij ≤ U 1 ). For these cases, the probability π 1 of falling in the first class is
where U 1 is the upper limit for the first class.
In other situations, the last class may not be bounded upwards (right censoring: L Z < y ij < ∞). In these situations, the probability π Z of falling into the last class is The formulation in Equations (3)- (5) assumes that σ (the SD of cover-abundance within the population) is the same for all herbicides:
So, we assume homoscedasticity (i.e., homogeneity of variance), a standard assumption in ANOVA.
The product of the above likelihoods for all observations-or, equivalently, the sum of the individual log-likelihood contributionsgives the joint likelihood (or log-likelihood) for all observations; maximising this joint likelihood will give maximum likelihood estimates of μ j and σ. It should be stressed here that this likelihood is multinomial (Agresti, 2002) , and that the multinomial probabilities depend on the underlying normal distribution of cover-abundance data. It should also be noticed that π z can be regarded as the Gaussian probabilities of finding a plot with a cover-abundance value ranging from L z to U z .
Therefore, we can also analyse data sets with overlapping and nonpredefined classes. When we need to analyse data sets containing both censored and uncensored observations, the likelihood can be easily modified by using the Gaussian density function (Kleinbaum & Klein, 2005) .
The above likelihood (Equations 3 to 5) can be manually coded in some packages. An example with NLMIXED in SAS is given in Supporting Information, Appendix S1, for a case with all types of censoring. Practitioners might prefer to use one of the canned functions or procedures available in advanced statistical software such as SAS (PROC LIFEREG or PROC PHREG), R or STATA (see Kleinbaum & Klein, 2005 , for some examples). These functions are tailored for survival analysis, but we can use them also for censored data that are not related to the survival of an observational unit.
In R, we could use the survreg function in the survival package (R Core Team, 2017; Therneau, 2015) , or, alternatively, the drm function in the drc package (Ritz, Baty, Streibig, & Gerhard, 2015). The R code for the survreg function, together with the output, is given in Appendix S1. We can see that traditional ANOVA and censored data analysis share a similar coding, with the only difference that with the former method we use imputed values as a dependent variable, while with the censored data method we use interval limits, with no need for imputation. The results of the two methods are similar (not equal), although with survival analysis the means are estimated with higher precision-so we can also exclude herbicide B from the group of those with highest weed control ability (Table 2) .
It may be argued that both methods are overly simplistic. In phytosociology and vegetation analyses, Braun-Blanquet data are usually submitted to multivariate analyses, following several types of transformation, which are beyond the aims of this paper (see, e.g., Van der Maarel, 2007 and Podani, 2006) . Besides, we have disregarded possible problems with non-normality and heteroscedasticity. Indeed, the aim of this example was to highlight the similarities between traditional methods and censored data methods, in terms of the analyses and interpretation of results. In a later example with non-normal data, the interested reader will see that a different SD per treatment level can be estimated when heteroscedasticity poses a problem (Therneau, 2015) .
| EXAMPLE 2: TIME-TO-EVENT DATA
This simple data set comes from an unpublished experiment with Lobelia erinus L. The germination behaviour of a seed lot was tested at two different temperatures (15 and 25 C), by using one Petri dish with 100 seeds per temperature. For 39 days, every second day germinated seeds were counted and then removed from the Petri dishes.
The experiment aimed to quantify the effect of temperature on germination velocity, by comparing the time to 50% germination (T50) at both temperatures. Table 3 shows the data set.
| A nonlinear regression model
This example revolves around the germination time of each seed in the lot. However, due to the monitoring schedule, we are not able to determine this characteristic with precision-we only can count the seeds which have germinated between two consecutive monitoring times (interval-censoring). Furthermore, some seeds have not yet germinated at the end of the assay (right-censoring).
Traditionally, it is assumed that germination times within a population follow some continuous distribution, usually skewed to the right. Therefore, the time course in the proportion of germinated seeds can be described using some CDF, such as the log-normal or log-logistic functions (Berry, Cawood, & Flood, 1988) . For this reason, the most common method of data analysis for germination assays uses the observed counts to derive the proportion of germinated seeds at each assessment time and fit an S-shaped germination curve (e.g., a log-normal CDF) by nonlinear least squares (Brown & Mayer, 1988) . This is easily accomplished using one of the available packages for nonlinear regression; for this example, we used the drm() function in the drc package (Ritz et al., 2015) of R. We fitted a log-normal CDF, because we expected the distribution of germination times within the population to be log-normal. We allowed different values of the parameter T50 (the time to 50% germination) and the same SD to be 
| Analysis of censored data
Biologists commonly use nonlinear regression for seed germination assays. The method, however, is suboptimal for several reasons. First, modelling cumulative proportions instead of observed counts does not match the real process of data collection. Second, nonlinear regression assumes that a certain proportion of germinated seeds is reached at the exact moment of observation, but this does not have to be true. And, last but not least, nonlinear regression assumes model errors (deviations of observed proportions from the fitted curve) to be normally distributed, homoscedastic and independent-which assumption often appears to be violated in germination assays (Hay et al., 2014) .
Therefore, instead of ignoring the problem of censoring, we can use censored data methods, which were developed to deal with censoring. In so doing, we would consider that each seed in the lot can be assigned a germination time in the form of an interval. For example, at 15 C, 12 seeds germinated in the interval from 1 to 3 days after the beginning of the assay; so, their germination time was between 1 and 3 days. Likewise, at the same temperature, two seeds had a germination time shorter than 1 day, and eight seeds had a germination time longer than 39 days. By using these intervals and the Equations (3)- (5), we can build a censored data model for this example. In contrast to Example 1, in this example Φ will be a log-normal CDF instead of a Gaussian.
This model can be implemented in R by using the survreg function in the survival package. To do so, we need to reorganise the data set, so that each seed has its own record, showing the two limits for the interval and the germination temperature. For left-censoring, the lowest (level) threshold for the first class is NA (not available), and for right-censoring, the highest threshold for the last class is NA. In the end, there will be 200 records (see Appendix S1). Once we have reorganised the data set, the coding is very similar to that used in Example 1, although we need to specify "dist = 'lognormal'" in the model function call (see Appendix S1).
The estimated values do not differ much from those obtained with nonlinear regression, although standard errors (SEs) are much higher (from 2.7 to 6.1 times higher). A similar situation has been also been reported by Ritz et al. (2012) , while Onofri, Mesgaran, Neve, and Cousens (2014) have shown that SEs produced by nonlinear regression are too small and do not accurately reflect the sampling distribution for model parameter estimates. On the contrary, censored data methods always produce reliable SEs.
Note how in this example censored data analysis resembles traditional nonlinear regression in model interpretation and inference.
Using both methods, we obtained estimates of T50 for both groups.
We know, however, that only the SEs estimated with survival methods are reliable.
In order to be consistent with the first example, in this second example we have also used the survreg function in R. However, the drm function in the drc package (Ritz et al., 2015) appears to be much more convenient for seed germination assays, as it is perfectly tailored for all the types of "dose-response" data. In particular, unlike survreg, the drm function allows the inclusion of a final ungerminated fraction.
| EXAMPLE 3: POTATO STARCH GRAINS ASSESSED IN SIZE CATEGORIES
The following experiment offers a more complex example. We consider two potato producers and, from the fields of each producer, 10-kg samples of tubers were taken; let us assume that for laboratory analyses, 12 tubers were sampled for each producer. One gram of potato (Solanum tuberosum L., cv. Russet Burbank) tuber tissue was collected from the region about 1 cm below tuber surface. The samples were ground in 5 mL of distilled water, and 50 μL of starch suspension was spread on microscope slides. Twelve photos (a photo per tuber) depicting starch grains were randomly taken for each producer. From the images, the diameters of all starch grains were visually assessed by a researcher and assigned to one of five diameter classes (<4, 4-8, 8-12, 12-16, >16 μm). Table 4 shows the results. We have 2,441 individuals (starch grains) clustered in 24 photos (with 45-147 individuals per photo), belonging to two treatment groups (the two producers, P1 and P2). For each starch grain, we have a diameter class to which it belongs.
The aim of the experiment was to investigate whether the producers differ in terms of starch grain diameter. Determining the mean diameters of starch grains for the producers is relevant because the size of grains affects the industrial properties and applications of starch (Guo, Tang, Deng, & Xia, 2010) .
| An unordered multinomial logit model
In this example, we should not use mid-point imputation because
there is no natural (and correct) value representing individuals in the uppermost class (>16 μm): No upper limit means there is no mid-point.
The grouped nature of the data (Table 4) suggests we should analyse counts. The most common model for counts is a multinomial logit model (Agresti, 2002) . We can treat the classes as nominal categories, ignoring their ordered nature: c1, c2, c3, c4 and c5. Since this analysis does not require any assumptions about the real diameter size and its distribution within the population, the method is non-parametric. As the censored data method described above also uses a multinomial likelihood, we refer to the model presented here as an unordered multinomial logit model.
In simple terms, this model considers the proportions of grains in each class and how this is affected by the producer. The Appendix S1
file shows a way to fit an unordered multinomial logit model with R in order to retrieve the five proportions for each producer, using the multinom function in the nnet package (Venables & Ripley, 2002 ) and the emmeans function in the emmeans package (Lenth, 2016) . Other statistical software can be used for the same purpose.
If we intend to test the difference between producers, we can use a likelihood ratio test to compare the previous model with the one which does not include a producer effect. The supporting information file shows that the difference between producers is highly significant (p = 1.34e−10). The proportions in the five classes show that the second producer has a lower proportion of starch grains in class 2 (4-8 μm) and a higher proportion in class 5 (>16 μm). The data represent counts in each class of diameter of starch grains from potato tubers, for two producers and 24 photographs.
Unfortunately, the above analysis is suboptimal for the following reasons:
1. We modelled the proportions of grains in each class with the only constraint that the five proportions for each producer sum to 1. So, we needed to estimate eight parameters (four proportions per producer since the fifth one follows from those four estimated). As we will show later, it is possible to fit a meaningful model also with fewer parameters.
2. We treated the classes as nominal, so we ignored that they represent a continuous variable and thus have natural ordering and distances. Thus, we could not calculate several important statistics, such as the mean diameters for the two producers or the diameter variance.
3. We neglected that starch grains are clustered within photos, which means that they are stochastically dependent.
It is possible to modify the analysis to account for the third reason above and, partly, of the other two. Such an approach, however,
would not use all information in the data; in particular, it would not permit the estimation of mean diameters and SDs per producer, an important disadvantage.
| Analysis of censored data
In the above approach, we ignored the individual diameter values and used only the counts of individuals in each diameter class. Censored data methods enable us to use the size limits for each class together with Equations (3)- (5), to estimate the mean diameters for each producer and, assuming homoscedasticity, the common SD. Natural to those of us who are accustomed to ANOVA, such an approach is easier to interpret than the multinomial model for the following reasons:
1. We need to estimate only four parameters (i.e., the two means and the two SDs, one for each producer) instead of eight. But if we assume the distributions for the producers have the same SDs, we need to estimate only three parameters.
2. We can compare the two producers in terms of mean diameter of starch grains.
In this example, we assume that the distribution of starch grain diameter is Gaussian and that this trait is a function of the producer.
In R, we can again use the survreg function. As we did in the previous example, we should reorganise the data set in a way that each starch grain has its own record, which will include the interval of its diameter For this example, the Appendix S1 shows how the likelihood (Equations 3-5) can be manually coded in NLMIXED in SAS. Such manual coding may seem tedious, although it gives us additional flexibility, which will turn out handy later on.
The survival approach resembles traditional ANOVA in model interpretation and inference, because for both groups we obtained the means and the variance, just as we would with traditional ANOVA for the actual grain sizes.
| Adding random effects
The above solution assumes that starch grains are independent, but they are not: Starch grains observed in the same photo can be correlated and thus similar to each other. If we neglect this correlation, we erroneously treat the 2,441 starch grains as 2,441 independent pieces of information. Ignoring their dependence (correlation) we pretend to have more information than we actually have, leading to overly small-and thus too optimistic-SEs of our estimates.
In linear models for continuous data, we can account for the within-photo correlation by adding a random effect for photos:
where y ijk is the diameter of the i-th starch grain of the j-th treatment on the k-th photo, μ j is the mean diameter for the j-th treatment group, γ k is the random effect for the k-th photo, and ϵ ijk is a random error term, assumed homoscedastic and normally distributed and with mean equal to zero and SD equal to σ. This random effect accounts for possible differences in the material (each photo is a replicate, so different photos can and often will differ), a slightly different magnification level or resolution, or any other random factor that can influence our scoring ability for a particular photo. In line with common practice (Pinheiro & Bates, 2000) , random photo effects are assumed to be normally distributed, with mean equal to 0 and variance equal to Instead, one can deal with random effects by so-called frailty models (Kleinbaum & Klein, 2005; or Wienke, 2010) . In these models, however, random effects do not additively modify the survival time of individuals, as is done in Equation (6). Instead, random effects modify the instantaneous risk of death for people exposed to the same fixed effects, that is, random effects have an indirect, nonlinear effect on survival time. Therefore, people with increased risk are frailer than people with decreased risk, all the other fixed effects being equal.
Since frailty models are meaningful to describe survival data only and random effects do not enter the model linearly, we will not expand on these models. Model (6) or similar mixed-effect models are very common in agricultural research, for example, to deal with split-plot, split-block or subsampling designs. The lack of a readily available method to fit these models within the framework of survival analysis may, therefore, represent a limitation. Indeed, it may be tempting to ignore the design and disregard the random effects (Załuski et al., 2018) , although such a solution cannot be recommended.
In example 3, we can easily include a random "Photo" effect in the NLMIXED code. Note that we will still be fitting a multinomial model (see Appendix S1). To the best of our knowledge, no free software-such as R-offers a similar procedure in the frequentist paradigm. It does not mean that we are stuck with SAS: To fit Equation (6) to censored data in R, however, we need to use Bayesian procedures.
| The Bayesian perspective
We can fit Equation (6) in R by Bayesian methods using Markov Chain Monte Carlo (MCMC) methods (Kery, 2010; Spiegelhalter, Thomas, Best, & Lunn, 2003) . We must be aware, however, that there are several conceptual differences between the frequentist paradigm we have been using so far and the Bayesian one we are moving to now.
Bayesian and frequentist methods share the view that each experiment is driven by a data-generating stochastic process, described by a certain likelihood function with unknown parameter values. In our first example, samples are assumed to be drawn from two normal distributions with means μ 1 and μ 2 and common SD σ; these unknown parameters need to be estimated from the data.
In contrast to frequentist methods, Bayesian methods start this estimation from a prior distribution, which summarises what we know (or believe in) before the experiment about the parameters to be estimated. For example, if we have to estimate μ 1 (the mean diameter for the first producer), we will start from a prior probability density, p(μ 1 ), summarising our prior belief or knowledge about possible values of the parameter. Our prior belief or knowledge may be vague; for example, we may assume that μ 1 is somewhere between 0 and 1,000, with no particular preference within this range-thus we would use the uniform distribution with the limits of 0 and 1,000. Our belief should reflect our knowledge. If this knowledge is poor, we use a vague prior like here. It can, however, be very strong; for example, we might know that μ is normally distributed somewhere around 1.8, with a SD of about 0.15 (which knowledge we might have from previous studies on the same topic)-and in such a case, we would use these beliefs as priors.
In fact, the selection of priors is crucial in Bayesian inference. As we mentioned, priors represent what we know about the studied phenomenon before the experiment, and during estimation, we update this knowledge by using the experimental data. When we know nothing or almost nothing about the studied phenomenon, we should use a vague prior, an approach by which we actually do not use any more information than the data-which is why this approach resembles the frequentist one. But when we do know something about the phenomenon, the difference between the two paradigms is clear cut: While Bayesian statisticians use this knowledge, frequentists ignore it and let the data speak for themselves. Therefore, frequentist and Bayesian methods can lead to different conclusions (Che & Xu, 2010) .
A prior belief is updated during estimation by using observed data Y. Based on this update, we define a posterior probability distribution, p(μ 1 | Y). This posterior distribution represents the updated (final) knowledge about the process we study.
To update the prior distribution to the posterior distribution, we need three "ingredients": the prior distribution, the likelihood function, and Bayes' rule. A very old (published in 1764) rule, Bayes' rule is just one simple equation, originally developed to calculate conditional probabilities (Kruschke, 2011) . Being the core of Bayesian statistics, this rule is used far beyond Bayes' most modest expectations, that is, to determine the posterior distribution based on the first two ingredients above. To accomplish this task, apart from simple situations that are seldom encountered in practice, Bayes' rule is implemented with powerful simulation algorithms, such as MCMC and Gibbs sampling (Gilks, Richardson, & Spiegelhalter, 1995) .
We used the MCMC sampler provided with the freeware software JAGS (Just Another Gibbs Sampler). It can be invoked from an R session, by using the package rjags (Plummer, 2016) . First, we have to specify a model (in JAGS code) in a text string (modelSpec), as shown in Appendix S1. This definition should contain the model to be fitted (Equation 6 ), the likelihood (Equations 3-5), and the priors for all estimators. The model definition should also contain the prior distribution for all the parameters to be estimated. For both variance parameters, we selected a uniform distribution from 0 to 100. For μ 1 and μ 2 our prior expectation was that they were normally distributed with a mean of 0 and a very high SD (σ = 10 3 ). So high a value of the SD used as prior information means that, without looking at the experimental data, we had no idea about the values assumed by the unknown parameters. In other words, the prior is "flat" or "vague."
After coding the JAGS model, we use R to fit the model (see Appendix S1) and obtain samples from the posterior distribution for all the estimated parameters. From the posterior, we obtain the mean and median as measures of central tendency, the SD as a measure of uncertainty, and credible intervals, which are the Bayesian analogue to confidence intervals, although the two concepts greatly differ. In particular, credible intervals allow the statement "there is 95% probability that the true difference is included in the interval," which is impossible with frequentist confidence intervals (Onofri, 2015) . Table 5 shows the output of the corresponding analysis.
Having no previous knowledge about the studied phenomenon, we concluded that the expected difference between the producers was equal to −1.4758, and there was a 95% posterior probability that the true difference was between −2.3763 and −0.6164. As we were stuck with vague priors, the above results are close to those obtained with NLMIXED.
The same Bayesian model can also be fit with SAS, by using PROC MCMC. The supporting information file gives the coding and results. We see that they are very similar to those obtained with JAGS. 
| Other modelling possibilities
In this example, all data were interval-censored and could be organised in non-overlapping diameter classes. Therefore, the models which assume normality we have considered above resemble threshold models for ordinal data (McCullagh, 1980; McCullagh & Nelder, 1989 ), a fact that may be exploited for an alternative approach to model fitting. Threshold models postulate an underlying latent variable that determines the observed ordinal score. The assumed datagenerating mechanism entails a subdivision of the real line into intervals. The observed ordinal score is given by the interval into which the latent random variable falls. The observed data are counts falling into different intervals, just as with interval-censored data. The main difference is that with ordinal data, the underlying latent scale and hence the thresholds defining the intervals are not observable but need to be estimated. By contrast, with interval-censored data the thresholds are known and thus do not have to be estimated, which is a simplification. Also, for a threshold model, the residual variance is not identified and hence needs to be fixed at an arbitrary value (usually unity). With interval-censored data, the residual variance needs to be estimated, which is a slight complication to which we will turn shortly.
The multinomial probabilities for the observed ordinal counts under the threshold model depend on the cumulative normal density function, evaluated at the thresholds (alternatively, other distributions such as a logistic distribution can be assumed, but this is not considered here). Importantly, this means the threshold model is of the generalised linear type with cumulative probit link and multinomial distribution for the observed counts (which is equivalent to a Poisson distribution for the observed counts; see McCullagh & Nelder, 1989; §6.4.2; Keen & Engel, 1997) . This fact may be exploited to devise an alternative approach to fitting our models for interval-censored data.
If the residual variance is known, the model can be formulated as a generalised linear model (GLM), just as the threshold model for ordinal data. Such a GLM can be implemented using a GLM package with a facility to provide a user-defined link function. Now the question is how to estimate the residual variance. This can be achieved by a numerical search over a grid of values for the variance, fitting the GLM for each value on the grid and picking the value maximising the likelihood, much in the same fashion as for estimating the parameter of the Box-Cox transformation (Piepho, 2009) . Inference conditionally on the value of the variance maximising the likelihood is expected to be virtually the same as under a full ML approach that includes the residual variance so long as the total number of seeds is large. An advantage of this approach is that with random effects any GLMM package with the facility to provide a user-defined link function can be used to fit a LMM to the observed counts. This overcomes limitations of the NLMIXED procedure, which allows fitting random effects only at the level of a single random factor. SAS code for the suggested approach is provided in Appendix S1.
| DISCUSSION AND CONCLUSION
In this paper, we consider methods to analyse such data as cover- After having considered all those unsatisfactory solutions, we moved to interval-censored data. They usually occur in time-to-event studies and survival studies. The body of statistical techniques for survival data goes under the name of survival analysis. So, we used survival analysis for the cover abundance data and germination times.
These methods gave similar estimates to those of traditional ANOVA and regression, but SEs were smaller, making inference more precise.
What is more, survival analysis used the data as collected, with no need for imputation or variable transformation.
In general, fitting survival models is very similar to fitting traditional ANOVA or regression models. For example, using R to analyse the data for the cover-abundance data set, we coded the ANOVA In the case of the starch grain data, the situation became more complicated. Starch grains from the same photo were correlated, a phenomenon usually dealt with-at least in parametric modelling-by including random effects.
Therefore, we needed a censored data method that would enable us to include both fixed and random effects. One such method is available in the NLMIXED procedure of SAS, which implements the nonlinear mixed model procedures proposed by Pinheiro and Bates (1995) .
We tried to look for similar solutions in non-commercial software.
We failed to find them, however. So we widened our search to methods used outside of the biological realm. We came across frailty modelling, a technique for censored data analysis used in medical sciences. Unfortunately, frailty models turned out to be too specific to be used for our particular purpose, so we continued our search.
Then, we turned to the Bayesian paradigm, which so far has gained quite some attention among computational biologists (e.g., Eddy, 2004; McCarthy, 2007) but much less attention among agricultural scientists. Looking at Bayesian statistics, we succeeded to find a method to analyse our data. Although we used R, any software supporting Bayesian methods is expected to do well, too. We also used PROC MCMC in SAS and obtained very similar results.
Although this experiment (with starch grains) was rather simple, the analysis it required was not. Both the NLMIXED procedure in SAS and the Bayesian approach in R require quite advanced knowledge of statistics and the software. Although we have found the particular software and packages we used helpful, you can use any software that enables you to conduct the analyses we have described.
Some observations from the data we analysed in our examples might have been misclassified, a problem likely to arise in any research which uses human perception to measure a variable's values. Disregarding the uncertainty due to such misclassification, the methods we have discussed assume all data are classified into intervals without any error and all uncertainty is included in the precision of the measurements. In our examples, we did not know the exact values of the measurements, but we knew the interval the measurements fell into-and we have to assume we did not make any mistake in this classification. It needs to be stressed, thus, that these methods should not be used to deal with observations whose classification into intervals is imprecise.
In many situation, we might escape the analytical complexity we have struggled within this paper by measuring variables with higher precision. First, the higher the precision of measurements, the higher the precision of estimates of parameters of interests (such as the mean or variance). But second, with precise measurements, we could use a traditional statistical method, such as ANOVA.
Thus, one should think about possible ways of data analysis at the outset-when planning the experiment. That way, one would not be surprised after conducting the experiment by a lack of appropriate methods to analyse data that seemed easy to analyse. In fact, it may be simpler to invest more in data collection in order to be able to analyse the data the way one wishes to, rather than to collect the data in a simple way that later turns out to call for more difficult or less precise methods of data analysis.
