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Optimal proposals for Approximate Bayesian
Computation∗
Justin Alsing† Benjamin D. Wandelt†‡§¶ Stephen M. Feeney†
Abstract. We derive the optimal proposal density for Approximate Bayesian
Computation (ABC) using Sequential Monte Carlo (SMC) (or Population Monte
Carlo, PMC). The criterion for optimality is that the SMC/PMC-ABC sampler
maximise the effective number of samples per parameter proposal. The optimal
proposal density represents the optimal trade-off between favoring high acceptance
rate and reducing the variance of the importance weights of accepted samples. We
discuss two convenient approximations of this proposal and show that the opti-
mal proposal density gives a significant boost in the expected sampling efficiency
compared to standard kernels that are in common use in the ABC literature,
especially as the number of parameters increases.
Keywords: Primary 62F15; secondary 62E17.
Keywords: Approximate Bayesian Computation, Likelihood-Free Inference.
1 Introduction
The na¨ıve approach to Approximate Bayesian Computation (ABC) generates (com-
pressed) data simulations for parameters θ that are drawn from the prior pi(θ). If the
resulting simulated data d′ is within  of the true data d, i.e. under a distance metric
ρ(d, d′) ≤ , then θ is accepted as a sample from the approximate posterior density,
p(θ|ρ(d, d′) ≤ ).
If simulation is costly, it is advantageous to attempt to increase the fraction of
accepted θ by proposing new candidate θs from a proposal density q(θ) that is large in
parameter ranges that are preferred by the data, and small in less interesting regions
of the prior volume. It is natural to base the choice of q(θ) on the current accepted
samples from the approximate posterior p(θ|ρ(d, d′) ≤ ). This is the approach taken in
SMC-ABC algorithms (see eg., Marin et al., 2012 for a review); a proposal density q(θ)
is constructed at each population iteration, which is typically a kernel density estimator
(KDE) based on the accepted points from the previous population (ie, a kernel that
adapts as the algorithm steps through successive population iterations Beaumont et al.,
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2 Optimal proposals for ABC
2009; McKinley et al., 2009; Toni and Stumpf, 2009; Barnes et al., 2011; Didelot et al.,
2011; Jasra et al., 2012; Filippi et al., 2013; Bonassi et al., 2015).
The price to pay for the increased fraction of accepted ABC samples of θ is the
necessity to importance weight the accepted samples by pi/q. The variance in these
importance weights will reduce the effective number of samples. The more concentrated
q is relative to pi, on parameters θ that have a high probability of being accepted,
the larger the variance in the importance weights pi/q. In practice, a poor choice of
proposal density q can lead to a proposed sample whose proposal density q was low, but
is subsequently accepted, leading to a large importance weight that can overwhelm the
rest of the (weighted) samples leading to a very small effective sample size. The natural
question, then, is how to choose the proposal density that represents the optimal trade-
off between a high acceptance rate and a low importance-weight variance.
Most SMC-ABC implementations propose new parameters for forward simulation
via an importance weighted KDE based on the previous population’s accepted samples,
with uniform (Toni et al., 2009; Toni and Stumpf, 2009; McKinley et al., 2009), student-
t (Didelot et al., 2011) and Gaussian kernels (Sisson et al., 2007; Beaumont et al., 2009;
Filippi et al., 2013; Bonassi et al., 2015) in common use. A choice has to be made for the
kernel bandwidth and there are various choices in the literature: for example, for Gaus-
sian kernels, Sisson et al. (2007) use the importance-weighted variance of the previous
population samples, Beaumont et al. (2009) use twice the importance-weighted variance
of the previous population samples, whilst Bonassi et al. (2015) use standard recom-
mendations from West (1993) and Scott and Sain (2005)1. Previous studies have sought
kernels that are optimal in the following sense: they minimize the sum of the Kullback-
Leibler divergence between the proposal KDE and the target density, and the negative
log acceptance ratio, providing some trade-off between closeness of the target and pro-
posal and the acceptance ratio (Beaumont et al., 2009; Filippi et al., 2013). Beaumont
et al. (2009) showed that for a global Gaussian kernel, this optimality criterion leads
to a bandwidth equal to twice the importance-weighted variance of the previous pop-
ulation’s accepted samples (with some further refinement and generalization by Filippi
et al., 2013). Filippi et al. (2013) also considered the same optimality criterion applied
to local rather than global kernels, deriving a locally-optimal kernel-covariance. Whilst
this optimality criterion has proved powerful, the relative importance and utility of the
KL divergence and acceptance ratio terms in this approach is ambiguous.
In this paper we take a slightly different approach and derive the proposal den-
sity q(θ) for SMC-ABC sampling that maximizes the effective number of samples per
parameter proposal (and hence forward simulation). This provides the optimal trade-
off between high acceptance rate and low variance in the importance weights under
a straightforward and pragmatic definition of optimality. Rather than restricting to a
given class of perturbation kernels (eg., Gaussian kernels), we derive the optimal pro-
posal density (in the asymptotic → 0 limit) assuming only that some density estimator
for the ABC posterior is available at each population iteration. The result provides a
well-motivated guide for adaptive proposal density choice for SMC-ABC sampling.
1ie., taking the (component-wise) importance-weighted variance divided by N1/3, for N samples.
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2 Optimal SMC-ABC proposal densities
We define the sampling efficiency as the functional ω[q] that measures the effective
number of samples per parameter proposal. This is composed of two components: 1) fa,
the fraction of proposed points that will be accepted, and 2) Nw, the effective number
of points after application of the importance weights.
The expected fraction of accepted points is given by
fa = P (ρ(d, d
′) < ) =
∫
Iρ(d,d′)< pq(d
′)dd′
≈
→0
Vpq(d) = V
∫
p(d|θ)q(θ)dθ = V p(d)
∫
q(θ)
pi(θ)
p(θ|d)dθ (2.1)
where pq(d) is the probability density of simulated data d when the parameters are
proposed from q, V is the volume of the space for accepted samples, and ”≈” becomes
accurate in the limit of small , assuming p(d) is continuous.
The expected effective number of points after application of the importance weights
to Ns accepted samples is given by
Nw =
(
∑
wi)
2∑
w2i
=
(∑Ns
i pi(θi)/q(θi)
)2
∑Ns
i (pi(θi)/q(θi))
2
(2.2)
≈
Ns→∞
Ns
(∫
pi
q paccepted(θ)dθ
)2
∫
pi2
q2 paccepted(θ)dθ
(2.3)
≈
→0
NsV
(∫
pi
q p(d|θ)q(θ)dθ
)2
∫
pi2
q2 p(d|θ)q(θ)dθ
(2.4)
=
NsV p(d)∫ pi(θ)
q(θ) p(θ|d)dθ
. (2.5)
We therefore find for the sampling efficiency ω[q] (dropping q-independent constant
pre-factors),
ω[q] ≡ A[q]
B[q]
=
∫ q(θ)
pi(θ)p(θ|d)dθ∫ pi(θ)
q(θ) p(θ|d)dθ
∝ faNw
Ns
, (2.6)
where the second equality defines the functionals A[q] and B[q], and the last proportion-
ality defines the sampling efficiency as the number of effective (accepted) samples per
parameter proposal (and hence forward simulation). For na¨ıve ABC, proposing param-
eters from the prior, ω[pi] = 1. Maximizing ω[q] with respect to q, under the constraint
of q being normalized, gives the optimal proposal
q∗(θ) =
√√√√ω[q∗] p(θ|d)pi(θ)
2A[q∗]− p(θ|d)pi(θ)
. (2.7)
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This is the main result of the paper. This implicit equation for q∗ can be solved iter-
atively; alternatively one can just consider ω∗ ≡ ω[q∗] and A∗ ≡ A[q∗] as parameters
and
q∗(θ) = max
ω∗,A∗
ω[q(θ, ω∗, A∗)]. (2.8)
Further, there are two simple and fast approximations for q∗ that can be obtained
without iteration or that can inform good starting points for the iteration; these are
discussed in §2.1.
Note that we only need to know A to be able to sample from the optimal proposal
(2.7), since ω just sets the normalization. Assuming a density estimator for p(θ|d) is
available, and pi is easy to evaluate, then Markov Chain Monte Carlo (MCMC) methods
can efficiently generate draws from q∗ to serve as parameter proposals for the next SMC
iteration.
The optimal proposal Eq. (2.7) can be seen as the geometric mean of posterior
and prior (ie., the numerator), with a relative boost where the posterior is larger than
the prior. The denominator boosts q∗ in the region where the posterior peaks, but
the peaks in q∗ are narrower than the corresponding ones in p(θ|d) in their immediate
neighborhoods to compensate for the heavier tails away from the peaks. Illustrative
examples are shown in Figures 1–3 and discussed in §2.2.
2.1 Fast approximations to the optimal proposal density
Geometric mean approximation
Expanding q∗ gives the convergent series
q∗ =
√
p(θ|d)pi(θ)
2B[q∗]
∞∑
i=0
(
i− 12
i
)(
p(θ|d)
2A[q∗]pi(θ)
)i
. (2.9)
Convergence follows from the properties of the binomial coefficient and the lower bound
on A[q∗] in Eq. (2.12) below. In numerical experiments we find the i > 0 terms give
sub-dominant contributions to ω for a wide variety of choices for q, p and pi. Taking the
normalized leading term of the series gives the geometric mean approximation to the
optimal proposal2,
q0 ∝
√
p(θ|d)pi(θ). (2.11)
Note that for simple cases where the posterior is Gaussian under a uniform prior, the
geometric mean approximation leads to a Gaussian proposal density centered on the
2 From Jensen’s inequality we have∫ (
p
pi
)2
pidθ ≥
∫ (
p
pi
) 3
2
pidθ ≥ 1 ≥
∫ (
p
pi
) 1
2
pidθ. (2.10)
It follows that ω[q0] ≥ ω[pi] and ω[p] ≥ ω[pi] for any pdf p and pi. While we cannot conclude in general
that ω[q0] ≥ ω[p], Figure 4 shows that in the Gaussian example q0 outperforms the posterior in all
practically relevant cases.
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posterior mean and with twice the posterior covariance. This is similar to taking a
Gaussian KDE proposal with bandwidth equal to the estimated posterior variance; this
kernel scheme is sometimes adopted in the ABC literature (eg., Sisson et al., 2007;
Ishida et al., 2015).
Bounded approximation
Given the value of A[q∗], we could sample the optimal proposal density Eq. (2.7). Whilst
A[q∗] is not available a priori, we can bound A[q∗] from above and below: using Ho¨lder’s
inequality to obtain the upper bound, and the non-negativity of probability densities
for the lower bound, we find that
1
2
sup
θ
p(θ|d)
pi(θ)
< A[q∗] ≤ sup
θ
p(θ|d)
pi(θ)
. (2.12)
Choosing a value of A[q∗] between these bounds avoids the need for iteration for the
cost of a mild reduction in optimality. Fixing A to be the average of the upper and the
lower bound leads to the bounded approximation for the optimal proposal,
qA¯ ∝
√√√√ p(θ|d)pi(θ)
2A¯− p(θ|d)pi(θ)
, (2.13)
with
A¯ =
3
4
sup
θ
p(θ|d)
pi(θ)
. (2.14)
In numerical experiments, we find that the bounded approximation gives close to optimal
sampling efficiencies (see §2.2 and Table 1). If further optimality is desired, this can be
used as a starting point for iterating Eq. (2.7) towards the optimal q∗.
All that is required to propose samples from the optimal proposal or an approxi-
mation of it is a density estimator for the posterior. In practice, this could be a KDE
or mixture model fit to the accepted samples in the previous SMC population. With a
posterior density estimator in hand, the optimal proposal can be found iteratively using
Eq. (2.7), or via one of the convenient approximations Eq. (2.11) or (2.13), and then
sampled using MCMC or otherwise to generate parameter proposals for the next SMC
iteration.
2.2 Examples
Numerical examples of optimal ABC proposals and their approximations
Figures 1–3 and Table 1 illustrate the optimal ABC proposal density and its approxi-
mations in three scenarios: a Gaussian posterior (Figure 1), a bimodal double-Gaussian
posterior (Figure 2), and a χ2 posterior (Figure 3). We compare the optimal proposals
to the commonly used ABC proposal scheme recommended in Beaumont et al. (2009)
for reference: a Gaussian KDE with bandwidth set to double the (estimated) posterior
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Table 1: Comparison of the performance of different SMC proposal schemes for the three
cases considered. Functionals A[q] and B[q] are proportional to the expected acceptance
rate and (inverse) importance-weight variance respectively, and ω[q] defines the sampling
efficiency; see Eq. (2.6) for definitions.
Proposal, q(θ) A[q] B[q] ω[q] ≡ A[q]/B[q]
Case I: p(θ|d) = N (0, 1), pi(θ) = N (0, 5)
p(θ|d) 3.57 1.0 3.57
qKDE
h=
√
2σp
(θ) 2.54 0.41 6.16
q0(θ) 2.96 0.38 7.71
qA¯(θ) 3.26 0.40 8.20
q∗(θ) 3.34 0.41 8.22
Case II: p(θ|d) = 1/2N (−2, 1) + 1/2N (2, 1), pi(θ) = N (0, 10)
p(θ|d) 3.68 1.0 3.68
qKDE
h=
√
2σp
(θ) 2.55 0.40 6.36
q0(θ) 3.22 0.34 9.47
qA¯(θ) 3.48 0.35 9.93
q∗(θ) 3.52 0.35 9.94
Case III: p(θ|d) = χ2(ν = 3), pi(θ) = U(0, 30)
p(θ|d) 4.77 1.0 4.77
qKDE
h=
√
2σp
(θ) 3.80 0.57 6.68
q0(θ) 3.56 0.35 10.23
qA¯(θ) 4.05 0.36 11.23
q∗(θ) 4.34 0.38 11.40
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Figure 1: ABC proposals for Gaussian posterior p(θ|d) = N (0, 1) (grey), with a Gaussian
prior pi(θ) = N (0, 5) (not shown). From bottom to top at the peak: commonly used KDE
proposal with bandwidth of twice the (estimated) posterior variance (blue), geometric
mean approximation of the optimal proposal (red-dotted), bounded approximation of
the optimal proposal with A = 3/4 supθ p(θ|d)/pi(θ) (red-dashed), optimal proposal
density (red).
variance. For illustration, the proposals are compared in the converged → 0 limit where
the approximate posterior (in practice, a density estimator for the accepted samples) is
close to the true posterior. The KDE proposal (Beaumont et al., 2009) is shown as the
convolution of the true posterior with a Gaussian with twice the posterior variance.
The three examples shown in Figures 1–3 and Table 1 display the same essential
characteristics. The optimal proposals are boosted in regions of high posterior density
(around the peak) to give a high acceptance rate, whilst having slightly broader tails
compared to the posterior to ensure the importance-weight variance is kept under con-
trol (hence giving an improved effective sample size). In contrast, the KDE proposals
are typically much broader than the optimal proposals around the posterior peak, which
leads to lower expected acceptance rates. Meanwhile, using a posterior density estimate
for the proposal gives a poor expected importance-weight variance, owing to the nar-
rower tails compared to the other proposal schemes. The optimal proposal represents
the trade-off between high proposal density in regions of high posterior density, and
fatter tails to maintain a lower importance-weight variance.
In all three examples shown, the bounded approximation for the optimal proposal
Eq. (2.13) performs nearly as well as the optimal proposal. This is especially clear from
Table 1, where the sampling efficiencies for the optimal proposal versus the bounded
approximation are very similar. The geometric mean approximation also provides a rea-
sonable first approximation to the optimal proposal for the examples shown in Figures
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Figure 2: ABC proposals for a bimodal posterior p(θ|d) = 1/2N (−2, 1) + 1/2N (2, 1)
(grey), with a Gaussian prior pi(θ) = N (0, 10) (not shown). From bottom to top at the
peak: commonly used KDE proposal with bandwidth of twice the (estimated) posterior
variance (blue), geometric mean approximation of the optimal proposal (red-dotted),
bounded approximation of the optimal proposal with A = 3/4 supθ p(θ|d)/pi(θ) (red-
dashed), optimal proposal density (red).
1–3, with improvements in sampling efficiencies compared to the KDE or posterior-
approximation proposals (see Table 1).
These three one-dimensional examples have the virtue of being easy to visualise and
to show the features of the optimal proposal for Gaussian, skewed and multi-modal
posteriors. In the following section we demonstrate that a lower bound on the expected
relative improvement of the optimal proposal improves exponentially on the performance
of other kernels.
Expected improvement as a function of data informativeness and parameter
dimensionality
We can obtain a lower bound on the improvement in sampling efficiency enabled by
the optimal proposal by applying the geometric mean approximation to a simple toy
problem. In this model, we take the prior and posterior to be nθ-dimensional multivariate
Gaussians, with means in each dimension of µpi and µp = 0, and diagonal covariances
with variances σ2pi and σ
2
p = 1, respectively. We then exploit the fact that ω[q0] can be
obtained analytically in this setting to rapidly evaluate the improvement in sampling
efficiency over other choices of the proposal as a function of the dimensionality of the
parameter space and the informativeness of the data (as measured by both the reduction
in volume and the shift in the mean in going from prior to posterior). As the optimal
proposal q∗ outperforms the geometric mean approximation q0, the results in this section
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Figure 3: ABC proposals for χ2 posterior p(θ|d) = χ2(ν = 3) (grey), with a uniform prior
pi(θ) = U(0, 30) (not shown). From bottom to top at the peak: commonly used KDE
proposal with bandwidth of twice the (estimated) posterior variance (blue), geometric
mean approximation of the optimal proposal (red-dotted), bounded approximation of
the optimal proposal with A = 3/4 supθ p(θ|d)/pi(θ) (red-dashed), optimal proposal
density (red).
can be considered lower bounds on the improvement in performance realized by using
the optimal proposal.
Figure 4 compares the geometric mean approximation proposal to using an estimator
for the posterior density as the proposal, in the three-dimensional setting. It is clear
that proposing samples from the posterior is highly suboptimal, whilst using even the
geometric mean approximation to the optimal proposal instead gives improvements
that are large, especially when the data are highly informative or surprising compared
to prior expectations. Figure 5 compares the geometric mean approximation proposal
to the Gaussian KDE proposal scheme recommended in Beaumont et al. (2009) (with
bandwidth set to double the estimated posterior variance), again for the case where the
posterior and prior are three-dimensional Gaussians. Again, gains in sampling efficiency
are expected using the geometric mean approximation as opposed to the KDE scheme.
Figure 6 shows the same case but for a 10-parameter rather than three-parameter set-up,
showing that the relative improvement from using the optimal kernel quickly becomes
larger in higher dimensions.
Inspecting the analytical result for the Gaussian case confirms that the relative
improvement in sampling efficiency of the geometric mean approximation scales expo-
nentially with the number of parameters when compared to the other cases we study
here. This also implies exponentially scaling improvement with number of parameters
for the optimal proposal.
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Figure 4: Improvement a in the sampling efficiency when sampling from the geometric
mean approximation to the optimal proposal rather than the posterior for the case
where both prior and posterior are Gaussian. This plot shows the case where nθ = 3
(3-parameters). Even for this modest number of parameters the improvement is large
when the data are informative. While the exact result guarantees a > 1, the geometric
mean approximation gives a < 1 (shown in blue) for the atypical case when the posterior
and prior have nearly equal width but are located far from each other.
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Figure 5: Improvement a in the sampling efficiency when drawing proposals from the
geometric mean approximation to the optimal proposal rather than the KDE scheme
recommended in Beaumont et al. (2009) (with bandwidth equal to twice the posterior
variance) for the case where both prior and posterior are Gaussian. This plot shows the
case where nθ = 3. While the exact result guarantees a > 1, the approximation gives
a < 1 (shown in blue) for the atypical case when the posterior and prior have nearly
equal width but are located far from each other.
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Figure 6: Improvement a in the sampling efficiency when drawing proposals from the
geometric mean approximation to the optimal proposal rather than the KDE scheme
recommended in Beaumont et al. (2009) (with bandwidth equal to twice the posterior
variance) for the case where both prior and posterior are Gaussian. This plot shows the
case where nθ = 10. While the exact result guarantees a > 1, the approximation gives
a < 1 (shown in blue) for the atypical case when the posterior and prior have nearly
equal width but are located far from each other.
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3 Conclusions
We have derived an optimal proposal scheme for SMC-ABC algorithms by maximizing
the sampling efficiency, defined as the effective number of samples per parameter pro-
posal. This represents the optimal trade-off between obtaining a high acceptance rate,
whilst reducing the variance of the importance-weights of the accepted samples, hence
increasing the effective sample size for the accepted samples. We derived an implicit
form for the optimal proposal that can be solved iteratively, and also two convenient
and simple approximations that can be evaluated quickly, provided a density estimator
for the posterior is available (based on the accepted samples from the previous SMC
population).
We have shown that the optimal proposal scheme gives a substantial boost in the
expected sampling efficiency for a range of statistical models, and the expected gain
in sampling efficiency increases with the dimensionality of the problem. The derived
results hence provide a guide for choosing optimal proposal densities for SMC-ABC
applications, for the small cost of constructing a posterior density estimator at each
SMC population iteration.
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