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ABSTRACT 
This study evaluates the performance of classification techniques with the application 
of several software, among them are Rosetta, Tanagra, Weka and Orange. The 
classification technique has been tested on six medical datasets from the UCI Machine 
Learning Repository. The study will help researchers to select the best suitable 
technique of classification problem for medical datasets in term of classification 
accuracy. In this thesis, sixteen classification techniques have been evaluated and 
compared. These are Radial Basis Function (RBF), Multilayer Perceptron (MLP) 
Neural Networks, Multi Linear Regression (MLR), Logistic Regression (LR), 
Classification Tree (ID3, C4.5, 548, CART), Naive Bayes (NB), Support Vector 
Machines (SVM), k- Nearest Neighbors (kNN), Linear discriminate analysis (LDA), 
Rule based classifier, Standard voting, Voting with object tracking and Standard1 
tuned voting (RSES). The experiments have been validated using 10-fold cross 
validation method. The results of the study shows that the most suitable classification 
technique is NB with an average classification accuracy of 90.13% and an average 
error rate of 9.87%. The worst classification technique is SLR with an average 
classification accuracy of 50.16% and an average error rate of 49.84%. The 
classification techniques has been ranked from the best to the worst based on average 
classification accuracy and average error rate. The top of the rank is NB and the 
bottom is SLR. The sequence of ranking fiom the best to the worst is NB, LDA, LR, 
SVM, C4.5, MLP, RBF, kNN, RuleB, ID3, CART, 548, SV, RSES, V, and SLR. 









