(Received 27 July 2012; accepted 22 October 2012; published online 26 November 2012) Branched wave structures, an unconventional wave propagation pattern, can arise in random media. Experimental evidence has accumulated, revealing the occurrence of these waves in systems ranging from microwave and optical systems to solid-state devices. Experiments have also established the universal feature that the wave-intensity statistics deviate from Gaussian and typically possess a long-tail distribution, implying the existence of spatially localized regions with extraordinarily high intensity concentration ("hot" spots). Despite previous efforts, the origin of branched wave pattern is currently an issue of debate. Recently, we proposed a "minimal" model of wave propagation and scattering in optical media, taking into account the essential physics for generating robust branched flows: (1) a finite-size medium for linear wave propagation and (2) random scatterers whose refractive indices deviate continuously from that of the background medium. Here we provide extensive numerical evidence and a comprehensive analytic treatment of the scaling behavior to establish that branched wave patterns can emerge as a general phenomenon in wide parameter regime in between the weak-scattering limit and Anderson localization. The basic physical mechanisms to form branched waves are breakup of waves by a single scatterer and constructive interference of broken waves from multiple scatterers. Despite simplicity of our model, analysis of the scattering field naturally yields an algebraic (power-law) statistic in the high wave-intensity distribution, indicating that our model is able to capture the generic physical origin of these special wave patterns. The insights so obtained can be used to better understand the origin of complex extreme wave patterns, whose occurrences can have significant impact on the performance of the underlying physical systems or devices. V C 2012 American Institute of Physics.
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Complex wave phenomena occur in many fields of science and engineering. Branched, fractal-like wave patterns arise in diverse areas such as oceanography, acoustics, optics, and solid-state devices. Weather such wave structures possess a generic physical origin is a matter of active debate. For example, it was thought previously that nonlinearity in the physical medium supporting wave propagation is essential, but recent experimental evidence indicated that branched wave patterns can arise even in the absence of nonlinearity. It is thus of general interest to develop a minimal model containing the most essential physics to account for the emergence of branched wave structures. A quantitative measure of the validity of such a model is its ability to predict an experimentally widely observed, universal feature of branched wave structures: non-Gaussian statistics of wave intensity with an algebraic tail in the probability density function. The aim of this paper is to analyze a minimal model that we recently proposed to understand the emergence and statistical scaling properties of robust complex branched wave patterns in optical media. Our model contains two basic physical ingredients: (1) a uniform medium of finite size and (2) spatially localized scatterers randomly distributed in the medium, the refractive indices of which deviate from that of the background medium. The second ingredient is required for generating dynamics beyond simple linear wave propagation. We present a comprehensive analytic treatment of the model to establish that (1) qualitatively, it can generate robust branched, fractal-like wave patterns and (2) quantitatively, the model leads naturally to an algebraic, long-tail type of distribution in the wave intensities. We expect the physical insights gained here can be useful for understanding complex wave phenomena in general.
I. INTRODUCTION
When waves propagate through random media, extreme events and complex structures such as rogue waves and branched, fractal-like wave patterns can form. There has been a substantial amount of interest in complex wave phenomena due to their occurrences in a host of physical systems. For example, in oceanography, rogue waves are an issue of great concern. In the past fifteen years or so there had been experimental and theoretical studies of rogue waves arising from long-range acoustic wave propagation through ocean's sound channel, 1,2 as well as large-scale experiments on directional ocean waves to probe the physical and dynamical origin of these extreme waves. 3 Extreme events and complex wave patterns have also been identified in many other physical situations such as light propagation in doped fibers, 4,5 acoustic turbulence in superfluid helium, 6 resonances in nonlinear optical cavities, 7 linear light-wave propagation in multi-mode glass fiber, 8 and electronic transport in semiconductor two-dimensional electron gas (2DEG) systems. 9 Despite previous efforts, an accepted, relatively complete understanding of complex extreme waves at the level of fundamental physics is still lacking.
To illustrate the extent to which complex branched wave patterns are presently understood, we choose electronic transport in 2DEG systems as an example. In Ref. 9 , electron flows from a quantum point contact were reported to exhibit a striking, branched or fractal-like behavior with highly non-uniform amplitude distribution in the physical space. The observed separate, narrow strands of greatly enhanced electron wave intensities were argued to be caused by random background potentials and quantum coherent phase interference among the electron wave functions. Subsequently a theory was proposed 10 to predict the statistical distribution of the intensities of branched electron flows in the presence of weak, correlated Gaussian random potentials.
The generic origin of wave branching behavior is a matter of active debate. 11 A tacit assumption in most previous investigations is nonlinearity in the underlying medium. In particular, it had been believed that the existence of many uncorrelated, spatially randomly distributed wave elements is key to the occurrence of these exotic wave patterns. These elements can be, for example, solitons in nonlinear systems. However, quite recently, it was demonstrated experimentally in a microwave system 12 and in a multi-mode optical fiber 8 that branched wave patterns can occur even in the absence of nonlinearity. In fact, in the latter case, granularity of light speckles at the fiber exit and inhomogeneity in the spatial clustering of the speckle patterns are speculated to be the two ingredients that trigger complex wave patterns. These recent works thus demonstrate that nonlinearity is not absolutely essential for the emergence of these extreme waves. A question of significant theoretical and experimental interest concerns thus about a minimal physical model that can generate robust branched wave patterns, so that their generic and physical origin may be elucidated. A related issue concerns the statistical properties of these waves. In this regard, a general observation in all contexts where branched wave structures arise is the non-Gaussian statistics of the wave amplitude. Typically there is a long tail in the probability density function, which characterizes the extreme intensity of the waves. An essential requirement for a valid minimal model of branched wave patterns is thus that it should generate the universally observed long-tail distribution in the wave intensity. In a recent brief note, 13 we proposed a class of minimal models for branched wave patterns in the context of wave propagation in two-dimensional optical medium. The model contains two basic physical elements: (1) a uniform medium of finite size and (2) spatially localized scatterers randomly distributed in the medium, the refractive indices of which deviate from that of the background medium. The deviations can occur in both ways which, in the case of negative deviation, may correspond to scatterers that are effectively negative-indexed, or metamaterials. The second element is required for generating dynamics beyond simple linear wave propagation. We have demonstrated that such a minimal model can generate robust branched wave patterns, regardless of the detailed distribution of the refractive-index deviations associated with the random scatterers. The purposes of this paper are twofold: (1) to provide extensive numerical evidence for the emergence of branched wave patterns and (2) to present a comprehensive analytic treatment of the minimal model by focusing on the theoretical derivation of the power-law type of long-tail distribution in the wave intensities.
More specifically, the model, approach, and findings of our study can be stated as follows. We consider the setting where a polarized monochromatic light propagates in a dielectric optical medium with structural imperfections characterized by random refractive-index disorders (scatterers) of size comparable to the wavelength. Our numerical scheme employs the standard finite-difference frequencydomain (FDFD) method [14] [15] [16] [17] to calculate the intensity of the scattered field through multiple scatterers. In the weak scattering limit, i.e., when the wavelength k is much smaller than the mean free path l, we obtain striking branching flow structures of propagating light, similar to those observed in the 2DEG and microwave transport experiments. As the spatial density of the scatterers is increased, the intensity patterns exhibit more pronounced fractal-like behavior, where branches of extraordinarily high intensities tend to enhance themselves when forking into narrower and even smaller paths. Anderson localization of light is also observed as the mean free path approaches the strong scattering limit (l $ k). Our extensive numerical computation also confirms that the branched structure can result from the caustics of the flow rather than the valleys of the random scatterers. We find that branched waves generically arise in the regime between weak scattering and strong localization of light waves.
In order to obtain a comprehensive understanding of the occurrence of branched waves in optical media and also to uncover their statistics, we develop a detailed analytic theory. Utilizing the Green's function method, we treat the scattering of two-dimensional polarized light wave off a single scatterer and obtain a theoretical explanation for the reason why the wavelength needs to be comparable to the size of the scatterer in order for noticeable large fluctuations of branching strands to be observed. In contrast to the existing theory 10 which deals with stretches and folds in classical ray dynamics in a concrete and somewhat abstract manner, our theory enables us to visualize the branching flow structures of the scattered light intensities in different angular directions. Based on the results from scattering off a single scatterer, we next extend our treatment to multiple scatterers. In this case, coherent backscattering and recurrent multiple scattering become important, and they together contribute dominantly to the formation of extremely large amplitude events. This unstable branch stretching and accumulation process is highly sensitive to the scatterers' spatial distribution and thus is critical to the formation of fractallike wave patterns. Because of the large intensity fluctuations caused by wave interference and the complexity of randomscatterer configuration, it is essential to focus on the statistical distribution function of light intensities. We have succeeded in deriving a formula for the distribution function of high intensities, which follows an algebraic (power-law) scaling law in the weak-scattering limit. This means that, associated with the branched waves, there are points in the space at which exceedingly large intensities can arise, the "hot" spots, in contrast to situations governed by Gaussian type of intensity distributions. [18] [19] [20] [21] Note that the algebraic distribution was previously observed in electronic transport in 2DEG systems. 10 In the optical media, however, away from the weak-scattering limit (e.g., k=l $ 0:35), our theory predicts a small deviation from the algebraic scaling law, but the overall distribution is still markedly long-tailed.
In Sec. II, we describe our model and present extensive numerical evidence of branched wave patterns in optical media with negative-and positive-index disorders, and a mixture of both. In Sec. III, we develop a detailed analytic theory based on electromagnetic wave scattering to uncover the physical origin underlying the emergence of branched wave structures. The theory allows us to predict the significant statistical behaviors of these complex wave patterns, which are verified numerically. Conclusions and discussions are presented in Sec. IV.
II. NUMERICAL RESULTS
We consider a polarized, monochromatic, Gaussian light beam propagating in a dielectric medium of refractive index n 0 , where the medium has embedded within itself N random scatterers. The spatial distribution function of the refractive index for the whole system can be written as
where Dn i is the magnitude of the refractive index of the ith scatterer relative to that of the medium, and r ¼ ðx; yÞ is a two-dimensional vector. Each scatterer is characterized by a Gaussian-shaped refractive index profile, whose effective radius is r. To simulate the scattering of electromagnetic waves, we use the standard FDFD method. 17 The wavelength is chosen to be k ¼ 1 lm so that the scattering strength ratio is k=l $ 0:35. Signatures of branched wave patterns, especially a fractal-like branching structure, are apparent in all cases. Numerically, we observe that the shape of the refractive-index distribution associated with the random scatterers does not have a significant effect on the emergence and the statistical properties of the branched wave structures. However, in order to preserve high numerical accuracy and reduce artificial reflection effect, we have chosen some smoothly varied shape, such as the Gaussian shape. As will be derived analytically, in order to observe sharp, narrow, branch-like flows, the sizes of the scatterers should be comparable to the wavelength k. Note that the wave patterns for the negative and positive variation cases exhibit somewhat different branched forking structures. This is largely due to the fact that higher refractive-index regions attract light rays while lower refractive-index regions repel them. In the short-wavelength limit, the negative-indexed scatterers are equivalent to repulsive potential hills, while the positive ones are effectively attractive potential wells for light rays. In both cases, chaos can arise in the zero wavelength limit. Figure 2 shows the positions of the random scatterers superimposed on top of the branched wave pattern. A feature typical of the observed fractal-like wave patterns is that the wave branches tend to pass along the sides of the scatterers instead of going through the smooth valleys among the scatterers. This feature appears to be shared by electronic branched wave patterns in 2DEG systems, 9, 10 where it was suggested that the wave branches may result from caustics in the corresponding classical regime. As for 2DEG systems, we also observe fringe patterns (e.g., marked by a red arrow in Fig. 2 ), which are separated in space by about k=2. It is known that coherent backscattering 22 of light by disorders is responsible for the formation of these fringe patterns. More specifically, light backscattered by the disorders (in Fig. 2 , close to the arrow along the propagating direction of light) tends to interfere with the forward propagating light, giving rise to the fringes separated by half-wavelength.
To gain more physical insights, we increase the scattering strength ratio to some value close to the Ioffe-Regel criterion defined by kl < 1 so that localization of light is anticipated. 23, 24 For k=l $ 1, with a small imaginary part added to the dielectric constant of the scatterer to model possible absorption effects, we observe extremely localized light-wave pattern, as shown in Fig. 3 . The simulation is performed for media of the same size as in Fig. 1 , but for clarity we show only the upper part of the region because most light in the strong localized state concentrates within this region. As the number of scatterers is increased, the probability of light paths connected by them to form cycles increases as well. Due to the time reversal symmetry of light propagation, paths having the same cycles but propagating in the opposite direction interfere constructively with the original circular paths, giving rise to strongly localized concentration of light intensities. In fact, as strong-scattering regime is approached, the system exhibits a transition similar to that typically seen in an electronic system, which is transformed from a conducting to an insulating (localized) state.
III. EMERGENCE OF BRANCHED WAVES AND THEIR SCALING BEHAVIOR: THEORY
The problem setting is wave propagation in a twodimensional optical medium with randomly positioned scattering centers. The material is assumed to be isotropic and linear, it is neither dispersive nor dissipative, and there is no source (free charge or current). For disorders with centrosymmetric refractive index distribution, the propagating direction of light wave with linear polarization is confined within a two-dimensional plane. 13 To be concrete, we focus on the TE mode, for which the magnetic field strength is given by H ¼ He z . The Maxwell's equations for H lead to
where k ¼ x=c is the vacuum wave vector and e and l are the relative permittivity and permeability, respectively. The refractive index is n 0 ¼ ffiffiffiffiffi el p . For polarized light, Eq. (2) becomes the following Helmholtz equation for the scalar field H:
The goal of our theoretical analysis is to calculate the scattering field and its statistical distribution throughout the medium.
Our approach is to first analyze the field from a single scatterer and then extend the result to multiple scatterers to obtain the statistical properties of the resulted wave intensity. We assume that the random scatterers are far away from each other as compared with their sizes, which can be ensured if they are sparsely distributed in the medium. The shape of the random scatterers will also be taken into account in the analysis.
A. Scattering wave field from a single scatterer
Consider a single scatterer located at the origin. Without loss of generality, we set n 0 ¼ 1. For the single-scatterer system we use approximated Gaussian shaped disorders as in our numerical computation, but analysis indicates that the shape of the disorder does not have a significant impact on the statistical properties of the wave intensity distribution.
To proceed, we decompose the magnetic field H into an incident and a scattering part, i.e., H ¼ H i þ H s . The incident field is a plane wave H i ¼ e ikx , whereas the scattering part is the response of the small scatterer to the incident plane wave. If n 0 were not unity, the plane wave should be e ikn 0 x instead. For field far away from the scatterer, i.e., r ) r, Eq. (3) becomes 
At far field where H i ) H s is satisfied, only f 1 and f 2 contribute to the lowest-order approximation. In particular, to this order, both f 1 and f 2 contain r À1=2 term at far field of H s , whereas f 3 has r À1 term. It is thus reasonable to consider contributions from f 1 and f 2 only. Higher-order corrections due to the source term f 3 can be obtained by using recursive iterations, but their contributions to the wave field are insignificant and thus will not be included in our analysis. The Green's function associated with Eq. (4) is
The standard solution to the Green's function in two dimensions is given by 1; r > r b ;
where
is the truncated boundary of the scatterer and a is the parameter that controls the width of variation in n 2 , as shown in Fig. 4(a) . This form of the refractive index function with a finite domain of disorder profile allows us to evaluate analytically the scattering field at far field by integrating the convolution, which requires the asymptotic form of the Hankel function at far field
The integration is confined within the circle in Fig. 5, 
scatterers while still maintaining the sparsity condition, provided that the scatterers are arranged on a lattice. Since, in our simulation, the scatterers are randomly placed in the medium, the acceptable maximum number is considerably less. Using the asymptotic form of the Hankel function, the field H Similarly
An approximate form of rn=n is shown in Fig. 4(b) , 
where R denotes r b or r 0 b , and s; l; 2 N. More specifically, I
ð'Þ j can be expressed using I sl 's I 
A key step in obtaining the scattering field is then to integrate I sl ðr; /Þ. Take I 201 for example. We first integrate the / 0 part by expressing the exponent as
; and cos h sin / ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi 2 À 2cos/ p :
The integral I 201 then becomes
where in the last step, we have used sinð/ À hÞ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi 2 À 2 cos / p =2. All the integrals are Bessel functions, or more generally, hypergeometric functions. After evaluating all I sl integrals, we obtain the final scattering fields as where the angular functions are
and the coefficients a ij 's are given by
By considering only the lowest order r À1=2 , we can write the scattering field in the form 
where Uð/Þ ¼ a 11 U 1 ð/Þ þ a 21 U 2 ð/Þ. While Eq. (12) is derived under the assumption n 0 ¼ 1, the cases where n 0 is not unity can be treated by using the simple substitutions k ! kn 0 and Dn ! Dn=n 0 . Figures 6(a) and 6(b) show the behavior of the angular part Uð/Þ for two distinct cases, corresponding to extreme cases of small and large scatterer-wavelength ratios, respectively. When the ratio r b =k is small [ Fig. 6(a) ], the scattering field is nearly uniform in all directions from the scatterer. In contrast, as the size of the scatterer is increased so that r b =k becomes large, the energy associated with the incident wave concentrates mostly in the incident direction, leaving oscillating fields of small amplitude in other directions, as shown in Fig. 6(b) . The inset of Fig. 6(b) indicates the oscillatory behavior of the scattering field, which represents the branched but somewhat weak wave flow patterns in different directions. An optimal ratio r b =k can be found in between the two cases shown in Fig. 6 , implying that the branched structure emerges only when the size of the scatterer is comparable to the incident wavelength.
The scattering field structure calculated directly from Eq. (9) is shown in Fig. 7 . In the forward (þx) direction, the strength of the scattering field decreases with the radius and the field is composed of a series of magnified flows radiating in all directions. This faithfully reproduces the typical behavior of the scattering field obtained from direct FDFD simulation where the main wave branches fork into smaller ones when encountering refractive index disorders. Note that in Figs. 7(e) and 7(f), both the r À1=2 and r À3=2 terms have been taken into account, but the r À3=2 term is significantly weaker than the r À1=2 term in magnitude [as evidenced in Figs. 
7(a)-7(d)], providing further validation of Eq. (12).
Our expression for the scattering field of a single scatterer provides qualitative explanation as to why a highly non-uniform structure associated with the field can arise. In particular, the analytic result explains, instead of a uniform spread of the scattering field in all directions, it tends to form a branched structure with hot spots. In the presence of multiple scatterers, each scattering event gives rise to a few dominant branches that spread out to far field. Some of the remaining scatterers are located within the large branches while most other scatterers are located outside any large branched structure. These latter groups of scatterers are essentially not affected by the scattering field. Second-stage scattering will also induce some large branches, which can possibly "meet" with the branches from the first-stage scattering and generate constructive interference. Highly localized structure of the field can result from such interference. The probabilities of destructive and constructive interferences are approximately the same. However, since the higher-level scattering fields are necessarily weaker than the ancestor wave branches, the already generated intense branches cannot be eliminated, especially for the branches near the center direction of the propagation. This provides a plausible explanation as to why in most cases the strongest branch in our simulation either is along the center direction or titles slightly to one side. The former is due to equal probabilities that the random scatterers appear on both sides of the main propagation direction, and the latter is caused by the asymmetric distribution of the refractive index of the scatterer on both sides. This branch-accumulation process is extremely sensitive to the disorders' spatial distribution, leading to the emergence of branched wave patterns.
B. Multiple disorders
Based on the results from a single scatterer, we now analyze the scattering field due to multiple random scatterers. Although a general analysis of coherent scattering of light in random medium has been available for many years (see, for example, Ref. 22) , our focus here is on the emergence and statistical properties of branched waves. To make analysis feasible, we assume that all scatterers have the same size and are relatively far from each other: r ij ) r b , as shown in Fig.  8 , where r ij is the distance between scatterers i and j, and r b is the size of each scatterer. The scatterers can then be regarded as weakly correlated, rendering applicable our analysis leading to Eq. (12) of the scattering field from a single scatterer. Let i denote the primary scatterer and consider another scatterer, denoted by j. Waves scattered from i can undergo a secondary scattering process off scatterer j. Let the original incident wave direction be þx and the direction from i to j be þx0. The primary scattering field is the incident wave of secondary scattering off scatterer j. The transformation from frame (x0; y0) to frame (x,y) is
where Rð/ j Þ ¼ cos/ j Àsin/ j sin/ j cos/ j is the rotation operator.
According to Eq. (12), we write the scattering field from scatterer i in the vicinity of scatterer j as
Since the e ikx 0 term is now the incident plane wave for the secondary scattering process, to the lowest order r À1=2 , the scattering fields from the first and second stages differ by only a fixed pattern factor. To define this factor properly, we consider three scatterers (denoted by i; j; ') through which the light passes successively, forming a multiple scattering process. The cumulative factor can then be defined as
where e ij is the unit vector in the direction of r j À r i . Let the subscript 0 denote infinity where the incident wave is originated and assume that the incident wave beam is first scattered by only one scatterer, labeled by 1. Treating the field point j as another scatterer, we obtain the total field from all possible scattering paths
If the scatterers are randomly distributed, the summation over the same scattering level will not cause order-of-magnitude changes in the scattering field, due to the fact that complex variables of similar magnitude but of random phases will cancel each other, generating a complex number close to the origin in the complex plane. In order to obtain an analytic expression for the total scattering field so that its statistical properties can be analyzed, we need to make approximations on each q i;j;' term. Specifically, we write q i;j;' % qðq; uÞ ¼ q À1=2 expðikqÞUðuÞ;
where q is the distance between each pair of scatterers and u is the angle determined by the relative positions of the three consecutive scatterers. Under this approximation, the sum of the first m terms in Eq. (13) becomes
Letting q ¼ ae ih , where a ! 0, we get the sum of the geometric series S 1 ¼ ae ih =ð1 À ae ih Þ. Similar to geometric series of real numbers, a 2 ½0; 1Þ is the condition that guarantees the convergence of the sum. In our case, this condition is satisfied because we assume weakly correlated scatterers so that a ! 0. The total intensity of the scattering field is then
Under the assumption that a ! 0, the intensity can be written as
To the lowest order, the intensity can be expressed in the following simple form:
Multiple scattering from two scatterers, labeled as i and j and separated by distance jr ij j. In the case of well-separated scatterers, the final scattering field can be interpreted as a cumulative scattering process by multiple scatterers, with each individual scattering event being analogous to the scattering of a single disorder.
I ¼ jUðuÞj
which is similar to that in the case of a single scatterer. This is reasonable because, under the assumption of weakly correlated scatterers, contributions from higher-level scattering processes are negligibly small.
C. Scaling laws for intensity distribution
The probability distribution of the intensity of the scattering field can be obtained if the distributions of the position parameters q and u are available. To be concrete, denote f q;u ðq; uÞ as the joint probability density function (PDF) of random variables q and u. The expression I ¼ Iðq; uÞ alone is not sufficient to derive the PDF of the intensity. What is needed is an auxiliary function J ¼ Jðq; uÞ. We have 
where @ðI;JÞ @ðq;uÞ is the Jacobian matrix associated with the corresponding transformation. The joint PDF of the variables in the polar coordinate is proportional to the unit area of the two-dimensional plane, f q;u $ q, and a proper choice for Jðq; uÞ is J ¼ u. We then obtain the following algebraic scaling law of the PDF with respect to the intensity of the scattering field:
where c ¼ 3 for our minimal model. To verify the algebraic scaling law, we carry out extensive FDFD computations for different realizations of random scatterers of different densities, which are uniformly distributed within a 35 lm Â 70 lm rectangular dielectric medium. Figure 9 presents a case where there are 300 random scatterers in the region, as illustrated in (a). A pronounced branched wave pattern is observed, as shown in Fig. 9(b) . Figure 9 (c) shows, on a logarithmic scale, the corresponding intensity distribution. We observe that, for intensity up to a reasonably high value, the distribution is power-law, as predicted by our theory. The power-law exponent, however, is slightly less than the theoretically predicted value -3. The main reason is that the theoretical scaling law I À3 is derived under the assumption of sparse scatterers. When there are 300 scatterers in the 35 lm Â 70 lm rectangular scattering region, the average distance between any pair of scatterers is not significantly larger than the wavelength (1 lm), so the condition of sparse scatterers may not have been met (as we will show below in another example, when the scatterers are sparser, the agreement with theory is improved markedly). From the inset in Fig. 9(c) where the intensity distribution is plotted on a logarithmic-linear scale, we observe an exponential tail (or cut-off) in the very high intensity regime. The main reason is lack of sufficient statistics at extremely high intensity. Another plausible reason is random speckle fields. We note that the issue of insufficient number of extreme statistical events is common for any realistic situation of power-law fit, as the computation can be done only to a finite extent. In our case, the scattering domain is only reasonably large due to the limitation of our computational resource, which artificially reduces the probability for extremely high intensity events to occur.
As the scatterer distribution becomes sparser, we expect the power-law scaling exponent to be closer to the theoretical value -3. One example is shown in Fig. 10(a) , where there are now only 50 random scatterers in the same rectangular region as in Fig. 9(a) . The observed scattering wave field still has a pronounced branched structure, as shown in Fig. 10(b) . The intensity distribution follows a power-law, as shown on a logarithmic scale in Fig. 10(c) , but the scaling exponent is now much closer to the theoretical value. Similar to Fig. 9(c) , there is an exponential cut-off at extremely high intensity values, as shown in the inset of Fig. 10(c) . The critical intensity value at which the exponential behavior starts is somewhat smaller than the case in Fig. 9(c) . This can be qualitatively understood by noting that when the random scatterers are weakly correlated, the intensity distribution follows a powerlaw, implying the existence of "hot" branches with extremely À3 ) on a logarithmic scale. The scaling behavior is mostly power-law but has an exponential tail in the high-intensity regime, as shown on a logarithmic-linear scale in the inset of (c). The numerically obtained power-law exponent is slightly less than the theoretically predicted value À3.
high local intensities. As the density of the random scatterers is decreased, this hallmark of branched waves tends to be somewhat weakened because, when the scatterers are further apart, the intensity of the wave scattered from one scatterer may already have weakened significantly before reaching the next scatterer, making it less probable for fields from different levels of scattering to interfere constructively.
D. Effect of shape of random scatterer
Our theoretical analysis and numerical simulations indicate that the shape of the random scatterer has little effect on the scaling law associated with the intensity of the branched wave patterns. The shape, however, can affect the weight of each of the r n term as well as the weights of the H s 1 and H s 2 terms in, for example, the scattering fields in Fig. 7 . Because the total scattering field is the sum of all terms, a change in the shape of the scatterer can induce a change in the pattern of the scattering fields. But if the scatterers are sparse in the medium, the effect can still be quite small. Additional insights can be obtained by examining the process leading to the scattering intensity given by Eq. (14) . When we perform the integration to obtain the PDF of intensity, the polar angle / part only contributes to the normalization constant while the exponent value -3 remains unchanged. This treatment is valid for the lowest-order approximation of intensity, in which the scatterer shape can only affect the angular / part and therefore will not affect the field intensity distribution. When high-order terms are included, the polar angle may become important, in which case the shape of the scatter can affect the algebraic scaling exponent in the branched wave intensity distribution.
IV. CONCLUSIONS AND DISCUSSIONS
Extreme wave phenomena were historically documented in oceanography. Recent experimental efforts have demonstrated, however, that they can occur in a wide variety of physical systems such as two-dimensional electron gas, superfluid Helium, microwave systems, optical fibers, and optical cavities. Despite the intense efforts, the physical origin of branched waves remains to be elusive and an actively debated issue. For example, earlier it had been thought that nonlinearity, or weak nonlinearity, should be a necessary condition for branched waves, but very recent experiments demonstrated that even linear medium can generate these waves. 8, 12 It seems from all previous works, though, that random wave scattering is a necessary condition for the emergence of branched waves. In many experiments, significant deviations of the light intensity from the Gaussian distribution were observed. In fact, a characteristic feature of branched waves is the "long-tail" distribution in their intensities, leading to localized regions in the space with significantly higher intensity than those in the rest. A paradigmatic model that contains absolutely the minimal physical ingredients necessary for branched waves is needed to understand the origin of these exotic waves.
We have analyzed a minimal model that we recently proposed to explain the emergence of branched waves. The model contains two essential ingredients: (1) a finite medium for linear wave propagation and (2) random scatterers in the medium whose physical properties deviate from those of the background medium. To facilitate computation and theoretical analysis, we have considered wave systems in two dimensions. For numerical simulations we assume a generic form of the refractive-index distribution function for each scatterer. For analytic treatment, we have used an approximate form of the index function. In both cases, robust branched wave patterns in a wide range of system parameters with algebraic (power-law) tails in the distribution of the wave intensity have been observed or predicted, indicating that branched waves are a general phenomenon, regardless of the difference in the physical properties of the random scatterers. Our detailed analysis suggests that the origin of branched waves can be attributed to two basic phenomena: (1) break-up of wave by a single scatterer and (2) constructive interference of "broken waves" by multiple scatterers randomly located in the space. Note that these two phenomena are fairly "elementary" in wave physics, and we believe that they explain why branched waves should be a universal phenomenon in all kinds of wave systems. Although our computations and analysis are for optical waves, the physical insights should be applicable to many other wave systems in various areas of science and engineering. In electromagnetics, coherent multiple scattering of light through random media was studied extensively in the past, 22, 25, 26 although these studies were not directly pointed at the phenomenon of branched wave structures. A related phenomenon is Anderson localization of light in random media. In particular, a basic theory in the scattering of electromagnetic waves in random media is the scaling theory of localization, 27 where the scattering strength, characterized by the ratio of wavelength k and the math free path l, increases as l decreases. In the classical limit where k=l ( 1, phase correlation is weak so that the approximation of selfavoiding multiple scattering can be used. However, in the strong scattering limit, constructive and destructive wave interferences become dominant. In this case, one has k $ l, and the phenomenon of light localization emerges, similar to the phenomenon of Anderson localization in condensed matter physics. 28 In fact, Anderson localization of light was theoretically predicted 23, 24 and experimentally confirmed. [29] [30] [31] [32] The study of complex wave patterns in optical media and their underlying physical mechanism can have broader applications. For example, structural disorders are inherent to the fabrication process of many optical devices such as photonic crystals, 33, 34 and the occurrence of extremely high intensity wave branches can be detrimental to the device operation due to the random nature of the waves. Even worse, the existence of hot spots of excessive intensities associated with the branched wave structures can cause irreversible damage to the device. On the other hand, since the random, spatially localized disorders that we treat in this paper can have positive or negative refractive constants, our work may be relevant to the extremely active field of optical metamaterials 35, 36 and devices. From a different perspective, the possibility that branched waves with hot spots can be induced in realistic optical media implies potential applications in defense, where defeating adversarial systems using electromagnetic waves is of significant interest. Suppose an adversarial system that contains some optical media poses a threat. Inducing branched waves in the media may cause desirable damages to the intended operation of the system. A final remark is that, the algebraic scaling exponent c ¼ 3 in the intensity distribution of branched waves is obtained for Gaussian type of refractive-index distribution function or its approximation for random scatterers. Deviation from the Gaussian shape can cause the scaling exponent to be different. Thus, in general, we do not anticipate to observe the exponent value of 3 associated with branched waves. However, the algebraic scaling relation or the long-tail behavior is generic for branched waves arising in different fields.
