The characterisation of the brain as a "connectome", in which the connections are represented by correlational values across timeseries and as summary measures derived from graph theory analyses, has been very popular in the last years. However, although this representation has advanced our understanding of the brain function, it may represent an oversimplified model. This is because the typical fMRI datasets are constituted by complex and highly heterogeneous timeseries that vary across space (i.e., location of brain regions). We compare various modelling techniques from deep learning and geometric deep learning to pave the way for future research in effectively leveraging the rich spatial and temporal domains of typical fMRI datasets, as well as of other similar datasets. As a proof-of-concept, we compare our approaches in the homogeneous and publicly available Human Connectome Project (HCP) dataset on a supervised binary classification task. We hope that our methodological advances relative to previous "connectomic" measures can ultimately be clinically and computationally relevant by leading to a more nuanced understanding of the brain dynamics in health and disease. Such understanding of the brain can fundamentally reduce the constant specialised clinical expertise in order to accurately understand brain variability.
INTRODUCTION
The study of functional Magnetic Resonance Imaging (fMRI) is particularly important to healthcare as it has been bringing insights on many psychological constructs like motivation, attention, working memory, and others. These constructs are, in turn, very close to the symptoms and behavioural problems that many patients with various brain disorders experience everyday (e.g., apathy, impulsivity, and motor deficits). Although brain anatomical differences underlie brain function (i.e., they are the "substrate" of the brain function), it is the brain functionality within specific circuits that will determine how we all behave and function at the mental/psychological level. One considerable issue with fMRI and similar data (e.g., EEG/MEG scans) is that their timeseries are noisy and volatile, making it a very challenging type of data to analyse. Making simplifications on this data representation is then very helpful to easily remove the inherent complexity and highly dynamic information. 1 arXiv:2003.03290v1 [cs. LG] 29 Feb 2020 Accepted as a workshop paper at AI4AH, ICLR 2020
The fMRI timeseries are typically studied with correlational matrices and graph theory techniques. Although these approaches have significantly deepened our understanding of the brain function, they have also been limited by the oversimplification of the fMRI timeseries in terms of their spatial (i.e., brain location) and temporal architecture (i.e., timeseries). We believe that the last developments in Machine Learning (ML) and, in particular, Geometric Deep Learning (GDL), were not yet fully exploited in the analyses of fMRI datasets. Given the particularly high-dimensional nature of fMRI timeseries, more specific models that can leverage on the richness of such structure might improve our understanding of brain function in health and disease.
The aim of this paper is then to formulate and compare novel architectures based on GDL and convolutional operators to combine representations from the two components of fMRI data -spatial and temporal -into a single, deep learning model which can be trained for any prediction task. As a proof-of-concept, we will use the homogeneous and publicly available Human Connectome Project (HCP) dataset to predict binary sex. We hope our various comparisons and developed models can contribute to laying the groundwork for explicitly incorporating all the information from fMRI scans.
RELATED WORK
Our models take inspiration from the field of GDL to account for the spatial interrelationships between brain regions, and uses convolution operators to account for the temporal dynamics of fMRI data. The field of GDL has witnessed fast developments in recent years (Zhou et al., 2018; Wu et al., 2019) , making GDL architectures the natural modelling approach when analysing graphs. Graph Convolutional Networks (GCN) have been applied on brain connectivity data for sex classification (Arslan et al., 2018) , and Convolutional Neural Networks (CNN) have been successfully applied to the analysis of timeseries . Given the challenges inherent to fMRI data (e.g., sample size and noise), the number of DL applications is not as great as when looking for graph theory analysis; however, a number of studies have applied DL to fMRI data, including the classification of brain disorders using Siamese-inspired neural network (Riaz et al., 2020) , but without GDL layers.
A few papers have presented methods that leverage both spatial and temporal components in various domains such as skeleton-based action recognition (Yan et al., 2018) , and traffic forecasting (Diao et al., 2019) . These approaches usually define a single spatio-temporal convolutional block in which, for each timestep, one operation is performed across the graph. While such approaches are well suited for these specific problems (e.g., creation of meaningful embeddings on each timestep), they are conceptually less compatible with the analysis of brain data for a final prediction task.
PROPOSED MODEL

MODULAR ARCHITECTURE
Our models were developed using Pytorch (Paszke et al., 2019) and, for the GDL parts, in Pytorch Geometric (Fey & Lenssen, 2019) . Our architectures expect a graph-structured data as input, in which each node (i.e. brain region) corresponds to a single timeseries (i.e. the fMRI timeseries sampled in that brain region). The data for each sample consists of (1) a feature matrix X of size N × T , where N is the number of nodes, and T the length of the timeseries (cf. Section 4), and (2) a sparse or dense representation of the adjacency matrix. The sparse representation will have size of 2 × E, where E is the number of edges, while the dense representation will be the adjacency matrix A itself, with size N × N . Given that fMRI data can be noisy and prone to outliers, we normalised each timeseries through Robust Scaling. The overall architecture is summarised in Figure 1 .
TEMPORAL FEATURE EXTRACTION
We use 1D convolutional operations to create feature representations from the temporal dynamics in each node. We employed a CNN with 4 layers of 1D Convolution, 1D Batch Normalisation, and relu activation, whose hyperparameters can be seen in Appendix A. After these 4 layers, the features from all channels are flattened and passed through a linear transformation to reduce the spatio-temporal model. The first step creates embeddings for each node through 1D convolution operators, followed by a GCN layer to transform each node's features according to information passed from its neighbours. A final representation of the graph can be created either using a global averaging pooling, or using a hierarchical pooling. A final set of linear transformations is then applied to generate the final prediction representation to a fixed embedding of size 256. Overall, this compresses the original N × T feature matrix into an activation matrix H (1) of size N × 256.
We have also used strided Temporal Convolutional Networks (TCN), originally described by Bai et al. (2018) . This specific type of CNN is built on top of normal convolutional networks, but with increasing values of dilation as more layers are used. They are also considered causal convolutions because an output at a specific timestep is only convolved with elements from that timestep and earlier elements from the previous layer. We used weight normalisation, as well as a skip connection in each block, but to make it comparable with the CNN, the remaining hyperparameters are the same.
GCNS FOR SPATIAL INFORMATION SHARING
We explicitly allow for message passing (i.e. information exchange) across nodes. This messagepassing mechanism will update our previous activation matrix H (1) to a new activation matrix, H (2) . This preserves matrix size but updates each node with a share of information pulled from its neighbours. Effectively, this means that an operation is applied which is defined as a function of the previous activation matrix and of the adjacency matrix: f H (1) , A . In our architecture, this function f is implemented through the graph convolutional operator defined by Kipf & Welling (2016) as follows:
,D is the diagonal node degree matrix ofÃ, and W is a learnable weight matrix on the layer where the operator is applied.
POOLING MECHANISMS FOR DOWNSTREAM PREDICTION TASK
The activation matrix H (2) needs to be pooled in order to be employed in a final downstream prediction task. The simplest option is the adoption of a global mean pooling mechanism that averages the activation matrix for each feature dimension across all nodes. This transforms the activation matrix with size N × 256 to a final representation with size 1 × 256.
Under the assumption of locally-dependent degrees of importance (for the prediction task itself) across distinct nodes (i.e. brain regions), a hierarchical pooling representation might create richer embeddings. In other words, it might be desirable to account for different importances of brain regions according to the specific prediction task. We therefore implemented and included the option to employ the differentiable pooling operator introduced by Ying et al. (2018) , in which the operator learns how to sequentially map nodes to clusters on the graph until the generation of a final single node with the hierarchical representation. This differentiable pooling mechanism, at the l-th layer, can be defined as a function called DiffPool which receives an adjacency matrix and node embedding matrix, and returns a new adjacency matrix as well as new node embeddings:
This is achieved through the application of a graph neural network. Specifically, in DiffPool the same graph neural network architecture is duplicated and applied separately to create a new embedding Z, as well as an assignment matrix S as follows:
where S (l) will have size n (l) × n (l+1) , n (l) is the number of nodes in the l-th layer, and n (l+1) the (new) number of clusters in the following layer (i.e., 25% of the previous nodes). As recommended by the original paper (Ying et al., 2018) , we employed 3 layers of GraphSAGE (Hamilton et al., 2017) followed by a 1D batch normalisation, with a final skip connection. With these definitions, and as outlined in the original paper, we implemented two layers of DiffPool as described in the following two equations:
where X (l+1) has size n (l+1) × F (where F is the number of features), and A (l+1) has size n (l+1) × n (l+1) .
EXPERIMENTS
DATASET DESCRIPTION
We employed the Human Connectome Project (HCP) fMRI Data, which is made available as part of the S1200 PTN release 1 . 4 fMRI sessions of 15-minute multi-band acquisition (TR = 0.72s) were acquired and preprocessed by HCP for 1003 healthy subjects. A group-wise spatial independent component analysis (ICA) was run by HCP to obtain spatio-temporal decompositions at different dimensionalities, from which subject-and component-specific time series were extracted by dual regression. In this paper we employ the data projected onto 50 distinct spatio-temporal components, where each component represents one node.
EXPERIMENTAL SETUP
For each subject, we employed the four distinct sessions/samples per subject with 1,200 timesteps for each sample and component. We also did a further divisions where only 75 timesteps (approximately 1 minute of scan time) were considered per node, meaning 64 samples per person. We randomly downsampled the dominant class for balancing purposes, resulting in a dataset of 3,752 and 60,032 samples, respectively. Edge connections were defined as full correlations using the Ledoit Wolf covariate estimator available in the nilearn python package 2 . Our results are reported using a Stratified Group 5-fold cross validation with hyperparameter search (more details in Appendix A). We explored two thresholding strategies for the adjacency matrices: 5% and 20% thresholds in strength followed by binarisation. For comparison, we also report results using a XGBoost model on the correlation values only (cf. Appendix A). For ablation analysis, we provide results with and without a GCN layer. Table 1 summarises the results of the experiments. A further illustration of our results using the best spatio-temporal model (i.e. mean CNN GCN5) is illustrated in Appendix B. 
RESULTS
DISCUSSION AND CONCLUSIONS
Overall performance is comparable with previous papers dealing with sex prediction from fMRI data (Weis et al., 2019) . In this implementation, both TCNs and hierarchical pooling mechanisms did not provide advantages when compared to CNN and global averaging pooling, respectively. This can be seen as the high sensitivity is accompanied by a higher deviation on test folds, while also increasing the number of parameters to learn. Contrary to previous research on graph classification tasks, using a GCN layer did not beat the more established methods that only take a flatten representation into account (i.e. XGBoost). There is then a seemingly incompatibility between GDL models and temporal fMRI data which we think has not been addressed adequately so far. This likely indicates that the importance of all brain regions is fairly balanced for this particular prediction task; however, this assumption needs further exploration, especially in terms of data volume, as it is possible that the more complex spatial models may be too complex to be trained on this particular dataset. One interesting result that needs to be considered for future work, is the one when considering only binarised values over a threshold of 5% (i.e. xgboost bin 4split model), which shows that the spatial information of these graphs alone contains already sufficient information to achieve considerably good metrics. Given the superiority of global averaging pooling, we further hypothesise that the GCN layer could not achieve a clear improvement in performance as maybe nodes do not need to learn any further spatial structure as an averaged representation over all nodes is already enough for this prediction task. This could explain the inconsistent results between the two thresholding strategies, but additional analysis is needed for other brain spatial structures.
Although the XGBoost model on the flatten correlation values gives the best metrics, our results are a promising first step towards a stronger spatio-temporal representation of the brain. A clear next step can be inferred from the results when using only 75 timepoints per brain region instead of 1,200 (i.e., the 64split models): the metrics are comparable even though the dimensionality was heavily reduced. We conjecture that the high level of noise in such timeseries makes it difficult for the convolutional operators to learn meaningful representations, hence learning similar embeddings regardless of the amount of timepoints considered. So, other methods are needed to capture richer node embeddings (e.g., autoencoders or convolutions over the spatial domain). This is even more compelling as there is current research analysing how the brain connectivity changes throughout a single fMRI scan, instead of having a stationary behaviour (Preti et al., 2017) .
In conclusion, our architectures can be extendable to include, for example, any connectomic type of data (e.g., structural, multimodal, or gene co-expression). This could ultimately bring meaningful insights and personalised therapies that might emerge from the study of these connectomes, as for example the impact of drug responses and how pain variability is encoded in brain communication (Kucyi & Davis, 2015) . We feel that this comparative study can contribute to laying the groundwork for explicitly incorporating spatio-temporal information into every prediction task in neuroscience.
A HYPERPARAMETER INFORMATION
For the 1D convolutional layers, the kernel size is 7 (with weights initialised by sampling from a normal distribution N 0, 0.01 2 ), and the number of channels used by the convolutions are, in the following order: 1, 8, 16, 32, and 64. By using a padding of 3 and a stride of 2, the length of the timeseries is reduced by a factor 2 after each layer.
Our results are reported using a Stratified Group 5-fold cross validation within a train/validation/test setup. Within each training fold, one fifth of the data was employed as a validation set for hyperparameter search. Both the outer 5 folds, as well as the inner division between training/validation sets, account for the sex label and the information of the number of the scan (depending on the experiment each person could have been splitted in 4 scans or 64 scans) for balanced stratification purposes. Additionally, given that we employed repeated measures for each subject, we forced that no data from the same subject could be present in different folds at the same time to avoid data leakage. The hyperparameter search consisted of a grid of values of dropout (0, 0.5, and 0.7), learning rate (1e-4, 1e-5, and 1e-6), and weight decay (0.005, 0.5, and 0), in which the model with the lowest loss in the validation set was selected as the best model to be evaluated in the test set. We used a batch size of 500 over 30 epochs for all cases, except when using TCN (batch size of 400), and the split in 64 samples per person (batch size of 1000); all using the Adam optimiser.
When using the XGBoost model, the same cross validation procedure is applied. The hyperparameter search, in this case, consisted of a grid of values of min child weight, gamma, subsample, colsample bytree, and max depth. 
