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PROLOGUE 
 
The aim of this short manual is to provide the student of GEI (Grau 
d’Empresa Internacional) a thorough summary of the contents of Pre-
Mathematics, an introductory course for the subject Mathematics of GEI.   
This course, which does not form part of the curriculum of this degree, 
intends to homogenize the mathematical skills of students to the level 
required for the specific subjects in GEI in which the potential use of 
mathematics are needed. To this end, two of the most important aspects of 
this potential, such as derivatives of functions of one real variable and 
systems of linear equations, will be covered. 
The manual includes two sections. The first, Calculus, studies functions of 
one real variable by putting the emphasis on their applications to the 
calculus of maxima and minima points –generally called extreme points-; the 
second, Algebra, does the same with systems of linear equations with the 
aid of the elementary matrix theory. It is worth noting that each of the 
sections contains a short list of exercises which will be resolved in class. 
We include an appendix with the graphical representations of the most 
common functions and a brief example of Gauss's method of solving 
systems. Also at the end of the manual there are some bibliographic 
references of interest and a glossary of terms to help the student to find 
the most important concepts that are quoted here. Finally, it should be 
mentioned that this document has been filed in the Digital Repository of 
the UB (OMADO Collection) and that its contents, as well as the mistakes 
that may be found, are the sole and exclusive responsibility of the author. 
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SECTION I: Calculus 
 
1. FUNCTIONS OF ONE REAL VARIABLE 
 
1.1. Function of One Real Variable and Domain  
 
Definition: A function of one real variable (function for short) is an 
application of the type: 
  
fA
x A f x y
 
   
R R
R
 
where R  is the set of all real numbers and A  R  is its domain.1 
 
Example: Find the domain A  R  of the functions: 
a. 3y x        b.  
2
5
x
y
x



       c.  
ln
x
y
x
       d.  
1
ln
1
x
y
x
 
  
 
. 
SOLUTION: a) In this case the domain is the whole real straight line 
A  R  since every real number has a cubic root. 
b) Now the domain of definition is all the real numbers except 5 since we 
cannot divide by zero. Therefore:      : 5 ,5 5,A x x      R .2 
c) The domain will be formed by the real numbers x  that support natural 
logarithm, i.e.,  0x  and  1x :  : 0, 1 0,1 1,A x x x             R . 
d) In this case, the domain contains the real numbers x  such that: 
Equivalent Equivalent
1 0 and 1 0 1 and 1
1
0 or or
1
1 0 and 1 0 1 and 1
x x x x
x
x
x x x x
         
    
     
             
. 
Therefore:  : 1 or 1 , 1 1,A x x x                R . 
                                         
1 The domain is formed by the points of R  that have image by the function. 
2 The open interval  ,a b  contains all the real points that lie between a  and b . 
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1.2. Limit and Continuity of a function 
 
1.2.1. Limit of a Function 
 
Definition: fA  R R  has a limit LR  at a point a R  (which does 
not necessary belong to its domain) and we put: 
 lim
x a
L f x

  
if we can make the images  f x  as close to L  as we want for all x A  
sufficiently close to (but not equal to) a A . 
 
Examples: a) 
2
lim 2
x
x

 :3  
 
b)  
0
lim sin / 1
x
x x

 :4 
 
 
One example in which the limit does not exist is   1/f x x  at 0a  : 
 
                                         
3 Moreover, this function is also continuous in 2a   (see next page). 
4 Note that 0 does not belong to the domain of this function. 
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1.2.2. Continuity of a Function 
 
Definition: fA  R R  is continuous at a A  provide that: 
   lim
x a
f x f a

 .5 
 
Note that if a function is continuous at a certain point, this point must 
belong to the domain of the function. Consider, for example, the function:   
 
sinx
f x
x
 . 
Although it has limit at 0, it is not continuous because it has no image at 0. 
Remember now that a function may present three types of discontinuities: 
 
Definition: fA  R R  has at a A : 
1. A removable or point discontinuity when the limit of the function exists 
but it is not equal to its image. Example: 
 
sinx
f x
x
  at 0a  . 
2. A jump discontinuity in the case that the two one-sided limits exist but 
they are not equal. 6 Example: 
  1/
1
1 x
f x
e


 at 0a  .7 
3. An asymptotic discontinuity if either of its one-sided limits does not 
exist. Example: 
 
1
1
f x
x


 at 1a  . 
                                         
5 We can generalize this saying that one function is continuous “over a set” of real 
numbers if it is continuous at each of its points. 
6 The two one-sided limits appear when the variable x approaches, either to the left or to 
the right, to the point where the limit is calculated. In this case, the jump of the function 
at this point would be the difference in positive (absolute value) between these limits.  
7 This function has left limit equal to 1 and 0 as a right limit and, thus, a jump equal to 1. 
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Consider this example: 
 
Example: Study the discontinuities of the functions: 
a.  
  
2
2
6
3 1
x x
f x
x x
 

 
. 
b.  
1
xf x e . 
SOLUTION: a) Since the domain of the function is: 
 : 3A x x   R  
this function is continuous at any point of the real line except 3a    where 
it is not defined. As for the existence of the limit at this point, because 
3a    is a root of the polynomial   2 6 3 2x x x x     , we have: 
  
  
  
2
22 23 3 3
3 26 0 2 5
lim lim lim 0.5
0 1013 1 3 1x x x
x xx x x
xx x x x  
    
       
    
. 
Hence the function has an removable discontinuity at 3a   .8 
b) Due to the fact that the domain of this function is: 
 : 0A x x  R  
we have that it is continuous at any point different to 0a  , on which the 
function is not defined. Let’s analyze the discontinuity at this point through 
the two one-sided limits. Since the left limit is: 
11
0
1
0
0
1 1 1
lim 0
0
x
x
x
L e e e
e
 
 


 
         
 
 
and the right-limit is equal to: 
11
0
2
0
0
1
lim
0
x
x
x
L e e e 



 
        
 
 
we conclude that this function has an asymptotic discontinuity at 0a  . 
                                         
8 We can calculate this limit using L’Hôpital’s rules listed below in this manual. 
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1.3. Derivative of a Function 
 
Definition: fA  R R  is differentiable at a A  provide that the limit 
of the difference quotient: 
   
 lim '
x a
f x f a
f a
x a

 

R  
exists being the number  'f a  the derivative of the function at a A .9  
 
Geometrically speaking the derivative of a function at a point is the slope 
of the tangent to the function at this point. Graphically: 
 
Thus,  ' tanf a   and the equation of r  is:      'y f a f a x a    . 
 
Example: Find the tangent at 1a   to the function    3 /f x x x  . 
SOLUTION: As   2' 3/f x x   and   ' 1 3f  ,10 this equation will be: 
       1 ' 1 1 2 3 1 3 5y f f x x x          . 
Graphically: 
 
                                         
9 We can prove that each differentiable function at a point is always continuous. 
10 This derivative has been obtained using the table and the derivation rules listed on the 
next page. 
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1.3.1. Calculating Derivatives 
 
In the process of calculating the derivative  'f x  of fA  R R  we 
must bear in mind the following table: 
 
 f x   'f x  
c , being c R  0 
ax , being 0a   1aa x   
lnx  1/x  
xa , being 0a   lnxa a  
sinx  cosx  
cosx  sinx  
tanx   2 21 tan  1/cosx x   
arctanx   21/ 1 x  
 
Applying this table with the basic derivation rules such as: 
         ' ' 'f x g x f x g x   . 
     ' 'a f x a f x   , being a R  constant. 
             ' ' 'f x g x f x g x f x g x     . 
     
       
 2
' '
/ '
f x g x f x g x
f x g x
g x
  
 , when   0g x  . 
         ' ' 'f g x f g x g x  .11 
we can find the derivatives of all elemental functions.12 
                                         
11 This rule is known as the chain rule. 
12 An elemental function is a function built up from a finite quantity of exponentials, 
logarithms, powers, trigonometric functions and constants using the composition of 
functions and the four fundamental arithmetic operations. 
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Let's look at a few examples of derivatives: 
 
Example: Calculate the derivatives of: 
a. 2
2 3
x
x x
y
e

 . 
b.  ln ln 1y x  . 
c. 2sin 1y x  . 
d.  2tan 2y x . 
e.  
sin2 1
x
y x  . 
SOLUTION: a) In this case we have: 
     
 
    
2 2 2
2
2
2
2 2
2 2
3 2
2 3 3 2 2 3 2 3
'
2 6 2 3
.
x x x
xx
x
x e x x e x e x x x x
y
ee
x x x
e
         
  
   

 
b) Applying the chain rule we can write: 
 
     
1 1 1 1 1
' 1
1 ln 1ln 1 1 2 1 2 1 ln 1
y
x xx x x x x
   
              
. 
c) As in the previous case: 
2
2
2 2
1 cos 1
' cos 1 2
2 1 1
x x
y x x
x x
  
     
  
. 
d) In this case:   
 
2 2
2 2
4
' 1 tan 2 4
cos 2
x
y x x
x
    . 
e) Now with the natural logarithm:    
sin2 2ln ln 1 sin ln 1
x
y x x x      and 
the aid of the chain rule we can deduce that: 
   2 2
' 2
ln ' cos ln 1 sin
1
y x
y x x x
y x
     

. 
Thus: 
   
sin2 2
2
2 sin
' 1 cos ln 1
1
x x x
y x x x
x
 
     
 
. 
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1.4. Applications of Derivatives 
 
1.4.1. L’Hôpital’s Rules 
 
L’Hôpital’s rules basically affirm that: 
 
 
 
 
 
 
L'Hôpital
'0
lim , lim lim
0 'x a x a x a
f x f x f x
g x g x g x  
 
   
 
.13 
 
Example: Calculate the following limits: 
a. 
2
31
3 2
lim
1x
x x
x
 

    b. 
20
1 cos
lim
x
x
x

   c. 
2ln
lim
x
x
x
   d. 
2
1
2 4
2
1
lim
2 1
x
x
x
x


 
 
 
. 
SOLUTION: a)  
2
3 21 1
3 2 0 2 3 1
lim L'Hôpital lim
1 0 3 3x x
x x x
x x 
   
     
  
. 
b)  20 0 0
1 cos 0 sin 1 sin 1 1
lim L'Hôpital lim lim 1 .
0 2 2 2 2x x x
x x x
x x x  
  
        
 
 
c)  
 2 1 /ln ln 1 /
lim 2 lim L'Hôpital 2 lim 2 0
1 1x x x
xx x
x x  
    
         
   
. 
d) Due to the fact that 1  is an indetermination we will calculate this limit 
using the natural logarithm of L :14 
 
   
 
  
2
2
1
2 4
22 2
2
22
2
22 2
1
ln
2 11 0
limln lim L'Hôpital
2 1 4 0
2 2 1 1 22 1
1 2 1 2 2 2 1
lim lim .
2 102 1 2 1
x
x x
x x
x
xx
L
x x
x x xx
x x x x
x x x x

 
 
 
 
          
    
    
          
 
 
Therefore: 
2
1
12 4
10
2
1
lim
2 1
x
L
x
x
e e
x


 
  
 
. 
                                         
13 Obviously the two functions must be derivable if we want to apply these rules. 
14 Thus the limit we are looking for will be equal to Le  due to the properties of logarithms.  
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1.4.2. Increase and Decrease of a Function 
 
In general, the sign of the derivative of a function will allow us to decide 
whether the function is increasing or decreasing.  
 
Definition: The function fA  R R  at a point a A  is: 
1. Increasing if there is an open interval  ,a r a r A    such that, for 
any point  ,x a r a r   : 15 
   
   
implies
x a f x f a
x a f x f a
 
 
  
 
2. Decreasing if there is an open interval  ,a r a r A    such that, for 
any point  ,x a r a r   : 
   
   
implies
x a f x f a
x a f x f a
 
 
  
 
 
Graphically: 
 
 
As we can see in the first case the function  f x  is increasing at point a  
while in the second it is decreasing.16  
                                         
15 The open interval ,a r a r     is the environment of the point a  of radius 0r  . 
16 The “local” concept of increasing or decreasing function at one point leads, naturally, to 
the “global” concept of increasing or decreasing function over a set: the function is labeled 
so if this happens at each of the points in the set. 
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1.4.2.1. Relationship between the Increase of a Function and Derivatives 
 
Theorem: Let fA  R R  be derivable in A  R . If: 
a. For any x A  we have 
 
 
' 0
' 0
f x
f x
  
 
  
 then  f x  is 
increasing
decreasing
 
 
 
 in A. 
b.  f x  is 
increasing
decreasing
 
 
 
 in A then 
 
 
' 0
' 0
f x
f x
  
 
  
 for any x A . 
 
Note that (b) is not exactly equal to the reciprocal of (a).17 Note that the 
problem of the increase of a derivable function is resolved if its derivative 
is different from zero.18 Let's look at an example: 
 
Example: Determine the intervals of increase and decrease of: 
a.   2f x x    b.   3f x x    c.   2
1
1
f x
x


. 
SOLUTION: a) In this case as  ' 2f x x , we conclude that the function is 
increasing for any 0x   and decreasing when 0x  ; at the point 0, the 
previous theorem does not decide.19 b) Now as   2' 3f x x , the function is 
increasing for any 0x  ; as before the above theorem does not decide at 
0 either.20 c) Since:    
22' 2 / 1f x x x   , the function is increasing in 
case that 0x   and decreasing if 0x  .21 
                                         
17 The reciprocal of a property such as “A implies B” is “B implies A”. 
18 The points that make zero the derivative of a function are called stationary or critical 
points. It is worth noting that a critical point can be a minimum, a maximum or an inflection 
point of the function. 
19 0 is a minimum of the function. 
20 0 is an inflection point. 
21 At 0 the function has a maximum. 
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1.4.3. Extreme Points of a Function 
 
In economics extreme points of a derivable function (maxima and minima) 
are essential.22  
 
Definition: fA  R R  has at the point a A : 
1. A global maximum if:  
    f x f a , for any x A . 
2. A global minimum if: 
   f a f x , for any x A . 
3. A local maximum if there exists an environment of a A  such that: 23 
   f x f a , for any x A  belonging to this environment.  
4. A local maximum if there exists an environment of a A  such that: 
   f x f a , for any x A  belonging to this environment. 
 
Graphically: 
 
In this case point a  is a local minimum whereas point b  is a local maximum 
and c  is a global minimum. In economics we call extreme point any point 
that satisfies one of the above definitions.  
                                         
22 In fact there is a branch in economics called “Economic Optimization” whose aim is to 
determine the extreme points of economic functions of one or more variables with or 
without additional constraints. 
23 See page 12 for a definition of environment. 
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1.4.3.1. Relationship between Extreme Points and Derivatives 
 
As we shall see below, the knowledge of the successive or high-order 
derivatives of a function will allow us to find their local extreme points.24 
By definition the successive derivative of order n of fA  R R  is given 
by the recurrent equality: 
        1 'n nf x f x . 
Taking this into account we can affirm: 
 
Theorem: If at a critical point a A  of fA  R R , the first non-zero 
derivative is an even derivative, i.e.: 
         1' 0 i 0n nf a f a f a    , where 1n   is even then: 
   
   
implies
0
0
n
n
f a
a
f a
 

 
is a local 
  
 
  
minimum
maximum
 of  f x .25 
 
Example: Examine whether  
2
1
x
f x
x


 has local extreme points. 
SOLUCIÓ: The critical points of this function are 0 and 2 since: 
     
2 Solution0 ' 2 / 1 0,2f x x x x x       
and: 
       
3 implies'' 2/ 1 '' 0 2 0 and '' 2 2 0f x x f f        . 
Thus we conclude that 2n   and, consequently, 0 is a local minimum and 2 is 
a local maximum  f x .26 
                                         
24 Determining the global extreme points can sometimes be quite complicated. 
25 If n is odd, we have not extreme points but inflection points. 
26 Sometimes the 2nd derivative is not enough and we have to resort to higher-order 
derivatives to be sure if we have an optimal (see exercise 3, page 19).  
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Let's look at an economic application: 
 
Example: A company dedicated to the commercial exploitation of a certain 
motorway charges a toll of €7 per vehicle. Taking into account that the 
staff costs are €6,000 per day and that maintenance and depreciation per 
car is given as: 
 2 /5584 €x  
where the variable x  denotes the number of vehicles circulating per day 
determine: (a) The cost function as well as the income and profit functions 
of the company per day. (b) The number of vehicles that maximize these 
profits as well as their value. (c) The range of profitability per day of the 
company. 
SOLUCIÓ: a) Since the income and cost functions are: 
  7I x x   and       2 /5584 6000C x x x     
we deduce that the profit function per day will be: 
        21/5584 5 6000B x I x C x x x      . 
b) Since: 
    implies0 ' /2792 5 13960B x x x        and   '' 1/2792 0B x     
we have that 13,960 vehicles maximize the daily profits. We must note that 
the extreme value of profits will be:  13960 31692€B  .27 
c) The range of daily profitability is given by the roots of the equation: 
 
2
Solution
1 20 5 6000 1256.52 and 26663 .455584
x
BT x x x x        . 
Thus the company will make a profit when a number of vehicles between 
1257 and 26663 use the motorway. 
                                         
27 We define the extreme value of a function as the value that it gets at an extreme point. 
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1.4.4. Elasticity of a Function 
 
In general, economists usually work with relative increments everywhere.28 
Thus, if we change the two absolute increments that appear in the 
difference quotient of derivative: 
a x a    and            f a f x f a x a a f a a f a            
by the corresponding relative increments: 
a x a
a a
 
  and 
 
 
   
 
   
 
f a f x f a f a a f a
f a f a f a
    
   
we can define: 
 
Definition: The elasticity of fA  R R  at a A , providing it exists, is: 
 
 
   
 
0
lim : 'x
a
f a a a
E f a f a
f a a f a 
  
    
 
R . 
 
Graphically the absolute value of the elasticity is  x
AC
E f a
AB
  where: 
 
As a consequence we have three types of elasticity: 
Rigid
Unitary
Elastic
 
 
 
 
 
 elasticity  when    is  1xE f a
 
 
 
  
.29 
                                         
28 Inflation is said to have risen 0.5% or that the interest rate has dropped 1%. 
29 For instance, let  q f p  be a demand function associated to an economic good. If 
small variations in its price p cause large variations i the quantity demanded q, we say that 
this product has an elastic demand. If the opposite, we have rigid demand. Finally, when 
the variations of p and q are similar we have unitary demand. 
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We are going to analyze an economic application of elasticity:30 
 
Example: If   2650 5q q p p p     is a demand function of a good: 
a. Calculate its elasticity at the price level of 10€p  . 
b. Determine approximately the rate of change on the demanded quantity 
if this price increases 2%. 
SOLUTION: a) In this case the elasticity  10pE q  will be: 
 
 
       ' 5 2
10 10
10 ' 10 10 25 0.5
10 500
q p p
p pE q q E qq
 
        . 
Thus, the demand function has rigid elasticity at the price level 10€p  .31 
b) Note that if the price 10€p   increases 2% we will have: 
2% 0.02
p
p

  . 
Considering that this relative increment is small we may estimate the rate 
of change on the demand of 500q   units at the level price of 10€p   
taking into account the approximation: 
   impliesp p
q
q pq
E q p E q p
q pp
p
 
 
   
 
 
 
.32 
Accordingly we have: 
 
 
 
0.02 i 0.5
0.02 0.5 0.01 1%
p
p
E q p
p
p
pq q
E q p
q p q

   
        
 
. 
Thus, the quantity demanded of 500q   units at price 10€p   decreased 
approximately 1% when the price rises 2%. 
                                         
30 “Price elasticity of demand”. 
31 It is worth noting that the goods that are basic necessities usually have rigid demand.  
32 This approximation is directly obtained from the precedent definition of elasticity. 
 19 
1.5. Exercises 
 
1. Any continuous function is always differentiable? Reason the answer.         
2. Calculate the tangent lines to the following functions at the points 
mentioned: 
    a. / 2xf x e x  , at 0x  .   2b. sinf x x , at x  . 
3. Study the increase and the existence of extreme points of: 
    4 3
1
a. 5
4
f x x x   .     b. 
1
xe
f x
x


.    c.  
ln
x
f x
x
 . 
4. A bookstore receives a book from a publisher at a unit cost of €7 and 
sets the selling price of €15. At this price the bookstore has sold 1,000 
books per month. In order to stimulate sales, the bookstore is going to 
reduce the selling price knowing that, for every € of reduction in the 
price, it might sell 200 more books per month. Under these conditions, 
determine the number of books to sell each month, and its selling price, 
in order to maximize profits. 
5. A firm has 20,000 m2 of land to build industrial plants. In order to level 
off and prepare the land, it has to rent a machine with the following 
costs and restrictions: 
 The rental of each machine is €10,000 per hour. 
 Every machine levels off and prepares 25 m2 of land per hour. 
 To operate the machines 20 workers are required at a cost of 
€1,000€ per hour and worker. 
 The cost of transporting each machine is €40,000  
Under these conditions calculate the number of machines to hire in 
order to minimize the total costs. 
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SECTION II: Algebra 
 
2. MATRICES AND SYSTEMS OF LINEAR EQUATIONS 
 
2.1. Matrices and Determinant of a Square Matrix 
 
2.1.1. Matrix of Real Coefficients 
 
Numerical matrices are the fundamental tool that allows us to solve 
systems of linear equations from a general point of view. We can say that:  
 
Definition:  A numerical matrix (matrix in short) of order m n  is an array 
of numbers, called coefficients, arranged in m rows and n columns: 
11 1
1
n
m mn
a a
A
a a
 
 
  
 
 
. 
The coefficients iia  form the so-called main diagonal of A. If the number 
of rows equals the columns, i.e., m n , the matrix A is a square matrix. 
 
An example of matrix of order 2 3  would be:  
0 1 7
4 3 11
A
 
  
 
. 
A remarkable case of square matrix will be: 
cos sin
sin cos
A
 
  
 
 
 
, where  R .33 
                                         
33 From a geometric point of view, this matrix is associated with a rotation in the plane of 
angle  counter-clockwise. 
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2.1.2. Determinant of a Square Matrix 
 
A fundamental characteristic of any square matrix is its determinant 
denoted by: detA A .34  As for applications we have interest here in 
determinants of order 2 2  and 3 3 .35 We can calculate all these 
determinants through the following rules:36 
 11 12
11 22 21 12
21 22
a a
a a a a
a a
  . 
  
11 12 13
21 22 23 11 22 33 12 23 31 21 32 13 31 22 13 21 12 33 32 23 11
31 32 33
.
a a a
a a a a a a a a a a a a a a a a a a a a a
a a a
     
 
Example:  Calculate the determinant of the following matrices: 
cos sin
a. 
sin cos
A
 
 
 
  
 
, for any  R .      
0 1 2
b. 5 3 0 .
4 1 2
A
 
 
  
   
 
SOLUCIÓ: a) Applying Sarrus’s first rule we have: 
  2 2
cos sin
cos cos sin sin cos sin 1
sin cos
A         

 
     
 
.37 
b) In this case: 
 
           
0 1 2
5 3 0 2nd. Sarrus's rule
4 1 2
0 3 2 1 0 4 5 1 2 4 3 2 5 1 2 1 0 0 24.
A

  
 
                        
 
                                         
34 The definition of determinant is a complex matter and we do not provide it here. In fact 
you can find it in any linear algebra text. 
35 It is worth noting that the calculation of high-order determinants comes from general 
properties of the calculation of determinants of order 3 3  (see Exercises 1 and 2 of this 
Section). 
36 Called Sarrus’s Rules. 
37 Note that the value of the determinant does not depend on the angle of rotation  . 
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2.2. Rank of a Matrix 
 
2.2.1. Sub matrix and Minor of a Matrix 
 
Another basic key of the matrix theory that we have to bear in mind is the 
rank of a matrix. To deal with this, we must previously introduce the 
concepts of sub matrix and minor of a matrix. By definition: 
 
Definition: Let A be a matrix of order m n . In general: 
1. A sub matrix of A is any matrix obtained from A by deleting 0 'm m   
rows and 0 'n n   columns. 
2. A minor of A is the determinant of any square sub matrix of A. 
 
For instance, 
0 1
4 1
 
 
 
 is a sub matrix of 
0 1 2
5 3 0
4 1 2
A
 
 
  
   
.38 
 
Example: Calculate the minors associated to the main diagonal of: 
0 1 2
5 3 0
4 1 2
A
 
 
  
   
.39 
SOLUTION: The minors of order 1 are the proper coefficients of the main 
diagonal: 0,  3 i 2 . Those of order 2 are: 
0 1 3 0 0 2
5,  6 and 8
5 3 1 2 4 2

   
  
 
and the sole minor of order 3 is the determinant of the matrix: 24A  . 
                                         
38 The 2nd row and the 3rd column from A have been deleted. 
39 These minors are called principal minors. 
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2.2.2. Rank of a Matrix 
 
In general: 
 
Definition: The rank of a matrix A, denoted by rankA , is the greatest 
order of their non-zero minors.  
 
For example, the rank of 
0 1 2
5 3 0
4 1 2
A
 
 
  
   
 is 3 since 24 0A   . 
 
Example: Calculate the rank of: 
a. 
2 1 1
2 0 5
0 1 6
A
 
 
  
  
.     b. 
1 0 3 2
1 4 2 2
0 4 5 1
A
 
 
  
 
 
. 
SOLUTION: a) In this case: 
implies
2 1 1
2 1
2 0 5 0 and 2 0 rank 2
2 0
0 1 6
A A

      

. 
b) Now the rank of A may be a maximum 3 since it has 3m   rows. 
However, it is at least 2 since we have a non-zero minor of order 2: 
1 0
4 0
1 4

   . 
Due to the fact that the determinant of the square sub matrix formed by 
the 1st, the 2nd. and the 4th rows is different from 0 we conclude that:40 
implies
1 0 2
1 4 2 4 8 8 4 0 rank 3
0 4 1
A

          . 
                                         
40 Note that the determinant formed by the first three columns is 0. 
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2.3. Systems of Linear Equations 
 
Definition: Any system of linear equations (system from here onwards) is a 
set of equations of the form: 
11 1 12 2 1 1
21 1 22 2 2 2
1 1 2 2
. . . . . . . . . . . . . . . . . . . . . . . . . .
n n
n n
m m mn n m
a x a x a x b
a x a x a x b
a x a x a x b
       

      


       
 
where the numbers 
ija  are the coefficients, the variables jx  are the 
unknowns and the numbers 
ib  the constant terms. Any set 
0 0
1 , , nx x R  of 
n numbers satisfying the m equations is said to be a solution of the system. 
If a system has a solution it is said to be a consistent and inconsistent 
otherwise. Moreover, if the solution of a compatible system is unique, we 
say that the system is independent and dependent otherwise.41 
 
In order to determine whether a system has solutions or not, as well as 
their values in the case that they exist, matrix theory plays an important 
role. Here we will only deal with systems of 2 or 3 equations.  
 
Example: Check that 0 0 01,  2,  3x y z    is a solution of 
2 0
2 1
3 6
x y z
x y z
x y z
   

  
    
 
SOLUTION: 42 It is clear since: 
0 0 0
0 0 0
0 0 0
2 1 2 2 3 0
2 2 1 2 3 1
3 1 2 3 3 6
x y z
x y z
x y z
      

      
        
 
                                         
41 A consistent system has either a unique solution or infinite solutions. 
42 We will prove later that this system is independent which means that this solution is the 
sole solution of the system. 
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2.3.1. Matrix and Augmented Matrix associated to a System 
 
The basic tool in the search of the solution of a system is the theorem of 
Rouché. Before presenting it we need to consider the following concepts: 
 
Definition: The matrix and the augmented matrix of a system: 
11 1 12 2 1 1
21 1 22 2 2 2
1 1 2 2
. . . . . . . . . . . . . . . . . . . . . . . . . .
n n
n n
m m mn n m
a x a x a x b
a x a x a x b
a x a x a x b
       

      


       
 
are respectively the matrices: 
11 1
1
n
m mn
a a
A
a a
 
 
  
 
 
 and  
11 1 1
1
;
n
m mn m
a a b
A B
a a b
 
 
  
 
 
. 43 
 
Example: Find the matrix and the augmented matrix of: 
2 0
2 1
3 6
x y z
x y z
x y z
   

  
    
 
SOLUTION:  
It is clear that the matrix of this system is: 
1 2 1
2 1 1
1 1 3
A
 
 
  
  
 
and thus the augmented matrix will be: 
 
1 2 1 0
; 2 1 1 1
1 1 3 6
A B
 
 
  
   
. 
                                         
43 Note that the matrix of a system is the matrix formed by its coefficients while the 
augmented matrix is obtained adding the column of the constant terms to this matrix. 
Thus the matrix of a system is always a sub matrix of the corresponding augmented 
matrix. 
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2.3.2. Theorem of Rouché  
 
The theorem of Rouché44 put in relation the concepts of rank of a matrix 
and consistent system. Indeed:  
 
Theorem of Rouché: A system of linear equations with associated matrix A 
and augmented matrix  ;A B  with n  unknowns is: 
a. Consistent if and only if  rank rank ;A A B .45 
b. Consistent and independent if and only if  rank rank ;A A B n  . 
c. Consistent and dependent if and only if  rank rank ;A A B n  .46 
 
Example: Prove that 
2 0
2 1
3 6
x y z
x y z
x y z
   

  
    
 is consistent and independent. 
SOLUTION: We have already seen above that this system is a compatible 
system, i.e., it has a solution since 0 0 01,  2 and 3x y z    satisfies the 
three equations. Moreover, the rank of the system is equal to the number 
of unknowns 3n   because: 
 implies
1 2 1
2 1 1 11 0 rank rank ; 3
1 1 3
A A A B

       

. 
According to the theorem of Rouché we conclude that this system is 
determined. 
                                         
44 Also called theorem of Rouché-Fröbenius. 
45 This value is called rank of a system. Thus the only systems having rank are consistent 
systems. 
46 We call degree of freedom of a consistent system to the difference between the 
number of unknowns and the rank of the system. Note that the rank of a consistent 
system is always less than or equal to the number of its unknowns and that any consistent 
and independent system has a degree of freedom equal to 0. 
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2.3.3. Solving a Consistent System: Cramer’s Rule 
 
The theorem of Rouché resolves the question of the existence of a solution 
of any system but does not tell us what it is. Now we are going to study a 
systematic method associated to Cramer’s systems that enable us to find 
the solutions of every consistent system. Formally, a system is called a 
Cramer’s system if it is consistent, independent and with an associated 
square matrix.  
 
Proposition: The sole solution of Cramer’s system with n unknowns is: 
1 20 0 0
1 2
,  , ,  nn
A A A
x x x
A A A
    
where 
iA  is the square matrix obtained from the matrix of the system A 
by replacing its “i” column with the column of the constant terms. 
 
Example:47 Calculate the solution of the Cramer’s system 
2 0
2 1
3 6
x y z
x y z
x y z
   

  
    
 
SOLUTION:    0 1
0 2 1
1 1 12 1 6 6
1 1 1 1
11 11
6 1 3
x A
A

   
      
 
 
 
0 2
1 0 1
1 1 3 12 1 6
2 1 1 2
11 11
1 6 3
y A
A
   
      
 
 
 
0 3
1 2 0
1 1 6 2 24 1
2 1 1 3
11 11
1 1 6
z A
A

   
     
 

. 
                                         
47 We resolve this system through the alternative Gauss’s method in the Appendix. 
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2.3.3.1. Cramer’s Rule and Equivalent Systems 
 
The basic idea that underlies the Cramer’s rule consists in transforming any 
consistent system into an “equivalent” Cramer’s system.48 To this end we 
have first to consider the degree of freedom of a consistent system: 
Degree of freedom impliesrank rangk n A A n k      . 
This means that a non-zero minor of degree n k  of the associated matrix 
of the system A will exist. The next step is to eliminate the equations of 
the system that do not form part of this minor and to consider further the 
k  unknowns left outside as parameters.49 The remaining system with n k  
unknowns and k  parameters is of Cramer and equivalent to the initial one.  
 
Example: Resolve the system 
2 0
2 1
3 2 1
x y z
x y z
x y z
   

  
   
. 
SOLUTION: Note that this system is consistent and dependent with a 
degree of freedom equal to rang 3 2 1k n A     .50 Since: 
rang 3 1 2A n k      and 
1 2
5 0
2 1

   
this system is equivalent to the Cramer’s system: 
2
2 1
x y
x y


   

   
 , with z  R  as a parameter. 
Thus the solution of this system and also the initial is: 
1 2
0 0 0
2 11 2 1 3 1
,  and .
1 1 2 15 5 5 5
A A
x y z
A A
  

 
   
         
 
R . .
 
                                         
48 Two systems are called equivalent if they have the same solutions. 
49 Roughly speaking a parameter is a variable that acts as if it were a constant. 
50 Note that the 3rd. equation is equal to the difference between the 1st. and the 2nd. 
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In the next example we resolve a system with parameters: 
 
Example: Resolve the system for any value of the parameter a R : 
 
1
0
1 1
x y
ay z
x a y az a
  

 
     
 
SOLUTION: First we calculate the determinant of the associated matrix: 
   2
1 1 0
0 1 1 1 1
1 1
A a a a a a
a a
      

. 
Accordingly we have a Cramer’s system for any 0,1a   with solution:51 
 0
1 1 0
1
0 1
1 1
1 1
a
x a
a a a
a a a
  
 
 
, 
 0
1 1 0
1 1
0 0 1
1 1
1 1
y
a a a
a a

  
 

  
and 
 0
1 1 1
1
0 0
1 1
1 1 1
a
z a
a a a
a a
  
 
 
.52 
On the other hand if 0a   we have the consistent system: 
1
0
x y
z
  


 
Considering the variable x  R  as a parameter the solutions will be: 
0x  R , 0 1y    and 0 0z  . 
Finally in the case 1a   it appears to be an inconsistent system since: 
 
1 1 0 1 1 0 1
rank rank 0 1 1 2 rank ; rank 0 1 1 0 3
1 2 1 1 2 1 2
A A B
   
   
       
   
   
. 
                                         
51 Strictly speaking we have a Cramer’s system for any value of the parameter different to 
0 and 1. 
52 Note that the solution depends on the value of the parameter a. 
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Let’s now look at this economic application: 
 
Example: A craft maker uses three machines to make three toys A, B and C 
that sell for the unitary prices of €30, €40 and €70. If the time each 
machine needs to produce each toy as well as the global time available is 
shown in the table: 
Time A B C Total 
Machine 1 1h 2h 3h 80h 
Machine 2 1h 3h 5h 120h 
Machine 3 2h 5h 8h 200h 
 
find the production of A, B and C, which using up the global time, provides 
an income of €1,900. 
SOLUTION: If x, y and z are the quantities of A, B and C that uses up the 
global time it is necessary that: 
2 3 80
3 5 120
2 5 8 200
x y z
x y z
x y z
   

  
   
 
Since the 3rd equation is the sum of the other two, it is a system 
compatible and undetermined equivalent to Cramer’s system: 
2 80 3
3 120 5
x y
x y


  

  
, where z  R  is a parameter. 
It is easy to see that their “economic” solutions are: 
0 0 0 and 40 2x z y     , where 0 20  . 
Finally due to the fact that the income of €1900 satisfies the equality: 
implies
0 0 01900 30 40 70 2 1600 15x y z          
the craft maker must produce and sell 15 toys of type A and C, and 10 toys 
of type B in order to obtain an income of €1900. 
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2.4. Exercises 
 
1. Calculate the determinant of: 
0 3
a. 2 5
0 1
a
a
a
 
 
 
 
 
, for any a R .     
2 3
2 3
2 3
1 1 1 1
1 2 2 2
b. 
1 3 3 3
1 4 4 4
 
 
 
 
 
 
 
. 
Are these matrices regular? Reason the answer.53 
2. Calculate the rank of: 
1 1 1
a. 0 1 0
3 1 2
 
 
 
 
 
       
2 4 2 2
b. 1 1 1 0
2 1 2 1
  
 
  
   
      
3 4 2 7
2 3 3 2
c. 
5 7 3 9
2 3 2 3
 
 
 
 
 
 
. 
3. Prove that any homogeneous system is always consistent.54 Is it always 
independent? Reason the answer.  
4. Resolve, if it is possible, the following systems: 
1
a. 3 0
2 3 1
x y z
x z
x y z
  

 
   
 
2 0
b. 2 2 4
8 7 8
x y z
x y z
x y z
  

  
   
  
1
c. 1
0
x y mz
x my z
x mz
  

   
  
,  m R . 
5. Consider an economy divided in three sectors: farming F, industry I and 
services S. To produce one unity of F, 1/6 unities of F, 1/4 of I and 1/6 
of S is needed; for one unity of I we need 1/4 unities of F, 1/4 of I and 
1/4 de S, and for one unity of S 1/3 unities of F, 1/4 of I and 1/3 of S is 
required. Under these assumptions find the amount of unities of the 
three sectors needed to cover exactly the internal and external 
demands of production of 165 unities in each sector.55  
                                         
53 A square matrix is called regular if it admits inverse matrix. It can be proven that any 
square matrix is regular providing that its determinant is a non-zero determinant. 
54 A system is homogeneous if it has all the constant terms equal to 0. 
55 This exercise is an example of Leontieff’s “input-output” models. 
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APPENDIX 
 
A. Typical Functions 
 
In the sequel we present the graphics of some of the most usual functions. 
 
i. Straight Line :  y f x ax b   .56 
Graphically: 
 
Note that the slope of this straight line is tan a  . 
 
ii. Parabola :   2y f x ax bx c    , where 0a  . 
In the case of 0a   we have: 
 
                                         
56 This is the equation of a straight line being not perpendicular to the x-axis. 
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If 0a  : 
 
where 0 /2x b a   is its optimum (minimum in the above case and maximum 
in this second). Note that the straight line 0x x  is the axis of symmetry. 
In the case 0b   this axis matches up with the y-axis. 
 
iii. Cubic Parabola :   3y f x ax  , with 0a  . 
In any case the point 0 is an inflection point. If 0a   we have: 
 
and if 0a  : 
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iv. Hyperbola :  
a
y f x
x
  , where 0a  .57 
The coordinate axes are its asymptotes. Graphically when 0a  : 
 
 
v. Exponential :   xy f x a  , with 0a  . 
If 1a   we have: 
 
and if 1a  : 
 
                                         
57 Note that any hyperbola of this type is the locus of the points satisfying the equation 
constantx y  . 
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In either case the x-axis is an asymptote. The most important properties 
of these functions are: 
 x y yxa a a   . 
 
1x
xa a
  . 
    
xy y xyxa a a  . 
 0 1a  . 
 
vi. Logarithm:   logay f x x  , where 0a  .
58 
Graphically: 
 
 
As we can see the y-axis is an asymptote. The algebraic properties of 
logarithms are: 
  log log loga a ax y x y   . 
 log log loga a a
x
x y
y
 
  
 
. 
 log logya ax y x  . 
 loglog a xxa a a x  . 
 log 1a a   and log 1 0a  . 
                                         
58 We would have the natural logarithm in the case of a e . 
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Finally, we mention the most useful trigonometric functions. Now the 
independent variable x  is expressed in radians.59 It is worth noting that 
the two first functions are periodical functions of period 2 , i.e.: 
   2f x f x  . 
  
vii.   siny f x x  . 
 
viii.   cosy f x x  . 
 
ix.   tany f x x  .60 
 
                                         
59 A radian  is the angle that determines an arch equal to the radius of the circumference. 
This angle is a little more than 57o despite the value of the radius. 
60 Note that the tangent is periodical of period  . 
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B. Gauss’s Method: an example 
 
We are broadly going to explain, by an example, how to work with Gauss’s 
method of resolution of systems. We will consider the system: 
2 0
2 1
3 6
x y z
x y z
x y z
   

  
    
 
that, as we have seen above, is a Cramer’s system with the unique solution: 
0 0 01,  2 and 3x y z   . 
Gauss’s method considers the augmented matrix associated to the system: 
 
1 2 1 0
; 2 1 1 1
1 1 3 6
A B
 
 
  
   
 
together with a set of algebraic operations in order to obtain a matrix in 
row echelon form “equivalent” to  ;A B .61 A glance at this new matrix 
provides us with the desired solution.62 Roughly speaking, the algebraic 
operations we have mentioned consist of manipulating the coefficients of 
the matrix  ;A B  following the basic rule: 
 
Basic rule: To any row we can add or subtract any other row multiplied by 
one constant. 63 
                                         
61 A matrix in row echelon form has all their nonzero rows above any rows of zeroes, and 
the first nonzero number from the left of a nonzero row is always strictly to the right of 
the corresponding of the row above it. On the other hand when we say that this matrix is 
“equivalent” to the extended matrix we are talking about an extended matrix associated to 
a system being equivalent to the initial.  
62 In the case where we are not allowed to reach this new upper triangular matrix it will 
mean that the initial system has no solution at all. 
63 It is worth noting that Gauss’s method is not very suitable when the system under study 
has parameters. 
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Let’s see how Gauss’s method works in this case. The first perform consists 
of changing the coefficient 
31
1a   of  0 ;A A B  by 0; to this end we must 
subtract the first row from the third: 
 
 
3rd row - 1st row
0 1
1 2 1 0 1 2 1 0
; 2 1 1 1 2 1 1 1
1 1 3 6 1 1 1 2 3 1 6 0
1 2 1 0
2 1 1 1 .
0 3 4 6
A A B A
   
  
        
              
 
 
  
   
 
Now in order to make a 0 on the place of the coefficient 
21
2a   of 
1
A , we 
have to subtract the first row multiplied by 2 from the second row: 
 2nd row - 2  1st row
1 2
1 2 1 0 1 2 1 0
2 1 1 1 0 5 3 1 .
0 3 4 6 0 3 4 6
A A
    
   
       
         
 
Finally if we want to get an 0 in the place of the coefficient 
32
3a   of 
2
A  
we will subtract the second row multiplied by 3/5 from the third row: 
3
3rd row -   2nd row
5
2 3
1 2 1 0 1 2 1 0
0 5 3 1 0 5 3 1 .
0 3 4 6 0 0 11/5 33/5
A A
 
 
 
    
   
       
         
 
This is the matrix in row echelon form we are finding. Note that 
3
A  is the 
augmented matrix of the system: 
 
2 0
5 3 1
11 / 5 33/ 5
x y z
y z
z
   

 
  
 
being equivalent to the initial system. Since: 
implies 5 3 1 2 011 33 3 2 1
5 5
y z x y zz z y x              
the solution of this system and hence the initial is:  
0 0 01,  2 and 3x y z   . 
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