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The interest in extending the theory of nonlinear partial differential 
equations (PDE) to PDE with discontinuous nonlinearities (DNDE) has 
been increasing daily. The reasons are twofold: (1) Many free boundary 
problems may be reduced to boundary value problems of DNDE (cf. Chang 
16, 71, Chang and Jiang [9] and Fleishman and Mahar [ 121). (2) Sometimes, 
in dealing with a PDE problem, it is beneficial to put the original PDE into a 
large category, for instance, DNDE (cf. Chang, [7]). 
Simply speaking, a DNDE is as follows: 
-Au = 4(u), (0.1) 
where 4 is only a locally bounded measurable function. Many extensions 
point to some concrete discontinuous functions 4, in these cases, the method 
of continuous approximation is used to transfer the results from PDE to 
DNDE. Other approaches emphasize methodology; for example, the degree 
theory of set-valued mappings becomes a tool in solving DNDE. (Compare 
Chang [7], Chang and Jiang (81, and Massabo [ 131.) The motivation for 
extending the variational methods, for example, to Eq. (0.1) also takes this 
approach. Since 4(t) may be discontinuous, the corresponding functional 
j-(u) = 4 (_ (vu)’ dx + (lucx) 4(t) dt dx 
i . 0 
(0.2) 
may be non-differentiable; variational methods for non-differentiable 
functionals are needed. 
Fortunately, the generalized gradients for locally Lipschitz functions on 
Banach spaces have been introduced by Clarke [ 111; they become our basic 
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tools in this paper. They are used to extend the concept of critical points, the 
Palais-Smale condition and the deformation lemma. Various minimax prin- 
ciples due to Ambrosetti, Rabinowitz [3, 201 and Ni [ 161 are all extended. 
Naturally, each result in PDE proved by these theorems has its counterpart 
in DNDE. We will not discuss all of these here. However, as applications, 
we shall prove those theorems which unify or generalize some recent results 
in DNDE scattered in the literature. For example, we improve the main 
results of Rauch [21]; unify the results of McKenna Il.51 and Ahman et al. 
II], and generalize the main result of Stuart and Toland [22]. 
Our attention was called to a recent paper of Stuart and Toland 122 1, in 
which a variational method is considered for bounded variation functions 
4(t). In comparing our definition of critical point to theirs, we find ours is 
intrinsic (does not depend on the decomposition) and more general. 
1. BASIC RESULTS OF GENERALIZED GRADIENTS 
The purpose of this paper is to extend the variational methods to a class of 
non-differentiable functions, namely, the locally Lipschitz functions. It is well 
known that the differential calculus plays an important role in variational 
methods. Hence the concept and basic calculus of generalized gradients due 
to F. H. Clarke will be introduced and developed in this section. 
Below, X always denotes a real Banach space, 11.11. Let X* be its dual 
space, and (x*, x), for x E X, x* E X*, denotes the duality. Let j X+ R’ be 
a locally Lipschitz continuous function; i.e., for each x E X, there is a 
neighbourhood N of x and a constant K depending on N such that 
If(v) -f(z)1 G K II 4’ - ZII for each y, z E N. 
For each v E X, we define the generalized directional derivativef”(x; 27) in 
the direction u as 
.I-“(& u) = yij + [j-(x + h + Au) -f(x + h)]. 
.klO 
We have the following basic properties: 
(1) The function v +f’(x, v) is subadditive and positively 
homogeneous, and then is convex (cf. [ 11, Lemma 11). 
(2) If”(x~~)l~~ll~ll. 
(3) The function u +f’(x, v) is continuous. 
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In fact, by (1) and (2): 
f”(x; u) -f”(x; u) <fO(x; u - u) < K 11 u - v I/ ) 
f”(x; u) -f”(x; u) <f”(x; u - u) < K /I u - u I/; 
i.e.. 
if’@, u) -fob v>l< K II u - u Il. 
(4) f”(x; -?I) = (-f)” (x; IJ). 
In fact. 
f0(x;4 = li; f [f(x + h -Au) -f(x + h)] 
AlO 
= 4:: f [-f(x + (h - /Iv) + Au) - (f-(x + (h -Au))] 
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= (-f)O(x; u). 
DEFINITION (F. H. Clarke). The generalized gradient off at x, denoted 
af(x), is defined to be the subdifferential of the convex functionfO(x; u) at B. 
That is, w E af(x) c x”” iff, for all u E X, 
(w 0) <f”(x; v). 
PROPOSITIONS. 
(1) For each x E X, af (x) is a non-empty convex w*-compact subset of 
x* (cJ: [ 11, Proposition 1 I). 
(2) For each w E af(x), we have II WI/~* < K (by property (2)). 
(3) Letf, g: X+ R be locally Liopschitz functions, then 
a(f+ g)(x) = m-4 + ad4 
(cf: [ 11, Proposition 8)). 
(4) a(J.f)(x) = Gf(x) for each A E R I. 
Pro05 If A > 0, this equality is trivial. For A = -1, it easily follows from 
property (4); i.e., f”(x; -v) = (-f)O(x; v). 
(5) If f is convex, then af (x) coincides with the subdifferential off in the 
sense of convex analysis. 
Suppose that for each point y in a neighborhood of x, f admits a Gateux 
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derivative Df( y), and that DJ X + X* is continuous, then af(x) = (Df(x)} 
(cf. [ 11, Propositions 3, 41). 
(6) The set-valued mapping x -+ af (x) is upper semi-continuous in the 
sense that for each x,, E X, E > 0, v E X, there is a 6 > 0, such that for each 
w E ljf(x) with [Ix - x01/ < 6, there is u w0 E af(x,) 
I(w - wo, v)l < F. 
Proof. If it were false, then there would be an x0 E X, an element v E X, 
a positive number E, > 0 and sequences (x,} E X, r, E af(x,), such that 
lb, - xoll < l/n, 
I(<, - w, v>l > E for each w E af(x,). (1.1) 
Since (x,) is in a neighborhood of x,, according to Proposition (2), 
I/ (,I],+ < K so that there is a subsequence &,, --t <,, in w* topology. Now, we 
are going to prove &, E af(x,). In fact, for each u E X there exist hi -+ 0, 
Ai 1 0 such that 
k If(X,i + hi f AiU) -f(X,, + hi)] > (rni, U) - f i = 1, 2,.... 
I 
It follows that 
fO(XO~ u>  (to, u> for each u E X; 
i.e., To Ef(x,). So if we substitute w = to in (l.l), there is a contradiction. 
(7) The function 
exists, and is lower semi-continuous; i.e., Lim,,,, L(x) > 1(x,). 
Proof: Since af(x) is a non-empty w*-weakly compact convex set, and 
the function w + /I w ]Ix* is weakly lower semi-continuous and bounded below, 
so that for each x0 E X there is a w. E af(x,) such that 
/I wall** = w,Eia:fx,) II wIIx*. 
The lower semi-continuity of the function n(x) is proved as follows: 
If there were a sequence x,-+x0, lim,,, 1(x,) < A(x,), and a w, E af(x,) 
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such that /IwnIIX* =A(x~), then we could choose a subsequence 
w,,-+ w0 E af(x,) (u.s.c. for the set valued mapping x-+ af(x)), but, 
lim II hll z /I %Il > %>, 
a contradiction. 
(8) For each u E X 
fob; u) = max((5, u> I5E df(x)) 
(cJ [ 11, Proposition 11). 
(9) Let 4(t) E C’([O, 11 + Xl, and let f. X-R’ be a locally Lipschitz 
function: then the function h = f. ~+4 is differentiable almost everywhere and 
h’(t) < max( (w, 4’(t)) 1 w E df (4(t))} a.e. 
Proof The function h(t) is locally Lipschitz, so it is differentiable a.e.; 
suppose it is differentiable at t = to, then 
h’(to) = t;ly + lf (#(to + I)) -f (#(to)) I 
= t+q + If @(to) + #‘(to) 1 + 41)) -f (@(to))1 
= l)z f If (#(to) + #‘(to) 1)) -f @(to)) I 
(by the Lipschitz condition) 
< E + [f (4(to) + h + #‘(to) A)) -f (#(to) + h)l + 
a.0 
=fOWo); #‘(to>) 
= max{(w, #‘(to)) I w E af (#(to))}. 
(10) If X is a local minimum for f, then 6’ E 3f (x) (cJ: [ 11, Proposition 
61). 
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2. THE GENERALIZED GRADIENTS IN FUNCTION SPACES 
In this section, we calculate the generalized gradients of the following 
functional: 
g(u) = ( /u’x) 4(x, t) dt dx 
R 0 
(2.1) 
and establish its relationship with DHDE. 
Let 4(x, t) be a measurable function defined on Q X R’ satisfying the 
following growth condition 
If+, t)l 4 c, + C,I tl”; (2.2) 
then the functional g in (2.1) is a locally Lipschitz function defined on 
LO+‘(O). In fact, by the Holder inequality 
where U is an open neighborhood involving u and U. 
For fixed x E Q, as a function of t, 
(2.3) 
is locally Lipschitz. The generalized gradients of the function of t do exist, 
namely, 
8, qx, t) = a, @0(x, t; e>, 
where 
? 
@O(x, t; z) = kz + [4(x, t + h + AZ) - $(x,t + h)], 
A.0 
and 3, denotes the subdifferential in z. The generalized gradient for the 
function of t will be comparably easier to obtain than that for g(u). 
We give some examples. 





It follows that 
If further, we suppose that Q(t f 0) exists for each t E R’; then 4(t) = 
min{#(f-O>,$(t+O)), ~(~)=max{~(t-O),~(t+O)}, and 
qqt zk 0) z < @"(t, z) for each z. 
Since &D(t) is an interval, &D(t) = [9(t), J(t)]. 
EXAMPLE 2. By calculating directly, we know that the function 
t2 1 
qqt) = - cos f 
2 
t f 0, 
=o t=O 
has the generalized gradients 
c+(t) = t COS f + + sin f t it 0, 
= l-t,fl t = 0. 
Now we calculate ag(u) with the aid of a,@(~, t). In fact, for fixed x E 0, 
3,$(x, t) is a closed interval [f(x, t), 4(x, t)]. We assume that 
the functions f(x, t) and 4(x, t) are N-measurable (2.4) 
(cf. 171). 
Assumption (2.4) is not too strong. If $(x, t) does not depend on x; then 
a@(t) = [4(t), &l(t)]. By the U.S.C. of the set-valued mapping t + M(t), it is 
easy to see that the function &it) is an upper semi-continuous function and 
d(t) is a lower semi-continuous function. Both of them are Baire measurable, 
and therefore N-measurable. 
THEOREM 2.1. Let g(u) be defined in (2.1), where $(x, t) satisfies (2.2) 
and (2.4); 
Proof: 
and Ai 10 
then the function g(u) is locally Lipschitz in L”+‘(Q) and 
&r(u) c a,@:(., ut.1) = I+, u(x)), @lx, +)>I a.e. (2.5) 
By definition, there are functions h, E LO+‘(Q), hi -+ 0, (LO+‘) 
such that 
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If 4(x, t) is Baire measurable in LI X R’, and we suppose that 4(x, t) is 
monotone non-decreasing in t; then 
8, @(x, t> = [(x, t), i(X? t)], 
where 
f(x, t) = min[#(x, t + 01, #(x3 t - 0) I, 
qJ(x, t) = max[#(x, t + 0), qqx, t - 011. 
However, 4(x, t i 0) = lim,+, #(x, t f l/n) is also Baire measurable. 
Therefore, the functions Q and $ are N-measurable. 
g”(u; 0) = lim 
1 
I I 
hi(X) t A/C(X) 
i-+a: a T 
4(x, t + u(x)) dT dx. 
h,(X) 
without loss of generality, we may assume hi(x) + 0 a.e., so 
gO(u; u) ,< 
1 








u(x) . 4(x, u(x)) dx + j- u(x) $(x, u(x)) dx. 
V(X)>0 P(X)<0 
If w E ag(u), we are going to prove 
y(x, u(x)> < w(x) < dx, u(x)> a.e. 
Otherwise there would be a positive set E, for example, on which 
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If we choose U(X) = --X&K), the characteristic function of E, then 
- 
I 
w(x) dx < - y/(x, u(x)) dx 
E I E 
from (2.6). This contradicts (2.8). Similarly, we have w(x) < t$(x, U(X)) a.e. 
In order to calculate Zg(u) in the space HA(R), we need the following: 
THEOREM 2.2. Suppose that X, Y are two Banach spaces, X is rejlexizle 
Xc Y; i.e., XC Y and the embedding mapping is continuous, and assume 
that X is dense in Y. Let f be a local@ Lipschitz continuous function in Y, 
and let p= f lx, then we hate 
J3(4 = df(x) for each x E X. 
Before proving this theorem, we need 
LEMMA 2.1. Under the assumptions in Theorem 2.1, suppose further that 
f is convex; then we hate 
i$(x) = Zf (x) for each x E X. 
Proof: In this case, the generalized gradient af(x) is the same as the 
subdifferential in convex analysis. By definition, it is easy to see 
df (x) = a3w 
But we know that $(x) f? r* c 8f (x) In fact, if w E 33(x) n P, then 
(w, z: -x) +3(x) <3(u) for each u E X. (2.9) 
The fact that X is dense in Y, w E Y* and that f(x) is continuous in Y 
guarantee the extension of the inequality to all u E Y, i.e., 
(v L’ - -u> +f (x) Gf (u) for each v E Y. 
This means w E af(x). 
Since X is reflexive, p is dense in X*, so that 3f (x) is dense in 33(x) in 
W* topology of X*. For each w E 33(x), we have w, E af (x) such that 
(WI, 3 u) + (w, v) for each L; E X. 
But 
l(W,~L’~/~lI~‘,I/,~I/~Il~~~llvll, 
provided by Proposition (2), then 
l(~~~)l~~ll4l,. 
NON-DIFFERENTIABLE VARIATION 111 
This means that w may be continuously extended onto Y, so we obtain 
w E af(x> n TX c g(x). 
Proof of the Teorem 2.2. From basic properties (3) and (4) in Section 1, 
we know that the function v +fO(x; v) is a continuous convex function on Y, 
and that 
fOk . ) Ix >P”CX? .I.
As we have pointed out in Proposition (5), the generalized gradients coincide 
with the subdifferentials in convex analysis for convex functions. The 
conclusion of this theorem follows directly from Lemma 2.1. 
COROLLARY. Let g(u) be defined in (2.1), where 4(x, t) satisfies (2.4) 
and (2.2) with o < (n + 2)/(n - 2); then the function g(u) is locally Lipschitz 
in H&Q), and 
Mu) c l@b u(x)), &x, u(x))] 0.e. (2.10) 
Proof This is a combination of Theorems 2.1 and 2.2. 
For convex functions, the conclusion of the theorem may be sharpened. 
THEOREM 2.3. Suppose that 4(x, t) is a Baire-measurable ,function 
defined on Q X R ‘, is nondecreasing in t, and satisfies condition (2.2) with 
o < (n + 2)/(n - 2); then the function g(u) is convex, and 
&(u)(x) = [4(x, u(x) - o>, #(x3 u(x)+ 0) 1 
in the space LO+‘(Q) and H:(Q) as well. 
(2.11) 
Proof. From Theorem 2.1 and Example 1, we have dg(u)(x) c 
14(x, u(x) - 01, 4(x, u(x) + 011. Th e reverse of inclusion is obvious, for if 
w(x) E [4(x, U(X) - 0). 4(x, u(x) + O)], then 
w(x)(v(x> - u(x)) 
< i 
P(X) 
4(x, t) dt a.e. for each v E L”“(S). 
u(x) 
This implies 
(WY v - u> G g(v) -g(u); 
i.e., w E 3f (u) in the space LU+l. 
Again, by using Lemma 1, (2.11) holds in H;(Q). 
(2.12) 
112 KUNG-CHING CHANG 
In applying these results to boundary value problems for differential 
equations with discontinuous nonlinearities (DNDE), we consider 
Lu = 4(x. u(x)) in 0, u lr = 0, (2.13) 
where Q c R” is a bounded open domain, with boundary r = an E CZtV’, 
p > 0; the elliptic differential operator 
c 




.,i(x,$u + a(x)u(x), 
I i 
with a&) E C’ ‘“(fi), i, j= l,..., II, a(x) E C”(@; and 4(x, t) satisfying (2.4) 
and (2.2) with cr < (n + 2)/(n - 2). 
Take X = HA(D), and let 
f(u) = J(u) - g(u), 
where g(u) is defined in (2.1). We look for the critial points off: 
(2.14) 
DEFINITION 2.1. Let f(x) be a locally Lipschitz function on a Banach 
space X, a point x,, E X is said to be a critical point off(x) if 6’ E af(x,). 
Remark 1. Our definition about critical points for the function f 
generalized that of Stuart and Toland [22]. In fact, those authors only 
defined the critical points for thosefwhere 4(.x, t) = $(t) are locally bounded 
variation functions. In their case, 4(t) may be decomposed into a difference 
of two non-decreasing functions j(t) and h(t), 4(t) = j(f) - h(t), with G(t) and 
H(t) the primitives of j and h, respectively. Let R(U) = J(U) + 1, H(u(x)) dx, 
9’(u) = i, G(u(x)) dx; then, a point u,, is called a critical point for R - .Y’ 
in the sense of [22] iff 
aqu,> f-7 Jq4J) f 0. (2.15) 
From our definition, u,, is a critical point off, if f9 E af(u,,). Now af(uO) c 
Lu, + [ (u,(x)), &U,,(X))] by Theorem 1 and Example 1, where 
g(u) = n I:(x) 4(t) dt dx, and 4(t) J@ is locally bounded variational. This 
implies (2.15). 
The advantages of our definition are twofold. It is more general and does 
not depend on the decomposition even for bounded variation function 4(t). 
Remark 2. If we take the space X to be Hz(Q), then the growth 
condition (4.2) on 4(x, t) may be weakened: u < (n + 2m)/(n - 2m) for 
n > 2m. This coincides with Stuart and Toland [22], for m = 2. 
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If u,, is a critical point off, then u0 solves (2.13) in the following sense: 
Luo E [fw uo(x)), 4(x. dx>>l. (2.16) 
Generally speaking, u,, may not be a solution of (2.13). We have discussed 
the case in which a solution of (2.16) becomes a solution of (2.13). 
Additional assumptions on 4(x, t) have to be imposed. That is, 4(x, t) must 
satisfy condition (C) and 4 must be optimal to (L, #) (cf. Chang [6,7]). 
Under these conditions, each solution of (2.16) is also one of (2.13); 
therefore in the rest of this paper, we shall only concern ourselves with the 
solutions of (2.16). 
3. THE DEFORMATION LEMMA AND THE MINIMAX PRINCIPLE 
The basic tool in modern variational theory is the deformation lemma, 
which has been described and widely used by Rabinowitz [ 18-201. However, 
up to now the function in this lemma is assumed to be continuously differen- 
tiable. In order to extend the variational theory to locally Lipschitz 
functions, a few modifications for the proof of this lemma will be necessary. 
We use the following standard notation. 
K, = (x E X / 0 E af(x),f(x) = c). 
Sometimes, we denote the set B(c, i, 6) = A,+; - A,-; - N,(K,), where 
N6(S) is the d-neighborhood of the set S. 
DEFINITION 2. We say a locally Lipschitz function f satisfies the 
Palais-Smale condition (P.S.) if any sequence (x,) along which ]f(x,)] is 
bounded and 2(x,) = Min,,,Eaf(x,j I] w]IX* + 0 possesses a convergent subse- 
quence. If this condition is satisfied only in the region wheref> (r > 0 (resp. 
f < a < 0) for all a > 0, we say f satisfies (PS)+ (resp. (PS))). 
LEMMA 3.1. Suppose that f satisfies the P.S. condition, then K, is 
compact. 
LEMMA 3.2. Under the assumption of Lemma 3.1, for each 6 > 0, there 
exist 6, 6 > 0 such that 
4x> > b for each x E B(c, E, 6). 
Prooj Suppose the contrary. For some 6 > 0 there exist b, -+ 0, E, -+ 0, 
x, E B(c, E,, S) such that n(x,) < b,. This means that {x,} is a sequence 
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along which if(x,)l is bounded and A(x,) + 0. By the P.S. condition, there is 
x, + x0; then we have f(.u,) = c, A(x,) = 0 (Proposition 7). This means 
19 & 2f(x,) or x0 E K,, which contradicts the fact x,, @ N,(K,). 
LEMMA 3.3. Under the assumption of Lemma 1, and supposing that X is 
reflexive,’ then there exists a locally Lipschitz vector field v(x) defined on 
B(c, E‘, S), satisfying 
ll~(Xl < 13 (3.1) 
(x*, v(x)) > ;b foreach x* E af(x). (3.2) 
Proof. lo. For each x0 in B(c. E, S), 1(x”) > b, and there is a 
u’~ E 2f(x,) such that 11 w. I/ = 1(x,), then B,,,,.O,, n df(x,) = 0, where B, is the 
ball centered at 8 with radius r in X *. Due to the Eberlein separation 
theorem, there exists ho E X such that 
llholl = 1, 
(x*3 ho) > two> ho) > (w ho) for each w E BII,ojl, 
for each x* E i?f(x,). 
But according to the Hahn-Banach theorem 
then we have 
lx*, ho > > II 4 > b/2 for each x* E 2f(x,). (3.3) 
2”. Since the mapping x -+ 2J(x) is weakly upper semi-continuous 
(Proposition (6)), for each x0 E B(c, 6, S), there is an q. > 0 such that 
(x”, ho) > b/2 for each x* E 2f(x), 
where I/x - x0/I < q. (3.4) 
The set of all such balls covers B(c, g, 6). Thereore there exists a local 
refinement {B(xi, vi)}. Let pi(x) denote the distance from x to the 
complement of B(xi, vi); then pi is Lipschitz continuous and vanishes outside 
B(xi, vi). Set 
’ Thanks to Prof. H. B&is, who pointed out to me that the assumption of the reflexivity of 
the space X hereafter can be dropped out. 
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and let 
then v(x) is the desired vector field: 
/I 4x)ll G 1, 
(x*, v(x)) > b/2 for each x* E af(x). 
LEMMA 3.4. Let 0 < E < E, 
m> = g(x) i?(x) v(x), (3.5) 
where the vectorJield v(x) is constructed as in Lemma 3.3, with 
g(x) = 1 if xEA,+,-A,-, 
=o if x&ACtr-A,_; 
and 
g(x) = 1 if x @ N&c) 
=o if x E N,,(KJ 
(3.6) 
(3.7) 
Both the functions g and g are continuous, with ranges in [0, 11. 
Let ~(x, t) be the solution of the following ordinary differential equation; 
-$ r(x; t) = -V(rl(x; t)), 
(3.8) 
r(x; 0) = x. 
Then the function f along ~;l(x; t) is non-decreasing and we have 
II ?(-v 0 - XII < t 
and 
(3.9) 
f(x) -f W; 0) > (b/2) t if r/(x; s) E B(c, E, 46) 
for s E [0, t). (3.10) 
ProojI Equation (3.9) follows directly from Eq (3.8) and the 
construction of the vector field (3.1), (3.6), (3.7). 
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Let h(t) =f(q(x; t)); for fixed x, it is a locally Lipschitz function. 
According to Proposition (9) in Section 1, we have 
h’(s) < max !(~,~~(x:r))lwt~f(r7(x;s))l ax. 
= -min( (w, V(q(x; s)) / w E a!(V(x; s))) 
< I b/2 if rl(x; s) E B(c, &r 46), 0 otherwise. 
This proves that the functions f along q(x; t) is nondecreasing and 
if 
f(x) -f(q(x; t)) = - (’ h’(s) ds > (b/2) t 
-0 
r&Y; s) E B(c, E, 46) for s E [O, t). 
THEOREM 3.1 (Deformation lemma). Suppose that X is a reflexive 
Banach space, and f is a locally Lipschitz function, satisfying the P.S. 
condition. If c is a real number and N is any neighborhood of K,; then, for 
any q, > 0 there exists E E (0, E,,) and a homeomorphism rl: X-t X such that: 
(1’) ~(x)=xforx~Ac+FO-A,_,O. 
P”) v(A,+,\N) CL6. 
(3”) IfK,=0, then rl(Actt,~A,-,. 
Proof: Firstly, we choose 6 > 0, such that N&K,) c N. On account of 
Lemma 2, the positive numbers b and E may be determined. Of course, we 
may choose E < Min(c,, bS/4) and E E (0, E). The flow r](x; t), which is 
invariant on the complement set of AC+< - ACei, is then constructed in 
Lemma 3.4. It implies 
q(x; t) = x for x 6? A,+,0 - A,-,,, and for all t. 
Secondly, we observe those trajectories q(x; t) emanating from 
x E A,, ,\N,,W,), and let t, = (4/b) C. If x E A,_, , it is obvious that 
~(x, t,) E A,-,; so we only restrict x on the subset B(c, E, 66), and expect to 
prove q(x, to) E A,-,. If not, then q(x, s) E A,+, -A,+, for each s E [O, t,]. 
Since q(x; 0) @ N,, , we shall prove q(x, s) & N,,. For otherwise, there is 
s0 E [0, t,] such that ~(x, s) 6$ Nd6 for s E [0, so) but ~(x, so) E N,&. 
However, it is impossible since V(X, s) E A,+, -A,.-, - Nd6 = B(c, E, 46) 
implies 
II v(x, so) -4 < so < + (f(x) -f (17(x; SO)) < f 28 < 6. 
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This proves that under the assumption that q(x; s) E A, +c - A c~c, for 
each s E [0, t,], we have q(x, s) & Na6; i.e., ~(x; s) E B(c, E, 46) for all s. 
Again, by Lemma 3.4, we have 
f(x) -f(r(x; to)) > (b/2) t, = 28 > 2E; 
a contradiction. 
Now we take q(x) = q(x; t,); then q satisfies all conditions in the theorem. 
Remark 3.1. The proof of this theorem is a modification of the proof 
given by Clark ] lo] and Rabinowitz [ 18 ]. The outline is the same, but the 
difference lies on the pseudo-gradient vector field. 
Remark 3.2. If c > 0 (or c ( 0); then the P.S. condition can be replaced 
by (P.S.)’ (or (P.S.))) d an E, can be chosen in (0, c) (or (0, -c)). 
Remark 3.3. The concept of the generalized gradient, of course. may be 
extended to functions defined on a smooth Banach-Finsler manifold. In this 
case, the deformation lemma holds also. Suppose X is a Hilbert space, and 
let S, be the sphere with radius r > 0. For a locally Lipschitz functionfon x, 
we define f=,f Is,, then the local representation of the generalized gradient 
33(x) ofJ(x) on S, is the set (W - (l/r’) (w, x) 1 w E af(x)). Let K,., A,, N, 
V, etc. be replaced by their appropriate relativizations to S,. Then provided 
that f satisfied the P.S. condition, there is an dE C(S,, S,) having the 
properties stated in Theorem 3.1. 
Remark 3.4. If the function f(x) in Theorem 3.1 is even, then the 
homeomorphism q: X-+ X may be chosen to be odd. In fact, if iy(-x) = 
-af(x), the vector field U(X) may be replaced by an odd one W(X) = 
gu<x, - u(-x)). 
The minimax principle, and a series of existence theorems of the critical 
points based on it, are derived by the deformation lemma. They will be, 
whenever the deformation lemma is, extended to the locally Lipschitz 
functions. A lot of theorems, such as the Ljusternik-Schnirelmann theorem 
and the results of 12, 3, 16, 201 all hold true for locally Lipschitz functions. 
Limited in space, we only list some of them which will be referred to in the 
Section 5. 
THEOREM 3.2 (Ljusternik-Schmirelmann). Suppose X is a real infinite- 
dimensional Hilbert space; let f be a locally Lipschitz even function. Assume 
that?= f Is, satisJes the P.S. condition and is bounded below: then 
4 = ;‘E’f, y,‘,“,“20 for K = 0, 1, 2,... 
are critical values ofx where yK = {A c S, 1 The genus of A, y(A) > K}, and3 
possesses infinitely many distinct pairs of critical points. 
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THEOREM 3.3 (Rabinowitz). Let X be a reflexive Banach space, f, a 
locally Lipschitz function defined on X satisfies P.S. condition Suppose 
X=X, @ X, with a jmite-dimensional X, , and that there exist constants 
6, < b, and a neighborhood N of 6 in X, such that 
then f has a critical point. 
THEOREM 3.4 (Ambrosetti and Rabinowitz). Let X be a reflixive 
Banach space, f a locally Lipschitz function which satisfies (P.S.)+ and 
assume the following conditions: 
(1) f (f?) = 0 and there exist p, u > 0 with f > 0 in B,\O, 
fls, > G 
(2) there is an e E X, e # 0 such that f (e) = 0, then f has a positive 
critical value. 
Remark 3.5. The result of Ni [ 16 ] can be extended in the same way, 
and that of Benci and Rabinowitz [ 4 ] will be extended in a future work. 
Remark 3.6. A modification of Theorem 3.2 was given by Amann [2]; 
we change it into our form: Suppose X is a real Hilbert space; let f be a 
locally Lipschitz even function on X. Assume that the absolute value of the 
functionJ= f Is, satisfies (P.S.)‘, and that 
Y({X E S,v‘(x) = 0)) = a; 
then 
Ck = p,q ?a” IZ(x>l > 0 for k = 0, 1, 2,... 
are critical values of x and f possesses infinitely many distinct pairs of 
critical points. 
THEOREM 3.5. Suppose a locally Lipschitz function f defined on a 
reflexive Banach space, satisfies the P.S. condition and is bounded from 
below. Then c = inf, f (x) is a critical value off: 
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4. THE P.S. CONDITION 
In applying the abstract theorems in Section 3 to PDE, the key step is to 
verify the P.S. condition under various assumptions on 4(x, t). Throughout 
this section, X denotes a Hilbert space with inner product ( , ), which is 
dense in a Banach space Y, and the embedding mapping X+ Y is assumed to 
be compact. Let g be a locally Lipschitz function defined on Y, 2 = gl,. 
THEOREM 4.1. Suppose that g(0) = 0, and that x # B implies 6 6? %g(x); 
then the function g = &,, for any r > 0, satisfies (P.S.)*. 
ProoJ Let A denote the isomorphism from X onto X*: 
@x3 Y>, = (4 Y>, for each x, y E X; 
we have 
@(x) = {w - (l/r*) (w, x) Ax / w E a&)}. 
Suppose that U, E S, such that 
a <d&J < kf 
A(u,) -+ 0. 





1”. Since (u,} is bounded in X, there is a weakly convergent subsequence 
(u,,J with limit u,, in X, {u,,J is also strongly convergent in Y, so g(u,) = 
g(u,) = lim g(u,,) 2 a. This implies u0 # 0. 
2O. Take w, E ai such that A(u,) = Ij w, - (l/r*) (wn, un) Au, Ilx*. 
Since u,~-+ uO(Y), 11 w,,llu* < K. Hence there is a subsequence n: of ni, such 
that (IV,,!} is weakly convergent to an element w0 in Y*, so it is strongly 
converg;nt in X*. Nevertheless the set-valued function u -+ ag(u) is U.S.C. 
from strong topology to w*-topology. From w,, E 8g(uni), we have 
wg E ag(u,), so wg # 8. 
3”. On the one hand, we have 
h;r %,>x -+ (wo7 %J*; (4.5) 
on the other hand, 
(l/r’) (wnly 4,); - II w&- + 0. (4.6) 
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Results (4.5) and (4.6) imply that 
From (4.4) we have AU,! convergent in X*, and Us; convergent in X. 
Similarly, we prove (P.S.)). 
THEOREM 4.2. Suppos fhat g(x) # 0 implies 0 6Z ag(x) for each x E X; 
then the function g = glsr, for any r > 0, satisfies (P.S.)*. 
The proof is the same as in the Theorem 4.1. 
In the following, let L be a bounded self-adjoint linear operator on X, and 
let 
f(x) = 4 (Lx, x) - j(x). (4.7) 
THEOREM 4.3. Suppose that L is a positive definite operator 
(Jk u) > a II u II:, a > 0, (4.8) 
and g satisfies 
I &>I < lx II u 11: + M (4.9) 
where M. e are constants with E E (0, 4); then the function$satisJies the P.S. 
condition and is bounded from below. 
Proof lo. If (u,} is a sequence such that Ij’(u,,)l < M,, then it is 
bounded in X. This follows from (4.8) and (4.9). However, X+ Y is 
compact, there is a convergent subsequent {u,!} in Y, with limit u,, E X. 
2". Since 
a3<4 = ‘4Lu - a&l) (4.10) 
(using Propositions (3), (4) in Section l), if A(u,) + 0, there is a sequence 
p, E @(u,), such that 
ALU,-p,+o in X*. (4.11) 
But pni E ag(u,J, so is bounded in r*, and there is a subsequence, still 
denoted by pni, such that +p,,(X*). From (4.11) we have 
~L%i+Po in X*, 
Implying u,, + (AL)-’ pa in X. 
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THEOREM 4.4. Using the assumptions in Theorem 4.3, but, instead of 
(4.9), we assume that there is a 0 E (O,+) such that 
b(u) G e w~gu,c~, 24 + M; 
then the function 3 satisfies the P.S. condition, 
Proof: Only the first part of the proof in the last theorem needs to be 
changed. Suppose that {a,} is a sequence along whichf(u,) is bounded and 
A(u,) + 0, so that there are w, E ai such that 
It implies 
for large n. 
Therefore 
Now, the boundedness of (u,) follows directly from that of {f(u,)). 
THEOREM 4.5. Suppose that L is a bounded selfadjoint operator on X 
and that the null space N(L) and the negative eigenspace, i.e., the space 
X - := {u I = P-u}, where P- is the projection operator on X, satisfving 
(LP-u, u) < 0, for each u E P-x\@, (4.13) 
LP- = P-L, 
are finite-dimensional and 0 is not an essential spectrum of L. Assume that 
g(x) is a untformly Lipschitz function defined on Y; i.e., 
Ig(x)-g(y)l~Kllx-~II,, foreachx,yE K (4.14) 
and that 
g(t)+ +m (or -00) as iltll-+ 03 in N(L); ‘(4.15) 
then the function3dejked in (4.10) satisfies the P.S. condition. 
Proof: Let P* and P be the projections onto positive (negative) and zero 
spectrum subspaces, respectively. 
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If (x,} is a sequence in X, along which A(x,) -+ 0, andf(x,) is bounded as 
in the proof of Theorem 4.4, there are w, E @(u,) such that 
for sufficiently large n. Substituting P*x,, into 4, we have 
l(Lp*x,, p*x,) - (w,, PiX”),l < lIp*x,I/. 
Let 01+ and a- be the inferium or superium of the positive and negative 
spectrum of L, respectively. We obtain 
ai ll~*x”ll* G(K + 1) Ilp*xnll, 
so // P*x, 11 is bounded and hence (LP*x,, P*x,) is bounded. As to /I Px^,/I , 
we observe 
Since 
3(x,, = f [ (LP+x,, P+x,) + (LP-x,, P-x,) 1 
- dW + I aw - ax,>1. 
I(bh> - WX”)l G ~‘(IIP+xnl12 + IIp~xnll*>“*~ 
()I Px,Jl} has to be bounded due to the boundedness off(x,) and hypothesis 
(4. IS). 
As in the second part of the proof of the Theorem 4.3, we have 
~&Ii + PO in X*. 
However, (P + P- )X is finitely dimensional and there is a convergent subse- 
quence {(P + Pm) x,:} in X. This implies ALP+x,, converges in X*. But 
ALP+ is continuously invertible, so P+x,; converges in X. This proves the 
theorem. 
5. APPLICATIONS TO DNDE 
A direct application of the variational method for nondifferentiable 
functionals is proving the existence theorems for DNDE. In this section, a 
few examples on BVP and EVP for DNDE will be considered. 
THEOREM 5.1. Let 4(x, t) be a locally bounded function, satisfying (2.4). 
Suppose that 
& 4(x, t) < i 
I+*m t 1 
uniformly in x E 0, (5.1) 
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where A, is the first eigenvalue of the following equation 
Au = Au, 
u/,=0; 
then there exists a solution u E Wi f7 WA(Q), p > n of the following DNDE, 
--Au E I+, u(x)), &x, +)>I- (5.2) 
Iffurther, &x, t) is optimal to (-A, #), then u is a solution of the equation 
-Au = 6(x, u(x)), u /T = 0. (5.3) 
ProoJ: lo. There exist E > 0, and M > 0 such that 
4(x, t) < (I, - E) t + M for t > 0, 
qqx, t) > (A, - e) t - M for t < 0, 
provided by (5.1). The solution U, of the equation 
(5.4) 
-Au, = (1, - E) uO + M, 4=0 (5.5) 
is a super solution of (5.3), according to the maximum principle in W’, 
space. It is an upper bound of the w’, n I@#) solutions for Eq. (5.2). 
Similarly -uO is a lower bound of the solutions for Eq. (5.2). Let 
r = maxXCls 1 u,(x)l, then every WP solution of (5.2) is also a solution of the 
equation 
where 
4,(x, t) = $(x, -r> 
= 4(x, t) 
= i(x, r> 
if t < -r, 
if ltl<r, 
if t > r. 
(5.6) 
2”. The function 4,(x, t) is bounded in t, so it satisfies (2.2), with (T = 0; 
the corresponding function 
g,(u) = j 1’(X) 4,(x, t) dt dx 
R 0 
is locally Lipschitz in L”+‘(Q), where c < (n + 2)/(n - 2), and 
Ig,@)l <Ml Il4HI. (5.7) 
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Let 
31’4=‘I (Vu>“dx-$,(u); 0 
then?, is locally Lipschitz in HA(B), with 
provided by Theorem 2.2 and its corollary. 
On the other hand, the embedding H:(0) + Lo+‘(Q) is compact. 
According to Theorem 4.3 and (5.7), the function 3, satisfies the P.S. 
condition. By Theorem 3.5, 3r has a critical point; i.e., there exists 
U* E Hi(Q) such that 
0 E -Au* - If&x, u*(x)>, i,<x, u*(x))]. 
By a standard regularity theorem, U* E w’,(Q), p > n. Since 4,(x, t) satisfies 
inequalities (5.4) as does 4(x, t), 1 u*(x)1 < u,(x). Therefore 
If+, u*(x)>, iI<4 u*(x)>1 = If@, u*(x)>, &-(x> u*(x)>l. 
This proves the theorem. 
THEOREM 5.2. Suppose 4(x, t) is a locally bounded function, satisfying 
(2.4) andfor some s > 0, 
then, for any f E Lp(f2), p > n, there is a u E M$ n I@;(n) such that 
-Mx)Ef(x) + @(x>W,&~ u(x,>l. (5.9) 
ProoJ Without loss of generality, we may assume 
Let u+ be the solution of the equation: 
-Au+(x) =f+(x> = max(f (x), 0) U+Ir=O. 
By a standard comparison method (Maximum principle) we have 
u(x><u+(x)+s. 
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Similarly, if tl- is the solution of 
-Au- =f-(x) = min(O,f(x)), U-lr=O, 
we have 
u-(x)-s<u(x). 
As in Theorem 5.1, a truncated technique is used, and the rest of the proof is 
the same as in Theorem 5.1. 
Remark 5.1. Theorem 5.1 is a generalization of the main result in Stuart 
and Toland [22], and Theorem 5.2 is an improvement of the main result of 
Rauch 1211. It seems that there is little difference between our result and 
Rauch’s, in which onlyfE H-’ and the solution u E HA(Q). But it is easy to 
get this result from Theorem 5.2. In fact, for each f~ H-‘, we have a 
sequence f, E LD(Q), f, -f in H-‘. By the theorem, a sequence of solutions 
U, of (5.9) is obtained, each of which satisfies the inequalities 
u-(x>-s,<u,(x)<u+(x)+s (5.10) 
and 
j- I w(x) u,(x)1 & 
0 
O%t)’ dx - j-M4 u, dx < sup j 
0 
w E r$& u,(x)), Jk dx>>l, (5.11) 
so )[u~[(~ is bounded, and there is a subsequence u,~ weakly convergent to 
some uO E HA. We have 
Then uO is the weak solution; i.e., there exists a y(x) E [t(x, u,(x)), 
{(x, uO(x))] such that 
WON VW> = (A w> + 64 w> for each t,u E Hi(Q). 
Remark 5.2. Both of these theorems may be obtained by the degree 
theory of the set-valued mappings. 
THEOREM 5.3. Let Q(x, t) be a locally bounded function on R x R ‘, 
satisfying conditions (2.4) and (2.2) with u < (n + 2)/(n - 2). Suppose that 
4(x, t) = 4 4) at t = 0, 
0 < @(x, t) = (’ 4(x, s) ds ,< &4(x, t) for ltl >W 
0 
126 KUNG-CHING CHANG 
where 0 E (0,;); then Eq. (5.2) possesses at least one nontrivial solution u0 
in HA(B). 
For the proof we refer to Rabinowitz [ 191. 
We now turn to extend the Landesman-Lazer type results of DNDE. 
THEOREM 5.4. Let L be a self-adjoint linear strongly elliptic operator 
with 2m order on the region 0, with sufficiently smooth coefficients. Let 
4(x, t) be a function satisfying condition (2.4) and the following conditions. 
I #(x1 t)l < M, (5.12) 
g(u) = ,( I”(‘) 4(x, t) dt dx -, +03 (or -00) (5.13) 
a 0 
as u(x) = cS= 1 ai vi(x) + co in the null space of L, where (vi(x)}{ is a basis 
in N(L). Then, the equation 
Lu E 1$(x, u(x)), 4% u(x)>] (5.14) 
possesses at least one solution in Hzm n H:(Q). 
The proof is the same as Rabinowitz 1201, with the modifications which 
have been given in Theorems 3.3 and 4.5. 
Remark 5.3. It was pointed out in Ahmad et al. [ 1] that if 
dim N(L) = 1, and $(x, t) = g(t) - h(x), where the existence of the limits 
&+a) = Ili~E g(t) + 
is assumed; then either 
s(ca)( dr(x)>O vdx +d+4j-,<o vdx 
Ww)<s(+~)j 
tb(X)>O vdx +g(-4~o(x)<o lvdx 
or 
Mw:,<g(--~)~ vdx +d+Mj- vdx 
fb(X)>O e(x) < 0 
implies (5.13), where w(x) E N(L). 
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Therefore Theorem 5.4 is a unification of the results of Ahmad et al. [ 11, 
McKenna [ 151, and Rabinowitz [ 201. 
We are going to solve some eigenvalue problems 
Lu E 2 [fQ> u(x)>, $b> u(x)>], u Ir = 0, 
where the coefficient a(x) in L is assumed to be non-negative. 
(5.15) 
THEOREM 5.5. Let 4(x, t) satisfy conditions (2.4) and (2.2) with 
0 < (n + 2)/(n - 2), and let f(x, t) > 0 for t > 0, 4(x, t) < 0 for t C 0, a.e. 
XEl& then there exists l. # 0 and a nontrivial eigenfunction 
u E H$ C’I @‘@), p > n, of Eq. (5.15). 
ProoJ Consider the set S, = {v E Hi(a) 1 g(v) = I}, where g is defined as 
(2.1), I> 0. If S, is non-empty, it is weakly closed; and J(a) is weakly lower 
semi-continuous in H,, satisfying J(v) -+ co as ]] u I]; + +co. Therefore J(U) 
attains its minimum at u,, in S,: Min,,,,J(v) = J(u,). 
By the Lagrange multiplier theorem (cf. Clarke ] 1 l]), we have /2, ,u, not all 
zero with 8 E @J(u,,) $ Aag(u,). However, u0 E S, is not identical to the zero 
element 8, so iu # 0. Then we have 
for some i # 0. 
In concluding the proof, we have to point out that there exists an 1 > 0 
such that S, is non-empty, but it follows easily from the assumption 
9(x, t) > 0 for t > 0. 
Remark 5.4. This theorem is a unification of the results of Browder [S], 
Chang [6], and Pohozaev [ 17). The first and last authors assume that $(x, t) 
is continuous in t, but the second assumes that 4(x, t) is monotone in t. 
The Ljusternik-Schnirelman theory for locally Lipschitz functions also 
holds. 
THEOREM 5.6. In addition to the assumptions in Theorem .5.5, we 
assume that 4(x, t) is odd in t; then for each r > 0, (5.15) possesses inJnitely 
many distinct pairs of solutions (l,(r), kuj(r)) with J(uj(r)) = r2. 
Proof: By Theorems 3.2 and 4.1, and the rest is the same as in 
Rabinowitz [ 181. 
As an example, we know that for each r > 0, the equation 
-Au = l. sgn u, uIr=O, 
possesses infinitely many distinct pairs of solutions with the HA norm r. 
4OY:XO I Y 
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Noie added in prooJ After completion of this paper, comments from Professors P. 
Rabinowitz and F. H. Clarke were recieved. They kindly provided me with some additional 
references. Particularly. I was told that Theorems 2.1 and 2.2 in this paper had been obtained 
by a joint work of J. P. Aubin and F. H. Clarke (SIAM J. Control and Optimization 17 
(1979), 567-586). Nevertheless. the paper remains unchanged for two reasons: one for 
completeness. and the other is that the proofs presented here are slightly different from theirs. 
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