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Abstract
For all non-negative integers n1, n2, n3, j1, j2 and j3 with nk + jk > 1 for k = 1,2,3, (nk, jk) = (nl, jl)
if k = l, j3 = n3 − 1 and jk = nk − 1 for k = 1,2, we study the center variety of the 6-parameter family of
real planar polynomial vector (x˙, y˙) given, in complex notation, by z˙ = iz+Azn1 z¯j1 +Bzn2 z¯j2 +Czn3 z¯j3 ,
where z = x + iy and A,B,C ∈ C\{0}.
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1. Introduction and statement of the main results
One of the main problems in the qualitative theory of real planar differential systems is the
determination of centers. A center is a singular point p ∈ R2 having a neighborhood U such that
all the orbits of U \ {p} are periodic. The notion of center was introduced by Poincaré in [14].
In what follows and without loss of generality we assume that the singular point candidate to
be a center is located at the origin of R2. A non-degenerate center (i.e. a center having eigenvalues
of the form ±βi with β = 0). An usual method for looking for a non-degenerate center of a
family of planar polynomial vector fields is to calculate the successive coefficients vi of the
return map of the vector field about the origin. That is, we choose a segment (0, x0] on the
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represent the analytical return map by the series expansion h(x) = x +∑i2 vixi . The constants
vi are polynomial functions in the coefficients of the polynomial vector field. The terms v2k are
functions of the previous vi , so the only interesting functions are the ones of the form v2i+1. The
functions v2i+1 are called the Liapunov constants of the polynomial vector field.
When all the vi with i > 1 vanish, then the origin is a center. The set of coefficients for which
all the vi vanish is called the center variety of the family of polynomial vector fields. By the
Hilbert Basis Theorem, the center variety is an algebraic set. Now a natural question arises: How
to characterize the center variety of a given system? That is, how to find necessary and sufficient
conditions in order that a given polynomial differential system has a center at the origin? This is
the so-called center problem.
In general is very difficult to distinguish the centers from the focus, since to do it requires
a good knowledge, not only of the common zeros of the polynomials vi , but also of the finite
generated ideal that they generate in the ring of polynomials taking as variables the coefficients
of the polynomial vector field. Furthermore, in general the calculation of the Liapunov constants
is complicated, and the computational complexity of finding their common zeros grows very
quickly. A number of algorithms have been developed to compute them automatically up to a
certain order (see [2,5–7,10–13] and the references therein). We also want to mention that even
if we are able to obtain the Liapunov constants it is extremely difficult to decompose the resulting
variety into irreducible components.
The classification of centers in polynomial vector fields started with the quadratic ones with
the works of Dulac, Kapteyn, Bautin, ˙Zoła¸dek, . . . see [16] for references. Continue with the
symmetric cubic systems (those without quadratic terms) and the projective quadratic systems
[9,17,19]. Liapunov constants are also well known for Liénard systems [1,3,20].
Our goal is to study the centers of a 6-parameter family of polynomial vector fields of arbitrary
degree. Few families of centers of arbitrary degree are known, see for instance [4], [8] and [18]
for the case of 4-parameter families of polynomial vector fields of arbitrary degree.
We consider the family of real polynomial differential systems (x˙, y˙) that in complex notation
z = x + yi writes as
z˙ = iz + Azn1 z¯j1 + Bzn2 z¯j2 + Czn3 z¯j3 , (1)
satisfying
(1.1) A,B,C ∈ C\{0},
(1.2) n1, j1, n2, j2, n3 and j3 are non-negative integers,
(1.3) (nk, jk) = (nl, jl) if k = l,
(1.4) nk + jk > 1 for k = 1,2,3,
(1.5) j3 = n3 − 1 and
(1.6) jk = nk − 1 for k = 1,2.
We consider the family in which the parameters A,B,C are all different from zero because
the study of the center variety when one of the parameters is zero has been made in [8].
In order to introduce our main results we need some notation
N1 = |1 − n1 + j1|, K1 = |1 − n2 + j2|,
M1 = gcd{N1,K1}, N1 = M1N2, K1 = M1K2. (2)
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2j1 − (1 − n1 + j1)
)
K2 +
(
2j2 − (1 − n2 + j2)
)
N2 ≡ 2(j1K2 + j2N2) (mod 2M1N2K2)
is even. Then we define
MK2,N2 =
(n1 + j1 − 1)K2 + (n2 + j2 − 1)N2
2
,
d = (1 − n1 + j1)(1 − n2 + j2).
Now we have all the ingredients to state the main results of this paper. The first two results
provide the first Liapunov constants of system (1).
Theorem 1. We consider the family of polynomial differential systems (1) satisfying (1.i) for
i = 1, . . . ,6. Then the following statements hold.
(a) Assume that n3 − 1 < m¯ = MK2,N2 . Then Re(C) = 0 is a necessary condition in order that
system (1) has a center at the origin. If Re(C) = 0 then v2k+1 = 0 for k = 1,2, . . . , m¯ − 1,
and there is a real constant K = Kn1,j1,n2,j2 such that
v2m¯+1 =
⎧⎪⎪⎨
⎪⎪⎩
K Im[A¯K2BN2] if d > 0 and K2 + N2 even,
K Re[A¯K2BN2] if d > 0 and K2 + N2 odd,
K Im[AK2BN2] if d < 0 and K2 + N2 even,
K Re[AK2BN2] if d < 0 and K2 + N2 odd.
(b) Assume that n3 − 1 = m¯. Then v2k+1 = 0 for k = 1,2, . . . , m¯− 1, and the constant v2m¯+1 is
equal to the one of statement (a) plus 2π Re(C).
(c) Assume that n3 − 1 > m¯. Then v2k+1 = 0 for k = 1,2, . . . m¯ − 1, and v2m¯+1 is equal to the
one of statement (a).
We can improve the results of statement (c) of Theorem 1 as follows.
Theorem 2. We consider the family of polynomial differential systems (1) satisfying (1.i) for
i = 1, . . . ,6. Assume that n3 − 1 > m¯ = MK2,N2 , and that
Im
[
A¯K2BN2
]= 0 if d > 0 and K2 + N2 even,
Re
[
A¯K2BN2
]= 0 if d > 0 and K2 + N2 odd,
Im
[
AK2BN2
]= 0 if d < 0 and K2 + N2 even,
Re
[
AK2BN2
]= 0 if d < 0 and K2 + N2 odd.
(3)
Then the following statements hold.
(a) v2k+1 = 0 for k = m¯, . . . , n3 − 1, and
(b) v2n3−1 = 2π Re(C).
The proofs of Theorems 1 and 2 are based in computing the Liapunov constants by using
the algebraic properties of the Liapunov constants described in [3]. To do it, first for each k, we
study which are the admissible monomials having as variables the coefficients of system (1) that
appear in v2k+1. After we will compute the coefficients of these monomials. For doing that we
will use the knowledge of some type of centers for the systems (1).
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terization of the center variety of system (1) when n3 − 1 = MK2,N2 .
Theorem 3. We consider the family of polynomial differential systems (1) satisfying (1.i) for i =
1, . . . ,6. If n3 − 1 = MK2,N2 and the constant Kn1,j1,n2,j2 in statements (a) and (c) of Theorem 1
is non-zero, then the center variety of system (1) is the subset of {(A,B,C) ∈ (C\{0})3} such that
Re(C) = Im[A¯K2BN2]= 0 if d > 0 and K2 + N2 even,
Re(C) = Re[A¯K2BN2]= 0 if d > 0 and K2 + N2 odd,
Re(C) = Im[AK2BN2]= 0 if d < 0 and K2 + N2 even,
Re(C) = Re[AK2BN2]= 0 if d < 0 and K2 + N2 odd.
We note that when the nonlinear terms in (1) are homogeneous, that is, n1 + j1 = n2 + j2 =
n3 + j3 = 2n3 − 1, then it is clear that n3 − 1 < m¯ = MK2,N2 because K2,N2  1. In this case,
restricting (1) to Re(C) = 0 and using Theorem 10 we get that the Liapunov constant v2m¯+1 is
equal to the Lyapunov constant of system (1) restricted to C = 0. Then, by Proposition 9 of [8],
we obtain that infinitely many constants Kn1,j1,n2,j2 of Theorem 1 are not zero. More precisely,
we have the following result.
Proposition 4. Under the assumptions of Theorem 1 we additionally suppose that the nonlinear
part of system (1) is homogeneous (i.e. n1 + j1 = n2 + j2 = n3 + j3 = 2n3 − 1) and Re(C) = 0.
Then the following statements hold.
(a) If K2 + N2 = 2, then Kn1,j1,n2,j2 = −2π .
(b) If K2 + N2 = 3, then
Kn1,j1,n2,j2 =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
3π(n − 1)
1 + j1 − n1 if d < 0 and K2 = 1,
3π(n − 1 − 3j)
4(1 + j − n) if d < 0 and K2 = 2,
j1π
1 + j1 − n1 if d > 0 and K2 = 1,
(3j1 − n1 + 1)π
4(1 + j1 − n1) if d > 0 and K2 = 2.
From the results of [12] and [15] the centers of linear systems with cubic homogeneous non-
linearities have been classified as follows.
Theorem 5. The origin of the system z˙ = iz + A30z3 + A21z2z¯ + A12zz¯2 + A03z¯3 is a center if
and only if one of the following conditions holds:
(i) Re(A21) = 3A30 − A¯12 = 0,
(ii) Re(A21) = Im(A30A12) = Re(A03A¯212) = Re(A230A03) = 0,
(iii) A21 = A30 + 3A¯12 = 4A12A¯12 − A03A¯03 = 0.
From Theorem 5 it follows immediately.
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one of the following sets of conditions hold:
(i) n1 = 3, j1 = 0, n2 = 1, j2 = 2 and, either Re(C) = 3A − B¯ = 0, or Re(C) = Im(AB) = 0;
(ii) n1 = 3, j1 = 0, n2 = 0, j2 = 3 and Re(C) = Re(A2B) = 0;
(iii) n1 = 1, j1 = 2, n2 = 0, j2 = 3 and Re(C) = Re(A¯2B) = 0.
We remark that the results of Corollary 6 are particular cases of ours Theorems 1–3.
The paper is organized as follows. In Section 2 we present some basic results, which will
play a main role in our proofs, on the algebraic properties of the Liapunov constants coming
from Cima, Gasull, Mañosa and Mañosas [3]. In Section 3 we prove some auxiliary results for
proving our main theorems. In Section 4 we show Theorem 1, finally in Section 5 we prove
Theorems 2 and 3.
2. Basic results on the Liapunov constants
A planar real analytic differential system in complex notation can be written as
z˙ = iz + F(z, z¯) = iz +
∑
k2
Fk(z, z¯) = iz +
∑
k+l2
Ak,lz
kz¯l . (4)
It is known that the Liapunov constant v2m+1 is a polynomial with variables the coefficients of
Fi , i = 2,3, . . . ,2m + 1, and their conjugates. We will use the notation
v2m+1 = v2m+1(F2,F3, . . . ,F2m+1) = v2m+1(Akl, A¯kl).
The algebraic properties of the Liapunov constant are established in the following result, see [3].
Proposition 7. Let v2m+1 be the m-th Liapunov constant of system (4). Then, it satisfies the
following properties:
(a) v2m+1(λ1−k+lAkl, λ−(1−k+l)A¯kl) = v2m+1(Akl, A¯kl),
(b) v2m+1(λk+l−1Akl, λk+l−1A¯kl) = λ2mv2m+1(Akl, A¯kl).
Now there is an easy way for listing the monomials that appear in v2m+1. For K ∈ R let
Mˆ = K
(
r∏
i=1
A
mi
ki li
)(
r+s∏
i=r+1
A¯
mi
ki li
)
(5)
be a monomial of v2m+1. Then, Proposition 7(a) implies
r∑
i=1
(1 − ki + li )mi =
r+s∑
i=r+1
(1 − ki + li )mi, (6)
and Proposition 7(b) implies
r+s∑
i=1
(ki + li − 1)mi = 2m. (7)
These last two equalities will be very useful in order to do the effective computation of the
Liapunov constants of system (1).
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(z, t) → (w, τ) given by w¯ = eiγ z, τ = −t. For systems (1) we have the following result.
Lemma 8. System (1) is reversible if and only if A = −A¯e−i(1−n1+j1)γ , B = −B¯e−i(1−n2+j2)γ
and C = −C¯ for some γ ∈ R. Furthermore, in this situation the origin of system (1) is a center.
Proof. The proof follows directly from the definition of reversibility, and from the fact that a
singular point with eigenvalues purely imaginary is either a focus or a center, but if the system is
reversible with respect to a straight line through the singular point then it is a center. 
From (5) with An1j1 = A, An2j2 = B and An3j3 = C we have that the monomials which appear
in v2m+1 are of the form
Mˆ = KAm1Bm2Cm3A¯m4B¯m5C¯m6,
with K ∈ C and where m1,m2,m3,m4,m5 and m6 are non-negative integers satisfying (6)
and (7). Note that the Liapunov constant v2m+1 is real, but some of its monomials can be com-
plex. Since j3 = n3 − 1, the equalities (6) and (7) become
(1 − n1 + j1)(m1 − m4) + (1 − n2 + j2)(m2 − m5) = 0 (8)
and
(n1 + j1 − 1)(m1 + m4) + (n2 + j2 − 1)(m2 + m5) + (2n3 − 1)(m3 + m6) = 2m, (9)
respectively. Furthermore, from the fact that |1 − n1 + j1| = N1 = M1N2 and |1 − n2 + j2| =
K1 = M1K2, we obtain from (8), that
σ1N2(m1 − m4) + σ2K2(m2 − m5) = 0, (10)
where, for k = 1,2,
σk =
{
1 if 1 − nk + jk > 0,
−1 if 1 − nk + jk < 0.
Now, since gcd{N2,K2} = 1, we get that there exists r ∈ Z ∪ {0} such that
m1 = m4 + σ2K2r and m5 = m2 + σ1N2r. (11)
Then, (9) becomes
(n1 + j1 − 1)
(
2m4 + σ2rK2
)+ (n2 + j2 − 1)(2m2 + σ1rN2)
+ 2(n3 − 1)(m3 + m6) = 2m. (12)
3. Auxiliary results
We denote by v˜k’s the Liapunov constants of system (1) restricted to C = 0 that is of system
z˙ = iz + Azn1 z¯j1 + Bzn2 z¯j2 . (13)
Then the following result holds.
Lemma 9. We consider the family of polynomial differential systems (1) satisfying (1.i) for i =
1, . . . ,6. Then
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(b) v2n3−1 = 2π Re(C) + v˜2n3−1.
Proof. We write (1) as
z˙ = iz + C|z2|n3−1z + Azn1 z¯j1 + Bzn2 z¯j2 .
Then, rewriting it in polar coordinates we obtain
r˙ = Re(C) r2n3−1 + rn1+j1Fn1,j1A (θ) + rn2+j2Fn2,j2B (θ),
θ˙ = 1 + Im(C)r2n3−2 + rn1+j1−1Gn1,j1A (θ) + rn2+j2−1Gn2,j2B (θ), (14)
where
F
k,l
X = Re(X) cos
(
(k − l − 1)θ)− Im(X) sin((k − l − 1)θ),
G
k,l
X = Im(X) cos
(
(k − l − 1)θ)+ Re(X) sin((k − l − 1)θ).
From (14) we obtain
dr
dθ
= Re(C)r
2n3−1 + rn1+j1Fn1,j1A (θ) + rn2+j2Fn2,j2B (θ)
1 + Im(C)r2n3−2 + rn1+j1−1Gn1,j1A (θ) + rn2+j2−1Gn2,j2B (θ)
.
Then, in a neighborhood of r = 0,
dr
dθ
= [Re(C)r2n3−1 + rn1+j1Fn1,j1A (θ) + rn2+j2Fn2,j2B (θ)]
×
[
1 +
∑
j1
(−1)j (Im(C)r2n3−2 + rn1+j1−1Gn1,j1A (θ) + rn2+j2−1Gn2,j2B (θ))j
]
. (15)
We denote by r(θ, x) the solution of (15) such that at θ = 0 takes the value x. Then, writing
r(θ, x) as
r(θ, x) = u1(θ)x + · · · + u2n3−1(θ)x2n3−1 + · · · (16)
with u1(0) = 1 and uk(0) = 0 for k > 1, we have that the return map h(x) defined in Section 1 is
h(x) = r(2π,x) = u1(2π)x + · · · + u2n3−1(2π)x2n3−1 + · · · ,
and consequently the Liapunov constants of system (1) are vk = uk(2π) for k  1.
Let r˜(θ, x) be the solution of (15) restricted to C = 0; i.e., the solution of
dr
dθ
= [rn1+j1Fn1,j1A (θ) + rn2+j2Fn2,j2B (θ)]
×
[
1 +
∑
j1
(−1)j (rn1+j1−1Gn1,j1A (θ) + rn2+j2−1Gn2,j2B (θ))j
]
(17)
such that at θ = 0 takes the value x. Then, we can write
r˜(θ, x) = u˜1(θ)x + · · · + u˜2n3−1(θ)x2n3−1 + · · · (18)
with u˜1(0) = 1 and u˜k(0) = 0 for k > 1. Hence the Liapunov constants of system (13) are v˜k =
u˜k(2π) for k  1.
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the powers of xk and since ni + ji > 1 for i = 1,2, we obtain that for 2 k < 2n3 − 1,
u′k(θ) = u˜′k(θ).
Now, using that u˜k(0) = uk(0) = 0 and that vk = uk(2π) and v˜k = u˜k(2π) we obtain the proof
of statement (a).
Now, proceeding as before for k = 2n3 − 1 we have
u′2n3−1(θ) = Re(C) + u˜′2n3−1(θ).
Then, using that u2n3−1(0) = u˜2n3−1(0) = 0 and that v2n3−1 = u2n3−1(2π), v˜2n3−1 = u˜2n3−1(2π)
we obtain that
v2n3−1 =
2π∫
0
u′2n3−1(θ) dθ = 2π Re(C) + v˜2n3−1.
This proves statement (b). 
The following result can be found in Theorems 3 and 8 of [8].
Theorem 10. We consider systems (13) satisfying A,B ∈ C\{0}, n1, j1, n2 and j2 are non-
negative integers, (n1, j1) = (n2, j2), nk + jk > 1 for k = 1,2, jk = nk − 1 for k = 1,2, and
d = (1 − n1 + j1)(1 − n2 + j2). Then v˜2k+1 = 0 for k = 1,2, . . . , m¯ − 1, where m¯ = MK2,N2 .
Moreover there is a real constant K = Kn1,j1,n2,j2 such that
v˜2m¯+1 =
⎧⎪⎪⎨
⎪⎪⎩
K Im[A¯K2BN2] if d > 0 and K2 + N2 even,
K Re[A¯K2BN2] if d > 0 and K2 + N2 odd,
K Im[AK2BN2] if d < 0 and K2 + N2 even,
K Re[AK2BN2] if d < 0 and K2 + N2 odd.
Moreover, if K = 0 then v˜2m+1 = 0 is a sufficient condition in order that system (13) has a center
at the origin.
Under the assumptions of Theorem 10 we have that if condition v˜2m+1 = 0 holds, then v˜k = 0
for all k > 1.
The next proposition is a previous step in the proof of Theorem 1.
Proposition 11. We consider the family of polynomial differential systems (1) satisfying (1.i) for
i = 1, . . . ,6. Then the following statements hold.
(a) Assume that n3 − 1 < m¯ = MK2,N2 . Then Re(C) = 0 is a necessary condition in order
that system (1) has a center at the origin. Moreover, if Re(C) = 0 then v2k+1 = 0 for
k = 1,2, . . . , m¯ − 1.
(b) If n3 − 1 m¯ then v2k+1 = 0 for k = 1,2, . . . , m¯ − 1.
Proof. Assume that n3 − 1 < m¯. Then, 2n3 − 1 < 2m¯ + 1. So, by Lemma 9 and Theorem 10,
we obtain that vk = 0 for k = 1,2, . . . ,2n3 − 2 and v2n3−1 = 2π Re(C). Hence, it is clear that a
necessary condition in order that system (1) has a center at the origin is that Re(C) = 0. So the
48 J. Llibre, C. Valls / Bull. Sci. math. 132 (2008) 40–53first part of statement (a) is proved. In order to prove the second part we consider four different
cases.
Case 1: 1+j1 > n1 and 1+j2 > n2. In this case we have that 1−n1 +j1 = N1, 1−n2 +j2 = K1
which implies σ1 = σ2 = 1. Then, from (11) it follows that m1 = m4 +K2r and m5 = m2 +N2r .
Substituting into (12) and since we are studying the monomials of v2k+1 with 2k + 1 < 2m¯ − 1
because we assume that k = 1,2, . . . , m¯ − 1, we get
2k = (2j1 − N1)(2m4 + rK2) + (2j2 − K1)(2m2 + rN2) + 2(n3 − 1)(m3 + m6)
< 2m¯ = (2j1 − N1)K2 + (2j2 − K1)N2,
therefore
(2j1 − N1)(2m4 + rK2) + (2j2 − K1)(2m2 + rN2) < (2j1 − N1)K2 + (2j2 − K1)N2,
or equivalently
(2j1 − N1)
(
2m4 + (r − 1)K2
)+ (2j2 − K1)(2m2 + (r − 1)N2)< 0.
Since m4 and m2 are non-negative integers, 2j1 − N1  1, 2j2 − K1  1, K2  1 and N2  1, it
follows that r < 1.
On the other hand, from (11) we can also write m4 = m1 − K2r and m2 = m5 − N2r . Then
(12) becomes
2k = (2j1 − N1)(2m1 − rK2) + (2j2 − K1)(2m5 − rN2) + 2(n3 − 1)(m3 + m6)
< 2m¯ = (2j1 − N1)K2 + (2j2 − K1)N2,
therefore
(2j1 − N1)(2m1 − (r + 1)K2) + (2j2 − K1)
(
2m5 − (r + 1)N2
)
< 0.
Since m1 and m5 are non-negative integers, 2j1 − N1  1, 2j2 − K1  1, K2  1 and N2  1, it
follows that r > −1.
In short, r = 0, and from (11) we get m1 = m4, m5 = m2. Furthermore from (12), we obtain
(2j1 − N1)m4 + (2j2 − K1)m2 + (n3 − 1)(m3 + m6) = k.
Let s = m3 + m6 and if N0 denotes the set of non-negative integers, we define
S = {(m2,m4, s) ∈ N30: (2j1 − N1)m4 + (2j2 − K1)m2 + (n3 − 1)s = k}. (19)
Then the expression of v2k+1 becomes
v2k+1 =
∑
(m2,m4,s)∈S
s∑
m3=0
βm2,m3,m4,s−m3(AA¯)m4(BB¯)m2Cm3C¯s−m3, (20)
with βm2,m3,m4,s−m3 constants.
From Lemma 8, if A¯ = −Aei(1−n1+j1)γ , B¯ = −Bei(1−n2+j2)γ and C¯ = −C, system (1) has a
center, so v2k+1 = 0, and we conclude that
0 =
∑
(m2,m4,s)∈S
(−1)m2+m4+sA2m4B2m2Cseiγ ((1−n1+j1)m4+(1−n2+j2)m2)
×
s∑
(−1)m3βm2,m3,m4,s−m3 . (21)
m3=0
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real number γ satisfying A¯ = −Aei(1−n1+j1)γ , B¯ = −Bei(1−n2+j2)γ and C¯ = −C. Therefore,
for a fixed (m2,m4, s) ∈ S, it must hold that
s∑
m3=0
(−1)m3βm2,m3,m4,s−m3 = 0. (22)
If s = 0 then βm2,0,m4,0 = 0. If s > 0 then
βm2,0,m4,s =
s∑
m3=1
(−1)m3+1βm2,m3,m4,s−m3 . (23)
Now (20) and (23) imply that v2k+1 = 0 if s = 0, and v2k+1 is equal to∑
(m2,m4,s)∈S
(AA¯)m4(BB¯)m2βm2,0,m4,s C¯
s
+
∑
(m2,m4,s)∈S
(AA¯)m4(BB¯)m2
s∑
m3=1
βm2,m3,m4,s−m3Cm3C¯s−m3
=
∑
(m2,m4,s)∈S
s∑
m3=1
βm2,m3,m4,s−m3(AA¯)m4(BB¯)m2C¯s−m3Tm3(C), (24)
where
Tm3(C) = Cm3 + (−1)m3+1C¯m3, (25)
if s > 0. Note that for m3 > 0 the expression C + C¯ = 2 Re(C) always is a factor of Tm3(C).
Therefore, 2 Re(C) is a factor of v2k+1 if k = 1,2, . . . , m¯ − 1. Hence, if Re(C) = 0 then
v2m+1 = 0. This finishes the proof of statement (a) in this case.
Case 2: 1+ j1 > n1 and 1+ j2 < n2. In this case 1−n1 + j1 = N1 and 1−n2 + j2 = −K1 which
yield σ1 = 1 and σ2 = −1. Then, (11) yields m4 = m1 + K2r and m5 = m2 + N2r . Substituting
into (12) and working as in Case 1 we get that r = 0 and thus m4 = m1, m5 = m2. Now, the rest
of the proof of statement (a) follows also as in Case 1.
Case 3: 1+ j1 < n1 and 1+ j2 > n2. In this case 1−n1 + j1 = −N1 and 1−n2 + j2 = K1 which
yield σ1 = −1 and σ2 = 1. Then, (11) yields m1 = m4 +K2r , m2 = m5 +N2r . Substituting into
(12) and working as in Case 1 we get that r = 0 and thus m1 = m4, m2 = m5. Now, the rest of
the proof of statement (a) follows also as in Case 1.
Case 4: 1 + j1 < n1 and 1 + j2 < n2. In this case 1 − n1 + j1 = −N1 and 1 − n2 + j2 = −K1
which yield σ1 = −1 and σ2 = −1. Then, (11) yields m4 = m1 + K2r and m2 = m5 + N2r .
Substituting into (12) and working as in Case 1 we get that r = 0 and thus m4 = m1, m2 = m5.
Now, the rest of the proof of statement (a) follows also as in Case 1.
This completes the proof of statement (a).
Now we assume that n3 − 1 m¯. So 2n3 − 1 2m¯+ 1. Then, by Lemma 9 and Theorem 10,
we obtain that v2k+1 = 0 for k = 1,2, . . . , m¯ − 1. Therefore, statement (b) is proved. 
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Under the assumptions of Theorem 1, by Proposition 11, the three statements of this theorem
are proved with the exception of the results on the Liapunov constant v2m¯+1. Now we shall
compute v2m¯+1.
Assume that n3 − 1  m¯. So 2n3 − 1  2m¯ + 1. Then, by Lemma 9 and Theorem 10, it
follows that v2m¯+1 = v˜2m¯+1 = 0 if 2n3 − 1 > 2m¯ + 1, and that v2m¯+1 = 2π Re(C) + v˜2m¯+1 if
2n3 − 1 = 2m¯ + 1. In the first case statement (c) of Theorem 1 is proved, and in the second one
taking into account Theorem 10 we obtain statement (b) of Theorem 1. So, it remains only to
prove statement (a) of that theorem for the Liapunov constant v2m¯+1. Hence, we assume in the
rest of the proof that n3 − 1 < m¯ and that Re(C) = 0.
Case 1: d > 0. In this case we also consider two different subcases.
Subcase 1.1: 1 + j1 > n1 and 1 + j2 > n2. In this case, working as in Case 1 of the proof of
Proposition 11(a) with k = m¯, we get that
(2j1 − N1)
(
2m4 + (r − 1)K2
)+ (2j2 − K1)(2m2 + (r − 1)N2)
+ 2(n3 − 1)(m3 + m6) = 0 (26)
and
(2j1 − N1)
(
2m1 − (r + 1)K2
)+ (2j2 − K1)(2m5 − (r + 1)N2)
+ 2(n3 − 1)(m3 + m6) = 0. (27)
Thus, since the mi ’s are non-negative integers, 2j1 −N1  1, 2j2 −K1  1, K2  1 and N2  1,
from (26) it follows that r  1, and from (27) that r −1, respectively. In short, r ∈ {−1,0,1}.
The conditions (1.4) and (1.5) imply that n3 > 1. If r = 1 then (26) implies that m2 = m3 =
m4 = m6 = 0. Therefore (27) forces that m1 = K2 and m5 = N2.
If r = 0 then, from (11), we get that m1 = m4 and m5 = m2.
Finally, if r = −1 then (27) implies that m1 = m3 = m5 = m6 = 0, and then (26) forces that
m4 = K2 and m2 = N2.
Using the definition of the set S with k = m¯ (see (19)), we obtain that
v2m¯+1 = γ1AK2B¯N2 + γ2A¯K2BN2
+
∑
(m3,m4,s)∈S
s∑
m3=0
βm2,m3,m4,s(AA¯)
m4(BB¯)m2Cm3C¯s−m3,
where γ1, γ2, βm2,m4 are constants. The first two terms of the previous equality come from the
cases r = 1 and r = −1, respectively; the other terms of the equality come from the case r = 0.
If
A¯ = −Aei(1−n1+j1)γ , B¯ = −Bei(1−n2+j2)γ , C¯ = −C, (28)
since for these coefficients the system has v2m¯+1 = 0 (see Lemma 8), we conclude that(
(−1)N2γ1eiN2(1−n2+j2)γ + (−1)K2γ2eiK2(1−n1+j1)γ
)
AK2BN2
+
∑
(m2,m4,s)∈S
(−1)m2+m4+sA2m4B2m2Cseiγ ((1−n1+j1)m4+(1−n2+j2)m2)
×
s∑
(−1)m3βm2,m3,m4,s−m3 = 0.
m3=0
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as in the proof of Case 1 of Proposition 11 and recalling that Re(C) = 0, we get that
v2m¯+1 = γ1AK2B¯N2 + γ2A¯K2BN2 .
Since 1−n2 + j2 = K1 = M1K2 and 1−n1 + j1 = N1 = M1N2, writing v2m¯+1 for the values
(28) we have that(
γ1(−1)N2 + γ2(−1)K2
)
e−iγM1N2K2AK2BN2 = 0.
That is
γ1 = −(−1)K2+N2γ2.
Hence, we get
v2m¯+1 = γ2
[
A¯K2BN2 − (−1)K2+N2AK2B¯N2].
Taking into account the parity of K2 + N2 it follows statements (a) of Theorem 1 when d,K1
and N1 are positive.
Subcase 1.2: 1 + j1 < n1 and 1 + j2 < n2. In this case working as in Case 4 of the proof of
Proposition 11 and also as in the previous Subcase 1.1, we obtain that r ∈ {−1,0,1}. Now, the
rest of the proof of statement (a) of Theorem 1 when d is positive and K1 and N1 are negative
follows as in Subcase 1.1.
Case 2: d < 0. In this case we consider two subcases.
Subcase 2.1: 1 + j1 > n1 and 1 + j2 < n2. In this case, working as in Case 2 in the proof of
Proposition 11 and also as in the previous Subcase 1.1 we get that r ∈ {−1,0,1}.
Proceeding exactly as in Subcase 1.1 we get that v2m¯+1 can be written in the form
v2m¯+1 = γ1AK2BN2 + γ2A¯K2B¯N2
+
∑
(m2,m4,s)∈S
s∑
m3=0
βm2,m3,m4,s−m3(AA¯)m4(BB¯)m2Cm3C¯s−m3, (29)
where γ1, γ2 and βm2,m3,m4,s−m3 are constants. Now proceeding exactly in the same way as in
the proof of Subcase 1.1, we get that
v2m¯+1 = γ2
(
A¯K2B¯N2 − (−1)K2+N2AK2BN2).
This proves statement (a) of Theorem 1 for d and K1 negative and N1 positive.
Subcase 2.2: 1 + j1 < n1 and 1 + j2 > n2. In this case working as in Case 3 of the proof of
Proposition 11 and also as in the previous Subcase 2.1, we obtain that r ∈ {−1,0,1}. Now, the
rest of the proof of statement (a) of Theorem 1 when d and N1 are negative and K1 is positive
follows as in Subcase 2.1. This completes the proof of Theorem 1.
5. Proof of Theorems 2 and 3
Proof of Theorem 2. Statement (a) follows from Lemma 9(a) and Theorem 10 (see also the
comment after Theorem 10).
To prove statement (b) we recall that from Lemma 9(b) we have that v2n3−1 = 2π Re(C) +
v˜2n3−1. Furthermore, under assumptions (3), from Theorem 10 we get that v˜2n3−1 = 0. Therefore,
v2n3−1 = 2π Re(C). This ends the proof of the theorem. 
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sider two different cases.
Case 1: d > 0. Then, from Theorems 1 and 2, it follows that
Re(C) = 0 and A¯K2BN2 − (−1)K2+N2AK2B¯N2 = 0 (30)
are two necessary conditions for the center variety. Now, we shall see that they are also sufficient.
We have that(
− A¯
A
)K2
=
(
− B¯
B
)N2
. (31)
Now let θ1 and θ2 be such that eiθ1 = −A¯/A and eiθ2 = −B¯/B . Then, (31) together with the fact
that N2 = N1/M1 and K2 = K1/M1, we obtain
K1θ1 = N1θ2 (mod 2π). (32)
Now, using that N1 = |1−n1 +j1|, K1 = |1−n2 +j2| and that sign(d) = sign((1−n1 +j1)(1−
n2 + j2)) > 0, we get that (32) reads as
(1 − n1 + j1)θ1 = (1 − n2 + j2)θ2 (mod 2π). (33)
Set γ = θ1/(1 − n1 + j1). Then
ei(1−n1+j1)γ = eiθ1 = − A¯
A
. (34)
From (33) we get
(1 − n2 + j2)γ = (1 − n2 + j2)θ1/(1 − n1 + j1) = θ2 (mod 2π).
Hence,
ei(1−n2+j2)γ = −B¯/B. (35)
Consequently, from (34), (35) and since Re(C) = 0, it follows using Lemma 8 that the origin of
system (1) is a reversible center. Hence, conditions (36) are sufficient when d > 0.
Case 2: d < 0. Then, from Theorems 1 and 2, it follows that
Re(C) = 0 and AK2BN2 − (−1)K2+N2A¯K2B¯N2 = 0 (36)
are two necessary conditions for the center variety. Now, we shall see that they are also sufficient.
We have that(
− A¯
A
)K2
=
(
−B
B¯
)N2
. (37)
Now let θ1 and θ2 be such that eiθ1 = −A¯/A and eiθ2 = −B¯/B . Then, (37) together with the fact
that N2 = N1/M1 and K2 = K1/M1, we obtain
K1θ1 = −N1θ2 (mod 2π). (38)
Now, using that N1 = |1−n1 +j1|, K1 = |1−n2 +j2| and that sign(d) = sign((1−n1 +j1)(1−
n2 + j2)) < 0, we get that (38) reads as
(1 − n2 + j2)θ1 = (1 − n1 + j1)θ2 (mod 2π).
Now, the rest of the proof follows in the same way than in the proof of the previous Case 1. 
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