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Ce me´moire vise a` recenser les avantages et les inconve´nients de l’utilisation du
langage de programmation fonctionnel dynamique Scheme pour le de´veloppement de
jeux vide´o. Pour ce faire, la me´thode utilise´e est d’abord base´e sur une approche plus
the´orique. En effet, une e´tude des besoins au niveau de la programmation exprime´s
par ce type de de´veloppement, ainsi qu’une description de´taillant les fonctionnalite´s
du langage Scheme pertinentes au de´veloppement de jeux vide´o sont donne´es afin de
bien mettre en contexte le sujet. Par la suite, une approche pratique est utilise´e en
effectuant le de´veloppement de deux jeux vide´o de complexite´s croissantes : Space In-
vaders et Lode Runner. Le de´veloppement de ces jeux vide´o a mene´ a` l’extension du
langage Scheme par plusieurs langages spe´cifiques au domaine et bibliothe`ques, dont
notamment un syste`me de programmation oriente´ objets et un syste`me de coroutines.
L’expe´rience acquise par le de´veloppement de ces jeux est finalement compare´e a` celle
d’autres de´veloppeurs de jeux vide´o de l’industrie qui ont utilise´ Scheme pour la cre´ation
de titres commerciaux. En re´sume´, l’utilisation de ce langage a permis d’atteindre un
haut niveau d’abstraction favorisant la modularite´ des jeux de´veloppe´s sans affecter les
performances de ces derniers.
Mots cle´s : Langages de programmation fonctionnels, Scheme, jeux vide´o, program-
mation oriente´e objets, coroutines.
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ABSTRACT
This master’s thesis aims at pinpointing the pros and cons of using the dynamic func-
tionnal language Scheme for developing video games. The method used is first based on
a theoretical approach. Indeed, the specific requirements for video game programming
and a detailed description of relevant Scheme features are presented. Then, a practical
approach is taken by presenting two video games developed using the Scheme language:
Space Invaders and Lode Runner. Their development resulted in the creation of various
domain-specific languages and libraries, such as an objec- oriented system and a corou-
tine system. Each of these are presented separately in their respective chapter. Finally,
the experience achieved in this process is compared to the experience acquired by some
video game companies that also used Scheme for the developpement of their titles. The
use of Scheme allowed us to perform various high-level abstractions that improved the
modularity of the video games developed, without affecting their performance.
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L’industrie du jeu vide´o devient de plus en plus importante dans le domaine de
l’informatique. Cette croissance est bien refle´te´e par l’augmentation de 28 % des revenus
provenant de la vente de jeux vide´o aux E´tats-Unis durant l’anne´e 2007 [1]. La place
occupe´e par l’industrie du jeu vide´o durant cette meˆme anne´e s’estime a` 76 % du marche´
de tous les logiciels vendus [2].
L’engouement du marche´ du jeu vide´o incite les compagnies oeuvrant dans le do-
maine a` repousser les limites de l’e´tat de l’art du de´veloppement de jeux. La compe´tition
est fe´roce et beaucoup d’efforts doivent donc eˆtre investis dans la cre´ation d’un jeu afin
qu’il se de´marque de la masse et devienne un nouveau Blockbuster Hit. Le pre´sident de
la compagnie franc¸aise UbiSoft estime que le couˆt moyen de de´veloppement d’un jeu
sur une console moderne se situe entre 20 et 30 millions de dollars [3]. Si l’on estime
le salaire moyen d’un artiste ou d’un de´veloppeur de jeux vide´o a` 60 000 $ par anne´e,
cela reviendrait a` un travail d’environ 300 a` 500 anne´es*hommes.
Puisque la cre´ation d’un jeu vide´o peut ne´cessiter autant d’efforts, il semble tre`s
inte´ressant de faciliter le de´veloppement de ces derniers. Avec autant d’efforts mis en
place, meˆme une petite ame´lioration sur le cycle de de´veloppement peut engendrer une
diminution e´norme des couˆts de production et ame´liorer la qualite´ des environnements
utilise´s par les de´veloppeurs.
Jusqu’a` ce jour, la grande majorite´ des jeux vide´o sont e´crits a` l’aide de langages
relativement de bas niveau, tels que C [4], C++ [5] ou encore C# [6]. Les langages de
plus bas niveaux sont caracte´rise´s par un mode`le d’implantation pre`s de l’architecture de
la plate-forme sur laquelle le logiciel est de´ploye´. Ces langages sont ge´ne´ralement utilise´s
parce qu’ils sont de´ja` bien e´tablis et que la main d’oeuvre est facilement accessible.
Les langages de haut niveau sont, quant a` eux, caracte´rise´s par une bonne abs-
traction du syste`me utilise´. Ces derniers permettent d’exprimer un calcul de manie`re
2naturelle. Ils facilitent donc le travail de programmation. Le couˆt de ces abstractions
se re´percute ge´ne´ralement en un couˆt de performance du programme. Dans le passe´, la
performance e´tait critique dans les jeux vide´o, mais les consoles modernes sont deve-
nues plus performantes que la plupart des ordinateurs personnels. Ainsi, la performance
n’est donc plus aussi critique qu’auparavant. De plus, les ame´liorations du domaine de
la compilation de langages de haut niveau font en sorte que les performances de ces
syste`mes sont comparables a` l’utilisation de langages de plus bas niveau.
Ainsi, l’utilisation de langages de haut niveau pourrait potentiellement re´duire le
temps de de´veloppement des jeux en permettant aux programmeurs et designers de
s’exprimer plus facilement. Les langages de la famille Lisp semblent eˆtre de bons can-
didats en tant que langages de haut niveau. Le langage Scheme [7], un Lisp moderne
et performant, offre ainsi plusieurs fonctionnalite´s de haut niveau. On retrouve, entre
autres, du typage dynamique, des fonctions de premie`re classe, un syste`me de macros
e´volue´, un acce`s direct aux continuations du calcul et un syste`me de de´boggage dy-
namique. Ces particularite´s du langage Scheme sont discute´es plus en de´tail dans le
chapitre 3.
Le syste`me Gambit-C [8], l’une des implantations de Scheme les plus performantes [9],
sera utilise´ pour effectuer les expe´riences pratiques. Ce syste`me comporte de nombreuses
extensions pouvant eˆtre tre`s utiles au de´veloppement de jeux vide´o. On y retrouve entre
autres des tables de hachage et des threads (processus le´gers).
Une utilisation judicieuse de ce syste`me pourrait potentiellement be´ne´ficier a` des
projets aussi complexes que le sont les productions de jeux vide´o.
1.1 Proble´matique
Ce me´moire de maˆıtrise vise a` re´pondre a` la proble´matique suivante :
Quelles sont les forces et les faiblesses du langage de programmation Scheme
pour le de´veloppement de jeux vide´o ?
31.2 Me´thodologie
Afin de re´pondre a` la proble´matique pose´e, nous avons e´tudie´ les caracte´ristiques
de Scheme et du compilateur Gambit-C, ainsi que les besoins au niveau du de´velop-
pement de jeux vide´o. Par la suite, deux jeux ont e´te´ de´veloppe´s en exploitant ces
caracte´ristiques dans le but de raffiner nos approches et les e´valuer dans un contexte
pratique.
Le premier jeu a servi de plate-forme d’exploration permettant d’e´laborer une me´thodologie
efficace pour le de´veloppement de jeux. Afin d’obtenir une telle me´thodologie, plusieurs
ite´rations de de´veloppement ont e´te´ effectue´es, chacune permettant d’explorer de nou-
veaux aspects sur la manie`re de re´soudre des proble´matiques associe´es a` la cre´ation de
jeux. Par exemple, la synchronisation des entite´s dans le jeu ou la description efficace
d’un syste`me de de´tection et de re´solution de collisions ont e´te´ re´solues.
Suite a` l’e´criture de ce jeu, un deuxie`me jeu plus complexe a e´te´ de´veloppe´. Ce
dernier visait a` consolider les techniques pre´ce´demment utilise´es et e´tendre celles-ci
dans le cadre de ce jeu qui pre´sente de nouveaux de´fis, tel que l’implantation d’une
intelligence artificielle.
1.3 Aperc¸u du me´moire
Ce me´moire est compose´ de quatre parties. La premie`re partie est une pre´sentation
de l’industrie des jeux vide´o et des de´fis de´coulant du de´veloppement de ces derniers.
Par la suite est pre´sente´e une introduction traitant de programmation fonctionnelle, du
langage de programmation Scheme et des outils de de´veloppement disponibles, en par-
ticulier le compilateur Gambit-C. Ce chapitre donne un aperc¸u ge´ne´ral de ces langages
et permet de saisir les concepts fondamentaux du langage Scheme.
La deuxie`me partie du me´moire porte sur des extensions faites au langage Scheme
qui ont e´te´ utilise´es dans le but d’ame´liorer le de´veloppement de jeux vide´o. On y
pre´sente la programmation oriente´e objet et un syste`me d’objets conc¸u pour re´pondre
aux besoins de la programmation de jeux vide´o. Un syste`me de coroutines conc¸u dans
4les meˆmes optiques est e´galement pre´sente´.
La troisie`me partie porte sur l’expe´rience acquise par l’auteur en effectuant l’e´criture
de deux jeux vide´o simples, mais posse´dant suffisamment de complexite´ pour exposer les
proble`mes associe´s au de´veloppement de jeux vide´o en ge´ne´ral. De plus, la fac¸on de tirer
profit du langage de programmation Scheme pour re´soudre ces proble`mes est aborde´e.
Une pre´sentation des travaux relie´s aux re´sultats pre´sente´s suit ce dernier chapitre. On
y parle de l’utilisation d’autres langages pour le de´veloppement de jeux vide´o. On y
cite aussi des exemples d’utilisation des langages Scheme et Lisp dans des jeux vide´o
commerciaux et de l’expe´rience tire´e de cette utilisation par les de´veloppeurs.
Finalement, une conclusion apporte la lumie`re sur la proble´matique expose´e dans
ce me´moire. Le point sur l’expe´rience acquise pour le de´veloppement de jeux vide´o
en Scheme y est fait et les avantages et inconve´nients ou proble`mes rencontre´s sont
expose´s.
CHAPITRE 2
DE´VELOPPEMENT DE JEUX VIDE´O
Les jeux vide´o font partie d’un domaine de l’informatique en pleine effervescence
graˆce a` une demande constante de nouveaux produits.
L’histoire des jeux vide´o posse`de de´ja` un demi-sie`cle de cre´ations de tous genres
qui ont contribue´ a` ge´ne´rer l’engouement actuel pour ces derniers. Un bref historique
des jeux vide´o est pre´sente´ dans ce chapitre afin d’illustrer l’e´volution de ceux-ci et de
situer dans le temps les jeux de´veloppe´s pour ce me´moire.
L’industrie du jeu vide´o actuelle est le moteur qui permet aux jeux vide´o de continuer
a` e´voluer et se raffiner. Un aperc¸u global de cette industrie est ainsi donne´ dans ce
chapitre.
Finalement, les besoins au niveau de la programmation de jeux vide´o sont e´nonce´s
afin de cerner les composantes importantes pour un langage de programmation utilise´
pour le de´veloppement de jeux.
2.1 Historique
L’histoire des jeux vide´o s’e´tale sur environ un demi-sie`cle. Cette dernie`re est une
source importante d’informations qui permet d’exposer l’e´volution des jeux vide´o. Seule-
ment un bref re´sume´ est pre´sente´ afin de donner les grandes lignes de l’e´volution des
jeux au cours des cinquante dernie`res anne´es [10,11].
2.1.1 Pre´histoire 1948-1970
Les jeux vide´o ont fait leur apparition avant meˆme les premiers ordinateurs. En
effet, le Cathode Ray Amusement Device [12] fit son apparition en 1948. Il s’agissait
d’un jeu rendu sur un tube cathodique simulant le lancement de missiles sur des cibles.
Vers le de´but des anne´es 1960, quelques jeux ont fait leur apparition sur les premiers
ordinateurs universitaires, notamment au MIT (Massachusetts Institute of Technology)
6et a` l’universite´ de Cambridge. On y retrouve par exemple le jeu Spacewar ! qui est l’un
des premiers jeux multi-joueurs mettant les joueurs en adversite´ dans leurs vaisseaux
spatiaux pouvant lancer des missiles. Ce jeu a d’ailleurs e´te´ une motivation pour les
premiers efforts de de´veloppement du syste`me d’exploitation UNICS (UNiplexed Infor-
mation and Computing Service) [13].
Avec un inte´reˆt soutenu envers le potentiel de divertissement qu’offrait les jeux vide´o
de l’e´poque, le de´veloppement de machines de´die´es aux jeux vide´o a ainsi de´bute´.
2.1.2 Syste`mes arcade 1970-1985
En 1971, des e´tudiants de l’universite´ de Stanford ont re´implante´ le jeu Spacewar !
sur une machine fonctionnant avec de la monnaie. Ce fut la premie`re machine arcade.
Par la suite, le de´veloppement de telles machines est devenu tre`s re´pandu. En 1972,
la compagnie Atari fut fonde´e et de´marra l’industrie du jeu vide´o sur arcade avec le jeu
Pong. Il s’agissait d’un jeu de tennis de table permettant a` deux joueurs de se mesurer
l’un a` l’autre. Ce jeu demeure toujours tre`s ce´le`bre.
Ce fut alors l’aˆge d’or des machines arcade ou` l’on a cre´e´ beaucoup de jeux aux
contenus diversifie´s. Parmi ceux-ci, Space Invaders (1978) et PacMan (1980) furent
extreˆmement populaires.
Malgre´ la simplicite´ des jeux arcade, ils e´taient beaucoup appre´cie´s par les joueurs
qui tentaient continuellement de se surpasser.
De nos jours, on retrouve toujours des salles arcades, mais celles-ci ont perdu de la
popularite´ puisque les consoles de jeux se retrouvent dans nos salons.
2.1.3 Premie`res consoles 1972-1984
La premie`re console de jeu vide´o, le Magnavox Odyssey fit son apparition en Ame´rique
du Nord en 1972. Cette console permettait de jouer sur la te´le´vision, assis confortable-
ment dans le salon. Elle permettait aussi d’inse´rer des jeux sous forme de cartouches.
Un total de 28 jeux e´taient disponibles pour cette console, qui malgre´ l’absence de
7pe´riphe´rique audio, a e´te´ vendue en 300 000 exemplaires.
Plusieurs autres consoles ont par la suite e´te´ cre´e´es, allant d’une version console de
Pong jusqu’a` des consoles plus puissantes comme le ColecoVision qui de´marre`rent l’e`re
des consoles 8-bits. La vocation principale de ces dernie`res n’e´taient pas d’innover dans
le de´veloppement de jeux, mais plutoˆt de rendre disponible les jeux arcades populaires.
2.1.4 Ordinateurs personnels 1977-...
Les premiers ordinateurs personnels firent leur apparition vers la fin des anne´es
1970, notamment l’ordinateur Apple II produit par Apple Inc. Ces ordinateurs person-
nels offraient plus de puissance que les consoles de l’e´poque et donnaient la possibilite´
aux amateurs de cre´er leurs propres jeux. Les jeux d’ordinateurs e´taient distribue´s sur
beaucoup de me´dia diffe´rents. La distribution allait de cassettes, aux disquettes, en
passant bien suˆr par des e´changes postaux de code sources. En 1982, le jeu Lode Run-
ner fut de´veloppe´ pour les ordinateurs Apple II. Ce jeu d’action fut l’un des premiers
comprenant un e´diteur de niveaux.
Aussi, le jeu Rogue fut cre´e´ durant les anne´es 1980, pour les premiers syste`mes
Unix. Il fut le pionnier d’un nouveau genre de jeux (surnomme´ Roguelike) qui diffe´rait
beaucoup des jeux d’action retrouve´s en salles d’arcade ou sur console. Il pre´sentait une
interface visuelle tre`s minimaliste. La narration, qui e´tait un point central du jeu, e´tait
effectue´e de manie`re textuelle et le joueur interagissait de meˆme avec le jeu.
Les jeux d’ordinateurs ont longtemps e´te´ supe´rieurs aux jeux de consoles puisque les
ordinateurs e´taient toujours a` la fine pointe de la technologie, et les consoles accusaient
un retard a` ce niveau. Ainsi, on retrouvait des jeux ayant de meilleurs graphiques ou
utilisant des pe´riphe´riques plus varie´s sur les ordinateurs personnels. Par conse´quent,
les jeux d’ordinateurs existaient dans un monde paralle`le a` celui des consoles et ne se
livraient pas de compe´tition re´elle.
Par contre, avec l’ave`nement des consoles modernes qui sont plus performantes que
la plupart des ordinateurs personnels, cet e´nonce´ n’est plus valide. Il en re´sulte que les
8jeux sur des consoles actuelles surpassent souvent les jeux d’ordinateurs.
2.1.5 Consoles portables 1980-...
Les toutes premie`res consoles portables furent de´veloppe´es par la compagnie Mattel
Toys qui cre´e`rent les jeux Auto Race et Football. Ces derniers e´taient distribue´s sur des
consoles de la taille d’une calculatrice, ne ne´cessitant pas de te´le´viseurs. Chaque console
e´tait de´die´e a` un seul jeu. Celles-ci furent un succe`s rapportant plusieurs centaines de
millions de dollars a` leurs cre´ateurs.
Par la suite, les grandes compagnies du jeu vide´o comme Nintendo et Bandai se
sont inte´resse´es a` de telles consoles et produisirent plusieurs exemplaires des consoles
Game & Watch qui contenaient des succe`s d’arcade tels Mario’s Cement Factory et
Donkey Kong Jr.
Le meˆme concepteur de Game & Watch a par la suite fusionne´ ces dernie`res avec le
controˆleur du Nintendo Entertainement System (NES) pour obtenir la premie`re console
portable a` grand succe`s : le GameBoy. Cette console qui offrait un e´cran monochrome
fut vendue a` 118 millions d’exemplaires. Le jeu le plus vendu sur cette console fut nulle
autre que Tetris qui a e´te´ vendu a` environ 33 millions d’unite´s.
Les consoles portables ont continue´ d’e´voluer grandement et elles sont actuellement
e´quivalentes aux consoles d’une ou deux ge´ne´rations pre´ce´dentes. Par exemple, le Sony
PlayStation Portable rivalise en matie`re de puissance de mate´riel a` la pre´ce´dente console
de Sony, le PlayStation 2. On peut donc de´velopper des jeux tre`s complexes sur ces
consoles portables, mais ils ne peuvent toujours pas rivaliser avec les jeux sur consoles
ou ordinateurs.
2.1.6 Consoles interme´diaires 1984-2006
Au de´but des anne´es 1980, plusieurs consoles e´taient disponibles sur le marche´,
mais une saturation de mauvais jeux et des proble`mes de gestion ont fait en sorte que
l’industrie du jeu vide´o a connu une grande de´pression. Cette dernie`re a pris subitement
9fin avec la sortie de la console produite par Nintendo, le Nintendo Entertainement
System (NES), qui connut un succe`s fulgurant en vendant 62 millions de consoles dans
le monde. La grande qualite´ des jeux produits a certainement favorise´ l’adoption de
cette nouvelle console. On retrouve entre autres des jeux de tous genres comme le
jeu de plate-forme Super Mario Bros, le jeu d’aventure The Legend of Zelda et le jeu
d’action/aventure Metroid.
Par la suite, la compagnie SEGA sortit un compe´titeur se´rieux au NES, le Master
System, qui rivalisait en termes de puissance mate´rielle et de prix. Depuis ce temps se
livre la guerre des consoles ou` lorsqu’une compagnie de´veloppe un nouveau produit, les
compe´titeurs ne tardent pas a` en produire un similaire.
2.1.7 Consoles modernes 2005-...
Les consoles modernes sont ge´ne´ralement conc¸ues avec du mate´riel a` la fine pointe
de la technologie et sont adapte´es a` un certain public cible.
Au moment de l’e´criture de ce me´moire, on retrouve la console Wii de Nintendo
conc¸ue pour un public constitue´ de joueurs occasionnels graˆce au controˆleur innovateur
de cette console permettant de jouer en effectuant des mouvements plus naturels.
D’un autre coˆte´ compe´titionnent le PlayStation 3 de Sony et le XBox 360 de Mi-
crosoft qui cherchent a` convaincre les joueurs plus assidus d’utiliser leur syste`me en
offrant des consoles a` la fine pointe de la technologie et a` prix tre`s raisonnable en com-
paraison des prix des ordinateurs de jeux e´quivalents. Par exemple, le PlayStation 3
utilise une architecture Cell qui comprend une unite´ principale de 3,2 GHz et 8 sous-
processeurs moins puissants permettant d’exe´cuter plusieurs processus en paralle`le. Ce
dernier posse`de aussi une carte graphique puissante comprenant une me´moire vide´o de
256 Mo.
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2.2 Industrie du jeu vide´o
Tel que mentionne´ dans le chapitre 1, l’industrie du jeu vide´o est tre`s importante et
ge´ne`re des milliards de dollars de revenus par anne´e. Ce profit provient d’une grande
diversite´ de joueurs, allant de jeunes enfants jusqu’a` leurs grands-parents avec une
population fe´minine presque aussi importante que celle masculine. Il en re´sulte donc
qu’une grande diversite´ de jeux et de plates-formes se retrouvent sur le marche´.
La grande quantite´ de jeux qui ont e´te´ produits a fait en sorte que les caracte´ristiques
de qualite´ sont devenues essentielles afin qu’un jeu vide´o puisse se comparer aux jeux
de´ja` existants et ainsi avoir une chance d’eˆtre adopte´ par les consommateurs. Ces at-
tentes du consommateur peuvent se traduire essentiellement par les besoins suivants :
– Exposer un gameplay amusant
– Offrir de beaux rendus graphiques et un affichage visuel agre´able
– Avoir une composante multi-joueurs
– Optionnellement contenir une narration.
Le gameplay d’un jeu repre´sente le facteur de plaisir qu’un usager obtient en jouant
a` un jeu. Ce facteur est souvent subdivise´ en plusieurs cate´gories comme la diversite´ et
la quantite´ de niveaux, la difficulte´, la re´ponse des controˆles du jeu, etc.
Ces besoins semblent simples a priori, mais impliquent beaucoup de travail et im-
posent des contraintes se´ve`res aux de´veloppeurs de jeux vide´o. Afin qu’un jeu puisse of-
frir un gameplay inte´ressant aux joueurs, une e´troite collaboration entre les de´veloppeurs
et les designers doit eˆtre e´tablie. Cela implique aussi d’e´valuer plusieurs possibilite´s en
testant sur des prototypes et en effectuant de nombreux cycles de de´veloppement du
jeu.
En ce qui concerne le rendu graphique du jeu, en plus des designers, c’est aussi avec
les artistes que les de´veloppeurs doivent s’accorder dans le but de concevoir un moteur
de rendu re´pondant bien aux besoins de leurs cre´ations. Celles-ci doivent eˆtre faites en
respectant les contraintes impose´es par le mate´riel ou` sera de´ploye´ le produit. Ainsi, le
moteur de rendu doit eˆtre facilement extensible afin d’accommoder les nouvelles ide´es
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et les nouveaux concepts a` inte´grer.
Une composante multi-joueurs, tout de´pendant si elle implique des parties faites
sur le re´seau ou non, pourrait ne´cessiter une grande rigueur de programmation afin
d’assurer une stabilite´ de connexions et empeˆcher les joueurs de tricher. Ces sujets ne
sont pas discute´s dans ce me´moire.
La diversite´ des jeux de´veloppe´s a mene´ a` une classification de ceux-ci. Les princi-
paux genres de jeux sont :
– Action : Jeux rapides demandant souvent de l’habilete´ de la part des joueurs.
– Strate´gie : Jeux a` rythme plus lent, exigeant une re´flexion plus profonde de la
part des joueurs.
– Jeux de roˆles : Jeux ou` la narration de l’histoire occupe une place importante et
ou` les personnages de l’histoire subissent une e´volution graduelle en fonction du
temps.
– Simulation : Jeux qui tentent de repre´senter fide`lement des phe´nome`nes re´els
comme la conduite automobile, des sports, etc.
– Casual : Jeux simples visant a` eˆtre utilise´s par des joueurs occasionnels. Par
exemple, le jeu Tetris est conside´re´ comme appartenant a` ce genre.
Il existe d’innombrables autres genres et d’hybrides de ces cate´gories. Notre but ici
est simplement de donner une ide´e de la diversite´ du contenu des jeux vide´o produits.
2.3 Contraintes de programmation
Le de´veloppement de jeux vide´o implique une programmation sous des contraintes
se´ve`res afin que le jeu respecte les normes du marche´ et les attentes des joueurs. Une
contrainte importante pour le de´veloppement de jeux vide´o est relie´e a` l’efficacite´ algo-
rithmique. En effet, la fluidite´ d’un jeu est critique face a` l’immersion du joueur dans
l’univers cre´e´ par le jeu de certains genres. Les jeux doivent donc eˆtre des programmes
efficaces de manie`re a` inviter le joueur a` entrer le plus possible dans la narration.
Une autre contrainte importante relie´e au de´veloppement de jeux est la modularite´
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du code produit. En effet, afin que les efforts place´s dans la production d’un jeu vide´o
puissent eˆtre re´utilise´s dans les productions subse´quentes, des abstractions doivent eˆtre
faites afin de faciliter la re´utilisation de ces dernie`res. Souvent, pour obtenir des per-
formances ade´quates, les de´veloppeurs doivent sacrifier la modularite´. La conse´quence
est que chaque jeu repre´sente un e´norme travail car peu de code peut eˆtre re´utilise´.
2.3.1 Fluidite´
2.3.1.1 Taux de rafraˆıchissement
Une autre contrainte dans le de´veloppement d’un jeu vide´o est la fluidite´ de celui-
ci. Lorsqu’un film est projete´ sur un e´cran de cine´ma, le taux de rafraˆıchissement de
l’image est d’environ 30 trames par seconde. Par contre, les images capte´es par les
came´ras contiennent du « flou de mouvement », effet cre´e´ par le mouvement s’e´tant
produit durant l’ouverture de l’obturateur pendant un certain temps. Ce flou permet
a` notre cerveau d’estimer ou de faire l’extrapolation du mouvement dans une trame et
donc de croire l’illusion cre´e´e par la projection des images. De plus, le faible e´clairage
pre´sent dans une salle de cine´ma aide l’image projete´e a` rester plus longtemps impre´gne´e
sur la re´tine de l’oeil, facilitant ainsi la compre´hension du mouvement dans l’image.
Par contre, dans un jeu vide´o, les images rendues a` l’e´cran sont souvent parfaitement
nettes et ne contiennent donc pas ce flou de mouvement, ce qui vient re´duire la cre´dibilite´
de l’illusion faite par la succession des images a` l’e´cran. Il faut donc augmenter le taux
de rafraˆıchissement a` environ 60 trames par seconde pour obtenir le niveau de cre´dibilite´
d’une projection cine´matographique [14].
Toutefois, un taux de rafraˆıchissement de 60 trames par seconde n’est pas ne´cessaire
pour tous les jeux. Cela varie grandement avec la nature des jeux. Par exemple, un jeu de
strate´gie ou` les joueurs jouent a` tour de roˆle posse`de peu d’animations et donc pourrait
tre`s probablement eˆtre satisfaisant avec un taux de rafraˆıchissement de 30 trames par
seconde ou moins.
Aussi, il est possible que les designers du jeu acceptent de re´duire volontairement
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le taux de rafraˆıchissement afin d’avoir plus de temps pour rendre une image. Un jeu
posse´dant un taux de rafraˆıchissement de 60 trames par seconde implique que les images
sont rafraˆıchies toutes les 16 millisecondes, ce qui ne laisse pas beaucoup de temps pour
effectuer le calcul du moteur du jeu en plus du rendu de l’image. Heureusement, les
cartes vide´o modernes sont capables de faire une bonne partie du rendu laissant ainsi
le ou les processeurs principaux libres pour exe´cuter le moteur du jeu.
Il n’en demeure pas moins que toute la logique du jeu doit eˆtre aussi efficace que
possible afin que le processus de rendu des trames soit transparent au joueur.
2.3.1.2 Re´ponse quasi temps re´el
Une autre implication de la fluidite´ requise par un jeu vide´o est le de´lai de re´ponse
face aux entre´es du joueur. Ce de´lai doit eˆtre aussi faible que possible pour donner
l’impression que le personnage dans le jeu ne soit qu’une extension de la volonte´ du
joueur. Ainsi le traitement des entre´es du joueur se doit aussi d’eˆtre tre`s efficace afin de
ne pas encombrer le moteur du jeu qui n’a de´ja` pas beaucoup de temps pour effectuer
son travail.
2.3.2 Modularite´
En plus de devoir eˆtre efficacement implante´, un jeu vide´o moderne se doit d’eˆtre
aussi modulaire que possible. Pour y arriver, le couplage entre les diffe´rentes compo-
santes doit eˆtre faible.
Le de´veloppement de logiciels favorisant la modularite´ est une qualite´ standard en
ge´nie logiciel, mais elle vient tre`s bien s’appliquer au de´veloppement de jeux vide´o
modernes. En effet, ces derniers sont des projets de tre`s grande envergure impliquant
beaucoup de programmeurs. Il en re´sulte qu’un bon design modulaire permet de bien
se´parer les taˆches a` effectuer de manie`re paralle`le par des e´quipes spe´cialise´es. Si le
projet est bien ge´re´, cela pourrait certainement re´duire le couˆt de de´veloppement de
tels projets.
14
De plus, une bonne modularite´ permet de cre´er des composantes qui sont cohe´sives
et qui permettent donc d’eˆtre re´utilise´es par la suite. Une re´utilisation de composantes
complexes, tel un moteur de physique, e´vite de faire un travail supple´mentaire non
trivial pour chaque nouveau projet. Ainsi, il est clair que l’effort supple´mentaire investi
pour bien modulariser les composantes d’un jeu seront rentables pour le de´veloppement
des prochains jeux.
Bien suˆr, toute abstraction posse`de son couˆt, notamment en couˆt de performance.
Ainsi, il faut bien estimer les endroits ou` l’utilisation de modules externes n’aura pas
de trop grands impacts ne´gatifs de performance.
Il est clair qu’un langage de programmation ayant un bon potentiel d’abstraction,
comme c’est ge´ne´ralement le cas pour les langages de haut niveau, facilite cette taˆche.
Un syste`me oriente´ objet ou un bon syste`me de module permettrait aussi de bien
modulariser les composantes d’un jeu.
2.3.3 Malle´abilite´
La malle´abilite´ d’un logiciel pourrait se de´finir comme la facilite´ avec laquelle ce
dernier peut eˆtre modifie´ ou transforme´. Cette qualite´ est importante pour le de´velop-
pement de jeux puisqu’un tel processus implique ge´ne´ralement de faire beaucoup de
prototypage. Le code d’un jeu se doit alors d’eˆtre tre`s malle´able afin d’aider a` faire des
changements rapidement au moteur du jeu pour tester de nouvelles ide´es, sans ajouter
un trop grand couˆt pour le faire.
La modularite´ du jeu aura un effet positif sur la malle´abilite´ en permettant de modi-
fier les me´canismes internes des composantes sans trop affecter le reste du programme.
Par contre, un langage de programmation offrant une bonne puissance d’abstraction se-




En conclusion, l’industrie du jeu vide´o et son histoire ont e´te´ mises en lumie`re afin
d’exposer l’e´volution des jeux vide´o et de motiver l’inte´reˆt de travailler a` ame´liorer le
de´veloppement de ceux-ci.
Les jeux vide´o sont passe´s rapidement d’ide´es farfelues comme ce fut le cas pour
le Cathode Ray Amusement Device a` une industrie comple`te ge´ne´rant des milliards de
dollars annuellement. Il y a un grand inte´reˆt a` vouloir diminuer le couˆt de de´velop-
pement de ceux-ci.
Les couˆts de de´veloppement de jeux modernes sont de l’ordre des millions de dol-
lars et impliquent des dizaines voire des centaines d’artistes, de programmeurs et de
designers. Ainsi, meˆme de toutes petites acce´le´rations d’un cycle de de´veloppement
pourraient avoir un impact sur le travail de beaucoup de gens et se traduire ainsi en de
grandes e´conomies sur les couˆts de de´veloppement.
Les contraintes implique´es au niveau de la programmation par le de´veloppement
de jeux vide´o ont e´te´ e´tudie´es. Ces dernie`res se re´sument par les concepts de fluidite´,
de modularite´ et de malle´abilite´ du jeu vide´o. Le respect de la contrainte de fluidite´
re´sulte en une bonne immersion pour le joueur, qui est ne´cessaire afin que le jeu soit
conside´re´ comme « jouable ». La modularite´ facilite le de´veloppement en collaboration
tout en permettant d’ame´liorer la re´utilisation des composantes communes a` plusieurs
jeux. L’aspect de la malle´abilite´ du code permet d’acce´le´rer le prototypage du jeu.
Il semble donc que le choix d’un langage permettant de re´pondre a` ces contraintes
pourrait certainement faciliter le de´veloppement de jeux vide´o. Ainsi, des e´conomies
substantielles aux compagnies de l’industrie pourraient eˆtre engendre´es, rendant plus





Pour la re´alisation d’un projet donne´, le choix d’un langage de programmation a
beaucoup d’influence sur la structure du code e´crit. Plusieurs facteurs influencent ces
diffe´rences. Par exemple, un langage a` typage statique re´sultera en du code qui a une
structure adapte´e aux besoins du moment, mais qui sera beaucoup moins malle´able par
la suite [15]. Ainsi, afin d’optimiser les efforts de de´veloppement pour un projet, une
bonne analyse des besoins est de rigueur afin de choisir un langage re´pondant le mieux
possible a` ceux-ci.
En se basant sur les besoins et les contraintes e´nonce´s dans le chapitre 2, nous
proposons l’utilisation du langage de programmation Scheme comme outil principal de
de´veloppement de jeux vide´o. Il s’agit d’un langage de tre`s haut niveau qui semble eˆtre
un candidat ide´al pour permettre un de´veloppement efficace de jeux vide´o. En plus de
posse´der plusieurs implantations tre`s performantes, ce langage offre une grande quantite´
de concepts de programmation de haut niveau. Parmi ceux-ci, on retrouve entre autres
les concepts de la programmation fonctionnelle qui offrent un grand potentiel d’abs-
traction au niveau de la structure du code, un syste`me de macros e´volue´ qui permet
d’augmenter Scheme avec des langages spe´cifiques au domaine, l’acce`s aux continua-
tions du calcul qui permettent une manipulation tre`s puissante du flot de controˆle du
programme et un syste`me de gestion me´moire automatique.
Ce chapitre donne un bref historique du langage Scheme afin de le mettre en situation
et donner un aperc¸u de son origine. Par la suite, une bre`ve explication des concepts
de base du langage est donne´e dans le but d’illustrer la simplicite´ de celui-ci. Plus
d’informations sur les bases de Scheme peuvent eˆtre obtenues dans la litte´rature [7,16].
Finalement, les particularite´s du langage sont discute´es afin de mettre en e´vidence
l’ampleur de celles-ci dans le contexte du de´veloppement de jeux vide´o.
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3.1 He´ritage Lisp
Le langage Scheme est une forme e´pure´e du tout premier langage de programmation
de haut niveau, le langage Lisp. Ainsi, pour illustrer les origines de Scheme, une courte
histoire du langage Lisp est pre´sente´e. Par la suite, les langages de programmation qui
furent inspire´s du langage Scheme sont mentionne´s en expliquant brie`vement leur racine
commune et leurs principales disparite´s.
3.1.1 Histoire de Lisp
Le langage Lisp est le tout premier langage de programmation de haut niveau qui
fut conc¸u et est le deuxie`me plus vieux langage de programmation toujours utilise´. Sa
premie`re implantation fut re´alise´e en 1958 dans un laboratoire d’intelligence artificielle
du MIT (Massachusetts Institute of Technology) sous la direction de John McCarthy.
Le langage original introduisait de´ja` des concepts fondamentaux comme l’utilisation de
listes pour repre´senter du code, la programmation fonctionnelle, ainsi que le concept
de gestion de me´moire automatique. Un article de´crivant le langage Lisp comme un
langage de programmation et de formalisme de de´finition de fonctions re´cursives fut
publie´ ulte´rieurement [17].
Le langage fut aussitoˆt adopte´ par la communaute´ de recherche en intelligence ar-
tificielle, puisque l’utilisation d’un traitement symbolique permettait de de´velopper de
nouveaux algorithmes dans ce domaine.
Lisp e´volua par la suite en de nombreux dialectes diffe´rents, chacun apportant ses
propres extensions au langage. Vers le de´but des anne´es 1980, un comite´ d’unification
de ces multiples dialectes fut forme´ pour donner naissance au standard Common Lisp.
En 1984, Guy Steele publia un livre [18] donnant une description de´taille´e du stan-
dard e´tabli par la communaute´ Lisp. Il en re´sulte donc une spe´cification tre`s complexe
du langage qui s’est trouve´e gonfle´e par les multiples dialectes lui ayant donne´ nais-
sance. Ainsi, Common Lisp posse`de beaucoup de bagage, et il devient difficile pour un
programmeur de maˆıtriser tous les concepts de ce langage.
19
3.1.2 Ave`nement de Scheme
Peu avant la standardisation de Common Lisp, Guy Steele et Gerald J. Sussman
conc¸urent la spe´cification d’un nouveau dialecte du langage Lisp appele´ Scheme [19].
L’origine du de´veloppement de Scheme provient de la tentative de compre´hension d’un
formalisme modulaire d’agents en intelligence artificielle [20, 21]. Ils ont donc baˆti un
interpre`te minimaliste base´ sur Lisp afin de comprendre ce formalisme qui s’exprimait
mal avec les langages disponibles a` l’e´poque. Ce petit interpre`te supportait ainsi une
porte´e statique approprie´e pour la description d’acteurs, divergeant ainsi de Lisp en
remplac¸ant de simples fonctions re´cursives par les fermetures du lambda calcul. Les
deux auteurs furent tre`s surpris de constater que le langage expe´rimental cre´e´ re´pondait
parfaitement a` leurs besoins et s’ave´rait beaucoup plus simple que ce qu’ils avaient
anticipe´.
Scheme devint ainsi populaire et est pre´sentement l’un des deux dialectes les plus uti-
lise´s de Lisp, en concurrence avec Common Lisp. Meˆme apre`s avoir subi cinq re´visions,
le langage Scheme demeure tre`s simple avec un standard ne comptant qu’environ une
trentaine de pages [7]. Il en re´sulte qu’on ne retrouve actuellement pas moins d’une
cinquantaine d’implantations disponibles, dont une douzaine sont conside´re´es comme
e´tant des implantations majeures. Celles-ci offrent non seulement plusieurs extensions
du langage, mais aussi de bonnes performances graˆce a` l’implantation d’optimisations
de compilation avance´es.
Le langage Scheme impose une philosophie de minimalisme a` ses programmeurs en
ne leur fournissant que la base dans le standard. Cette philosophie est souvent appre´cie´e
car elle me`ne a` utiliser ce qui est vraiment ne´cessaire et a` faire soi-meˆme ce qui n’est pas
disponible, cre´ant ainsi une bonne autonomie chez les programmeurs Scheme. De plus,
le langage est accompagne´ d’une centaine de librairies externes de traitement ge´ne´rique
de´nomme´es Scheme Request For Implementation (SRFI [22]).
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3.1.3 Langages inspire´s de Scheme
Plusieurs langages de programmation re´cents furent inspire´s des langages Lisp.
Pour la plupart, il s’agit de langages de script comme JavaScript [23], Ruby [24] ou
Perl [25]. Ces langages s’inspirent notamment de l’aspect dynamique de Lisp afin d’eˆtre
interpre´te´s. Ils utilisent aussi une gestion de me´moire automatique afin de simplifier leur
utilisation. Finalement, certains d’entre eux offrent des fonctions en tant que donne´es
de premie`re classe, permettant ainsi l’utilisation de la programmation fonctionnelle.
Par contre, ces langages demeurent toujours des sous-ensembles de Scheme en terme
de fonctionnalite´s. Ils sont devenus populaires pour leur simplicite´ d’utilisation, mais un
bon apprentissage de Scheme pourrait certainement eˆtre plus be´ne´fique a` long terme.
Entre autres, Scheme est un langage interpre´te´ et compile´, permettant de de´velopper
des applications tre`s efficaces. Il en re´sulte que le code peut eˆtre de´veloppe´ de manie`re
dynamique en utilisant une Read Eval Print Loop (REPL) afin de tester et corriger un
programme de´veloppe´. La pre´sence d’une REPL permet aussi un mode de re´cupe´ration
d’erreurs tre`s dynamique et donnant acce`s a` l’e´valuation d’expressions Scheme lors-
qu’une erreur se produit dans une telle boucle.
3.2 Introduction au langage
Tout en be´ne´ficiant du riche he´ritage des langages Lisp, Scheme demeure un langage
e´pure´ et tre`s simple. Cette section vise a` pre´senter les bases du langage Scheme et de
son implantation par le syste`me Gambit-C [8], afin de familiariser le lecteur avec la
syntaxe du langage ainsi que les fonctionnalite´s de base et les extensions au langage
fournies par Gambit-C.
3.2.1 Syntaxe
Les langages de la famille Lisp adoptent une notation pre´fixe parenthe´se´e. Il en
re´sulte que la syntaxe du langage est consistante et simple. La figure 3.1 illustre un
exemple simple de calcul arithme´tique.
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(+ (expt 2 5) (sin (/ 3.141592653589793 2))) => 33.
Fig. 3.1: Exemple simple d’appels de fonctions en Scheme
Cette syntaxe apporte plusieurs be´ne´fices au langage. Puisque chaque appel de fonc-
tion (ou de forme spe´ciale) est parenthe´se´, il en re´sulte qu’un programme Scheme est
tre`s structure´ et peut eˆtre manipule´ efficacement en utilisant des outils de de´velop-
pement performants tels VI ou Gnu Emacs. De plus, Scheme utilise la meˆme syntaxe
pour les donne´es d’un programme que pour le programme. Il devient ainsi possible de
concevoir des programmes qui cre´ent des programmes Scheme. C’est ce qui constitue
la base du syste`me de macros de Scheme. On dit ainsi qu’un programme Scheme est
repre´sente´ par des expressions symboliques, fre´quemment appele´es S-expression. La dis-
tinction entre une donne´e et les instructions d’un programme se fait par l’entremise des
formes spe´ciales quote et quasiquote qui spe´cifient respectivement que l’expression
doit eˆtre entie`rement ou en partie traite´e comme une donne´e et donc, ne doit pas eˆtre
e´value´e comme un programme. La figure 3.2 donne deux exemples d’utilisation de ces
formes spe´ciales. Le premier exemple illustre l’utilisation de quote qui fait en sorte que
la liste spe´cifie´e est conside´re´e comme une donne´e et non un appel de la fonction abc.
Le deuxie`me exemple utilise la forme quasiquote qui permet de spe´cifier des donne´es
dont certaines parties peuvent eˆtre e´value´es a` l’aide de la forme spe´ciale unquote. Les
formes spe´ciales quote, quasiquote et unquote peuvent eˆtre aussi utilise´es via les ca-
racte`res respectifs ’, ‘ et ,.
(+ 1 (list-ref ’(abc 123 "toto") 1)) => 124
(list-ref `(abc ,(+ 122 1) "toto") 1) => (abc 123 ”toto”)
Fig. 3.2: Exemples d’utilisation de listes sous forme de S-expression
3.2.2 Aperc¸u des fonctionnalite´s requises par le standard
Le standard du langage Scheme [7] est tre`s minimaliste, mais posse`de toutes les
fonctionnalite´s de base requises par un langage de haut niveau comme Scheme. On y
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spe´cifie que Scheme est un langage type´ dynamiquement, i.e. que les ve´rifications de
types sont faites durant l’exe´cution d’un programme, et non durant la compilation.
Cette particularite´ fait en sorte que Scheme est un langage qui peut eˆtre interpre´te´ ou
compile´. Les types de base du langage sont tous disjoints entre eux, i.e. aucun objet
ne peut appartenir a` plus d’un de ces types. Ces types sont ve´rifie´s par les pre´dicats
boolean?, pair?, symbol?, number?, char?, string?, vector?, port?, procedure?
et null?. Chacun de ces types est documente´ et posse`de des fonctions standards de
cre´ation et d’utilisation. Entre autres, la forme spe´ciale lambda permet la cre´ation de
fermetures telles qu’elles existent dans le lambda calcul. La figure 3.3 illustre l’utilisa-
tion des quelques-uns parmi ces types de base.
((lambda (x y) (+ (car x) (vector-ref y 2)))
’(1 2 3)
’#(4 5 6)) => 7
(substring (list->string ’(#\a #\l #\l #\o #\!))
0
3) => ”all”
Fig. 3.3: Exemples d’utilisation des types de base de Scheme
3.3 Programmation fonctionnelle
Le langage Scheme est un langage fonctionnel. Cette famille de langages de pro-
grammation est caracte´rise´e par une programmation centre´e sur l’appel de fonctions
dites avec une transparence re´fe´rentielle, ou` la valeur de retour d’une fonction de´pend
uniquement des parame`tres et non de l’e´tat du syste`me. Ce type de programmation
fait contraste a` la programmation impe´rative, qui est centre´e sur la mutation de l’e´tat
d’un programme. Les programmes e´crits en utilisant ces langages sont ge´ne´ralement
beaucoup plus faciles a` comprendre, ce qui encourage un grand nombre de chercheurs a`
contribuer au de´veloppement et l’utilisation de tels langages dans le milieu commercial.
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3.3.1 Programmation fonctionnelle pure
Une programmation dite purement fonctionnelle respecte de manie`re stricte le pa-
radigme de la programmation fonctionnelle, i.e. que les fonctions sont des entite´s
mathe´matiques qui ne sont pas affecte´es par l’e´tat du syste`me. L’origine de ce type
de programmation se situe avant meˆme l’apparition des premiers ordinateurs. C’est
dans les anne´es 1936 qu’Alonzo Church a introduit le formalisme mathe´matique de
de´finition de fonctions mathe´matiques de´nomme´ lambda calcul non type´ [26]. Ce der-
nier introduit un formalisme de de´finition de fonctions qui sert de base aux langages
de programmation fonctionnels. La figure 3.4 illustre la de´finition de la fonction flip.
Cette dernie`re rec¸oit en parame`tre une fonction f et deux valeurs (y et x ) et s’occupe
d’appliquer la fonction rec¸ue aux parame`tres dans l’ordre inverse.
λf → λy → λx→ fxy
Fig. 3.4: De´finition de la fonction flip en lambda calcul non type´
Ces fonctions sont conside´re´es pures car elles sont exemptes de mutations de l’e´tat
du calcul. Ainsi, le re´sultat de l’application d’une fonction (appele´e β-reduction en
lambda calcul) ne de´pend que des parame`tres de ces dernie`res.
Une caracte´ristique importante pre´sente dans le lambda calcul est la pre´sence de
fonctions de premie`re classe, i.e. que les fonctions sont des objets appartenant aux va-
leurs du langage. Elles peuvent donc eˆtre cre´e´es et manipule´es comme toutes autres
valeurs. Ces fonctions sont aussi appele´es fermetures, car elles implantent une porte´e
statique de variables, i.e. qu’elles conservent l’environnement d’exe´cution dans lequel
elles se trouvaient lors de leur cre´ation. Cette capacite´ de retenir l’environnement est
tre`s puissante et permet l’utilisation de fermeture comme structure de donne´es. Par
exemple, la figure 3.5 illustre l’implantation de paires similaires a` celles retrouve´es dans
Scheme en lambda calcul.
Comme de´ja` mentionne´ dans la section 3.1, le lambda calcul a donne´ naissance a` une
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cons = λcar → λcdr → λf → fxy
car = λpair → pair(λcar → λcdr → car)
car = λpair → pair(λcar → λcdr → cdr)
car (cons 1 2)  1
Fig. 3.5: Implantation de paires en utilisant des fermetures du lambda calcul
famille de langages dont la racine est le langage Lisp. Dans cette famille, les langages
ML [27] et Haskell [28] sont parmi les plus connus de ceux qui adhe`rent fide`lement
au mode`le de calcul d’Alonzo Church. Le langage Scheme est lui aussi un langage
fonctionnel, mais il n’est pas conside´re´ pur puisque les mutations de l’e´tat du programme
sont permises. En effet, des ope´rateurs tels que set!, set-car! ou encore vector-set!
permettent la modification de liaison ou du contenu de cellules me´moires. Ainsi, Scheme
partage le meilleur des deux mondes en laissant la liberte´ au programmeur de choisir
le paradigme de programmation qui lui apparaˆıt le plus approprie´. Par contre, un abus
de mutations est conside´re´ comme e´tant de tre`s mauvais style en Scheme.
3.3.2 Programmation fonctionnelle en Scheme
Le lambda calcul ouvre la porte a` la cre´ation d’abstractions tre`s inte´ressantes : les
fonctions d’ordre supe´rieur. Celles-ci rec¸oivent des fonctions en parame`tre, les mani-
pulent et en retournent de nouvelles. La figure 3.6 illustre un exemple d’e´criture et
d’utilisation de fonctions d’ordre supe´rieur. La premie`re fonction de´finie prend une
fonction en parame`tre et applique cette fonction sur chacun des e´le´ments de la liste
passe´e comme deuxie`me parame`tre. La deuxie`me fonction est une version Scheme de
flip pre´sente´e dans la figure 3.4. L’exemple utilise ensuite ces deux dernie`res afin de
soustraire 1 a` chaque e´le´ment de la liste spe´cifie´e.
L’utilisation de fonctions d’ordre supe´rieur permet l’abstraction d’algorithmes de
manie`re tre`s ge´ne´rique. Une autre fonction d’ordre supe´rieur tre`s re´pandue est la fonc-
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(define (map f lst)
(if (pair? lst)
(cons (f (car lst)) (map f (cdr lst)))
’()))
(define (flip f y)
(lambda (x) (f x y)))
(map (flip - 1) ’(1 2 3 4 5)) => (0 1 2 3 4)
Fig. 3.6: Exemple de cre´ation et d’utilisation de fonctions d’ordre supe´rieur.
tion foldl qui permet d’utiliser chacun des e´le´ments d’une liste pour calculer un re´sultat
unique. La figure 3.7 illustre l’utilisation de cette fonction pour faire la somme et le
produit des nombres dans une liste.
(define (foldl f acc lst)
(if (not (pair? lst))
acc
(foldl f (f acc (car lst)) (cdr lst))))
(foldl + 0 ’(1 2 3 4 5)) => 15
(foldl * 1 ’(1 2 3 4 5)) => 120
Fig. 3.7: Fonction d’ordre supe´rieur foldl.
Ainsi, l’utilisation de fonctions en tant que donne´es de premie`re classe permet la
cre´ation de puissantes abstractions algorithmiques. De plus, l’utilisation des paradigmes
de programmation fonctionnelle facilite beaucoup la modularisation du logiciel. En effet,
puisque peu ou pas de mutations d’e´tat sont utilise´es, il devient alors facile de combiner
diffe´rents modules, sans avoir d’interfe´rences dans l’e´tat du programme, ce qui n’est pas
ne´cessairement le cas avec des modules impe´ratifs de´pendant directement de l’e´tat du
programme pour leur exe´cution.
De plus, il est possible en Scheme de cre´er des fermetures n’attendant aucun ar-
gument. Ces dernie`res sont ge´ne´ralement appele´es thunk de manie`re historique. Elle
sont utilise´es afin de retarder l’e´valuation de code dans le but de faire de l’e´valuation
paresseuse ou d’encapsuler un comportement. La figure 3.8 illustre l’utilisation d’un
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thunk avec le syste`me de threads de Gambit-C afin de suspendre l’e´valuation du corps
du processus le´ger cre´e´ jusqu’a` ce que ce dernier soit de´marre´.
(let ((thunk (lambda () (display ’B))))
(display ’A)
(thread-start! (make-thread thunk))) => AB
Fig. 3.8: Utilisation d’un thunk dans le but de retarder l’e´valuation de code
3.4 Macros
Les macros d’un langage de programmation sont des syste`mes utilise´s pour faire
des abstractions qui sont re´solues durant la compilation d’un fichier source. Dans sa
forme la plus e´le´mentaire, un syste`me de macro peut eˆtre implante´ sous la forme d’un
pre´-processeur de code qui ne fait que du remplacement de patrons par une expansion
textuelle directe. C’est ce genre de syste`me de macros que l’on retrouve entre autres
dans le langage C. Ce type de macro, quoique tre`s simple, permet de faire de´ja` beau-
coup d’abstractions. La figure 3.9 illustre un exemple de macros C. Dans cet exemple, on
de´finit la macro swap qui interchange la valeur de deux variables entre elles. Le re´sultat
de l’expansion sera donne´ par la substitution de l’appel de la macro par son corps ou` les
occurrences des parame`tres sont inte´gralement substitue´s par les parame`tres actuels,
soient a et b.
#define swap(x,y) do { int tmp; tmp = x; x = y; y = tmp; } while(0)
int main(){
int a = 1; int b = 2;
swap(a,b);
return a - (b<<1);
}
Fig. 3.9: Exemple de macro textuelle en C
De telles macros comportent beaucoup de proble`mes potentiels. Non seulement,
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elles sont limite´es a` faire des remplacements syntaxiques tre`s primitifs, mais aussi elles
sont souvent la source de proble`mes relie´s au changement du contexte syntaxique des
arguments de la macro ou a` une expansion dans un contexte qui n’e´tait pas pre´vu. Ces
proble`mes sont difficiles a` trouver car ils surviennent uniquement lorsque le programme
est compile´, bien apre`s l’expansion des macros. Il en re´sulte que le code compile´ ne
contient aucune trace des appels macros et donc le compilateur donne souvent des
erreurs qui ne sont pas relie´es avec la vraie source du proble`me, soit la de´finition de la
macro en question.
L’utilisation d’expressions symboliques pour repre´senter de la meˆme manie`re les
donne´es d’un programme et le code source de celui-ci en Scheme permet l’implanta-
tion d’un syste`me de macros tre`s puissant, dit proce´dural. Plusieurs de ces syste`mes
d’expansion de macros sont disponibles en Scheme. Le plus simple d’entre eux est celui
qui provient directement de Lisp, soit la forme spe´ciale define-macro. Avec cet ex-
panseur, une macro Scheme est une fonction dont les parame`tres ne sont pas e´value´s
avant d’eˆtre passe´s au corps de la fonction. Il en re´sulte ainsi que le code e´tant en po-
sition d’argument est conside´re´ par la macro comme e´tant des donne´es Scheme (listes,
symboles, nombres, etc.). Puisque la macro Scheme est une fonction, elle posse`de toute
la puissance du langage a` sa disposition. La S-expression retourne´e par la macro sera
le re´sultat de l’expansion de celle-ci et sera donc e´value´e durant l’exe´cution du pro-
gramme a` l’endroit ou` l’appel de la macro se retrouvait. Un exemple simple de macro
tirant profit du fait que l’argument est passe´ par nom est illustre´ dans la figure 3.10.
Cette macro tre`s simple utilise le passage par nom pour permettre d’incre´menter la
valeur d’une variable, ce qui ne serait pas possible autrement en Scheme puisque le
passage d’argument se fait normalement par valeur.
Un autre exemple de macro utilisant le passage par nom est donne´ dans la figure
3.11. Cette macro permet d’augmenter le langage Scheme d’une nouvelle forme spe´ciale
qui correspond a` une forme simple d’ite´ration comme l’on retrouve souvent dans les
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Fig. 3.10: Exemple simple de macro utilisant le passage par nom a` profit
langages impe´ratifs. L’expansion de l’appel a` cette macro illustre´e dans la figure 3.11
est pre´sente´e dans la figure 3.12.
(define-macro (for var init limit . body)
`(let loop ((,var ,init))
(if (< ,var ,limit)
(begin ,@body
(loop (+ ,var 1))))))
(let ((v (make-vector 5)))
(for x 0 5 (vector-set! v x x))
v) => #(0 1 2 3 4)
Fig. 3.11: Exemple de macro ajoutant une nouvelle forme spe´ciale au langage
(let ((v (make-vector 5)))
(let loop ((x 0))
(if (< x 5) (begin (vector-set! v x x)
(loop (+ x 1)))))
v)
Fig. 3.12: Re´sultat de l’expansion macro de l’appel pre´sente´ dans la figure 3.11
Ces macros demeurent tre`s simples et se rapprochent de ce qui peut eˆtre exprime´
a` l’aide de macros C. Toutefois, la macro for comporte un proble`me. Celui-ci est relie´
a` l’introduction de la variable loop. L’ajout de cette variable peut causer le proble`me
connu sous le nom de Capture de nom. En effet, la macro n’aura pas le comportement
escompte´ si l’un de ses parame`tres posse`de une re´fe´rence a` une variable de´ja` existante
nomme´e loop. Le proble`me de capture de variable e´tait tout aussi pre´sent dans les
macros de C et constituait pour ce type de macro un proble`me insolvable. Par contre, il
est possible d’e´viter ce proble`me en Scheme en ge´ne´rant un nom de variable pour loop
qui est assure´ment unique. L’implantation Gambit-C offre la fonction gensym pour ces
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besoins.
Le proble`me de capture de nom est associe´ au phe´nome`ne appele´ hygie`ne des ma-
cros. Ce proble`me peut eˆtre re´solu manuellement comme sugge´re´, mais il existe aussi
d’autres expanseurs de macros assurant l’hygie`ne des macros, dont entre autres, la forme
spe´ciale syntax-rules [29]. La re´e´criture de la macro for en utilisant un syste`me de
macros hygie´nique est donne´e dans la figure 3.13. Cette figure donne aussi un exemple
d’utilisation de la macro mettant a` l’e´preuve l’hygie`ne de celle-ci. On constate que
malgre´ le fait qu’aucun effort n’a duˆ eˆtre mis en place pour e´viter les collisions de nom




((for var init limit body ...)
(let loop ((var init))
(if (< var limit)
(begin body ...
(loop (+ var 1))))))))
(let ((v (make-vector 5)))
(for loop 0 5 (vector-set! v loop loop))
v) => #(0 1 2 3 4)
Fig. 3.13: Macro for hygie´nique
Bien que l’expansion de macro faite avec define-macro puisse impliquer des col-
lisions de variable, elle permet une plus grande liberte´ d’e´criture. En effet, parfois la
collision de nom peut eˆtre intentionnelle. Aussi, le proble`me est re´solu avec l’utilisation
de symboles uniques.
Un exemple plus convaincant d’une macro Scheme utilisant la puissance de calcul du
langage est illustre´ dans la figure 3.14. Cette macro re´sulte en la cre´ation d’un masque
binaire ayant les bits des puissances de deux spe´cifie´es en argument. Ainsi, l’expansion
de l’appel (mask 1 3 8) est directement 266. Il est inte´ressant de noter qu’un appel
a` cette macro tel que (mask 1 (+ 1 2)), est une erreur. En effet, la macro s’attend a`
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avoir un nombre en parame`tre, mais elle rec¸oit plutoˆt dans ce cas-ci la liste (+ 1 2),
puisque les arguments de macros ne sont pas e´value´s.
(define-macro (mask . bits)
(define (curry2 f x) (lambda (y) (f x y)))
(apply + (map (curry2 expt 2) bits)))
(number->string (mask 1 3 8) 2) => ”100001010”
Fig. 3.14: Exemple plus avance´ de macro Scheme
Le calcul de la somme des puissances de deux se fait donc durant la compilation du
programme, donnant acce`s a` des optimisations inte´ressantes, sans toutefois perdre au
niveau de l’e´le´gance du code. Ce genre de macros me`nent directement vers la construc-
tion de langages spe´cifiques au domaine (Domain Specific Languages ou simplement
DSL). Ces derniers consistent en l’ajout de nouvelles constructions a` Scheme permet-
tant d’exprimer des ide´es relie´es a` un concept pre´cis de manie`re e´le´gante, sans perte de
performance. La macro mask pourrait constituer le pilier de base d’un DSL effectuant
la cre´ation et la manipulation de masques binaires. La figure 3.15 illustre une deuxie`me
macro effectuant durant l’expansion macro la combinaison de masques binaires. On
obtient un petit langage pour la de´claration efficace de tels masques.
(define-macro (mask-or . masks)
(apply bitwise-ior (map eval masks)))
(mask-or (mask 1 3) (mask 8)) => 266
Fig. 3.15: Macro venant augmenter le petit DSL portant sur la manipulation de
masques binaires
On peut maintenant imaginer de tels langages spe´cifiques au domaine pour n’im-
porte quel proble`me associe´ aux jeux vide´o. Par exemple, une macro peut eˆtre e´crite
pour la description de´taille´e de mode`les tridimensionnels et une autre pour la combinai-
son de ces derniers. Ainsi, ces macros pourraient permettre de de´crire le mode`le d’une
manie`re simple pour les artistes, en utilisant une syntaxe pre`s d’un langage naturel.
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Durant l’expansion, celles-ci transformeraient ces de´clarations et combinaisons en des
structures de donne´es efficaces tant en utilisation me´moire qu’en rapidite´ d’acce`s et de
manipulation. Un autre exemple pourrait eˆtre la cre´ation d’un syste`me de program-
mation oriente´e objets a` l’aide de macros Scheme. La puissance de calcul disponible
durant l’expansion pourrait ainsi servir a` la cre´ation des fonctions auxiliaires d’acce`s
aux membres, a` la de´termination des membres he´rite´s, etc.
En conclusion, les macros Scheme donnent acce`s a` une tre`s grande puissance expres-
sive en permettant l’utilisation de la puissance comple`te du langage durant l’expansion
de ces dernie`res. Cette puissance de calcul et cette simplicite´ proviennent du fait que
le code source et les donne´es utilisent la meˆme syntaxe, soit les S-expressions. Ainsi, en
utilisant ce syste`me de macros, il est possible d’ajouter de nouvelles formes spe´ciales
au langage et cre´er des langages spe´cifiques au domaine (Domain Specific Languages).
3.5 Continuations
La forme d’e´criture de code appele´e CPS (Continuation Passing Style) est un style
d’e´criture utilise´ dans les langages fonctionnels qui permet d’e´crire la suite du calcul
d’une fonction explicitement. La figure 3.16 illustre une implantation simple de la fonc-
tion factorielle. La suite du calcul effectue´ apre`s un appel a` la fonction fact est implicite
a` l’endroit ou` celui-ci se retrouve. Dans l’exemple d’appel a` fact pre´sente´ dans cette
figure, on constate que la suite de ce calcul sera l’addition de 1 au re´sultat obtenu.
(define (fact n)
(if (< n 2)
1
(* n (fact (- n 1)))))
(+ (fact 10) 1) => 3628801
Fig. 3.16: Implantation simple de la fonction factorielle
Le corps de la fonction fact pre´sente´e posse`de deux types d’appels de fonctions,
soient les appels terminaux et non-terminaux. La distinction entre ces deux types d’ap-
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pels est la suivante : un appel terminal est un appel qui termine l’exe´cution d’une
fonction et un appel non-terminal est tel que le re´sultat de cet appel ne´cessitera du
traitement ulte´rieur dans la fonction avant que celle-ci termine. Ainsi, seul l’appel a` la
fonction * est terminal dans la fonction fact. Le standard du langage Scheme requiert
l’implantation de l’optimisation d’appels terminaux. Cette dernie`re fait en sorte que
le re´sultat d’un appel terminal est passe´ directement a` la continuation de l’appel a` la
fonction en question. Le re´sultat d’un appel terminal ne sera donc pas attendu par la
fonction qui le contient. Il est ainsi possible d’effectuer des ite´rations a` l’aide d’appels
terminaux de fonctions.
La transformation de cette fonction en style CPS est donne´e dans la figure 3.17.
Dans cette nouvelle version, la suite de l’exe´cution d’un appel est explicite. Il s’agit
d’un appel a` la continuation passe´e en parame`tre, nomme´e k.
(define (minusk n1 n2 k) (k (- n1 n2)))
(define (timesk n1 n2 k) (k (* n1 n2)))
(define (factk n k)
(if (< n 2)
(k 1)
(minusk n 1 (lambda (r)
(factk r (lambda (r2)
(timesk n r2 k)))))))
(factk 10 (lambda (x) x)) => 3628800
Fig. 3.17: Forme CPS de la fonction factorielle
Une proprie´te´ inte´ressante de cette transformation de code est relie´e au fait que
tous les appels de fonctions deviennent des appels terminaux. La transformation CPS
est souvent utilise´e par les implantations de Scheme car elle facilite l’implantation de
l’optimisation d’appels terminaux. Ce style de programmation permet aussi d’utiliser
de manie`re e´le´gante la puissance d’abstraction des langages fonctionnels en divisant le
calcul en petites parties interchangeables et modulaires.
Le langage Scheme offre la possibilite´ de re´ifier automatiquement la continuation
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d’un calcul donne´ par l’entremise de la forme spe´ciale call-with-current-continuation
souvent nomme´e aussi call/cc. Cette dernie`re s’attend a` recevoir une fermeture en ar-
gument, celle-ci n’attendant qu’un seul parame`tre : la continuation re´ifie´e du calcul au
point d’appel de call/cc. La figure 3.18 donne un exemple de la re´ification d’un calcul
simple. La mutation de la variable k est utilise´e afin de permettre une sauvegarde de la
continuation dans le but de la re´utiliser plus tard.
(define k #f)
(define f (lambda (x y) (* x y)))
(+ 3 (- (call/cc (lambda (cont) (set! k cont) (f 5 6))) 2)) => 31
(k 10) => 11
Fig. 3.18: Re´ification d’une continuation a` l’aide call/cc
Ainsi, la sauvegarde d’une continuation permet de conserver l’e´tat du calcul et la
re´utilisation de celui-ci.
3.5.1 Exemples d’utilisations
L’utilisation de continuations ajoute beaucoup de puissance au niveau de la pro-
grammation en Scheme, si elle est habilement exe´cute´e. Cette section pre´sente quelques
utilisations inte´ressantes permettant d’entrevoir les possibilite´s qu’offre cet aspect de
Scheme.
3.5.1.1 E´chappement au flot de controˆle
Un exemple simple d’utilisation de continuation est l’e´chappement au controˆle d’une
fonction. Un programmeur a toujours le controˆle du programme qu’il e´crit, mais il peut
y avoir des situations qui exigent l’utilisation de fonctions externes dont on ne peut
pas modifier le contenu. De telles situations peuvent mener a` des inefficacite´s algorith-
miques. La figure 3.19 illustre une utilisation de la fonction d’ordre supe´rieur foldl
pre´sente´e dans la figure 3.7 afin d’implanter un algorithme permettant de de´terminer
s’il existe au moins une valeur supe´rieure a` 10 dans une liste. En utilisant la fonction-
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(trace foldl)
(define (exists-greater-than val lst)
(foldl (lambda (false x) (if (> x val) x false))
#f
lst))
(exists-greater-than 100 (list 1 102 3 2 7 12))
|>(foldl proc #f ’(1 102 3 2 7 12))
|>(foldl proc #f ’(102 3 2 7 12))
|>(foldl proc 102 ’(3 2 7 12))
|>(foldl proc 102 ’(2 7 12))
|>(foldl proc 102 ’(7 12))
|>(foldl proc 102 ’(12))
|>(foldl proc 102 ’())
|102
102
Fig. 3.19: Utilisation non efficace de foldl
nalite´ de traces qu’offre Gambit-C, on constate que malgre´ le fait que l’utilisation d’une
fonction d’ordre supe´rieur permet d’implanter cet algorithme, il en re´sulte du code in-
efficace, puisque l’appel a` foldl passera sur tous les e´le´ments de la liste, meˆme apre`s
avoir trouve´ une valeur supe´rieure a` 10.
On doit donc re´-e´crire le me´ta-comportement offert par foldl afin d’arreˆter la re-
cherche aussitoˆt qu’une valeur supe´rieure a` 10 est trouve´e. Cela vient a` l’encontre du
principe d’abstraction et me`ne a` une maintenance difficile du code.
Les continuations nous offrent par contre la possibilite´ d’utiliser la me´ta-fonction
foldl, sans perte de performance. La figure 3.20 indique comment s’y prendre. En
re´ifiant la continuation au de´but du calcul de la fonction exists-greater-than, on
obtient une fonction qui permet le branchement direct vers la suite du calcul a` l’appel
de exists-greater-than. On peut ainsi utiliser cette dernie`re afin d’e´chapper le corps
de la fonction lorsqu’une valeur cle´ est trouve´e.
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(trace foldl)
(define (exists-greater-than val lst)
(call/cc
(lambda (return)





(exists-greater-than 100 (list 1 102 3 2 7 12))
|>(foldl proc #f ’(1 102 3 2 7 12))
|>(foldl proc #f ’(102 3 2 7 12))
102
Fig. 3.20: Utilisation d’une continuation pour e´chapper au flot de controˆle
3.5.1.2 Recherche par retour arrie`re
Un autre exemple d’utilisation inte´ressant de continuations est la cre´ation d’un
syste`me de recherche par retour arrie`re (backtracking). La figure 3.21 illustre un exemple
simple de recherche d’un triplet de nombres entiers tel que x2 = y2 + z2.
(define fail (lambda () (error "can’t backtrack")))
(define (in-range a b) (call/cc (lambda (cont) (enumerate a b cont))))
(define (enumerate a b cont)
(if (> a b)
(fail)
(let ((save fail))
(set! fail (lambda () (set! fail save)
(enumerate (+ a 1) b cont)))
(cont a))))
(let ((x (in-range 1 9))
(y (in-range 1 9))
(z (in-range 1 9)))
(if (= (* x x) (+ (* y y) (* z z)))
(list x y z)
(fail))) => (5 3 4)
Fig. 3.21: Exemple de recherche par retour arrie`re
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Dans cet exemple, la fonction fail repre´sente une liste chaˆıne´e de retour arrie`res
permettant de revenir a` une e´tape de de´cision pre´ce´dente et de poursuivre le calcul en
prenant une nouvelle de´cision a` cet endroit. Cet exemple illustre bien l’e´le´gance qui
peut re´sulter de l’utilisation judicieuse de la forme spe´ciale call/cc.
3.5.2 Conclusion
Ainsi, la re´ification de continuations implicites ou encore l’utilisation d’un style
CPS utilisant des continuations explicites apporte beaucoup de puissance au langage
Scheme. L’utilisation de continuations permet la sauvegarde de l’e´tat d’un calcul en
cours dans une fermeture et permet sa re´utilisation ulte´rieure. On peut ainsi cre´er sans
trop d’efforts des syste`mes d’exceptions, de retour arrie`res ou meˆme de coroutines,
syste`mes qui seraient tous pertinents a` utiliser dans le cadre de la programmation de
jeux vide´o.
3.6 Gestion me´moire automatique
L’e´criture de code effectuant la gestion de la me´moire d’un programme a toujours
e´te´ une partie de´licate du de´veloppement d’un logiciel. Non seulement, il est tre`s fa-
cile de faire des erreurs, mais ces erreurs sont tre`s difficiles a` de´tecter et a` trouver. Les
proble`mes relie´s a` une mauvaise gestion de la me´moire sont classifie´s en deux cate´gories :
des fuites de me´moire ou des pointeurs fous. Les fuites de me´moire sont cause´es par
la re´tention de me´moire par des objets qui ne sont plus utilise´s par le programme.
Les pointeurs fous sont des pointeurs toujours accessibles par le programme, mais dont
l’espace me´moire correspondant a e´te´ re´cupe´re´ par le syste`me d’exploitation. Ces er-
reurs sont souvent les conse´quences d’un proble`me plus difficile, soit le proble`me de
modularite´. En effet, la dure´e de vie d’un objet en me´moire est normalement facile a`
de´terminer a` petite e´chelle. Par contre, lorsque le code est e´crit de manie`re modulaire,
il est difficile de pre´voir toutes les utilisations des objets et souvent la responsabilite´ de
la de´sallocation des objets est difficile a` de´terminer.
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Ces erreurs sont tre`s proble´matiques. C’est sans doute pour cette raison que de´ja` tre`s
toˆt, des syste`mes de gestion automatique de me´moire ont e´te´ de´veloppe´s. Les premiers
syste`mes de gestion de me´moire automatique, appele´s aussi ramasse miettes, apparurent
avec le langage Lisp. Le principe de base est simple, il s’agit de parcourir la me´moire
utilise´e par le programme en partant des racines de celui-ci. Les racines comprennent
tous les liens aux donne´es accessibles, comme les variables globales ou locales d’une
fonction en cours d’exe´cution. Lorsque la me´moire est parcourue, on garde trace des
zones accessibles. Apre`s avoir parcouru toute la me´moire utilise´e, il ne suffit que de
re´cupe´rer automatiquement les zones qui ne sont plus accessibles par le programme.
Bien suˆr, la gestion de me´moire automatique se fait avec un certain couˆt en temps
de calcul. La re´partition de ce temps de´pend grandement de la technique de gestion
utilise´e. Aussi, les algorithmes de gestion de me´moire se doivent d’eˆtre conservateurs
dans la de´sallocation d’objets puisque la de´termination de la vivacite´ d’un objet est,
dans la ge´ne´ralite´ du proble`me, inde´cidable. Ainsi, il peut y avoir des cas ou` le syste`me
de gestion pense qu’un pointeur est toujours accessible, alors qu’en re´alite´, il ne sera
plus jamais utilise´ par le programme, cre´ant ainsi des fuites de me´moire. Ces fuites sont
toutefois beaucoup plus difficiles a` cre´er que celles obtenues lorsqu’une gestion manuelle
de me´moire est utilise´e.
3.6.1 Survol des techniques
Plusieurs techniques de gestion de me´moire automatique ont e´te´ de´veloppe´es au
cours des anne´es. Cette section effectue un bref survol de ces diffe´rentes techniques.
Plusieurs articles effectuant une revue des techniques existantes sont disponibles [30,31].
3.6.1.1 Mark and Sweep
Une des techniques les plus simples de gestion de me´moire automatique est le Mark
and Sweep [17]. Cette technique consiste a` traverser la me´moire a` partir des racines
et a` marquer chacun des espaces me´moires rencontre´s lors du parcours. Ensuite, tous
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les espaces me´moires alloue´s sont parcourus et tous ceux qui ne sont pas marque´s
sont re´cupe´re´s. Cette technique est tre`s simple, mais peut mener a` des proble`mes de
fragmentations de la me´moire. De plus, elle requiert de traverser toute la me´moire
utilise´e par deux fois, impliquant donc une pause conside´rable dans l’exe´cution du
programme.
3.6.1.2 Stop and Copy
Une autre technique classique se nomme Stop and Copy [32]. De manie`re similaire
au Mark and Sweep, cette technique parcourt les zones me´moires utilise´es a` partir
des racines. Par contre, le Stop and Copy doit se´parer la me´moire disponible en deux
zones distinctes, l’une dans laquelle les allocations sont effectue´es et l’autre demeure
re´serve´e. Lorsque le ramasse miettes atteint un objet en me´moire, il le copie vers la
nouvelle zone re´serve´e et laisse une indication de sa nouvelle position dans son ancien
emplacement. Toutes les zones me´moires sont ainsi copie´es et compacte´es. Donc, les
allocations subse´quentes sont par la suite effectue´es dans la nouvelle zone me´moire,
re´sultant en une de´sallocation implicite des espaces inutilise´s dans la zone pre´ce´dente.
Cette technique est le´ge`rement plus efficace que le Mark and Sweep traditionnel, mais
ne´cessite le double d’espace pour faire la gestion de la me´moire. Le Stop and Copy est
utilise´ dans l’implantation Scheme Gambit-C.
3.6.1.3 Gestionnaires ge´ne´rationnels
Une ame´lioration notable de la technique du Mark and Sweep a donne´ naissance aux
ramasse miettes ge´ne´rationnels [33]. Brie`vement, cette technique divise la me´moire en
plusieurs ge´ne´rations. Les objets re´cemment alloue´s sont conserve´s dans la pouponnie`re
puis, lorsque ceux-ci sont retenus plus longtemps, ils sont de´place´s vers une ge´ne´ration
plus ancienne, et ainsi de suite. Seule la pouponnie`re est parcourue lors de chaque
re´cupe´ration et lorsque celle-ci est remplie, elle de´clenche une re´cupe´ration dans la
ge´ne´ration au-dessus d’elle. Ainsi, cet algorithme est mieux adapte´ aux cas d’utilisations
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les plus fre´quents, car les objets re´cemment alloue´s ont souvent une courte dure´e de vie
moyenne, contrairement aux objets de´ja` retenus, qui eux posse`dent une meilleur chance
d’eˆtre conserve´s a` long terme.
Tout comme les deux techniques pre´ce´dentes, les ramasse miettes ge´ne´rationnels
ne´cessitent l’arreˆt du programme durant l’ope´ration re´cupe´ration, qui peut, dans le
pire des cas, s’effectuer sur toute la me´moire. Ainsi, les gestionnaires de me´moire ge´ne´-
rationnels ame´liorent les performances du temps de re´cupe´ration moyen, au de´triment
du temps de re´cupe´ration de toute la me´moire (pire cas).
3.6.1.4 Gestionnaires incre´mentaux
Afin de reme´dier au proble`me d’arreˆt complet de l’exe´cution du programme, un
nouveau type de ramasse miettes a e´te´ de´veloppe´ : des gestionnaires de me´moire
incre´mentaux ou temps re´els [34]. Ceux-ci peuvent utiliser un algorithme ge´ne´rique
de marquage a` trois couleurs de la me´moire [35] afin d’effectuer partiellement le travail
de re´cupe´ration et de poursuivre l’application. Cet algorithme fonctionne en subdivi-
sant la me´moire en trois ensembles : l’ensemble blanc, l’ensemble gris et l’ensemble
noir. Initialement, toutes les zones sont blanches, a` l’exception des racines qui sont
marque´es comme grises. Ensuite, pour chaque e´le´ment de l’ensemble gris, l’algorithme
marque chacune des zones accessibles par ceux-ci comme gris et marque finalement
l’e´le´ment gris comme noir. A` la fin, les zones me´moires toujours blanches sont inacces-
sibles et donc re´cupe´re´es. Le travail de marquage peut eˆtre fait en e´tant subdivise´ de
manie`re a` traverser un nombre fini de noeuds. Il en re´sulte donc que les pauses dues a`
la re´cupe´ration peuvent eˆtre borne´es supe´rieurement.
Afin d’entremeˆler le travail du re´cupe´rateur de me´moire et du programme exe´cute´
(nomme´ le mutateur), certaines pre´cautions doivent eˆtre prises. Pour ce faire, on doit
e´viter que le mutateur modifie des pointeurs en me´moire tel qu’il serait possible d’acce´der
a` des espaces marque´s comme e´tant non-accessibles et donc qui seront ulte´rieurement
re´cupe´re´s. Deux approches sont alors envisageables : des barrie`res de lecture ou d’e´criture
40
sur les zones me´moires. Les barrie`res de lecture assurent que seuls des pointeurs noirs
sont retourne´s. Ces dernie`res sont ge´ne´ralement tre`s couˆteuses car les acce`s me´moire
constituent environ 15 % des instructions [36]. Par contre, celles-ci doivent eˆtre utilise´es
pour des re´cupe´rateurs incre´mentaux copiants, tel un Stop And Copy incre´mental. Les
barrie`res en e´criture posse`dent plusieurs variantes qui effectuent des compromis entre
l’efficacite´ algorithmique et l’efficacite´ de re´cupe´ration.
3.6.2 Conclusion
Malgre´ que les techniques de re´cupe´ration automatique de me´moire impliquent des
couˆt supple´mentaires en utilisation du processeur et de la me´moire, le gain en pro-
ductivite´ pour le de´veloppement est tellement supe´rieur qu’ils sont devenus adopte´s
par presque tous les nouveaux langages de programmation. Le fait que l’exe´cution
du programme puisse eˆtre arreˆte´e durant le moment de la re´cupe´ration est potentiel-
lement proble´matique pour l’e´criture de jeux vide´o, car ceux-ci se doivent d’avoir des
bonnes performances et ce, de manie`re continue. Les algorithmes de gestion de me´moire
incre´mentaux ame´liorent le pire cas du temps de re´cupe´ration en augmentant le couˆt
moyen. Ainsi, les couˆts apporte´s a` l’exe´cution du programme doivent eˆtre conside´re´s.
Donc, l’utilisation de re´cupe´rateurs ge´ne´rationnels semble un bon choix pour la pro-
grammation de jeux vide´o car ils offrent de bonnes performances pour les utilisations
normales de la me´moire, comme c’est ge´ne´ralement le cas pour des jeux vide´o.
3.7 Dynamisme du langage
Le langage Scheme est un langage a` typage dynamique, faisant ainsi contraste aux
langages fonctionnels de la famille ML. Un typage dynamique se distingue par des
ve´rifications de types effectue´es durant l’exe´cution d’un programme. Un typage sta-
tique, quant a` lui, effectuera les ve´rifications de types durant la compilation. Ainsi, une
importante diffe´rence entre les deux approches est le moment ou` les erreurs de pro-
grammation apparaissent. D’autre part, duˆ a` la nature beaucoup plus stricte du typage
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statique, la re´solution d’erreurs est beaucoup plus difficile, car elle de´pend uniquement
d’informations connues statiquement.
Un typage statique trouve des erreurs de types beaucoup plus toˆt dans le processus
de de´veloppement et permet d’exe´cuter un code libre de toutes ve´rifications de types.
Une particularite´ des syste`mes type´s statiquement consiste a` avoir des structures de
code plus rigides, demandant possiblement beaucoup d’efforts pour eˆtre modifie´es [15].
Pour un typage dynamique, les erreurs ne surviendront que durant l’exe´cution du
programme et ne pourraient jamais ou difficilement se produire. De plus, un typage
dynamique implique des pertes de performance puisque les ve´rifications de types sont
effectue´es pendant l’exe´cution du programme. Par contre, des erreurs apparaissant du-
rant l’exe´cution peuvent eˆtre beaucoup plus faciles a` corriger si l’implantation est munie
d’un bon syste`me de de´boggage. Aussi, un typage dynamique rend plus accessible la
possibilite´ d’interpre´ter le langage en plus de le compiler. L’interpre´tation permet un
de´veloppement rapide et facilite le prototypage graˆce a` la possibilite´ de faire de la
programmation en direct (live coding).
3.7.1 Interpre´tation et de´boggage efficace
Un langage type´ dynamiquement a la possibilite´ d’eˆtre interpre´te´ puisque les types
ne doivent pas ne´cessairement eˆtre corrects avant l’exe´cution. On peut ainsi e´valuer les
instructions les unes a` la suite des autres dans un environnement global d’interpre´tation
(top level). Cette particularite´ infuse beaucoup de puissance au langage. En effet, cela
permet de tester les modules e´crits de manie`re inde´pendante et interactive. Les cas
extreˆmes peuvent ainsi eˆtre ve´rifie´s et il est donc possible d’avoir une bonne assurance
sur le fonctionnement correct des algorithmes utilise´s.
En cas d’erreurs, le syste`me est conc¸u afin de les de´tecter et les diagnostiquer.
Puisque l’environnement est dynamique, une grande puissance d’introspection et d’ana-
lyse est disponible. Le syste`me Gambit-C permet non seulement d’inspecter la pile de
continuations courantes lors d’une exception, mais permet aussi l’introspection d’envi-
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ronnements de fermetures et la possibilite´ de re´tablir ces environnements et d’exe´cuter
du code arbitraire dans ceux-ci dans le but de trouver la source de l’erreur.
De plus, le dynamisme du langage peut pousser la puissance de re´cupe´ration d’er-
reurs encore plus loin en combinant le syste`me de de´boggage de Gambit-C avec un
protocole e´tabli sur TCP-IP permettant de faire du de´boggage a` distance. On peut
ainsi analyser une erreur s’e´tant produite sur un processus distant, qui pourrait po-
tentiellement eˆtre exe´cute´ sur un syste`me embarque´ ou un appareil ne disposant pas
d’interface permettant la re´cupe´ration d’erreurs. Par exemple, ce syste`me a e´te´ utilise´
afin de de´bogger des processus Scheme exe´cute´s sur un te´le´phone cellulaire.
Il en re´sulte donc que malgre´ un faible couˆt en performance lors de l’exe´cution d’un
programme, un syste`me utilisant le typage dynamique apporte beaucoup de flexibilite´
aux programmeurs et leur fournit des outils efficaces pour le de´veloppement de logiciels.
3.8 Extensions utiles
Cette section pre´sente un recueil des extensions du langage Scheme qui sont uti-
lise´es dans les chapitres suivants de ce me´moire. Ces dernie`res ne constituent pas
ne´cessairement un atout pre´cis quant a` la programmation de jeux vide´o, mais apporte-
ront plutoˆt une meilleure compre´hension des exemples de code fournis.
3.8.1 Fermetures
Le syste`me Gambit-C permet la de´finition de parame`tres avec l’utilisation de mots
cle´s. La figure 3.22 illustre un exemple de de´finition d’une telle fonction avec quelques
appels a` celle-ci. On constate qu’il est alors possible de de´finir des valeurs optionnelles
qui posse`dent une valeur par de´faut.
La syntaxe des fonctions a aussi e´te´ e´tendue de manie`re a` permettre la spe´cification
d’un nombre de parame`tres arbitraires. Pour ce faire, le mot cle´ #!rest ou encore
le point (.) est utilise´ pour de´limiter les parame`tres normaux du parame`tre reste,
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(define (f x y #!key z (sum (+ x y)))
(list x y z sum))
(f 1 2) => (1 2 #f 3)
(f 1 2 z: ’allo) => (1 2 allo 3)
(f 1 2 z: ’allo sum: ’salut) => (1 2 allo salut)
Fig. 3.22: Utilisation du passage de parame`tres par mots cle´s
qui contiendra une liste de tous les parame`tres supple´mentaires utilise´s. La figure 3.23
illustre un exemple d’utilisation du parame`tre reste.
(define (g x y . z) (list x y z))
(g 1 2) => (1 2 ())
(g 1 2 3 4 5) => (1 2 (3 4 5))
Fig. 3.23: Exemple d’utilisation du parame`tre reste
Lorsqu’une fonction rec¸oit plusieurs arguments, il est possible d’utiliser la proce´dure
apply afin d’appliquer la fonction en question a` une liste d’arguments. Cette fonction
attend une fonction comme premier argument et un nombre arbitraire d’arguments par
la suite. Le dernier argument passe´ doit eˆtre une liste. Le contenu de cette liste sera
inse´re´ dans un appel a` la fonction spe´cifie´e. La figure 3.24 illustre quelques utilisations
de la proce´dure apply.
(+ 1 2 3 4 5) => 15
(apply + 1 2 ’(3 4 5)) => 15
(apply + (map (flip + 1) ’(1 2 3 4 5))) => 20
Fig. 3.24: Exemples d’utilisations de la fonction apply
3.8.2 Tables de hachage
Le syste`me Gambit-C supporte aussi l’utilisation de tables de hachage. Ces dernie`res
peuvent eˆtre cre´e´es par la fonction make-table et des valeurs peuvent y eˆtre inse´re´es ou
inspecte´es avec les fonctions (table-set! <table> <key> <value>) et (table-ref
<table> <key> [<default-value>]). Il est aussi possible de spe´cialiser ces tables
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afin qu’elles soient plus efficaces pour des cle´s e´tant des symboles ou des chaˆınes de
caracte`res.
3.8.3 Tests d’e´galite´ et ope´rations conditionnelles
L’e´galite´ en Scheme entre deux objets appartenant aux types de base du langage
peut toujours eˆtre ve´rifie´e par la fonction equal?. Cette dernie`re supporte ainsi la
ve´rification d’e´galite´ sur plusieurs types d’objets et se trouve ainsi peu efficace. La
fonction eq? permet la ve´rification d’e´galite´ sur des pointeurs et puisqu’en Scheme
un symbole ou un mot cle´ ne posse`de qu’une instance unique, ce pre´dicat peut eˆtre
e´galement utilise´ pour distinguer ces derniers types.
L’ope´ration conditionnelle de base en Scheme est effectue´e par la forme spe´ciale
(if <cond> <true> [<false>]). Plusieurs formes spe´ciales de´rivent de cette dernie`re
afin d’exprimer plus facilement certains cas typiques. Par exemple, lorsque plusieurs
conditions sont imbrique´es les unes dans les autres, la forme spe´ciale (cond (<pred>
<body>) ... [(else <body>)]) peut eˆtre utilise´e. Cette dernie`re permet aussi de
re´cupe´rer la valeur retourne´e par un pre´dicat s’e´valuant a` vrai en ajoutant => tel
qu’illustre´ dans la figure 3.25.
(let ((t (make-table test: eq?)))
(table-set! t (list ’a) ’a)
(table-set! t ’b ’bonjour)
(cond ((table-ref t (list ’a) #f) ’allo)
((table-ref t ’b #f) => (lambda (msg) msg))
(else ’bonsoir)))
=> bonjour
Fig. 3.25: Exemple d’utilisation d’une table de hachage spe´cialise´e pour des cle´s sym-
boliques et d’utilisation de la forme spe´ciale cond
3.8.4 De´claration et utilisation d’objets
Le syste`me Gambit-C apporte la de´finition d’objets implantant des fonctionnalite´s
minimales d’un syste`me de programmation oriente´e objet. La de´finition de telles struc-
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tures se fait en utilisant la forme spe´ciale
(define-type <type-id> [<member-id>] ... [extender: <extender-name>])
Celle-ci effectue la cre´ation de fonctions d’acce`s et de modification de membres, de
cre´ation d’instances et de ve´rification de types. L’utilisation du mot cle´ extender:
permet aussi la cre´ation d’une nouvelle forme spe´ciale (au nom spe´cifie´) qui permet la
de´finition de sous-types he´ritant des membres de la classe en question, implantant ainsi
un he´ritage simple. La figure 3.26 illustre l’utilisation de cette forme spe´ciale.
(define-type point x y extender: define-type-of-point)
(define-type-of-point circle r)
(define (add p1 p2) (make-point (+ (point-x p1) (point-x p2))
(+ (point-y p1) (point-y p2))))
(add (make-point 1 2) (make-circle 3 4 5)) => #< point #4 x: 1 y: 1>
(if (circle? (make-point 1 2)) ’ok ’no) => no
Fig. 3.26: Exemple de cre´ation d’objets dans Gambit-C
3.8.5 Affichage de re´sultats
Plusieurs fonctions sont disponibles en Scheme afin d’effectuer l’affichage du re´sultat
de l’e´valuation d’une expression. Le standard Scheme fournit entre autres les fonc-
tions write et display qui permettent un affichage bas niveau de donne´es Scheme.
Le syste`me Gambit-C offre aussi les fonctions pretty-print (ou pp) afin de faire un
affichage enjolive´ d’une sortie de write. La fonction println permet l’affichage d’ex-
pressions compose´es. La figure 3.27 illustre des exemples d’utilisations de ces fonctions.
(write (list 1 ’a "a")) => (1 a ”a”)
(display (list 1 ’a "a")) => (1 a a)
(pretty-print (list 1 ’a "a")) => (1 a ”a”)\n
(println "Bonjour " (+ 1 2) (map (flip + 1) ’(1 2 3)))
=> Bonjour 3234
Fig. 3.27: Exemples d’utilisations de fonctions d’affichage
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3.8.6 Interfaces aux fonctions e´trange`res
Une interfaces aux fonctions e´trange`res (Foreign Function Interface ou FFI) est dis-
ponible dans le syste`me Gambit-C. D’une part, cette dernie`re permet l’importation et
l’utilisation de fonctions C ou C++ pre´sentes dans des librairies. La figure 3.28 illustre
une interface minimaliste a` la librairie C OpenGL et une utilisation de cette interface.
On constate donc qu’une fois importe´es, les fonctions de cette dernie`re peuvent eˆtre
utilise´es comme n’importe qu’elle fonction Scheme.
(c-declare "#include <gl.h>")
(c-define-type GLenum unsigned-int)
(define GL QUADS ((c-lambda () int " result = GL QUADS;")))
(define glVertex2d (c-lambda ( GLdouble GLdouble ) void "glVertex2d"))
(define glBegin (c-lambda ( GLenum ) void "glBegin"))
(define glEnd (c-lambda () void "glEnd"))
(glBegin GL QUADS)
(glVertex2d 0 0) (glVertex2d 0 1)
(glVertex2d 1 0) (glVertex2d 1 1)
(glEnd)
Fig. 3.28: Exemple d’utilisation de l’interface a` des fonctions e´trange`res de Gambit-C
D’autre part, il est aussi possible d’exporter des fonctions e´crites en Scheme de
manie`re a` ce qu’elles soient utilise´es a` partir de code C ou C++.
3.8.7 Capture de continuations
Le syste`me Gambit-C effectue une abstraction de la fonction call/cc avec la fonc-
tion continuation-capture [37]. Cette dernie`re retourne plutoˆt une structure de donne´es
contenant la continuation du calcul au moment de l’appel a` celle-ci. Une valeur peut
alors eˆtre retourne´e a` la continuation obtenue en utilisant la fonction (continuation-return
<cont> <val>). De plus, en utilisant ce me´canisme, il est possible d’attacher une conti-
nuation a` la suite d’un thunk en utilisant la fonction (continuation-graft <cont>
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<thunk>). La figure 3.29 illustre une telle capture de continuation, ainsi que des exemples
d’utilisations de cette dernie`re.
(define k #f)
(+ 1 (continuation-capture (lambda (cont) (set! k cont) 2)))
(continuation-return k 2) => 3
(let ((thunk (lambda () (display ’allo) (+ 2 3))))
(+ 10 (continuation-graft k thunk))) => allo6
Fig. 3.29: Exemple d’utilisation de l’API ame´liore´e de capture de continuations fournie
par Gambit-C
3.9 Conclusion
Cet aperc¸u des particularite´s du langage fonctionnel Scheme de´montre clairement
que le langage re´pond grandement aux besoins e´tablis par les jeux vide´o. Notamment,
la puissance d’abstraction provenant de l’aspect de programmation fonctionnelle du
langage permet d’obtenir une bonne modularite´ du code source. Aussi, son syste`me
de macros proce´durales ajoute la possibilite´ de cre´er des langages spe´cifiques aux do-
maines re´pondant a` des proble`mes pre´cis pour l’e´criture de jeux vide´o. Le dynamisme
du langage apporte des outils de de´veloppement puissants, comme un interpre`te et un
de´boggeur a` distance, mais aussi permet de faciliter le de´veloppement ite´ratif avec une
approche par prototypage. Le gestionnaire automatique de me´moire e´vite la pre´sence
potentielle de beaucoup d’erreurs relie´es a` la gestion de me´moire, mais pourrait causer
des proble`mes de ralentissement lors de l’exe´cution de jeux. Finalement, la possibilite´
de re´ifier les continuations d’un programme en cours d’exe´cution offre beaucoup de
puissance expressive au programmeur.
Le langage Scheme e´tant tre`s simple, il est essentiel de cre´er des extensions de
ce langage afin de baˆtir un jeu vide´o sur une base solide pour re´pondre aux besoins
spe´cifiques. L’expressivite´ du langage rend cette taˆche facile. Ainsi, deux extensions au





Scheme est un langage offrant aux programmeurs beaucoup de ressources a` l’e´tat
brut et leur permet de se baˆtir des outils personnalise´s pour mieux re´pondre a` leurs
besoins.
Un paradigme qui n’est pas supporte´ directement par le langage Scheme est celui
de la programmation oriente´e objet. Ce paradigme posse`de des structures de donne´es
hie´rarchiques, les objets, favorisant la modularite´ et l’encapsulation de celles-ci. Cette
modularite´ provient des abstractions re´sultant de la hie´rarchie des me´ta-objets appele´s
classes. L’encapsulation permet de cacher les donne´es qui devraient demeurer internes
au module cre´e´. Le sous-typage re´sultant de la cre´ation de classes permet entre autres
l’utilisation ge´ne´rique de fonctions souvent appele´es me´thodes ou fonctions ge´ne´riques.
Ces objets sont centre´s sur la notion d’e´tats qui e´volue au fil de l’exe´cution du
programme. Malgre´ le fait que la notion d’e´tats d’un programme ne se marie pas bien
avec la programmation fonctionnelle, l’utilisation d’objets pour repre´senter les entite´s
dans un jeu est tre`s naturelle et approprie´e. En effet, ces entite´s posse`dent des ca-
racte´ristiques propres et qui e´voluent dans le temps. Par exemple, on peut imaginer
une balle qui posse`de une vitesse de de´placement et une position.
De plus, l’utilisation de me´thodes permet, d’une part, de re´utiliser des compor-
tements communs a` des objets d’une meˆme hie´rarchie de classes et, d’autre part, de
choisir un comportement approprie´ pour un objet donne´, via le dispatch de me´thode qui
se´lectionne automatiquement la me´thode la plus approprie´e disponible pour un objet
donne´.
Le SRFI-9 [38] (Scheme Request For Implementation) sugge`re un syste`me tre`s ru-
dimentaire d’objets qui fut imple´mente´ et e´tendu par le syste`me Gambit-C [8]. Ce
syste`me permet la construction de manie`re ge´ne´rique d’objets type´s avec he´ritage
simple. L’exemple de la figure 3.26 illustre l’utilisation de ce syste`me. L’acce`s aux
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membres des objets issus de la meˆme hie´rarchie est ainsi possible et permet un poly-
morphisme minimal.
Ainsi, le syste`me Gambit-C nous permet d’utiliser des concepts de la programmation
oriente´e objet de manie`re rudimentaire. Cette approche ne fournit aucune possibilite´
d’attacher des me´thodes aux objets qui sont au coeur du polymorphisme.
L’approche plus traditionnelle quant a` la de´claration de me´thodes de classes est celle
utilise´e par le langage de programmation Java [39]. Cette approche lie les me´thodes a`
une classe et ses descendantes. Les appels de ces me´thodes posse`dent ainsi un argument
cache´ (souvent nomme´ self ou this) qui est une instance de cette classe. Le dispatch
dynamique s’effectue uniquement sur le type de ce premier argument. C’est l’approche
appele´e dispatch simple (Single Dispatch). Cette approche est bien adapte´e pour une
interaction centre´e sur un seul objet a` la fois, mais est tre`s limite´e pour des interac-
tions ge´ne´riques sur de multiples objets diffe´rents. L’exemple de la figure 4.1 illustre la
manie`re d’utiliser des me´thodes traditionnelles pour effectuer du dispatch multiple. On
constate qu’une discrimination se fait implicitement sur l’instance de la classe associe´e
a` la me´thode, mais que le dispatch sur d’autres objets doit eˆtre fait explicitement.
L’exemple illustre´ est tre`s simple puisqu’il s’agit de dispatch double sur deux types,




public static void main(String[] args){
Titi t = new Titi(1); Blub b = new Blub(2);
System.out.println("t.add(t) = " + t.add(t));









Titi (int x){ this.x = x; }
int add(Object other){
int y = -1;
if (other instanceof Titi) { y = ((Titi)other).x; }






Fig. 4.1: Exemple d’utilisation de me´thodes a` la manie`re traditionnelle (en Java)
Le langage Common Lisp [18] posse`de un syste`me oriente´ objet, le Common Lisp Ob-
ject System [40] (CLOS), qui diverge beaucoup de l’approche traditionnelle. Ce syste`me
offre une grande flexibilite´ de comportements et une riche introspection via un protocole
de me´ta-objets [41] (Meta Object Protocol). L’aspect le plus inte´ressant de ce syste`me
est l’utilisation de fonctions ge´ne´riques, e´liminant l’utilisation de me´thodes tradition-
nelles. Une fonction ge´ne´rique est un ensemble de fonctions posse´dant le meˆme nom et
ayant des spe´cifications optionnelles de types pour ses arguments. Lorsqu’un appel de
fonction est fait sur une fonction ge´ne´rique, le syste`me de´cide alors de l’instance la plus
approprie´e a` utiliser de´pendant des arguments actuels passe´s dans l’appel, du type de
ces arguments et de leur nombre. On obtient donc un syste`me tre`s dynamique effec-
tuant du dispatch multiple. La figure 4.2 pre´sente la de´finition d’une fonction ge´ne´rique
effectuant automatiquement le choix de la bonne instance en se basant dynamiquement
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sur les types des arguments passe´s.
(defclass Titi () ((x :accessor x :initarg :x)))
(defclass Blub () ((val :accessor val :initarg :val)))
(defgeneric add (p1 p2))
(defmethod add ((p1 Titi) (p2 Titi)) (+ (x p1) (x p2)))
(defmethod add ((p1 Titi) (p2 Blub)) (+ (x p1) (val p2)))
(let ((p1 (make-instance ’Titi :x 1))
(p2 (make-instance ’Blub :val 2)))
(print (add p1 p1)) => 2
(print (add p1 p2))) => 3
Fig. 4.2: Exemple de dispatch multiple e´crit en CLOS
Il est ainsi possible d’e´crire de manie`re concise des fonctions ge´ne´riques effectuant
un dispatch sur plusieurs arguments a` la fois. On peut aussi constater que les fonctions
ge´ne´riques ne sont pas de´finies dans l’espace de nom d’une classe en particulier. Ceci
re´sulte en un meilleur de´couplage entre les classes et les ope´rateurs interagissant avec
leurs instances.
La programmation oriente´e objet apporte ainsi beaucoup d’abstractions inte´ressantes.
D’une part, les entite´s pre´sentes dans un jeu vide´o sont aise´ment repre´sente´es par l’utili-
sation d’objets. En effet, les objets posse´dant des caracte´ristiques d’e´tats se confondent
parfaitement a` la perception d’entite´s de jeux qui posse`dent elles aussi des e´tats va-
riant en fonction de l’e´volution du jeu. D’autre part, une programmation oriente´e objet
permet de faire abstraction des comportements communs a` plusieurs types d’entite´s
pre´sentes dans un jeu vide´o tout en ge´rant de manie`re ge´ne´rique leurs e´tats. L’utili-
sation de fonctions ge´ne´riques permettrait ainsi de modulariser ces comportements. Il
serait donc tre`s inte´ressant d’utiliser la programmation oriente´e objet afin d’e´crire des
jeux vide´o en Scheme de manie`re naturelle et modulaire.
Plusieurs syste`mes objets sont de´ja` disponibles pour l’implantation de Scheme Gambit-
C. La plupart sont inspire´s de la puissance expressive du syste`me CLOS. On retrouve
entre autres le syste`me oriente´ objet Meroon [42]. Ce syste`me impose plusieurs limita-
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Fonctionnalite´s de´sire´es define-type Meroon OOPS
He´ritage multiple X
Constructeurs ge´ne´riques
Membres d’instances X X X
Membres de classe
Fonctions ge´ne´riques polymorphiques X X
Dispatch sur des valeurs X
Tableau 4.1: Comparaison de la pre´sence des fonctionnalite´s de´sire´es par les implan-
tations existantes de syste`mes d’objets disponibles sur Gambit-C
tions dont le fait que la hie´rarchie de classes est limite´e a` un he´ritage simple. Aussi,
il n’est pas possible d’allouer des attributs de classes, communs a` toutes les instances.
OOPS [43] est un autre syste`me objet disponible pour Gambit-C. Celui-ci offre plus
de fonctionnalite´s que Meroon, dont la possibilite´ de cre´er des classes avec he´ritage
multiple. Cette fonctionnalite´ est tre`s pertinente pour l’e´criture de logiciels, car elle
permet l’agre´gation de plusieurs modules de manie`re tre`s e´le´gante et offre beaucoup
de flexibilite´. Le tableau 4.1 pre´sente une comparaison de ces syste`mes objets sur la
pre´sence de fonctionnalite´s utiles pour le de´veloppement de jeux vide´o.
Le tableau 4.3 de la section 4.3 illustre les performances de ces deux syste`mes.
On constate que les syste`mes define-type de Gambit-C et Meroon sont beaucoup plus
performants que OOPS. Il en re´sulte donc qu’aucun de ces syste`mes ne semble offrir de
bonnes performances tout en donnant acce`s aux fonctionnalite´s de la programmation
oriente´e objet de haut niveau e´nonce´es dans le tableau 4.1. Ainsi, afin d’obtenir un
compromis entre l’expressivite´ et les performances, un nouveau syste`me d’objets a e´te´
de´veloppe´. Ce dernier aura comme vocation de re´pondre aux besoins en efficacite´ d’un
jeu vide´o, tout en apportant le plus d’outils et de puissance d’abstraction que possible.
Ce dernier est de´crit en de´tail dans le reste de ce chapitre.
4.1 Description du syste`me
Le syste`me de programmation oriente´e objet de´veloppe´ est fortement inspire´ du
Common Lisp Object System [40] et posse`de la plupart des proprie´te´s inte´ressantes
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de ce dernier. On retrouve entre autres de l’he´ritage multiple de classes, du polymor-
phisme d’instances de classes et surtout, des fonctions ge´ne´riques a` dispatch multiple
personnalise´. Malgre´ ces fonctionnalite´s de haut niveau, une attention a e´te´ apporte´e
aux performances, tout spe´cialement a` l’acce`s aux membres d’instances, puisque ces
ope´rations sont fre´quentes dans un jeu vide´o. En effet, le de´veloppement pre´liminaire
de Space Invaders (chapitre 6) nous laissait de´ja` sous-entendre que l’acce`s aux membres
d’instances est une ope´ration tre`s fre´quente qui se doit d’eˆtre efficace afin de ne pas
ralentir la cadence du jeu.
Le reste de cette section fournit un API (Application Programming Interface) au
syste`me, tout en motivant l’ajout des fonctionnalite´s cle´s de celui-ci et en fournissant
des exemples d’utilisations.
4.1.1 De´finition de classes
La de´finition de classes, faite via la forme spe´ciale define-class, est une version sim-
plifie´e de la forme defclass de CLOS. La syntaxe de define-class est pre´sente´e dans
la figure 4.3.
(define-class <class-name> (<super1> ...) <member1> ...)
Fig. 4.3: Syntaxe de la forme spe´ciale define-class
Le me´ta-symbole <class-name> repre´sente le nom que portera la classe de´finie. Sui-
vant ce nom se trouve la liste de super classes, donne´es par leurs noms respectifs. Par la
suite, les membres de la classe sont donne´s. Ces membres peuvent eˆtre un attribut d’ins-
tance (slot: <slot-name>), un attribut de classe (class-slot: <slot-name>) ou
un constructeur d’instances (constructor: <fun>).
Cette forme spe´ciale est tre`s similaire a` define-type fournie par Gambit-C et fut
conc¸ue pour que les fonctions utilitaires ge´ne´re´es soient compatibles avec celles cre´e´es
par define-type. Ainsi, une conversion d’un syste`me base´ sur les objets de define-
type est extreˆmement simple. Il ne suffit qu’a` remplacer la de´finition du type par une
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de´finition de classe de notre syste`me d’objets. Les figures 3.26 et 4.4 illustrent cette
conversion. Aussi, le choix d’utiliser des fonctions compatibles a` define-type rend la
base du syste`me d’objets triviale a` utiliser par des nouveaux utilisateurs de´ja` familiers
avec Gambit-C.
(define-class point () (slot: x) (slot: y))
(define-class circle (point) (slot: r))
(define (add p1 p2) (make-point (+ (point-x p1) (point-x p2))
(+ (point-y p1) (point-y p2))))
(add (make-point 1 2) (make-circle 3 4 5)) => #(<class-desc> 4 6)
(if (circle? (make-point 1 2)) ’ok ’no) => no
Fig. 4.4: Utilisation simple du syste`me objet compatible avec la forme define-type
Les fonctions ge´ne´re´es par la de´finition de la classe point sont :
– (make-point <x-val> <y-val>) : Construit une nouvelle instance de la classe
avec <x-val> et <y-val> comme valeurs initiales d’attributs.
– (make-point-instance) : Construit une nouvelle instance non initialise´e de la
classe point.
– (point-x <instance>) : Accesseur de l’attribut x de l’instance passe´e en argu-
ment. Une autre fonction est similairement ge´ne´re´e pour l’attribut y.
– (point-x-set! <instance> <new-x-val>) : Fonction de mutation de l’attri-
but x. Une autre fonction est similairement ge´ne´re´e pour l’attribut y.
– (point? <any-value>) : Pre´dicat de type de la classe point. Cette fonction
retourne la valeur #t si la valeur passe´e est une instance de la classe point ou de
n’importe quelle sous-classe de celle-ci. Sinon, cette fonction retourne #f.
En plus de de´finir des attributs d’instances, il est possible de de´finir des attributs
de classe, communs a` toutes les instances de celle-ci. Ainsi, les informations communes
a` toutes les instances peuvent eˆtre factorise´es, tout en conservant l’encapsulation de
l’information dans l’objet. Il est important de noter qu’apre`s la de´claration de la classe,
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tous les attributs de classe se retrouvent dans un e´tat non-initialise´. Ils doivent donc
eˆtre initialise´s avant d’eˆtre utilise´s. L’he´ritage d’attributs de classe fait en sorte que
chaque sous-classe posse`de sa propre version de l’attribut.
Puisque ces attributs sont communs a` toutes les instances, ils ne ne´cessitent pas
ces dernie`res pour eˆtre acce´de´s ou modifie´s. Toutefois, ces fonctions d’acce`s ou de mo-
dification de valeur d’attributs de classes permettent de prendre optionnellement une
instance afin d’utiliser ces fonctions de manie`re polymorphique. La figure 4.5 illustre ce
processus.
(define-class toto () (class-slot: t))
(define-class blub (toto))
(toto-t-set! 10) (blub-t-set! ’allo)
(toto-t) => 10
(blub-t) => allo
(toto-t (make-toto)) => 10
(toto-t (make-blub)) => allo
(toto-t-set! (make-blub) ’salut)
(toto-t (make-blub)) => salut
Fig. 4.5: Exemple d’utilisation dynamique d’attributs de classe
En plus des cre´ateurs d’instances a` la define-type, le syste`me objet permet de
de´finir un ou plusieurs constructeurs pour la cre´ation d’instances simplifie´es. Ces construc-
teurs sont plutoˆt des fonctions d’initialisation de nouvelles instances. Elles doivent avoir
un premier argument correspondant a` l’instance a` initialiser et peuvent posse´der un
nombre arbitraire d’arguments supple´mentaires. Ces constructeurs sont en fait utilise´s
pour cre´er une nouvelle instance de la fonction ge´ne´rique init!. Donc, il est e´galement
possible d’utiliser la discrimination de type faite par les fonctions ge´ne´riques, comme
de´crit dans la section 4.1.2. L’acce`s aux constructeurs se fait par la forme spe´ciale new
qui s’occupe de cre´er la nouvelle instance de l’objet et d’appeler la fonction ge´ne´rique
init!. La figure 4.6 illustre l’utilisation de constructeurs ge´ne´riques d’objets.
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(define-class titi () (slot: i))
(define-class toto ()
(slot: t)
(constructor: (lambda (self t) (toto-t-set! self t)))
(constructor: (lambda (self (t titi)) (toto-t-set! self (titi-i t)))))
(let ((obj1 (new toto 1))
(obj2 (new toto (new titi 2))))
(toto-t obj1) => 1
(toto-t obj2)) => 2
Fig. 4.6: Utilisation ge´ne´rique de constructeurs
4.1.2 De´finition de fonctions ge´ne´riques
Toujours inspire´ fortement du mode`le e´prouve´ du syste`me objet de Common Lisp [40],
le syste`me objet de´veloppe´ posse`de des fonctions ge´ne´riques permettant de faire du dis-
patch multiple sur les arguments de celles-ci. Le choix d’adhe´rer a` la philosophie de
Lisp s’explique non seulement par le fait que nous souhaitons que notre syste`me objet
puisse offrir le plus de puissance expressive possible aux programmeurs de jeux vide´o.
En effet, plusieurs proble`mes se retrouvant dans le de´veloppement de jeux vide´o peuvent
eˆtre exprime´s de manie`re tre`s concise avec des fonctions ge´ne´riques. Par exemple, la
re´solution de collisions est un comportement qui de´pend des deux entite´s implique´es
et donc l’utilisation d’une fonction ge´ne´rique pour effectuer la re´solution du travail a`
accomplir se fait de manie`re tre`s naturelle.
La de´claration d’une nouvelle fonction ge´ne´rique se fait par le biais de la forme
spe´ciale
(define-generic <gen-fun-name>)
qui ne prend que le nom de la fonction ge´ne´rique de´finie, puisque le nombre de ses
arguments peut eˆtre variable. Les de´clarations d’instances de fonctions ge´ne´riques se
font par l’entremise de la forme spe´ciale
(define-method (<gen-fun-name> <arg-desc1> ...) <body>)
qui posse`de une syntaxe similaire a` une de´finition de fonction, mais ou` la syntaxe des
arguments a e´te´ e´tendue. Une description d’arguments est ge´ne´ralement une liste de la
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forme (<arg-name> <arg-type>), ou` le premier e´le´ment est le nom de la variable et
le deuxie`me le type de celle-ci. Le type est normalement le nom de la classe a` laquelle
l’instance peut appartenir (incluant le polymorphisme). Une description d’arguments
peut aussi eˆtre un symbole unique qui sera le nom de la variable lie´e a` la valeur passe´e
en argument. Puisque dans un tel cas aucune information n’est donne´e sur l’argument a`
recevoir, aucune discrimination d’instance ne sera faite en utilisant cet argument, outre
le fait qu’il s’agit d’un argument de plus. Le type de l’argument sera implicitement
* et donc, une telle de´claration est strictement e´quivalente a` (<arg-name> *). La fi-
gure 4.7 pre´sente un exemple de de´clarations et d’utilisations d’instances d’une fonction
ge´ne´rique effectuant des additions sur des objets s’e´talant sur plusieurs types et ayant
un nombre variable de parame`tres.
(define-class length () (slot: l))
(define-class point () (slot: x) (slot: y))
(define-class circle (point) (slot: radius))
(define-generic add)
(define-method (add x y) (+ x y))
(define-method (add x y z) (+ x y z))
(define-method (add (p point) (l length))
(+ (point-x p) (length-l l)))
(define-method (add (p1 point) (p2 point))
(new point (+ (point-x p1) (point-x p2))
(+ (point-y p1) (point-y p2))))
(let ((p (new point 1 2)) (l (new length 5)))
(add 10 11) => 21
(add 10 11 12) => 33
(point-x (add p p)) => 2
(add p l)) => 6
Fig. 4.7: Exemple de de´clarations et d’utilisations d’une fonction ge´ne´rique
Le type d’un argument de me´thode peut eˆtre membre d’une syntaxe e´tendue per-
mettant de faire de la discrimination d’instances de fonctions ge´ne´riques sur la valeur
des parame`tres passe´s. Cette syntaxe est l’une parmi :
– (match-value: <value>) : La valeur du parame`tre actuel doit eˆtre e´gale (se-
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lon equal?) a` <value> pour discriminer ce parame`tre d’une fonction ge´ne´rique.
L’expression <value> est conside´re´e constante.
– (match-member-value: <class> <slot-name> <value>) : Le parame`tre ac-
tuel doit eˆtre une sous-classe de <class> et la valeur de son attribut <slot-name>
doit eˆtre e´gale (selon equal?) a` <value>. L’expression <value> est conside´re´e
constante.
– (or <match1> ...) : La valeur du parame`tre doit correspondre a` au moins une
des clauses <match> pour discriminer l’instance de la fonction ge´ne´rique corres-
pondante. Les clauses <match> doivent eˆtre une de´claration de type correcte. On
peut retrouver ainsi un nom de classe ou l’une de ces quatre clauses spe´ciales.
– (and <match1> ...) : La valeur du parame`tre doit correspondre a` toutes les
clauses <match> pour discriminer l’instance de la fonction ge´ne´rique correspon-
dante. Les clauses <match> doivent eˆtre une de´claration de type correcte. On peut
retrouver ainsi un nom de classe ou l’une de ces quatre clauses spe´ciales.
Un exemple simple de discrimination par valeur de parame`tres est donne´ dans la
figure 4.8. Il est important de noter que la discrimination fonctionne bien lorsque les
instances effectuent de la discrimination orthogonale, i.e. que les possibilite´s ne se re-
coupent pas entre elles. Une discrimination arbitraire pourrait se produire si plusieurs
instances peuvent eˆtre discrimine´es de manie`re e´quivalente pour un meˆme appel.
Une note importante relie´e a` l’utilisation des fonctions ge´ne´riques est que les ins-
tances discriminant sur une classe donne´es doivent apparaˆıtre apre`s la de´claration de
celle-ci, sinon le comportement du syste`me est inde´termine´.
Puisque le syste`me objet supporte de l’he´ritage multiple, il est possible qu’une fonc-
tion ge´ne´rique posse`de uniquement deux instances correspondant a` des super classes
d’une classe donne´e, comme c’est le cas dans la figure 4.9. Les classes colored et circle
sont toutes deux des super classes de colored-circle et il n’existe pas d’instance de la
fonction ge´ne´rique test discriminant directement sur le type colored-circle. Ainsi, le
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(define-class point () (slot: x) (slot: y) (class-slot: zero))
(point-zero-set! (new point 0 0))
(define-method (div (p point) (n (match-value: 0)))
’division-by-zero!)
(define-method (div (p point) n)
(new point (/ (point-x p) n) (/ (point-y p) n)))
(define-method (div (p (and (match-member: point x 0)
(match-member: point y 0)))
n)
(point-zero))
(point-x (div (new point 1 2) 2)) => 1/2
(div (new point 1 2) 0) => division-by-zero!
(eq? (div (new point 0 0) 5) (point-zero)) => #t
Fig. 4.8: Exemple de discrimination d’instances de fonctions ge´ne´riques par la valeur
des arguments
syste`me doit choisir entre les deux instances disponibles puisque ces dernie`res sont uti-
lisables pour une instance de la classe colored-circle. L’algorithme discrimine alors
comme suit : il conside`re que l’instance de la fonction ge´ne´rique qui posse`de la plus pro-
fonde hie´rarchie de classes est la plus spe´cifique. Cette profondeur est approxime´e par
la somme du nombre de super classes que posse`de chacun des arguments de l’instance
de la fonction ge´ne´rique en question. Ainsi, l’instance (test (x colored)) obtient une
valeur de 0, puisque colored ne posse`de aucune super classe et l’instance (test (x
circle)) obtient une valeur de 1, puisque la classe circle est une sous classe de point.
C’est donc l’instance discriminant sur un objet de type circle qui est choisie. Si les
valeurs de discrimination sont e´gales pour plusieurs instances, alors c’est la me´thode
de´finie en dernier qui sera utilise´e.
Finalement, il est possible d’utiliser un cast pour effectuer l’appel spe´cifiquement
de´sire´. La syntaxe d’utilisation est la suivante : (<genfun> cast: (<arg1-ty> ...)
<arg1> ...). Le cast est passe´ comme mot cle´ dans l’appel de la fonction ge´ne´rique et
son argument doit eˆtre une liste des types de l’instance a` choisir. Un exemple d’utilisa-
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(define-class point () (slot: x) (slot: y))
(define-class circle (point) (slot: radius))
(define-class colored () (slot: color))
(define-class colored-circle (circle colored))
(define-method (test (x colored)) ’colored)
(define-method (test (x circle)) ’circle)
(test (new colored-circle 1 2 3 ’red)) => circle
Fig. 4.9: Exemple illustrant l’algorithme de se´lection d’instances de fonctions ge´ne´riques
tion du cast est illustre´ dans la figure 4.10. Les arguments de la fonction ge´ne´rique init!
sont d’abord e´value´s. Il en re´sulte qu’une instance non initialise´e de la classe container
est cre´e´e ainsi qu’une instance de la classe circle. Le constructeur de la classe circle
utilise un cast afin d’utiliser e´galement le constructeur de la classe point. Ensuite,
l’objet conteneur est initialise´ en choisissant explicitement le constructeur attendant un
argument de type point. L’objet correctement initialise´ est finalement retourne´.
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(define-class point () (slot: x) (slot: y)
(constructor: (lambda (self x y)
(pp ’creating-point)
(point-x-set! self x) (point-y-set! self y))))
(define-class circle (point) (slot: radius)
(constructor: (lambda (self x y r)
(pp ’creating-circle)
(circle-radius-set! self r)
(init! cast: ’(point * *) self x y))))
(define-class container () (slot: obj)
(constructor: (lambda (self (p point))
(pp ’containing-a-point)
(container-obj-set! self p)))
(constructor: (lambda (self (c circle))
(pp ’containing-a-circle)
(container-obj-set! self c))))
(init! cast: ’(container point)
(make-container-instance)





Fig. 4.10: Exemple d’utilisation de cast pour l’appel de fonction ge´ne´rique
4.1.3 Fonctions et formes spe´ciales utilitaires
Plusieurs fonctions et formes spe´ciales utilitaires sont disponibles afin de simplifier
les taˆches re´pe´titives ou de permettre une introspection limite´e avec le syste`me objet.
On retrouve plusieurs fonctions permettant d’obtenir de l’information sur les types
d’instances ou de classes. Parmi celles-ci, les principales sont :
1. (instance-of? <any-value> <class-name>) : Pre´dicat similaire au mot cle´
de meˆme nom en Java qui de´termine si la valeur passe´e est une instance directe
de la classe spe´cifie´e. Cette fonction est beaucoup plus efficace que sa contrepartie
is-subclass?.
2. (is-subclass? <any-value> <class-name>) : Pre´dicat similaire au pre´ce´dent,
qui retourne vrai si et seulement si la valeur est une instance de la classe spe´cifie´e
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(incluant les instance polymorphes).
3. (find-class? <class-name>) : Retourne le descripteur de la classe spe´cifie´e si
elle existe, ou dans le cas contraire #f.
4. (get-class-id <any-value>) : Retourne le nom de la classe associe´e a` la valeur
spe´cifie´e. S’il s’agit d’une instance de classe, alors le nom de la classe sera retourne´,
sinon le type universel * sera retourne´.
5. (get-supers <class-name>) : Retourne la liste de toutes les super classes as-
socie´es a` la classe spe´cifie´e.
Ainsi, l’introspection demeure limite´e en comparaison a` celle disponible par le pro-
tocole de me´ta-objet de CLOS, mais elle demeure tout de meˆme fonctionnelle. Une
meilleure introspection permettrait de de´velopper des classes encore plus ge´ne´riques,
mais cette fonctionnalite´ n’est pas ne´cessaire pour le de´veloppement de jeux.
D’autre part, trois formes spe´ciales sont fournies pour simplifier les taˆches re´pe´titives
pour la gestion d’instances de classes. Celles-ci sont :
– (new <class-name> <value1> ...) : Forme spe´ciale cre´ant une nouvelle ins-
tance non-initialise´e et appelant la fonction ge´ne´rique d’initialisation init! avec
cette nouvelle instance et les valeurs actuelles spe´cifie´es.
– (update! <instance> <class-name> <slot-name> <fun>) : Cette forme spe´ciale
permet de modifier la valeur d’un attribut en fonction de sa valeur pre´ce´dente.
La fonction passe´e doit prendre un seul argument en parame`tre, qui est la valeur
courante de cet attribut. La valeur retourne´e par la fonction sera alors utilise´e
comme nouvelle valeur de celui-ci.
– (set-fields! <instance> <class-name> ((<slot-name> <value>) ...)) :
Cette forme spe´ciale permet de modifier de manie`re plus concise la valeur de plu-
sieurs attributs en meˆme temps. Elle est utile dans l’e´criture de constructeurs
d’instances.
La figure 4.11 illustre un exemple d’utilisation de ces formes spe´ciales.
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(define-class point () (slot: x) (slot: y))
(define-class colored-circle (point) (slot: radius) (slot: color)
(constructor:
(lambda (self x y r c)
(init! cast: ’(point * *) self x y)
(set-fields! self colored-circle ((radius r) (color c))))))
(let ((p (new colored-circle 1 2 3 ’red)))
(update! p point x (flip + 1))
(point-x p)) => 2
Fig. 4.11: Exemple d’utilisation des formes spe´ciales fournies par le syste`me objet
4.2 Implantation
Afin d’implanter ce syste`me objet comme une extension directe du langage Scheme,
les macros proce´durales ont duˆ eˆtre utilise´es. Il en re´sulte donc l’ajout d’un langage
spe´cifique au domaine de la programmation oriente´e objet.
Puisque l’expansion de macros Scheme se fait lors de la compilation, il devient
avantageux de faire le plus de travail possible durant cette expansion afin d’obtenir de
bonnes performances lors de l’exe´cution. Par contre, afin d’effectuer beaucoup de travail
lors de cette expansion, une grande quantite´ d’informations doivent eˆtre disponibles de
manie`re statique, ce qui brime la philosophie dynamique du syste`me objet. Ainsi, nous
avons opte´ pour un compromis entre la division du travail effectue´ lors de la compilation
et de celui fait lors de l’exe´cution du syste`me objet.
De plus, les informations recueillies lors de l’expansion macro sont souvent ne´cessaires
au fonctionnement du syste`me lors de son exe´cution. Un passage d’informations entre
ces deux mondes doit donc eˆtre fait. Afin d’y arriver, les structures correspondantes
(descripteurs de classes, descripteurs de fonctions ge´ne´riques, etc.) sont recre´e´es durant
l’exe´cution. Pour distinguer plus facilement ces deux types de structures, les pre´fixes
mt (macro expansion time) et rt (runtime) sont utilise´s dans le code source.
Les sections qui suivent expliquent les grandes lignes de l’implantation de ce syste`me
objet et justifient les choix d’implantations qui ont duˆ eˆtre faits.
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4.2.1 Implantation de define-class
Le fonctionnement de define-class est intimement lie´ aux structures de donne´es
utilise´es pour conserver l’information sur les classes afin de transmettre celles-ci aux
instances. L’expansion de la forme spe´ciale define-class re´sulte en la de´finition de
plusieurs fonctions de cre´ation et d’acce`s aux donne´es d’instances, mais aussi en la
cre´ation d’un descripteur de classe. Ce dernier a pour roˆle de conserver non seulement
les super classes associe´es a` la classe de´finie, mais aussi de conserver l’information
permettant d’acce´der aux attributs d’une instance. Les descripteurs de classes utilise´s
durant l’exe´cution sont une version le´ge`rement simplifie´e des descripteurs utilise´s durant
l’expansion de macros.
Le polymorphisme d’acce`s aux attributs d’instances est possible graˆce a` une indirec-
tion a` partir de ce descripteur de classe. Malgre´ le fait qu’une telle indirection ralentit
le´ge`rement l’acce`s aux attributs, cette dernie`re permet aussi d’avoir des instances qui
ne posse`dent pas d’espaces inutilise´s. Ainsi, des indices donnant l’emplacement des
attributs dans les instances sont conserve´s dans les descripteurs de classes. Puisque
l’he´ritage multiple est permis, ces indices peuvent varier d’une sous-classe a` l’autre. Il
en re´sulte donc que ces index d’indirection doivent toujours se retrouver au meˆme en-
droit dans les descripteurs de classes afin que les accesseurs des super classes sachent ou`
trouver cette information. La figure 4.12 contient un exemple de de´finitions de classes
permettant d’illustrer les structures utilise´es lors de l’exe´cution du syste`me. La figure
4.13 sche´matise ces structures.
Il aurait e´te´ possible de faire en sorte que ces index soient toujours au meˆme endroit
pour une hie´rarchie de classes donne´e, mais nous avons simplifie´ le proble`me dans notre
implantation. En effet, les index d’indirection se retrouvent au meˆme endroit dans le
descripteur de classe, peu importe la classe. La conse´quence de cette simplification est
que la taille des nouveaux descripteurs de classe augmente line´airement en fonction du
nombre d’attributs qui ont e´te´ de´clare´s pour les classes pre´ce´demment de´finies. Une
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(define-class point () (slot: x) (slot: y) (class-slot: id))
(define-class length () (slot: l))
(define-class point3d (point) (slot: z))
(point-zero-set! ’toto)
(point3d-zero-set! ’titi)
(define p (new point 11 22)) => #(#(point () 1 2 toto) 11 22)
(define distance (new length 33))
=> #(#(length () unknown-slot unknown-slot unknown-slot 1) 33)
(define p2 (new point3d 44 55 66))
=> #(#(point3d (point) 1 2 titi unknown-slot 3) 44 55 66)
Fig. 4.12: Exemple concret de structure d’instance, descripteur de classe et de fonction
d’acce`s a` un attribut par indirection
Fig. 4.13: Sche´matisation des structures cre´e´es dans la figure 4.12
autre possibilite´ aurait e´te´ de toujours placer les attributs au meˆme endroit dans les
instances. Puisqu’en ge´ne´ral peu de classes sont utilise´es en comparaison a` la quan-
tite´ d’instances cre´e´es, le choix effectue´ est un bon compromis entre l’utilisation de la
me´moire et la rapidite´ d’acce`s aux attributs. Ces structures de donne´es sont implante´es
en utilisant des vecteurs Scheme. Ceux-ci ont e´te´ choisis dans le but de donner un acce`s
rapide aux attributs.
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Lorsque la forme spe´ciale define-class est expanse´e, plusieurs informations sont
extraites et traite´es afin de ge´ne´rer correctement les fonctions de cre´ation et d’acce`s
aux attributs. Entre autres, il faut obtenir la liste comple`te de tous les attributs he´rite´s
par les classes parents a` la classe de´finie. Cette information est stocke´e dans une table
de hachage globale a` l’expansion macro nomme´e mt-class-table qui conserve l’infor-
mation disponible pour chaque classe de´ja` cre´e´e. Cette information, stocke´e sous forme
de me´ta-descripteurs de classe, n’est disponible que pour l’expansion macro. Ces des-
cripteurs gardent une trace du nom des classes cre´e´es, de leur hie´rarchie et une liste de
positions relatives aux descripteurs de classes pre´sents durant l’exe´cution. Ces positions
relatives indiquent ou` trouver les index d’indirection associe´s a` leurs attributs.
Lorsque les nouveaux attributs (non-he´rite´s) sont inclus dans un descripteur de
classe de l’exe´cution, un compteur global (expansion macro) est utilise´ pour obtenir la
position du nouveau champ dans le vecteur correspondant a` ce descripteur. Une fois
toutes les positions de´termine´es, la ge´ne´ration du descripteur de classe de l’exe´cution
peut eˆtre entame´e. Un deuxie`me index, local celui-ci, est utilise´ pour trouver l’indice
d’indirection des attributs dans l’instance. Ainsi, l’index global pointe vers l’endroit
ou` placer l’index d’indirection des attributs d’instance dans le descripteur de classe de
l’exe´cution. Pour leurs parts, les index d’indirection indiquent ou` trouver les attributs
dans les instances.
Une fois cette information en main, toutes les fonctions d’acce`s et de modification
d’attributs peuvent eˆtre ge´ne´re´es sans proble`me. La plupart contiendront des indirec-
tions pour l’acce`s aux champ, sauf pour les attributs de classe qui eux, se retrouvent
directement dans les descripteurs de classe. La figure 4.14 donne un exemple concret
de code ge´ne´re´ effectuant l’acce`s au champ x de la classe point de´finie dans la figure
4.12. Au total, trois indirections sont ne´cessaires a` l’obtention de la valeur d’un attri-
but d’instance. La premie`re indirection obtient le descripteur de classe de l’instance
en question. La deuxie`me cherche dans ce descripteur l’index d’indirection qui donnera
la position de l’attribut dans l’instance. Puisque la position de cet index d’indirection
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est globale, elle est directement inse´re´e dans le code ge´ne´re´. Dans cet exemple, cette
position se trouve a` l’index 2 dans le descripteur de classe. Finalement, la valeur de





Fig. 4.14: Code ge´ne´re´ pour l’acce`s a` l’attribut x de la classe point de la figure 4.12
Deux constructeurs d’instances sont aussi ge´ne´re´s. Le premier (make-<class-name>)
construit et initialise tous les champs d’une instance de la meˆme manie`re que proce`de
le constructeur d’instance pour la forme define-type de Gambit-C. Le deuxie`me
(make-<class-name>-instance) ne prend aucun argument et produit une instance
non-initialise´e qui pourra eˆtre passe´e a` init!, la fonction ge´ne´rique d’initialisation d’ob-
jets. Par de´faut, une instance de cette fonction ge´ne´rique est cre´e´e, et fait exactement le
meˆme travail que le premier constructeur. De plus, une fonction tre`s rudimentaire d’in-
trospection d’instance de classe est implante´e sous la forme d’instances de la fonction
ge´ne´rique describe.
Les choix d’implantation qui viennent d’eˆtre e´nume´re´s ont e´te´ faits dans le but
d’obtenir un compromis entre la rapidite´ du syste`me et la puissance expressive auquel
il donne acce`s. Par exemple, on constate qu’une indirection est faite sur une instance afin
d’obtenir son descripteur de classe, tandis qu’un pointeur vers ce descripteur de classe
aurait pu eˆtre place´ directement (voir la figure 4.14). Par contre, si un pointeur s’e´tait
retrouve´ directement dans la fonction d’acce`s point-x, il n’aurait alors plus e´te´ possible
de l’utiliser de manie`re polymorphique avec les sous-classes de la classe point puisqu’il
n’est pas certain que l’attribut x se retrouvera au meˆme endroit dans une instance de
ces sous-classes. Puisqu’un acce`s aux champs d’un vecteur est une ope´ration efficace
en Scheme, nous avons pre´fe´re´ opter pour la pre´sence du polymorphisme qui apporte
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beaucoup en terme d’expressivite´.
Puisque le syste`me objet est implante´ en utilisant l’expanseur de macros define-macro
de Gambit-C, les donne´es conserve´es sur les classes de´finies durant cette expansion sont
perdues lorsque celle-ci est termine´e. Par conse´quent, il n’est pas possible de modifier la
hie´rarchie de classes de´finie dans un module Scheme (un fichier) a` l’inte´rieur d’un autre
module. Par exemple, une classe Alpha de´finie dans un fichier A ne pourrait pas eˆtre
sous-classe´e dans un autre fichier B. Toutefois, il est possible d’utiliser les hie´rarchies de
classes cre´e´es dans un premier module a` l’inte´rieur d’un autre module. L’implantation
du support intermodulaire du syste`me objet n’a pas e´te´ aborde´e duˆ a` la complexite´ de
la taˆche et a` la potentielle baisse de performance qui pourrait de´couler d’un tel ajout.
4.2.2 Implantation de define-generic
De manie`re similaire a` la de´finition de nouvelles classes, des informations sur les
fonctions ge´ne´riques de´finies et sur leurs instances sont conserve´es dans une table de ha-
chage globale durant l’expansion macro et se nomme mt-meth-table. Ces informations
seront par la suite transfe´re´es vers l’exe´cution du programme sous la forme de struc-
tures propres a` chaque fonction ge´ne´rique qui se nomme <genfun-name>-meth-table.
Ces structures contiennent le nom de la fonction ge´ne´rique, une table de hachage per-
mettant de ve´rifier rapidement l’existence d’une instance et une liste trie´e des instances
permettant d’acce´le´rer le polymorphisme de fonctions ge´ne´riques. La cle´ de cette table
de hachage est base´e sur le type des arguments de l’instance stocke´e.
L’expansion de la de´finition d’une nouvelle fonction ge´ne´rique re´sulte donc en la
cre´ation de cette structure et d’une fonction portant le nom de la fonction ge´ne´rique,
qui a pour but de faire le choix de la bonne instance a` partir des parame`tres qui lui sont
passe´s. La fonction de dispatch ge´ne´re´e pour la fonction ge´ne´rique init! est illustre´e
dans la figure 4.15. Le code pre´sente´ a e´te´ le´ge`rement modifie´ afin d’illustrer uniquement
l’essence du dispatch effectue´. On constate que dans un premier temps, on cherche dans
la table de hachage de cette fonction ge´ne´rique si une instance associe´e aux types des
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arguments passe´s (ou du cast effectue´) existe. Si ce ne pas le cas, on cherche explicite-
ment une instance admissible de manie`re polymorphe a` ces arguments.




(cond ((= args-nb 0) ’())
((= args-nb 1) (list (get-class-id (car args))))
...
(else (map get-class-id args))))))
(cond




(cond ((= args-nb 0) ((method-body method)))
((= args-nb 1) ((method-body method) (car args)))
...
(else (apply (method-body method) args)))))
(else (error ...)))))
Fig. 4.15: Code expanse´ effectuant le dispatch dynamique pour la fonction ge´ne´rique
init!
L’algorithme qui de´termine quelle instance est la plus spe´cifique pour un ensemble
d’argument donne´ est simple : on cherche a` trouver la premie`re instance dont cha-
cun des types est conside´re´ e´quivalent au type des arguments actuels dans une liste
trie´e des instances en fonction de leur spe´cificite´. Le crite`re de spe´cificite´ est de´termine´
par la profondeur dans la hie´rarchie du type des arguments de l’instance, i.e. par la
somme du nombre de classes parents pour chacun des types des arguments passe´s.
En ce qui concerne les types spe´ciaux comme match-value, ces types sont conside´re´s
comme e´tant tre`s spe´cifiques et donc prioritaires a` une simple correspondance du type
d’un objet. La figure 4.16 illustre le code utilise´ pour re´aliser ce dispatch polymorphique.
A` un certain moment la fonction call-next-method avait e´te´ implante´e en utilisant













Fig. 4.16: Implantation de la recherche d’instances polymorphiques d’une fonction
ge´ne´rique
corps des me´thodes a` l’inte´rieur d’un environnement dynamique ralentissait l’exe´cution
de celles-ci d’un facteur d’environ 15 %. Par conse´quent, l’implantation de cette fonction
a e´te´ abandonne´e. En effet, celle-ci permet d’e´crire des corps de me´thodes le´ge`rement
plus ge´ne´riques, mais l’utilisation du cast permet de faire sensiblement le meˆme travail
sans avoir a` subir des pertes de performance.
4.2.3 Implantation de define-method
L’expansion de la macro define-method consiste en la cre´ation d’une structure
de donne´es qui contient le corps de l’instance de´finie ainsi que les types associe´s aux
arguments attendus. Cette structure existera durant l’expansion et sera recre´e´e lors de
l’exe´cution du programme afin d’eˆtre appele´e par la fonction de dispatch.
4.3 Performances
Ce syste`me de programmation oriente´e objet a e´te´ e´crit dans le but d’obtenir un
compromis entre l’acce`s a` des concepts de haut niveau et de bonnes performances lors de
l’exe´cution, notamment en ce qui concerne l’acce`s aux membres d’instances de classes.
Dans un premier temps, les performances du syste`me sont analyse´es de manie`re
the´orique. Le tableau 4.2 donne la complexite´ algorithmique des ope´rations utilise´es. La
cre´ation d’instances directes, i.e. utilisant les fonctions make-<class-name>, s’effectue
72
ope´ration complexite´ algorithmique
cre´ation d’instances directes O(1)
cre´ation avec constructeurs O(p)
acce`s aux membres O(1)
modification de membres O(1)
dispatch direct O(p)
dispatch polymorphique O(mp)
Tableau 4.2: Complexite´ algorithmique des ope´rations du syste`me objet effectue´es
durant l’exe´cution
en temps constant puisqu’il ne s’agit que de la cre´ation d’un vecteur. Par contre, la
cre´ation d’instances par des constructeurs, i.e. en utilisant (new <class-name> ...),
posse`de la complexite´ des appels de fonctions ge´ne´riques directs. Par « appel direct »,
il est sous-entendu que le type des arguments de l’appel correspond aux types des
arguments formels, et non de manie`re polymorphe. Ces appels posse`dent une complexite´
algorithmique line´aire en fonction du nombre de parame`tres que posse`de l’instance
(appelons-le p). En effet, l’obtention d’une instance directe est faite par l’entremise d’une
recherche dans une table de hachage utilisant equal? a` titre de comparaison. Cette
complexite´ augmente d’un ordre supple´mentaire lorsqu’aucune instance directe n’existe
et qu’une instance polymorphique est recherche´e. En effet, une recherche line´aire est
effectue´e sur chacune des instances existantes (m), puis la compatibilite´ du type des
arguments doit eˆtre effectue´e (p). Il est inte´ressant de noter que malgre´ la complexite´
quadratique de cette ope´ration, le nombre de parame`tres (p) est normalement tre`s bas.
L’acce`s et la modification de membres de classe se fait toutefois de manie`re constante.
Une comparaison pratique de performance a e´te´ effectue´e avec d’autres syste`mes
objets disponibles pour Gambit-C afin de mieux connaˆıtre les constantes cache´es dans
la complexite´ des ope´rations effectue´es durant l’exe´cution. Il est aussi inte´ressant de
comparer les performances du syste`me par rapport aux autres afin de confirmer l’ob-
tention du re´sultat de´sire´. Ces re´sultats sont pre´sente´s dans le tableau 4.3. Ces derniers
correspondent aux temps ne´cessaires a` 1000000 d’exe´cutions de chacune des ope´rations
principales du syste`me objets sur un processeur unique de fre´quence 1,6 Go ayant 1 Go
de me´moire centrale. Les syste`mes objets Meroon [42], OOPS [43] ainsi que les objets
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Ope´ration define-type Meroon OOPS class
Cre´ation d’instances directes 0.005 0.215 1.423 0.007
Cre´ation avec constructeurs ND ND ND 1.318
Acce`s aux membres 0.006 0.126 3.120 0.014
Modification de membres 0.008 0.117 3.961 0.011
Dispatch direct (p = 2) 0.185 0.641 19.210 0.897
Dispatch direct (p = 5) 0.411 1.008 22.820 1.997
Dispatch polymorphique (p = 2) 0.188 0.705 18.995 3.578
Dispatch polymorphique (p = 5) 0.452 1.200 24.052 10.125
Tableau 4.3: Temps d’exe´cution (en secondes) de 1 000 000 ite´rations de tests compa-
ratifs sur les ope´rations du syste`me de programmation oriente´e objets de´veloppe´ avec
d’autres syste`mes objet existants
Ope´ration define-type Meroon OOPS class
Cre´ation d’instances directes 1.0 43.0 284.6 1.4
Cre´ation avec constructeurs ND ND ND 1.0
Acce`s aux membres 1.0 21.0 520.0 2.3
Modification de membres 1.0 14.6 495.1 1.4
Dispatch direct (p = 2) 1.0 3.5 103.8 4.8
Dispatch direct (p = 5) 1.0 2.5 55.5 4.9
Dispatch polymorphique (p = 2) 1.0 3.8 101.0 19.0
Dispatch polymorphique (p = 5) 1.0 2.7 53.2 22.4
Tableau 4.4: Comparaison de performances relatives au syste`me le plus rapide (1.0)
pour chaque ope´ration du syste`me objet
obtenus avec l’utilisation de la forme spe´ciale define-type de Gambit-C ont e´te´ utilise´s
pour effectuer cette comparaison. Le tableau 4.4 pre´sente ces re´sultats d’une manie`re
relative au meilleur temps d’exe´cution du test pour chaque ope´ration ve´rifie´e. Les tests
effectue´s sur des fonctions ge´ne´riques utilisent quatre instances de celles-ci pour notre
syste`me objet (m = 4).
Ces re´sultats de´montrent bien que les objectifs d’implantation ont e´te´ atteints. En
effet, le syste`me de´veloppe´ (class) offre de bonnes performances quant a` la cre´ation
d’instances et la manipulation des membres de celles-ci. Malgre´ le fait que notre syste`me
est environ un cinq fois plus lent qu’un appel de fonction dans Gambit-C pour effectuer
le dispatch direct de fonctions ge´ne´riques, i.e. ou` une instance de la fonction ge´ne´rique
existe pour les types des arguments passe´s a` celle-ci. Une de´gradation d’un facteur de
cinq est aussi observe´e pour effectuer le travail supple´mentaire lors d’appels de fonctions
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ge´ne´riques ne´cessitant du polymorphisme.
Ainsi, les performances obtenues se comparent tre`s bien a` Gambit-C lui-meˆme pour
la cre´ation d’objets et l’acce`s aux membres de ceux-ci. Aussi, la performance d’appels
de fonctions ge´ne´riques, quoi que le´ge`rement plus lente, se compare aussi a` Meroon qui
est re´pute´ pour eˆtre bien optimise´. Donc, tout en offrant plus de fonctionnalite´s que ses
compe´titeurs notre syste`me offre des performances ade´quates en fonction des crite`res
fixe´s.
4.4 Conclusion
Ainsi un syste`me objet complet a e´te´ de´veloppe´ dans le but d’e´tendre le langage
Scheme et d’y inclure le paradigme de la programmation oriente´e objets. Ce syste`me
objet permet la de´claration de classes avec he´ritage multiple, polymorphisme et fonc-
tions ge´ne´riques effectuant du dispatch multiple. Ces choix de caracte´ristiques ont e´te´
faits dans le but de donner le plus de liberte´ aux programmeurs de jeux vide´o, tout en
fournissant de bonnes performances, tant en temps sur processeur qu’en utilisation de
la me´moire.
Dans ce but, les structures de donne´es utilise´es pour l’implantation d’instances de
classes ne posse`dent pas d’espaces inutilise´s et ne requie`rent que trois indirections vecto-
rielles afin d’acce´der aux champs de celles-ci. De meˆme, les fonctions ge´ne´riques utilisent
des me´canismes de tri pre´-calcule´ afin d’acce´le´rer le dispatch d’instances de fonctions
ge´ne´riques de manie`re polymorphe.
Il serait maintenant inte´ressant de modifier le syste`me afin qu’il supporte un proto-
cole de me´ta-objets. Un tel protocole donnerait acce`s a` une introspection tre`s de´veloppe´e
et permettrait aux utilisateurs de modifier le comportement du syste`me selon leurs be-
soins.
Aussi, une modification du syste`me afin de le rendre compatible avec des classes de
manie`re inter-modulaire serait une grande ame´lioration en ce qui concerne la modularite´
du code.
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Par contre, une attention particulie`re devrait eˆtre porte´e aux couˆts en performance





Les threads constituent un outil de programmation important permettant l’exe´cution
paralle`le de code, de fac¸on mate´rielle ou logicielle. L’utilisation de threads dans un
jeu vide´o peut eˆtre tre`s pertinente et permettrait d’exprimer de manie`re concise des
concepts cle´s. Par exemple, l’implantation de parties multi-joueurs ou` ces derniers jouent
a` tour de roˆle est bien repre´sente´e par un mode`le paralle`le, puisqu’il s’agit de deux par-
ties distinctes joue´es en meˆme temps.
Le langage Scheme tel que de´crit par le standard [7] ne fournit pas de syste`me de
threads. Par contre, le document SRFI 18 [44] de´crit un API de syste`me de threads
concurrents. Gambit-C [8] supporte cet API sous forme de threads verts correspondant
a` une concurrence logicielle et non mate´rielle. Malheureusement, le couˆt d’utilisation
des me´canismes de synchronisations explicites est tre`s e´leve´ en temps de de´veloppement
et en utilisation du processeur lors de l’exe´cution.
Par contre, un syste`me de coroutines (appele´ aussi threads coope´ratifs) permettrait
d’e´viter d’avoir a` spe´cifier explicitement ces synchronisations entre entite´s. En effet, si
le flot de controˆle est change´ durant des moments opportuns connus du programmeur,
aucune synchronisation supple´mentaire n’est requise pour assurer la validite´ d’acce`s
concurrents a` des sections critiques. En fait, le proble`me disparaˆıt comple`tement. Ceci
rend donc tre`s attrayant de tels syste`mes pour le de´veloppement de jeux vide´o. Il per-
mettrait d’exprimer de manie`re simple des changements de contextes dans le jeu, ou
meˆme de modulariser le comportement de chacune des entite´s du jeu. Afin de conserver
la modularite´ du jeu, on peut imaginer une cascade de syste`mes de coroutines dont un
premier niveau permettrait l’implantation de parties multi-joueurs et un second niveau
permettrait l’implantation du comportement d’entite´s dans le jeu. La figure 5.1 illustre
de manie`re ge´ne´rique cette ide´e. Dans ce sche´ma, les rectangles noirs repre´sentent des
syste`mes de coroutines et les coroutines sont repre´sente´es avec des lignes pointille´es.
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Ainsi, chaque joueur est lui-meˆme un syste`me de coroutine qui ge`re l’e´tat de la partie
de ce dernier. L’utilisation de syste`mes imbrique´s permettrait ainsi d’exprimer chaque
concept de manie`re modulaire et comple`tement transparente.
Fig. 5.1: Exemple ge´ne´rique d’utilisation de syste`mes de coroutines cascade´es
Gambit-C offre la possibilite´ de transformer son syste`me de threads en syste`me de
coroutines lorsque le de´lai de changement de contexte automatique est choisi comme
e´tant l’infini. Toutefois, il est impossible d’utiliser plusieurs syste`mes de coroutines avec
cette approche. Ainsi, l’utilisation directe des fonctionnalite´s de Gambit-C limite celle
de coroutines au de´veloppement d’un seul concept dans un jeu.
Afin de ne pas eˆtre limite´ par les fonctionnalite´s fournies par Gambit-C, l’expressivite´
du langage Scheme peut eˆtre mise a` profit. En effet, graˆce a` la re´ification de continua-
tions du calcul, la taˆche de l’implantation d’un syste`me de coroutines fait sur mesure
est tout a` fait accessible et re´alisable sans changer le langage. Ce chapitre pre´sente un
syste`me de threads coope´ratifs de´veloppe´ dans le but de bien re´pondre aux besoins de
jeux vide´o quant a` l’e´criture de code s’exe´cutant en concurrence de manie`re se´curitaire
tout en permettant l’utilisation re´cursive de ce syste`me.
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5.1 Description du langage
Un syste`me de threads coope´ratifs implique que le changement de contexte d’exe´cution
associe´ aux changements de threads doit eˆtre fait de manie`re explicite par les utilisa-
teurs. Ainsi, ces changements de contextes peuvent eˆtre faits aux moments opportuns
pour assurer l’inte´grite´ des donne´es. Toutefois, des synchronisations entre les diffe´rentes
coroutines pourraient eˆtre encore ne´cessaires pour bien orchestrer l’exe´cution de ces
dernie`res. Afin de permettre aux coroutines de communiquer entre elles, une synchro-
nisation par passage de messages avec pattern matching similaire a` celle utilise´e dans
les syste`mes Termite [45] ou Erlang [46] a e´te´ adopte´e. Ce me´canisme permet de syn-
chroniser naturellement et de manie`re e´le´gante les coroutines.
De plus, le syste`me a e´te´ conc¸u pour eˆtre utilise´ re´cursivement. Il est donc possible
d’avoir une coroutine qui sera elle-meˆme un syste`me de coroutine, et ainsi de suite.
Cette fonctionnalite´ a e´te´ implante´e pour que le syste`me soit le plus ge´ne´rique pos-
sible. De plus, l’ide´e de syste`mes re´cursifs est aussi tre`s pre`s du langage Scheme dans
lequel la re´cursion de fonctions est tre`s courante et commune graˆce a` l’implantation de
l’optimisation d’appels terminaux.
Un tel syste`me de coroutines peut eˆtre e´galement vu comme e´tant un syste`me
de simulations base´es sur les agents, par opposition aux simulations base´es sur des
e´ve`nements discrets. Le comportement des entite´s est alors repre´sente´ par chacune des
coroutines du syste`me. Dans cette optique, la notion de temps du syste`me de´veloppe´
a e´te´ abstraite graˆce a` l’introduction de compteurs de temps (timers). Il est donc pos-
sible de choisir non seulement une granularite´ temporelle en spe´cifiant la fre´quence de
ce compteur, mais aussi de spe´cifier un facteur d’acce´le´ration permettant d’acce´le´rer la
simulation en cours.
Le syste`me se re´sume a` un ordonnanceur de coroutines qui utilise une file de corou-
tines preˆtes a` exe´cuter pour choisir la prochaine devant prendre le controˆle. Aussi, une
file de coroutines en attente sur le temps et une sur des conditions sont disponibles.
Lorsqu’une coroutine de´cide de passer la main a` la suivante, ou lorsqu’elle ne doit plus
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attendre apre`s le temps ou une condition, elle se fait rele´guer a` la fin de la file d’attente
de coroutines preˆtes. La figure 5.2 illustre l’architecture globale du syste`me.
Fig. 5.2: Architecture globale du syste`me de coroutines
Les sections suivantes de´crivent un API permettant l’utilisation du syste`me de
coroutines de´veloppe´.
5.1.1 Cre´ation de coroutines
Les coroutines sont des objets en eux-meˆmes et peuvent eˆtre cre´e´es de manie`re
externe au syste`me de coroutines pour, par la suite, eˆtre ajoute´es a` celui-ci. L’avantage
de cette approche, utilise´e aussi par le syste`me de threads de Gambit-C, re´side dans
le fait que les objets correspondant aux threads peuvent eˆtre initialise´s a` l’avance et
conserve´s jusqu’au moment opportun de leurs ajouts au syste`me. Une nouvelle instance
de coroutine s’effectue avec
(new-corout <corout-id> <thunk>)
ou` <corout-id> est un symbole permettant d’identifier la coroutine et le dernier argu-
ment est un thunk qui contient le corps de l’exe´cution de cette coroutine.
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La figure 5.3 illustre un diagramme des e´tats possibles pour une coroutine avec
les transitions correspondantes. Sur chacune des transitions, un exemple d’appel de
fonction effectuant cette transition est donne´. On constate ainsi qu’une coroutine est
soit preˆte, en attente ou termine´e. L’attente d’une coroutine peut eˆtre conditionnelle
a` la re´ception d’un message, au relaˆchement d’une se´maphore ou a` un certain de´lai de
temps prescrit. De plus, l’attente sur le temps peut eˆtre interrompue par la re´ception
d’un message. Cet e´tat se produit lorsqu’une attente de message est effectue´e avec une
attente borne´e.
Fig. 5.3: Diagramme d’e´tats d’une coroutine
L’objet cre´e´ pourra eˆtre par la suite ajoute´ a` un nouveau syste`me par la fonction
d’initialisation boot ou encore par une coroutine d’une simulation existante avec la
fonction spawn-brother. Ces fonctions sont de´crites dans les sous-sections qui suivent.
5.1.2 De´marrage du syste`me
Le syste`me de coroutines peut eˆtre de´marre´ en utilisant la fonction
(boot <list of corout> [<timer>])
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dont le premier argument doit eˆtre une liste contenant les coroutines pre´sentes lors du
de´marrage du syste`me et, optionnellement un objet correspondant a` un compteur de
temps pour le syste`me. L’ordre dans la liste est significatif car il indique le rang selon
lequel seront enfile´es les coroutines preˆtes. Ainsi, la premie`re coroutine de la liste sera
la premie`re a` eˆtre exe´cute´e. La cre´ation de timers se fait par un appel a` la fonction
(start-timer! <period> [time-multiplier: <time-mult-value>])
qui s’occupe de cre´er un objet faisant abstraction du temps. Ce dernier sera rafraˆıchi
selon la pe´riode (en secondes) indique´e en temps re´el. On peut ainsi faire varier la gra-
nularite´ de la simulation afin de l’adapter aux besoins existants. Le parame`tre optionnel
<time-mult-value>, si spe´cifie´, acce´le`rera la simulation de ce facteur. Ainsi, le temps
dans la simulation passera deux fois plus rapidement que le temps re´el en utilisant une
valeur de multiplicateur de temps de deux. La fonction (pause-timer! <timer>)
peut eˆtre utilise´e afin de mettre en pause et de repartir le compteur de temps.
La figure 5.4 pre´sente un exemple de de´marrage d’un syste`me de coroutines ou` le
temps sera augmente´ toutes les secondes et ou` le re´sultat final de la simulation sera la
somme des valeurs retourne´es par chacune des coroutines.
(let* ((c1 (new-corout ’c1 (lambda () (display 1))))
(c2 (new-corout ’c2 (lambda () (display 2))))
(c3 (new-corout ’c3 (lambda () (display 3)))))
(boot (list c1 c2 c3))) => 123
Fig. 5.4: Exemple de de´marrage d’un syste`me de coroutines
Ce syste`me a e´te´ conc¸u afin de permettre la cre´ation de syste`mes de coroutines de
manie`re cascade´s, i.e. qu’il est possible de cre´er des coroutines qui sont elles-meˆmes des
syste`mes de coroutines. De tels syste`mes re´cursifs comportent de nombreux avantages.
En effet, l’utilisation de la re´cursivite´ facilite grandement la modularite´. Il devient
possible de modulariser les diffe´rents aspects d’utilisation dans leurs propres syste`mes.
Par exemple, dans le cadre de jeux simples, on peut implanter des parties multi-joueurs
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en utilisant une coroutine par partie. Ces dernie`res peuvent alors elles-meˆmes contenir
un syste`me de coroutines utilise´ pour la partie.
La proce´dure de cre´ation de ces derniers est obtenue en de´marrant un nouveau
syste`me de coroutines a` l’inte´rieur d’une coroutine existante. Lorsque des coroutines
de´marrent un nouveau syste`me de coroutines, l’objet d’abstraction du temps (timer) du
syste`me primordial est automatiquement utilise´ pour les syste`mes re´cursifs de manie`re a`
conserver une cohe´rence entre ceux-ci. Par contre, un proble`me se pose : il devient alors
impossible de retourner le controˆle aux coroutines appartenant au syste`me primordial,
puisque (yield) ne fera que changer de contexte des coroutines du sous-syste`me.
Ce proble`me est re´solu par l’utilisation de la fonction (super-yield) qui effectue un
changement de contexte pour le syste`me de coroutines courant. Si le syste`me courant ne
se retrouve pas dans un syste`me cascade´, alors rien ne se produira. Une fonction simi-
laire, (super-kill-all! <return-value>) terminera tous les syste`mes de coroutines
se retrouvant dans l’arborescence de syste`me de coroutines pre´sentement actives. Un
exemple de syste`me de coroutines en cascade est donne´ dans la figure 5.5. On constate
que les appels a` super-yield ont bien effectue´ les changements de contextes des co-
routines hoˆtes des sous-syste`mes de coroutines (s1 et s2).
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(let* ((ret (lambda (x) (pp `(now returning: ,x)) x))
(c1 (new-corout ’c1 (lambda () (ret 1))))
(c2 (new-corout ’c2 (lambda () (super-yield) (ret 2))))
(c3 (new-corout ’c3 (lambda () (super-yield) (ret 3))))
(c4 (new-corout ’c4 (lambda () (ret 4))))
(c5 (new-corout ’c5 (lambda () (super-yield) (ret 5))))
(c6 (new-corout ’c6 (lambda () (ret 6))))
(s1 (new-corout ’s1 (lambda () (boot (list c1 c2 c3)))))
(s2 (new-corout ’s2 (lambda () (boot (list c4 c5 c6))))))
(boot (list s1 s2))
(fold-l + 0 (map corout-get-result (list c1 c2 c3 c4 c5 c6))))







Fig. 5.5: Exemple de de´marrage de syste`me de coroutines en cascade
5.1.3 Manipulation du flot de controˆle
Puisque le controˆle du flot d’exe´cution entre les coroutines doit eˆtre explicite´ par
l’utilisateur, une bonne diversite´ de fonctions permettent la manipulation de celui-ci. Il
est important de noter que, sauf avec avis contraire, toutes les fonctions de´crites dans
cette section doivent eˆtre exe´cute´es par une coroutine, i.e. dans leur corps.
La fonction la plus simple de manipulation du flot d’exe´cution est (yield). Celle-ci
arreˆte temporairement la coroutine actuelle et passe le controˆle a` la prochaine coroutine
disponible. Cette dernie`re est de´termine´e en utilisant la prochaine coroutine pre´sente
dans la file de coroutines preˆtes, tel qu’illustre´ dans la figure 5.2. La coroutine effectuant
l’appel a` la fonction yield sera alors place´e a` la fin de cette file d’attente. Il en re´sulte
que le retour du controˆle a` cette coroutine ne sera exe´cute´ uniquement que lorsque toutes
les autres coroutines preˆtes auront de´cide´ de passer la main a` la coroutine suivante. Il
est e´galement possible de choisir explicitement a` quelle coroutine le controˆle sera passe´
avec la fonction (yield-to <corout>).
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Une coroutine peut aussi de´cider de se mettre en attente pour une certaine pe´riode
de temps avec la fonction (sleep-for <sec>) pour un certain nombre de secondes. Il
en re´sultera que la coroutine actuelle sera place´e dans une file d’attente se´pare´e et ne
sera re´enfile´e dans la file de coroutines preˆtes uniquement que lorsque le de´lai prescrit
sera de´passe´. Cela n’implique pas que la coroutine sera exe´cute´e a` ce moment-la`, car
si cette file contient de´ja` des coroutines en attente, elle devra attendre son tour pour
poursuivre son exe´cution. Puisqu’une telle attente peut varier en fonction de la plate-
forme utilise´e, elle introduit un certain inde´terminisme dans le syste`me.
Il est e´galement possible pour une coroutine d’ajouter de nouvelles coroutines dans
le syste`me en utilisant les fonctions :
(spawn-brother <corout>)
(spawn-brother-thunk <corout-id> <thunk>)
La premie`re ajoute simplement la coroutine spe´cifie´e dans la file de coroutines
preˆtes. Celle-ci ne doit pas de´ja` eˆtre pre´sente dans le syste`me. La deuxie`me fonction,
spawn-brother-thunk, sert de sucre syntaxique en cre´ant une nouvelle coroutine ayant
comme identificateur <corout-id> et la fonction spe´cifie´e comme corps. Par la suite,
la coroutine nouvellement cre´e´e sera ajoute´e au syste`me.
Dans le cadre de l’e´criture de jeux vide´o, la modularite´ des coroutines est tre`s
importante. Afin de faciliter l’e´criture modulaire de corps des coroutines, des formes
spe´ciales permettant d’utiliser un style CPS ont e´te´ ajoute´es. Ces dernie`res permettent
l’alte´ration du fil d’exe´cution d’une coroutine en modifiant la continuation de son cal-
cul par celui d’une autre coroutine ou d’un thunk. Ainsi, un appel a` la forme spe´ciale
(continue-with <corout>) fera en sorte que la continuation de la coroutine devienne
celle de cette autre coroutine. De manie`re similaire, (continue-with-thunk! <thunk>)
utilisera la fonction passe´e comme continuation du calcul. La figure 5.6 pre´sente un
exemple utilisant ces deux formes spe´ciales. Lorsque la coroutine c1 s’exe´cute, sa conti-
nuation change pour celle de c2 qui change a` son tour pour la fonction t. Ainsi, la fin
du corps des coroutines c1 et c2 ne sera jamais exe´cute´e puisque leurs continuations
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ont e´te´ alte´re´es.
(let* ((t (lambda () (pp ’bonjour)))
(c2 (new corout ’c2
(lambda () (continue-with-thunk! t) (pp ’allo ) 2)))
(c1 (new corout ’c1
(lambda () (continue-with c2) (pp ’salut) 1))))
(boot (list c1))) => bonjour
Fig. 5.6: Exemple de modification de la continuation d’une coroutine
Finalement, une coroutine peut changer sa continuation de manie`re plus drastique en
forc¸ant la terminaison du fil d’exe´cution de celle-ci graˆce a` la fonction (terminate-corout
<return-val>). La valeur de retour de la coroutine spe´cifie´e en parame`tre est conserve´e
dans la structure de donne´es de la coroutine et peut eˆtre obtenue en faisant appel a` la
fonction (corout-get-result <corout>). Il est aussi possible de comple`tement ter-
miner le syste`me actuel de coroutines en faisant appel a` (kill-all! <return-val>).
La valeur de retour finale de l’exe´cution du syste`me sera alors la valeur spe´cifie´e.
5.1.4 Environnement dynamique
Une certaine introspection est tre`s utile pour un programmeur, surtout pour des
fins de de´boggage. Un environnement dynamique est disponible pour les coroutines lors
de leurs exe´cutions. Cet environnement donne acce`s a` de l’information sur le syste`me
de coroutines en cours d’exe´cution. Il comprend les parame`tres :
– (current-corout) : retourne l’instance de la coroutine actuellement exe´cute´e.
– (timer) : retourne l’objet d’abstraction du temps associe´ avec le syste`me courant.
La valeur actuelle du temps peut eˆtre obtenue en appelant plutoˆt la fonction
(current-sim-time).
5.1.5 Syste`me de communication inter-coroutines
Que ce soit afin d’informer une partie du pointage d’un autre joueur ou d’un vaisseau
spatial attendant le bon moment pour effectuer son de´placement, la synchronisation
87
des entite´s d’un jeu est primordiale. Le me´canisme principal de synchronisation des
coroutines pour ce syste`me est base´ sur le passage de messages, tel que fait dans le
syste`me de programmation distribue´ Termite [45]. Cette approche semble naturelle
pour la programmation de jeux vide´o ou` les coroutines peuvent devenir des entite´s a`
part entie`re et pourraient ainsi communiquer avec d’autres entite´s par ces me´canismes
d’une manie`re naturelle.
L’envoi de messages se fait par la fonction (! <corout> <msg>) qui s’occupe
d’acheminer le message de´sire´ a` la coroutine spe´cifie´e. La re´ception de messages, quant
a` elle, se fait avec deux fonctions distinctes et une forme spe´ciale :
– (? [timeout: <sec>]) : Re´ception du premier message disponible avec at-
tente bloquante. Un timeout peut eˆtre spe´cifie´ afin de limiter l’attente faite. Si
plusieurs messages sont disponibles, le premier arrive´ sera alors retourne´.
– (?? <predicat> [timeout: <secs>]) : Re´ception du premier message qui
retourne vrai selon le pre´dicat spe´cifie´. Le pre´dicat doit prendre un seul argu-
ment, un message rec¸u. Comme pour la fonction ?, l’attente bloquante peut eˆtre
interrompue apre`s un de´lai, si ce dernier est spe´cifie´.
– (recv (<pattern> <body>) ...) : Cette forme spe´ciale permet la re´ception
se´lective de messages selon des patrons de filtrage par motifs (pattern matching).
Ces patrons permettent d’exprimer la forme attendue du message et de lier des
variables locales a` des parties du message rec¸u afin de les utiliser dans le corps
du patron. Lorsque plusieurs messages rec¸us peuvent correspondre aux motifs
donne´s, la se´lection du message se fait en choisissant le premier message rec¸u qui
correspond a` au moins un patron. Si plusieurs patrons peuvent correspondre a` ce
message, le premier patron (selon l’ordre de de´finition) sera utilise´. Ainsi l’ordre
de spe´cification des motifs est important et significatif.
Les valeurs de de´lai d’attente maximale spe´cifie´es pour la re´ception de messages
impliquent qu’il est possible qu’une re´ception e´choue. Dans un tel cas, une exception
de type mailbox-timeout-exception est lance´e par la fonction de re´ception utilise´e.
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Les patrons utilise´s dans le filtrage de motifs de la forme spe´ciale recv diffe`rent de
ceux dans Termite. Dans notre syste`me, lorsqu’un symbole est pre´ce´de´ d’une virgule
(unquote), celui-ci est lie´ a` la valeur trouve´e a` cet endroit du motif dans le message rec¸u.
Les formats de motifs reconnus sont les symboles, les mots cle´s, les caracte`res, les va-
leurs boole´ennes, les nombres, les chaˆınes de caracte`res, les listes et les vecteurs. Aussi,
il est possible d’ajouter des gardes (filtrage conditionnel au pre´dicat) en incluant une
liste de la forme (where <pred-expr>) apre`s le motif de filtrage. Le pre´dicat utilise´ est
simplement une expression Scheme. Finalement, un patron spe´cial permettant d’effec-
tuer des attentes borne´es dans le temps est disponible sous la forme (after <timeout>
<body> ...). S’il est pre´sent, ce patron spe´cial doit eˆtre spe´cifie´ en dernier. La figure
5.7 illustre plusieurs motifs diffe´rents qui peuvent eˆtre utilise´s.
(recv (salut ’got-salut) ; symbol match
("bonjour" ’bonjour) ; string match
(1011 ’11-or-1011?) ; number match
((a ,b c) (string b #\ k)) ; list match
(#(a b ,c) c) ; vector match
(,any-char ; guarded match
(where (char? any-char)) ’got-a-char)
((tata 1 #(toto ,x) "titi") ; complex match
(where (number? x)) (+ x 1))
(,anything anything) ; can match anything
(after 2 ’timeout!)) ; timeout
Fig. 5.7: Exemple de patrons pouvant eˆtre utilise´s dans le filtrage par motifs de la
forme spe´ciale recv
Une particularite´ inte´ressante de ce filtrage par motifs est relie´e au fait qu’il est pos-
sible d’utiliser des patrons de manie`re dynamique, i.e. qui n’apparaissent pas dans la
forme spe´ciale recv, mais plutoˆt qui ont e´te´ spe´cifie´s graˆce a` une autre forme spe´ciale :
(with-dynamic-handlers ((<pattern> <handler-body>) ...) <body>). Tous les
appels a` recv se trouvant dans le corps (<body>) de with-dynamic-handlers se trou-
veront augmente´s de ces nouveaux patrons. Il est important de mentionner que ces
patrons dynamiques seront toutefois conside´re´s en dernier lieu. Il est donc possible de
factoriser des patrons communs et de les appliquer a` tous les appels de la forme spe´ciale
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de re´ception de messages par filtrage de motifs.
Le filtrage par patron pre´sente´ se conforme a` la se´mantique de´finie par les formes
e´quivalentes dans les syste`mes Termite [47] et Erlang [46] par le fait que la se´lection du
message rec¸u se fait sur le premier message rec¸u qui correspond a` au moins un patron de
filtrage. Ce choix semble raisonnable puisqu’il en re´sulte que la se´lection d’un message
est comple`tement de´terministe. En effet, la re´ception de nouveaux messages (qui est
inde´terministe duˆ a` l’incertitude qu’apporte la fonction sleep-for) n’influence pas le
choix du message. Si un message de´ja` rec¸u correspond a` un patron, il sera choisi peu
importe l’arrive´e d’un nouveau message. Il en de´coule que le syste`me de messagerie est
robuste et fiable.
Aussi, un me´canisme de liste de diffusion a e´te´ inclus. Ce me´canisme simple permet
d’enregistrer des coroutines dans une liste de diffusion et, par la suite, d’envoyer a` toutes
les coroutines inscrites des messages de manie`re simultane´e. Quoi que tre`s primitif, ce
syste`me permet d’e´muler la base d’un syste`me de programmation re´active [48]. Les
fonctions de gestion et d’utilisation de listes de diffusion sont :
– (subscribe <list-id> <corout>) : Inscription de la coroutine spe´cifie´e a` la
liste de diffusion identifie´e par le symbole choisi. Si la liste n’existe pas, elle sera
cre´e´e.
– (unsubscribe <list-id> <corout>) : De´sinscription d’une coroutine a` une liste
de diffusion.
– (broadcast <list-id> <msg>) : Envoi d’un message a` une liste de diffusion.
Un identificateur de liste de diffusion est repre´sente´ par une donne´e Scheme. L’avantage
d’utiliser des donne´es comme identificateur est qu’il est alors possible de cre´er celui-ci
durant l’exe´cution. L’utilisation de variables Scheme pointant vers une structure de
donne´es, plutoˆt que des donne´es Scheme, offriraient de meilleurs performances, mais le
dynamisme pre´sent dans notre syste`me ne serait pas disponible.
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5.1.6 Autres me´canismes de synchronisation
Le me´canisme de messagerie sophistique´ du syste`me de coroutines permet d’effec-
tuer de manie`re e´le´gante les synchronisations ne´cessaires entre les coroutines. Toute-
fois, certains proble`mes pourraient eˆtre exprime´s plus facilement graˆce a` des moyens
traditionnels de synchronisation. Pour ce faire, des se´maphores [49] ont e´te´ ajoute´es
au syste`me de coroutines de´veloppe´. Celles-ci permettent donc d’exprimer de manie`re
diffe´rente les contraintes de synchronisation qui peuvent eˆtre ne´cessaires pour l’im-
plantation d’un jeu. Les fonctions de manipulation et de cre´ation de se´maphores sont
donne´es ci-dessous :
– (new-semaphore <init-value>) : Cre´ation d’une nouvelle se´maphore ayant comme
valeur initiale <init-value>.
– (new-mutex) : Cre´ation d’une nouvelle se´maphore ayant comme valeur initiale 1.
– (sem-locked? <sem>) : Permet de ve´rifier s’il reste des ressources disponibles
dans une se´maphore. S’il en reste, la fonction retournera vrai. Dans le cas contraire,
elle retournera faux.
– (sem-lock! <sem>) : Prend une ressource de la se´maphore spe´cifie´e. Si aucune
ressource n’est disponible, la coroutine se met en e´tat d’attente bloquante jusqu’a`
ce qu’une ressource soit libe´re´e.
– (sem-unlock! <sem>) : Libe`re une ressource de la se´maphore spe´cifie´e. Aucune
ve´rification n’est faite pour s’assurer que la coroutine courante posse`de re´ellement
cette ressource. Si des coroutines sont en attente de cette ressource, la premie`re a`
s’eˆtre mise en attente est alors re´veille´e et enfile´e dans la file de coroutines preˆtes.
5.2 Implantation
L’implantation de ce syste`me de coroutines est centralise´e sur l’utilisation des fonc-
tions continuation-capture et continuation-return afin de permettre la conser-
vation de l’e´tat courant d’une coroutine. Un net avantage lorsque le syste`me est di-
rectement implante´ par l’utilisateur est qu’il re´pond sur mesure aux demandes de ce
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dernier. Il peut donc s’exprimer dans une syntaxe simple, tout en conservant un controˆle
fin sur le comportement du syste`me. Cette section pre´sente les me´canismes internes du
syste`me de coroutines de´veloppe´, en expliquant non seulement les structures de donne´es
utilise´es, mais aussi les algorithmes.
5.2.1 Implantation des coroutines
La structure de donne´es des coroutines est implante´e en utilisant le syste`me d’objets
fourni dans le syste`me Gambit-C. Une version oriente´e objet est aussi disponible. La
structure employe´e est illustre´e dans la figure 5.8. Elle contient toutes les informations
essentielles au fonctionnement de celle-ci, dont entre autres sa continuation (kont), sa
boˆıte de messagerie, une sauvegarde de l’environnement d’un sous-syste`me de corou-
tines (state-env), etc.
(define-type corout id kont mailbox state-env
sleeping? delta-t msg-lists result)
(define corout-unbound-result (gensym ’corout-unbound-result))
(define (new-corout id thunk)







(make-corout id kont mailbox state-env
sleeping? delta-t msg-lists result)))
Fig. 5.8: Structure de donne´es repre´sentant une coroutine
La continuation primordiale d’une coroutine est sa terminaison de manie`re « propre »,
i.e. en utilisant la fonction de terminaison de coroutines. C’est ce qui permet a` une co-
routine ayant comme thunk uniquement (lambda () 1) de terminer correctement avec
la valeur de retour 1.
La variable d’e´tat sleeping? permet d’indiquer a` l’ordonnanceur si la coroutine
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qui vient de ce´der le controˆle a e´te´ mise en veille ou non, afin de savoir si cette dernie`re
doit retourner dans la file d’attente des coroutines preˆtes. La figure 5.3 illustre les e´tats
possibles contenus dans sleeping?.
Afin de de´terminer si la coroutine posse`de ou non une valeur de retour, un symbole
unique connu est utilise´ pour initialiser la valeur de retour d’une coroutine. Lorsque l’uti-
lisateur demande a` obtenir la valeur de retour d’une coroutine, le contenu du membre
result est compare´ a` ce symbole afin de savoir si une valeur de retour s’y trouve ou
non, tel qu’illustre´ dans la figure 5.9.
(define (corout-get-result c)
(if (eq? (corout-result c) corout-unbound-result)
(raise ’coroutine-not-terminated-exception)
(corout-result c)))
Fig. 5.9: Obtention de la valeur de retour d’une coroutine
5.2.2 Timers
Les timers sont aussi implante´s comme des structures define-type. Leur roˆle est de
fournir une abstraction temporelle pour le de´roulement du syste`me de coroutines, qui
peut eˆtre perc¸u comme une simulation. Cette classe tre`s simple contient des champs
afin de tenir compte du temps courant de la simulation, de la pe´riode du timer, etc.
Les timers doivent eˆtre rafraˆıchis re´gulie`rement selon une pe´riode fixe. Ainsi, ils
doivent eˆtre exe´cute´s comple`tement a` l’exte´rieur du syste`me de coroutines pour y arriver
et sont donc implante´s en utilisant le syste`me de threads de Gambit-C. Il en re´sulte
que ces derniers sont rafraˆıchis re´gulie`rement de manie`re concurrente avec le syste`me
de coroutines.
5.2.3 Ordonnancement
L’ordonnancement est le coeur du syste`me de coroutines. Cet ordonnancement
e´volue dans un environnement contenant l’e´tat du syste`me de coroutines actif. Cet en-
vironnement est conserve´ dans une structure de donne´es globale et peut eˆtre acce´de´ en
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appelant la fonction ayant le nom du parame`tre. Par exemple, le parame`tre d’environ-
nement current-corout peut eˆtre acce´de´ et modifie´ par la fonction (current-corout
[<new-value>]). Le choix de cet API a e´te´ fait afin de ressembler aux variables dyna-
miques de Gambit-C. Les parame`tres d’e´tats de l’ordonnanceur sont :
– current-corout : Parame`tre contenant la coroutine actuellement exe´cute´e. Lorsque
celle-ci termine son exe´cution, sa valeur de retour doit eˆtre place´e dans ce pa-
rame`tre pour signaler a` l’ordonnanceur la terminaison de la coroutine.
– q : File d’attente des coroutines preˆtes a` eˆtre exe´cute´es (ready queue).
– timer : Timer utilise´ pour la simulation.
– time-sleep-q : File prioritaire implante´e avec un arbre rouge-noir qui contient
les coroutines en attente sur le temps.
– root-k : Continuation primordiale, i.e. continuation du syste`me de coroutines
courant.
– parent-state : Sauvegarde de l’e´tat du syste`me de coroutines parent au syste`me
actuel, pour des syste`mes cascade´s. Cet e´tat est de´crit par les parame`tres pre´sente´s
ici.
– dynamic-handlers : Liste de patrons dynamiques utilise´s avec la forme spe´ciale
recv.
– sleeping-coroutines : Nombre de coroutines en attente. Cette variable est
ne´cessaire parce que l’acce`s aux files q et time-sleep-q n’est pas suffisant, puisque
l’information n’est pas centralise´e. En effet, il est possible que des coroutines soient
en attente sur une se´maphore ou sur la re´ception d’un message. Ainsi ce parame`tre
apporte les informations ne´cessaires a` l’ordonnanceur afin qu’il sache s’il existe
toujours au moins une coroutine en attente.
La re´cursion du syste`me fonctionne graˆce a` la sauvegarde de l’e´tat du syste`me actuel
dans le champ state-env d’un objet de coroutine et graˆce a` la restauration de l’e´tat
de la coroutine parent situe´e dans le parame`tre d’environnement parent-state.
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L’algorithme d’ordonnancement, en lui-meˆme, est simple. Ce dernier est pre´sente´
inte´gralement dans la figure 5.10. Dans un premier temps, la coroutine ayant suspendu
son exe´cution est traite´e. Si cette dernie`re a termine´ son exe´cution, sa valeur de re-
tour est sauvegarde´e, sinon elle est automatiquement remise dans la file d’attente des
coroutines preˆtes. Par la suite, la file prioritaire de coroutines en attente sur le temps
est regarde´e afin de re´veiller toute coroutine ayant de´passe´ son de´lai de sommeil. Fi-
nalement, la premie`re coroutine disponible dans la file de coroutines preˆtes est choisie
comme la prochaine et son travail est poursuivi par un appel a` resume-coroutine.
Si toutefois aucune ne se trouvait dans la file q, alors une ve´rification des coroutines
en attente sur le temps est faite afin de de´terminer s’il reste du travail a` faire. S’il y
a des coroutines en attente sur le temps, alors l’ordonnanceur se met en veille pour
le de´lai d’attente restant. Cette particularite´ se distingue nettement des simulations
a` e´ve`nements discrets qui auraient plutoˆt incre´mente´ leur horloge interne directement
de ce de´lai, comportement qui est inde´sirable pour un jeu vide´o. Lorsqu’aucune corou-
tine n’est preˆte ou ne dort sur le temps, alors la simulation ne peut plus continuer.
Dans le cas ou` il existe d’autres coroutines en veille (par exemple sur l’attente d’un
message), alors le syste`me est en position d’interblocage. Sinon, le travail est termine´
et donc, l’e´tat du syste`me parent est re´tabli et la continuation primordiale est invoque´e.
Le changement et le retour de contexte d’une coroutine sont faits par les fonctions
yield et resume-coroutine, illustre´es respectivement dans les figures 5.11 et 5.12. La
figure 5.11 illustre aussi la version permettant le changement de contexte d’un syste`me
de coroutines re´cursif. Ces dernie`res illustrent la base meˆme du syste`me de coroutines,
ou` la re´ification de continuation permet la sauvegarde de l’e´tat pre´sent du calcul pour
une utilisation future. Comme l’indique la figure 5.12, ces calculs sont poursuivis sim-
plement par un retour a` leurs continuations sauvegarde´es dans la structure de donne´es
des coroutines. La valeur utilise´e pour le retour a` ces continuations est comple`tement




















(if (> (sleeping-coroutines) 0)
(error "Deadlock detected in coroutine system..."))
(restore-state (parent-state))
(continuation-return finish-scheduling ret-val)))))

















Fig. 5.11: Fonctions de changement de contexte explicite
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(define (resume-coroutine)








Fig. 5.12: Implantation du retour au contexte d’une coroutine
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5.2.4 Syste`me de messagerie
La fonctionnalite´ de messagerie du syste`me de coroutines est tre`s simple. Comme
l’illustre la figure 5.8, chaque coroutine posse`de une boˆıte de re´ception de messages.
Cette boˆıte est implante´e comme une file d’attente, similairement a` la file d’attente des
coroutines preˆtes utilise´e par l’ordonnanceur.
L’envoi de messages consiste a` ajouter un nouveau message dans cette file d’attente.
Apre`s cet ajout, le syste`me ve´rifie si la coroutine re´ceptrice e´tait en attente d’un mes-
sage et si c’est le cas, alors cette dernie`re est remise en action dans l’ordonnanceur. La
figure 5.13 illustre ce proce´de´ d’acheminement de messages. Puisqu’il est possible de
spe´cifier une valeur d’attente maximale de messages, la coroutine en attente pourrait se
retrouver dans la file d’attente sur le temps des coroutines. Afin de distinguer une telle
attente borne´e d’un appel a` sleep-for, l’e´tat interruptible? du champ sleeping?
d’une coroutine est utilise´, tel que sche´matise´ dans la figure 5.3.
(define (! dest-corout msg)









Fig. 5.13: Envoi de messages entre coroutines
Pour la re´ception de messages, la coroutine actuelle ve´rifie si un message est dis-
ponible dans sa boˆıte de re´ception et, si c’est le cas, elle retourne le premier message
enfile´ dans celle-ci. Lorsqu’aucun message n’est disponible, la coroutine attend alors
jusqu’a` la re´ception d’un nouveau message avec une attente borne´e dans le temps ou
pas. Pour une attente borne´e, la coroutine est mise en veille pour la dure´e de´sire´e, en
spe´cifiant qu’elle peut eˆtre interrompue par la re´ception d’un message. Sinon, l’e´tat de
la coroutine est alors conserve´ et celle-ci est conside´re´e comme dormante en attente de
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message. Si le de´lai d’attente est de´passe´, alors une exception est lance´e a` l’utilisateur.
La figure 5.14 illustre l’implantation de la fonction ?, la plus simple pour la re´ception
de messages. Elle permet par contre de donner une bonne ide´e du proce´de´ employe´.
(define (? #!key (timeout ’infinity))
(let ((mailbox (corout-mailbox (current-corout))))
(if (empty-queue? mailbox)
(if (not (eq? timeout ’infinity))










Fig. 5.14: Re´ception de messages avec la fonction ?
L’implantation de la forme spe´ciale de re´ception de messages recv est complexe et
ne sera pas explique´e en de´tail. Cette dernie`re est implante´e par une macro Scheme qui
transforme les patrons de filtrage donne´s dans une deuxie`me forme spe´ciale de filtrage
par motifs appele´e match. Le code ge´ne´re´ par la macro recv tente d’effectuer le filtrage
sur chacun des messages pre´sents dans la boˆıte de re´ception de la coroutine actuelle.
Ainsi, le premier message (dans leur ordre d’arrive´e) qui se conforme a` un des patrons
de filtrage sera retenu. La figure 5.15 illustre ce comportement.
L’expansion macro du corps de la coroutine c1 est donne´e dans la figure 5.16. On
constate que le patron donne´ est ve´rifie´ en premier sur chaque message. Par la suite, si
aucun message ne correspond a` ce patron, une ve´rification est faite parmi les patrons
dynamiques afin de trouver un message pouvant eˆtre utilise´. Si aucun message n’est
trouve´, alors la coroutine est mise en veille pour une seconde, tel que spe´cifie´ par le
patron (after 1 ...), et pourrait eˆtre interrompue par l’arrive´e d’un nouveau mes-
sage. Il est inte´ressant de noter que lorsqu’un message est trouve´ dans la boˆıte aux
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lettres d’une coroutine, un deuxie`me appel a` la macro match est fait afin d’exe´cuter le
corps du patron dans un environnement effectuant les liaisons de´clare´es dans le motif
du patron. Il en re´sulte ainsi une le´ge`re perte de performance, mais l’optimisation de
cette double recherche du motif est complexe [50]. Ainsi, puisque l’utilisation de cette
forme spe´ciale a e´te´ mise de coˆte´ vers la fin de la recherche effectue´e pour ce me´moire,
cette optimisation a e´te´ omise pour des fins de simplicite´.
(let* ((c1 (new-corout ’c1 (lambda ()
(let loop ()
(recv
(ping (display ’ping-) (loop))
(pong (display ’pong-) (loop))
(after 1 (display ’finished!)))))))
(c2 (new-corout ’c2 (lambda () (! c1 ’pong))))
(c3 (new-corout ’c3 (lambda () (! c1 ’ping)))))
(boot (list c2 c3 c1))) => pong-ping-finished!
Fig. 5.15: Illustration des priorite´s de re´ception de messages avec la forme spe´ciale recv
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(let loop ()
(let ((#:mailbox44 (corout-mailbox (current-corout)))








(ping (display ’ping-) (loop))
(pong (display ’pong-) (loop))
(, #f))))
((find-value (lambda (pred) (pred)) (dynamic-handlers))





(if (> sleep-delta 0)
(begin
(sleep-for sleep-delta interruptible?: #t)
(#:loop43))
(display ’finished!))))))))
Fig. 5.16: Expansion macro du corps de la coroutine c1 de la figure 5.15
5.3 Performances
Afin d’obtenir une ide´e des performances du syste`me de´veloppe´, ce dernier est com-
pare´ a` d’autres syste`mes similaires sur les fonctions critiques. La comparaison est ef-
fectue´e selon le temps (en secondes) pour faire un million de ces ope´rations. Le choix
de celles-ci se re´sume par les fonctions de changement de contexte (yield), d’envoi et
de re´ception de messages simples (! et ?) ainsi que d’envoi et de re´ception de messages
avec filtrage (! et recv). Les ope´rations de re´ception de messages ont aussi e´te´ teste´es
en utilisant une attente borne´e nulle afin d’observer le couˆt associe´ a` de telles attentes.
Les patrons utilise´s pour le filtrage par motifs sans et avec timeout utilisent le patron
illustre´ dans la figure 5.17. Finalement, un test plus re´aliste d’un serveur de ping a e´te´
utilise´. Le corps de ce test pour notre syste`me est illustre´ dans la figure 5.18. Le tableau
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Ope´rations Coroutines Gambit-C Termite Erlang
yield 2.250 0.385 ND ND
! 1.155 0.260 0.967 1.282
? 0.728 0.131 5.108 0.270
? avec timeout 1.876 0.142 5.118 0.269
! et ? 6.877 1.328 2.061 1.842
recv 0.684 ND 1.460 0.253
recv avec timeout 2.743 ND 1.938 0.273
ping server 10.796 ND 4.858 2.412
Tableau 5.1: Temps d’exe´cution (en secondes) de 1 000 000 ite´rations de tests com-
paratifs entre le syste`me de´veloppe´ et d’autres syste`mes similaires
5.1 pre´sente ces re´sultats. Le tableau 5.2 pre´sente ces meˆmes re´sultats de manie`re rela-
tive dans le but de mieux illustrer les diffe´rences de performances. L’exe´cution de ces




Fig. 5.17: Patron de filtrage utilise´ pour les tests de performance. Le message rec¸u par
ce dernier est celui attendu par la deuxie`me branche
(let* ((c2 (new-corout ’c2
(lambda ()
(let loop ()




(do ((i 0 (+ i 1)))
((= i benchmark-limit) (kill-all! ’done))
(! c2 (list (current-corout) ’ping))
(recv (pong ’ok)))))))
(time-expr (boot (list c1 c2))))
Fig. 5.18: Test de performance ping-server utilise´ pour comparer une utilisation
re´aliste de la re´ception de messages avec filtrage de motifs
La comparaison du temps de changement de contexte est uniquement effectue´e avec
Gambit-C puisque Termite et Erlang ne sont pas des syste`mes de coroutines, mais
plutoˆt des syste`mes de programmation concurrente. On constate que le changement de
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Ope´rations Coroutines Gambit-C Termite Erlang
yield 5.8 1.0 ND ND
! 4.4 1.0 3.7 4.9
? 5.5 1.0 38.9 2.0
? avec timeout 13.2 1.0 36.0 1.8
! et ? 5.1 1.0 1.5 1.3
recv 2.3 ND 5.7 1.0
recv avec timeout 9.8 ND 7.0 1.0
ping server 4.4 ND 2.0 1.0
Tableau 5.2: Comparaison de performances relatives au syste`me le plus rapide (1.0)
en fonction des donne´es du tableau 5.1
contexte est environ six fois plus lent que celui effectue´ par Gambit-C. Puisque le code de
yield est de´ja` tre`s e´pure´, ce test comparatif indique qu’il s’agit plutoˆt de l’ordonnanceur
de notre syste`me qui est plus lent que celui de Gambit-C. Toutefois, cette diffe´rence de
performance est acceptable pour les utilisations raisonnables de notre syste`me dans un
jeu vide´o.
En ce qui concerne l’envoi et la re´ception de messages simples, notre syste`me se
trouve a` eˆtre environ cinq fois plus lent que le syste`me le plus rapide pour ce genre
d’ope´ration, soit Gambit-C. L’utilisation d’attentes borne´es par le temps semble tou-
tefois ralentir d’avantage les performances observe´es, tout comme pour le syste`me Ter-
mite. L’e´cart a` Gambit-C se justifie probablement par l’utilisation de structures de
donne´es moins efficaces dans notre cas. Malgre´ tout, les performances observe´es de-
meurent acceptables.
La comparaison de filtrage par motif entre notre syste`me, Termite et Erlang indique
que notre syste`me et Termite offrent des performances e´quivalentes, soient environ cinq
fois plus lentes que celles offertes par Erlang. Encore une fois, l’utilisation d’attentes
borne´es a ralenti d’un facteur de deux l’exe´cution de notre syste`me et celle de Termite.
Ces re´sultats ne sont pas tre`s surprenants puisque Erlang est re´pute´ comme e´tant tre`s
efficace. Toutefois, plusieurs optimisations sur la re´ception de messages par filtrage
pourraient eˆtre effectue´es dans notre syste`me afin d’ame´liorer celles-ci.
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5.4 Conclusion
Ainsi, un syste`me de coroutines a e´te´ implante´ afin de fournir aux programmeurs
de jeux vide´o une interface a` un syste`me permettant d’exprimer des proble`mes de
changements de contextes (notamment dans le cadre de jeux multi-joueurs), sans avoir
a` se soucier de synchroniser les coroutines pour e´viter les proble`mes de sections critiques.
Ce syste`me offre ainsi une interface similaire a` celle offerte par le syste`me Ter-
mite [45], oriente´e sur un calcul se´riel plutoˆt que distribue´. Il est ainsi possible de
concevoir des coroutines comme des entite´s e´voluant dans un meˆme environnement de
manie`re successive, comme c’est souvent le cas dans un jeu vide´o.
Le syste`me a e´galement e´te´ ge´ne´ralise´ de manie`re a` permettre une utilisation en
cascade de syste`mes de coroutines. Ainsi, l’utilisation du syste`me ne se limite pas a` un
usage monolithique, mais permet de se´parer des taˆches en sous-syste`mes de coroutines.
L’utilisation de synchronisation de coroutines par envoi et re´ception de messages
est tre`s naturelle et donc facile a` utiliser. Lorsqu’elle est combine´e avec des listes de
diffusion de messages, on obtient un style de programmation se rapprochant beaucoup
des syste`mes de programmation re´active [48]. Cette approche est tre`s inte´ressante pour
les jeux vide´o car elle inte`gre le concept de flot temporel par l’entremise de signaux
envoye´s entre les entite´s [51].
Il serait maintenant inte´ressant d’ajouter un me´canisme de profilage de coroutines
au syste`me de´veloppe´. Un tel me´canisme permettrait d’avoir une meilleur ide´e du temps
moyen que prend une coroutine donne´e avant de ce´der le controˆle dans le but de mieux




Afin de de´terminer les forces et les faiblesses du de´veloppement de jeux vide´o en
Scheme, des jeux doivent eˆtre cre´e´s, en augmentant graduellement la complexite´ de
ceux-ci, pour permettre de trouver et re´soudre de manie`re ite´rative les proble`mes relie´s
a` leur de´veloppement. Un jeu simple comprend les proble`mes les plus fondamentaux qui
peuvent eˆtre rencontre´s, soient une de´tection de collisions, des animations, un concept
de niveaux, etc. Ainsi, ces proble`mes peuvent eˆtre adresse´s dans un premier temps, puis
de nouveaux proble`mes peuvent eˆtre entrepris par la suite en de´veloppant un jeu plus
complexe. Aussi, cette approche permet de baˆtir une infrastructure de de´veloppement
de jeux vide´o qui re´duit la difficulte´ du de´veloppement de jeux plus complexes.
Le jeu choisi pour la premie`re phase de de´veloppement est Space Invaders (1978).
Ce dernier date de la pe´riode des jeux d’arcade et, tout en e´tant tre`s simple, fait
face a` plusieurs proble`mes fondamentaux qu’impliquent les jeux vide´o modernes : des
interactions rapides avec usager, des niveaux, de la de´tection de collisions et meˆme des
parties multi-joueurs. Puisque le graphisme de ce jeu est rudimentaire, il constitue un
tre`s bon choix pour un premier jeu, car il permet de concentrer le de´veloppement sur
le moteur de celui-ci. Le de´veloppement de ce jeu est traite´ dans la section 6.1. Son
de´veloppement a mene´ a` la cre´ation du syste`me oriente´ objets de´crit dans le chapitre 4
et du syste`me de coroutines pre´sente´ dans le chapitre 5.
Par la suite, le jeu Lode Runner (1983) a e´te´ de´veloppe´. Ce dernier date de l’e´poque
des premiers ordinateurs personnels et est plus e´labore´. Par contre, c’est la version ar-
cade du jeu (1984) qui a e´te´ reprise. Tout en conservant les proble`mes fondamentaux
traite´s dans Space Invaders, ce jeu e´tend le concept de niveaux de´ja` traite´s, intro-
duit la notion d’intelligence artificielle et pre´sente des entite´s posse´dant des e´tats plus
complexes. De plus, le de´veloppement de Lode Runner a pour but de consolider les
techniques de´veloppe´es pour la cre´ation du premier jeu. Le de´veloppement de ce jeu est
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traite´ dans la section 6.2. Les outils et techniques de´ja` de´veloppe´s ont permis d’aise´ment
re´soudre les proble`mes rencontre´s.
Ainsi, ce chapitre a pour but d’expliquer le cheminement du travail ne´cessaire a`
l’e´criture de ces deux jeux afin de re´pondre a` la proble´matique de base traite´e par ce
document.
6.1 De´veloppement de Space Invaders
Ce jeu consiste a` « sauver la galaxie » en e´liminant une arme´e d’envahisseurs extra-
terrestre graˆce a` un vaisseau spatial e´quipe´ de missiles et be´ne´ficiant de la pre´sence de
quatre boucliers. Le joueur ne peut que se de´placer de gauche a` droite et tirer des mis-
siles. Les ennemis sont place´s en formation et se de´placent aussi late´ralement jusqu’a`
ce qu’ils frappent un coˆte´ de l’e´cran. Ils descendent alors d’une range´e, se rapprochant
ainsi du joueur. La vitesse de de´placement des ennemis est inversement proportionnelle
a` leur nombre. Le niveau se termine lorsque tous les ennemis sont de´truits. Alors, le
prochain niveau, qui est exactement le meˆme que le pre´ce´dant, de´bute. La figure 6.1
illustre une capture d’e´cran du jeu de´veloppe´.
Fig. 6.1: Capture d’e´cran du jeu Space Invaders de´veloppe´
L’objectif vise´ en de´veloppant Space Invaders est simple : e´crire un premier jeu
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qui permet d’exposer les proble`mes fondamentaux relie´s au de´veloppement de jeux
vide´o et re´soudre ces proble`mes en tentant de tirer profit de la puissance expressive du
langage Scheme. Pour y arriver, une approche de de´veloppement ite´ratif (en spirale) a
e´te´ utilise´e.
Une premie`re version a e´te´ de´veloppe´e dans le but d’avoir l’infrastructure de base
du jeu et d’identifier les proble`mes rencontre´s au cours du de´veloppement. Le de´velop-
pement de cette premie`re version est de´crit dans la section 6.1.1.
Par la suite, une deuxie`me version fut e´crite afin de re´pondre a` certaines lacunes
que pre´sentait la premie`re version du jeu. Pour ce faire, le de´veloppement du syste`me
objet pre´sente´ dans le chapitre 4 fut entrepris. Cette de´marche d’ame´lioration du jeu
est de´crite dans la section 6.1.2.
Finalement, une version expe´rimentale fut de´veloppe´e. Cette version tentait d’inte´grer
un nouvelle approche face au controˆle de flot du jeu. L’ide´e e´tait de tenter de fu-
sionner le syste`me objet et le syste`me de coroutines afin que tous les objets du jeu
soient eux-meˆmes des coroutines, en espe´rant simplifier l’e´criture d’entite´s du jeu. En
expe´rimentant sur le controˆle de flot du jeu, il est possible de de´montrer si l’utilisation
de Scheme permet de faciliter de telles expe´rimentations. Cette dernie`re version du jeu
est de´crite dans la section 6.1.3
6.1.1 Version initiale
Dans un premier temps, la version arcade du jeu disponible sur l’e´mulateur MAME [52]
fut e´tudie´e afin d’eˆtre reproduite le plus fide`lement possible. MAME est un syste`me
e´mulant plusieurs architectures de machines arcades et permet de jouer sur PC aux
versions originales de ces jeux. Plusieurs proble`mes potentiels ont alors e´te´ identifie´s :
– Rendu graphique du jeu
– Flot du controˆle logique du jeu
– Animations
– Structures de donne´es
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– De´tection et re´solution de collisions
– Parties multi-joueurs.
6.1.1.1 Rendu graphique
Afin d’effectuer le rendu graphique du jeu, une librairie de lecture et de chargement
d’images a duˆ eˆtre e´crite. Plutoˆt que d’utiliser une librairie C de´ja` existante pour faire
ce travail, le choix de l’e´criture de cette librairie visait a` limiter les de´pendances externes
et a` avoir autant que possible de code en Scheme. Par contre, les librairies SDL [53] et
OpenGL [54] ont e´te´ utilise´es afin de simplifier la gestion d’entre´es/sorties, le feneˆtrage et
le rendu de l’application. L’utilisation des interfaces aux fonctions e´trange`res (Foreign
Function Interface) du syste`me Gambit-C ont fait en sorte que la taˆche d’acce`s et
d’utilisation de ces librairies fut triviale.
Cette librairie de lecture et de chargement d’images s’occupe de lire des images en
format textuel ppm, qui est l’un des formats les plus simples pour de´crire une image
bitmap. Le syste`me s’attend a` lire des images sous forme de « fontes », i.e. contenant
plusieurs sous images. Ce choix semble raisonnable car une entite´ de jeu vide´o est sou-
vent repre´sente´e par plusieurs images. Ceci permet donc de garder ces dernie`res dans
une meˆme image. Un fichier descriptif, sous forme de S-expressions, doit eˆtre pre´sent
afin de permettre une interpre´tation correcte de la fonte lue. Par exemple, l’image four-
nie dans la figure 6.2 doit eˆtre accompagne´e d’un fichier de meˆme nom, portant une
extension .scm contenant la description ((colors: (white green red)) (chars:
(0 1))) qui de´fini symboliquement les couleurs de chacunes des sous fontes pre´sentes
dans l’images ainsi que chacun des caracte`res pre´sents (qui sont pour cet exemple les
e´tats 0 et 1 de l’animation illustre´e).
Cette fonte peut alors eˆtre lue et charge´e en me´moire vide´o graˆce a` la forme spe´ciale :
(define-uniform-font <font-name> <width> <height>
[static] [loop-x] [loop-y])
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Fig. 6.2: Exemple de fonte utilise´e dans Space Invaders
Cette dernie`re effectue la ge´ne´ration de code C permettant la lecture et le char-
gement de la fonte spe´cifie´e, a` condition que celle-ci soit uniforme, i.e. que toutes les
sous images soient de meˆme taille. L’option static permet d’effectuer la lecture durant
l’expansion macro et d’inclure l’image dans le code source ge´ne´re´. Les options loop-x
et loop-y permettent de spe´cifier le comportement a` entreprendre lorsque l’image est
agrandie. Par de´faut, l’image est lue dynamiquement et est e´tire´e lorsqu’elle est agran-
die, mais elle peut eˆtre lue dynamiquement et/ou re´pe´te´e lorsque agrandie dans la
direction de l’axe des X ou des Y. Cette librairie est tre`s simple puisqu’elle ne traite
que des fontes aux sous images de tailles uniformes. Ce choix fut effectue´ puisqu’il e´tait
bien adapte´ aux jeux de´veloppe´s et dans le but de ne pas trop complexifier la taˆche de
la cre´ation des jeux.
6.1.1.2 Logique du jeu
Le flot de controˆle de la logique de ce jeu fut expe´rimental de`s le de´part. Dans
la premie`re version de´veloppe´e, une simulation par e´ve`nements discrets a e´te´ utilise´e.
L’ide´e derrie`re ce choix provenait du fait que dans un jeu vide´o, la progression d’en-
tite´s peut eˆtre conside´re´e comme une se´rie d’e´ve`nements discrets. Par exemple, le laser
avance, le joueur se de´place a` droite, le vaisseau ennemi explose, etc. Ainsi, un petit
syste`me de simulation par e´ve`nements discrets a e´te´ de´veloppe´ et utilise´. Ce dernier fut
implante´ de manie`re tre`s simple en utilisant un monceau triant les e´ve`nements ordon-
nance´s de manie`re croissante en fonction du temps de leur arrive´e dans la simulation.
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Ces e´ve`nements e´taient des thunk, fermetures Scheme sans arguments, effectuant le
travail a` accomplir par l’e´ve`nement. Lorsqu’un e´ve`nement se termine, l’ordonnanceur
choisit alors le prochain et appelle le corps de celui-ci. Il est e´galement possible pour
un e´ve`nement d’ordonnancer un autre e´ve`nement graˆce a` la forme spe´ciale (in <secs>
<thunk>) qui enregistre cette nouvelle fermeture dans le syste`me de manie`re a` ce qu’elle
se fasse appeler dans <secs> secondes. Contrairement aux simulations a` e´ve`nements
discrets habituelles, les attentes du syste`me entre les e´ve`nements sont effectue´es par
l’ordonnanceur de manie`re a` respecter les de´lais demande´s par les e´ve`nements.
La figure 6.3 illustre des e´ve`nements qui sont ordonnance´s au tout de´but d’une par-
tie. Ainsi, le premier e´ve`nement se chargera de faire un dispatch d’autres e´ve`nements
de´butant la partie. Les deux derniers e´ve`nements sont des e´ve`nements de gestion d’af-
fichage et d’entre´es/sorties du jeu.
(schedule-event! sim 0
(lambda () (new-player! level)
(in 0 (create-init-invader-move-event level))
(in 1 (create-invader-laser-event level))
(in (mothership-random-delay)
(create-new-mothership-event level))))
(schedule-event! sim 0 (create-main-manager-event level))
(schedule-event! sim 0 (create-redraw-event level))
Fig. 6.3: Exemple de code de simulation par e´ve`nements discrets
Ces e´ve`nements doivent donc s’occuper de poursuivre le calcul du jeu leur e´tant as-
signe´ en re´ordonnant de nouveaux e´ve`nements ulte´rieurement dans le jeu. Par exemple,
la figure 6.4 illustre l’e´ve`nement principal implantant le comportement de´sire´ pour le
vaisseau me`re des ennemis.
Cet exemple illustre bien deux de´savantages provenant de l’utilisation d’e´ve`nements
discrets pour implanter le comportement d’entite´s dans un jeu. Le premier de´savantage





(let ((mothership (level-mothership level)))
(if mothership
(let ((collision-occured? (move-object! level mothership)))





Fig. 6.4: E´ve`nement repre´sentant le vaisseau ennemi de type mothership
meˆmes un peu plus tard dans le temps. Ceci re´sulte en une e´criture moins intuitive de
ce comportement. Aussi, lorsqu’un e´ve`nement est de´ja` pre´vu, il est possible que l’e´tat
du jeu change entre temps rendant cet e´ve`nement de´suet. Pour le vaisseau me`re, il est
possible que son prochain de´placement ait e´te´ de´ja` pre´vu, mais que ce dernier a explose´
suite a` la collision avec un laser du joueur. De tels e´ve`nements sont donc prompts a`
donner des erreurs dues a` des inconsistances entre l’e´tat du jeu attendu et l’e´tat re´el
lorsque se produit un e´ve`nement.
Aussi, il est important de faire bien attention a` doser le calcul effectue´ par un
e´ve`nement de manie`re a` ne pas monopoliser le temps du processeur utilise´. Ainsi, les
e´ve`nements sont souvent re´ordonne´s avec un intervalle de temps de ze´ro, de manie`re
a` laisser la chance aux autres e´ve`nements de s’exe´cuter, tout en forc¸ant l’e´ve`nement
courant de se poursuivre le plus toˆt possible.
Toutefois, cette approche semble avoir e´te´ tre`s be´ne´fique pour la cre´ation d’anima-
tions. En effet, en combinant des e´ve`nements discrets avec un style d’e´criture en CPS,
il est possible de bien modulariser des animations dans le jeu. Par exemple, l’animation
du de´but de jeu peut eˆtre e´crite sous forme CPS de manie`re a` ce que la suite de cette
animation puisse eˆtre n’importe quel autre e´ve`nement. La figure 6.5 illustre une partie
de l’implantation de l’animation de de´but de partie. Celle-ci rec¸oit une continuation
en parame`tre. Elle termine son animation en utilisant une animation CPS s’occupant
de faire clignoter le score du joueur. Puisqu’il s’agit de la fin de l’animation de de´but
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de partie, la continuation est passe´e directement en parame`tre a` cette animation de
clignotement (optimisation d’appel terminal). On a pu ainsi facilement utiliser des ani-
mations modulaires dans Space Invaders. Cette figure illustre un exemple d’utilisation
de cette animation en re´e´crivant de manie`re plus comple`te l’e´ve`nement de de´but de
partie de la figure 6.3.
(define (start-of-game-animation-event level continuation)
(lambda ()
...








(in 0 (create-init-invader-move-event level))
(in 1 (create-invader-laser-event level))
(in (mothership-random-delay)
(create-new-mothership-event level))))))
Fig. 6.5: Exemple d’animation combinant les e´ve`nements discrets et une programma-
tion CPS
6.1.1.3 Structures de donne´es
Les structures de donne´es utilise´es dans Space Invaders furent de´finies par la forme
spe´ciale define-type de Gambit-C. Elles ont utilise´ l’he´ritage simple que permet cette
forme de manie`re a` tirer profit au maximum du polymorphisme et de la modularisa-
tion de code qu’il e´tait possible. La figure 6.6 donne certaines de´finitions des structures
employe´es.
L’avantage principal de l’utilisation de ces structures est qu’elles sont tre`s perfor-
mantes (voir le tableau 4.3). Par contre, elles ne permettent pas d’avoir des champs
communs a` toutes les instances d’un type donne´. Il en re´sulte que l’expression du fait
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(define-type game-object id type pos state color speed
extender: define-type-of-game-object)




Fig. 6.6: Structures de donne´es utilise´es dans la premie`re version de Space Invaders
que toutes les instances du type player-ship doivent eˆtre associe´es a` une boˆıte en-
globante (bounding box ) de 13 par 8 pixels est difficile a` exprimer. Ces informations
pourraient eˆtre ajoute´es dans chaque instance, mais il en re´sulterait un gaspillage im-
portant d’espace me´moire puisque ces donne´es sont communes a` toutes les instances de
ce type. Ainsi, pour cette version de Space Invaders, un syste`me manuel de type tre`s
rudimentaire a e´te´ utilise´. Une structure de donne´es de´crivant un type est cre´e´e. Cette
dernie`re contient les donne´es communes aux instances de ce type. Un pointeur vers
le bon type est par la suite ajoute´ dans le champ game-object-type de chacune des
instances du jeu. L’utilisation de ce petit syste`me de type demande ainsi une e´criture
de code fastidieuse qui ne devrait pas eˆtre ne´cessaire.
6.1.1.4 De´tection et re´solution de collisions
La de´tection de collisions sur ces objets a pu eˆtre faite de manie`re efficace et mo-
dulaire graˆce aux types qui contiennent de l’information sur les boˆıtes englobantes des
objets. Puisqu’il n’y a jamais beaucoup d’objets pre´sents dans le jeu en meˆme temps,
une de´tection tre`s rudimentaire de collisions fut utilise´e. Cette dernie`re est pre´sente´e
dans la figure 6.7.
Par contre, un proble`me majeur relie´ a` l’utilisation de ces structures de donne´es est
apparu lorsque la re´solution de collisions a duˆ eˆtre implante´e. En effet, cette dernie`re
de´pend du type des deux objets entrant mutuellement en collision. La figure 6.8 illustre
bien le proble`me rencontre´. On constate que les types des objets doivent eˆtre analyse´s
manuellement de manie`re a` utiliser la bonne fonction de re´solution. Cette dernie`re se
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(define (detect-collision? obj level)





(obj-wall-collision? obj (game-level-walls level))))
Fig. 6.7: De´tection de collision dans Space Invaders
doit aussi d’analyser le type de l’objet rec¸u de manie`re a` choisir la bonne re´solution a`
adopter. Il en re´sulte du code tre`s lourd, ou` l’introduction d’erreurs est facile.
(define (resolve-collision! level obj coll-obj)
(cond
((player-ship? obj) (resolve-player-collision! level obj coll-obj))
((laser-obj? obj) (resolve-laser-collision! level obj coll-obj))
...))
(define (resolve-laser-collision! level laser-obj collision-obj)




Fig. 6.8: Re´solution de collisions dans la premie`re version de Space Invaders
6.1.1.5 Parties multi-joueurs
Les parties multi-joueurs de Space Invaders sont tre`s simples. Chaque joueur joue en
alternance jusqu’a` ce que son vaisseau se fasse de´truire. Ainsi, cela implique de conserver
deux parties du jeu en paralle`le, ou` une seule des deux avance a` la fois. Avec un flot
de controˆle sous forme de simulation par e´ve`nements discrets, cela implique d’avoir
deux simulations exe´cute´es en paralle`le. Puisque le syste`me de simulation ne permet
pas d’arreˆter une simulation et d’en avoir une deuxie`me se produisant en meˆme temps,
une autre approche a e´te´ utilise´e. Un syste`me de coroutines dans lequel les simulations
sont exe´cute´es a` l’inte´rieur de coroutines diffe´rentes a e´te´ de´veloppe´ et utilise´. Ainsi, le
changement de contexte peut eˆtre manuellement utilise´ lorsqu’un joueur meurt afin de
re´activer la partie du prochain joueur.
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C’est de cette ide´e qu’est ne´ le syste`me de coroutines pre´sente´ dans le chapitre 5. Il
fut initialement beaucoup plus simple que celui pre´sente´ dans ce chapitre, mais les com-
posantes de base restent les meˆmes. La figure 6.9 re´sume la proce´dure utilise´e lors de la
mort d’un joueur. Apre`s avoir effectue´ la gestion des objets dans le niveau, un mutex
est bloque´ afin de permettre l’arreˆt des animations du jeu, chose requise pour l’ani-
mation de mort d’un joueur. Par la suite, l’animation de mort d’un joueur est lance´e,
avec continuation pour continuation. Cette dernie`re, dans le cas ou` le joueur n’a pas
termine´ sa partie, s’occupe d’informer la coroutine de l’autre de certaines informations
et d’effectuer le changement de contexte. Il est inte´ressant de noter que juste avant ce
changement, un e´ve`nement tre`s prioritaire doit eˆtre ordonnance´ de manie`re a` ce qu’il
survienne imme´diatement au retour du contexte de la coroutine. Il s’agit de l’animation
re´-introduisant la partie du joueur actuel.















(in 0 (lambda ()
(sem-lock! (level-mutex level))
(in 0 (player-explosion-animation-event
level expl-obj animation-duration continuation))))))
Fig. 6.9: E´ve`nement de mort d’un joueur
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6.1.1.6 Conclusion
Ainsi, l’e´criture de cette premie`re version de Space Invaders a permis d’identifier
plusieurs proble`mes relie´s au de´veloppement de jeux vide´o (de´tection et re´solution de
collisions, parties multi-joueurs, etc.). En plus de permettre d’expe´rimenter sur le type
de flot de controˆle utilise´ pour de´velopper ce jeu, Scheme a permis de faire rapidement
plusieurs outils non triviaux pour l’implantation du jeu, dont un syste`me de fontes et
un petit syste`me de coroutines.
Par contre, certains proble`mes ne posse`dent pas des solutions satisfaisantes. En ef-
fet, la re´solution de collisions est tre`s fastidieuse et aurait besoin d’eˆtre modularise´e et
ame´liore´e. Aussi, la technique de flot de controˆle expe´rimentale utilise´e (simulation par
e´ve`nements discrets), fonctionne bien pour certains aspects tels que la description d’ani-
mations, mais ne semble pas naturelle pour d’autres. Traditionnellement, une boucle
de jeu (game loop), conserve un controˆle e´troit sur le controˆle de flot du jeu, mais im-
plique que le comportement des entite´s sont directement de´pendant de cette fac¸on de
proce´der. Ainsi, le controˆle de flot pourrait aussi eˆtre ame´liore´ de manie`re a` exprimer
naturellement le comportement des entite´s du jeu, soit en utilisant une approche tra-
ditionnelle ou en expe´rimentant de nouveau sur une me´thode de gestion de controˆle de
flot qui serait plus intuitive.
6.1.2 Version oriente´e objets
Une nouvelle version de Space Invaders fut de´veloppe´e afin de pallier a` une lacune
existante dans la premie`re version e´crite : le proble`me relie´ aux types de structures
de donne´es qui engendrait des cascades fastidieuses de ve´rifications de types pour la
re´solution de collisions (voir la figure 6.8).
Initialement, plusieurs syste`mes objets existant pour Gambit-C furent mis a` l’essai
pour pallier a` ce proble`me, mais aucun ne re´pondait bien aux besoins pre´sents. Certains
offraient beaucoup de puissance expressive, mais avec un couˆt de performance trop e´leve´
tandis que d’autres, plus performants, e´taient trop restrictifs dans l’interface offerte.
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Pour ces raisons, un syste`me de programmation oriente´e objet fut de´veloppe´ de manie`re
a` bien re´pondre aux besoins de Space Invaders, sans apporter un couˆt d’utilisation trop
e´leve´. Le de´veloppement de ce syste`me fait l’objet du chapitre 4.
Dans cette nouvelle version du jeu, les objets sont ainsi de´clare´s comme des classes
appartenant a` une hie´rarchie multiple tirant profit pour apposer des proprie´te´s aux
objets du jeu. La figure 6.10 illustre un e´chantillon de la hie´rarchie de classes utilise´e
dans le jeu. On constate que les champs communs a` toutes les instances ont e´te´ ajoute´s
comme membres de classe. Une classe abstraite, sprite-obj, a aussi e´te´ ajoute´e afin
de donner la proprie´te´ de sprite aux objets dont le rendu de´pend d’images dans une
fonte. La classe invader-ship he´rite des classes game-object et sprite-obj tout en
ajoutant les deux champs communs a` tous les types d’invader. Cette dernie`re est elle-
meˆme sous classe´e par les trois types d’ennemis existant (a` l’exception du vaisseau
me`re qui est traite´ a` part). Puisque chaque type d’invader posse`de sa propre classe,
on peut alors spe´cifier les valeurs des champs de classes pour chacune de celles-ci de
manie`re simple et claire. L’utilisation de ces champs pourra eˆtre, par la suite, faite de
manie`re comple`tement uniforme et transparente. La macro setup-static-fields a
e´te´ e´crite afin de permettre d’assigner les champs de classes pour les classes enfants de
game-object.
(define-class game-object ()
(slot: id) (slot: pos) (slot: state) (slot: color) (slot: speed)
(class-slot: sprite-id) (class-slot: bbox)
(class-slot: state-num) (class-slot: score-value))
(define-class sprite-obj ())




(setup-static-fields! easy-invader ’easy (make-rect 0 0 12 8) 2 10)
(setup-static-fields! medium-invader ’medium (make-rect 0 0 12 8) 2 20)
(setup-static-fields! hard-invader ’hard (make-rect 0 0 12 8) 2 30)
Fig. 6.10: Aperc¸u de la hie´rarchie de classe du jeu
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L’attrait principal du de´veloppement et de l’inte´gration du syste`me objet pour la
cre´ation du jeu re´side dans l’utilisation des fonctions ge´ne´riques. Leur utilisation per-
met d’implanter des ope´rations spe´cifiques aux objets de manie`re comple`tement trans-
parente. Il en re´sulte ainsi que l’e´criture de ces parties du code sont plus e´le´gantes et
solides face aux changements e´ventuels des structures de donne´es ou de l’architecture
du jeu.
Trois fonctions ge´ne´riques ont e´te´ utilise´es pour ame´liorer Space Invaders : detect-collision?,
resolve-collision! et render qui effectuent respectivement la de´tection de colli-
sions, la re´solution de collisions et le rendu graphique des objets. La figure 6.11 donne
un aperc¸u de l’utilisation faite de la fonction ge´ne´rique resolve-collision!. Des ins-
tances de cette dernie`re sont de´finies pour les paires de collisions possibles dans le jeu et
le syste`me s’occupe de faire automatiquement le choix dynamique de la bonne instance
en fonction des objets passe´s en parame`tre. Le code re´sultant est plus modulaire et clair
que celui de la version pre´ce´dente du jeu.
La deuxie`me version du jeu apporte ainsi plusieurs ame´liorations face au de´velop-
pement de jeu vide´o en Scheme graˆce a` l’utilisation de la programmation oriente´e ob-
jet. La modularite´ et l’abstraction du code de la premie`re version ont e´te´ ame´liore´es
graˆce a` l’utilisation d’une hie´rarchie de classes annote´e de proprie´te´s et comportant des
membres de classes et des fonctions ge´ne´riques pour effectuer de manie`re transparente
les actions de base sur les instances de ces classes. Par contre, un proble`me n’a toujours
pas e´te´ adresse´ dans cette nouvelle ite´ration du jeu. En effet, le flot de controˆle implante´
par une simulation a` e´ve`nements discrets n’a pas e´te´ modifie´ afin de mieux eˆtre adapte´
aux comportements des entite´s du jeu.
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(define-method (resolve-collision! level (laser1 laser-obj)
(laser2 laser-obj))




(define (move-object! level obj)
(move-object-raw! obj)
(let ((collision-obj (detect-collision? obj level)))
(if collision-obj
(begin (resolve-collision! level obj collision-obj)
collision-obj)
#f)))
Fig. 6.11: Exemple de de´clarations d’instances de la fonction ge´ne´rique
resolve-collision! dans Space Invaders
6.1.3 Version avec flot de controˆle sous forme de coroutines
Apre`s deux versions du jeu, Space Invaders posse`de toujours certains proble`mes
dont celui du flot de controˆle utilise´ qui n’est tre`s bien adapte´ aux objets du jeu. Afin
d’adresser ce proble`me, le syste`me de coroutines utilise´ pour l’implantation de parties
multi-joueurs a e´te´ e´tendu de manie`re a` ce que le flot de controˆle des entite´s du jeu soit
exprime´ plutoˆt sous forme de coroutines. Ce syste`me est pre´sente´ dans le chapitre 5.
Cette approche est aussi expe´rimentale, mais l’utilisation d’une simulation a` e´ve`nements
discrets a laisse´e croire que la description du comportent des entite´s sous forme de
threads serait plus naturelle. En effet, en utilisant des e´ve`nements discrets, le corps des
e´ve`nements devait faire en sorte que l’e´ve`nement se poursuive en se re´ordonnant un peu
plus tard, donnant ainsi la chance aux autres e´ve`nements de s’exe´cuter. Ce phe´nome`ne
correspond tre`s bien a` la fonction yield du syste`me de coroutine qui interrompt de
manie`re temporaire l’exe´cution d’une coroutine afin de laisser la chance aux autres
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coroutines de continuer leur travail.
Ainsi, dans cette nouvelle version du jeu, tous les objets sont maintenant des co-
routines exe´cutant leurs comportements de manie`re inde´pendante. Pour ce, une version
oriente´e objet du syste`me de coroutine fut produite. La figure 6.12 illustre l’inte´gration
du syste`me de coroutines aux objets du jeu. L’utilisation de constructeurs permet l’ap-
pel du constructeur de base des coroutines afin de spe´cifier le comportement que devra
entreprendre l’objet. Ce corps est de´termine´ de manie`re dynamique avec la fonction
ge´ne´rique behaviour et sera exe´cute´ dans un environnement contenant des gestion-
naires de messages dynamiques, communs a` tous les objets, permettant de pauser le










(constructor: (lambda (obj id pos state color speed level)
(init! cast: ’(corout * *) obj id
(lambda ()(with-dynamic-handlers
((pause (pause obj level))
(die (die obj level)))
((behaviour obj level)))))
(set-fields! obj game-object
((pos pos) (state state)
(color color) (speed speed))))))
Fig. 6.12: Classe de base des objets en tant que coroutines
Malgre´ l’ide´ologie prometteuse d’avoir des objets agissant de manie`re inde´pendante,
l’implantation du comportement des entite´s du jeu est devenu tre`s rapidement infernale.
En effet, puisque toutes les entite´s posse`dent leurs fils d’exe´cution et que ceux-ci sont
tous aussi prioritaires, la synchronisation entre ces dernie`res est primordiale et implique
des protocoles de communication complexes entre les objets. Ces protocoles doivent re´gir
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tout le comportent du jeu et, en bout de ligne, le flot de controˆle devient soudainement
tre`s difficile a` exprimer. Ainsi, des me´ta-objets ont duˆ eˆtre introduits afin d’effectuer
la synchronisation entre les objets de base, comme les ennemis. La figure 6.13 donne
le comportement du me´ta-objet re´gissant l’activite´ d’une range´e d’invaders. Ce dernier
utilise des listes de diffusion pour envoyer des messages aux invaders de la range´e qu’il
coordonne. Il posse`de deux e´tats : l’e´tat initial qui attend la re´ception d’un message lui
indiquant que c’est le tour de sa range´e de se de´placer et un deuxie`me e´tat consistant
a` une barrie`re de synchronisation effectuant l’attente de la re´ception du message moved
de la part de tous les invaders de la range´e. Puis, il ve´rifie si une collision s’est produite
avec un mur durant se de´placement et effectue la gestion de cette collision en pre´venant
les autres controˆleurs de la situation.
De plus, l’utilisation intensive (voir abusive) du syste`me de coroutine couple´ avec
le syste`me d’objets a re´sulte´ en une chute dramatique des performances du jeu. Cette
chute de performance a permis d’ame´liorer le syste`me de coroutines en implantant
un syste`me de profilage minimaliste de coroutines afin de visualiser quelles coroutines
monopolisaient le controˆle de l’ordonnanceur pour une dure´e trop longue. Il fut ainsi
possible d’optimiser certaines coroutines afin d’ame´liorer les performances globales du
syste`me. Toutefois, meˆme apre`s avoir effectue´ ces optimisations, les performances du
jeu demeure`rent tre`s mauvaises et donc, la troisie`me ite´ration de Space Invaders fut
abandonne´e en cours de route. La majeur partie de la logique du jeu fut implante´e sous
forme de coroutines. Cette version a permis d’illustrer que l’approche plus traditionnelle
pour le flot de controˆle serait plus approprie´e que les approches utilise´es pour implanter
Space Invaders. Par contre, cette expe´rimentation sur la technique de flot de controˆle
a permis de de´montrer la facilite´ avec laquelle il a e´te´ possible de modifier le coeur du








(broadcast `(invader-row ,(Inv-Controller-row (self)))
’move)
(wait-state))))
(define-wait-state wait-state moved (inv-nb)
(recv
(go-down-warning
(let ((row-nb (Inv-Controller-row (self))))
(broadcast `(invader-row ,row-nb) ’wall-collision)
(for i 0 (< i invader-row-number)
(if (not (= i row-nb))
(if (not (zero? (msg-list-size `(invader-row ,i))))














Fig. 6.13: Comportement du me´ta-objet invader-controller qui re´git le comporte-
ment d’une range´e d’invaders
6.1.4 Conclusion
Ainsi, le de´veloppement de Space Invaders en Scheme fut tre`s riche en expe´riences.
Il a permis de trouver plusieurs proble`mes relie´s au de´veloppement de jeux vide´o. Ces
derniers ont e´te´ re´solus en utilisant le mieux possible les avantages qu’offre un langage de
haut niveau tel que Scheme fournissant des fonctions d’ordres supe´rieures, permettant
un style de programmation CPS, etc.
La cre´ation d’un syste`me de programmation oriente´ objet a grandement permis
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d’ame´liorer la qualite´ du code e´crit lors du de´veloppement de la premie`re version du
jeu graˆce a` l’utilisation des fonctions ge´ne´riques permettant de faire un choix dynamique
de proce´dures en fonction des objets passe´s en parame`tre. Notamment, la re´solution de
collisions , qui de´pend du type des deux objets en question, a pu eˆtre e´crite de manie`re
tre`s e´le´gante et modulaire graˆce aux fonctions ge´ne´riques.
L’expe´rimentation effectue´e sur le flot de controˆle du jeu a permis de de´montrer
que l’architecture du moteur peut eˆtre modifie´e afin de mettre a` l’essai de nouvelles
techniques de gestion du flot de controˆle. L’utilisation du syste`me de coroutines per-
mis aussi d’implanter efficacement une version multi-joueurs du jeu, mais fut toutefois
inapproprie´e pour ge´rer efficacement le flot de controˆle du jeu.
Puisque Space Invaders est un jeu tre`s simple, la gestion me´moire automatique n’a
jamais pre´sente´ d’obstacles face au de´veloppement puisque trop peu d’objets e´taient
utilise´s et puisque les pauses dues a` la re´cupe´ration me´moire n’utilisaient qu’environ 2
millisecondes, soit approximativement 1 % du temps processeur requis pour le rendu
d’une image.
Il serait maintenant inte´ressant d’implanter un jeu plus complexe afin de valider si
les techniques utilise´es pour Space Invaders sont toujours applicables et de voir si elles
s’e´tendent bien aux nouveaux de´fis de programmation re´sultant de l’implantation d’un
tel jeu.
6.2 De´veloppement de Lode Runner
Apre`s avoir de´veloppe´ Space Invaders, un deuxie`me jeu a duˆ eˆtre de´veloppe´ afin de
consolider les techniques de´veloppe´es. Le jeu Lode Runner a e´te´ choisi dans le but de
remplir cette taˆche pour plusieurs raisons. Principalement, ce jeu contient de nouveaux
e´le´ments qui n’e´taient pas pre´sents dans Space Invaders, tel que le concept d’intelligence
artificielle, et e´tendait d’autres concepts qui y e´taient tre`s primitifs comme le concept
de niveaux et d’e´tats d’entite´s.
Ce jeu consiste a` tenter de capturer tout l’or disperse´ dans le niveau en e´vitant
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d’entrer en contact avec les robots ennemis. Pour y arriver, le joueur doit grimper des
e´chelles, passer sur des cordes raides et utiliser son pistolet laser pour percer des trous
au sol pre`s du joueur. Ces derniers se referment apre`s un de´lai prescrit et donc le joueur
doit se de´peˆcher afin d’e´viter de rester pris au pie`ge a` l’inte´rieur d’un trou. Lorsque
tout l’or est en possession du joueur, une e´chelle de sortie apparaˆıt et me`ne le joueur
au niveau suivant. La joueur dispose de trois vies pour progresser dans les niveaux du
jeu et obtenir le meilleur pointage possible. La figure 6.14 illustre une capture d’e´cran
du jeu de´veloppe´.
Fig. 6.14: Capture d’e´cran du jeu Lode Runner de´veloppe´
6.2.1 Logique du jeu
Afin de de´velopper ce jeu, les meilleures techniques utilise´es pour le de´veloppement
de Space Invaders ont e´te´ re´utilise´es et raffine´es pour les besoins plus grands de Lode
Runner. Par contre, le flot de controˆle de la logique du jeu est re´gi de manie`re beaucoup
plus conservatrice en utilisant une boucle principale (Game Loop). Celle-ci effectue le
travail a` faire pour chaque image du jeu rendue. Pour ce faire, une fonction ge´ne´rique
advance-frame! est appele´e avant le rendu de chaque image de manie`re a` effectuer le
travail que doivent accomplir les objets du niveau en cours. La figure 6.15 illustre une
partie de la boucle principale du jeu et l’instance de cette fonction ge´ne´rique pour un
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niveau de jeu. Cette figure illustre la simplicite´ re´sultante du flot de controˆle du jeu
graˆce a` l’utilisation de fonction ge´ne´riques et de fonctions d’ordres supe´rieures.
(define-method (advance-frame! (level level) keys-down keys-up)







(update! level level current-time (lambda (t) (+ t (fl/ 1. (FPS)))))
(if (> (level-current-time level) (level-time-limit level))
(level-game-over! level)
(begin
(for-each (flip process-key level) keys-down)
(for-each (flip animate level) (level-objects level)))))))
;; Game loop
(let loop ((level (current-level)))
(if exit-requested? (quit))
(poll-SDL-events)
(advance-frame! level (key-down-table-keys) (key-up-table-keys))
(render-scene screen level)
(loop (current-level)))
Fig. 6.15: Boucle principale du jeu Lode Runner
Par contre, l’utilisation d’une telle boucle fait en sorte que la vitesse du jeu de´pend
directement du taux de rafraˆıchissement de celui-ci.
6.2.2 Gestion de l’e´tat des objets
Les entite´s du jeu Lode Runner sont sensiblement plus complexes que celles pre´sentes
dans le jeu pre´ce´dent. En effet, ces nouvelles entite´s sont anime´es et re´agissent diffe´remment
en fonction du contexte de celles-ci. Encore une fois, ce sujet est traite´ de manie`re tra-
ditionnelle en utilisant des e´tats d’objets et des machines a` e´tats afin de re´gir leurs com-
portements et leurs animations. La figure 6.16 donne le contenu de la classe human-like
qui sert de base aux classes player et robot qui implantent respectivement les instances
126
du joueur et des robots ennemis. Elle de´montre bien la complexite´ de l’e´tat de ces entite´s.











(constructor: (lambda (self x0 y0 initial-velocity id) ...)))
Fig. 6.16: De´finition de la classe human-like dans le jeu Lode Runner
La fonction ge´ne´rique change-state! utilise l’e´tat des instances de ces classes pour
de´terminer l’animation qui doit eˆtre utilise´e afin d’obtenir un rendu cohe´rent de l’en-
tite´. La figure 6.17 contient la gestion principale de l’e´tat des entite´s appartenant a`
la hie´rarchie de la classe human-like. Ici, avant le rendu de chaque image, l’e´tat de
chaque objet est ve´rifie´ et mis-a`-jour. Puisque les e´tats possibles d’une instance de la
classe human-like ne sont pas orthogonaux, i.e. que plusieurs e´tats correspondant a` des
animations diffe´rentes peuvent eˆtre pre´sents en meˆme temps, l’ordre de la modification
de l’e´tat est significatif. Si ces derniers avaient e´te´ orthogonaux, la gestion de ces e´tats
aurait pu eˆtre effectue´e en utilisant la discrimination de me´thodes sur les valeurs de ces
e´tats. Le code re´sultant aurait donc e´te´ tre`s limpide.
Les fonctions d’animation des entite´s (walk-cycle, rope-cycle!, ...) produisent des
animations se re´pe´tant de manie`re cyclique. Puisque ce genre d’animation est fre´quent
dans le jeu, il fut abstrait dans une forme spe´ciale afin de simplifier la de´finition de
celles-ci. La figure 6.18 pre´sente cette dernie`re qui construit une de´finition de fonction
qui met-a`-jour les champ cycle-member et state-member afin de produire correcte-
ment le rendu de l’animation. Le champs cycle-member de l’instance rec¸ue contiendra
un nombre correspondant a` l’e´tat actuel de l’animation. Cet e´tat est conserve´ dans
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(define-method (change-state! (hl human-like) level)
(let* ((v (moving-velocity hl)))
(cond
((eq? (human-like-escaping? hl) ’escaping) (ascend-cycle! hl))
((human-like-shooting? hl) (shoot-cycle hl))
((human-like-stuck-in-hole? hl) (dying-cycle! hl))




(if (or (not (zero? (point-x v)))
(not (memq (human-like-state hl) rope-states)))
(rope-cycle! hl)
’keep-same-state^ ^))
((not (human-like-can-go-forward? hl)) (fall-cycle! hl))
((not (zero? (point-y v))) (ascend-cycle! hl))
(else (reset-walk-cycle! hl)))))
Fig. 6.17: Gestion de l’e´tat d’une entite´ appartenant a` la hie´rarchie de type human-like
dans Lode Runner
l’attribut state-member et sera utilise´ par l’algorithme de rendu graphique du jeu.
Le parame`tre cycle-delta repre´sente le nombre d’images qui seront rendues avant le
changement de l’e´tat actuel de l’entite´.
(define-macro (define-cyclic-animation name
#!key base-class cycle-delta cycle-member
state-member states other-actions-fun)




(let* ((,cycle-length (* ,cycle-delta ,(length states))))
(update! ,obj ,base-class ,cycle-member
(lambda (s) (modulo (+ s 1) ,cycle-length)))
(let ((,next-state
(case (quotient (,cycle-member-getter ,obj) ,cycle-delta)




Fig. 6.18: Forme spe´ciale utilise´e afin de simplifier la de´finition d’animations cycliques
d’entite´s du jeu Lode Runner
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Ainsi les animations du jeu peuvent eˆtre de´finies en utilisant cette forme spe´ciale.
La figure 6.19 illustre la de´finition de l’animation de marche utilise´e par les sous-classes
de human-like. On peut ainsi tirer profit du polymorphisme du syste`me objet en plus





cycle-member: walk-cycle-state state-member: state




Fig. 6.19: De´finition d’animation cyclique dans le jeu Lode Runner
En plus de conside´rer les objets du jeu comme des machines a` e´tats, les niveaux
eux-meˆmes peuvent aussi eˆtre conside´re´s comme tels. En effet, on peut subdiviser le
flot d’un niveau en six e´tats diffe´rents : pre-game, start, in-game, paused, game-over
et level-cleared. La figure 6.20 illustre les transitions possibles entre ces derniers.
Chaque e´tat est justifie´ par un comportement diffe´rent du niveau, soit par une gestion
diffe´rente des entre´es du joueur comme c’est le cas pour l’e´tat paused ou encore par un
rendu graphique diffe´rent du niveau.
Fig. 6.20: Diagramme d’e´tats d’un niveau de Lode Runner
Afin d’imple´menter ce syste`me de machines a` e´tats, un petit langage spe´cifique au
domaine a e´te´ de´veloppe´. Ce dernier tire avantage de la discrimination de me´thodes
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sur des valeurs du syste`me de programmation oriente´e objet utilise´ afin de valider les
transitions effectue´es. Sans trop entrer dans les de´tails, il ne suffit que de sous-classer
la classe state-machine par les objets de niveaux et ensuite d’effectuer la de´claration
de la machine a` e´tats faite selon l’interface pre´sente´e dans la figure 6.21. Les e´tats sont
normalement de´crits par des symboles. Les actions de transition peuvent eˆtre n’importe
quelle expression Scheme. Aussi, lors de la description des transitions, il est possible
d’utiliser le symbole * afin de repre´senter tous les e´tats possibles ou sinon d’utiliser
une sous-liste contenant les e´tats de provenances ou d’arrive´es pour cette transition. La
figure 6.22 illustre la de´finition de la machine a` e´tats des niveaux du jeu.
(define-state-machine
<class-name> <init-state> <init-action> <state-list>
((<from-state> <to-state> <transition-action>) ...))
Fig. 6.21: Interface du syste`me de machines a` e´tats de´veloppe´ pour les niveaux de Lode
Runner
(define-class level (menu state-machine) ...)
(define-state-machine level
’pre-game pre-game-transition







(* * (lambda (self) (println "unknown transtion into " to))))
create-new-class?: #f)
Fig. 6.22: Implantation de la machine a` e´tats pour les niveaux de Lode Runner
Les actions utilise´es lors des transitions servent principalement a` initialiser le nou-
vel e´tat du niveau. Les fonctions de rendu et de gestion des entre´es du joueur s’oc-
cupent elles-meˆmes de faire la distinction entre ces e´tats. Par exemple, la fonction
level-start-transition qui sert a` faire le compte a` rebours du de´but de la partie
s’occupe d’ajouter un nouvel objet repre´sentant une chaˆıne de caracte`res qui contient
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le compte a` rebours. Ce dernier utilise la re´cursivite´ afin de se recre´er avec le rebours
mis-a`-jour a` toutes les 60 images rendues, tel qu’illustre´ dans la figure 6.23.
(define (level-start-transition lvl)
(define (make-counter-label counter)















Fig. 6.23: Action de transition vers l’e´tat start d’un niveau du jeu Lode Runner
Ainsi, les macros et les fonctions d’ordres supe´rieures de Scheme ont permis d’ex-
primer de manie`re e´le´gante et modulaire les concepts relie´s a` la de´claration de machine
a` e´tats pour les entite´s ainsi que les niveaux du jeu Lode Runner.
6.2.3 De´tection et re´solution de collisions
Une nette ame´lioration apporte´e au jeu, en comparaison de celui de´veloppe´ pre´ce´demment,
est l’utilisation d’une grille pour acce´le´rer la de´tection de collisions. Le principe est
simple : une grille bidimensionnelle contenant un nombre de subdivisions variable est
cre´e´e. Lorsqu’un objet est ajoute´ au jeu, il est ajoute´ dans chacune des cases de la
grille auxquelles il entre en contact et, re´ciproquement, cet objet posse`de des pointeurs
vers chacune de ces cases de la grille. Si la grille est assez fine, alors la de´tection de
collisions devient triviale : il ne suffit que de regarder les cases de la grille qui touchent
l’objet en question afin de voir si d’autres objets s’y trouvent et si c’est le cas, alors
une collision est de´tecte´e. Bien suˆr, la taille de la grille influence le travail ne´cessaire
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lors de chaque ajout et de´placement d’objets. Toutefois, puisque dans Lode Runner la
plupart des objets sont statiques, on obtient une bonne acce´le´ration de la de´tection de
collisions. La figure 6.24 illustre l’algorithme de de´tection de collisions utilise´.
(define (detect-collisions obj level)
(filter (lambda (x) (not (eq? x obj)))
(fold-l (curry2* set-union eq?)
’()
(map (curry2 grid-get (level-grid level))
(game-object-grid-cells obj)))))
Fig. 6.24: De´tection de collisions dans Lode Runner
La re´solution de collisions est effectue´e de manie`re tre`s similaire a` ce qui a e´te´ utilise´
pour Space Invaders. Une fonction ge´ne´rique resolve-collision s’occupe de choisir
dynamiquement la bonne instance de cette fonction ge´ne´rique en discriminant sur les
objets concerne´s par la collision.
6.2.4 Rendu graphique
Il est inte´ressant de noter que le rendu graphique est le´ge`rement plus complexe que
pour le jeu Space Invaders, car il est possible d’avoir des objets qui se superposent.
Afin de re´soudre les proble`mes de visibilite´ qui en re´sultent, l’algorithme du peintre a
e´te´ utilise´. Ce dernier est implante´ en utilisant des couches sur lesquelles doivent ap-
paraˆıtre les objets afin de donner des priorite´s de rendu. Comme l’indique la figure 6.25,
le joueur se trouve sur la couche human-like-layer qui est prioritaire face aux couches
des objets du jeu, re´sultant en l’affichage du joueur par-dessus ces derniers. Tous les
objets sont trie´s lorsqu’ils sont ajoute´s au niveau afin d’e´viter de faire ce tri lors du
rendu de chaque image.
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(enum background-layer stage-layer foreground-layer
human-like-layer top-layer)
(define-method (get-layer (h human-like)) human-like-layer)
(define-method (get-layer (h hole)) foreground-layer)
(define-method (get-layer (s stage)) stage-layer)
(define-method (get-layer (obj game-object)) foreground-layer)
Fig. 6.25: Implantation des couches de rendu dans Lode Runner
6.2.5 Intelligence artificielle
L’intelligence artificielle du jeu fut implante´e de manie`re directe en utilisant des
fermetures afin d’abstraire les diffe´rents algorithmes potentiels (proposant diffe´rentes
difficulte´s aux joueurs). Seuls deux algorithmes furent toutefois implante´s pour le jeu.
Le premier, comple`tement trivial, fait en sorte que les robots demeurent parfaitement
immobiles. Le deuxie`me utilise un environnement totalement observable et reproduit
un comportement similaire a` celui des ennemis de la version originale. Ces algorithmes
sont pre´sente´s dans les figures 6.26 et 6.27. Les fermetures contenant ces algorithmes
sont utilise´es de manie`re dynamique en fonction du niveau de difficulte´ choisi par le
joueur. Il est ainsi possible de modifier durant la partie la difficulte´. Aussi, l’utilisation
de fermetures donne la possibilite´ d’en cre´er de nouvelles contenant de l’information
plus spe´cialise´e pour l’e´tat actuel du jeu. L’implantation du choix dynamique de l’al-
gorithme d’intelligence artificielle est pre´sente´ dans la figure 6.28.
(define (immobile-ai robot level)
(robot-velocity-set! robot point-zero))
Fig. 6.26: Algorithme trivial d’intelligence artificielle des robots
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(define (seeker-ai robot level)
(let ((player (level-get ’player level)))
(if player
(let* ((dir (point-sub player robot))
(y-axis? (let ((x (point-x dir)) (y (point-y dir)))
(and (not (zero? y))
(can-go-up/down? robot x y))))
(velo (if y-axis?
(new point 0 robot-movement-speed)
(new point robot-movement-speed 0)))
(factor (if (< (if y-axis? (point-y dir) (point-x dir)) 0)
-1
1)))
(robot-velocity-set! robot (point-scalar-mult velo factor))))))







(define (run-ai robot level)
((get-ai-fun (level-difficulty level)) robot level))
Fig. 6.28: Utilisation dynamique des algorithmes d’intelligence artificielle
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6.2.6 Conclusion
L’implantation du jeu Lode Runner a permis de consolider certaines des techniques
d’implantation de jeux de´veloppe´es pour Space Invaders. En effet, l’utilisation de fonc-
tions ge´ne´riques a permis d’exprimer simplement et de manie`re tre`s modulaire le com-
portement des objets dans le jeu.
Le flot de controˆle du jeu a e´te´ implante´ de manie`re beaucoup plus traditionnelle que
pour Space Invaders. Il en re´sulte que le jeu de´pend beaucoup des notions d’e´tats des
objets. Puisque le langage Scheme offre le meilleur des deux mondes, i.e. qu’il offre un
langage fonctionnel permettant des mutations, ce type de controˆle de flot a permis de
tirer profit des avantages qu’offrent la programmation fonctionnelle (fonctions d’ordres
supe´rieures, fermetures, etc.) tout en utilisant un mode`le e´prouve´ de flot de controˆle et
de modularisation.
La gestion des e´tats plus complexes des objets du jeu a pu eˆtre e´crite de manie`re
tre`s e´le´gante graˆce a` la conception d’un langage spe´cifique au domaine minimaliste. Il
fut ainsi possible de de´crire de manie`re de´clarative les animations tout en cachant la
me´canique commune aux animations des entite´s du jeu.
L’ajout d’une grille pour acce´le´rer la de´tection de collisions semble peut-eˆtre peu
significative puisque Lode Runner ne contient pas une tre`s grande quantite´ d’objets,
mais ce syste`me a e´te´ ajoute´ dans le but de facilement et rapidement implanter des
jeux qui seront plus complexes et qui ne´cessiteraient de telles optimisations.
Tout comme ce fut le cas pour Space Invaders, la gestion me´moire automatique n’a
pas pose´ de proble`mes pour le de´veloppement de ce jeu. En effet, malgre´ un plus grand
nombre d’objets pre´sents, ceux-ci demeurent en trop faible quantite´ pour e´prouver la
gestion me´moire sur des ordinateurs re´cents.
6.3 Performances
La performance des jeux de´veloppe´s a e´te´ e´value´e sur plusieurs aspects. Ces derniers
mesurent l’efficacite´ des jeux sur l’utilisation de ressources (processeur et me´moire),
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Points de comparaison Space Invaders Lode Runner
Utilisation du processeur 40 % 30 %
Nombre d’images par seconde 29.8 29.0
Dure´e minimum de pause du GC 0.0020 s 0.0033 s
Dure´e moyenne de pause du GC 0.0025 s 0.0045 s
Dure´e maximum de pause du GC 0.0037 s 0.0096 s
Quantite´ de me´moire utilise´e 1 Mo 1.5 Mo
Tableau 6.1: Analyse de performances des jeux de´veloppe´s
ainsi que sur l’impact du syste`me de gestion automatique de me´moire. Le tableau 6.1
illustre les re´sultats obtenus face a` ces points de comparaison. Les re´sultats pre´sente´s
dans ce tableau ont e´te´ obtenus en jouant durant environ une minute avec les ver-
sions compile´es des jeux. Il est important de noter que les jeux posse`dent un taux de
rafraˆıchissement de 30 images par seconde. Ce taux a e´te´ fixe´ dans le but d’avoir un
comportement similaire aux versions originales de jeux implante´s.
On constate que le jeu Space Invaders utilise d’une manie`re plus intensive le pro-
cesseur principal que Lode Runner qui pourtant est un jeu plus complexe. Cette perte
de performance est attribue´e a` l’utilisation intensive des syste`mes objet et de coroutine
de´veloppe´s. En effet, Lode Runner a fait une utilisation plus le´ge`re de ces syste`mes de
manie`re a` tirer profit de leurs abstractions aux endroits les plus approprie´s. Il en re´sulte
ainsi en une ame´lioration des performances d’environ 10 %. Une comparaison de ces
performances avec les versions originales des jeux est pre´sente´e dans le tableau 7.2 du
chapitre 7.4.
En ce qui concerne l’utilisation de la me´moire, les deux jeux pre´sentent des profils
acceptables. En effet, l’utilisation moyenne de la me´moire varie entre un et deux me´ga-
octets, ce qui correspond a` une tre`s faile utilisation de la me´moire sur des plate-formes
modernes.
Finalement, on peut observer que les pauses dues a` la re´cupe´ration de me´moire
automatique furent de tre`s courte dure´es. Ainsi, celles-ci n’ont eu aucun impact sur la
fluidite´ du jeu tel que requis. Toutefois, la faible utilisation me´moire vient biaiser cette
observation. On ne peut donc pas conclure dans l’absolu sur l’impacte de l’utilisation
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de la gestion de me´moire automatique dans un jeu de´veloppe´ en Scheme avec nos
implantations de Space Invaders et Lode Runner.
6.4 Conclusion
Ainsi, il a e´te´ possible de de´velopper deux jeux vide´o de complexite´s croissantes en
utilisant le langage Scheme. Le de´veloppement du premier jeu, Space Invaders, a permis
d’identifier et de re´pondre aux besoins fondamentaux de jeux vide´o : rendu graphique,
de´tection de collisions, etc. Pour ce faire, un syste`me de programmation oriente´e objet
et un syste`me de coroutines ont e´te´ ajoute´s au langage Scheme. Aussi, le premier jeu
a permis de ve´rifier la difficulte´ inhe´rente au changement de l’architecture du flot de
controˆle du moteur en passant d’un flot controˆle´ par une simulation par e´ve`nements
discrets a` une simulation par agents. La conversion s’est faite sans trop d’efforts, graˆce
aux abstractions utilise´es.
Par la suite, un deuxie`me jeu a e´te´ de´veloppe´ afin de permettre la validation des
techniques utilise´es pour Space Invaders sur un jeu plus complexe. Ainsi, Lode Runner
fut de´veloppe´ en utilisant les abstractions de haut niveau que permettent les fonctions
de premie`re classe combine´es avec un syste`me d’objets tre`s polyvalent et la conception
de nouvelles formes spe´ciales. En utilisant, cette fois-ci, une approche conservatrice sur
le controˆle de flot, le re´sultat fut tre`s clair : le jeu a e´te´ de´veloppe´ rapidement et sans
proble`mes importants.
Malgre´ les proble`mes relie´s a` l’ordonnancement des taˆches dans Space Invaders,
l’analyse des performances de ces jeux a permis de de´montrer qu’ils correspondent bien
aux besoins ne´cessaires pour le de´veloppement d’un jeu. L’utilisation de la me´moire est
demeure´e faible et les pauses dues a` la re´cupe´ration me´moire sont minimes. De plus,
Lode Runner pre´sente une utilisation du CPU relativement faible. Par contre, puisque
ces jeux ont e´te´ originalement de´veloppe´s trente ans auparavant, ils ne peuvent qu’eˆtre
grossie`rement compare´s aux jeux vide´o modernes en terme de complexite´ algorithmique
et d’utilisation de la me´moire. Cette diffe´rence entre les jeux de´veloppe´s et des jeux mo-
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derne rend une extrapolation des re´sultats obtenus difficile. Ainsi, ce me´moire pre´sente
un aperc¸u du potentiel de l’utilisation de Scheme dans le de´veloppement de jeu vide´o
et, les conclusions tire´es ici devront eˆtre valide´es dans le futur par le de´veloppement de
jeux modernes en Scheme.
Il serait maintenant inte´ressant de voir quel serait l’impact de l’implantation en
Scheme d’un jeu de qualite´ commerciale afin de tester plus profonde´ment les limites que





Les langages de programmation de la famille Lisp ont de´ja` e´te´ utilise´s pour produire
des jeux vide´o commerciaux de tre`s bonne qualite´. Certains parmi ceux-ci seront cite´s
et une revue de l’expe´rience acquise par les de´veloppeurs de ces derniers sera expose´e
dans le but de comparer leurs expe´riences avec celles acquises pour le de´veloppement
de Space Invaders et de Lode Runner.
Avant tout, nous comparerons les diffe´rents langages utilise´s dans l’industrie du
jeu vide´o avec Scheme afin d’en faire ressortir les forces et faiblesses. Les diffe´rences
me`nent a` des me´thodes de de´veloppement qui seront ne´cessairement divergentes. Ainsi,
un portrait des techniques de programmation utilise´es dans l’industrie est dresse´ dans
le but de bien situer les travaux pre´sente´s dans ce me´moire.
7.1 Comparaison de langages
L’industrie du jeu vide´o est de´ja` bien e´tablie et donc, certains langages sont favorise´s
quant au de´veloppement de jeux vide´o par les compagnies oeuvrant dans le domaine.
Cette section pre´sente ces langages dans le but de les comparer a` Scheme afin de mettre
en lumie`re la possibilite´ de les remplacer par ce dernier.
Les crite`res de comparaison utilise´s dans cette section comprennent les fonction-
nalite´s offertes par ces langages, leur typage, leur niveau d’abstraction ainsi que leurs
modes d’utilisations.
7.1.1 C++
Le langage principalement utilise´ pour le de´veloppement de jeux vide´o est sans
aucun doute le langage C++ [5]. Ce dernier est une version oriente´e objet du langage
C [4] qui est aussi tre`s re´pandu et appre´cie´ pour eˆtre un langage suffisamment de bas
niveau pour permettre d’e´crire du code tre`s efficace. C++ apporte les paradigmes de
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la programmation oriente´e objet en introduisant des classes a` he´ritage multiple et des
fonctions virtuelles permettant un dispatch dynamique simple. C++ posse`de e´galement
un syste`me de gestion d’exceptions et de templates.
Ainsi, le langage C++ semble eˆtre grandement appre´cie´ pour son me´lange de concepts
de haut niveau comme la programmation oriente´e objet et de bas niveau, tel que la ges-
tion de me´moire manuelle. Il diffe`re grandement d’un langage de haut niveau tel que
Scheme. En effet, il ne posse`de pas de fermetures, de continuations et de syste`me de
macros e´volue´. La programmation en C++ est dite impe´rative parce que le re´sultat du
programme de´pend intrinse`quement de l’e´tat de celui-ci. De plus, puisqu’il s’agit d’un
langage type´ statiquement, le de´pistage d’erreurs de programmation est plus ardu.
Il en de´coule donc que C++ offre beaucoup moins de concepts de haut niveau,
re´duisant ainsi la facilite´ d’abstraction et de programmation en ge´ne´ral pour donner
acce`s a` de bonnes performances. A` la lumie`re de ces diffe´rences, C++ semble un bon
choix de langage pour des plate-formes posse´dant un mate´riel limite´, tant en me´moire
que puissance du processeur. Par contre, sur des machines plus puissantes, Scheme
semble plus approprie´ parce qu’il apporte beaucoup plus de puissance d’abstraction aux
programmeurs. Toutefois, une utilisation de C++ pour implanter les parties critiques
du moteur d’un jeu et de Scheme pour de´velopper la partie gameplay de ce dernier
semble aussi une bonne approche sur des plate-formes e´volue´es afin d’optimiser les
performances du jeu.
Un net avantage du langage C++ face a` Scheme est la quantite´ astronomique de
librairies de tous genres disponibles aux programmeurs. Toutefois, l’interface aux fonc-
tions e´trange`res de Gambit-C rend accessible l’utilisation de ces librairies en Scheme
avec peu d’efforts. Dans le cadre des travaux pre´sente´s dans le chapitre 6, l’utilisation de
telles librairies a e´te´ minimise´e dans le but d’avoir la plus grande base de code Scheme
possible afin de ne pas biaiser l’expe´rience faite. L’utilisation de librairies C/C++ pour
le de´veloppement d’applications commerciales repre´sente certainement un net avan-
tage. Par exemple, le chargement d’images pourrait eˆtre fait par l’une des nombreuses
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librairies disponibles.
Aussi, C++ be´ne´ficie de la pre´sence d’une grande varie´te´ d’outils de de´veloppement
tels des IDE (Integrated Development Environment) ou des syste`mes avance´s de pro-
filages d’exe´cutions. Ces derniers facilitent grandement l’utilisation du langage C++
en permettant aux de´veloppeurs d’utiliser des de´boggeurs visuels avance´s, des outils
de refactorisation, des profileurs permettant de trouver les parties de code les plus uti-
lise´es (autant dans le processeur principal que sur la carte graphique), etc. Comme
mentionne´ dans le chapitre 3, l’implantation Gambit-C du langage Scheme posse`dent
un de´boggeur dynamique tre`s sophistique´, mais elle ne posse`de pas une telle inte´gration
dans un seul environnement de de´veloppement. Toutefois, puisque le syste`me Gambit-C
compile le langage Scheme vers le langage C ou C++, il serait possible d’utiliser les
IDE disponibles pour C++ pour du code e´crit en Scheme dans une certaine mesure. Il
serait ainsi possible de, par exemple, visualiser les re´sultats de profilages fait sur la carte
graphique, mais cette usage serait tre`s peu adapte´ aux besoins du langage Scheme et
viendrait briser tout l’inte´reˆt d’un environnement de de´veloppement inte´gre´ en utilisant
ces outils de manie`re externes au de´veloppement du code Scheme.
Il est e´galement important de souligner le facteur de la main d’oeuvre pour l’adop-
tion de Scheme pour remplacer C++. En effet, la quantite´ de programmeurs maˆıtrisant
le langage Scheme est tre`s restreinte en comparaison au nombre de programmeurs C++
et donc, meˆme si Scheme pourrait se re´ve´ler un meilleur choix technologique pour le
de´veloppement d’un jeu, il est possible que l’embauche de suffisamment de program-
meurs Scheme soit trop difficile et couˆteuse vis-a`-vis l’embauche de programmeurs C++
beaucoup plus nombreux. Un tel phe´nome`ne pourrait ainsi rendre C++ plus attrayant
et moins risque´ aux yeux d’une entreprise.
7.1.2 Lua
Le langage Lua [55] est fre´quemment utilise´ non pas pour implanter le moteur d’un
jeu vide´o, mais plutoˆt pour effectuer le scripting de celui-ci, i.e. le de´veloppement
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dynamique de niveaux, d’environnements, etc. Lua a e´te´ utilise´ notamment dans le jeu
World Of Warcraft afin de permettre aux joueurs d’ajouter des e´le´ments au jeu de
manie`re dynamique.
Ce langage est reconnu pour avoir un environnement d’exe´cution tre`s le´ger, environ
150 kilo-octets, ce qui fait en sorte que l’ajout de ce syste`me a un faible couˆt en espace
me´moire, ce qui est de´sirable lorsque cette inte´gration est faite sur des plate-formes
au mate´riel plus limite´ comme des consoles portables. Lua contient certains e´le´ments
de la programmation dite de haut niveau dont les fermetures, une gestion de me´moire
automatique, l’optimisation d’appels terminaux et un syste`me de coroutines. Il fournit
aussi un syste`me objet limite´ a` la Javascript [23], base´ sur le prototypage d’objets.
Ainsi, malgre´ le fait que ce dernier contient plusieurs aspects de la programmation
de haut niveau, Lua posse`de plusieurs diffe´rences au langage Scheme. Il ne supporte pas
la re´ification de continuations et ne posse`de pas de syste`me de macros. Ainsi, l’absence
de ces fonctionnalite´s rend l’abstraction et la modularite´, utiles pour de gros projets,
moins accessibles. Il en re´sulte que Lua est moins approprie´ pour e´crire le moteur de
jeux vide´o non triviaux. Toutefois, puisque l’interpre`te du langage est tre`s rapide, il
pourrait eˆtre envisage´ pour le de´veloppement de jeux a` plus petite e´chelle.
Plusieurs environnements de de´veloppements inte´gre´s sont disponibles pour Lua,
mais ceux-ci demeurent tre`s rudimentaires et supportent des fonctionnalite´s de base
tels des de´boggeurs visuels.
Pour les meˆmes raisons que Lua, d’autres langages de programmations sont e´galement
utilise´s afin d’effectuer le scripting de jeux. Parmi ceux-ci, on retrouve principalement
Python [56] et Javascript [23] qui sont tre`s similaires a` Lua et donc constituent eux
aussi un sous ensemble de Scheme.
7.2 Sommaire
Ainsi, les langages C++ et Lua offrent des fonctionnalite´s diffe´rentes de celles of-
fertes en Scheme. Le tableau 7.1 effectue un re´sume´ des diffe´rences entre ces langages.
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Points de comparaison C++ Lua Scheme
Typage statique dynamique dynamique
Gestion me´moire manuelle automatique automatique
Fermetures non oui oui
Macros textuelles aucune proce´durales
Re´ification de continuations non non oui
Mode usuel d’utilisation compile´ interpre´te´ compile´ et interpre´te´
De´pistage d’erreurs bas niveau bas niveau haut niveau
IDE tre`s de´veloppe´ de base inexistant
Tableau 7.1: Comparaison des langages C++, Lua et Scheme
Le langage C++ offre de tre`s bonnes performances graˆce a` son mode`le d’exe´cution pre`s
de l’architecture de la plate-forme utilise´e. Puisqu’il n’offre que tre`s peu de fonction-
nalite´s de haut niveau, il constitue un choix ide´al pour l’implantation de jeux sur des
plate-formes aux ressources tre`s limite´es, tel que c’est le cas sur les consoles portables
ou sur les te´le´phones cellulaires.
Le langage Lua, quant a` lui, est un sous-ensemble du langage Scheme. La pre´sence
de gestion de me´moire automatique, de fermeture et d’un typage dynamique font de
lui un tre`s bon candidat comme langage de script afin d’e´valuer dynamiquement des
parties expe´rimentales du jeu dans le but de raffiner le gameplay.
Scheme offre beaucoup de fonctionnalite´s de haut niveau telles que des fermetures,
de la re´ification de continuations ou encore des macros proce´durales. Son couˆt plus e´leve´
en allocation me´moire fait de lui un excellent choix pour le de´veloppement de moteurs
de jeu sur des plate-formes modernes ou comme engin de scripting sur des plate-formes
plus limite´es sur la me´moire.
Le langage C++ offre a` ses programmeurs la possibilite´ d’utiliser des environne-
ments de de´veloppement inte´gre´s avance´s qui donnent un acce`s direct a` des outils de
de´veloppement et d’optimisation. Les IDE disponibles pour Lua posse`dent un sous-
ensemble des fonctionnalite´s de ceux offerts pour C++, mais permettent un acce`s facile
aux fonctionnalite´s de bases telles un de´boggeur visuel. Les de´veloppeurs Gambit-C ne
posse`de pas de tels outils de de´veloppement inte´gre´s, mais peuvent utiliser de manie`re
indirecte les outils de de´veloppement offert pour les langages C et C++.
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7.3 Jeux en Lisp
Malgre´ la domination du langage C++ dans l’industrie du jeu vide´o, certains jeux
ont de´ja` e´te´ reconnus pour utiliser Lisp ou Scheme a` diffe´rents degre´s dans leur de´velop-
pement. Ceux-ci sont mis en lumie`re dans cette section afin de permettre de comparer
l’expe´rience acquise par ces de´veloppeurs a` celles acquises dans notre travail.
7.3.1 Naughty Dog
La compagnie Naughty Dog [57] est bien connue pour utiliser des dialectes de Lisp
dans le de´veloppement de jeux vide´o. En effet, cette compagnie a e´crit plusieurs jeux
sur le PlayStation 2 en utilisant le compilateur GOAL/Game Oriented Assembly Lisp,
un syste`me maison uniquement compile´ vers du code machine pour le PlayStation 2
qui comprenait notamment un syste`me objet et des coroutines. Ainsi, le compilateur
GOAL fut utilise´ pour de´velopper entie`rement de nombreux jeux sur la console dont
les jeux des se´ries Crash Bandicoot et Jak and Dexter.
Scott Shumaker, programmeur chef chez Naughty Dog, a commente´ leur utilisation
de GOAL dans un article sur le site web consacre´ au de´veloppement de jeux vide´o
Gamasutra [58]. Dans ce dernier, il mentionne que le de´veloppement de leur propre
compilateur de Lisp leur a permis d’utiliser plusieurs techniques qui n’auraient pas
pu eˆtre envisage´es avec d’autres langages. Entre autres, leur syste`me, malgre´ le fait
qu’il ne comprenait pas d’interpre`te, permettait la compilation de code et le charge-
ment de celui-ci directement dans le jeu qui e´tait en cours d’exe´cution sur une console
PlayStation 2. Ils obtenaient ainsi de la programmation tre`s dynamique base´e sur du
prototypage. Il mentionne e´galement que GOAL comprenait un syste`me de coroutines.
Un exemple de code simplifie´ pour GOAL est donne´ dans la figure 7.1. Le code pre´sente´
a e´te´ simplifie´ dans le but d’illustrer l’utilisation des coroutines de ce jeu. On constate
que le code conserve l’e´tat de la variable ii qui se trouve a` eˆtre, dans cet exemple, un
compteur d’images rendues pour une animation nomme´e idle. L’utilisation de corou-
tines leur a permis de conserver l’e´tat du calcul en cours de manie`re triviale.
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(dotimes (ii (num-frames idle))
(set! frame-num ii)
(suspend))
Fig. 7.1: Exemple de code en GOAL utilisant le syste`me de coroutines
Il mentionne e´galement dans cet article que l’utilisation de leur syste`me GOAL a
e´te´ la source de plusieurs proble`mes principalement duˆ au fait que GOAL fut de´veloppe´
par un seul programmeur Lisp dont lui seul en comprenait parfaitement l’e´tendue. Il
mentionne aussi qu’il fut difficile de trouver de la main d’oeuvre maˆıtrisant le langage
Lisp et que meˆme ceux-ci devaient tout de meˆme s’adapter au syste`me utilise´.
Ils ont par la suite cre´e´ les jeux Uncharted : Drake’s fortune et Uncharted 2 : Among
Thieves qui sont rapidement devenus tre`s populaires pour leurs sce`nes d’actions et leurs
rendus graphiques exceptionnels. Dan Liebgold de Naughty Dog a donne´ une confe´rence
sur le de´veloppement du jeu Uncharted : Drake’s fortune [59] et mentionna qu’ils ont
utilise´ le langage Scheme afin d’exprimer les donne´es du jeu de manie`re dynamique, mais
que le moteur du jeu est e´crit en C++. Ils profitent ainsi des performances qu’offrent
C++ pour les zones critiques du jeu et utilisent un langage de plus haut niveau pour la
description des donne´es. Ils utilisent ainsi un sche´ma de compilation dynamique simi-
laire a` celui utilise´ par GOAL. La figure 7.2 illustre la construction de donne´es utilise´es
dans ce jeu. Cet exemple de code illustre bien le type d’utilisation faite du langage
Scheme, i.e. que Scheme est utilise´ non seulement comme langage de script, mais aussi
pour la de´finition des donne´es du langage.
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(deftype vec4 (:align 16)
((x float) (y float)
(z float) (w float :default 0)))
(deftype quaternion (:parent vec4) ())
(define (axis-angle->quat axis angle)
(let ((sin-angle/2 (sin (* 0.5 angle))))
(new quaternion
:x (* (-> axis x) sin-angle/2)
:y (* (-> axis y) sin-angle/2)
:z (* (-> axis z) sin-angle/2)
:w (cos (* 0.5 angle)))))
Fig. 7.2: De´claration de donne´es en Scheme utilise´es dans le jeu Uncharted : Drake’s
fortune [59]
7.3.2 QuantZ
Re´cemment, le jeu QuantZ [60] fut de´veloppe´ presque exclusivement en utilisant le
langage Scheme et le compilateur Gambit-C. Ce dernier constitue un jeu de casse-teˆte
3D similaire a` Tetris ou` le but est d’agencer des billes de meˆme couleur sur un cube.
Les informations relatives au de´veloppement de ce jeu ont e´te´ acquises par l’auteur qui
est toujours employe´ par le studio de de´veloppement de jeux vide´o Gamerizon inc.
L’utilisation de Scheme dans QuantZ a apporte´ plusieurs avantages technologiques.
En effet, le dynamisme du langage a su profiter aux de´veloppeurs en leur permettant
de de´bogger le jeu lors de son exe´cution. Cet aspect du langage permit la re´solution
rapide de proble`mes et donc d’acce´le´rer le de´veloppement du jeu.
Aussi, la syntaxe sous formes de S-expressions des programmes Scheme a e´te´ uti-
lise´e a` profit en cre´ant un syste`me d’analyse de code permettant d’extraire toutes les
chaˆınes de caracte`res pre´sentent dans le jeu afin de cre´er des outils d’internationalisa-
tion. Ces outils permettent notamment la cre´ation automatique de fontes optimise´es par
langue qui contiennent uniquement les caracte`res utilise´es dans chacune. L’utilisation
de la fonction Scheme read combine´e a` la re´cursivite´ du langage ont facilement permis
d’e´crire un analyseur de code. Cette taˆche aurait e´te´ beaucoup plus complexe dans un
autre langage de programmation.
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Les fermetures disponibles en Scheme ont e´te´ utilise´es comme base d’un syste`me
d’interface graphique complet permettant la cre´ation de feneˆtres, de boutons, etc. En
utilisant ces fermetures pour conserver l’e´tat de ces entite´s, on obtient ainsi un re´sultat
similaire a` l’utilisation d’un syste`me de programmation oriente´e objet, ou` l’e´tat est
conserve´ dans ces fermetures, mais ne fournissant pas de fonctions ge´ne´riques.
Afin d’e´viter des proble`mes de pauses ale´atoires dues a` la gestion me´moire automa-
tique, plusieurs techniques ont e´te´ utilise´es dans le de´veloppement de ce jeu. Dans un
premier temps, le gestionnaire de me´moire est appele´ explicitement avant le rendu de
chaque image afin d’e´viter d’accumuler trop de donne´es mortes dans la me´moire et cau-
ser ainsi de longues pauses durant l’exe´cution du jeu. Aussi, la se´rialisation de donne´es
disponible dans Gambit-C a e´te´ utilise´e afin de transformer de grosses structures de
donne´es statiques (pre´fe´rences, pointage de joueurs, ...) afin que celles-ci ne soient pas
traverse´es par le gestionnaire avant le rendu de chaque image du jeu.
L’e´tat du jeu a e´te´ implante´ en utilisant un me´canisme de programmation fonc-
tionnelle re´active base´e sur Scheme permettant l’e´criture e´le´gante de niveaux graˆce a`
la propagation de signaux correspondant a` l’e´tat du jeu. Aussi, le moteur de physique
du jeu, e´crit en C, a pu eˆtre inte´gre´ sans proble`mes au reste du moteur de QuantZ en
utilisant l’interface aux fonctions e´trange`res de Gambit-C.
Ainsi, le jeu QuantZ repre´sente un exemple concret d’un jeu commercial ayant utilise´
Scheme comme langage principal de de´veloppement. L’utilisation faite du langage a su
tirer profit de la plupart des particularite´ de Scheme dont notamment l’utilisation de
fonctions de premie`re classe et du dynamisme du syste`me Gambit-C.
7.4 Autres version des jeux de´veloppe´s
Cette section pre´sente les versions originales des jeux de´veloppe´s dans le but de
les comparer aux versions e´crites pour ce me´moire. Puisque le code source des ver-
sions originales n’est pas disponible, une comparaison algorithmique ne peut pas eˆtre
effectue´e. Ainsi, une approche plus pratique est utilise´e en effectuant une comparaison
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de performance des diffe´rentes versions de Space Invaders et de Lode Runner.
7.4.1 Space Invaders
Tel que mentionne´ dans le chapitre 2, le jeu original de Space Invaders date de
1978 sur console arcade. Le concepteur avait duˆ, a` l’e´poque, non seulement concevoir
le jeu, mais aussi le mate´riel sur lequel le jeu fonctionnait. A` lui seul, le de´veloppement
complet du jeu lui prit environ un an. Le processeur utilise´ e´tait un 8080 d’Intel offrant
une vitesse d’horloge allant jusqu’a` 2 MHz. Le tableau 7.2 illustre ces diffe´rences avec le
jeu de´veloppe´ pour ce me´moire. On constate que l’effort de production du jeu original
e´tait plus grand, mais en tenant compte du fais que le de´veloppement initial comprenais
aussi la mise au point du mate´riel utilise´, on peut estimer des temps de de´veloppement
e´quivalents pour les deux versions. Toutefois, le code original, e´crit en langage assem-
bleur est certainement tre`s spe´cifique au jeu e´crit. Par contre, le code e´crit pour la
version utilise´e dans ce me´moire apporte des librairies qui permettent de de´velopper
d’autres jeux vide´o plus facilement. D’autre part, un facteur de mile entre la vitesse
d’horloge de l’architecture originale face aux architecture modernes des processeurs est
observe´, pouvant laisse´ croire que notre implantation est moins efficaces de ce facteur.
En ce qui concerne le jeu Lode Runner, la version finale du jeu fut publie´e en 1983
sur l’ordinateur Apple II+ et e´crit en langage assembleur. La dure´e de de´veloppement
de ce jeu est difficile a` donner, puisque le jeu final est le fruit de la troisie`me re´e´criture
du code source. De plus, ce concepteur effectuait a` temps partiel, puis a` temps plein le
de´veloppement du jeu. On peut toutefois estimer le de´veloppement total a` environ un
an, en incluant la conception des 150 niveaux du jeu et l’e´criture de toutes les versions
du code. La vitesse d’horloge du processeur utilise´ e´tait similairement de 1 MHz.
En assumant que les jeux originaux utilisaient 30 images par secondes pour leur
rendu graphique et en tenant compte des performances des jeux de´veloppe´s pre´sente´es
dans le tableau 6.1, on obtient un ratio indiquant que la version Scheme du jeu est
environ 350 fois plus lente que la version originale du jeu. En effet, l’utilisation pro-
149
cesseur de nos jeux sont de 40 % pour Space Invaders et de 30 % pour Lode Runner.
Cette diffe´rence de performance entre les jeux originaux e´crits il y a trente ans et
les re´e´criture faites pour ce me´moire peut eˆtre explique´e par plusieurs facteurs. D’une
part, les jeux originaux sont e´crits directement en langage assembleur et donc, beau-
coup d’optimisations de tre`s bas niveaux ont pu eˆtre faites graˆce a` l’acce`s presque direct
aux ressources du mate´riel, ce qui n’est pas possible pour des jeux e´crits en Scheme et
qui sont exe´cute´s dans un syste`me d’exploitation complexe exe´cutant des dizaines de
processus de manie`re concurrente. D’autre part, comme il a de´ja` e´te´ mentionne´, les jeux
e´crits pour la re´daction de ce document posse`dent de puissantes abstractions tels un
syste`me de programmation oriente´e objet ou un syste`me de coroutines. Ces dernie`res
imposent un couˆt de performances tel que mentionne´ dans les tableaux 4.3 et 5.1. Les
abstractions du langage Scheme apportent elles aussi un certain couˆt de performance
en comparaison a` du code e´crit directement en langage assembleur.
Les temps de de´veloppement des versions re´e´crite des jeux sont comparable aux
temps requis pour le de´veloppement des premie`res versions officielles de ces derniers.
Toutefois, le temps de de´veloppements de six mois pris pour la re´e´criture comprend
l’e´laboration de plusieurs librairies facilitant le de´veloppement ulte´rieur de nouveaux
jeux, ce qui n’est probablement pas le cas des versions originales e´crites en langage de
bas niveau.
Titre Anne´e de sortie Vitesse CPU Dure´e de de´veloppement
Space Invaders (original) 1978 2 MHz 1 anne´e*homme
Space Invaders (me´moire) 2008 1.6 GHz 1/2 anne´e*homme
Lode Runner (original) 1983 1 MHz 1/2 anne´e*homme
Lode Runner (me´moire) 2009 1.6 GHz 1 anne´e*homme
Tableau 7.2: Comparaison entre les versions originales et re´e´crites des jeux de´veloppe´s.
Ainsi, la re´e´criture d’anciens jeux en utilisant des langages de haut niveaux im-
plique un couˆt de performance qui est compense´ par un de´veloppement qui semble non
seulement plus rapide, mais qui favorise la re´utilisation de code pour le de´veloppement
ulte´rieurs de nouveaux jeux.
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7.5 Conclusion
Plusieurs langages sont utilise´s dans l’industrie du jeu vide´o dont, notamment les
langages Lua et C++. Apre`s une comparaison au langage Scheme, on constate que
ces derniers re´pondent a` des besoins pre´cis pre´sents dans les jeux vide´o. Lua propose
un de´veloppement plus dynamique tandis que C++ permet d’obtenir de tre`s bonnes
performances au couˆt d’avoir moins de puissance d’abstraction. Le choix du langage
le plus approprie´ pour le de´veloppement d’un jeu devrait donc eˆtre fait en prenant
en conside´ration le mate´riel utilise´ afin d’obtenir le plus de puissance expressive que
possible, sans toutefois avoir un couˆt relie´ a` ces abstractions trop e´leve´es.
La pre´sence d’environnement de de´veloppement inte´gre´es rend attrayant l’utilisation
des langages C++ et Lua, mais la plupart des fonctionnalite´ offertes peuvent eˆtre
utilise´es pour le langage Scheme de manie`re indirecte.
Aussi, Lisp et Scheme ont de´ja` e´te´ utilise´s dans l’industrie du jeu vide´o pour
de´velopper des jeux de grande qualite´ tels Jak and Dexter, Uncharted : Drake’s For-
tune et QuantZ. L’expe´rience acquise par les de´veloppeurs de ces jeux est tre`s positive.
On constate de manie`re unanime ces langages leur ont fourni un environnement de
de´veloppement dynamique. L’extensibilite´ du langage a aussi joue´ a` l’avantage de ceux-
ci. Ainsi, malgre´ la faible adoption de Scheme pour l’e´criture de jeux vide´o commerciaux
par les compagnies de l’industrie, les e´quipes l’ayant utilise´ semblent l’avoir beaucoup
appre´cie´ et surtout, l’utilisent toujours dans le de´veloppement de leurs jeux.
Finalement, les versions re´e´crites de Space Invaders et de Lode Runner lorsque
compare´es aux versions originales semblent de´montrer une utilisation du processeur ap-
proximativement 350 fois plus exigeante, mais utilisent des abstractions de haut niveau
permettant la re´utilisation du code e´crit pour l’e´criture de nouveaux jeu, contrairement
aux versions originales e´crites en langage assembleur.
CHAPITRE 8
CONCLUSION
L’expe´rience acquise lors du de´veloppement des jeux Space Invaders et Lode Runner
permet de faire le point sur les forces et les faiblesses de l’utilisation d’un langage de
programmation fonctionnelle et dynamique tel que Scheme pour le de´veloppement de
jeux vide´o.
L’expressivite´ du langage Scheme, notamment graˆce aux fonctions de premie`re classe
et aux macros proce´durales, a permis de de´velopper un syste`me de programmation
oriente´e objet et de l’inte´grer directement au langage. Aussi, la re´ification de conti-
nuations a rendu possible le de´veloppement d’un syste`me de coroutines e´labore´. L’uti-
lisation de ces syste`mes dans la programmation de jeux vide´o fut be´ne´fique quant a`
l’ame´lioration du code produit graˆce a` l’introduction d’une bonne modularite´ fournie
par les fonctions ge´ne´riques du syste`me objet et une grande simplicite´ pour l’implan-
tation de parties multi-joueurs graˆce a` l’utilisation de coroutines pour encapsuler les
parties se de´roulant en paralle`le. Le couˆt de de´veloppement de tels modules, en utili-
sant des langages donnant acce`s a` moins de puissance d’abstraction, aurait certainement
rendu le de´veloppement de ceux-ci plus difficile. Par conse´quent, Scheme s’est re´ve´le´ un
langage puissant pour le de´veloppement de ces outils indispensables.
Le dynamisme du langage a e´galement joue´ un roˆle implicite important pour le
de´veloppement de ces jeux. En effet, la pre´sence d’un de´boggeur dynamique et efficace
a apporte´ une grande flexibilite´ au de´veloppement et permis de de´velopper efficace-
ment ces deux jeux. En effet, malgre´ le faite que les erreurs de programmation sont
signale´es durant l’exe´cution du jeu, la re´solution de celles-ci se font rapidement graˆce
a` la possibilite´ d’introspection de l’e´tat du programme et d’e´valuation dynamique de
code.
Aussi, le langage Scheme a permis d’expe´rimenter sur le controˆle de flot des jeux
en permettant de de´velopper des syste`mes non-triviaux de simulation a` e´ve`nements
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discrets et de simulation par agents (coroutines). La modification du flot de controˆle du
premier jeu a pu eˆtre fait sans trop d’efforts graˆce aux abstractions faites, entre autres,
par le syste`me objet.
Toutefois, la modularite´ de programmes apporte ge´ne´ralement des couˆts en perfor-
mance pour ceux-ci. Ainsi, une difficulte´ d’utiliser un langage comme Scheme face a`
la programmation de jeux vide´o re´side entre trouver le bon e´quilibre entre le niveau
d’abstraction et la spe´cialisation de code (optimisations). Cette balance varie grande-
ment en fonction de l’architecture du mate´riel sur lequel le jeu sera de´ploye´. S’il s’agit
d’une plate-forme au mate´riel tre`s limite´, alors le couˆt d’abstraction pourrait s’ave´rer
trop grand. Dans un tel cas, l’utilisation de langages de plus bas niveau, comme C++,
semble plus approprie´e afin de baˆtir le moteur du jeu, mais Scheme pourrait alors
eˆtre utilise´ comme langage de script afin de de´velopper dynamiquement le gameplay
du jeu. Par contre, s’il s’agit de plate-formes performantes, comme c’est le cas pour
les jeux de´veloppe´s dans le cadre de ce me´moire, alors la possibilite´ de modulariser le
code devient plus accessible et les performances deviennent moins critiques, face a` la
re´utilisabilite´ potentielle du code e´crit. Scheme devient alors un candidat pourrait eˆtre
ide´al.
Un proble`me potentiel qui n’a pas e´te´ adresse´ dans ce me´moire est relie´ a` l’allo-
cation et la gestion de me´moire automatique utilise´e par le langage Scheme. En effet,
puisque Scheme est un langage fonctionnel, ce dernier effectue ge´ne´ralement beaucoup
d’allocations me´moire. Ainsi, il est possible que sur des syste`mes ou` le couˆt d’allocation
me´moire est e´leve´, l’utilisation d’un tel langage devienne trop couˆteux. De meˆme, la
pre´sence du gestionnaire automatique de me´moire pourrait potentiellement engendrer
des pauses de dure´es ale´atoires du jeu qui sont inde´sirables. Ces phe´nome`nes n’ont
pas e´te´ observe´s dans les jeux de´veloppe´s pour ce me´moire puisqu’ils demeuraient trop
simples. Des jeux plus modernes posse`dent ge´ne´ralement un plus grand nombre d’en-
tite´s de manie`re simultane´e durant une partie, augmentant ainsi le stress sur la me´moire
et donc, sur la re´cupe´ration automatique de celle-ci.
153
Il serait donc inte´ressant d’utiliser les techniques pre´sente´es dans ce me´moire afin
de de´velopper des jeux de plus grande envergure dans le but d’obtenir une meilleure
ide´e sur l’impacte d’une utilisation plus intensive de la me´moire dans un jeu. Un tel jeu
e´crit en Scheme permettrait aussi de pousser plus loin l’aspect dynamique du langage
par l’e´criture d’outils d’e´criture de scripts qui pourraient eˆtre utilise´s en temps re´el lors
de la conception des niveaux. L’utilisation des techniques pre´sente´es dans ce me´moire
permettraient ainsi une utilisation comple`te du langage et donc de fournir un aperc¸u
global des performances qu’offre Scheme pour le de´veloppement de jeux vide´o.
154
BIBLIOGRAPHIE
[1] NPD Group. 2007 U.S. Video Game And PC Game Sales Exceed $18.8 Billion
Marking Third Consecutive Year Of Record-Breaking Sales.
http://www.npd.com/press/releases/press_080131b.html, 2008.
[2] NPD Group. U.S. Retail Sales of Non-Games Software Experience near Double-
Digit Decline in 2008.
http://www.npd.com/press/releases/press_090217.html, 2009.
[3] Chris Morris. Special to CNBC.com — 12 Jun 2009 — 05 :12 PM ET.
http://www.cnbc.com/id/31331241, Sep 2009.
[4] Dennis M. Ritchie. The development of the C language. In HOPL-II : The second
ACM SIGPLAN conference on History of programming languages, pages 201–208,
New York, NY, USA, 1993. ACM.
[5] Margaret A. Ellis and Bjarne Stroustrup. The annotated C++ reference manual.
Addison-Wesley Longman Publishing Co., Inc., Boston, MA, USA, 1990.
[6] ECMA. C# Language Specification.
http://www.ecma-international.org/publications/standards/Ecma-334.
htm, 2006.
[7] Richard Kelsey, William Clinger, and Jonathan Rees (Editors). Revised5 report
on the algorithmic language Scheme. ACM SIGPLAN Notices, 33(9) :26–76, 1998.
[8] Marc Feeley. Gambit-C. http://www.iro.umontreal.ca/~gambit.
[9] Marc Feeley. Gambit-C vs. Bigloo vs. Chicken vs. MzScheme vs. Scheme48.
http://www.iro.umontreal.ca/~gambit/bench.html, Sep 2009.




[11] Johnny L. Wilson Rusel DeMaria. High score ! : the illustrated history of electronic
games. McGraw Hill, 2004.
[12] Thomas T. Goldsmith Jr. Cathode Ray Tube Amusement Device. U.S. Patent
#2455992, 1948.
[13] Dennis Ritchie and Ken Thompson. Unix Past.
http ://www.unix.org/what is unix/history timeline.html, Sep 2009.
[14] Joshua Walrath. 30 Frames per Second vs. 60 Frames per Second.
http ://www.daniele.ch/school/30vs60/30vs60 1.html, Sep 1999.
[15] Erik Meijer and Peter Drayton. Static typing where possible, dynamic typing when
needed : The end of the cold war between programming languages. 2005.
[16] Harold Abelson, Gerald Jay Sussman, and Julie Sussman. Structure and interpre-
tation of computer programs. MIT Press, Cambridge, Mass., 1996.
[17] John McCarthy. Recursive functions of symbolic expressions and their computation
by machine, Part I. Commun. ACM, 3(4) :184–195, 1960.
[18] Guy L. Steele. Common Lisp the Language. Digital Press, 2nd edition edition,
1984.
156
[19] Gerald Jay Sussman. Scheme : An interpreter for extended lambda calculus. In
Memo 349, MIT AI Lab, 1975.
[20] Carl Hewitt, Peter Bishop, and Richard Steiger. A Universal Modular ACTOR
Formalism for Artificial Intelligence. 1973.
[21] Gerald Jay Sussman and Guy L. Steele, Jr. The First Report on Scheme Revisited.
Higher Order Symbol. Comput., 11(4) :399–404, 1998.
[22] Scheme Request For Implementation.
http://srfi.schemers.org/, Sep 2009.
[23] E. C. M. A. International. ECMA-262 : ECMAScript Language Specification.
ECMA (European Association for Standardizing Information and Communication
Systems), Geneva, Switzerland, third edition, December 1999.




[26] Alonzo Church. An Unsolvable Problem of Elementary Number Theory. American
Journal of Mathematics, 58(2) :345–363, 1936.
[27] Robin Milner, Mads Tofte, and Robert Harper. The definition of Standard ML.
MIT Press, Cambridge, MA, USA, 1990.
[28] Simon Peyton Jones. Haskell 98 language and libraries : the revised report. Cam-
bridge Universiry Press, Cambridge, MA, USA, 2003.
[29] Eugene E Kohlbecker. Syntactic extensions in the programming language LISP.
PhD thesis, Bloomington, IN, USA, 1986.
[30] Paul R. Wilson. Uniprocessor Garbage Collection Techniques. In IWMM ’92 :
Proceedings of the International Workshop on Memory Management, pages 1–42,
London, UK, 1992. Springer-Verlag.
[31] David Plainfosse´ and Marc Shapiro. A Survey of Distributed Garbage Collection
Techniques. In IWMM ’95 : Proceedings of the International Workshop on Memory
Management, pages 211–249, London, UK, 1995. Springer-Verlag.
[32] Robert R. Fenichel and Jerome C. Yochelson. A LISP garbage-collector for virtual-
memory computer systems. Commun. ACM, 12(11) :611–612, 1969.
[33] Henry Lieberman and Carl Hewitt. A real-time garbage collector based on the
lifetimes of objects. Commun. ACM, 26(6) :419–429, 1983.
[34] Henry C. Baker, Jr. and Carl Hewitt. The incremental garbage collection of pro-
cesses. In Proceedings of the 1977 symposium on Artificial intelligence and pro-
gramming languages, pages 55–59, New York, NY, USA, 1977. ACM.
[35] Edsger W. Dijkstra, Leslie Lamport, A. J. Martin, C. S. Scholten, and E. F. M.
Steffens. On-the-fly garbage collection : an exercise in cooperation. Commun.
ACM, 21(11) :966–975, 1978.
[36] Benjamin Zorn. Barrier Methods for Garbage Collection. Technical report, 1990.
[37] Marc Feeley. A Better API for First-Class Continuations, 2001.
157
[38] Richard Kelsey. Scheme Request For Implementation 9 : Defining Record Types.
http://srfi.schemers.org/srfi-9/srfi-9.html, Sep 2009.
[39] James Gosling, Bill Joy, Guy Steele, and Gilad Bracha. The Java Language Spe-
cification, Third Edition. Addison-Wesley Longman, Amsterdam, 3 edition, June
2005.
[40] Daniel G. Bobrow, Linda G. DeMichiel, Richard P. Gabriel, Sonya E. Keene, Gre-
gor Kiczales, and David A. Moon. Common Lisp Object System Specification
X2JI3 Document 88-002R. SIGPLAN Notices, 23(Special Issue) :1.1–2.94, 1988.
[41] Gregor Kiczales, Jim D. Rivieres, and Daniel G. Bobrow. The Art of the Metaobject
Protocol. The MIT Press, July 1991.
[42] Christian Queinnec and Ecole Polytechnique. Meroon V3 : A Small, Efficient
and Enhanced Object System. Technical report, Ecole Polytechnique and INRIA-
Rocquencourt, 1993.
[43] Kenneth Dickey. Thinking Scheme. Workshop on Scheme and Functional Pro-
gramming., september 2008.
[44] Marc Feeley. SRFI 18 : Multithreading support. http://srfi.schemers.org/
srfi-18/srfi-18.html.
[45] Marc Feeley Guillaume Germain and Stefan Monnier. Termite : a Lisp for Distri-
buted Computing. 2nd European LISP and Scheme Workshop.
http://lisp-ecoop05.bknr.net/submission/19654.html, July 2005.
[46] Ericsson Computer Science Laboratory. Erlang/otp. http://www.erlang.org.
[47] Guillaume Germain. Sources du syste`me termite. http://toute.ca/termite.
[48] Zhanyong Wan and Paul Hudak. Functional reactive programming from first prin-
ciples. SIGPLAN Not., 35(5) :242–252, 2000.
[49] Edsger W. Dijkstra. The structure of the “the”-multiprogramming system. In
SOSP ’67 : Proceedings of the first ACM symposium on Operating System Prin-
ciples, pages 10.1–10.6, New York, NY, USA, 1967. ACM.
[50] Marc Feeley and Martin Larose. Compiling Erlang to Scheme. In PLILP ’98/ALP
’98 : Proceedings of the 10th International Symposium on Principles of Declarative
Programming, pages 300–317, London, UK, 1998. Springer-Verlag.
[51] Antony Courtney, Henrik Nilsson, and John Peterson. The Yampa arcade. In
Haskell ’03 : Proceedings of the 2003 ACM SIGPLAN workshop on Haskell, pages
7–18, New York, NY, USA, 2003. ACM.
[52] Multiple Arcade Machine Emulator (MAME).
http://mamedev.org/, Sep 2009.
[53] Simple Directmedia Layer (SDL).
http://www.libsdl.org/, Sep 2009.
[54] Open Graphic Library (OpenGL).
http://www.opengl.org/, Sep 2009.
[55] Langage de programmation Lua.
http://www.lua.org/, Sep 2009.





[58] Postmortem : Naughty Dog’s Jak and Daxter : the Precursor Legacy.
http://www.gamasutra.com/view/feature/2985/postmortem_naughty_dogs_
jak_and_.php, Sep 2009.
[59] Dan Liebgold. Adventures in Data Compilation : Uncharted : Drake’s Fortune.
Game Developers Conference, 2008.
[60] QuantZ.
http://www.quantzgame.com/, Sep 2009.
