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Structure 
The classical structure theory of an (associative unitary) algebra A over a field F is invoked 
to determine upper bounds on the (bilinear) multiplicative complexity n(A) of A over F. The 
upper bound problem for matrix multiplication over a finite extension F of the rational 
numbers is related to the multiplicative complexity problem for a certain twisted polynomial 
algebra. For certain base fields F (including finite extensions of the rationals and the real and 
complex fields) the order of complexity of an F-algebra with all nilpotent ideals having square 
zero is shown to be bounded above by the complexity of multiplying matrices over F. 
1. INTRODUCTION 
Fiduccia and Zalcstein (81 have unified the various multiplication problems, such 
as the multiplication of matrices and polynomials or more generally the evaluation of 
bilinear forms, by considering all of them as instances of the multiplication problem 
for a finite dimensional linear algebra. In this article, we exploit the classical 
algebraic structure theory of an n-dimensional (associative unitary) algebra A over a 
Geld F to derive upper bounds on the (bilinear) multiplicative complexity X(A) of A 
over F for certain classes of F-algebras. 
The definition of the (bilinear) multiplicative complexity n(A) of the F-algebra A is 
recalled in Section 2 as well as some of the known bounds on z(A) for various 
algebras A. Section 3 provides a brief overview of the classical structure theory of a 
finite dimensional algebra over a field. In addition to setting notation, these sections 
(and especially the frequent references to the literature) are intended as an aid to the 
reader unfamiliar with either multiplicative complexity or structure theory. 
The multiplicative complexity of a central simple algebra (a type of algebra which 
incudes matrix algebras, see Definition 3.3) over an algebraic number field (i.e., a 
finite extension of the rational numbers) is the topic of Section 4. We show 
(Theorem 4.2) that if A and B are n-dimensional central simple algebras over a 
number field, 47r(A) > r(B) > $n(A). Hence all central simple algebras of the same 
dimension over number fields have the same order of complexity. Since total matrix 
algebras satisfy the tensor product algebra isomorphism 
M(r, F) @P M(s, F) = M(rs, F) 
for all positive integers r and s, an upper bound on the complexity of central simple 
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algebras of dimension p2 for a prime p would yield an upper bound on the complexity 
of central simple algebras over number fields. Therefore, we focus on these algebras 
to prove (Theorem 4.5) that if A is a p*-dimensional central simple algebra over the 
number field F containing all pth roots of unity, then 4n(7’) > n(A) > flr(7’) for a 
certain twisted truncated polynomial algebra T = (F, y), where y is a pth root of 
unity. 
Fiduccia [9, lo] has produced examples of n-dimensional linear algebras with 
multiplicative complexity bounded below by n*/3. The goal of Section 5 is to show 
that, over certain fields, algebras with multiplication which is that hard to compute 
must have a certain nasty structural property, namely, a nilpotent ideal of nilpotency 
index greater than two. Specifically, we establish (Theorem 5.5) that if F belongs to a 
certain class of perfect fields (including number fields and the real and complex 
numbers) and A is an n-dimensional F-algebra with all nilpotent ideals having square 
zero, then there is a constant k such that n(A) < kn’.‘. This bound of 1.5 is not 
necessarily tight since it arises from a loose upper bound on the multiplicative 
complexity of a central simple F-algebra. 
Throughout this article, A is an n-dimensional (associative unitary) algebra 
(perhaps with additional structure) over the field F and linear dimension is denoted 
by (A :F) = n. We assume the reader is familiar with the fundamentals of linear 
algebra and ring theory. The notation n(A) = O(P) is used to mean there exists a 
constant k with $A) < kn”. 
2. REVIEW OF MULTIPLICATIVE COMPLEXITY 
In this section, we briefly recall the definition of the (bilinear) multiplicative 
complexity of an algebra. Several well-known bounds on the multiplicative 
complexity of various algebras are also listed. The interested reader is referred to [8] 
for a broad survey of the multiplicative complexity literature. 
Let A be an algebra over the field F with F-basis (e,}~&’ . Given arbitrary elements 
x1:,’ xiei and y = Cfzi yiei in A, the (bilinear) multiplicative complexity problem is 
to compute 
i 
n-1 
x*y= ,y 
i=O 
by means of an algorithm y which 
,“-I 
xiei)(zI Yiei) s z: ‘jej 
proceeds by computing t products 
Pk= ( lzo ‘kixi) (z: bkiyi)T aki, bki E F 
such that for O<j<n- 1 
zj= c CjkPk for some cjk E F. 
k=l 
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DEFINITION 2.1. The multiplicative complexity of the F-algebra A, denoted 
n,(A), is the minimum value of t for any such algorithm y. (If the base field is clear 
from the context, we write n&t) = R(A).) 
It may be shown that X(A) is independent of the particular F-basis chosen for A 
and thus X(A) is well defined. The remainder of this section is a short extract of some 
of the interesting bounds on ~(4) to be found in the literature. 
THEOREM 2.1. If A is an n-dimensional F-algebra, 
n < n(A) < 3n2/4. 
Proof: Since A has a unitary element, the lower bound follows from a theorem of 
Fiduccia and Zalcstein [8]. The upper bound is due to Howell [ 131. 1 
THEOREM 2.2 [8, Theorem 81. If A is a degree nfield extension of F and F has 
at least 2n - 1 elements. 
n(A)=2n- 1. 1 
A nonzero element a of A is called a zero divisor if there is a nonzero element b of 
A with ab = 0. The absence of zero divisors in an algebra leads to the lower bound: 
THEOREM 2.3 [8, Theorem 61. If A is an n-dimensional F-algebra with no zero 
divisors, n(A) > 2n - 1. 1 
Given a polynomial f(x) in the F-algebra F[x] of polynomials in the indeterminate 
x over the field F, let 
f(x) = IXI Ifi(x)lrni 
i=I 
be its prime factorization. The quotient algebra 
F,= Fbll(f(x)) 
of F[x] modulo the ideal generated by f(x) then splits (by the Chinese remainder 
theorem) into a finite Cartesian product 
I;;. = ,$, V’[xll(f ?@I) I 
with k components. Bini and Capovani have recently shown 
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THEOREM 2.4 [4]. Let f(x) = JJf= J?(x) be the prime factorization off(x) in 
F[x]. Then 
if F has at least maxi(2nj - 1) elements. i 
For a positive integer m, we denote the F-algebra of all m x m matrices over F by 
M(m, F). If A is an F-algebra, M(m, A) denotes the F-algebra of all m X m matrices 
with entries from A. Note that (M(m, F): F) = m’. 
THEOREM 2.5 [ 14,151. 7@4(2, F)) = 7. 1 
The quaternion algebra D(F) over F’is the four-dimensional algebra generated by 
the elements 1, i, j, and k, where 
i2 = j2 = k2 = -1, ij = k, jk = i, ki = j. 
THEOREM 2.6 [7, 111. Let F be a field of characteristic not 2. Then 
7@)(F)) = 8. 1 
3. REVIEW OF ALGEBRAIC STRUCTURE THEORY 
This section provides an introductory overview of that portion of the.structure 
theory of (finite-dimensional) algebras over a field which will be required in later 
sections of this article. Proofs of theorems are not provided but references to relevant 
literature are given. An excellent general reference on classical structure theory is the 
book by Herstein [ 121. 
DEFINITION 3.1. The center of the F-algebra A, denoted Z(A), is the set of all 
elements x of A such that xa = ax for all a in A. 
EXAMPLE 3.1. (a) If A is a commutative algebra, Z(A) = A. 
(b) For any F-algebra A and positive integer m, Z(M(m, A)) = Z(A). 
DEFINITION 3.2. The F-algebra A is called simple if A has no two-sided ideals 
except (0} and A. 
THEOREM 3.1 [ 12, Theorem 2.1.51. If A is a simple F-algebra, the center Z(A) of 
A is a finite field extension of F. 
EXAMPLE 3.2. (a) The Cartesian product F x F is not simple since, for example, 
F X (0) is a nontrivial two-sided ideal. 
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(b) Any division algebra (an algebra where every nonzero element has a 
multiplicative inverse) is simple. 
(c) The matrix algebra M(m, F) is simple. 
DEFINITION 3.3. The F-algebra A is a central simple F-algebra (CSA) if A is a 
simple F-algebra with Z(A) = F. 
EXAMPLE 3.3. (a) The complex number field C is a simple algebra over the real 
number field iR but not a central simple R-algebra. 
(b) Matrix algebra M(m, F) is a central simple F-algebra. 
(c) The quaternion algebra lD(IR) over the real field IR is a central simple IR- 
algebra. 
DEFINITION 3.4. Two central simple F-algebras A and B are similar if there exist 
positive integers r and s with 
M(r, A) T M(s, B). 
The notion of similarity is an equivalence relation on the class of central simple F- 
algebras. We denote the equivalence class of A by [A]. A multiplication may be 
defined on these equivalence classes by defining a x a = IA OF B ] for central 
simple F-algebras A and B. With this multiplication, the collection of equivalence 
classes of central simple F-algebras forms a group B(F), called the Brauer group of F. 
THEOREM 3.2 [ 12, Theorem 2.161. A is a simple F-algebra 1flA = M(m, D) for 
some positive integer m and division F-algebra D. 1 
DEFINITION 3.5. Let L be a finite field extension of F. Then L is a separable 
extension of F if the minimum polynomial of any element of L has no multiple roots. 
THEOREM 3.3 [ 12, Theorems 4.2.2, 4.3.31. Here, A is a central simple F-algebra 
@ A N M(m, D) for a central division F-algebra D. Moreover, D has a maximum 
separable subfield L containing F such that (D : F) = (D :L)(L : F) = (L :F)’ and 
D OF L N M(r, L) for some r. Then L is called a splitting field for D and A. 1 
DEFINITION 3.6. If L is a finite separable extension field of F, the relative Brauer 
group B(L/F) is defined as the subgroup of B(F) generated by equivalence classes of 
algebras split by L. 
DEFINITION 3.7. The finite extension L of F is a Galois extension of F if 
F = {x E L 1 a(x) = x for all F-linear automorphisms u of L }. 
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If L is Galois over F, the group of all F-linear automorphisms of L is called the 
Galois group of L over F, denoted Aut(L/F). 
DEFINITION 3.8. Let L be a Galois extension of F with G = Aut (L/F). A 
function 
f:GxG-tL*=L-(0) 
is called a factor set on G in L if, for all 0, t, p in G, 
f(d, rP)f(rV P) = f(W P) PUW r) 1. 
DEFINITION 3.9. If L is a Galois extension of F with Galois group G and f is a 
factor set, the crossed product algebra A = (L, G, f) is defined as follows: 
as an L-vector space with basis the symbols {u,}. The algebra structure of A is deter- 
mined by the relations 
fu, = u/J(l), 1 E L, u, u, = u,, f (a, z), o, s E G. 
THEOREM 3.4 [ 12, Theorem 4.4.11. If A = (L, G, f) as in Definition 3.9, A is a 
central simple F-algebra with splitting field L. Moreover, given any central simple F- 
algebra B, there exist L, G, f so that, in the Brauer group B(F), [B] = [(L, G, f)]. 1 
In general, not all central simple algebras are crossed products. This was first 
established by Amitsur [3]. 
DEFINITION 3.10. A field F is called fully crossed if every central simple algebra 
over any finite extension of F is a crossed product. 
EXAMPLE 3.4. (a) Any algebraically closed field F is trivially fully crossed since 
B(F) = (O}. 
(b) The real number field R is fully crossed. 
(c) Algebraic number fields (i.e., finite extensions of the rational number field) 
are fully crossed [2,5]. 
THEOREM 3.5 [ 1, Theorems 5.9-5.141. Let L be a Galois extension of F with 
cyclic Galois group G = (a) of order 1 GI = m. Then 
by 
F*/N(L *) 7 B(L/F) 
aWL*)b [(L, G,f)l, 
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where 
m-l 
N(b) = c a’(b), 
i=O 
f(o’, a> = 1, iSj<m, 
= a, i+j>m. I 
THEOREM 3.6 [2,5]. Any central simple algebra over an algebraic number field 
may be represented as a crossed product (L, G, f ), where G is cyclic. 1 
DEFINITION 3. Il. The Jacobson radical J(A) of an F-algebra A is the maximal 
nilpotent two-sided ideal of A. 
EXAMPLE 3.5. (a) If f(x) = x” in the polynomial algebra F[x], the quotient 
algebra F, has Jacobson radical the ideal (x), generated by the equivalence class of x. 
(b) The F-algebra of all upper triangular matrices with entries from F has 
Jacobson radical the set of all 
diagonal. 
THEOREM 3.7 [ 12, Theorem 
That is, the Jacobson radical 
upper triangular matrices with zero along the main 
1.2.41. If A is an F-algebra, 
J{A/J(A)} = (0). # 
of the quotient A/J(A) is trivial. 
DEFINITION 3.12. The F-algebra A is called semisimple if J(A) = (0). 
THEOREM 3.8 112, Theorem 2.1.71. The F-algebra A is semisimple ifJ’ A is a 
finite Cartesian product of simple F-algebras. 1 
DEFINITION 3.13. The lield F is perfect if every finite extension of F is separable 
over F. 
THEOREM 3.9 [6, Theorem 72.191 (Wedderburn principal theorem). If A is an 
algebra over a perfect field F, there is a semisimple F-subalgebra S of A with 
S N A/J(A) as F-algebras 
and 
A = S @ J(A) as F-vector spaces. 1 
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4. MULTIPLICATIVE COMPLEXITY OF CENTRAL SIMPLE ALGEBRAS 
ov& ALGEBRAIC NUMBER FIELDS 
This section is a study of the multiplicative complexity of a central simple algebra 
over an algebraic number field. We first show that any two n-dimensional central 
simple algebras over an algebraic number field have the same order of complexity. 
Specifically, we prove that if A and B are central simple algebras over a number field 
F with (4 : F) = (B :F), then 471(A) > x(B) > $x(A) (Theorem 4.2). In the second 
portion of this section, we specialize our attention to the complexity of a central 
simple algebra A of dimension p*, p a prime, over an algebraic number field F 
containing all pth roots of unity. In this setting we prove (Theorem 4.5) that 
47r((F, Y)) < n(A) < ($) n((F, Y)) 
for some pth root of unity y, where the twisted truncated polynomial algebra (F, y) is 
defined as the quotient of the free F-algebra FIX, Y] on the noncommuting indeter- 
minates X, Y modulo the ideal generated by the relations 
XY = yYX xp=o= yp. 
THEOREM 4.1. Let L be a Galois extension of an inJinite field F with cyclic 
Galois group G. Then, for any crossed products (L, G, f) and (L, G, g), 
274(L, G, f)) 2 n((L, G, g)) 2 $((L, G, .I-))- 
Proof: If (L, G, h) is an arbitrary crossed product and G = (cr.) of order m, then 
by [ 1, Theorem 5.91 we may assume 
h(o’, oj) = 1, i+j<m, 
= c, i+j>m, 
for some c in F*. Since G = (U), we use the symbols _oi instead of uoi (see 
Definition 3.9) to denote the L-basis of (L, G, h) 3 (L, G, c). 
Then, for x = Cy=i’ ~iXi, Y = Cj”=O’ _6’Yj in (L, G, c), 
m-1 
x . y = c ‘~‘+juj(x~) yjh(i, j) 
i,j=O 
m-1 
= c &J-i (Xi)y,_ih(i, I- 0, 
i,l=O 
m-1 
ZZ ho _O’ ~ U'-'(Xi)y,_i + C ~’ U’-‘(Xi)y,_i . 
1 i=O i=/+l I 
Since F is infinite, we may choose c, # c in F* with cN(L*) = c,N(L*), or 
equivalently, (L, G, c) N (L, G, c,). Computing the product (x0,..., x,_,)* 
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CYOV..~ Ym- 1) in each of these two isomorphic algebras and then subtracting 
corresponding coefficients of g’ allows one to compute, for 1= O,..., m - 1, 
c U’-‘(Xi)_Y_i 
i=O 
and 
m-l 
c O’-‘(Xi)y[_i 
i=/+l 
with 27r((L, G, c)) = 2n((L, G, c,)) multiplications. Since (L, G, h) was an arbitrary 
crossed product, it follows that 
274(L G, f>) > 4t-h G, d) 2 hW, G, f)) 
for any factor sets f and g. I 
For the remainder of this section, we shall assume that the base field F is an 
algebraic number field. 
THEOREM 4.2. Let A and B be two central simple algebras over the algebraic 
number field F with (A : F) = (B : F) = n = m*. Then 
4n(A) > R(B) > $(A). 
ProoJ By Theorem 3.6, A and B have cyclic crossed product representations, 
say,A=(L,G,f)andB=(L,,G,,f,).NotethatM(m,F)=(L,G,f)=(L,,G,,f,). 
Thus, by Theorem 4.1, 
27@4(m, F)) Z n(A) > fn(M(m, F)) 
and 
Hence 
27@4(m, F)) Z z(B) > $W(m, F)). 
4$/i) > n(B) > f&4). 1 
Therefore, if we are just interested in the multiplicative complexity of a central 
simple algebra over an algebraic number field F to within a constant factor, we need 
only consider the trivial central simple algebras M(m, F) for m any positive integer. 
Recall that, if m = ni= 1 pf’i is the prime factorization of m, 
M(m,F)z & &f(p,,F) . 
i=l j=l I 
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Hence to obtain upper bounds on the complexity of a central simple algebra over an 
algebraic number field, it is sufficient to study the complexity of M(p, F) for a prime 
Pa 
In order to explore the multiplicative complexity of M(p, F) we make one final 
constraint of F. We assume that F contains all the pth roots of unity. In addition, we 
shall need the following theorem from field theory: 
THEOREM 4.3. Let F be a field containing all the pth roots of unity for a prime p 
not equal to the characteristic of F. Suppose L is a Galois extension of F of degree p 
with cyclic Galois group G = (a). Then L is generated (as afield) over F by the pth 
root /? of an element of F with a’@) = y-‘P for some pth root of unity y. 
Proof Choose a In L -F. Then L = F(a) since (L :F) = p is a prime. Define the 
Lagrange resolvent (relative to a) for a pth root of unity y to be 
(a,y)=a+o(a)y+~~~+ap-‘(a)yP-‘. 
Then 
o{(a, ~11 = u(a) + u’(a)r + see + af-'u{ (a, y)} = y-‘(a, y)- 
Hence 
u{(a, ~1") = @(a, y)lp = {y-‘(a9 r>l” = (a, YIP 
so (a, y)p is in F. If we can show there is a pth root of unity y0 for which (a, yO) is not 
in F, we shall be done with /3 = (a, y,,). Note, however, that 
2 (a, y) = pa f 0, 
Y 
since JPf:d yi = 0. Then, because a & F, all of the (a, y)‘s cannot be in F. 
In addition, 
by the definition of the Lagrange resolvent. I 
Now we are prepared to consider the multiplicative complexity of a cyclic crossed 
product (L, G, a), where 
L is a Galois extension of F of degree p, 
G = (a>, 
F contains all pth roots of unity, 
L = F(j3) for j3 E L with j3” = b E F, 
u’v) = y-‘/I for some pth root of unity y for all i. 
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P-1 P-1 
x = z gixi, Y= C _o’yj> 
i=O j=O 
be in (L, G, a) = (L, G, f) with xi, Yj E L. Then 
P-1 
x. y = C &+j aj(xi) Yjf(j9 I)? 
i,j=O 
P--I 
X * YE x ~'d(X,-j)Yjf(z-j?j). 
j,l=O 
Now suppose that 
P-1 P-1 
X I-j= - x/_jqiP’> \’ 
i=O 
Yj = x Yj,nzP", 
m=o 
with x,_~,~, yj,, E F. Then we may rewrite Eq. (1) as 
P-1 
- I[ 
P-1 
x ’ y = 5‘ 0’ 
j,ZO x x/-j,iY i=O 
+ b z x,_j py. 
r=st1 ’ 
,.p+s-r]P”].fV-j~_i~l 
P-1 
ZZ x _a’p \-1- i x,_j,,y-‘ry. _ I ,.s r s,/=0 ,%l r=o 
+bi pg xI-j,rY-jrYj,s-r 
j=O r=s+ 1 
p-1 s 
+ a j=q, z. XI-i.rY-jrYj,s-r 
P-1 p--I 
+ ab j=z, ,z+, XI-j.rY-irYj.p+s-r 1 
P--l = c _4PS1A,,, + bB,,, + ac,,, + abD,,,l. 
s,l=0 
(1) 
(2) 
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This F-algebra (L, G, a) = (L, G, f) can thus also be described in the following 
manner. Let X and Y be noncommuting indeterminates over F, and form the free F- 
algebra F(X, Yi on the symbols X and Y. For any a, b in F and pth root of unity y, 
denote the ideal of F[X, Y] generated by the relations 
XY = yrx, X’=b, YP=a 
by I(p, y, a, b). Then the quotient algebra 
(P, Y, a , b) = FUX, YD/Z(P, Y, a, b) 
is (L, G, a) as given. 
Referring to Eq. (2), it is clear that computing (Aj,,}j4rlo is the same as computing 
the product in (p, y, 0,O) = (F, y). If we introduce the changes in notation 
Xj_i,*=~j-i,p-~__r~ Yi,s-r = Yi,p-l(s-0’ 
R=p-l-r, s=p-2-s, 
computing (B,,,}:,;‘, is equivalent to computing {Bj,,}~:d;~:~, where 
& = i i fj_i,Ry-i(p-‘-R’yi,S_R. 
i=O R=O 
Therefore the complexity of computing {B,,,)~,T’~ is less than or equal to 
~((p, y, 0,O)). Similarly, the complexity of computing {Cj,,}iq;~o or {Dj,,}y,;Jo is 
bounded above by n((p, y, 0,O)). Hence, for any a, b in F, 
n((p, Y, a, b)) < 4z((p, Y, 030)). 
By generating four equations in the unknowns Aj,s, Bj,,, C,,,, and DjVs by 
computing the product in four isomorphic copies of the algebra (p, y, a, b) it may 
thus be seen that: 
THEOREM 4.4. For all a, b, c, d in F, 
4n((p, y, a, b)) > ~L((P, Y, c, d)) > $((P, 1’7 a, b)). 1 
Combining Theorems 3.6 and 4.4, one immediately obtains 
THEOREM 4.5. Let F be an algebraic number Jield containing all pth roots of 
unity for a prime p and let L be a degree p Galois extension of F with L = F((a, y)) 
for the Lagrange resolvent (a, y). Suppose that A is a central simple F-algebra of 
dimension p2 with splitting j?eld L. Then 
$((F, r)) < n(A) Q 4r((F, 7)). 1 
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5. MULTIPLICATIVE COMPLEXITY AND NILPOTENCY 
The purpose of this section is to prove the following theorem: 
Let F be a fully crossed perfect field and A be an n-dimensional F-algebra with 
Jacobson radical J(A) such that J(A)* = {O}. Then n(A) = O(n’.5). 
We shall prove this theorem by first treating the case, where A is a central simple 
F-algebra, and then gradually reducing the constraints on A. 
THEOREM 5.1. Let F be a fully crossed field and A be a central simple F-algebra 
of dimension n. Then n(A) = O(n’.‘). 
Proof: Since F is fully crossed, there is a Galois extension L of F with Galois 
group G of order ) GI = fi and a factor setf such that A = (L, G, f). If 
x= c l&x0, Y= c u,y, 
USC TEG 
in (L, Gf), 
Thus 
THEOREM 5.2. Let A be a simple n-dimensional algebra over the fully crossed 
field F. Then x(A) = O(n’.‘). 
Proof Let r = (A : Z(A)), s = (Z(A) : F) so that n = rs. Then 
n(A) < ~.Z(Aj(A) n(Z(A)). 
Since Z(A) is a field and A is a central simple Z(A)-algebra, 
x(A) < (4r’.5 - 2r)(2s - 1). 
Hence 
n(A) = O((rs)‘.‘) = O(n’.5). 1 
THEOREM 5.3. Let A be a semisimple n-dimensional algebra over the fully 
crossedfield F. Then n(A) = 0(n’.5). 
Proof: Since A is semisimple, there exist simple F-algebras A, ,..., A, with 
A= fi Ai. 
i=l 
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Thus 
n(A)< i dAi) 
i=l 
implies 
n(A) = O(P). I 
For the remainder of this section, we assume that F is perfect. Then by the 
Wedderburn principal theorem A may be written as 
A =B@ J(A), 
where B is a semisimple subalgebra and J(A) is the Jacobson radical of A. Since B is 
semisimple, there are simple subalgebras B, ,..., B, with B = n;= 1 Bi. Hence 1 E B 
may be written as 1 = I-I;=, ei with ei E Bi orthogonal idempotents. Then 
J(A) = J(A) . 1 = fi J(A)e, = 1 - J(A) = fi e,J(A). 
i=l i=l 
If J(A)* = {O), J(A) is a left and right module over the ring B. 
DEFINITION 5.1. Let R be an F-algebra, M a left R-module, and N a right R- 
module. Define n(R, M) to be the (bilinear) multiplicative complexity of computing 
x a m for x E R, m E M. Similarly n(N, R) is the (bilinear) multiplicative complexity 
of computing n - x for x E R, n E N. Note that n(R, R) = n(R). 
The subaddivity of the complexity of a Cartesian product immediately yields 
THEOREM 5.4. Let A be an algebra over a perjkctfield F with J(A)* = (0) and 
A = B 0 J(A), B = nT=, Bi, B, simple, 1 = ni= 1 et, where e, ,..., e, are orthogonal 
idempotents: 
(3) 
i=l 
To obtain an upper bound on x(A), it is thus sufficient to determine upper bounds 
for the last two terms of Eq. (5), x(Bi, J(A)e,), and $e,J(A), Bi). This is accom- 
plished via Lemma 5.1, which shows that these multiplication problems are both 
matrix multiplication problems. 
LEMMA 5.1. With notation as in Theorem 5.4, J(A)e, is isomorphic as a left B,- 
module to a direct product of iolumns of B, = M(m,, D,). Also, e,J(A) is isomorphic 
as a right B,-module to a direct product of rows of Bi. 
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Proof: The lemma follows directly from the structure theory of modules over 
semisimple rings [ 12, Sect. 4.31. I 
Hence, combining Theorems 5.3 and 5.4 with Lemma 5.1, we have 
THEOREM 5.5. Let A be an n-dimensional algebra over the fully crossed perfect 
field F. Then, ifJ(A)’ = {0}, 
z(A) = O(n’.‘). I 
Hence any algebra over a fully crossed field of characteristic zero with hard-to- 
compute multiplication (see Fiduccia [9, lo]) must have an index of nilpotency of its 
Jacobson radical greater than two. 
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