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We introduce a class of rings we call right Gaussian rings, deﬁned
by the property that for any two polynomials f , g over the ring
R , the right ideal of R generated by the coeﬃcients of the product
f g coincides with the product of the right ideals generated by the
coeﬃcients of f and of g, respectively. Prüfer domains are precisely
commutative domains belonging to this new class of rings. In
this paper we study the connections between right Gaussian rings
and the classes of Armendariz rings and rings whose right ideals
form a distributive lattice. We characterize skew power series rings
(ordinary as well as generalized) that are right Gaussian, extending
to the noncommutative case a well-known result by Anderson and
Camillo. We also study quotient rings of right Gaussian rings.
© 2010 Elsevier Inc. All rights reserved.
Introduction
Prüfer domains are commutative domains in which every nonzero ﬁnitely generated ideal is in-
vertible. Since such domains play a central role in multiplicative ideal theory, any equivalent condition
to the Prüfer domain notion is of great interest, and it is also natural to study such conditions in the
context of commutative rings with zero-divisors. Recently intensive investigations in this direction are
focused on Gaussian rings (see [6]), that is commutative rings R such that
for any two polynomials f , g ∈ R[x] we have c( f g) = c( f )c(g), (0.1)
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proved by H. Tsang [20] and R. Gilmer [5], Prüfer domains are precisely Gaussian domains.
In this paper we extend the notion of a Gaussian ring to the noncommutative setting by intro-
ducing a new class of rings which we call right Gaussian rings. The deﬁnition of a right Gaussian ring
is formally a “right-handed version” of that of a commutative Gaussian ring, in the sense that we
just take the old deﬁning condition (0.1) and replace each ideal c(h) generated by the coeﬃcients of
a polynomial h ∈ R[x] with the right ideal cr(h) generated by the coeﬃcients. As we will see, some
properties of right Gaussian rings are “right-handed versions” of corresponding properties of commu-
tative Gaussian rings, but the correspondence is valid only in a limited scale. Furthermore, the proofs
in the noncommutative case usually require more substantial work, since the techniques based on
rings of quotients that are main tools in proving properties of commutative Gaussian rings do not
work well over right Gaussian rings. For instance, a ring of quotients may not exist for a right Gaus-
sian ring (Example 5.1), and even when it does exist, it need not be right Gaussian (Example 5.4).
Rings of quotients of right Gaussian rings are discussed in details in Section 5.
Our main motivation for introducing right Gaussian rings comes from a well-known result on
power series rings by D.D. Anderson and V. Camillo, which states that for any commutative ring R the
following conditions are equivalent (see [1, Theorem 17]):
(1) The power series ring Rx is Gaussian.
(2) The lattice of ideals of Rx is distributive.
(3) Rx has weak dimension less than or equal to one.
(4) Rx is Bezout.
(5) R is ℵ0-injective von Neumann regular.
The equivalences of conditions (2) through (5) have been already extended to skew power series rings
in [14], and further to skew generalized power series rings in [15] (see the beginning of Section 4 for
the deﬁnition of the latter construction). As we show in Sections 3 and 4, right Gaussian rings are
precisely the missing element which allows to extend fully the Anderson–Camillo result to the afore-
mentioned noncommutative generalizations of commutative power series rings (see Theorems 3.1
and 4.1).
The implication (2) ⇒ (1) in the Anderson–Camillo theorem is an immediate consequence of
a well-known result which states that any commutative ring with a distributive lattice of ideals is
Gaussian (see [6, Theorem 3.3.1]). In Section 2 we prove an analogous result for right Gaussian rings
(see Theorem 2.1). In Section 1 we establish some basic properties of right Gaussian rings; in partic-
ular we show that a ring R is right Gaussian if and only if all right ideals of R are two-sided ideals
and every homomorphic image of R is an Armendariz ring (see Theorem 1.5).
Throughout this paper, rings are associative and they contain an identity element 1 (1 = 0). The
sets of integers and positive integers are denoted by Z and N, respectively.
1. Right Gaussian rings
In this section we introduce the notion of a right Gaussian ring and prove some basic properties
of such rings.
For a ring R and a polynomial f ∈ R[x], let cr( f ) denote the right ideal of R generated by the
coeﬃcients of f . Obviously, for any f , g ∈ R[x] we have cr( f g) ⊆ cr( f )cr(g).
Deﬁnition 1.1. A ring R is right Gaussian if cr( f g) = cr( f )cr(g) for any f , g ∈ R[x].
We start the study of right Gaussian rings by observing that the class of such rings is closed under
homomorphic images and direct products.
Proposition 1.2. If a ring R is right Gaussian, then so is any homomorphic image of R.
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i=0 ϕ(ai)xi ∈ R ′[x], obtaining a ring epimorphism ϕ : R[x] → R ′[x]. Since cr(ϕ( f )) = ϕ(cr( f )) for
any f ∈ R[x], the result follows. 
Corollary 1.3. A direct product ring
∏
i∈I Ri is right Gaussian if and only if each component ring Ri is.
Proof. The “only if” part follows from Corollary 1.2 applied to the natural projection of
∏
i∈I Ri on Ri .
To prove the converse, consider any polynomial h =∑mj=0 a jx j ∈ (∏i∈I Ri)[x], and for any i0 ∈ I set
hi0 =
∑m
j=0 πi0(a j)x j ∈ Ri0 [x], where πi0 :
∏
i∈I Ri → Ri0 is the natural projection. It is easy to see that
cr(h) =∏i∈I cr(hi). Hence, if all the Ri ’s are right Gaussian, then for any f , g ∈ (∏i∈I Ri)[x] we have
cr( f )cr(g) =
∏
i∈I
cr( f i) ·
∏
i∈I
cr(gi) ⊆
∏
i∈I
cr( f i)cr(gi)
=
∏
i∈I
cr( f i gi) =
∏
i∈I
cr
(
( f g)i
)= cr( f g).
Since the inclusion cr( f g) ⊆ cr( f )cr(g) is obvious, we obtain cr( f g) = cr( f )cr(g), which proves the
“if” part. 
Recall that a ring R is right duo if any right ideal of R is a two-sided ideal.
Lemma 1.4. If a ring R is right Gaussian, then R is right duo.
Proof. Let I be a right ideal of R , let a ∈ I , and let f = 1, g = a ∈ R[x]. Then cr( f ) = R and cr(g) =
cr( f g) = aR , and since R is right Gaussian, we obtain RaR = cr( f )cr(g) = cr( f g) = aR . Hence Ra ⊆
aR ⊆ I , proving that R is right duo. 
Recall that a ring R is an Armendariz ring if whenever the product of two polynomials over R is
zero, then the products of their coeﬃcients are all zero, that is, for any f =∑mi=0 aixi , g =∑nj=0 b jx j ∈
R[x], if f g = 0, then aib j = 0 for all i, j. Armendariz rings, introduced by Rege and Chhawchharia
in [17], as well as their numerous generalizations (see [10]), recently are objects of intensive investi-
gation.
It is obvious that any right Gaussian ring is Armendariz. As proved by Anderson and Camillo in
[1, Theorem 8], a commutative ring R is Gaussian if and only if every homomorphic image of R is
Armendariz. Below we extend the Anderson–Camillo result to noncommutative rings.
Theorem 1.5. A ring R is right Gaussian if and only if R is right duo and every homomorphic image of R is
Armendariz.
Proof. The “only if” part follows from Lemma 1.4. To prove the “if” part, consider any polynomials
f =∑mi=0 aixi , g =∑nj=0 b jx j ∈ R[x]. Since R is right duo, I = cr( f g) is an ideal of R . In what follows
the “bars” refer to modulo I , that is R = R/I , and a = a + I for any a ∈ R . Clearly, all the coeﬃcients
of the product f g belong to cr( f g), and thus for the polynomials fˆ =∑mi=0 aixi , gˆ =∑nj=0 b jx j ∈ R[x]
we have fˆ gˆ = 0. Since R is Armendariz, it follows that aib j = 0 for any i, j, and thus aib j ∈ I = cr( f g).
Since R is right duo, we get ai Rb j ⊆ aib j R ⊆ cr( f g), which leads to cr( f )cr(g) = cr( f g). 
We close this section with two results that provide us with examples of right Gaussian rings. Given
an endomorphism σ of a ring R , in Proposition 1.6 below we characterize the right Gaussianess of
the skew polynomial ring R[x;σ ] whose elements are polynomials in x, with coeﬃcients in R written
on the left, and with multiplication deﬁned by xa = σ(a)x for any a ∈ R .
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R is right distributive if the lattice of right ideals of R is distributive, i.e. (I + J )∩ K = (I ∩ K )+ ( J ∩ K )
for any right ideals I, J , K of R . Relationships between right distributive rings and right Gaussian
rings will be studied more closely in Section 2.
Proposition 1.6. Let σ be an endomorphism of a ring R. Then the following conditions are equivalent:
(1) R[x;σ ] is right Gaussian.
(2) R[x;σ ] is right distributive and σ is injective.
(3) R is commutative von Neumann regular and σ is the identity map of R.
Proof. (1) ⇒ (3) Assume that R[x;σ ] is right Gaussian. Then by Lemma 1.4, R[x;σ ] is right duo, and
thus [8, Theorem 1] implies that R is commutative and σ is the identity map of R . Hence R[x] is a
commutative Gaussian ring, and applying [1, Theorem 16] we obtain that R is von Neumann regular.
(2) ⇔ (3) This equivalence is proved in [21, 6.67].
(3) ⇒ (1) follows from [1, Theorem 16]. 
The following example shows that for a right Gaussian ring R , neither the polynomial ring R[x]
nor subrings of R must be right Gaussian, even in the case where R is commutative.
Example 1.7. (a) Let F be a ﬁeld, and let R = F [y]. Then by Proposition 1.6, R is Gaussian but by the
same proposition, the polynomial ring R[x] is not Gaussian.
(b) Let R = F (x, y) be the rational function ﬁeld in two variables x, y over a ﬁeld F . Then obviously
R is Gaussian, but by Proposition 1.6 the subring S = F [x, y] of R is not Gaussian.
In an obvious way one can deﬁne left Gaussian rings. We will show in Example 1.9 that a right
Gaussian ring need not be left Gaussian. To construct the example, we will use the following property
of local rings. Recall that a ring R is local if R has exactly one maximal right (left) ideal; in this case
the unique maximal right (left) ideal of R coincides with the Jacobson radical J (R) of R .
Proposition 1.8. Let R be a local ring with J (R)2 = 0. Then
(a) R is Armendariz.
(b) If R is right duo, then R is right Gaussian.
Proof. (a) Set J = J (R) and consider any polynomials f = ∑mi=0 aixi , g = ∑nj=0 b jx j ∈ R[x] with
f g = 0. Since the ring R/ J is a domain, so is the ring R[x]/ J [x] ∼= (R/ J )[x], and thus f ∈ J [x] or
g ∈ J [x]. If f ∈ J [x] and g ∈ J [x], then using J2 = 0, we obtain aib j = 0 for any i, j. Next we consider
the case where f ∈ J [x] and g /∈ J [x]. If f = 0, we can choose minimal i0 with ai0 = 0, and minimal
j0 with b j0 /∈ J . Then ai0b j0 is the xi0+ j0 -coeﬃcient of f g , and thus ai0b j0 = 0. Since b j0 is a unit
of R , we obtain ai0 = 0, a contradiction. Hence f = 0, and thus aib j = 0 for all i, j. Similarly one
concludes that all the aib j ’s are zero in the remaining case where f /∈ J [x] and g ∈ J [x].
(b) Since the class of local right duo rings R with J (R)2 = 0 is homomorphically closed, (b) follows
from (a) and Theorem 1.5. 
Now we are in a position to construct a right Gaussian ring that is not left Gaussian.
Example 1.9. Let F be a ﬁeld and ϕ an endomorphism of F such that ϕ(F )  F . Let R be the set of all
matrices of the form
( ϕ(a) b
0 a
)
, where a,b ∈ F . Then R is a ring with usual addition and multiplication
of matrices as operations. Since the only right ideals of R are 0, J (R) = ( 0 F
0 0
)
and R itself, it follows
that R is a local right duo ring. Since furthermore J (R)2 = 0, R is right Gaussian by Proposition 1.8.
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( 0 1
0 0
)
R  R
( 0 1
0 0
)
, and thus R is not left duo. Hence the left
version of Lemma 1.4 implies that R is not left Gaussian.
2. Right duo right distributive rings are right Gaussian
It is well known that a commutative ring R is a Prüfer domain if and only if R is a Gaussian do-
main if and only if R is a distributive domain (see [5, Theorem 25.2, Corollary 28.5, Theorem 28.6]).
Thus in the commutative case, both Gaussian rings and distributive rings extend the notion of a
Prüfer domain to rings with zero-divisors. When passing from commutative domains to the class of
all commutative rings, one implication between the Gaussian condition and the distributivity con-
dition remains valid; namely, if a commutative ring R is distributive, then R is Gaussian (see [6,
Theorem 3.3.1]). In this section, in Theorem 2.1 below, we extend this implication to the noncommu-
tative case. To get the result, however, it is not possible to use the rings of quotients, which are the
main tool in studying commutative Gaussian rings, since in general the rings of quotients do not exist
for noncommutative right Gaussian rings, as we will see in Section 5.
Theorem 2.1. If R is a right duo right distributive ring, then R is right Gaussian.
Proof. Let R be a right duo right distributive ring. Since the class of such rings is homomorphically
closed, it follows from Theorem 1.5 that to prove that R is right Gaussian, it suﬃces to show that R
is an Armendariz ring.
Let f =∑mk=0 akxk , g =∑nl=0 blxl ∈ R[x] be any polynomials such that f g = 0. We have to show
that akbl = 0 for any k, l. For this, it suﬃces to prove that
for any maximal right ideal M of R there exists s ∈ R \ M with akbls = 0. (2.1)
Indeed, assume (2.1) and suppose that akbl = 0 for some k, l. Then I = {x ∈ R: akblx = 0} is a right
ideal of R which is proper (since 1 /∈ I), and thus I ⊆ M for some maximal right ideal M of R , which
would contradict (2.1).
To prove (2.1), consider any maximal right ideal M of R . Since the ring R is right distributive, it
follows from [19, Corollary 4 of Proposition 1.1] and [4, Corollary 3.6] that M is an ideal of R , the set
R \ M is multiplicatively closed, and
for any c,d ∈ R there exists t ∈ R \ M such that ct ∈ dR or dt ∈ cR .
Using that, along with the assumption that R is a right duo ring, it easily follows by induction
on n that there exists j ∈ {0,1, . . . ,n} such that for some u ∈ R \ M we have blu ∈ b j R for any
l ∈ {0,1, . . . ,n}. Choose maximal j with the above property, and consider any p ∈ {0,1, . . . ,n} with
p > j. If bpu /∈ b jM , then since bpu ∈ b j R , bpu = b jw for some w ∈ R \ M . Hence uw ∈ R \ M and for
any l ∈ {0,1, . . . ,n} we have bluw ∈ b j Rw ⊆ b jwR = bpuR ⊆ bp R , contradicting the maximality of j.
Thus bpu ∈ b jM . Hence, as we have just proved, there exists j ∈ {0,1, . . . ,n} and u ∈ R \ M such that
for any l ∈ {0,1, . . . ,n},
blu ∈ b j R, and furthermore, if l > j, then blu ∈ b jM. (2.2)
In what follows, j and u is a concrete pair satisfying (2.2).
Next we consider the coeﬃcients of the polynomial f =∑mk=0 akxk ∈ R[x]. Since R is right duo,
for any k there exists a′k ∈ R with akb j = b ja′k . Similarly as above, one can show that there exists
i ∈ {0,1, . . . ,m} and v ∈ R \ M such that for any k ∈ {0,1, . . . ,m},
a′ v ∈ a′i R, and furthermore, if k > i, then a′ v ∈ a′iM. (2.3)k k
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and thus the coeﬃcient multiplied by uv is equal to 0 as well, i.e.
∑
{(k,l): k+l=i+ j}
akbluv = 0. (2.4)
Let akbluv be any summand of (2.4) with (k, l) = (i, j). Then either k > i or l > j. If k > i, then using
(2.2), (2.3) and the right duo condition, we obtain
akbluv ∈ akb j Rv = b ja′kRv ⊆ b ja′kvR ⊆ b ja′iMR ⊆ aib jM.
Since R is right duo and v ∈ R \ M , it follows that Mv ⊆ vM , and thus in the case where l > j, we
obtain
akbluv ∈ akb jMv = b ja′kMv ⊆ b ja′kvM ⊆ b ja′i RM ⊆ aib jM.
Therefore, for any summand akbluv of (2.4) with (k, l) = (i, j) we have akbluv ∈ aib jM . Hence, it
follows from (2.4) that for some q ∈ M we have aib juv + aib jq = 0, and thus aib jt = 0 with t =
uv + q ∈ R \ M . Set s = uvt , and consider any pair ak,bl of the coeﬃcients of the polynomials f
and g . Then s ∈ R \ M , and
akbls = akbluvt ∈ akb j Rvt = b ja′kRvt ⊆ b ja′kvRt ⊆ b ja′i Rt = aib j Rt ⊆ aib jtR = {0},
which proves (2.1). 
In the following example we construct a commutative Gaussian ring that is not distributive (cf.
[6, Example 3.3.2]). Hence the converse of Theorem 2.1 is not true, even in the case of commutative
rings.
Example 2.2. Let V be a vector space over a ﬁeld F such that dimF V  2. Then the set R of all
matrices of the form
( a v
0 a
)
, where a ∈ F and v ∈ V , with usual addition and multiplication of matrices,
is a commutative local ring with J (R) = ( 0 V
0 0
)
. Since J (R)2 = 0, R is Gaussian by Proposition 1.8(b).
On the other hand, since dimF V  2, we can choose two linearly independent vectors u, v ∈ V . Since
for the ideals I = ( 0 Fu
0 0
)
, J = ( 0 F v
0 0
)
and K = ( 0 F (u+v)
0 0
)
of R we have
(I + J ) ∩ K = K and (I ∩ K ) + ( J ∩ K ) = 0,
R is not distributive.
Recall that a ring R is strongly regular if a ∈ a2R for any a ∈ R . Strongly regular rings are precisely
right duo von Neumann regular rings. Since strongly regular rings are right distributive, the following
corollary is an immediate consequence of Theorem 2.1.
Corollary 2.3. Strongly regular rings are right Gaussian.
A ring R is called a right chain ring if its right ideals are totally ordered by inclusion [2]. Clearly,
any right chain ring is right distributive, and thus the following corollary follows immediately from
Theorem 2.1.
Corollary 2.4. If R is a right duo right chain ring, then R is right Gaussian.
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Theorem 2.1.
Corollary 2.5. If R is a right duo right distributive ring, then R is an Armendariz ring.
3. Right Gaussian skew power series rings
If R is a ring and σ is an endomorphism of R , then Rx;σ denotes the skew power series ring
whose elements are power series in x, with coeﬃcients in R written on the left, and with multipli-
cation deﬁned by xa = σ(a)x for any a ∈ R . The aim of this section is to characterize right Gaussian
skew power series rings.
Recall that a ring R is right Bezout if all its ﬁnitely generated right ideals are principal, and R is
reduced if it contains no nonzero nilpotent element, i.e. a2 = 0 implies a = 0 for any a ∈ R . A ring
R is said to be right quasi-duo (resp. semicommutative) if every maximal right ideal of R (resp. the
right annihilator of every element of R) is a two-sided ideal of R . A ring R is right ℵ0-injective if any
homomorphism from a countably generated right ideal of R into R extends to a right R-module endo-
morphism of R . It is well known that for strongly regular rings ℵ0-injectivity is left-right symmetric
(see [21, 4.88]).
An endomorphism σ of a ring R is idempotent-stabilizing if σ(e) = e for every idempotent e ∈ R .
A ring R is strongly right duo if abR = baR for any a,b ∈ R .
Theorem 3.1. Let σ be an endomorphism of a ring R. Then the following conditions are equivalent:
(1) Rx;σ  is right Gaussian.
(2) Rx;σ  is right duo right distributive.
(3) Rx;σ  is reduced right distributive.
(4) Rx;σ  is right distributive and σ is injective.
(5) Rx;σ  is right duo of weak dimension less than or equal to one.
(6) Rx;σ  is right duo right Bezout.
(7) Rx;σ  is reduced right Bezout.
(8) Rx;σ  is right quasi-duo right Bezout and σ is injective.
(9) Rx;σ  is semicommutative right Bezout and σ is injective.
(10) R is ℵ0-injective strongly regular, and σ is bijective and idempotent-stabilizing.
If any of the equivalent conditions (1)–(10) holds, then the ring Rx;σ  is strongly right duo.
Proof. It follows immediately from [14, Theorem 1.6] that conditions (2)–(10) are equivalent.
(2) ⇒ (1) is a direct consequence of Theorem 2.1.
(1) ⇒ (10) Assume that the ring A = Rx;σ  is right Gaussian. Then A is right duo by Lemma 1.4,
and thus [14, Proposition 2.2] implies that σ is bijective and idempotent-stabilizing.
By [15, Lemma 1.10], to prove that R is strongly regular, it suﬃces to show that σ(a) ∈ σ(a)aR for
any a ∈ R . To get the latter we observe that since A is right Gaussian and in the polynomial ring A[X]
we have (σ (a) + xX)(a − xX) = σ(a)a − x2X2, there exist f , g ∈ A such that
σ(a)x = σ(a)af + x2g. (3.1)
Equating x-coeﬃcients in (3.1), we obtain σ(a) ∈ σ(a)aR , as desired.
We already know that R is strongly regular, and thus by [21, 4.88], to prove that R is ℵ0-injective
it suﬃces to show that for any countable set {e1, e2, . . .} of orthogonal idempotents of R and any
countable set {a1,a2, . . .} of elements of R there exists c ∈ R such that enan = enc for all n ∈ N. To
prove the condition, for any n we set bn = σ 4n−4(an), and we observe that since σ is idempotent-
stabilizing, in A[X] we have
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n=1
enx
2n−2 +
( ∞∑
n=1
enbnx
2n−1
)
X
]
·
[ ∞∑
n=1
enx
2n−2 −
( ∞∑
n=1
enσ
2−2n(bn)x2n−1
)
X
]
=
∞∑
n=1
enx
4n−4 −
( ∞∑
n=1
enbnσ(bn)x
4n−2
)
X2.
Since A is right Gaussian, the above equality implies that there exist f , g ∈ A with
∞∑
n=1
enbnx
4n−3 =
( ∞∑
n=1
enx
2n−2
)
·
( ∞∑
n=1
enσ
2−2n(bn)x2n−1
)
=
( ∞∑
n=1
enx
4n−4
)
f +
( ∞∑
n=1
enbnσ(bn)x
4n−2
)
g.
For any n ∈ N, multiplying the above equation by en from the left, we get
enbnx
4n−3 = enx4n−4 f + enbnσ(bn)x4n−2g. (3.2)
Equating x4n−3-coeﬃcients in (3.2), we obtain enbn = enσ 4n−4(c), where c is the x-coeﬃcient of f .
Since bn = σ 4n−4(an), and σ is bijective and idempotent-stabilizing, it follows that enan = enc for all n,
proving that R is ℵ0-injective.
To complete the proof, we assume that any of the equivalent conditions (1)–(10) holds, and we
show that the ring A = Rx;σ  is strongly right duo. Since (10) holds, [14, Proposition 2.4] implies
that for any a,b ∈ A there exist power series f , g ∈ A such that the coeﬃcients of f (respec-
tively, of g) are central orthogonal idempotents of R , and aA = f A and bA = gA. Using that σ is
idempotent-stabilizing, it is easy to see that f g = g f . Since A satisﬁes (2), A is right duo, and thus
abA = aAbA = f Ag A = f g A = g f A = gA f A = bAaA = baA. 
As a direct consequence of Theorem 3.1 we obtain the following characterization of when a power
series ring Rx is right Gaussian.
Corollary 3.2. For any ring R the following conditions are equivalent:
(1) Rx is right Gaussian.
(2) Rx is right duo right distributive.
(3) Rx is reduced right distributive.
(4) Rx is right distributive.
(5) Rx is right duo of weak dimension less than or equal to one.
(6) Rx is right duo right Bezout.
(7) Rx is reduced right Bezout.
(8) Rx is right quasi-duo right Bezout.
(9) Rx is semicommutative right Bezout.
(10) R is ℵ0-injective strongly regular.
A particular case of the above corollary is the following result of Anderson and Camillo (see [1,
Theorem 17]) characterizing commutative Gaussian power series rings.
Corollary 3.3. For any commutative ring R the following conditions are equivalent:
(1) Rx is Gaussian.
(2) Rx is (reduced) distributive.
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(4) Rx is Bezout.
(5) R is von Neumann regular and ℵ0-injective.
4. Right Gaussian skew generalized power series rings
The aim of this section is to extend Theorem 3.1 to skew generalized power series rings. The
skew generalized power series construction, introduced in [13], embraces a wide range of classical
ring-theoretic extensions, including skew polynomial rings, skew power series rings, skew Laurent
polynomial rings, skew group rings, Mal’cev–Neumann Laurent series rings, the “untwisted” versions
of all of these, and the “untwisted” rings of generalized power series (see [18] for the deﬁnition of
the last class of rings). In order to recall the skew generalized power series ring construction, we need
some deﬁnitions.
Let S be a monoid (i.e. a semigroup with identity which is not necessarily commutative), with an
operation written multiplicatively, and let  be a (partial) order relation on the set S . We say that
(S,) is an ordered monoid if for any s, t, v ∈ S , s  t implies sv  tv and vs  vt . Moreover, if for
any s, t, v ∈ S , s < t implies sv < tv and vs < vt , then (S,) is said to be a strictly ordered monoid.
Given a ring R , a strictly ordered monoid (S,) and a monoid homomorphism ω : S → End(R),
consider the set A of all maps f : S → R whose support supp( f ) = {s ∈ S | f (s) = 0} is artinian (i.e.,
it does not contain any inﬁnite strictly decreasing chains of elements) and narrow (i.e., it does not
contain inﬁnite subsets of pairwise order-incomparable elements). If f , g ∈ A and s ∈ S , it turns out
that the set
Xs( f , g) =
{
(x, y) ∈ supp( f ) × supp(g): s = xy}
is ﬁnite. Thus one can deﬁne the product f g : S → R of f , g ∈ A as follows:
( f g)(s) =
∑
(x,y)∈Xs( f ,g)
f (x)ωx
(
g(y)
)
for any s ∈ S
(by convention, a sum over the empty set is 0). With pointwise addition and multiplication as de-
ﬁned above, A becomes a ring, called the ring of skew generalized power series with coeﬃcients in R and
exponents in S , and denoted by RS,ω.
We will use the symbol 1 to denote the identity elements of the monoid S , the ring R and the
ring RS,ω. To each r ∈ R and s ∈ S , we associate elements cr,es ∈ RS,ω deﬁned by
cr(x) =
{
r if x = 1,
0 if x ∈ S \ {1}, es(x) =
{
1 if x = s,
0 if x ∈ S \ {s}
(note that cr has a different meaning than cr ; the latter was deﬁned at the beginning of Section 1).
It is clear that r → cr is a ring embedding of R into RS,ω and s → es is a monoid embedding of S
into the multiplicative monoid of the ring RS,ω. Furthermore, we have escr = cωs(r)es for any r ∈ R
and s ∈ S .
Recall that an ordered monoid (S,) is positively ordered if s 1 for any s ∈ S . An obvious example
of such a monoid is S0 = N ∪ {0} under addition, with its natural linear order. It is clear that if σ is
an endomorphism of a ring R , then the map ω : S0 → End(R) given by ω(n) = σ n for any n ∈ S0, is a
monoid homomorphism, and the ring RS0,ω is isomorphic to the skew power series ring Rx;σ.
Hence, skew power series rings, which we studied in Section 3, can be considered as a special case
of skew generalized power series rings with positively ordered exponents.
We are now in a position to extend the main result of Section 3, Theorem 3.1, to skew generalized
power series rings RS,ω with S a positively ordered monoid. Recall that a monoid S is a right chain
monoid if the right ideals of S are totally ordered by set inclusion [3], i.e. for any s, t ∈ S we have sS ⊆
t S or t S ⊆ sS . Recall also that a monoid S is cyclic if there exists s ∈ S such that S = {sn: n ∈ N∪ {0}}.
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a monoid homomorphism. Then the following conditions are equivalent:
(1) RS,ω is a right Gaussian ring and S is a right chain monoid.
(2) RS,ω is right duo right distributive.
(3) RS,ω is reduced right distributive.
(4) RS,ω is right distributive and ωs is injective for any s ∈ S.
(5) RS,ω has weak dimension less than or equal to one and is right duo.
(6) RS,ω is right duo right Bezout.
(7) RS,ω is reduced right Bezout.
(8) RS,ω is right quasi-duo right Bezout and ωs is injective for any s ∈ S.
(9) RS,ω is semicommutative right Bezout and ωs is injective for any s ∈ S.
(10) For any s ∈ S, ωs is bijective and idempotent-stabilizing, and either
(a) S is cyclic and R is ℵ0-injective strongly regular
or
(b) S is not cyclic, S is a right chain monoid and R is a ﬁnite direct product of division rings.
Since the equivalence of conditions (2) through (10) of the above theorem has been already estab-
lished in [15, Theorem 1.16], to prove the result it suﬃces to prove the implications (1) ⇒ (10) and
(2) ⇒ (1). This will be achieved with the aid of the following two lemmas which give some necessary
conditions for the skew generalized power series ring RS,ω to be right Gaussian.
Recall that a monoid S is left cancellative if for any s,u, v ∈ S , su = sv implies u = v .
Lemma 4.2. Let R be a ring, (S,) a strictly ordered monoid, and ω : S → End(R) a monoid homomorphism
such that the ring RS,ω is right Gaussian. Then
(a) For any s ∈ S, ωs is idempotent-stabilizing.
(b) If the monoid (S,) is nontrivial, positively ordered and left cancellative, then R is strongly regular and
ωs is bijective for any s ∈ S.
Proof. (a) Since RS,ω is right Gaussian, RS,ω is right duo by Lemma 1.4. Thus (a) is an imme-
diate consequence of [15, Lemma 1.12(i)].
(b) Since S is left cancellative and RS,ω is right duo, [15, Lemma 1.12(ii)] implies that ωs is
bijective for any s ∈ S . To complete the proof we need to show that the ring R is strongly regular.
Since S is nontrivial, there exists s ∈ S \{1}. Since ωs is injective, it follows from [15, Lemma 1.10] that
to prove that R is strongly regular, it suﬃces to show that for any a ∈ R we have ωs(a) ∈ ωs(a)aR . For
that, set A = RS,ω. Since A is right Gaussian and in A[x] we have
(cωs(a) + esx)(ca − esx) = cωs(a)a − es2x2,
it follows that
cωs(a)es = cωs(a)a f + es2 g for some f , g ∈ A. (4.1)
Since (S,) is a positively strictly ordered monoid and s = 1, we deduce that s /∈ s2S . Hence from
(4.1) we obtain
ωs(a) = (cωs(a)es)(s) = (cωs(a)a f )(s) + (es2 g)(s) = ωs(a)af (s) ∈ ωs(a)aR,
as desired. 
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a monoid homomorphism such that the ring RS,ω is right Gaussian. If ωs is bijective for any s ∈ S and S
contains an inﬁnite sequence of elements t, s1, s2, s3, . . . such that
s1 < s2 < s3 < · · · < t,
then R is a ﬁnite direct product of division rings.
Proof. Since the ring R is strongly regular, it follows from [11, Corollary 13] that to prove that R is
a ﬁnite direct product of division rings, it suﬃces to show that R contains no inﬁnite sequence of
nonzero orthogonal idempotents. Suppose, for a contradiction, that there exists an inﬁnite sequence
e1, e2, e3, . . . of nonzero orthogonal idempotents of R . By assumption, in S there exist an element t
and a sequence (sn)n∈N such that
s1 < s2 < s3 < · · · < t.
Set A = RS,ω, and deﬁne p ∈ A by p(si) = ei for all i ∈ N, and p(x) = 0 for x ∈ S \ {s1, s2, s3, . . .}.
Since A is right Gaussian, A is right duo by Lemma 1.4, and thus there exists h ∈ A such that pet =
eth. We claim that
there exists an inﬁnite sequence u1,u2,u3, . . . of different elements of supp(h)
such that sit = tui for any i ∈ N.
To prove the claim, note ﬁrst that if i, j ∈ N and i = j, then sit = s jt . Indeed, if i < j, then si < s j , and
sit < s jt . Similarly we obtain sit > s jt in the case where i > j. Applying this observation, we obtain
0 = ei = p(si)ωsi
(
et(t)
)= (pet)(sit) = (eth)(sit).
Hence there exists ui ∈ supp(h) with sit = tui , and furthermore ui = u j if and only if i = j.
Now we deﬁne a function k : S → R as follows: k(ui) = ei for any i ∈ N, and k(x) = 0 for any
x ∈ S \ {u1,u2,u3, . . .}. Since supp(k) ⊆ supp(h), it follows that k ∈ A. Furthermore, using that ωt is
idempotent-stabilizing by Lemma 4.2(a), it is easy to see that pet = etk. Since in the ring A[x] we
have
(p + et x)(−et + kx) = −pet + (pk − et2)x+ pet x2
and A is right Gaussian, there exist f , g ∈ A with
et2 = pet f + pkg − et2 g. (4.2)
Since et2 = p(et f + kg) − et2 g and S is positively strictly ordered, it follows that
1= et2
(
t2
)= [p(et f + kg)](t2)− (et2 g)(t2)= ei1d1 + · · · + eindn −ωt2(g(1)) (4.3)
for some n, i1, . . . , in ∈ N and d1, . . . ,dn ∈ R . Take any j ∈ N \ {i1, i2, . . . , in}. Since e jeiq = 0 for all q ∈{1,2, . . . ,n}, by multiplying (4.3) by e j from the left, we obtain e j = −e jωt2 (g(1)). Since furthermore
ωt2 is idempotent-stabilizing and bijective, we deduce that e j = −e j g(1).
Next we take values of the summands of (4.2) on s ju j , and multiply them by e j from the left.
Since s j < t , we have s ju j < tu j = s jt < t2. Thus et2 (s ju j) = 0, and consequently
e j · et2(s ju j) = 0. (4.4)
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ωsit( f (v)), where sitv = s ju j . If we would have si = s j , then since S is positively strictly ordered,
sit  sitv = siui < tui = sit , a contradiction. Thus si = s j , hence p(si) = ei = e j , and e j p(si) = 0 fol-
lows, which shows that
e j · (pet f )(s ju j) = 0. (4.5)
Now we consider the value e j · (pkg)(s ju j). It is clear that (pkg)(s ju j) is a sum of elements of
the form z = p(si) · ωsi (k(ul)) · ωsiul (g(v)), where siul v = s ju j . If i = j, then p(si) = ei = e j , and
e j z = 0 follows. Similarly, if l = j, then k(ul) = el = e j , and again e j z = 0. We are left with the case
where i = l = j. Then s ju j v = s ju j , and since S is positively ordered, v = 1 follows. Hence e j z =
e j ·ωs ju j (g(1)) = ωs ju j (e j g(1)). We already know that e j g(1) = −e j , and thus
e j · (pkg)(s ju j) = −e j . (4.6)
Finally, we consider the value e j ·(et2 g)(s ju j). Since s ju j < t2 and S is positively ordered, it follows
that s ju j /∈ t2S , and thus (et2 g)(s ju j) = 0. Hence
e j · (et2 g)(s ju j) = 0. (4.7)
Now from Eqs. (4.2) and (4.4)–(4.7) we obtain e j = 0, a contradiction. 
We are now ready to prove Theorem 4.1.
Proof of Theorem 4.1. As we have already noted, conditions (2)–(10) are equivalent by [15, Theo-
rem 1.16]. In particular, by the equivalence (2) ⇔ (10), (2) implies that S is a right chain monoid and
thus the implication (2) ⇒ (1) follows from Theorem 2.1. Hence, to complete the proof it suﬃces to
show that (1) implies (10).
Assume (1). Since S is a right chain monoid, it follows that S is left cancellative, and thus by
Lemma 4.2, ωs is bijective and idempotent-stabilizing for any s ∈ S and R is strongly regular. To show
that (a) or (b) of (10) holds, we consider two cases, depending on whether S is cyclic or not. In the
ﬁrst case assume that S is generated by an element s ∈ S , and set σ = ωs . Since S is nontrivial and
strictly positively ordered, si = s j for any nonnegative integers i = j, and thus the ring RS,ω is iso-
morphic to the skew power series ring Rx;σ . Hence Rx;σ  is right Gaussian, and so Theorem 3.1
implies that R is ℵ0-injective strongly regular, establishing the implication (1) ⇒ (10) in this case.
We are left with the case where S is not cyclic. By [11, Lemma 7], in this case in S there exist an
element t and a sequence (sn)n∈N such that
s1 < s2 < s3 < · · · < t.
Hence by Lemma 4.3, R is a ﬁnite direct product of division rings, which completes the proof of the
implication (1) ⇒ (10). 
We close this section by pointing out that the “positively ordered” assumption is essential in Theo-
rem 4.1, i.e. if (S,) is not assumed to be positively ordered, then conditions (1)–(10) in Theorem 4.1
need not be equivalent. For instance, if R is a commutative artinian chain ring that is not a domain,
and (S,) is a nontrivial totally ordered commutative group, and ω : S → End(R) is the trivial monoid
homomorphism, then [12, Theorem 4.6] implies that RS,ω is a commutative chain ring that is not
reduced, and thus any of the conditions (1), (2), (4), (6), (8), (9) is satisﬁed but none of the conditions
(3), (5), (4), (7), (10) holds. For a more concrete example, one can consider R = Z/4Z, the ring of
integers modulo 4, and S = Z, the additive group of integers with its natural linear order .
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Rings of quotients are very useful tools in studying commutative Gaussian rings. In the noncom-
mutative setting the situation is different, as for a right Gaussian ring a ring of quotients may not
exist (see Example 5.1), and even when it exists, it need not be right Gaussian (see Example 5.4). The
aim of this section is to explain when a ring of right quotients of a right Gaussian ring (if it does
exist) is again right Gaussian.
Let R be a ring and S a multiplicative set in R (i.e. S · S ⊆ S , 1 ∈ S , and 0 /∈ S). Then a ring RS is
called a right ring of quotients of R with respect to S if there exists a ring homomorphism ϕ : R → RS
such that
(a) For any s ∈ S , ϕ(s) is a unit of RS .
(b) Every element of RS has the form ϕ(a)ϕ(s)−1 for some a ∈ R and s ∈ S .
(c) kerϕ = {r ∈ R: rs = 0 for some s ∈ S}.
It is well known (e.g. see [7, Theorem 10.6]) that the ring R has a right ring of quotients with respect
to S if and only if the following conditions are satisﬁed:
(1) For any a ∈ R and s ∈ S , aS ∩ sR = ∅.
(2) For a ∈ R , if ta = 0 for some t ∈ S , then as = 0 for some s ∈ S .
A multiplicative set S satisfying the above conditions (1) and (2) is called a right denominator set. If
the set S consists of all regular elements of R (i.e. all elements a ∈ R such that a is neither a left
zero-divisor nor a right zero-divisor of R), then the right ring of quotients RS is called the classical
right ring of quotients of R .
The following example shows that a right Gaussian ring may not have a right ring of quotients with
respect to a multiplicative set. In fact the example was constructed by G. Puninski in [16, Section 7]
to show that a (right and left) distributive ring R may not be localizable (see also [22, Example 3.3]).
Since the ring R in the example is (right and left) duo (see [16, Lemma 7.2(2)]), Theorem 2.1 implies
that R already is a right Gaussian ring.
Example 5.1. Let Z = Z[i] be the ring of Gaussian integers and Q(i) the ﬁeld of fractions of Z . Let
V1 = Z(2−i) and V2 = Z(2+i) be the localization of Z with respect to the maximal ideals (2 − i)Z
and (2 + i)Z , respectively, and set D = V1 ∩ V2. Then D is a Prüfer domain and the ideal P of D
generated by 2− i is a maximal ideal of D . Denote by M the right D-module Q(i)/DP , where DP is
the localization of D with respect to P , and make M into a left D-module by deﬁning dm =md for
any d ∈ D and m ∈ M , where d is the complex conjugation of d. Let R be the set of all matrices of
the form
( d m
0 d
)
, where d ∈ D and m ∈ M . Then R is a ring with the usual addition and multiplication
of matrices as operations. It is proved in [16, Section 7] that R is a right duo right distributive ring
(hence R is right Gaussian by Theorem 2.1) and S = R \ {( 0 m
0 0
)
: m ∈ M} is a multiplicative subset in
R such that R has no right ring of quotients with respect to S .
In the following lemma we give a suﬃcient condition for a right ring of quotients of a right
Gaussian ring to be again right Gaussian.
Lemma 5.2. Let R be a right Gaussian ring, S a right denominator set in R, and RS a right ring of quotients
with respect to S. If for any a ∈ R we have
Sa ⊆ aS or as = 0 for some s ∈ S, (5.1)
then RS is right Gaussian.
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then αiδβ j ∈∑m+nk=0 γkR S for all i, j, which obviously implies that RS is right Gaussian.
Let ϕ : R → RS be a ring homomorphism satisfying conditions (a)–(c) of the deﬁnition of RS ,
recalled at the beginning of this section. Since in RS any ﬁnite number of quotients can be brought to
a common denominator (see [7, p. 301]), there exist s ∈ S and a0, . . . ,am, b0, . . . ,bn,d ∈ R such that
αi = ϕ(ai)ϕ(s)−1 for any i ∈ {0, . . . ,m}, β j = ϕ(b j)ϕ(s)−1 for any j ∈ {0, . . . ,n}, and δ = ϕ(d)ϕ(s)−1.
Since R is right Gaussian, R is right duo by Lemma 1.4, and thus there exist b′0,b′1, . . . ,b′n,d′ ∈ R such
that b js = sb′j for any j ∈ {0, . . . ,n}, and ds = sd′ .
Now we consider the polynomials fˆ =∑mi=0 aixi , gˆ =∑nj=0 b′j x j ∈ R[x]. Let fˆ gˆ =∑m+nk=0 ckxk . Note
that for any k,
ϕ(ck) =
∑
i+ j=k
ϕ(ai)ϕ
(
b′j
)= ∑
i+ j=k
ϕ(ai)ϕ(s)
−1ϕ
(
sb′j
)= ∑
i+ j=k
ϕ(ai)ϕ(s)
−1ϕ(b js)
=
∑
i+ j=k
ϕ(ai)ϕ(s)
−1ϕ(b j)ϕ(s)−1ϕ(s)2 = γkϕ(s)2 ∈ γkR S .
Note also that since R is right Gaussian, for any i, j we have aid′b′j ∈
∑m+n
k=0 ckR , and thus
ϕ
(
aid
′b′j
) ∈ m+n∑
k=0
ϕ(ck)RS ⊆
m+n∑
k=0
γkR S . (5.2)
We are now in a position to show that αiδβ j ∈∑m+nk=0 γkR S for any pair i, j. The case where β j = 0
is clear. Thus we assume that β j = 0, and ϕ(b j) = 0 follows. Hence (5.1) implies that Sb j ⊆ b j S , and
thus sb j = b jt for some t ∈ S . Since b jts = s2b′j and ts ∈ S , we get
αiδβ j = ϕ(ai)ϕ(s)−1ϕ(d)ϕ(s)−1ϕ(b j)ϕ(s)−1 = ϕ(ai)ϕ
(
d′
)
ϕ(s)−2ϕ(b j)ϕ(s)−1
= ϕ(ai)ϕ
(
d′
)
ϕ
(
b′j
)
ϕ(ts)−1ϕ(s)−1 ∈ ϕ(aid′b′j)RS .
Applying (5.2), we obtain αiδβ j ∈∑m+nk=0 γkR S , as desired. 
We are now ready to prove the following characterization of right Gaussian right quotient rings.
Theorem 5.3. Let R be a right Gaussian ring, P an ideal of R such that S = R \ P is a right denominator set in
R, and RS a right ring of quotients with respect to S. Then the following conditions are equivalent:
(1) RS is right Gaussian.
(2) RS is right duo.
(3) For any a ∈ R we have Sa ⊆ aS or as = 0 for some s ∈ S.
Proof. (1) ⇒ (2) follows from Lemma 1.4.
(2) ⇒ (3) Assume that RS is right duo, and consider any element a ∈ R with Sa  aS . Then for
some t ∈ S we have ta /∈ aS . Since R is right Gaussian, R is right duo by Lemma 1.4, and we deduce
that ta = ap for some p ∈ P . Hence in RS we have ϕ(a) = ϕ(t)−1ϕ(ap), where ϕ : R → RS is a ring
homomorphism satisfying conditions (a)–(c) of the deﬁnition of RS , recalled at the beginning of this
section. Since RS is right duo, it follows that ϕ(a) = ϕ(ap)α for some α ∈ RS . Since P is an ideal
of R , RS is a local ring and the Jacobson radical of RS is equal to J (RS ) = {ϕ(q)ϕ(z)−1: q ∈ P , z ∈ S}.
Hence ϕ(p)α ∈ J (RS ), and thus ϕ(a) = ϕ(a)ϕ(p)α ∈ ϕ(a) J (RS ), which implies ϕ(a) = 0. Therefore,
for some s ∈ S we have as = 0.
(3) ⇒ (1) follows from Proposition 5.2. 
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the right ring RS of quotients with respect to S = R \ P exists but it is not right Gaussian. Since in the
example the set S consists of all regular elements of R , at the same time it is an example of a right
Gaussian ring such that the classical right ring of quotients of R exists but it is not right Gaussian. In
the example we use the skew generalized power series ring construction described at the beginning
of Section 4.
Example 5.4. Let G be the free abelian group generated by the set {xi: i ∈ N} and let ψ be an
endomorphism of G deﬁned by
ψ(xi) = xi+1 for any i ∈ N.
For any g1, g2 ∈ G we write g1  g2 if either g1 = g2, or g1 = g2 and g−11 g2 = xk11 xk22 · · · xknn with
kn > 0. It is easy to see that (G,) is a totally ordered group and for any g1, g2 ∈ G , g1 ≺ g2 implies
ψ(g1) ≺ ψ(g2).
To construct the desired ring R , we ﬁrst consider the set T of all pairs (m, g) ∈ Z × G such that
either m > 0, or m = 0 and g  1. We deﬁne a multiplication and an order relation in T by setting for
(m1, g1), (m2, g2) ∈ T that
(m1, g1)(m2, g2) =
(
m1 +m2,ψm2(g1)g2
)
,
and
(m1, g1) (m2, g2) ⇔ eitherm1 <m2 or m1 =m2 and g1  g2.
It is easy to verify that (T ,) is a positively strictly ordered monoid. Furthermore, since the order 
on T is total, and (m1, g1) (m2, g2) implies
(m2, g2) = (m1, g1)
(
m2 −m1,ψm2−m1
(
g−11
)
g2
) ∈ (m1, g1)T ,
it follows that T is a right chain monoid.
Let D be a division ring and ω : T → End(D) the trivial monoid homomorphism (i.e. ωt is the
identity map of D for any t ∈ T ). Since (T ,) is a strictly, positively and totally ordered right chain
monoid, it follows from Theorem 4.1, [9, Proposition 3.2] and [12, Theorem 4.7] that the skew gener-
alized power series ring R = DT ,ω is a right duo right chain domain.
Since (T ,) is a strictly totally ordered monoid, for any f ∈ R \ {0} the set supp( f ) is well-
ordered and thus there exists a unique minimal element π( f ) of supp( f ). It is obvious that for any
f ,h ∈ R \ {0}, if f +h = 0 and π( f ) π(h), then π( f +h) π(h). Furthermore, since D is a division
ring, for any f ,h ∈ R with f h = 0 we have
π( f h) = π( f )π(h), (5.3)
and since (S,) is positively ordered, it follows that π( f h) π( f ) and π( f h) π(h). Now it is clear
that the set
I = {0} ∪ { f ∈ R \ {0}: π( f ) > (1, xi1x j2x3) for any i, j ∈ Z}
is a proper ideal of R . In what follows the “bars” refer to modulo I , that is R stands for the factor ring
R/I , and f = f + I for any f ∈ R . Since R is a right duo right chain ring, so is R , and thus R is a right
Gaussian ring by Corollary 2.4. Furthermore, since in any right chain ring the set of right zero-divisors
as well as the set of left zero-divisors are ideals (see [2, Lemma 2.3(i)]), the set P of those elements
of R that are right or left zero-divisors is an ideal of R , and S = R \ P is a right denominator set in R .
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of R , RS is the classical right ring of quotients of R .
By Theorem 5.3, to show that RS is not right Gaussian it suﬃces to prove that e(0,x1) ∈ S and
e(0,x1)e(1,1) /∈ e(1,1)S . We ﬁrst prove that e(0,x1) ∈ S . Otherwise e(0,x1) is a left or right zero-divisor in
R , and thus e(0,x1) f = 0 or f e(0,x1) = 0 for some f ∈ R \ I . In the ﬁrst case we have e(0,x1) f ∈ I , and
using (5.3) we obtain that for any i, j ∈ Z,
(0, x1)π( f ) = π(e(0,x1))π( f ) = π(e(0,x1) f ) >
(
1, xi1x
j
2x3
)
. (5.4)
Let (m, g) ∈ T be such that π( f ) = (m, g). Then (5.4) implies that
(
m,ψm(x1)g
)
>
(
1, xi1x
j
2x3
)
for any i, j ∈ Z. (5.5)
If m > 1, then obviously f ∈ I , a contradiction. Hence m  1, and we deduce from (5.5) that m =
1. Now by (5.5), for any i, j ∈ Z we have x2g = ψ(x1)g  xi1x j2x3, and g  xi1x j−12 x3 follows. Hence
π( f ) = (1, g) > (1, xi1x j2x3) for all i, j ∈ Z, which implies that f ∈ I , a contradiction. Analogously one
obtains a contradiction in the second case, and thus e(0,x1) ∈ S .
Now we show that e(0,x1)e(1,1) /∈ e(1,1)S . For a contradiction, suppose that e(0,x1)e(1,1) = e(1,1) f for
some f ∈ R such that f ∈ S . Then, since e(0,x1)e(1,1) = e(1,x2) , it follows that e(1,x2) − e(1,1) f ∈ I . This
and the deﬁnition of I imply that if π(e(1,x2)) = π(e(1,1) f ), then e(1,x2) ∈ I , a contradiction. Hence
(1, x2) = π(e(1,x2)) = π(e(1,1) f ) = (1,1)π( f ), and thus π( f ) = (0, x2). Therefore, for any i, j ∈ Z we
have
π( f e(1,x3)) = π( f )π(e(1,x3)) = (0, x2)(1, x3) =
(
1, x23
)
>
(
1, xi1x
j
2x3
)
,
which shows that f e(1,x3) ∈ I . Hence f e(1,x3) = 0 in R , and since e(1,x3) = 0, it follows that f is a left
zero-divisor of R . Thus f /∈ S , and this contradiction completes our proof that the ring RS is not right
Gaussian.
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