Abstract
Background
Ordinary differential equations are the most commonly used mathematical approach to describe the dynamics of intracellular signaling pathways. They are often based on chemical reaction kinetics, and standard ways to describe reaction rates exist. Several models have been proposed for different signaling pathways, and analysis methods have been developed and applied for further model investigation. Many of these models are scaled and normalized to a predefined reference condition. Appropriate rescaling can simplify the model and for example remove non-identifiable parameters (see e.g. [1] ). Normalization is often needed to compare models to any kind of normalized experimental data. A normalization of experimental data is generally required in all cases where measured outcomes do not allow to extract absolute amounts, but only values that are assumed to be proportional to these amounts. This is quite often the case, including for example Western blot or FACS data. Western blotting is a technique to quantify protein amounts and their activity states. Detection works via the quantification of light signals from antibodies that specifically bind to the protein under study. These light signals have to be normalized in a two-step procedure in order to enable a comparison between different replicates. In a first step, signals are normalized to a loading control, in order to minimize artifacts that are due to different loading amounts. Second, since raw signals depend on the specialties of the antibodies, the particular membranes and chemicals in use, they are usually additionally normalized to a reference condition (for examples see [2, 3] ). This second normalization is required for a comparison of data from different replicates. Since Western blotting is also used more and more frequently for a quantitative analysis, several studies are involved with the experimental protocols, testing of linear ranges, and proper normalization procedures [4, 5] . In this work we use the term rescaling whenever model parameters and variables are multiplied by constant factors, which is often applied to obtain dimensionless models. In contrast, normalization refers to conditioning data to a reference experiment, though both terms are often used as synonyms in other references. From a modeling point of view, rescaling and normalization must sometimes be treated differently, since the reference experiment usually also depends on parameters, and in particular, is itself subject to variance.
Although normalized models are omnipresent all over, the effect of normalization on model calibration and analysis has not been well-investigated so far, and is also poorly understood. From a modeling point of view, the effect of normalization in a statistical framework for state estimation has been investigated [5] [6] [7] . Results indicate that normalization might also have a crucial effect on parameter estimation.
Here we consider the effect of rescaling and normalization on sensitivity analysis. Sensitivity analysis is one of the most important tools in model development and can for example be used for model reduction, calibration, validation, robustness analysis or the design of experiments. This type of model analysis is widely applicable in various scientific fields such as engineering, physics, economy, social sciences and many more. Some nice examples from different applications are illustrated in [8] . Various mathematical definitions of sensitivity functions exist, with different methods for their computation. However, the common basic idea is to quantify the variation of an output of a mathematical model due to variations of some input quantity, such as for example a model parameter or an initial condition. In some cases, the output of interest is a time-invariant function of the input, for example the steady state of the system. When considering dynamical systems, described for example with ODE models, the output of interest is generally the whole trajectory of the state variable, rendering the analysis more challenging. An introduction into sensitivity theory for continuous-and discretetime dynamical systems is provided in [9] , with a particular focus on linear systems. This book is mainly interesting for control engineering applications, since it defines sensitivity functions in time and frequency domains, and investigates optimal control systems. Zi et al. [10] and Kim et al. [11] instead provide good reviews about the application of different sensitivity analysis methods in systems biology, including advices for toolboxes and implementations and its role for model development. Further application of global sensitivity methods on different biologically inspired example models are described in [12] and [13] , the former with a special focus on computational efficiency. Kent et al. [13] define a sensitivity based robustness measure, which is evaluated on five different models, including also a model for the steady states in the MAPK signaling module.
In this study, we exemplarily investigate the impact of rescaling and normalization to a reference experiment on sensitivity analysis for a toy model describing a simple reversible reaction to illustrate results and, as a real world case study, a model of the MAPK signaling pathway module in PC-12 cell lines. For the latter we use a model that was calibrated to Western blot data from an experimental study in Santos et al. [14] . Parameter estimation was done via a sampling-based Bayesian approach. For this study we use the maximum-a-posteriori (MAP) estimator as a point estimate.
We compare results of local and global, variance-based sensitivity analysis methods on three model versions. The native model version A describes the dynamics of activities of proteins that take part in the signaling cascade. In model B all variables are rescaled to their respective total protein amounts, which are assumed to be conserved. Thus variables represent fractions of total amounts. Finally, in order to compare this model to Western blot data, the model output was additionally normalized to a reference condition, which defines model variant C. This last model version was the one used in [15] for parameter estimation. We compare the results of local and global, variance-based sensitivity analysis on these three model variants. We decided to use the Sobol sensitivity analysis method [16, 17] , since it is one of the most general methods that, different from other methods, does not rely on monotone or even linear input/output relationships [10] . Moreover, Sobol sensitivity indices have been shown to highly correlate with other sensitivity measures, such as indices from Extended Fourier Amplitude Sensitivity Tests (FAST) and Partial Rank Correlation Coefficients (PRCC), indicating a kind of robustness of these measures [18] . They are furthermore recently pointed out as advantageous in other respects as well in connection with pharmacology models [19] .
The paper is structured as follows. We start deriving general results for the effect of rescaling and normalization on local and global sensitivity analysis. These are compared and discussed for all three model versions of the toy model, which partly allows to illustrate effects by analytic calculations. Then we introduce the ODE modeling approach for the MAPK signaling pathway module and discuss numerically obtained results for this case study. Details of the sensitivity methods can be found in the Methods section.
Results and discussion
The effect of rescaling and normalization on sensitivity analysis
Local sensitivity analysis
Local sensitivity analysis investigates the influence of a parameter p on a model output y i (t, p) around a reference parameter set p * . Sensitivity coefficients are formally defined as first-order partial derivatives of the model output y i with respect to the parameter p j ,
In our analysis we consider the normalized sensitivity coefficients,
The 
leads to the following normalized sensitivities s (t):
Thus, the local sensitivity coefficients s (t) are shifted by the respective local sensitivity s(t * ) of the reference experiment. Hence all sensitivity coefficients become zero at the reference conditions, i.e. s ij (t * ) = 0.
In summary, normalized local sensitivity coefficients are invariant under rescaling of model variables and parameters. Additional normalization to a parameter dependent reference experiment shifts the sensitivity courses by the local sensitivity coefficient of the reference experiment. Hence the sensitivity coefficient becomes zero at the reference experiment. Positive values s ij (t) indicate that the relative change of the respective concentration exceeds that of the reference experiment, while negative values indicate that the relative change in the reference experiment is larger. In order to interpret these results in terms of the total concentrations, one has to take the sensitivity value of the reference experiment into account.
Variance-based global sensitivity analysis
Variance-based sensitivity analysis decomposes the variance of the output Y due to variations in the input parameters into contributions from different inputs. Here we exploit the Sobol sensitivity analysis method, shortly Sobol method, which can be applied to any non-linear differential equation model. Generally, this method decomposes the variance of each output into a sum of 2 k − 1 terms, k denoting the number of influential parameters, that describe the contribution of each possible parameter subgroup to the total variance. A more detailed mathematical description of this method is provided in [16, 17] and is recapitulated in the Methods section. Computations can drastically be reduced by only considering the so-called first order and total effect sensitivity indices S i and S T i , i = 1, . . . , k. The first order indices quantify the contribution of variations in parameter P i only to the total output variance, while S T i , on the other side of the spectrum, is the overall effect of parameter P i , in contribution with variations of all possible combinations of the other parameters. Thus, S Ti ≥ S i , and the difference quantifies the interaction of parameter P i with the other model parameters. Furthermore, S Ti , S i ∈ [ 0, 1], and S Ti = 0 implies that P i has no effect at all on the output, while S Ti = 1 indicates that the output variance can completely be assigned to the variance in the factor P i .
In order to show the effect of rescaling on these two sensitivity indices, we use the variance-based definition, which reads for S i
In this approach, parameters P and outputs Y are random variables, and Y is a short notation for a single output variable y j (t, p) at a particular time point t.
denotes the expectation value of Y when varying all parameters except P i (∼ P i := P \ P i ), which is fixed to a value p * i . Var P i is the variance of this expected value when varying P i in a predefined range. S i is Var P i normalized to the total variance Var(Y ) in Y. The Sobol method assumes that all parameters P i are independent and uniformly distributed random variables,
. If upper and lower bounds are appropriately chosen, S i is invariant under rescaling of parameters and variables. To show this, we consider again the first-order sensitivity index of the outputỸ = aY of a rescaled model version with parameters P = bP:
From these calculations we see
Invariance of the total order index can be shown accordingly. Using
we getS
The change of the Sobol indices caused by normalization to a parameter dependent reference experiment is generally more difficult. Using Y = Y /Y r , where Y r denotes the reference experiment, and the formal definition of S i , we get
Thus, S i and S Ti contain expectation values and variances of ratios of random variables, which cannot further be resolved in the general case. Hence, such a normalization to a reference experiment might generally change the outcome of this sensitivity analysis completely. Furthermore, since ratio distributions can be difficult to handle, and in particular, moments might even not be defined at all [20, 21] , a reference experiment normalization can considerably complicate this kind of sensitivity analysis. At least, convergence has to be checked carefully for a Monte Carlo implementation of the method.
Case study I: sensitivity analysis for a simple reversible reaction
For illustration purposes, we first consider the effect of rescaling and normalization on a simple reversible reaction, which is described via mass action kinetics and can be solved analytically. State variables of model A correspond to absolute protein concentrations. For this model version and initial condition x A (0) = x A 0 we geṫ
Model version B is obtained via rescaling the state variable to
with parameters
For model version C we consider the case of additional normalization of the output variable to the state of the system at a reference time point t * = 1,
Case study I: local sensitivity analysis
Normalized local sensitivities s k 1 (t) of model outputs with respect to the parameter k 1 can be calculated analytically for all three model variants, (1) of the reference experiment. Figure 1 illustrates these results. We also remark that k B 2 remains the only influential parameter for model C in case of x A 0 = 0. 
Case study I: global sensitivity analysis
In order to illustrate the effect of rescaling and normalization for the outcome of the global sensitivity analysis, we consider the case of uniformly distributed parameters 2) . In the following, we focus our analysis on steady state sensitivity, i.e.
The resulting probability density f Y A y A of this output can be derived by geometrical arguments and reads
with variance
The first order Sobol indices
and s
will in the following be calculated analytically. We start with s A
denotes the expected value of Y A for a fixed value k * 1 and is obtained via a density transformation. Setting y A = g(k 2 ) = k * 1 /k 2 , which is strictly monotonically decreasing, we get
The expectation value
and
which gives s A
is obtained in the same way:
which gives
Thus, we obtain s A k 2 ≈ 0.5135. The interaction effects can be extracted via
which leads to total effect indices
This analysis is visualized in Fig. 2 . Overall, this analysis shows that varying the parameter k 2 has a slightly higher impact on the output variance than variations of the parameter k 1 , though both contributions are of the same order of magnitude. Furthermore, the interaction effect of both parameters is small, and the total effect indices are not much larger than the respective first order indices.
Sobol sensitivity indices are the same for model version B, provided that k The steady state output of model version C reads
Since a completely analytical treatment analogous to model version A is difficult here, Sobol indices were calculated via Monte Carlo simulations, as illustrated in Fig. 3 . Interestingly, the Sobol indices of the normalized model version C are very different from model versions A and B, namely Overall, results on this simple toy model illustrate the effect of rescaling and normalization on sensitivity analysis. The Mitogen-activated protein kinase (MAPK) cascade is a conserved signaling module that is part of various signaling pathways. It is a three-tired phosphorylation cascade, which involves the proteins Raf, MEK and ERK. Raf is activated by Ras upon stimulation, which then triggers the double phosphorylation of MEK. Phosphorylated MEK in turn phosphorylates and thereby activates ERK, which also requires double phosphorylation to become fully active. ERK has a lot of substrates that regulate different cellular fates. The MAPK pathway is a well investigated signaling module from an experimental and a modeling point of view [22] [23] [24] . It can show a rich variety of different behaviors such as oscillations, ultrasensitivity, or bistability and has been investigated in different contexts. Specificity in the response of the MAPK module to different ligands, which ensures a reliable processing of signals, is achieved through different courses in ERK activity, which in turn regulate ERK substrate activation. In particular, the MAPK module involves several feedback regulations, which are important to shape ERK response. Most importantly, ERK interacts with Raf via different mechanisms in a context dependent manner. This has been exemplified in a study with PC-12 cell lines, in which the MAPK signaling pathway was investigated upon stimulation with epidermal growth factor (EGF) and neuronal growth factor (NGF) [14] . PC-12 cells show a transient ERK activity after stimulation with EGF, and cells start to proliferate. In contrast, ERK activity is sustained for at least one hour after stimulation with NGF, and NGF triggers differentiation.
Here we analyze a model that has been calibrated to experimental data from Santos et al. [14] and involves a context-dependent feedback term from ERK to Raf. Details of the modeling process are described in [15] . In this model, mass action kinetics is used to describe the phosphorylation and dephosphorylation reactions. Feedback from ERK to Raf is described in a non-linear way. Assuming mass conservation for the total amounts of proteins in the cascade,
allows to eliminate the variables Raf, MEK and ERK. The resulting model has four state variables, which correspond to pRaf, ppMEK, pERK and ppERK. For our sensitivity analysis procedure, we focus on the response of the system to stimulation with NGF in the control case, which allows to simplify the model in [15] accordingly. The model structure is shown in Fig. 4a . Model variant A is an unnormalized version, whose state variables correspond to the actual amounts of these four proteins. The ODE model corresponding to model version A is shown in Fig. 4b .
Reaction rate constants are denoted by k
. The input u(t) mimics transient Ras activation upon stimulation and is described by a sigmoidally decreasing function. The positive feedback from ERK to Raf is described by a Hill-type function. The Hill coefficients were set to m = 5 and M = 3. 
wherep denotes the vector of parameters of the system. This model was calibrated to Western blot data, which provide light intensities that are scaled to the signal of the respective total protein. Hence the measured signals are proportional to the fraction of phosphorylated protein concentrations relative to the total protein amounts,
The factors of proportionality α i account for differences in binding affinities of the antibodies and variations in membranes. Since we only have measurements for pRaf, ppMEK and ppERK, but not for the intermediate product pERK, we set without loss of generality α 3 = 1. The transformed system readṡ
Compared to model version A, also some of the rate constants had to be rescaled, in particular,
This defines model B, whose variables correspond to quantities proportional to the fractions of phosphorylated proteins. Hence the output variables of model B are
where p denotes the vector of rescaled parameters, obtained fromp. The scaling factors α i are unknown and can be very different for different proteins and different replicates. In order to get rid of these factors and to enable a comparison between different experimental replicates, data and model are normalized to a reference experiment. Here we adapted our choice of reference experiment to the data in Santos et al. [14] , where the signals at t = 5 min were set to one individually for each protein. Hence measurements were compared to the third set of model outputs
which define model C. The model parameters, which we use here for our analysis, correspond to the MAP estimate in [15] and are listed in Table 1 . Figure 5 shows the normalized local sensitivity coefficients s ij (t) for model variants A and B, which have been calculated via the direct differential method, as explained in the Methods section. Since the system is monotone (i.e. all feedback circuits are positive and the system has a monotone flow [25] ) and hence the courses are similar for all three components, the results are shown for ppERK only. The phosphorylation rates k 4 . This reflects the fact that the system shows a quasi-bistable behavior, meaning that the system is monostable but able to maintain a state different from zero for a very long time upon a transient signal and returns to its steady state at zero only at a later time point (for more details on this phenomenon see [15] ). Similarly, all dephosphorylation rates have negative sensitivity coefficients, which become most influential at later time points, since they inversely regulate the duration of sustained response. As expected, the rate constant k Fp and the threshold parameter g in the non-linear feedback term have positive and negative influences, respectively, that are increasing over time.
Case study II: local sensitivity analysis
Overall, the results of this local sensitivity analysis are plausible given the model structure. The results in particular show that the early transient behavior of the cascade is mainly determined by the phosphorylation rates. Moreover, the time point at which trajectories return to their steady state is very sensitive to changes in most parameters, k
and K being the only exceptions. Figure 6 shows respective results for model version C with t * = 5 min. Indeed, the courses are equivalent to those of model versions A and B, but shifted by −s(t * ). This shift causes sign changes for all sensitivity coefficients. For example, in the first picture of the second row in Fig. 6 , where i = 3 and j = 5, referring to p j = k − 1 , s ij (t) > 0 for t < t * and s ij (t) < 0 for t > t * . This means that the relative change in y(t, p) when varying p around p * is larger than the relative change in the reference value y(t * , p) for t < t * , and vice versa for t > t * . This generally renders the interpretation of the sensitivity coefficients more difficult. In particular, it is not possible to extract the effect on the unnormalized concentrations from these courses without additionally taking the value s ij (t * ) itself into account. Looking at the first order indices, the number of influential factors increases from Raf to MEK, which is naturally expected, since the signal mainly propagates in this direction. Consequently, pRaf is mainly influenced by the rate constants of its own dephosphorylation, followed by it's phosphorylation rate k + 1 , which is more dominant in the beginning of the response, where it determines the speed of Raf activation. Raf activity is furthermore weakly dependent on the feedback strength k Fp . In addition, the phosphorylation and dephosphorylation rates of MEK come into play in the first order Sobol sensitivities of MEK. Finally, the course of ppERK is influenced by a mixture of rate constants of Raf, MEK and ERK phosphorylation and dephosphorylation.
Case study II: Variance-based global sensitivity analysis
The values of the sums of total effect indices, which are shown in the second row, are much larger than the first order indices, indicating that interaction effects have an important impact on the overall variance of the model outputs. Compared to the first order effects, some new parameters appear, such as the parameter K, which had little effect as first order indices. This indicates that K influences the model output mainly via interactions with other parameters. While Raf is still mainly influenced by its dephosphorylation rate, the number of influential parameters increases from Raf to MEK, and ERK activity is regulated by a mixture of various total effect indices.
Since pERK is a hidden variable that is not observed, its phosphorylation and dephosphorylation rates k + 3 and k − 3 have only a marginal influence on model outputs. This is probably also due to the fact that pERK is an intermediate product between inactive non-phosphorylated and fully active, double phosphorylated ERK, which often has a buffering role and makes the overall system less sensitive to changes in e.g. total protein concentrations. Fig. 8 . As expected, the picture is indeed completely different from Fig. 7 , showing that normalization of the variables has in fact a large impact on sensitivity analysis. Most strikingly, normalization seems to cause large interaction effects between almost all parameters in this case study. Furthermore, all three observables are now influenced by many more parameters than before.
It can further be seen that the first order indices rapidly decrease over time for all three observables, and are nearly zero at t = 60 min after stimulation. The first order sensitivities for Raf and MEK are almost indistinguishable, which probably comes from the fact that both components also have very similar time courses after normalization. Similar to model version A, all three components are highly dominated by the dephosphorylation rate of Raf. Different from model version A, the feedback parameters k Fp , g, M and K become more prominent in the course of the first order indices especially for Raf and MEK. This is true for the first order and the total effect indices, and presumably comes from the fact that it regulates to a certain extend the time and the height of the maxima of all components, and therefore causes variances in the experiment used for normalization. The first order indices are all rather small for ERK over the entire time course.
The sum of total order effects are much larger than in model variant A for all time points and all components, showing that normalization indeed increases interaction effects among parameters. Moreover, all three components show a well balanced mixture of total order effects of all model parameters, suggesting that all normalized components 
Conclusions
We have demonstrated that normalized sensitivity coefficients and Sobol indices are invariant under simple rescaling of model variables and parameters. This is, however, different for a normalization to a reference experiment, whose value depends itself on model parameters. Such a normalization may change the results of both local and global sensitivity analysis completely. This has to be taken into account when working with relative data that are normalized to a reference experiment and models that are normalized in the same way to reproduce these relative data. Interpretation of the sensitivity coefficients or Sobol indices can be very difficult in this case. In particular, it is generally not possible to extract any information about respective changes of the unnormalized model trajectories. A sensitivity coefficient near zero, for example, just indicates that the relative changes of the reference experiment value and the respective considered model output are of the same order of magnitude. Thus, parameters that have a large impact on model outputs and appear to be important in an unnormalized model version, might have small sensitivity values in a normalized model version, and vice versa.
Dealing with relative data and corresponding normalized models generally poses a challenge from the modeling point of view. As shown in this work, it renders the interpretation of sensitivity analysis and its meaning for the biological system a difficult task. Furthermore, related to this issue, it complicates model inference and in particular parameter estimation. Parameter estimation is often formulated as an optimization problem with an objective function that comprises a comparison of the relative experimental data with the respective model predictions. Evaluation of this objective function requires two simulations for one experimental value, the reference experiment value, which is used for normalization, and the actual experiment. Hence although the objective function is independent of any scaling factors, factors of proportionality α have to be chosen for the individual simulations, which often causes numerical problems when not chosen properly. We also encountered such numerical instabilities in our sensitivity analyses, which requires some care in the choice of these factors.
In conclusion, the calibration and analysis of normalized models is challenging, and proper normalization methods and their impact on the analysis results remain an issue for further studies.
Methods

Local sensitivity analysis and the direct differential method
Local sensitivity analysis investigates the influence of a parameter p on a model output y i (t, p) around a reference parameter set p * . Sensitivity coefficients are formally defined as first-order partial derivatives of the model output y i (t, p) with respect to the parameter p j ,
If not analytically available, S ij (t) can in the simplest case be approximated via finite differences, i.e.
with p j being a vector with zero entries except for component p j . This approximation works quite well in many settings, but robustness should be tested via varying the step size p j . The direct differential method instead solves a differential equation for the sensitivity coefficients. Therefore, we consider the time evolution of S ij (t),
This can be summarized as ⎛ . . .
or, in a more compact form,
This differential equation system for S j can be solved numerically. It involves the Jacobian matrix J f of the system, which has to be defined and implemented. The direct differential method does not rely on the choice of an appropriate p, but can be very time consuming especially for larger systems.
Variance-based sensitivity analysis
The main idea of variance-based sensitivity analysis methods is to decompose the variance of a model outcome according to the input factors. Variance-based methods are global methods, since they exploit the impact of parameters within a whole range of values. Moreover, in contrast to local sensitivity factors, they allow for the investigation of interaction effects between groups of parameters. Sobol indices are sensitivity measures that are based on average partial variances.
To simplify notation, we adapt in the following to formulas derived in [16, 17] , where Y denotes a particular scalar model output (i.e. an output variable at a particular time point) and X is the set of model parameters. Similar to a Bayesian framework, X ∈ R n are random variables, and Y is considered to be a function of these input parameters,
with expectation value E(Y ) and variance Var(Y ). Importantly, all X i are assumed to be independent for the following procedure, and hence can be drawn independently from their marginal distributions. In order to investigate the contribution of each factor X i to the total variance Var(Y ), we average over the conditional variances, which is the resulting variance of Y when the factor X i is fixed to a value x * i ,
Here, the expectation is taken with respect to the values that X i can take, and
is the conditional variance of Y after fixing X i to a value x * i . According to the law of total variance, Var(Y ) can be decomposed as
(41) Figure 9 illustrates this decomposition. The two figures on top correspond to the density plots on the right hand sides of Figs. 2 and 3. In Fig. 2 are analytically accessible, as described in the text, while these quantities are analyzed via Monte Carlo sampling, as illustrated in Fig. 3 . The summary statistics from these conditional densities that are exploited in the Sobol analysis are presented in the figures on the bottom in Fig. 9 . Here, the terms 41) is small, and the second term is large. Hence it is reasonable to define the first-order sensitivity index of X i on Y as
The idea of conditional variance can be extended by conditioning to two or more factors, i.e.
where Var c ij measures the joint effect of X i and X j on the output Y. S ij is denoted secondorder index. Higher-order indexes can be derived accordingly.
In fact, it was shown that the total variance can be decomposed into effects of different orders ( [16] and references therein), 
This gives rise to define the total effect term for each parameter as
which contains all terms of any order that include x i . The Russian mathematician I.M. Sobol proposed a straightforward Monte Carlo-based estimation procedure for the first and total order sensitivity indices for the special case that the X i are sampled from the standard uniform distribution U(0, 1).
Assuming f is square-integrable, we consider an expansion of f into a sum of terms of increasing dimension,
which is unique if each term has zero mean, since all terms are orthogonal in pairs in this case,
with i and j denoting subsets of the index set {1, . . . , n}.
In particular, we can identify
and, comparing with Eq. (42), we see that
Moreover,
Var ij is denoted second-order effect. Using the expansion in Eq. 
This decomposition gives rise to define the total effect index S T i of a component X i as the total effect of X i on Y, which is the sum of all sensitivity indices containing X i . S Ti = 0 implies that X i does not influence Y at all and hence X i could for instance be set to a fixed value for further analysis.
Notably, S T i can be calculated as efficiently as the first order indices. Therefore, we again exploit the law of total variance in the following way
which leads via division by Var(Y ) to
since E ∼X i (Var X i (Y |X ∼i )) is the average variance after fixing all but variable X i . The numerical procedure that is used to estimate S i and S T i is described in [16] and in [26] (a more recent study with a focus on implementation is [27] ) and uses Monte Carlo integration to evaluate the integrals.
