The mutation process ultimately defines the genetic features of all populations and, hence, has a bearing on a wide range of issues involving evolutionary genetics, inheritance, and genetic disorders, including the predisposition to cancer. Nevertheless, formidable technical barriers have constrained our understanding of the rate at which mutations arise and the molecular spectrum of their effects. Here, we report on the use of complete-genome sequencing in the characterization of spontaneously arising mutations in the yeast Saccharomyces cerevisiae. Our results confirm some findings previously obtained by indirect methods but also yield numerous unexpected findings, in particular a very high rate of point mutation and skewed distribution of base-substitution types in the mitochondrion, a very high rate of segmental duplication and deletion in the nuclear genome, and substantial deviations in the mutational profile among various model organisms.
D
espite its relevance to every aspect of genetics and evolution, our understanding of the mutation process and its bearing on organismal fitness remains quite limited (1) (2) (3) (4) . Owing to the technical difficulties in directly observing very low-frequency events, most estimates of the per-nucleotide mutation rate are derived either from surveys of visible mutations at reporter loci (to enhance the detectability of mutations) or from nucleotide-sequence comparisons of silent sites in distantly related species (to magnify the accumulation of mutations). Neither approach is without problems, the first requiring assumptions about the fraction of mutations with observable phenotypic effects and the second relying on assumptions about interspecific divergence times, generation lengths, and neutrality of the monitored nucleotide sites.
Long-term mutation-accumulation (MA) experiments, whereby replicate lines are taken through regular bottlenecks to minimize the efficiency of selection, have proven to be highly valuable resources for procuring spontaneous mutations in an essentially unbiased fashion (5) (6) (7) (8) . However, brute-force sequencing of PCR-amplified products constrains the number of mutations that can be detected in a reasonable amount of time. Here, we demonstrate the feasibility of whole-genome sequencing as a means to assay the complete spectrum of mutational effects in a moderately sized eukaryotic genome.
Our analyses are based on an examination of parallel MA lines of a key model system, the yeast Saccharomyces cerevisiae. The initially isogenic lines were passed through 200 single-cell bottlenecks on a 3-to 4-day cycle of clonal growth for a total of Ϸ4,800 cell divisions per line [see supporting information (SI) Text]. Although there is some opportunity for the selective elimination of deleterious mutations during daily clonal amplification, this effect is quite small under the imposed bottlenecking procedure. For mutations with a relative selective disadvantage of s ϭ 0.001, the bias against mutation fixation is Ͻ1%, whereas that for mutations with s ϭ 0.01 is Ͻ8% (SI Text and Fig.   S1 ). Thus, because the fitness effects of most new mutations are on the order of 0.01 or smaller (2) , our experiment captures the vast majority of newly arisen mutations. The rate of accumulation of such effectively neutral mutations provides a direct estimate of the mutation rate (9) .
We detected mutations by pyrosequencing the complete Ϸ12-Mb genomes of four MA lines (10) . The average depth of sequence coverage for each line was Ϸ5ϫ, and we restricted our analyses to sites within each genome with at least 3ϫ coverage, which for the observed base-call error rate yields a negligible probability of false-positive consensus sequences (SI Text).
Results
Base Substitutions. An average of 4.99 ϫ 10 6 nucleotide sites (half the genome size) fulfilled our criteria for assayable complex sequence in each line, revealing 33 base-substitutional changes (all of which were subsequently verified by direct sequencing) and an overall base-substitutional mutation rate estimate of 0.33 (SE ϭ 0.08) ϫ 10 Ϫ9 per site per cell division. Other than base substitutions, the only small-scale mutations that we observed in complex sequence were a single 1-bp deletion and one 3-bp inversion sandwiched between a palindrome. (For a summary of simple-sequence mutations detected, see Table S1 ). Given the base-call error rate, our analyses are essentially free of bias from false-negatives (failure to detect true mutations) (SI Text). Our base-substitutional mutation-rate estimate is not significantly different from the average estimate from four previous reporterconstruct studies, 0.72 (0.33) ϫ 10 Ϫ9 per site per cell division (11, 12) . In addition, the transition/transversion ratio, 0.62, is nearly identical to that obtained from prior studies (0.61, using the data in Table 1 ); and there is no indication that the observed mutation spectrum is biased by selection: 27% of the mutations were in intergenic DNA, which comprises 25% of the yeast genome; and of the coding-region mutations, 25% were at silent sites, which is essentially the same frequency expected by chance. Taken together, these observations on the mutation rate and mutational spectrum, along with the fact that the average relative fitness of the cell lines had declined only by 5% by the time of sequencing (13) , strongly supports the claim that our results are unbiased by selection.
If the yeast genome has achieved nucleotide-composition equilibrium under mutational pressure alone, the numbers of A/T 3 G/C and G/C 3 A/T mutations should be equal. However, the latter is 2.0 times greater than the former (Table  1) , and on a per-site basis, the rate of G/C 3 A/T mutation is 2.9 times that in the opposite direction. This biased pattern of mutation is consistent with observations on nucleotide instability: Spontaneous deamination of cytosine or 5-methylcytosine is a major source of C:G 3 T:A transitions; and the conversion of guanine to 8-oxo-guanine (GO) is a major source of C:G 3 A:T transversions (14, 15) . These observations imply that the nucleotide composition of the yeast genome cannot be explained by mutation pressure alone. Under a process governed entirely by mutation bias, our data predict an equilibrium A/T composition of 0.74, whereas the data from prior reporter-construct studies (Table 1) imply a somewhat higher expected value of 0.80. Thus, the fact that the fractional A/T content of the yeast nuclear genome in the regions that we have analyzed is 0.59 implies that mutation pressure in the direction of A/T composition has been opposed historically by other forces in natural populations. Although a role for natural selection cannot be ruled out, gene conversion in yeast is strongly biased in the direction of G/C (16, 17) . Assuming that the nucleotide composition of yeast is in mutation-driftconversion equilibrium, then given the observed mutational bias, biased gene conversion must cause mutations toward G/C to fix with a probability 2.0 times that in the opposite direction. Because the latter ratio is equivalent to e Ϫ2 Ns , where N is the effective population size, and s is the coefficient of gene conversion (box 6.2 in ref. 18) , the historical power of biased gene conversion in this species appears to be Ϸ35% of the power of random genetic drift.
Microsatellites. Repetitive DNAs involving di-, tri-, and tetranucleotide repeats are known to mutate at high rates to novel-length variants as a consequence of replication slippage, with the mutation rate generally increasing dramatically with the number of repeats at the locus (19) (20) (21) (22) (23) . The yeast genome is relatively devoid of such loci, with 1,092 having 5-10 repeats, 282 having 11-20 repeats, 7 having 30-46 repeats, and none larger (Table S2) . To confidently ascertain the number of repeat units at a microsatellite locus by random sequencing, multiple sequences must cover the entire repetitive span, so the average depth of informative coverage will be less than that associated with individual base calls. Across all lines, we were able to assay 50% of the 3,049 loci in length categories 4-14 but found no evidence of mutations. For these loci, we can only place an upper statistical bound on the mutation rate compatible with such observations ( Fig. 1 and SI Text) .
To supplement this analysis, we directly screened by PCR the full set of MA lines for 21 di-and trinucleotide microsatellite loci with various repeat motifs and repeat numbers in the range of 15-36. Of the 42 detected mutations, 81% were insertions and 74% involved single (Ϯ1) repeat changes (Table S3) . A study of a 16-repeat poly(GT) construct yielded qualitatively similar results-of 370 observed mutations, 71% were insertions, and 99% involved single repeat changes (24). Likewise, a screen of constructed microsatellite tracts with 16 and 33 repeats revealed 64% insertions and 94% single-repeat mutations (19) . Although there is a clear bias toward insertion mutations, this appears to be compensated by the relatively large sizes of rare deletions (Table S3) .
Our direct survey yielded mutation rate estimates of 7.2 (0.7) ϫ 10 Ϫ7 , 1.7 (0.9) ϫ 10 Ϫ5 , and 7.2 (3.2) ϫ 10 Ϫ5 per locus per cell division, respectively, for loci containing 15 to 17, 20-24, and 31-36 repeats, which are substantially larger than prior estimates derived from two GT-dinucleotide reporter constructs (Fig. 1) . This disparity may exist because prior artificial constructs fortuitously experienced low levels of replication slippage or more efficient repair, perhaps because of unique features of GT repeats. Poly(GT) 16 has been used in a variety of other constructs in S. cerevisiae, leading to a very broad range of mutation rate estimates, 3 ϫ 10 Ϫ7 to 1 ϫ 10 Ϫ4 (19, (24) (25) (26) (27) (28) , so it is clear that the context of individual loci can greatly influence the degree of mutagenicity. Despite the elevated level, the scaling of the mutation rate with repeat number that we observed is quite consistent with prior work (Fig. 1) , and our rate estimates are also within the range of direct estimates derived from an MA experiment with the nematode Caenorhabditis elegans, 6.6 ϫ 10 Ϫ6 to 1.2 ϫ 10 Ϫ4 per locus per germ-line cell division for loci with 20-35 repeats (23).
Homopolymeric Repeats. The yeast genome contains large numbers of homopolymeric runs (HPRs) extending up to 20 consecutive bases, and like microsatellites, such repeats can have elevated mutation rates resulting from replication slippage. HPRs present a challenge for pyrosequencing, because the read-error rate in such regions is relatively high compared with single-base misreads. To minimize the likelihood of false positives in the estimation of the mutation rate for HPR loci, we developed a procedure that utilizes the full set of sequence reads across all such loci to obtain joint maximum-likelihood (ML) estimates of the read-error rate and the mutation rate for specific ancestral run lengths (SI Text).
The overall results were highly consistent between A:T and G:C HPRs, with the mutation rate scaling with the length of the HP tract in a manner parallel to that for microsatellite loci, from Ϸ7.0 ϫ 10 Ϫ7 / cell division for runs of four to 1.1 ϫ 10 Ϫ5 for runs of eight (Fig. 1) . Surveys of single 16-and 19-bp G/C runs by direct sequence analysis of PCR products across the set of haploid lines each revealed single mutations, for an estimated rate of 8.0 ϫ 10 Ϫ6 at each locus. However, a survey of 18 9-and 10-bp runs (an even mixture of G/Cs and A/Ts) revealed no mutations, which at the 0.05 probability level, is compatible with a mutation rate no higher than 1.3 ϫ 10 Ϫ6 , approximately an order of magnitude smaller than the ML estimate for runs of this length. In principle, these discrepancies could again be simple consequences of a high level of variation in the mutation rate among loci. For example, Gragg et al. (29) found the average mutation rate of 10-bp mononucleotide runs in artificial constructs to be 3.4 ϫ 10 Ϫ6 , although the estimates for individual constructs ranged from 2.4 ϫ 10 Ϫ8 to 1.0 ϫ 10 Ϫ4 , with Ͼ100-fold elevation in rates for G/C homopolymers.
Taken together, these data suggest a higher mutation rate for homopolymeric runs than for microsatellites (Fig. 1) , consistent with previous observations from C. elegans, which indicate an ϳ140-fold inflation of the mutation rate for mononucleotide runs of 12 bp relative to loci containing the same number of dinucleotide repeats (7, 23) . Analyses with human cell lines also suggest much greater instabilities for mononucleotide than dinucleotide repeats (30). Nevertheless, we emphasize that a precise determination of the mutational profile for nuclear HPR loci in yeast remains to be made.
Mitochondrial Mutations. Although shotgun sequencing resulted in Ϸ44ϫ coverage of the mitochondrial genome, the extraordinarily high A/T composition (0.83) of this genomic compartment results in a very high density of HPRs, and the smaller absolute number of these precludes the type of ML analysis noted above. Nevertheless, an average of 54,762 nucleotide sites suitable for detecting mitochondrial mutations in complex sequence in each line revealed 13 base substitutions and a corresponding mutation-rate estimate of 12.9 (3.6) ϫ 10 Ϫ9 per site per cell division. A second estimate of the mitochondrial base-substitutional mutation rate, obtained by conventional sequencing of PCR products encompassing a total of 17,786 bp across the full set of lines, is 4.0 (2.2) ϫ 10 Ϫ9 per site per cell division. The weighted average of these two estimates, based on the number of nucleotides surveyed, is 12.2 ϫ 10 Ϫ9 per site per cell division, ϳ37 times that observed in the nuclear genome. This disparity is even more extreme than the ratio of mitochondrial to nuclear basesubstitution mutation rates in vertebrates and invertebrates, which average 19 and 8 times, respectively (18) , raising questions about the common view that elevated mitochondrial mutation rates are unique to animals.
Remarkably, each of the base substitutional mutations that we observed initiated at an A/T site (67% to G/C), which leads to the prediction that the entire genome would evolve to a G/C composition of 1.00 in the absence of opposing pressures. Because the A/T composition in the regions analyzed is 0.84, it is clear that some force must be strongly opposing the mutation pressure toward G/C. Following the logic outlined above for the nuclear genome, and assuming the minimum fraction of mutations toward A/T compatible with the observed data (0.003, at the 0.05 probability level), then average 2Ns, where s is the selective advantage of A/T, is equal to 7.47, which implies that the historical power of selection (and/or biased gene conversion) toward A/T in nature must have been at least 3.7 times the power of drift.
In contrast to the situation in the nuclear genome, the insertion/deletion rate in mitochondrial complex sequence determined by random sequencing, 10.4 (3.0) ϫ 10 Ϫ9 per site per cell division, is nearly as high as the rate for base substitutions. A second estimate of the insertion/deletion rate determined from a PCR survey of the full set of lines, 5.3 (2.1) ϫ 10 Ϫ9 , is compatible with the former, yielding a weighted average of 7.5 ϫ 10 Ϫ9 per site per cell division. There were nearly equal numbers of insertions (n ϭ 14) and deletions (n ϭ 16), although all of the former involved single bases, whereas the latter ranged from 1 to 6 bp in length with a mean of 3.2 (0.6). The 0.58:1 ratio of indel to base-substitution mutations in the mitochondrial genome of this species is essentially the same as the ratio of 0.62:1 previously observed with MA lines of C. elegans (5).
Large-Scale Changes. To identify large-scale (Ͼ1 kb) duplications and deletions, we initially performed pulse-field gel electrophoresis (PFGE) on the full set of 32 lines. This screen revealed detectable changes in chromosome size in eight lines, with the number of apparent size increases (n ϭ 12) outnumbering the number of decreases (n ϭ 2) (Fig. S7) . To further evaluate the nature of the chromosomal modifications driving these changes, we hybridized labeled genomic DNA to oligonucleotide arrays representing 6,388 segments distributed over all chromosomes, using oppositely labeled reference DNA from the progenitor line as a control.
The latter analyses, which were applied to all four focal lines as well as to four others, revealed 11 large-scale insertions and four deletions ( Table 2 ). Four of the inferred changes were consistent with the types (insertion or deletion) and sizes of the alterations observed with PFGE analysis, and most of those that were not revealed by PFGE resided on large chromosomes where detection by PFGE is compromised. Five of these large-scale segmental changes (including four of the nine not identified by PFGE) are flanked on both ends by transposable elements (searched within a window of 3.0 kb). With 89 such elements spread across the 12-Mb genome, the probability of obtaining such a flanking status by chance is Ͻ6.3 ϫ 10 Ϫ8 . Thus, our results support the idea that a substantial fraction of chromosomal instabilities in this species result from phenomena associated with mobile elements (33, 34). The few changes that were detected by PFGE but not by genomic hybridization (e.g., the dramatic increases in the sizes of chromosome 9 and 14 in line B6, and the reduction in chromosome 8 in A1) may reflect nonduplicative translocations generated by nonhomologous recombination or expansion/contraction of repeats not present on the microarray.
The microarray analyses also provided insight into the dynamics of chromosome copy number within putatively haploid yeast cells. By combining information on the chromosome-wide averages of locus-specific reads from microarrays and depth-ofcoverage observations from the random sequencing data, it became clear that almost all chromosomes within the four focal lines had become diploid by the time of analysis, with chromosome 9 in line A4 being monosomic, and chromosome 1 in line C5 being at least trisomic and possibly transiently in a tetrasomic state (Fig. 2) . (For the four other lines assayed by both PFGE and genomic hybridization, a single example was found of the addition of the equivalent of chromosome 13, yielding apparent trisomy). Although there is no evidence that diploidization was promoted by selection in these lines (13) , such behavior raises the concern that our approach to identifying mutations from novel consensus sequences might lead to downwardly biased mutation-rate estimates (by overlooking heterozygous mutations). However, our near complete failure to find heterozygous mutations in further genomic screens and direct analyses of a temporal series of frozen samples (SI Text) is consistent with the hypothesis that most individual chromosomes in these lines experience brief stochastic returns to monosomy, although high rates of mitotic gene conversion could also be involved.
These results are concordant with other observations on haploid lines of S. cerevisiae transforming to a nearly diploid state within a few hundred generations, with a small probability of individual chromosomes being in transient states of monosomy or trisomy at any point in time (35) and with some very large-scale intrachromosomal changes resulting from massive deletions and/or nonhomologous recombination (36-38). For large segmental deletions/duplications detected by microarray hybridization of genomic DNA, see Table S4 . Indeed, both types of changes may be partially interconnected, in that diploidy may be selectively imposed when a key gene is deleted, forcing the cell to depend on suboptimal gene products from paralogous loci (39).
With a large fraction of long-segmental variation identified with microarray analysis exhibiting consistency with the PFGE results, we extended the former to smaller-scale segmental insertions/deletions (Table 2) . Our analysis provides the first direct genome-wide estimates of the rates of gene duplication and gene loss, 3.4 (1.5) ϫ 10 Ϫ6 and 2.1 (1.3) ϫ 10 Ϫ6 per gene per cell division, respectively (not including whole-chromosome duplications) (from Table 2 ). Given the restriction of such analysis to segments Ͼ1 kb in size and the observation that ϳ32% of insertion/deletion events Ͼ0.5 kb in length in yeast are in the range of 0.5-1.0 kb (40), these estimates are likely to be Ͻ68% of the actual rates. Nevertheless, our estimated rate of gene duplication is substantially higher than previous indirect estimates for eukaryotes (derived from duplicate-gene age distributions in sequenced genomes), which are generally in the neighborhood of 10 Ϫ8 per gene per generation (18) .
From the above results, we infer that, on a per-cell-division basis, the expected number of gene duplications per genome is 0.019 (0.023 if putative segmental duplications are accepted at probability level 0.05 rather than 0.01; see Table S5 ), which exceeds the expected number of base substitutions per genome per generation (0.004). Prior work on these MA lines revealed significant correlations between the among-line expression variance of a gene and the number and diversity of upstream genes affecting its expression in the transcriptional cascade (41). Given the very small number of point mutations within individual lines, and because ϳ25% of nucleotide sites within coding regions are silent and ϳ27% of the yeast genome consists of noncoding DNA, our results strongly suggest that the correlations revealed in the prior study are largely a consequence of gene deletion and duplication. 
Discussion
Because nonmammalian systems, and yeast in particular, are widely relied on in studies of mutational processes deemed relevant to human health, the extent to which mutational rates and profiles of effects deviate among model organisms is of considerable interest. Our results bear on this issue in several ways when compared with the germ-line mutation rates for several animal species on a per-cell-division basis (Table 3) . First, the nuclear mutation rates to both base substitutions and small insertion/deletions are within a factor of four across yeast, Drosophila, and human, but are substantially higher in the nematode C. elegans. Second, mitochondrial mutation rates in yeast and nematode are nearly equivalent and dramatically higher than those in Drosophila and human. Third, nuclear mutation rates at homopolymeric runs and microsatellite loci are much higher in humans than in either yeast or nematode.
Although these estimates are only approximate, it appears clear that there are significant differences in the internal cellular environments of different eukaryotes in terms of both replication fidelity and the nature of mutation. Such variation should perhaps not be too surprising, because many examples are known in which the components of various DNA-damage control pathways differ among yeast and animals and even among animal phyla (15) . Clearly, the evolution of multicellularity was not accompanied by a reduction in the mutation rate, even on a per-cell-division basis, and because the number of germ-line cell divisions is Ϸ9 in nematodes, 36 in f lies, and 200 in humans, the per-generation rates of mutation in these organisms is one to nearly three orders of magnitude greater than that in yeast, depending on the nature of the genetic material.
Drawing from prior estimates of the fitness effects of spontaneous mutations, it is further possible to derive some inferences with respect to the relative consequences of mutations in these varied systems. Three prior MA studies of S. cerevisiae have yielded indirect estimates of the haploid genome-wide deleterious mutation rate in the range of 0.000048-0.0011 (42-44), which averages to 0.00041. In contrast, our molecular results (Table 2 ) imply a nuclear genome-wide mutation rate per cell division of Ϸ0.32 (0.0041 base substitutions, 0.0002 small insertion/deletions in complex sequence, 0.0019 microsatellite mutations, and 0.3094 homopolymer mutations). This suggests that only Ϸ0.1% of the mutations in this species have fitness effects discernible in laboratory experiments (although this fraction would rise to Ϸ1.8% if it were assumed that our ML estimates of yeast HPR mutation rates are too high, and the lower regression in Fig. 1 is relied on instead) . Although roughly 10% of mutations with discernible effects on fitness might be beneficial in S. cerevisiae (13, 44) , this does not substantially alter this conclusion.
A comparable analysis yields a similar conclusion for C. elegans. This species incurs an estimated 2.9 mutations per haploid genome per generation (2.1 base substitutions and small insertion/deletions, 0.8 homopolymeric run changes, and 0.01 microsatellite mutations), whereas the genome-wide deleterious mutation rate has been consistently estimated as Ϸ0.015 (45, 46), implying that Ϸ0.5% of mutations in this species have discernible effects on fitness. In contrast, the total haploid genomic mutation rate in D. melanogaster is estimated to be Ϸ0.99 per generation (8) , and although considerable disagreement exists on the genome-wide deleterious rate in this species, most plausible estimates fall in the range of 0.05-0.5 per haploid genome (2, 47, 48). Thus, even if the lower of the above values is deemed closer to reality, a much higher fraction of mutations (Ϸ5%) appears to influence fitness in Drosophila than in other species.
Mutations initially arise when base misincorporations or insertion/deletions remain after proofreading by the replicating DNA polymerase, and become established when mismatch repair (MMR) pathways fail to correct such errors. Numerous studies have estimated the magnitude by which the mutation rate is inf lated when MMR is knocked out, yielding averages of 27.0 (1.9) for yeast, 54.0 (8.1) for mammals, and 41.9 (5.8) for C. elegans (M.L., unpublished work) for base substitutions and small insertion/deletions in complex sequence. Although these results suggest that MMR operates more efficiently in animals than in yeast, they also imply that MMR eliminates Ϸ96.3% of pre-mutations in yeast and 98.1% and 97.6% in mammals and C. elegans, respectively. Thus, the large apparent differences in the mutational profiles among these species are not likely to be consequences of differences in MMR but, rather, of variation at the level of cellular mutagenicity and/or replication proofreading. In any event, given the disparities in the mutational features of the best studied model species, it is clear that some caution is needed in extrapolating from such systems to human biology.
Materials and Methods
Mutation-Accumulation Lines. Spontaneous mutations were accumulated in 32 independent sets of haploid lines, 8 in each of four series, A-D, all initiated from the same clonal parent derived from a single laboratory stock, FY10 (leu2⌬1, ura3-52, MAT␣) (60). These four sets of lines are entirely isogenic except for differences at a single selectively neutral marker and for the allele at the mating-type locus; the manipulations at these loci were performed to 
passed through single-cell bottlenecks on a 3-to 4-day cycle for 200 cycles. Each cycle was initiated by picking a random colony of each line and streaking on rich YPD (yeast extract/peptone/dextrose) medium. Random propagation was imposed by overlaying each plate on a template with a marked target and selecting the colony closest to the target. The following analyses are derived from four haploid lines: A1, A4, C5, and C8. Under the imposed growth regime, neutral mutations will become fixed within individual haploid lines at a rate equal to the mutation rate, and although colony growth between bottlenecks provides some opportunity for the purging of newly arisen mutations, this effect is generally quite small. The theory for estimating the bias in mutation accumulation relative to neutrality is worked out in the legend of figure 4 in Kibota and Lynch (1), and the solutions are given in Fig. S1 for an exponential ''wild type'' cell division rate of 4.8/day (implied by the data given above). Each growth cycle in our experiment represents Ϸ24 generations (growing to a colony of ϳ2 ϫ 10 7 cells), yielding an effective population size of ϳ10. Thus, all deleterious/beneficial mutations with fractional fitness effects much less than Ϸ0.1 should be effectively neutral and accumulate at a rate equal to that of mutation, in accordance with the neutral theory. Results from prior mutation-accumulation experiments in a diversity of organisms indicate that the vast majority of new mutations have fitness effects with selection coefficients Ͻ0.02 (2; 3), and observations with S. cerevisiae suggest that this species is not unusual in this regard. Excluding a few rare petite mutations (which would not enter our analyses), Thatcher et al. (4) found that complete gene knockouts in this species have average selection coefficients of Ϸ0.026, with 76% of them having coefficients Ͻ0.02. Wloch et al. (5) found an average selection coefficient for nonlethal spontaneous mutations of Ϸ0.086, with Ϸ70% having effects Ͻ0.050, whereas Joseph and Hall (6) obtained an average effect of 0.061, with the vast majority of mutations being inferred to have effects Ͻ0.050. Thus, because deleterious mutations are eliminated at a per-generation rate equal to the selection coefficient, the time scale of the population bottlenecks imposed in our experiment is small enough that the mutation-rate estimates are unlikely to be downwardly biased by Ͼ20%.
Molecular Analysis
Estimation of the Base-Substitution Mutation Rate. We estimated the mutation rate associated with simple sequence changes by evaluating the consensus reads at individual nucleotide sites, comparing the reads from individual lines with each other as well as with the ancestral reference sequence. Such analyses were restricted to sites that met two criteria: (i) a position Ն5 bp from any homopolymeric run (HPR) that was Ͼ4 bp in length; and (ii) coverage by at least three independent reads. The first criterion was used to avoid local alignment problems associated with read-length errors that can arise at HPRs, whereas the second criterion ensured a high degree of confidence in the consensus sequence.
The first description of the approach that we used for sequence ascertainment reported a base-read error rate of Ϸ0.5% in regions of complex sequence (7), comparable with levels typically encountered with conventional sequencing (8, 9) . For our specific runs, we estimated the base-call error rate by summarizing the data for all positions meeting the above two criteria and also having a consensus sequence in agreement with the ancestral reference sequence. This yielded an error rate of 0.13%. At low coverage, most sequencing errors will simply result in the failure to identify a consensus sequence at a position, resulting in the removal of the site from the analysis. For our purposes, however, it is important to know the probability of arriving at an incorrect consensus due to sequencing errors (the false-positive rate). (A consensus sequence simply implies that the majority of the base calls at a nucleotide site are of the same type, e.g., for a 5-fold covered site, either 3-5 base calls are of the same type, or in the very rare occasion in which just two are of the same type, the remaining three are different from each other). Assuming random errors to alternative base calls, the false-positive rate is calculated as shown in Fig. S2 . For 3ϫ-covered sites, one false positive is expected per Mb of assayed complex sequence, whereas for sites with Ͼ5ϫ coverage, no more than one false positive would be expected in 10 Mb of complex sequence (the approximate size of the entire yeast genome).
In our analyses, a total Ϸ4.99 ϫ 10 6 sites (summed over all four lines) met our criteria for analysis, so no more than five false positives were expected. Because this was our first experience with this approach for genome-wide mutation detection, we designed PCR primers around the regions of each putative mutation revealed by the consensus-sequence approach to obtain conclusive evidence for the mutation. In all 33 cases evaluated (Table S1 ), we were able to confirm the mutation; i.e., we found no false positives.
After dividing by three, the function plotted in Fig. S2 also defines the false-negative probability, i.e., the probability of failure to detect a mutation because the consensus read is not only in error, but erroneously convergent on the ancestral state at the site. This probability is just 5.6 ϫ 10 Ϫ7 for a 3ϫ depth of coverage, 2.3 ϫ 10 Ϫ9 for 4ϫ coverage, rapidly declining to essentially zero. Thus, the approach that we have used has sufficient power to detect essentially all mutations for sites that have met our criteria for evaluation.
We found 323 nucleotide positions with consistent consensus reads among the four lines that differed from the originally sequenced reference genome. These are likely to represent sequencing errors in the original reference or mutations arising in the progenitor to the MA lines before the establishment of our experiment.
As noted in the text, we obtained compelling evidence that the MA lines had spontaneously diploidized early in the course of the experiment, which raises issues as to whether our ''consensus sequence'' approach may lead to downwardly biased estimates of the mutation rate (by failing to reveal mutations at heterozygous sites). To evaluate this matter, for each point mutation identified by the methods described above, we sequenced DNA obtained from frozen cells stored at 5-to 30-day intervals over the entire course of the experiment. All such mutations were found to be homozygous at the time of first detection, except the one noted in Table S1 . In addition, only one observed microsatellite mutation (identified by direct PCR analysis; below) exhibited heterozygosity across an interval of time.
To investigate this matter further, we searched the 454 sequencing data for potential heterozygotes, focusing on nucleotide sites with at least two reads with the expected referenceallele sequence and at least two with an alternative signature. Over all four lines, 202 potential heterozygous mutations were identified. For each site, we then took the surrounding DNA sequence 28 bp up-and downstream and Blasted them against the entire reference genome. This analysis showed that all but 10 of the potential heterozygotes were assembly artifacts involving nearly identical paralogous sequences. The remaining 10 putative heterozygous loci were then reevaluated directly by PCR and sequencing, which revealed eight of them to be false positives, one to be the heterozygote found in our original analysis, and just one novel mutation (on chromosome 2, position 125366). Taken together, these results indicate that relative to the total length of the experiment, the transient phase of heterozygosity of a new mutation is small enough that any failure to detect heterozygous mutations is unlikely to bias our mutation rate estimates downwardly more than a percent or so.
Microsatellite Mutation Rate. Two approaches were used to identify microsatellite mutations. First, we relied on the random sequences of the four focal lines by characterizing all reads that spanned a microsatellite locus. A locus in a strain was considered analyzed if at least two spanning reads could be compared with at least two reads in the other strains. All loci with 4-10 repeats were compared by using the standard AMOS comparative assembly (10) approach used in the identification of point mutations. For loci containing Ͼ10 repeats, unique flanking regions were used to identify loci by BLAST, and the output was scored by eye to check for reads with different numbers of repeats. Because of the elevated lengths required for complete sequence spans, the fraction of loci with informative sequence reads declines with the length of the microsatellite (Table S2) . No mutations were identified by this approach. The upper limit to the mutation rate compatible with zero observed mutations in n loci surveyed over lines is the solution to (1 Ϫ u P ) 4800n ϭ P, where u P is the mutation rate required to yield a probability P of observing no mutations. For P ϭ 0.05, u P ϭ 1/(1600n).
Second, for 12 dinucleotide and trinucleotide microsatellites in the reference yeast genome with Ͼ19 repeats, as well as 10 loci with 15-17 repeats, we designed PCR primers for the direct assay of the full set of haploid lines. Eight of these loci revealed length mutations. To evaluate the possibility that some of these highly variable loci experienced multiple mutations over the time course of the experiment, we performed assays on frozen isolates from 16 time points for the four focal lines. Two loci, both with Ͼ30 ancestral repeats, exhibited more than one sequential mutation event, and in these cases, the mutation rates based on final observations alone were increased to account for the probability of multiple mutations per locus.
To extrapolate the observed per-locus microsatellite mutation rates to the entire genome, we screened the entire ancestral genome sequence to procure the abundance distribution of di-, tri-, and tetranucleotide repeats (Fig. S3) .
Estimation of the mutation rate for homopolymeric repeats. Homopolymeric repeats (HPRs) mutate at elevated rates as a consequence of DNA slippage processes. However, the reads at such positions are also subject to increased error rates resulting from the physical limitations of ascertaining run lengths by chemiluminescence. This means that with low coverage, the computational identification of rare mutations at specific HPR loci can be problematic, but because there are a very large number of HPRs per genome, it is possible to obtain maximumlikelihood estimates of the mutation rate by factoring out the stochastic noise from read errors in the following way.
To obtain an initial approximation of the distribution of read lengths for each nucleotide/HPR length class, the ancestral genome was first used to identify all HPRs in the length classes of 4-10 bp. For each of these loci, we then summarized the full set of read lengths across all MA lines. In the first pass of the data, each locus in which the average read length across all four lines was significantly different from the ancestral expectation was excluded from use in the error-distribution analysis, because such loci could represent true mutations in one or more of the MA lines, a sequencing error in the ancestral genome, or a mutation arising in the stock culture before the initiation of the MA experiment. In the second pass, we retained only sets of reads within lines in which the locus-specific mode read length corresponded with the ancestral expectation, to exclude potential loci that had experienced MA line-specific mutations. The remaining pools of read lengths were then used to obtain distributions of read lengths for each nucleotide (A, C, G, and T) for all HPR length classes. This analysis was performed separately for each individual MA line to evaluate whether the error distributions differed significantly among the lines. Although such differences are subtle, the total pool of data in these analyses is very large, and small deviations in line-specific error distributions were detected by use of G tests of among-line homogeneity (11) .
As an example, Fig. S4 provides a summary of the read length distributions for nucleotide A pooled over all four MA lines, showing that the modal read length always corresponds with the expectation and that the error rate is very small at the smallest HPR class, progressively increasing with longer runs. Although some biases may enter such analyses (e.g., the overall error rate could be underestimated because of the exclusion of loci with high numbers of errors), the data clearly demonstrate that almost all read errors deviate from the ancestral expectation by Ϯ1 bp.
To obtain maximum-likelihood estimates of the mutation rate (u j ) for each HPR length class j, we assumed a stepwise model such that an HPR of length j remains at that length with probability (1 Ϫ u) and mutates to the two adjacent states, j Ϫ 1 and j ϩ 1, with equal rates (u/2). This model is justified by the observation that nearly all (Ͼ95%) mutations previously identified at HPR in yeast and other species are single-base insertions or deletions (12) (13) (14) . In addition, we assumed the error-read length distribution to have a symmetrical geometric distribution: letting ϭ the probability of a correct read, the probability of a read-error deviation of Ϯk nucleotides is (1 Ϫ ) k /2. Denoting observed read lengths as i, and conditioning on true lengths j, the likelihood of obtaining a specific set of n reads at a particular locus in a particular line is then given by
where functions of the form p(i  j) denote the conditional error probabilities. The joint maximum-likelihood estimates of the mutation rate (u) and the read-error rate (1 Ϫ ) for any particular length class j in any particular MA line is then obtained by summing the logarithms of the likelihoods obtained for each locus, and identifying the maximum in the likelihood surface with respect to these two variables. We report the average of the ML estimates of u j over all four lines (divided by the number of generations of divergence).
To further guard against the inclusion of mutations in the ancestral line (relative to the original sequenced genome) in these analyses, we only included loci for which at least two lines with at least three reads exhibited mode read lengths equal to the ancestral expectation. Some insight into the reliability of the ML procedure is provided by a comparison of the ML read-error rate estimates with those derived by direct observations of deviations from the modes for loci deemed to be nonmutant (as described above; Fig. S4 ). The two types of estimates are highly correlated and generally not significantly different from each other (Fig.  S5) .
For estimates of the genome-wide mutation rate at HPR loci, we used the frequency distributions for such elements throughout the yeast genome (Fig. S6) , applying to these a length-specific regression based on the full set of evidence described in the text: our indirect ML estimates for small HP runs; our direct estimates for two loci involving large runs; two estimates available from the literature for large HPRs; and a lower bound estimate for 9-to 10-bp runs based on our direct sequencing (dividing this by 2 to get the midpoint between the upper and lower bounds).
Pulse-Field Gel Electrophoresis. Sizing of yeast chromosomes followed the basic approach of Schwartz and Cantor (15) , using the methods outlined in ref. 16 . Briefly, each yeast line was cultured for ϳ24 h at 30°C in 5-ml culture tubes from a single colony. Cell pellets were harvested by using centrifugation, washed three times in 50 mM EDTA, and suspended in 50 mM EDTA to a concentration of 2 ϫ 10 9 cells per ml (normalized by using OD600). The suspension was mixed with an equal volume of InCert low-melting-point agarose (BioWhittaker Molecular Applications) and transferred into sample CHEF disposable plug molds (Bio-Rad). After hardening, the plugs were incubated into Spheroplasting Solution [14 mM 2-mercaptoethanal, 20 mM EDTA, 0.5 mg/ml Zymolase 20T, 1 M Sorbitol, 10 mM Tris⅐HCL (pH 7.5)]. The three final incubation steps were: LIDS (overnight wash), 0.2ϫ NDS wash (6 ml, 30 min), and TE wash (6 ml, 30 min). Plugs were stored at 4°C until use. PFGE was performed by using 100 ml of TBE mixed with 1.2 GTG agarose on a CHEF gel apparatus (Bio-Rad) at 5.1 V/Cm, 60-to 120-sec switch times, for 34 h at 4°C.
Note that observations discussed in the text indicate that lines A4 and C5 were disomic for all but single chromosomes. By extension, because all lines subjected to PFGE involved essentially the same number of cells (except line D1, which was difficult to grow), and all exhibit similar band intensities (Fig.  S7) , we infer that all lines were essentially diploid at the time of analysis.
Segmental Duplications Identified by Genomic Hybridization to Microarrays.
To identify deleted and duplicated fragments of chromosomes, we exploited information from the signals derived from genomic hybridization to gene-specific oligomers on microarrays as well as from the observed patterns of coverage from direct genomic sequencing. For the microarray analysis, DNA for each of eight lines (A1, A4, A7, B6, C3, C5, C8, D1) was digested overnight by using three DNA cutters (AluI, RsaI, and MboI), heat inactivated, and purified by using standard phenol chloroform extraction to remove impurities. The profiling of the 12 MA lines was performed in three consecutive experiments, within each of which four lines were compared with two others and to the reference strain F 0 (to allow comparisons across lines). The samples were hybridized on arrays containing 6,388 utilizable probes (Qiagen Operon) printed on poly-L-lysine-coated slides (Erie) according to standard protocols (www.microarray-.org), using the blocking process of Diehl et al. (17) . Each yeast ORF was represented by a single 70-mer probe designed to minimize cross-hybridization among close paralogs. DNA samples were labeled by using the BioPrime Plus Array CGH Genomic Labeling System (Invitrogen) by following the manufacturer's protocols. Brief ly, two micrograms of cut genomic DNA were annealed with fluorescently labeled primers, extended by using high-concentration exo-Klenow fragments and fluorescently labeled nucleotides. The samples were then purified on spin columns, concentrated, and combined for each microarray hybridization. Hybridizations and washes were performed according to ref. 18 . Before the hybridizations, steps consisting of a wash in 2ϫ SSC 2% SDS for 20 min at 55°C, followed by a 5-min wash in 0.2ϫ SSC, and a 3-min wash in DI water at room temperature were performed to reduce background intensity to a minimum. The arrays were scanned on a Axon GenePix 4000B Scanner (Axon Instruments, Molecular Devices), and the images were analyzed by using GenePix Pro 5 (Axon Instruments, Molecular Devices).
Hybridizations with a significant number of missing data due to high background intensity or poor slide coating were repeated for a minimum of four replicates per MA line. Spots of poor quality (with foreground intensity lower than the background intensity plus one standard deviation) were flagged manually and eliminated from the downstream analyses. To make ratios of intensities independent of the absolute intensity, backgroundsubtracted intensities were normalized by using the method loess, and this was done for each quadrant independently to make data consistent across the array. All distributions of intensities across the experiments were then normalized to have the same median absolute deviation by scaling the log-ratios. Finally, the ratio of signal intensities for each strain relative to the reference strain F 0 were obtained by fitting a linear model based on the experimental design as implemented in Limma using the function lmFit. These procedures were performed in R (19) using methods implemented in the library Limma (20, 21) .
To use these data to infer duplications and deletions, we first normalized the read values for all array runs to ensure that all had equivalent mean values. This procedure involved several steps: (i) The mean raw reads over replicate runs were determined for each line by averaging over all loci. (In this first round of normalization, single chromosomes from each of two lines that were found to have aberrant monosomy or trisomy/ tetrasomy, as described below, were eliminated from consideration).
(ii) The average reads for each line were scaled to a value of 1.0 by dividing by the line-specific means, thereby equating the means over all lines. (iii) For each locus, the average mean across all lines was scaled to a value of 1.0 by dividing by the grand mean for the locus, thereby equating the locus-specific means across all loci.
This first pass of the data yielded a distribution of the relative read values across all loci and lines, which we subsequently used to evaluate the probabilities that average relative reads in adjacent pairs, triplets, quadruplicates, etc., of loci were more extreme than expected by chance. To accomplish this task, null distributions of average reads for different-sized groups of loci were obtained by randomly drawing sets of data from the original distribution of single-locus data (one million sets for each group size). The cumulative distributions for mean group reads were then used to determine the probabilities that observed means for adjacent loci were more extreme than expected by chance. (The averages of these null distributions were always equal to 1.0, and the variances declined proportionally with the size of the group, as theoretically expected).
This procedure was done in a hierarchical manner, first identifying all significant pairs of adjacent genes and then merging adjacent significant pairs (e.g., genes A and B, and B and C) if the trio (A, B, and C) was more significant and continuing to larger adjacency groups until no other significant linkages were found. To minimize the problems with multiplecomparison testing, the standard Bonferroni correction was used to modify the critical probability values for significance, e.g., with n tests within a particular group size, the critical probability level to achieve 5% significance in any single test was set to 0.05/n. The span lengths of putative duplicated and deleted regions identified as adjacency groups were estimated as the genomic length between the midpoints of the two end genes in the spans. This procedure will potentially provide downwardly biased estimates of the numbers and upwardly biased estimates of the average sizes of deletions and duplications, as alterations involving spans smaller than the distance between adjacent genes will generally go undetected. Table S4 . Chromosome numbers and their expected sizes based on the reference genome are given to the left, aligned with each of the major bands resolved on the gel and adjacent to the molecular mass marker (-ladder PFG marker, from NEB). Ts (C 3 T) TTCATCATCCT 3 TTCATTATCCT C5 Chr. 8 -262187 Ts (C 3 T) TAGAACTGTCC 3 TAGAATTGTCC A4 Chr. 10 -33149 Ts (C 3 A) GGAAGGATAT 3 GGAAGAATATA A1 Chr. 16 -834238 Ts (G 3 A) GTTATGTGAAA 3 GTTATATGAAA C8 Chr. 16 -331354 Ts (G 3 A) CCAGTGAGGAT 3 CCAGTAAGGAT C8 Chr. 15 -679548 Ts (G 3 A) GAACTGCTAAA 3 GAACTACTAAA C8 Chr. 11 -239813 Ts (G 3 A) AACTAGATTGA 3 AACTAAATTGA C8 Chr. 7 -67430 Ts (G 3 A) AAGGCGGATTT 3 AAGGCAGATTT C5 Chr. 3 -54214 Ts (T 3 C) TCCTTTACAAA 3 TCCTTCACAAA C8 Chr. 15 -541599 Ts (T 3 C) GAATTTCTTAC 3 GAATTCCTTAC C5 Chr. 12 -277642 Ts (T 3 C) CATTGTTCTCA 3 CATTGCTCTCA A1 Chr. 7 -804473 Tv (A 3 C) CTTTGAATTGG 3 CTTTGCATTGG C8 Chr. 7 -625107 Tv (A 3 C) CCTTGAAGTGC 3 CCTTGCAGTGC A4 Chr. 9 -154205 Tv (A 3 C) CTTATAGAAGG 3 CTTATCGAAGG C8 Chr. 13 -560365 Tv (A 3 T) ACCATAATCAA 3 ACCATTATCAA A2* Chr. 8 -231499 Tv (A 3 T) TGGATATTGTA 3 TGGATTTTGTA A4 Chr. 15 -986649 Tv (C 3 A) TGCTGCGTCGC 3 TGCTGAGTCGC C8 Chr. 13 -503024 Tv (C 3 A) CGAACCGTAAA 3 CGAACAGTAAA A4 Chr 13 -913509 Tv (C 3 A) CCTGTCGACCT 3 CCTGTAGACCT A4 Chr. 13 -824994 Tv (C 3 A) CCCGTCACTCA 3 CCCGTAACTCA C8 Chr 7 -561788 Tv (G 3 C) TAATCGTGCAC 3 TAATCCTGCAC A1 Chr. 2 -125366** Tv (G 3 C) TGTGTCCAAGC 3 TGTGTGCAAGC A4 Chr. 12 -617519 Tv (G 3 C) GGGAAGGGTTT 3 GGGAACGGTTT A4 Chr. 13 -213440 Tv (G 3 C) CTGGCGGATCG 3 CTGGCCGATCG A1 Chr. 2 -536163 Tv (G 3 C) CAGAAGAAACG 3 CAGAACAAACG C8 Chr 16 -804029 Tv (G 3 T) CAGGTGCCAGA 3 CAGGTTCCAGA C8 Chr. 2 -696533 Tv (G 3 T) AGAACGTCTTC 3 AGAACTTCTTC A4 Chr. 4 -1148647 Tv (G 3 T) TGGATGCTAAG 3 TGGATTCTAAG C5 Chr. 9 -380265 Tv (G 3 T) TGAGAGTCAGCG 3 TGAGATTCAGCG C5 Chr. 12 -716670 Tv (G 3 T) CTATAGAATTT 3 CTATATAATTT A1 Chr. 14 -688148 Inversion*** ATGCCGAAGGCAT 3 ATGCCTTCGGCAT C5 Chr. 4 -117354 Deletion of G AATCTGGGGACTGT 3 AATCTGGG-ACTGT A1 *This mutation was discovered in a preliminary PCR survey of the full set of lines at a small number of loci. **Appeared as a heterozygote in the collection of reads. ***In principle, could simply represent three adjacent nucleotide substitutions. Line  A1  104473  3  40  140745  3  64  A4  118652  2  47  201195  1  12  A7  0  0  0  142609  4  66  B6  67612  1  31  81561  1  44  C3  691119  12  365  83972  3  38  C5  74270  1  28  0  0  0  C8  261704  8  112  42521  2  26  D1  501123  5  285  999119  28 Table 2 , except that the computations assume a P ϭ 0.05 probability cutoff.
