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Resumen
La adaptacio´n de una asignatura al nuevo modelo propuesto por el EEES
conlleva el hecho de tener que pensar en nuevas estrategias dida´cticas para
facilitar el aprendizaje. Se puede proponer que los alumnos trabajen de forma
guiada sobre documentos y materiales elaborados por los profesores.
En esta ponencia presentamos un material que hemos realizado para la asignatura
de me´todos nume´ricos en la E.U.I.T. Informa´tica de Oviedo. Se desarrollan sim-
ulaciones de procesos iterativos de punto fijo, mediante animaciones en tiempo
real realizadas con MATLAB.
1. El espacio europeo de educacio´n superior
En junio de 1999, los Ministros de Educacio´n de 29 pa´ıses europeos firmaron la declaracio´n
de Bolonia, con el fin de poder disponer, en el an˜o 2010, de un Espacio Europeo de
Educacio´n Superior (EEES), esto es, de un sistema educativo de calidad que permita a
Europa fomentar su crecimiento econo´mico, su competitividad internacional y su cohesio´n
social a trave´s de la educacio´n y la formacio´n de los ciudadanos a lo largo de la vida y su
movilidad. Los objetivos estrate´gicos del EEES son:
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2. Sistema basado en dos niveles y tres ciclos: GRADO y POSTGRADO (ma´ster y
doctorado).
3. Adopcio´n de un sistema de acumulacio´n y transferencia de cre´ditos que favorezca
la movilidad (cre´ditos ECTS).
4. Promocio´n de la cooperacio´n europea en materia de garant´ıa de la calidad y desa-
rrollo de criterios y metodolog´ıas comparables.
5. Impulso de la movilidad de estudiantes, profesores y personal administrativo de las
universidades y otras instituciones de educacio´n superior europeas.
6. Fomento de la dimensio´n europea en la educacio´n superior como condicio´n necesaria
para el logro de los objetivos del EEES.
El sistema europeo de cre´ditos (ECTS) es un sistema que permite medir el trabajo que
deben realizar los estudiantes para la adquisicio´n de los conocimientos, capacidades y de-
strezas necesarias para superar las distintas materias de su plan de estudios. La actividad
de estudio (entre 25 y 30 horas por cre´dito), incluye el tiempo dedicado a clases lectivas, 2
horas de estudio, tutor´ıas, seminarios, trabajos, pra´cticas o proyectos, as´ı como las exigi-
das para la preparacio´n y realizacio´n de exa´menes y evaluaciones.
El objetivo de los estudios de Grado es lograr una formacio´n acade´mica y profesional de
los estudiantes que les capacite tanto para incorporarse al a´mbito laboral europeo como
para proseguir su formacio´n en el postgrado. El nu´mero total de cre´ditos necesarios para
obtener el Grado estara´ comprendido entre 180 y 240 cre´ditos ECTS.
El Postgrado comprende dos ciclos:
a) Formacio´n avanzada para la obtencio´n del titulo de MA´STER (60-120 cre´ditos
ECTS).
b) Formacio´n investigadora para la obtencio´n del titulo de DOCTOR.
Para acceder al Doctorado se requieren al menos 300 cre´ditos de Grado y Postgrado.
Es necesario un nuevo enfoque metodolo´gico, que transforme nuestro sistema educativo,
basado en la “ensen˜anza” a otro basado en el “aprendizaje”. Este proceso de mejora debe
ser interactivo y se sustenta en tres principios:
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i) mayor implicacio´n y autonomı´a del estudiante
ii) utilizacio´n de metodolog´ıas ma´s activas: casos pra´cticos, trabajo en equipo, tutor´ıas,
seminarios, tecnolog´ıas multimedia, . . .
iii) papel del profesorado, como agente creador de entornos de aprendizaje que estimulen
a los alumnos.
Cada titulacio´n debe ofrecer un perfil de egresado que se ajuste mejor a los perfiles profe-
sionales que demanda el mercado laboral. Se trata de basar el disen˜o del plan de estudios
en la adquisicio´n de competencias profesionales, que constituira´n los objetivos de apren-
dizaje de las asignaturas disen˜adas a tal fin en el plan de estudios.
Entendemos por Competencias Profesionales la integracio´n de conocimientos,
destrezas y actitudes que permiten el desempen˜o profesional de calidad. La
competencia es algo ma´s que saber y que saber aplicar: implica una capacidad de de-
cisio´n estrate´gica sobre co´mo, cua´ndo y por que´ utilizar un determinado conocimiento o
destreza. Se distinguen dos tipos de competencias:
Te´cnicas o Espec´ıficas.
Transversales o Gene´ricas.
Las competencias Te´cnicas son aquellas propias de una profesio´n o a´mbito de conocimiento
y cada titulacio´n tendra´ las suyas.
Las competencias transversales son las relativas a aspectos de desarrollo de capacidades
generales, y necesarias para el desenvolvimiento como profesional. En mayor o menor
grado, estas competencias son compartidas por las distintas profesiones. Algunas de ellas
podr´ıan ser: trabajo en equipo, planificacio´n, organizacio´n del tiempo, redaccio´n te´cnica,
presentacio´n oral y habilidades comunicativas, idioma extranjero, creatividad, esp´ıritu
emprendedor, responsabilidad y e´tica en el trabajo, aprendizaje autodirigido, pensamiento
cr´ıtico y divergente, inteligencia emocional y pra´ctica, capacidad para adaptarse a un
mundo global, etc.
2. Introduccio´n al material realizado
En la l´ınea de lo comentado anteriormente, sobre la utilizacio´n de metodolog´ıas ma´s
activas que faciliten el aprendizaje, presentamos una te´cnica del ca´lculo nume´rico, el
92
V Encuentro de Matema´ticas Del Caribe Colombiano
1 al 4 de Julio de 2008
Barranquilla-Colombia
llamado me´todo de iteracio´n de punto fijo, utilizando los medios informa´ticos PowerPoint
3 y Matlab. Esta te´cnica se encuadra en el tema de resolucio´n nume´rica de ecuaciones no
lineales.
El Power Point se ha utilizado como un apoyo para escribir las fo´rmulas y el desarrollo
matema´tico. El eje principal de la exposicio´n son las gra´ficas y sobre todo las animaciones,
ambas realizadas con Matlab, que muestran co´mo evolucionan las distintas sucesiones de
punto fijo hacia la solucio´n del problema. Consideramos que en este tema en particular,
las animaciones son muy importantes debido a que as´ı se puede visualizar co´mo a partir de
una situacio´n inicial parecida la evolucio´n puede ser totalmente distinta segu´n la funcio´n
de iteracio´n elegida.
Las animaciones dan un acceso sencillo e intuitivo a secciones del tema que habitualmente
no se tratan, contribuyendo as´ı no so´lo a aclarar y fijar los conceptos habituales sino
tambie´n a su ampliacio´n y comparacio´n con los nuevos.
Dada la sencillez y brevedad de los programas utilizados, e´stos pueden ser realizados
y modificados por pra´cticamente todos los alumnos (en nuestro caso primer curso de
ingenier´ıa te´cnica informa´tica) y repetidos tantas veces como sea necesario, incluso en un
ordenador con pocos requerimientos tanto de procesador como de memoria, ya que los
programas ocupan muy poco espacio y generan la animacio´n en el instante en que se corre
el programa.
3. El me´todo de iteracio´n de punto fijo
a) Antecedentes matema´ticos
La iteracio´n de punto fijo es una te´cnica que se utiliza, entre otras cosas, para obtener una
ra´ız de la ecuacio´n F (x) = 0. Se comienza buscando una ecuacio´n de la forma x = f(x),
de manera que cualquier solucio´n de esta ecuacio´n, es decir, cualquier punto fijo de f es
una ra´ız de la ecuacio´n F (x) = 0. En otras palabras, se busca una funcio´n f que verifique
lo siguiente:
Si α ∈ R es punto fijo de f(α = f(α)) entonces F (α) = 0.
Toda funcio´n f que verifica lo anterior se dice que es una funcio´n de iteracio´n asociada a F .
Ejemplo:
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Las siguientes funciones son funciones de iteracio´n asociadas a F (x) = x2 − x− 1
f1(x) = x
2 − 1, f2(x) =
√
x+ 1, f3(x) = 1 +
1
x
, f4(x) = x− x2−x−1m m 6= 0
Gra´ficamente los puntos fijos de f se corresponden con las abscisas de los puntos de corte
de las gra´ficas de f y de la funcio´n identidad.
La iteracio´n de punto fijo consiste en elegir un punto x0 ∈ Domf y construir la sucesio´n
{xn} definida recursivamente por xn+1 = f(xn), n ≥ 0. Para que este algoritmo resuelva
el problema planteado hemos de comprobar que se satisfacen las siguientes condiciones:
1. xn ∈ Domf ∀n
2. {xm} → α ∈ R
3. α = f(α)
Para garantizar 1), supongamos que f esta definida en un intervalo cerrado y acotado [a, b]
que los valores que toma la funcio´n, es decir los puntos ima´genes, tambie´n pertenecen a
dicho intervalo. Dicho de otra manera, ∀x ∈ [a, b] ⇒ f(x) ∈ [a, b] y lo denotamos de la
siguiente forma:
f : [a, b]→ [a, b]
Geome´tricamente esto significa que la gra´fica de f esta´ contenida en el cuadrado
[a, b]× [a, b] = {(x, y)/x ∈ [a, b], y ∈ [a, b]}.
De esta manera si x0 ∈ [a, b] ⇒ x1 = f(x0) ∈ [a, b] ⇒ x2 = f(x1) ∈ [a, b] ⇒ x3 ∈ [a, b]
⇒ . . .
Por induccio´n se demuestra que xn ∈ [a, b] ∀n
Veamos un resultado sobre existencia de puntos fijos.
Sea f : [a, b]→ [a, b] continua. Entonces f tiene al menos un punto fijo en [a, b], es decir,
∃α ∈ [a, b]/f(α) = α.
Nota.
Para comprobar si se cumple que f : [a, b]→ [a, b] siendo f continua, se evalu´a la funcio´n
en los extremos del intervalo y en los puntos interiores que anulan a su derivada. De esta
manera se obtiene el ma´ximo y el mı´nimo absoluto de la funcio´n en dicho intervalo. Si
tanto el ma´ximo como el mı´nimo pertenecen al intervalo la condicio´n esta verificada.
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Por supuesto si la funcio´n es estrictamente creciente o estrictamente decreciente es sufi-
ciente con evaluar la funcio´n en los extremos del intervalo.
Definicio´n.
f es contractiva en [a, b]⇔: ∃L ∈ [0, 1)/|f(x1)− f(x2)| ≤ L|x1 − x2|, ∀x1, x2 ∈ [a, b]. A
L se le llama constante de contractividad.
Se verifica que si f es contractiva en [a, b] ⇒ f es continua en [a, b]. Sin embargo una
funcio´n puede ser contractiva en [a, b] no ser derivable en todos los puntos del intervalo.
Para funciones derivables, la condicio´n de contractividad esta´ relacionada con el valor de
la derivada y ma´s concretamente con que la derivada sea una funcio´n acotada con cota
superior menor que 1 y cota inferior mayor que -1.
Si f : [a, b]→ R es continua en [a, b] y derivable en (a, b) se verifica que f es contractiva
en [a, b] constante L ∈ [0, 1)⇔ |f ′(x)| ≤ L < 1 ∀x ∈ (a, b).
No´tese que |f ′(x)| ≤ L < 1 equivale a que −1 < −L ≤ f ′(x) ≤ L < 1. Lo ideal es elegir
L = sup
x∈(a,b)
|f ′(x)| < 1, sup = menor de las cotas superiores (supremo).
Veamos un resultado sobre existencia y unicidad de puntos fijos.
Sea f : [a, b] → [a, b], contractiva en [a, b]. Entonces f tiene un u´nico punto fijo en [a, b],
es decir, ∃α ∈ [a, b]/f(α) = α y es el u´nico en dicho intervalo.
Nota.
Para comprobar si f es contractiva en [a, b], calculamos los puntos interiores que anulan
a su derivada segunda y luego evaluamos la funcio´n |f ′| en los extremos del intervalo y en
tales puntos (si existen). Si los valores obtenidos son todos menores que uno resulta que
se verifica la contractividad de f con L igual al ma´ximo valor.
Definicio´n (orden de convergencia).
Sea {xn} una sucesio´n de numeros reales convergente / {xn} → α y sea en = xn − α
n ≥ 0. Se dice que la sucesio´n {xn} converge a α con orden de convergencia al menos 1
(al menos lineal) si existe una constante C ∈ (0, 1) tal que |en+1| ≤ C|en|. Se dice que la
sucesio´n {xn} converge a α con orden de convergencia al menos 2 (al menos cuadra´tica)
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si existe C > 0 tal que |en+1| ≤ C|en|2. En general, se dice que la sucesio´n {xn} converge
a α con orden de convergencia al menos p > 1 si existe C > 0 tal que |en+1| ≤ C|en|p.
Observacio´n.




= q ∈ (−1, 1) entonces el orden de convergencia es al menos





= q entonces el orden de convergencia es al menos 2 y si q 6= 0 el orden de
convergencia es exactamente 2.
Distinguiremos entre convergencia global y convergencia local. En la primera se dara´n
condiciones para f en un intervalo [a, b] bajo las cuales el algoritmo de punto fijo con-
verge ∀x0 ∈ [a, b]. En la local se dan condiciones mas de´biles bajo las cuales el algoritmo
converge siempre que el punto inicial este suficientemente pro´ximo a la solucio´n.
Teorema. (convergencia global y estimacio´n del error).
Sea f : [a, b] → [a, b] contractiva con constante L ∈ [0, 1) y sea x0 ∈ [a, b]. Entonces, la
sucesio´n {xn} definida por xn+1 = f(xn) es convergente, y converge al u´nico punto fijo α
de f en [a, b]. Adema´s, el orden de convergencia es al menos lineal y se tiene la siguiente
estimacio´n para el error:
|xn − α| ≤ L
n
1− L |x1 − x0| ≤
Ln
1− L(b− a)
Observaciones al teorema anterior.




= f ′(α); en este
caso si f ′(α) 6= 0 el orden de convergencia es exactamente 1.
2. Cuanto ma´s pro´ximo este L a cero, mas ra´pidamente convergera´ la sucesio´n al punto
fijo.
3. Para garantizar que el error cometido |xn−α| es menor que un ε dado, es suficiente
realizar n iteraciones con n verificando L
n
1−L |x1 − x0| < ε, es decir:
n >
log ε+ log(1− L)− log |x1 − x0|
logL
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4. Si f es contractiva en un intervalo [a, b] existe α ∈ (a, b)/f(α) = α, la condicio´n f :
[a, b]→ [a, b], puede que no se verifique. En esta situacio´n siempre se puede reducir
el intervalo por uno de los extremos (el mas distante de α) hasta conseguir que en el
nuevo intervalo se verifiquen las dos condiciones del teorema de convergencia global.
5. Si no existe ningu´n intervalo que contenga al punto fijo en el que f sea contractiva
resulta que esta funcio´n no va a ser u´til para aproximar dicho punto.
Si las condiciones del teorema anterior se debilitan, podra´ tenerse convergencia, pero
entonces sera´ necesario tener un punto inicial de partida suficientemente pro´ximo a la
solucio´n, es decir, se tendra´ convergencia local.
Teorema (convergencia local).
Sea f : [a, b]→ R con un punto fijoα ∈ (a, b). Se supone que f es derivable con f ′ continua
en un entorno de α y |f ′(α)| < 1. Entonces ∃δ > 0 tal que ∀x0 ∈ [α− δ, α+ δ], la sucesio´n
{xn} definida por xn+1 = f(xn) converge a α, al menos con orden 1.
Observacio´n.
Si f ′(α) > 1 o´ f ′(α) < −1 la sucesio´n es divergente (salvo que x0 = α).
Convergencia cuadra´tica y me´todo de Newton.
Si f tiene derivada 2a continua en un entorno de α/f(α) = α y f ′(α) = 0 se demuestra
(usando el teorema de Taylor) que el orden de convergencia es, al menos, cuadra´tica.
Si, adema´s, f ′′(α) 6= 0 entonces la convergencia es exactamente cuadra´tica.
La convergencia cuadra´tica es mucho ma´s ra´pida que la lineal.
De manera ana´loga se demuestra que si f tiene derivada de orden m ≥ 1 continua en un
entorno de α/f(α) = α y f ′(α) = f ′′(α) = . . . = f (m−1)(α) = 0 entonces la convergencia
es, al menos, de orden m.
El me´todo de Newton es un me´todo iterativo de punto fijo para aproximar una ra´ız α de
la ecuacio´n F (x) = 0. Partimos de un punto x0 y determinamos x1 como el punto de corte
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con el eje de abscisas de la recta tangente a la curva y = F (x) en el punto (x0, F (x0))




x1 = x0 − F (x0)
F ′(x0)
Trazamos la recta tangente a la curva y = F (x) en el punto (x1, F (x1)) y el punto de
corte de de esta recta con el eje de abscisas sera el punto x2 y as´ı sucesivamente. Resulta
el algoritmo de Newton:
x0 dado, xn+1 = xn − F (xn)
F ′(xn)
, n ≥ 0
Por tanto la funcio´n de iteracio´n de este algoritmo es: f(x) = x− F (x)
F ′(x)
Este algoritmo requiere el conocimiento de la derivada de F la cual, adema´s, para que el
algoritmo este´ bien definido, no debe anularse en los puntos xn.
Evidentemente, si α es ra´ız de la ecuacio´n F (x) = 0 y F ′(α) 6= 0 entonces f(α) = α.
Adema´s,
f ′(α) = 1− [F






Por tanto, si α es ra´ız de la ecuacio´n F (x) = 0 y F ′(α) 6= 0 resulta que la sucesio´n {xn}
definida por xn+1 = xn − F (xn)F ′(xn) converge localmente a α y el orden de convergencia es,
al menos, cuadra´tica (damos por supuesto que en un entorno de α la funcio´n F tiene
derivada 3a continua).
Teorema. (convergencia global del me´todo de Newton).
Sea F una funcio´n con derivada 2a continua en [a, b], verificando:
i) F (a) · F (b) < 0,
ii) F ′(x) 6= 0 ∀x ∈ [a, b]
iii) F ′′(x) ≥ 0 o´ F ′′(x) ≤ 0 ∀x ∈ [a, b]
iv) Si c ∈ {a, b} es el extremo de [a, b] donde |F ′| es ma´s pequen˜o, se tiene
∣∣∣ F (c)F ′(c) ∣∣∣ ≤ b−a.
Entonces, ∀x0 ∈ [a, b] la sucesio´n {xn} generada aplicando el me´todo de Newton converge
a la u´nica ra´ız de F (x) = 0 en (a, b).
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b) Desarrollo gra´fico
Se comienza con una descripcio´n gra´fica del planteamiento del problema, mostrando la
diferencia entre la funcio´n F asociada a la ecuacio´n de partida y la correspondiente fun-
cio´n de iteracio´n f . Se sen˜ala co´mo la ra´ız de la ecuacio´n coincide con el punto fijo de
la funcio´n de iteracio´n. Se describe brevemente en que´ consiste el me´todo de iteracio´n
de punto fijo y se ofrecen tanto gra´fica como anal´ıticamente distintas posibilidades de
funciones de iteracio´n para una misma ecuacio´n.
Pero no todas las funciones de iteracio´n son u´tiles para resolver el problema. Es necesario
que la funcio´n de iteracio´n genere una sucesio´n y que esta converja al punto fijo. Esto se
expresa por medio de tres condiciones. Se van estudiando los requerimientos uno a uno
y se proponen hipo´tesis para cada uno de ellos. Conforme establecemos hipo´tesis vamos
viendo gra´ficamente como se van eliminando posibles funciones de iteracio´n. Al final, las
condiciones que ha de reunir la funcio´n de iteracio´n se reducen a dos. Se expresa formal-
mente el teorema de convergencia global y de e´l se infieren gra´ficamente condiciones de
convergencia local.
A continuacio´n se ve una animacio´n de los t´ıpicos cuatro casos (convergente/divergente,
escalera/tela de aran˜a) de sucesiones generadas por el me´todo, resaltando la ausencia de
convergencia cuando no se cumplen las condiciones de convergencia local aunque el punto
inicial de la sucesio´n este´ cerca de la solucio´n.
En la siguiente animacio´n se pueden ver las diferencias entre distintas velocidades de con-
vergencia y distinto orden de convergencia. As´ı, se observa que para orden de convergencia
uno la velocidad de convergencia aumenta al disminuir el valor absoluto de la derivada
de la funcio´n de iteracio´n en el punto fijo y como se pasa a un orden de convergencia
al menos dos cuando la curva tiene tangente horizontal en el punto fijo (la derivada en
el punto fijo es cero). Tambie´n se aprecia que cuando la curva es plana en este punto
(derivada primera y segunda cero) se pasa al orden de convergencia al menos tres. As´ı,
a partir de una observacio´n gra´fica, se da un criterio anal´ıtico para aumentar el orden
de convergencia (derivadas sucesivas de la funcio´n de iteracio´n en el punto fijo iguales a
cero).
Con las condiciones anal´ıticas obtenidas se plantea la construccio´n de un me´todo iterativo
de orden dos, el de Newton-Raphson y se deduce la funcio´n de iteracio´n del me´todo a
partir de la funcio´n correspondiente a la ecuacio´n de partida. Nos parece ma´s interesante
en el contexto actual, la segunda opcio´n de construccio´n del me´todo que se presenta, que
tiene como no, una aproximacio´n gra´fica.
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La convergencia local del me´todo de Newton-Raphson esta asegurada por la construccio´n
del me´todo, pero parece interesante estudiar condiciones de convergencia global. Como
punto de partida se muestra en una animacio´n como perjudica a la convergencia del me´to-
do la existencia en las proximidades de la ra´ız de ma´ximos, mı´nimos y puntos de inflexion.
Esto permite motivar las tres primeras condiciones del teorema de convergencia global.
La cuarta se puede justificar diciendo que puesto que estamos hablando de convergencia
global todos los elementos de la sucesio´n han de estar dentro de un intervalo [a, b] cono-
cido. La cuarta condicio´n esta orientada a garantizar que incluso si partimos del punto
mas desfavorable del intervalo, el siguiente y todos los dema´s estara´n tambie´n dentro de
el. A continuacio´n se demuestra anal´ıticamente el teorema ilustrando gra´ficamente cada
uno de los pasos de esta demostracio´n.
Junto con las animaciones que presentan el me´todo de Newton-Raphson con esta inter-
pretacio´n geome´trica tradicional, es decir, con F , se presentan tambie´n las animaciones
con la funcio´n de iteracio´n correspondiente f , que permiten apreciar mejor el orden de
convergencia. Esta forma de contemplar para un mismo ejemplo la sucesio´n utilizando F
y f permite apreciar mejor el hecho siguiente: aunque en general el orden de convergencia
de la sucesio´n generada por la funcio´n de iteracio´n de Newton es dos, hay casos donde
esto no sucede. As´ı, se ilustra el caso de ra´ıces multiples, donde el orden de convergencia
se convierte en uno y se ve como modificando de forma adecuada la funcio´n de iteracio´n
se recupera el orden de convergencia dos (modificacio´n de Schroder). Tambie´n se ve un
caso mas favorable, donde el orden de convergencia del me´todo de Newton es al menos
tres, que es el caso en el que la ra´ız es un punto de inflexion con tangente no horizontal
(F (α) = F ′′(α) = 0, F ′(α) 6= 0).
Las animaciones permiten abordar la siguiente parte del tema de forma intuitiva y por
analog´ıa con el me´todo de Newton. En el me´todo de Newton sustitu´ıamos en cada paso
la curva correspondiente a la ecuacio´n por la recta tangente a la curva en el punto de la
sucesio´n (aproximacio´n de la ra´ız). En el me´todo de Euler se aproxima la curva por la
para´bola tangente en el punto y que tiene en dicho punto la misma curvatura (polinomio
de Taylor de segundo grado). Se ve con una animacio´n, como efectivamente este me´todo
es ma´s ra´pido en su convergencia que el de Newton.
Ya de forma anal´ıtica se ven otros dos me´todos de orden de convergencia tres, el de Halley
y el de Chebyshev, planteados como aproximaciones del me´todo de Euler.
Por u´ltimo, como motivacio´n para los alumnos, se ve un caso de la vida real. Se aplica
la resolucio´n de ecuaciones al ca´lculo de las condiciones de una hipoteca o pre´stamo. Se
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supone que partimos de un presupuesto mensual aproximado para afrontar el pre´stamo y
se resuelve el problema tanto anal´ıtica como gra´ficamente con las condiciones de intere´s
y cuota que se quiera. El resultado sera´ el nu´mero de meses que tendremos que estar
pagando dicho pre´stamo.
4. Conclusiones
La finalidad principal de este trabajo es mostrar la utilizacio´n de me´todos informa´ticos
sencillos y accesibles a la ensen˜anza y aprendizaje de las matema´ticas.
Supone un avance sobre el papel impreso en el sentido de que ba´sicamente se trata de
animaciones que en gran parte se explican por s´ı mismas. As´ı que no es so´lo la visio´n de
la imagen esta´tica; a ella se an˜ade el movimiento que permite no so´lo asimilar situaciones
sino tambie´n procesos. El alumno tambie´n puede actuar para modificar e incluso construir
las animaciones con lo que se an˜ade una componente activa por su parte. De esta manera,
no so´lo se facilita el apoyo del aprendizaje de la materia principal sino que permite el
acceso intuitivo y comparado con vistas a ampliaciones de la misma.
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