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ABSTRACT
Sood, Rohan PhD, Purdue University, December 2016. Significance of Specific Force
Models in Two Applications: Solar Sails to Sun-Earth L4/L5 and GRAIL Data Anal-
ysis Suggesting Lava Tubes and Buried Craters on the Moon. Major Professor:
Kathleen C. Howell.
In the trajectory design process, gravitational interaction between the bodies of
interest plays a key role in developing the over-arching force model. However, non-
gravitational forces, such as solar radiation pressure (SRP), can significantly influence
the motion of a spacecraft. Incorporating SRP within the dynamical model can assist
in estimating the trajectory of a spacecraft with greater precision, in particular, for
a spacecraft with a large area-to-mass ratio, i.e., solar sails. Subsequently, in the
trajectory design process, solar radiation pressure can be leveraged to maneuver the
sail-based spacecraft. First, to construct low energy transfers, the invariant manifolds
are explored that form an important tool in the computation and design of complex
trajectories. The focus is the investigation of trajectory design options, incorporat-
ing solar sail dynamics, from the Earth parking orbit to the vicinity of triangular
Lagrange points. Thereafter, an optimization scheme assisted in investigating the
∆V requirement to depart from the Earth parking orbit. Harnessing the solar radi-
ation pressure, the spacecraft is delivered to the vicinity of the displaced Lagrange
point and maintains a trajectory close to the artificial libration point with the help of
the solar sail. However, these trajectories are converged in a model formulated as a
three-body problem with additional acceleration from solar radiation pressure. Thus,
the trajectories are transitioned to higher fidelity ephemeris model to account for
additional perturbing accelerations that may dominate the sail-craft dynamics and
improve upon the trajectory design process.
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Alternatively, precise knowledge of the motion of a spacecraft about a central body
and the contribution of the SRP can assist in deriving a highly accurate gravity field
model. The high resolution gravity data can potentially assist in exploring the surface
and subsurface properties of a particular body. With the goal of expanding human
presence beyond Earth, sub-surface empty lava tubes on other worlds form ideal can-
didates for creating a permanent habitation environment safe from cosmic radiation,
micrometeorite impacts and temperature extremes. In addition, gravitational analy-
sis has also revealed large buried craters under thick piles of mare basalt, shedding
light on Moon’s dynamic and hostile past. In this work, gravity mapping observations
from NASA’s Gravity Recovery and Interior Laboratory (GRAIL) are employed to
detect the presence of potential empty lava tubes and large impact craters buried
beneath the lunar maria.
1
1. INTRODUCTION
Successfully harnessing the solar radiation pressure (SRP) from the Sun can poten-
tially offer unique maneuvering capability to a spacecraft equipped with solar sails.
The concept of solar sailing relies on photons from the Sun to propel the spacecraft
through the space environment by providing the sail-based spacecraft with continu-
ous acceleration. In 2015, the US-based Planetary Society launched and successfully
unfurled its 32 m2 LightSail. The sail-craft was able to demonstrate the capability to
successfully deploy the sail. Success of JAXA’s IKAROS mission, along with several
small to mid-sized solar sail mission concepts, have renewed interest in solar sailing
[1, 2]. Additionally, NASA’s successful Gravity Recovery and Interior Laboratory
(GRAIL) has determined the lunar gravity field to an unprecedented precision [3].
Through gravitational analysis of the Moon, subsurface features, including potential
buried empty lava tubes, have been detected [4]. Lava tubes create an interest as
possible human habitation sites safe from cosmic radiation, micrometeorite impacts
and temperature extremes. The existence of such natural caverns is supported by
Kaguya’s discoveries of deep pits that may potentially be openings to empty lava
tubes [5].
1.1 Problem Definition
With the launch of International Sun/Earth Explorer 3 (ISEE-3) in 1978, the near
vicinity of the Sun-Earth L1 libration point has been the preferred location for placing
satellites to monitor space weather. However, as the satellite is positioned along
the Sun-Earth line, observations of Coronal Mass Ejections (CMEs) heading directly
towards the Earth are not feasible due to occultation. In addition, the observation of
Co-rotating Interaction Regions (CIRs) from the vicinity of L1 is not advantageous
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since the time between observations and the arrival at Earth is not sufficient to allow
preventative measures to minimize the damage. Over the recent years, the Sun-
Earth L5 region has been investigated for an Earth-Affecting Solar Cause Observatory
(EASCO) [6]. The triangular point, L5, supplies an ideal location for monitoring the
space weather away from the Sun-Earth line and can aid in early detection of CMEs
and CIRs. Early detection can offer 3-5 days advanced warning of space weather that
can potentially cause severe damage to telecommunications on Earth.
In addition to providing a unique angle to monitor the Sun and assess space
weather, the equilateral Lagrange points, L4,5, may harbor asteroids and space dust
that are of significant interest to the scientific community. In 2010, NASA’s Wide-
field Infrared Survey Explorer (WISE) spacecraft identified the first Earth Trojan
Asteroid (2010 TK7) in the vicinity of L4 [7]. A near-Earth Asteroid, 2010 SO16,
is currently in the vicinity of Sun-Earth L5 and is possibly a horseshoe companion
of the Earth [8]. The discoveries have opened a window for possible missions and
scientific exploration of the bodies themselves, as well as the region in the vicinity
of the triangular Lagrange points in search of additional Earth Trojans at both L4
and L5. The composition of Earth Trojan asteroids may be similar to the rocks that
formed the Earth about 4.6 billion years ago. Examination of such bodies - those
from the time of the birth of the solar system - can shed new light on the composition
of the Earth during its birth and early stages of development.
With the goal of expanding human presence beyond Earth, buried empty lava
tubes on other worlds form ideal candidates for creating a permanent habitation en-
vironment. The lunar surface, unprotected by an atmosphere, is vulnerable to both
direct and secondary meteoroid impacts and is exposed to cosmic and solar particle
radiation that pose severe challenges to a lunar base on the surface [9]. With multiple
layers of lava basalt forming a meters-thick roof, buried empty lava tubes can supply
a safe zone away from life-threatening conditions. The ambient temperature in a lava
tube is nearly constant, in contrast to the extremes on the lunar surface [10]. In
addition to the protection afforded by buried lunar lava tubes, siting habitats in such
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caverns can lower the cost associated with setting up a habitat on the lunar surface
that is sufficiently safe for humans with the aim of providing a stable environment for
long-term/permanent lunar habitation [9]. Lunar lava tubes also offer a pristine envi-
ronment to examine a part of the Moon untouched by the extremities and impurities
introduced by micrometeorites to which the lunar surface is continuously exposed.
Such an environment can also add insight concerning the lunar history and facilitate
careful examination of its composition.
Potential buried lava tubes and skylights have also been detected on Mars [11, 12].
Possible lava tube structures were first recognized in the images from the Viking
orbiter. Subsequent observation and identification were obtained by Mars Odyssey,
Mars Global Surveyor, Mars Express and Mars Reconnaissance Orbiter [13, 14, 15].
Prior to a journey to Mars with the goal of colonizing the planet, it is vital to analyze
the potential of exploiting lava tubes as habitation sites. Although Mars does possess
an atmosphere, it is extremely thin, the surface is exposed to significanlty higher
cosmic radiation, undergoes huge temperature swings, and experiences occasional
storms that often extend across most of the planet [16, 17]. Such conditions can be
devastating and prove fatal on the Martian surface. To prevent exposure to such life-
threatening events and reduce the cost of setting up human habitats on the surface
of the Mars, it is beneficial to explore Martian lava tubes as potential sites for future
human habitats. Thus, in a step towards Mars exploration, the Moon offers the
most favorable pathway to investigate lava tubes as sites for setting up future human
habitats beyond the Earth.
In addition to the benefit of safe habitation sites on both the Moon and the Mars,
buried lava tubes, with potential access through a skylight, can also allow harvesting
underground mineral resources [18]. Subsurface caverns can be explored and natural
resources exploited without extensive excavation. Given that these sites grant ambient
temperatures in contrast to those on the surface, some researchers suggest that, if life
does exist on Mars, it is more likely to be detected in the habitable environment of
subsurface empty lava tubes [19, 20]. Essential life-supporting volatiles, such as water,
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could potentially be trapped in these subsurface caverns creating a more hospitable
life-supporting environment. Thus, exploration of lava tubes on Mars is a significant
goal for the scientific community as an opportunity to explore the Martian subsurface
history and astrobiological past [12].
1.2 Previous Contributions
1.2.1 Trajectory and Mission Design to Sun-Earth L4, L5
In recent years, trajectories to Sun-Earth equilateral Lagrange points have been
the focus of a number of applications. With L5 as an ideal location for early detection
and observation of potentially hazardous space weather and the discovery of the first
Earth Trojan Asteroid, 2010 TK7, in the vicinity of L4, the Sun-Earth triangular
Lagrange points have gained interest as candidates for future space missions. De-
tailed analysis of an L5 mission to observe the Sun and asses the space weather was
completed by Lo, Llanos and Hintz [21]. In 2011, Llanos, Miller and Hintz continued
this work and provided navigational analysis for a mission to L5 [22]. Gopalswamy
et al. [23] proposed the Earth Affecting Solar Cause Observatory (EASCO) mission
concept that detailed the scientific issues and instruments necessary to monitor and
understand the CMEs and CIRs. Further analysis from EASCO was carried out at
the Mission Design Laboratory (MDL), NASA Goddard Space Flight Center and is
aimed towards observing the solar maximum in the year 2025 [6]. The results of the
MDL study determined that the EASCO mission concept is very achievable as a sin-
gle observatory carrying 10 science instruments. The authors state that the L5 point
is the next logical location for obtaining solar observation of CMEs that direct solar
energetic particles towards the Earth and cause geomagnetic storms. In the following
year, Llanos, Miller and Hintz extended their work to incorporate trajectory design
to both L4 and L5 in the Sun-Earth System [24]. The goal was a strategy to study
the Sun’s magnetic field from a vantage point near L5 and search for Earth Trojan
Asteroids in the vicinity of L4 and L5.
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With the discovery of Earth Trojan 2010 TK7, the scientific community is in-
trigued with the idea of additional, smaller asteroids, and space dust in the vicinity
of the Sun-Earth triangular Lagrange points. The possibility of investigating the
bodies that may be of similar composition to the rocks that formed the Earth is also
of interest. Dvorak et al. completed an extensive investigation on the orbit of 2010
TK7 to better understand the motion of bodies in the vicinity of triangular Lagrange
points [25]. Based on their analysis, the authors predict the existence of additional
‘interesting objects’ in the vicinity of the L4 or L5 equilibrium points. In 2013, Llanos
et al. also studied powered hetroclinic and homoclinic connections between the Sun-
Earth Lagrange points L4, L5 and the quasi-satellite orbit about Earth [26]. Such a
transfer trajectory can potentially be used to transfer sample material from the tri-
angular points to the vicinity of the Earth. A team of scientists from NASA Johnson
Space Center presented their work on a mission concept at the 46th Lunar and Plan-
etary Science Conference, 2015 proposing an in-situ science and exploration mission
to survey the L4 and L5 regions in the Sun-Earth system [27].
1.2.2 Solar Sails
Exploring the use of solar sails to move throughout the solar system is based on
a dynamical concept for harnessing the energy carried by photons from the Sun in
the form of momentum. Although serious planning to explore the solar system using
solar sails has only gained momentum in last few decades, the concept of harnessing
solar radiation pressure (SRP) was first studied in 1873 by James Clerk Maxwell [28].
In 2010, the first spacecraft to demonstrate the use of solar radiation pressure as a
source of propulsion in flight was launched by the Japanese Space Agency, JAXA.
The solar sail spacecraft, Interplanetary Kite-craft Accelerated by Radiation Of the
Sun (IKAROS), is a square sail 20 m in diameter and 7.5 µm thick created from
polyimide film. IKAROS successfully demonstrated both a propulsive force of 1.12
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mN and attitude control capabilities [29]. Thus, IKAROS delivered a pathway for
further development in the field of solar sail technology.
On May 20, 2015, the Planetary Society successfully launched LightSail–A, a
precursor to LightSail–1, as a small technology demonstrator aboard an Atlas V
rocket from Cape Canaveral Air Force Station, Florida. The spacecraft was able to
successfully deploy its 5.6 m x 5.6 m solar sail on June 7, 2015 and the test flight was
declared a success [30]. LightSail–1 and LightSail–2 have been proposed to further
enhance the solar sail based control strategy. It is expected that LightSail–3 will
follow with a proposed mission that incorporates an insertion into an orbit near the
Sun-Earth Lagrangian point, L1. LightSail–3 will provide early detection and warning
of geomagnetic storms capable of damaging power and communications systems on
Earth [31]. Thus, the recent success and rejuvenation of interest in harnessing the
potential of a solar sail has accelerated the development of technology. The success of
the IKAROS mission and demonstration by LightSail–A are significant breakthroughs
and, thus, interest continues in further testing and validating solar sail technology.
Considerable efforts have investigated solar sail behavior in the vicinity of the ar-
tificial collinear Lagrange points, L1 and L2. Baoying and McInnes designed new or-
bits associated with these points by incorporating solar sails in the dynamical model
[32]. Their work applied knowledge of the approximation of ‘Halo’ orbits around
equilibrium points [33]. McInnes and Simmons focused on Sun-centered halo-type
trajectories above the ecliptic plane aided by solar sails [34]. In 2012, Sood further
explored the solar sail applications to widen the design space in the vicinity of ar-
tificially displaced L1 Lagrange points. Samples of offset, hovering periodic orbits
are demonstrated above displaced L1 and three-dimensional transfers between halo
orbits are constructed to exhibit sailing capabilities [35]. Solar sails have also been
proposed for highly non-Keplerian orbits high above the ecliptic plane since solar sails
are capable of supplying a continuous propulsive force in the form of SRP from the
Sun [36]. Recent work in the Earth-Moon system aims to investigate the behavior
in the vicinity of displaced collinear Lagrange points and produce solar sail periodic
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orbits in the CR3BP [37, 38]. Design of solar sail trajectories with applications to
continuous surveillance of the lunar south pole have also been proposed [1, 2]. Re-
search in both the Sun-Earth and Earth-Moon system have primarily been focused
around displaced collinear Lagrange points or in the form of hovering orbits close to
the primaries.
1.2.3 GRAIL Data Analysis
As a part of NASA’s Discovery Program, the Gravity Recovery and Interior Lab-
oratory (GRAIL) vehicles were launched in September 2011. The sister spacecraft,
Ebb and Flow, mapped lunar gravity to an unprecedented precision [3]. High reso-
lution data is currently being utilized to gain a greater understanding of the Moon’s
interior. Through gravitational analysis of the Moon, subsurface features are also
detected. In the current investigation, gravity mapping data collected at different
altitudes is applied to detect the presence of buried craters and buried empty lava
tubes. In addition to their importance for understanding the emplacement of the
mare flood basalts, open lava tubes are of interest as possible habitation sites safe
from cosmic radiation and micrometeorite impacts [9]. The free-air gravity coupled
with Bouguer gravity (corrected for topography and terrain) aids in recognizing grav-
itational footprints that may correspond to sub-surface density anomalies. Detection
of buried features is further supported by individually analyzing free-air and Bouguer
gravity maps. The existence of such natural caverns is now supported by Kaguyas
discoveries of deep pits in the lunar maria [5].
The technique, satellite-to-satellite tracking, employed for mapping the Moon is
similar to that used by Gravity Recovery and Climate Experiment (GRACE) to
map the Earth’s gravitational field. The high resolution gravity data collected by
the GRAIL spacecraft is exploited to detect buried features, i.e., buried craters and
buried empty lava tubes. Two detection strategies based on gradiometry and cross-
correlation are employed to detect subsurface features [4]. The gradiometry method
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has long been used for prospecting for oil, gas, and minerals on the Earth [39]. It
focuses on determining the second horizontal derivatives of the gravitational potential,
which can then be interpreted to delineate subsurface density variations. To visualize
the density anomalies in the form of gradients, eigenvalue maps that depict the largest
magnitude eigenvalue for each point on the grid are produced [40].
1.2.4 Current Work
No known results have so far exploited the capabilities of solar sails to reach tri-
angular Lagrange points. In addition, no spacecraft has reached an orbit about L4 or
L5 due to high propellant costs associated with transfer and insertion into an orbit
about an equilateral Lagrange point [21]. Thus, solar sails can potentially deliver
a viable mission concept by harnessing SRP for transfer trajectories and insertion
maneuvers around artificial L4 or L5 points. In addition to demonstrating the tech-
nology, trajectory design to triangular points can aid in monitoring the space weather
and searching for Earth Trojans or sampling space dust.
The goal of this investigation is an exploration of the design space for trajectories
from a parking orbit about Earth to the vicinity of artificial triangular Lagrange points
using a solar sail. Prior to incorporating the sail dynamical model in the Circular
Restricted Three-Body Problem (CR3BP), a set of solutions are derived based on the
trajectory requirements. Initial solutions are computed that incorporate multiple ∆Vs
to depart the parking orbit around Earth, shift onto the manifold towards a desired
destination and insert into an orbit in the vicinity of the equilateral Lagrange point,
L4 or L5. Initial investigation aims at better understanding the behavior of a sail-
based spacecraft and leveraging the solar radiation pressure to deliver the spacecraft
to its destination. The analysis addresses the goal of this investigation through the
following objectives:
1. Explore the design space by computing a large set of L1 and L2 orbits and their
manifolds.
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2. Exploit orbits based on their energy and manifolds that reach the desired des-
tination, i.e., vicinity of L4 or L5.
3. Incorporate solar sails to maneuver the spacecraft and increase the energy level
by leveraging SRP.
4. Investigate the departure ∆V from an Earth parking orbit.
5. Examine and re-converge the solution in ephemeris models.
By investigating the natural dynamics and flow that exists within the context of
the CR3BP, a preliminary trajectory is designed to depart the vicinity of the Earth,
shift onto a manifold towards the desired target and enter the orbit in the vicinity
of L4,5. The selection of a manifold is based on the target Lagrange point, i.e., L4
or L5, energy level of the desired final orbit around the equilateral Lagrange point
and the time of flight (TOF) to reach the vicinity of the target along the manifold.
An initial departure ∆V is implemented to depart the parking orbit and leverage
a stable/unstable manifold. Intermediate ∆V(s) can raise the energy level of the
trajectory or serve as a trajectory corrective maneuver. Once the spacecraft reaches
the vicinity of the target destination, a final ∆V may be necessary to insert into an
orbit about the equilateral Lagrange point. The complete end-to-end trajectory acts
as an initial guess for a corrections process that incorporates a solar sail force model
into the circular restricted three-body problem (SS-CR3BP).
Incorporating the solar sail in the CR3BP potentially lowers the ∆V requirements
by leveraging the solar radiation pressure. As a part of this effort, the solar sail is
employed to increase the energy of the spacecraft in lieu of energy raising maneuvers
and to deliver the spacecraft to an artificial triangular Lagrange point potentially
without any insertion ∆V. Once the corrected final path is achieved, the trajectory
is locally optimized to lower the departure ∆V from the Earth parking orbit.
The GRAIL data analysis is currently being carried out to analyze the high resolu-
tion data in search of subsurface lunar features. The work presented seeks to address
two goals of this investigation through following objectives:
10
1. Detect large buried craters or basins on the lunar nearside using gradiometry
technique.
2. Perform a global search of lunar maria to detect buried empty lava tubes by
exploring GRAIL gravity data.
The detection of buried craters provides a window into the Moon’s history prior to
mare emplacement. Their size and extent uncovers the violent past, now covered by
the vast mare regions. Additionally, lava tubes are of importance as potential safe
habitats for future lunar missions. The uncollapsed lava tubes can provide protection
from micrometeorite impacts and cosmic radiation. The goal of this investigation is
to reveal subsurface structures, buried craters and empty lava tubes, by exploiting
GRAIL gravity data.
The organization of the current work is as follows:
Chapter 2: Dynamical System Models
In this chapter, mathematical expressions for the various dynamical models are devel-
oped. The equations of motion, starting with a two-body problem that leads to the
restricted three-body problem, governing the behavior of spacecraft are explored. The
dynamical model is expanded to incorporate the potential of a spacecraft to harness
solar radiation pressure (SRP), in particular, for a spacecraft with large area-to-mass
ratio, i.e., solar sail. Furthermore, a high-fidelity N -body dynamical model with a
solar sail is derived that incorporates planetary ephemerides and SRP acting on the
sail-based spacecraft.
Chapter 3: Restricted Three-body Problem
To understand the behavior of a spacecraft, casting the problem within the con-
text of the classical Circular Restricted Three-Body Problem (CR3BP) offers the
essential features to study the motion with some mathematical advantages. A brief
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introduction to the historical background of the CR3BP is presented followed by an
investigation of the equilibrium solutions within the system. Approximate solutions
are generated to study the behavior of a spacecraft in the vicinity of the equilibrium
points by linearizing the equations of motion for the spacecraft relative to the La-
grangian points.
Chapter 4: Numerical Methods
The chapter beings with the introduction to the state transition matrix (STM) that
maps the evolution of a state over time in response to changes in the initial state.
Differential corrections schemes employing numerical techniques are developed by
investigating the sensitivity associated with the states along the trajectory. A correc-
tions scheme is applied for the construction of periodic orbits in the vicinity of the
Lagrangian points. Invariant manifold structures that grant passage into and away
from the associated orbit are explored.
Chapter 5: Spacecraft Trajectory Design in Circular Restricted Three-body
Problem (CR3BP)
Prior to incorporating the solar sail in the trajectory design process, a good initial
guess is derived from exploring the design space within the context of the CR3BP.
The design strategy exploits the energy level information of the destination orbit
and that of the manifold associated with the departure orbit. Baseline trajectory
design is accomplished through the application of a differential corrections scheme to
a two-point boundary value problem (2PBVP). An algorithm based on generalized
Newton’s method is employed that involve constraints and free variables.
Chapter 6: Solar Sail Trajectory Design to the Vicinity of L4 and L5
A numerical corrections approach from the CR3BP is extended to incorporate the
solar sail angles as additional design variables. A sail-based differential corrector is
employed to generate a family of transfers to the vicinity of Sun-Earth L4 and L5.
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The framework leverages the natural dynamics and flow that exists in the CR3BP
and the solar radiation pressure acting on the sail. The properties associated with the
family of transfer trajectories to the vicinity of L5 are further investigated for a range
of sail parameters, β. Locally optimal solutions for the departure ∆V maneuver are
investigated.
Chapter 7: Solar Sail in High Fidelity Ephemeris Model
The effects of various high-fidelity perturbations on the evolution of a solar sail trajec-
tory are analyzed. Ephemeris time histories for the gravitating bodies is incorporated
in the corrections process for complete end-to-end sail-based trajectory design.
Chapter 8: GRAIL Gravity Data Analysis: Lava Tubes and Buried Craters
on the Moon
With high resolution topography and gravitational data available for the Moon, it is
now possible to recognize the gravitational footprints that may correspond to sub-
surface density anomalies. The GRAIL gravity data is exploited to detect the mass
deficit associated with buried empty lava tubes. Two detection strategies, gradiom-
etry and cross-correlation are utilized to detect subsurface structure consistent with
mass deficit. The gradient based strategy is further extended to detect and validate
the presence of large, previously unknown buried craters on the nearside of the Moon.
Chapter 9: Concluding Remarks
The results of the solar sail trajectory design, leveraging the natural dynamics and
the solar radiation pressure, are summarized. In addition, a brief summary of the
detection of buried empty lava tubes and buried craters is also presented. Recom-
mendations for future works to further the two investigations are discussed.
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2. DYNAMICAL SYSTEM MODELS
Investigating spacecraft trajectories with precision and accuracy calls for incorporat-
ing multiple gravitational and nongravitational forces. In celestial mechanics, the
Two-Body problem (2BP) provides a good approximation to simulate the behavior
of the spacecraft in close proximity of a larger primary. However, inclusion of one
additional gravitating body vastly modifies the dynamical environment, especially
when the spacecraft is no longer in the vicinity of the central body. The mathe-
matical model that governs the motion of a spacecraft under the gravitational influ-
ence of two larger primaries is studied within the context of the Circular Restricted
Three-Body Problem (CR3BP). Although the Three-Body Problem (3BP) lacks a
closed-form solution, the model is extensively utilized to explore the dynamical struc-
tures and flow-based networks that originate from the inclusion of two gravitating
bodies. In addition, nongravitational forces, such as solar radiation pressure (SRP),
can significantly influence the motion of a spacecraft. Incorporating SRP within the
dynamical model can assist in estimating the trajectory of a spacecraft with greater
precision, in particular, for a spacecraft with a large area-to-mass ratio, i.e., solar
sails. In trajectory design process, solar radiation pressure can be leveraged to ma-
neuver the sail-based spacecraft. Subsequently, the tools associated with the 3BP
are extended to higher-fidelity ephemeris model that simultaneously incorporates the
effects of multiple gravitational fields along with contribution due to SRP.
2.1 Classical Two-body Problem
Reducing the number of bodies to two simplifies the problem for which a closed
form analytical solution describing the motion exists. The relative motion is a conic
trajectory that describes the path of a body under the gravitational influence of the
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second body. The equations of motion that govern the behavior of the spacecraft,
assumed to be massless, are derived in the rotating frame. The orthogonal set of unit
vectors identify the directions relative to the central body. The unit vector originating
from the central body to the spacecraft, along the radial direction, is denoted as r̂.
Whereas, the unit direction vector θ̂ lies within the orbit plane orthogonal to r̂ and
in the direction of motion of the spacecraft. The orthogonal set is completed by
ĥ = r̂ × θ̂, the unit vector directed along the orbital angular momentum vector. The
two second-order, coupled, nonlinear differential equations governing the motion of
the spacecraft relative to a central body are expressed as,
r̈ = rθ̇2 − µCB
r2
(2.1)
θ̈ = − 2ṙθ̇
r
(2.2)
where r denotes the distance of the spacecraft from the central gravitating body along
the unit direction vector r̂, θ̂ is the angular velocity of the rotating frame relative to
an inertial frame, and µCB is the gravitational parameter of central gravitating body
expressed as,
µCB = G̃mCB (2.3)
where G̃ is the universal gravitational constant and mCB is the mass of the central
body. For a spacecraft in close proximity of the central body, numerical integration
of a system of equations, by converting Equations (2.1) and (2.2) to four first-order
nonlinear differential equations, can deliver a good approximation for the spacecraft
trajectory. However, the departure of the spacecraft from the vicinity of the central
body and for higher precision trajectory analysis, it is vital to incorporate additional
gravitational forces and nongravitational forces.
2.2 The Circular Restricted Three-body Problem
Investigating the space with two gravitating bodies increases the complexity of the
dynamical model. The motion of an infinitesimal mass, P3, under the gravitational
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influence of the two larger primaries, P1 and P2, is investigated by studying the
classical Circular Restricted Three-Body Problem (CR3BP). Casting the problem
within the context of the CR3BP offers the essential features of the motion with some
mathematical advantages. A rotating frame, R, is defined to be consistent with the
orbital motion of the primaries. The dextral, orthogonal set of unit vectors associated
with the rotating frame is denoted as x̂; ŷ; ẑ where x̂ is always directed from P1 to P2.
The position vectors corresponding to the locations of the three bodies, P1, P2 and
P3, relative to the barycenter, are defined as ~r1, ~r2 and ~r3 whereas ~r13 and ~r23 define
the position vector of P3 relative to P1 and P2, respectively, as represented in Figure
2.1. Characteristic quantities, i.e., mass, length, and time, are defined to generalize
Figure 2.1. Geometrical definitions in the circular restricted three-body problem.
the governing differential equations through nondimensionalization such that
m∗ = m1 +m2 (2.4)






where m1 and m2 are the masses of the two primaries, P1 and P2, respectively, ri
is the distance between the system barycenter and the two primaries and G̃ is the
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dimensional universal gravitational constant. The dimensional mean motion, N , of






Based on these characteristic definitions, other quantities of interest are now easily
deduced in nondimensional form. The nondimensional mean motion, n, reduces as
follows













Now, the nondimensional masses of the two primaries, based on µ, are
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m∗




















= (x− 1 + µ)x̂+ yŷ + zẑ (2.15)
where ~ρ, ~d, ~r represent the nondimensional position vectors of P3 relative to the
barycenter, P1 and P2, respectively. Note that the position vectors are expressed in
coordinates defined in terms of rotating unit vectors. The expressions in Equations
(2.12) - (2.15) assist in formulating the differential equation and deriving a mathe-
matical model for the motion of P3.
The total force acting on the infinitesimal particle, P3, is evaluated using Newton’s
Law of Gravity. Based on the geometry in the CR3BP appearing in Figure 2.1,
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the vector differential equation governing the motion of P3 under the gravitational









Note that the superscript I denotes that the derivative of the position vector is eval-
uated as seen by an inertial observer. The prime symbol (′) represents the derivative
with respect to dimensional time, t. Based on the characteristic quantities, Equation
(2.16) can be rewritten in a nondimensional form as





Note that the derivatives in Equation (2.17) are with respect to nondimensional time,
τ . Thus, the dot symbol (̇) represents the derivative with respect to nondimensional
time, τ . Since ~ρ is expressed in terms of rotating coordinates, a kinematic expansion is
employed to develop the derivatives of ~ρ. Evaluating ~ρ and its subsequent derivatives







+ I~ωR × ~ρ (2.18)
where I~ωR is the nondimensional angular velocity of the rotating frame with respect
to the inertial frame. Since the primary motion is circular, the angular velocity vector
possesses a magnitude equal to unity, that is,
I~ωR = θ̇ẑ = nẑ = (1)ẑ (2.19)
Recall that the mean motion, n, equals the constant angular velocity for primary
motion in circular orbits. The second derivative of ~ρ is deduced from the expression







+ I~ωR × ~̇ρ (2.20)
The derivative from Equation (2.20) is then substituted for the left side of Equa-
tion (2.17) and results in the following kinematic expression.
I ~̈ρ = (ẍ− 2ẏ − x)x̂+ (ÿ + 2ẋ− y)ŷ + z̈ẑ (2.21)
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Substituting the kinematic expression from Equation (2.21), along with nondimen-
sional position vectors ~r and ~d, into Equation (2.17) yields the following three second-
order nondimensional scalar equations of motion for P3 under the gravitational influ-
ence of two primaries, P1 and P2
ẍ− 2ẏ − x = − (1− µ)(x+ µ)
d3
− µ(x− 1 + µ)
r3
(2.22)










Equations (2.22) - (2.24) are reduced to six first-order scalar differential equations.
However, a more condensed formulation is available based on the gravitational poten-
tial function associated with a conservative system. Since the differential equations
are written in terms of the rotating frame, a suitable potential function augments the










(x2 + y2) (2.25)
Note that the pseudo-potential function is not an explicit function of time. The





− µ(x− 1 + µ)
r3
(2.26)












A condensed form of the differential equations of motion, Equations (2.22)-(2.24), are
derived based on these partials, that is,
ẍ = 2ẏ + Ω∗x (2.29)
ÿ = − 2ẋ+ Ω∗y (2.30)
z̈ = Ω∗z (2.31)
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Equations (2.29) - (2.31) represent the mathematical model that governs the motion
of P3. The nonlinear and coupled nature of these differential equations increases the
complexity associated with the behavior.
2.3 Restricted Three-body Problem with Solar Sail
The inclusion of solar radiation pressure (SRP) in the dynamical model offers a
significant increase in the fidelity of the model, in particular, for a spacecraft with
large area-to-mass ratio, i.e., solar sail. The concept of harnessing the energy car-
ried by photons from the Sun in the form of momentum extends the solar sail model
into the CR3BP framework. The SRP from the Sun (P1) influencing the sail-based
spacecraft (P3) while under the gravitational influence of P1 and P2 is represented
in Figure 2.2. The momentum transfer from the incident and reflected photons act-
ing on a sail result in a net force that continuously accelerates the vehicle. Thus, a
Figure 2.2. Geometrical representation for SRP acting on the solar sail in the circular
restricted three-body problem.
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mathematical model is formulated to incorporate the solar sail in the CR3BP. The
model is consistent with previous analyses by McInnes [28], Nuss [41] and McInnes
[42]. Certain assumptions pertaining to the solar sail and the intercepted photons
are specified in the development of the model. A mathematical description for the
direction of force relative to the sail orientation is a key kinematic relationship. The
quantity of photons encountered by the solar sail is directly related to the sail orien-
tation with respect to the direction of photon flow. Thus, the orientation of the sail
governs the acceleration produced on the solar sail by the incident and the reflected
photons. A schematic representation appears in Figure 2.3. The momentum transfer
Figure 2.3. Solar sail orientation angle definitions.
from the incident and reflected photons acting on a sail results in a net force that con-
tinuously accelerates the vehicle. The reference frame of interest is formed from the
unit vector, ẑ, the direction that remains fixed in both the inertial and the rotating
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frame, as well as the unit vector, d̂, along the Sun-sail line. The angle α represents
the angle between the Sun-sail unit direction, d̂, and the direction vector parallel to
the surface normal of the sail, n̂. The angle α is also represented in Figure 2.3; α is
frequently denoted as the cone angle or the nutation angle of the solar sail relative
to the Sun-sail line. The second angle in Figure 2.3 is represented as the angle γ.
The angle γ is defined as the angle between k̂ and the projection of n̂ onto the plane
spanned by k̂ and d̂×ẑ
|d̂×ẑ|





In a sense, γ defines the angle by which the plane spanned by the unit vectors, d̂
and n̂ has precessed; thus, the angle γ is also the precession angle or the clock angle.
Based on the currently available technology, the maximum rate of rotation for attitude
control is equal to 0.02 deg/s for a three-axis spacecraft equipped with sails that use
sail panel rotations [43]. This attitude control rate is referenced to offer insight into
the relative time that is required for a desired maneuver. It is vital to note that
if the sail orientation angles, α and γ, remain constant relative to the Sun in the
rotating frame, the orientation will change in the inertial frame. Thus, the hardware
must continually reorient the sail with respect to the inertial frame. To maintain the
orientation of a sail relative to the Sun in the inertial frame, the sail must reorient at
approximately one degree per day to maintain an orbit with an estimated period of
180 days.
Prior to introducing a force acting on a sail in the dynamical model, it is necessary
to mathematically express the sail orientation in the rotating frame coordinates. The
unit direction vector, n̂, as indicated in Figure 2.3, is parallel to the surface normal
of the sail. The vector n̂, in terms of the rotating frame coordinates x̂, ŷ, and ẑ is
defined as
n̂ = nxx̂+ ny ŷ + nz ẑ (2.33)
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− sinα cos γ z(x+ µ)
|(~d× ẑ)× ~d|







− sinα cos γ yz
|(~d× ẑ)× ~d|






+ sinα cos γ
[y2 + (x+ µ)2]
|(~d× ẑ)× ~d|
(2.36)
and the denominators in Equations (2.34) - (2.35) are
|~d| =
√
(x+ µ)2 + y2 + z2 (2.37)
|(~d× ẑ)× ~d| =
√
(x+ µ)2 + y2 (2.38)
|~d× ẑ| =
√
(x+ µ)2z2 + y2z2 + ((x+ µ)2 + y2)2 (2.39)
Expressing n̂ in the rotating coordinate frame assists in successfully incorporating the
force and the orientation information into the force model for the CR3BP to formulate
the new set of differential equations that reflect the SS-CR3BP. Note, d̂ is always the
direction of photons from the Sun. In Figure 2.3, it is also clear that for an angle
equal to zero, α = 0o, the maximum quantity of photons are intercepted by the solar
sail surface. Thus, at the particular orientation identified as α = 0o, the solar sail
experiences the maximum acceleration due to solar radiation pressure. Consequently,
as the sail angle increases, the quantity of photons that are encountered by the solar
sail decreases, lowering the acceleration of the sail. At a sail angle equal to α = 90o,
the sail is edge-on to the flow of photons and, thus, the solar sail acceleration receives
no contribution due to the solar radiation pressure. The sail orientation described
by α = 90o reflects a net force on the spacecraft equal to that in the CR3BP model.
The derivation of the acceleration due to solar radiation pressure is based on three
critical assumptions. For preliminary analysis, it is assumed that the solar sail is ideal
and flat with a perfectly reflecting surface, i.e., there is no absorption or refraction
but only reflection due to the incident photons. Thus, all the photons experience
perfectly elastic collisions and “bounce off” the surface of the solar sail. It is also
assumed that the source of photons is the primary, P1, the Sun. The flow of incident
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photons is parallel to the Sun-sail line and the resultant force is parallel to the sail





cos2 α n̂ (2.40)
where ǫ is the efficiency of the sail that typically ranges between 85% - 90% and P0 is
the solar radiation pressure at the distance of 1 AU from the source, i.e., the Sun. In
Equation (2.40), the load factor, σ, is defined as the ratio of the total mass supported
by the sail to the total surface area of the sail. Whereas, n̂, is the unit direction
vector in the direction parallel to the surface normal of the sail and is a function of
the sail angles, α and γ. A new quantity is also defined as the solar sail characteristic
acceleration, a∗. The characteristic acceleration is the acceleration at 1 AU and, for








The characteristic acceleration, a∗, serves as a reference value for comparison with
general solar sail accelerations. Consistent with the definition of σ, a characteristic
mass-to-area ratio, σ∗, is defined that produces a force equal and opposite to the





Recall that G̃ is the dimensional universal gravitational constant, the quantity r13
is the dimensional scalar distance of the third body, i.e., the solar sail spacecraft,
from the first primary, P1, the Sun and m1 is the mass of the first primary, P1. The





The sail lightness parameter, also frequently denoted the sail loading parameter, is
the ratio of the acceleration due to the solar radiation pressure to the classical solar
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gravitational acceleration [28]. Thus, the solar sail acceleration expression in Equation




cos2 α n̂ (2.44)




cos2 α n̂ (2.45)
where ~̈rSail is the nondimensional acceleration of the solar sail due to solar radiation
pressure. Recall that d is the nondimensional distance of the solar sail from the Sun.
The model for the nondimensional solar sail acceleration in Equation (2.45) is now
easily included to augment the equations of motion in the classical CR3BP. Thus, a
mathematical model that incorporates the solar sail dynamics in the CR3BP can be
expressed in a condensed form of the equations of motion for a spacecraft equipped
with solar sail and are written as
ẍ = 2ẏ + Ω∗x + aSail−x (2.46)
ÿ = − 2ẋ+ Ω∗y + aSail−y (2.47)
z̈ = Ω∗z + aSail−z (2.48)
where Ω∗i are the partials of the pseudo-potential, and aSail−x, aSail−y, and aSail−z are
the components of the nondimensional solar sail acceleration expressed in the rotating
frame. The dynamical model represented in Equations (2.46) - (2.48) is nonlinear and
coupled, thus, no closed-form solution exists.
2.4 Higher Fidelity N -body Model with Solar Sail
To accurately predict the behavior of the spacecraft under multiple gravitational
and nongravitational forces, higher fidelity model is developed. The system model is
constructed using ephemeris data for the relative time-based position history for all
bodies in mutual gravitational influence. In addition, ephemeris formulation for time
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and position dependent solar radiation pressure is incorporated to account for the
effects on the sail-based spacecraft. In contrary to Equations (2.46) - (2.48), practical
applications require computing the motion of the sail-based spacecraft, Pi, relative
to a central body, Pq, as illustrated in Figure 2.4, where Pj are the additional gravi-
tational bodies. The spatial position of the spacecraft relative to the central body is
Figure 2.4. Geometrical representation of N -body problem with SRP acting on the
sail-craft.
defined as ~rqi. Whereas, ~rqj and ~rij define the position vectors of additional gravita-
tional bodies, Pj, relative to the central body, Pq and the sail-craft, Pi, respectively.
A second-order vector differential equation is formulated that governs the motion of
the solar sail, Pi, relative to the central body, Py and is expressed as,
~̈rqi = ~ag + ~aSRP (2.49)
where ~ag represents the acceleration of the spacecraft due to multiple gravitational
bodies and ~aSRP denotes the acceleration contribution from solar radiation pressure
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Recall, that ~rqi is the position vector of the sail-craft with respect to the central body
of massmi. The two position vectors, ~rqj and ~rqi are employed to evaluate the position
vector ~rij of each perturbing mass mj relative to the sail-craft. The expression for
the second term of Equation (2.49), ~aSRP represents the acceleration of the solar sail




(r̂s−s/c • n̂I )2 n̂I (2.51)
where r̂s−s/c is the unit direction vector along the Sun-sail line and rs−s/c is the
distance from the Sun to the sail-craft. The unit direction vector n̂
I
is parallel to
the surface normal of the sail expressed in the inertial coordinates and is a function
of the sail angles, α and γ. The mathematical models expressed in Equations (2.50)
and (2.51) require position histories supplied by JPL planetary and lunar ephemeris
DE421. Thus, the Equations (2.50) and (2.51) together in Equation (2.49) govern the
motion of the sail-based spacecraft, P1, under the influence of N gravitational point
masses and the solar radiation pressure from the Sun.
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3. RESTRICTED THREE-BODY PROBLEM
Preliminary knowledge and understanding of the basic principles governing the mo-
tion of a particle in the gravitational environment of multiple bodies is critical to
examination of the behavior of a spacecraft. The complexity associated with for-
mulating a mathematical model to represent the N -body problem [44] requires some
simplifications to gain insight. Casting the problem within the context of the classical
Circular Restricted Three-Body Problem (CR3BP) offers the essential features of the
motion with some mathematical advantages.
3.1 Historical Background: CR3BP
The history of the three-body problem dates back to 1687 when Newton first
studied the movements of three bodies in mutual gravitational field [44]. Almost a
century later in the year 1772, Euler introduced a rotating frame to the restricted
three-body problem and, simultaneously, Lagrange derived an analytical solution that
led to the identification of the equilibrium points [45]. Approximately half a century
later, Carl Gustav Jacobi recognized a constant of integration associated with the ro-
tating frame formulation [46]. The constant was later renamed and is now commonly
labeled as the Jacobi constant. In 1887, Heinrich Bruns proved the non-existence
of any other constant of motion in the three-body problem [47]. Two years later,
Jules Henri Poincaré also proved the lack of a non-algebraic constant of motion, i.e.,
the restricted three-body problem is non-integrable [45]. Poincaré also confirmed the
existence of periodic solutions in the restricted three-body problem. Research efforts
in the three-body problem slowed for over half a century until Victor G. Szebehely
thoroughly detailed the derivation and particular solutions in the restricted three-
body problem in his book Theory of Orbits: The Restricted Problem in the Three
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Bodies [45]. The last 50 years have witnessed technological advancements that have,
once again, spurred new research efforts in the CR3BP.
3.2 Integral of Motion
The mathematical model for the CR3BP represented by Equations (2.29) - (2.31)
describes the behavior of the spacecraft, P3, under the gravitational influence of two
primaries, P1 and P2. Thus, insight into the motion is sought through a constant of
motion associated with the differential equations, if one exists. A search for an integral
of the motion originates with Equations (2.22) - (2.24). The nonlinear and coupled
nature of the Equations (2.22) - (2.24) increases the complexity associated with the
behavior and does not allow a closed-form solution. However, the forces acting within
the system are conservative, thus, there is a possibility that an energy-like quantity
is constant. To expose such an integral, Equations (2.22) - (2.24) are multiplied by
ẋ, ẏ and ż, respectively. The summation of these three equations reduces to





















Recall that τ represents the nondimensional time and Ω∗ is a function of nondi-
mensional mass and the position coordinates only. The right side of Equation (3.2)



















Integrating both sides of Equation (3.3) by nondimensional time, τ , results in
1
2




where J∗ is the constant of integration. The constant of integration, J∗, is labeled
as the Jacobi constant, named after Carl Gustav Jacobi [46]. In Equation (3.4), the
magnitude of the relative velocity, that is, v, appears and simplifies the expression to
the form
v2 = 2Ω∗ − J∗ (3.5)
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Further substituting for Ω∗, Equation (3.5) is easily rewritten as
J∗ = 2Ω∗ − v2 (3.6)







Analysis employing the Jacobi constant is an effective approach to compute bound-
aries, orbits, trajectories and transfers. It also forms an important tool in maintaining
accuracy in the numerical integration process. However, the addition of other exter-
nal forces may eliminate the constant, yet it still provides a tool to gauge the changes
in the energy-like quantity due to additional forces. The direction in which the Jacobi
constant changes can potentially offer an insight into the pros and cons of additional
force, thus, making it possible to exploit the force in delivering the spacecraft to its
final destination and energy level.
3.3 Equilibrium Solutions
Within the context of the CR3BP, five particular solutions exist for the equations
of motion represented by Equations (2.29) - (2.31) in the rotating frame [48]. These
equilibrium solutions, also termed the libration or Lagrangian points, were first recog-
nized by Joseph-Louis Lagrange in 1772 while investigating the three-body problem
[45]. To locate any equilibrium points, the velocity and acceleration relative to the
rotating frame must be zero. Thus, the first and second derivatives of the position co-
ordinates corresponding to the equilibrium points are zero. Equations (2.29) - (2.31)





z = 0 (3.8)
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Substituting the result from Equation (3.8) into Equations (2.26) - (2.28) results in
the following three algebraic relationships
0 = xLi −
(1− µ)(xLi + µ)
d3Li
− µ(xLi − 1 + µ)
r3Li
(3.9)












where xLi , yLi, zLi , along with dLi and rLi, are the coordinates and relative distances
of P3 in the rotating frame with respect to B, P1, and P2 respectively. For Equation
(3.11) to be satisfied, zLi must be equal to zero. Thus, the Lagrangian points lie in
the xy plane. Apparent from Equation (3.10), certain equilibrium solutions exist for
y = 0. Thus, equilibrium solutions exist along the line connecting the two primaries.
These equilibrium points are termed the collinear Lagrangian points. Solving Equa-
tion (3.9) for the locations of the collinear points is nontrivial. The degree of the
polynomial in Equation (3.9) suggests that there are three roots to the equation, i.e.,
three collinear points exist. The relative position of the Lagrangian points are repre-
sented in Figure 3.1 and, thus, the coordinates of the Lagrangian points are redefined
relative to the nearest primary as
xL1 = d2 − γL1 (3.12)
xL2 = d2 + γL2 (3.13)
xL3 = − d1 − γL3 (3.14)
such that d1 and d2 are the nondimensional distances of P1 and P2, respectively,
relative to the barycenter, B. First, consider equilibrium points in the vicinity of the
smaller primary, P2. Then, Equation (3.9) is written as a function of γLi
f(γLi) = 0 = (di + γLi)−
(1− µ)((di + γLi) + µ)
d3Li
− µ((di + γLi)− 1 + µ)
r3Li
(3.15)
where di = d2 and γLi = −γL1 , γL2 respectively, when solving for γL1 and γL2 . When
the solution for γL3 is being computed, di = −d1 and γLi = −γL3. For an equilibrium
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solution in the vicinity of the larger primary, P1, define Li as L3 such that γL3 is















and, for this analysis, the tolerance is of order 10−12. The remaining two noncollinear
Lagrangian points, termed the equilateral points, are apparent via observations of
Equation (3.10). The relative locations of all five Lagrangian points for a given system
appears in Figure 3.1. L1, L2 and L3 are the collinear libration points, whereas, L4
Figure 3.1. Lagrangian points in the circular restricted three-body problem.
and L5 are termed as ‘equilateral’ or ’triangular’ Lagrange points since they form
an equilateral triangle with the Sun and the Earth at the other two vertices. By
convention, Lagrangian point L4 has a positive y coordinate, and L5 is located with
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a negative y coordinate in the x− y plane. The x and y coordinates of L4,5 expressed










These Lagrangian points are the only known equilibrium solutions to the equations
of motion. In a physical sense, the five particular solutions represent the locations
where the combined influence from the two primaries, P1 and P2, on the third body,
P3, of negligible mass, are balanced within the context of the rotating frame.
3.4 Linearized Motion About the Equilibrium Solutions
To further the investigation of the behavior of P3, the stability information cor-
responding to the equilibrium points is investigated [49]. Since the differential equa-
tions are nonlinear, linear stability analysis in the vicinity of the equilibrium points is
based on the first-order variational equations. Approximate solutions are generated
by linearizing the equations of motion for P3 relative to the Lagrangian points. The
equations of motion represented in Equations (2.29) - (2.31) are used to derive the
linear variational equations relative to the equilibrium solutions. Given equilibrium
solutions, perturbations are introduced such that
x = xLi + ξ (3.19)
y = yLi + η (3.20)
x = xLi + ζ (3.21)
where ξ, η, ζ are variations relative to the Lagrangian points in x, y, and z re-
spectively. The equations of motion are rewritten, incorporating the perturbations,
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using a Taylor series expansion, and neglecting second- and higher-order terms. The
resulting second-order, scalar, linear variational equations are
ξ̈ − 2η̇ = Ω∗xxξ + Ω∗xyη + Ω∗xzζ (3.22)













































































For convenience, the differential equations are rewritten in the state-space form. Let
the states be collected in the six-dimensional state vector, ~x, such that
~x =
[
ξ η ζ ξ̇ η̇ ζ̇
]T
(3.34)


















































































































where submatrix N3 is a 3 x 3 null or zero matrix and submatrix I3 is the 3 x 3
































The cross-partial terms in the matrix in Equation (3.36) are evaluated from Equations
(3.28) - (3.33). All the cross-partial values are zero because yLi = zLi = 0 for the
collinear Lagrangian points. Concerning the diagonal elements, it is apparent via
observations of Equations (3.25) - (3.27) that the appropriate signs are
Ω∗xx > 0, Ω
∗
yy < 0, Ω
∗
zz < 0 (3.37)

















Equation (3.35) can be rewritten in a condensed state-space form as
~̇x = A~x (3.39)


















































































0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
Ω∗xx 0 0 0 2 0
0 Ω∗yy 0 −2 0 0








































































From Equation (3.41), it is noted that the linear out-of-plane motion, represented by
ζ and its derivatives, is decoupled from the linear in-plane motion in terms of ξ and
η. As previously noted, Ω∗zz < 0; therefore, the roots associated with the out-of-plane
motion are purely imaginary, and the linear out-of-plane motion is sinusoidal, that is,
ζ = C1Cos(ωτ) + C2Sin(ωτ) (3.42)
where C1 and C2 are constants; ω =
√
|Ω∗zz| is the frequency associated with the
harmonic out-of-plane component, ζ . For the in-plane motion, the solution to the













where Ak and Bk are interdependant constants of integration, and λk are the four
eigenvalues of matrix A associated with the in-plane motion. Note that there are
only four terms in the summation as the remaining two terms associated with the
out-of-plane motion are decoupled from the in-plane excursions. The characteristic
polynomial corresponding only to the in-plane behavior is formulated using informa-
tion from Equations (3.22) - (3.23),
λ4 + (4− Ω∗xx − Ω∗yy)λ2 + 2(Ω∗xy − Ω∗yx)λ+ (Ω∗xxΩ∗yy − Ω∗xyΩ∗yx) = 0 (3.45)
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further reduces Equation (3.45) to the form
λ4 + (4− Ω∗xx − Ω∗yy)λ2 + Ω∗xxΩ∗yy = 0 (3.46)
Note that Ω∗xxΩ
∗
yy < 0. Because of the form of Equation (3.46), it is easily transformed
from a quartic to a quadratic characteristic equation of the form
Λ2 + 2β1Λ− β22 = 0 (3.47)
where Λ represents the roots of Equation (3.47). The associated constants are refor-







β22 = − Ω∗xxΩ∗yy (3.49)
Note that, β1 and β2 are both real. The quadratic roots of Equation (3.47) are
evaluated as
















yy < 0, and the observation leads to








Further analysis into the quintic eigenvalues reveals that λ1,2 are real (ℜ) eigenvalues
and λ3,4 are pure imaginary (ℑ) eigenvalues associated with the system represented by
Equation (3.46). Lyapunov’s criteria for the stability associated with a linear system
and a corresponding nonlinear solution states that [50]
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• If the ℜ(λi) < 0 ∀ the eigenvalues associated with the linear system of equations
relative to Li, the nonlinear solution is asymptotically stable.
• If the ℜ(λi) > 0 for at least one of the eigenvalues associated with the linear
system of equations relative to Li, the nonlinear solution is unstable.
• If the ℜ(λi) ≤ 0 and at least one of the ℜ(λi) = 0 for the eigenvalues associated
with the linear system of equations relative to Li, no conclusion is available
concerning the stability of the solution in the nonlinear system.
Equation (3.52) demonstrates that there are two real eigenvalues associated with the
in-plane motion relative to the collinear Lagrangian points, one of which is positive
and the other is negative. Thus, the positive, real eigenvalue result yields the conclu-
sion that the collinear Lagrangian points are intrinsically linearly unstable. Equation
(3.53) further demonstrates that there exist imaginary eigenvalues associated with
the in-plane motion in the vicinity of the collinear Lagrangian points. Consequently,
it is possible to appropriately select initial conditions, ξ(τ0) and η(τ0) such that the
divergent behavior is not excited.
To explore the planar behavior in the vicinity of the collinear Lagrangian points,
it is possible to select the coefficients in Equations (3.43) - (3.44) such that only the
stable terms are excited [45]. As noted previously, coefficients in Equation (3.43)
- (3.44) are interdependent and the following relationship is developed between the
coefficients associated with the in-plane motion


















and it is evident that coefficients A1 and A2 are associated with the unstable eigenval-
ues λ1 and λ2. To inhibit the excitation of the unstable mode, initial conditions must
be selected such that A1 and A2 are equal to zero. Also recall that the imaginary
roots are equal in magnitude, i.e., λ4 = −λ3 and ν4 = −ν3. Thus, initial conditions,





λ3τ − A4ν3e−λ3τ (3.59)
Initially, ξ(τ0) = ξ0 and η(τ0) = η0. Equations (3.58) and (3.59) are then evaluated


















The general solution for in-plane motion near the vicinity of the collinear Lagrangian
points is summarized as
ξ = ξ0Cos[s(τ − τ0)] +
η0
β3
Sin[s(τ − τ0)] (3.64)
η = η0Cos[s(τ − τ0)] + ξ0β3Sin[s(τ − τ0)] (3.65)
where s and β3 are real quantities, i.e.,
λ3 = is (3.66)
ν3 = iβ3 (3.67)













Initial conditions for the in-plane relative velocity components are derived by evalu-





η̇0 = − ξ0β3s (3.71)
For a particular set of initial conditions, ξ and η, a specific set of initial velocities, ξ̇
and η̇, results in a periodic orbit about L1 Lagrangian point as plotted in Figure 3.2.
For visualization purposes, the Earth has been scaled to 10 times its actual size. The
trajectory in the figure represents a first-order linear approximation to a particular
solution of the equations of motion in CR3BP. An initial state along the x-axis at
a distance of 200, 000 km from the L1 libration point but opposite to the Earth is
selected. Based on this value, other initial conditions are generated.
ξ0 = 200, 000 km ξ̇0 = 0 km/s
η0 = 0 km η̇0 = 0.268306831786395 km/s
Figure 3.2. L1 linearized periodic orbit in the Sun-Earth system.
The period of the orbit in Figure 3.2 is 175 days, approximately half the period of
the Earth in its orbit about the Sun. Propagation of these initial conditions in a
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nonlinear model results in the departure of the spacecraft from the vicinity of this
linear approximate trajectory, i.e., once the unstable behavior is triggered, the path
departs from the L1 vicinity. The linear solution can be employed as a good initial
guess for numerical techniques to produce an exact solution in the nonlinear model.
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4. NUMERICAL METHODS
Construction of trajectories within a nonlinear force environment can be facilitated
with a differential corrections scheme. Any corrections algorithm employs numerical
techniques to search for periodic orbits and trajectories in the CR3BP; of particular
interest are the regions in the vicinity of the Lagrangian points. To accomplish the
development of a corrections algorithm, it is important to understand the sensitivity
associated with the states along the trajectory.
4.1 The State Transition Matrix
Prior to assessing the behavior of a particle or body under the influence of non-
linear forces, it is critical to investigate the evolution of a state over time in response
to changes in the initial state. This linear map, that is, the state transition matrix
(STM), is formulated based on a linear variational model to estimate the final state
as a response to certain perturbations introduced in the initial state [51]. The STM is
particularly useful for trajectory design and periodic orbit computation. To develop
an expression for the STM, a baseline reference arc is first calculated. Let there be a
certain six-dimensional initial state vector, ~X(τ0), that results in a time-varying ref-
erence path, ~X(τ). By introducing a small perturbation, δ ~X(τ0), to the initial state,
an updated initial state, ~X∗(τ0), results in a new time-varying nearby arc, ~X
∗(τ),













Figure 4.1. Reference trajectory, perturbed state and nearby trajectory arc.
A schematic demonstrating the above scenario appears in Figure 4.1. The state along
a nearby trajectory is approximated based on the STM. Using the first-order Taylor
series expansion about the reference and neglecting the higher-order terms, the linear
vector variational relationship is written
δ ~̇X = A(τ)δ ~X (4.4)
In contrast to Equation (3.40), the A matrix is time dependent, and the partials
of the equations of motion are evaluated along the reference path. The partials















The general solution to the linear vector form of variational relationship in Equation
(4.4) is expressed as
δ ~X(τf ) = Φ(τf , τ0)δ ~X(τ0) (4.6)
where Φ(τf , τ0) is the STM that maps the change in initial state, δ ~X(τ0) to the change
in final state, δ ~X(τf) at a final time, τf , along the reference trajectory, ~X(τ). The
elements of the STM matrix are evaluated by simultaneously numerically integrating
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the variational vector equation along with the equations of motion for the system.
The matrix form of the differential equations is
Φ̇(τf , τ0) = A(τf )Φ(τf , τ0) (4.7)
Given six scalar variational states, as defined in Equation 4.3, the elements of the
6× 6 STM are evaluated in terms of the following partials














































































































To numerically integrate and evaluate the 36 time-varying elements of the STM, the
initial conditions for the matrix differential equation in Equation (4.7) are specified;
the initial state is also apparent from Equation (4.6), that is,
Φ(τ0, τ0) = I6×6 (4.9)
where I6×6 is a 6 × 6 identity matrix. The STM is employed in any corrections
strategy to design trajectory arcs and periodic orbits. It also offers insight in the
examination of the stability associated with the trajectory.
4.2 Differential Corrections Algorithm
Trajectory design is accomplished through the application of a differential correc-
tions scheme to a two-point boundary value problem (2PBVP). The STM is formu-
lated to supply a linear estimate of the final states as the result of a variation in the
initial states and is then incorporated in a shooting algorithm. An iterative process
is employed that is based on information provided by the STM. In a simple targeting
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scheme, given an available baseline reference trajectory, the corrections algorithm is
applied to iteratively adjust the initial states, based on the miss difference at the
final state, until a certain level of tolerance is achieved. There are a variety of ap-
proaches to implement a corrections process. A formulation based on constraints and
free-variables is employed in this analysis.
In the algorithm for the shooting scheme, constraints can be specified as the de-
sired target states; then, free-variables are the available controls. This formulation is
relatively easy to implement and the constraints are straightforward to add. In simple
targeting, the ‘controls’ are the initial states governing the path of the spacecraft. In
a general formulation, the vector, ~X , includes the states acting as control parameters
that are employed to meet some set of constraints associated with the trajectory.















































For the simple case, let ~Xi be a one-dimensional vector. Thus, this control variable
vector can consist of the six states associated with the position and the velocity at
some initial time, τ0. The m scalar constraint equations, Fi( ~X), are required to be
fulfilled by the available controls and are collected into the vector ~F ( ~X)













































The constraints are formulated such that ~F ( ~X) = ~0 if all the individual scalar con-
straints are satisfied. The corrections algorithm proceeds iteratively until a certain
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level of accuracy is achieved. The set of control variables that satisfy the constraints
are defined as, ~X∗, i.e.,
~F ( ~X∗) ∼= ~0 (4.12)
Samples of typical constraints include the position and the velocity or any other space-
craft related parameters. Thus, the constraint vector function, ~F ( ~X), is evaluated in
terms of a Taylor series expansion about a reference value, ~X i, such that,
~F ( ~X) ≈ ~F ( ~X i) +D~F ( ~X i)( ~X − ~X i) (4.13)
where D~F ( ~X i) is an m× n Jacobian matrix,
D~F ( ~X i) =














































Since the goal is ~F ( ~X) = ~0, the expression in Equation (4.13) is employed to determine
the value of ~X that achieves the goal. Recognizing that the system is nonlinear,
Equation (4.13) is rewritten as an expression that is to be solved iteratively, that is,
~F ( ~Xj) +D~F ( ~Xj)( ~Xj+1 − ~Xj) = ~0 (4.15)
The partials within the Jacobian matrix, D~F ( ~Xj) depend on the previous iteration
(jth) or the initial guess for the design vector, ~X. The goal is to iteratively solve for
~X(j+1) until
~F ( ~Xj+1) = ~F ( ~Xc) ≈ ~0 (4.16)
The process is continued until reaching a pre-specified tolerance level.
The number of control variables, n, and constraints, m, influences the type of pos-
sible solutions that exist for Equation (4.15). When the number of control variables
equals the number of constraints
n = m ⇒ Unique Solution (4.17)
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The uniqueness of this solution is based on D~F ( ~Xj) as a square matrix and is then
inverted to determine a solution to Equation (4.15),
~Xj+1 = ~Xj −D~F ( ~Xj)−1 ~F ( ~Xj) (4.18)
The change in initial control variables is then δ ~X
δ ~X = −D~F ( ~Xj)−1 ~F ( ~Xj) (4.19)
When the number of controls available is greater than the number of constraints
n > m ⇒ Infinite Number of Solutions (4.20)
The Jacobian matrix, D~F ( ~Xj), is no longer a square matrix and to select a solution
from among all the possible options that satisfy Equation (4.15), a minimum norm
solution yields
~Xj+1 = ~Xj −D~F ( ~Xj)T [D~F ( ~Xj)D~F ( ~Xj)T ]−1 ~F ( ~Xj) (4.21)
Equation (4.21) can be rewritten as the change in the initial control states that are
required to meet the constraints, i.e.
δ ~X = −D~F ( ~Xj)T [D~F ( ~Xj)D~F ( ~Xj)T ]−1 ~F ( ~Xj) (4.22)
A minimum norm solution is based on a gradient search process that is more successful
when δ ~X is small. Thus, this methodology seeks a solution that exists in the vicinity
of ~Xj such that ~Xj+1 is characterized by traits that are closely related to those of
~Xj. This corrections scheme can be applied in both fixed- and variable-time single
shooting algorithms.
4.2.1 Fixed-Time Single Shooting
As an example of a targeting algorithm, consider a vehicle at a given location
with some velocity. The goal is the modification of the initial velocity to reach a
specified position downstream. A fixed-time single shooting algorithm is employed to
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determine a single arc that is delivered to the desired final state, ~X∗(τf), by adjusting































































Note, ~X is comprised of only one six-dimensional state vector. A schematic repre-
senting a fixed-time single shooting algorithm appears in Figure 4.2. Note that τ0
represents the initial nondimensional time and the state, ~X , is initially defined at
τ0. A reference trajectory is generated that acts as the baseline for the corrections
scheme and is supplied as an initial guess for the appropriate arc. The state at the
end of the reference trajectory is defined as ~X(τf ).
Figure 4.2. Fixed-time single shooting illustration.
In the example, the corrections scheme is formulated to target a desired state,
~X∗(τf ). The final six-dimensional state vector is expressed in terms of the three-
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where τf is the nondimensional time corresponding to the end of the arc and delivers
the path to the target state. Based on the definitions, (τf − τ0) is the time of flight
(TOF) between the initial and the final states; one option maintains the TOF, thus,
the time remains fixed along both the baseline trajectory and the desired path. To
formulate the problem in this simple example, only the position state, ~r ∗, at the end
of the desired trajectory is targeted and the velocity state, ~v ∗, at the final time is




















The initial three velocity states are formulated to define the available design variables
in the design variable vector, ~X(τ0), and are submitted to the algorithm as



















The constraint vector is written as the difference between the position states along
the reference path at the terminal time and the final specified target position states,























The iterations proceed until the constraint equation meets the ~F ( ~X∗) = ~0 requirement
such that the actual value ~F ( ~X∗) ≈ ~0 within a specified tolerance level. For this
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example, the Jacobian matrix introduced in Equation (4.14) is written in terms of
submatrices relating the final position and velocity to the initial position and velocity
vectors
D~F ( ~X) =


















As the initial design variables are represented in ~X(τ0) in Equation (4.26) and only
the end position states, ~r, at time, τf , are targeted using the initial velocity states,
~v0, as the available design variables, Equation (4.28) reduces to the following 3 × 3
matrix,
D~F ( ~X) =







































Comparison between Equation (4.8) and Equation (4.29) results in a new expression
for D~F ( ~X) in terms of the elements of the STM






















The elements, φpq, in Equation (4.30) represent the change in the position states at the
terminal time along the reference trajectory, ~r = [x y z]T as a result of adjustments
in the initial velocity state, ~v0 = [ẋ0 ẏ0 ż0]
T . The partials are, thus, all evaluated
along the reference path. For the update equation, the number of available controls,
n, equals the number of constraints, m, so a unique solution exists. The update

























































where j represents the jth iteration while applying Newton’s method to solve for the
unique solution. As is apparent in Equation (4.30), D~F ( ~X) is a square matrix. Thus,



















= −D~F ( ~Xj)−1 ~F ( ~Xj) (4.32)
Note that the reference path is updated at each step, that is, the (j − 1)th arc serves
as a reference path to trigger the jth iteration. The iterative process, originating with
the reference trajectory, continues until a final desired trajectory is determined that
meets the end constraints to a specific tolerance.
4.2.2 Variable-Time Single Shooting
The strategy to develop a variable-time single shooting algorithm is easily formu-
lated by augmenting the process summarized for a fixed-time single shooting scheme.
The algorithm is augmented to allow the time-of-flight (TOF), i.e., the integration
time (τ = τf − τ0), to vary over successive iterations. A schematic for variable-time
single shooting appears in Figure 4.3. Note that the propagation time along the final
desired path leading to desired state, ~X∗(τ ∗f ), is different from the end state,
~X(τf ),
along the reference trajectory. Thus, TOF is now included in the design variable








































The shooting scheme is developed to target the same final position states as rep-
resented in Equation (4.25). Thus, the constraint vector remains the same as in
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Figure 4.3. Variable-time single shooting illustration.
Equation (4.27). The Jacobian matrix introduced in Equation (4.14) is augmented
to relate the final position and velocity to the initial position, velocity and TOF, τ ,
D~F ( ~X) =






















The augmented design variable vector represented in Equation (4.33) and the final
desired position states reduce Equation (4.34) to the following form
D~F ( ~X) =

















































Recall that the elements of this matrix are all evaluated along the reference path.
The augmented matrix D~F ( ~X) is rewritten in terms of the elements of the STM and
the velocities at the terminal time along the reference path















φ14 φ15 φ16 ẋ
φ24 φ25 φ26 ẏ










Note that the matrix is no longer square. Since the number of available controls, n, is
greater than the number of constraints, m, there exist an infinite number of solutions.













































































Recall, the subscript, 0, represents the initial state at time, τ0. The solution is no
longer unique. Based upon a minimum norm solution, the change in the initial control


























= −D~F ( ~Xj)T [D~F ( ~Xj)D~F ( ~Xj)T ]−1 ~F ( ~Xj) (4.38)
Again, the algorithm is repeated to update the design parameters until the constraint
vector meets a certain level of tolerance.
4.3 Multiple Shooting Algorithm
For more complex scenarios and the option of additional types of constraints, the
concept of differential corrections is further extended to develop a targeting scheme
for a set of n discrete points. The foundation of any multiple shooting strategy lies in
the corrections algorithm which can be based on the same steps as those employed in
a single shooting scheme. The trajectory is decomposed into segments that originate
from a sequence of patch points. The objective is typically convergence to a path
continuous in position and velocity. Such a result is accomplished by targeting the
end state originating from the (n − 1)th patch point such that it merges with the
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initial states along the next segment, i.e., the nth patch point. An illustration that
demonstrates a multiple shooting scheme is represented in Figure 4.4 where ~Xi(τ0i)
represents the initial state at each patch point and ~Xi(τfi) identifies the reference
states after the trajectory arc is propagated for nondimensional time, τi, that is
equivalent to
τi = τfi − τ0i (4.39)
Multiple patch points aid in offsetting the numerical sensitivity associated with the
Figure 4.4. Unconverged multiple shooting schematic.
trajectory design in the vicinity of the Lagrangian points. To formulate a trajectory
continuous in both position and velocity, constraints are added such that the end
states along any segment coincide with the initial point on the subsequent segment.
Once a converged path is achieved, the updated states, ~X∗i (τ0i), are iteratively estab-
lished as illustrated in Figure 4.5. Based on the specific scenario, the TOF may or
Figure 4.5. Converged multiple shooting schematic.
may not be allowed to vary along each segment. This option allows two different for-
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mulations for multiple shooting, i.e., fixed-time and variable-time multiple shooting
scheme.
4.3.1 Fixed-Time Multiple Shooting
Fixing the integration time, τi, along each of the trajectory segments that com-
prise the path results in the formulation of a fixed-time multiple shooting scheme.
The design variable vector is comprised of both the position and the velocity states














































where ~Xi(τ0i) is a six-dimensional vector and n indicates the number of path points
to discretize the trajectory into segments. Thus, ~X is a 6n × 1 dimensional design
variable vector for a fixed-time multiple shooting algorithm. As represented in Figure
4.4, there exists a discontinuity between the end reference states along each segment,
~Xi(τfi), and the states at the subsequent patch point,
~Xi+1(τ0i+1), that is, the initial
point on the subsequent arc. The constraint vector, ~F ( ~X), is constructed to maintain
continuity in both position and velocity states across multiple arcs,













































The length of the constraint vector is 6(n−1) since the number of arcs is one less than
the number of patch points. Again the objective is convergence to a path continuous
in both position and velocity to a pre-specified tolerance.
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The Jacobian matrix, D~F ( ~X), is constructed based on the partials relating the
constraint vector to variations in the design variables. The Jacobian matrix, D~F ( ~X),
is a banded matrix, i.e., the non-zero entries are along the diagonals,










































The end state along the reference arc i, ~Xi(τfi), is a function of the initial states,
~Xi(τ0i). In this example, many of the scalar partials are elements of the STM. The




is equal to ~0. Similarly, the end state along the ith




is equal to ~0. Finally, the partial
∂ ~Xi(τ0i )
∂ ~Xi(τ0i )
is equal to the 6 × 6 identity
matrix. Substituting this information yields a 6(n− 1)× 6n matrix,
D~F ( ~X) =










φ(τf1 , τ01) −I6×6
. . .
. . .









Iteration is again employed to converge the constraint vector, ~F ( ~X) to ~0 within an
acceptable tolerance by applying the appropriate update equation using the D~F ( ~X)
matrix.
4.3.2 Variable-Time Multiple Shooting
Varying the integration time, τi, along each segment or arc results in the formula-
tion of a variable-time multiple shooting scheme. The addition of integration time to
the design variable vector results in a 7n−1 vector; for n patch points, there are n−1
56
























































To maintain continuity in both position and velocity, the constraint vector, ~F ( ~X), is
of dimension 6(n − 1), the same as was specified in the case of fixed-time multiple
shooting scheme.













































Introduction of time as a new variable changes the banded matrix, D~F ( ~X), as each
end reference state, ~Xi(τfi) is a function of an integration time, τi. The matrix
represented in Equation (4.43) is augmented due to the inclusion of time as a variable
and is rewritten as





















where ~̇Xi represents the time derivatives of the end reference state, ~Xi(τfi). The
minimum norm solution is obtained as the Jacobian, D~F ( ~X), is a 6(n − 1) × 7n
rectangular matrix. The algorithm is iteratively simulated until the desired level of
tolerance is achieved for the constraint vector, ~F ( ~X) = ~0. At the end of the process,
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new converged position and velocity states are determined for the patch points along
with new times, τi between each pair of patch points.
4.4 Periodic Orbits in the CR3BP
A corrections scheme is applied for the construction of periodic orbits in the
vicinity of the collinear Lagrangian points. Families of planar and three-dimensional
orbits have been investigated over the past few decades [52] and a number of three-
dimensional families bifurcate from planar families. One type of three-dimensional
periodic orbit is a simple symmetric orbit in the set that comprises the ‘halo’ family
of orbits [33]. Halo orbits have been of particular interest since 1978 when the Inter-
national Sun-Earth Explorer-3 (ISEE-3) spacecraft was launched and inserted into a
halo orbit in the vicinity of the Sun-Earth Lagrangian point, L1 [53].
4.4.1 Construction of Periodic Orbits
A three-dimensional shooting algorithm is developed to compute three-dimensional
halo orbits that exist in the vicinity of the Lagrangian points. The same algorithm is
also applicable while computing two-dimensional periodic orbits with specific initial
conditions and constraints. Because the differential equations are time-invariant, cer-
tain symmetric properties are observed. One straightforward approach to compute
solutions involves a search for a periodic orbit that is symmetric across the x − z
plane. To initiate the construction of a family or orbits, an initial guess is generated
by exploiting this symmetry property but is based on the linear model developed in
Subsection 3.4. The reference trajectory illustrated in Figure 3.2 provides an initial
guess that can be converged in the nonlinear model to construct a Lyapunov orbit
about L1. By introducing an out-of-plane step along z, a variable-time single-step
corrections scheme is developed to determine the symmetric periodic halo orbits.
Symmetry and perpendicular crossings are then employed as constraints to generate
the orbits.
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As noted previously, one strategy for construction of periodic orbits assumes per-
pendicular crossings at the x−z plane. Given an initial guess to initiate the corrections
process, free variables are first identified. Assuming that the initial state lies in the














































where only three of six states are non-zero. A simple formulation is governed by fixing
one initial condition and allowing the others to vary. An iterative process yields a
perpendicular crossing, i.e., a half period for any three-dimensional halo orbit. Note
that both the initial and the final states correspond to perpendicular crossings of the
x−z plane. To meet the final goal of a perpendicular crossing, both the final velocity
in the x and z directions should be zero, i.e., ẋ = ż = 0 at the final crossing. Thus,
the selection of a set of free variables allows one of the non-zero variables, x0, z0, ẏ0,
to be constrained. For example, to construct a halo orbit that crosses the x-axis at a
specified location, constrain x0 and then iterate to determine z0 and ẏ0. For simple
periodic three-dimensional orbits that are symmetric across the x − z plane, there































To demonstrate the algorithm, z0 is selected as a free variable, along with ẏ0. To
ensure a perpendicular crossing at the next x̂− ẑ plane crossing, the constraint vector
is carefully defined as,










where the subscripts, z0, ẏ0, on ~X represent the design variable vector used in this
formulation. The D~F ( ~Xz0,ẏ0) matrix is formulated by direct application of the chain
rule

































y(ẋ(τ), ż(τ), τ) = 0 (4.51)
serves as the stopping condition (in contrast to time) to ensure delivery precisely
to the x − z plane. In this formulation, the integration time has been implicitly
defined as the time to cross the map, Σ : y = 0, i.e., half the period of the orbit. To
evaluate the partials in Equation (4.50), Equation (4.51) is differentiated with respect
































The matrix of partials, D~F ( ~X), in Equation (4.50) is then rewritten in terms of the
elements of the STM and Equations (4.54) - (4.55)




φ43 − ẍẏφ23 φ45 − ẍẏφ25






A more compact formulation is expressed in the form



























Similarly, using the other two possible design variable vectors in Equation (4.48)
results in the following two alternative D~F ( ~X matrices,






















































Given an equal number of constraints and design variables, the D~F ( ~X) matrices in
Equations (4.57) - (4.59) are all square matrices. The update equations for successive























































































































= −D~F ( ~Xx0,z0)~F ( ~Xjx0,z0) (4.65)
Iteration produces a solution that meets the final constraints ẋ = ż = 0 and, conse-
quently, produces a perpendicular crossing of the map, Σ : y = 0. Initial conditions
are selected such that the state lies on the map, Σ : y = 0 with an initial velocity only
along the ŷ unit direction vector. This results in the reference trajectory illustrated
in Figure 4.6. After implementing the targeting scheme to construct a perpendicu-
Figure 4.6. Targeting perpendicular crossing of the map Σ : y = 0.
lar crossing of the map, Σ : y = 0, a converged trajectory is achieved that meets
the constraints by varying the design parameters. For this illustration, the design
parameters are z0 and ẏ0.
Once the trajectory has been corrected to deliver perpendicular crossings with
a variable-time scheme, a complete halo orbit is generated by propagating the new
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initial conditions over precisely twice the integration time that is required for a half
orbit. A three-dimensional view of L1, L2 Lyapunov (red) and halo orbits (northern-
blue, southern-orange) is shown in Figure 4.7. Note that the Earth has been scaled
Figure 4.7. Sun-Earth L1, L2 Lyapunov and halo orbits.
×20 for visualization purposes. The Lyapunov and halo orbits shown in Figure 4.7
have the same Jacobi value of 3.0003.
4.5 Periodic Orbits and Invariant Manifolds
Several fundamental periodic solutions exist in the vicinity of the equilibrium
points that demonstrate their usefulness in trajectory and mission design. Families of
planar and three-dimensional orbits have been investigated over the past few decades
[52]. The Lyapunov family of planar orbits in the vicinity of L1 and L2 Lagrange
points appears in Figure 4.8(a). Although the families comprise of infinite number
of periodic orbits, only a finite number of members are illustrated in the figures. In
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addition to the sets of symmetric periodic orbits, numerous asymmetric periodic orbits
are also known to exist in the CR3BP [54, 55]. The multiple shooting corrections


























(b) L4 and L5 short-period family of orbits.
Figure 4.8. Sun-Earth L1, L2 Lyapunov orbits and L4, L5 short-period orbits.
algorithm is modified to produce asymmetric periodic orbits in the vicinity of L4 and
L5 equilateral Lagrange points [56, 57]. A set of short period orbits in the vicinity of
L4 and L5 appear in 4.8(b). Note that the families of periodic orbits illustrated in
Figure 4.8 are in the Sun-Earth rotating frame.
In the CR3BP, the periodic orbits in the vicinity of the Lagrange points can either
be stable or unstable. The stability characteristics of an orbit are derived from the
64
monodromy matrix, M , that is generated by integrating the state transition matrix,
Φ(τf , τ0), for one orbital period, P , i.e.,
M = Φ(P, τ0) (4.66)
The monodromy matrix is a real matrix that possesses three reciprocal pairs of eigen-
values, λi where i = 1 : 6. The dynamical stability information for the periodic orbit
is supplied by the nature of the eigenvalues associated with the monodromy matrix.
For any periodic orbit, the monodromy matrix possesses at least one unit eigenvalue
and produces a reciprocal of unity to complete the pair, i.e., λ1,2 = 1. For a complex
eigenvalue with magnitude equal to unity, the reciprocal is subsequently equal to the
complex conjugate, i.e., λ3,4 = a± ib . Lastly, there is a reciprocal pair of real eigen-




In case of stable periodic orbits, i.e., family of short-period orbits shown in Figure
4.8(a), stable and unstable modes do not exist. The eigenvalues of the monodromy
matrix associated with the stable periodic orbits are either pairs of unity or complex
conjugates. The manifold trajectory is generated by exciting a point on the orbit, ~X∗,
along the 6-D normalized eigenvector, ν, associated with the stable or unstable mode,
i.e.,
~X∗ = ~X ± dν (4.67)
where d is the step size along the selected stable or unstable eigenvector. The step
size is system dependent to avoid violating the linear approximation. In the case of
Sun-Earth CR3BP, a typical value of d = 300 km is used as the step size.
A member of the L1 Lypunov family of orbits is illustrated in Figure 4.9(a). For
visualization purpose, the Earth has been scaled to 20 times its actual size. The
stability analysis revealed the stable/unstable eigenvalues of the monodromy matrix
associated with the orbit. Leveraging the stable and unstable eigenvectors, invariant
manifold structures exist that grant passage into and away from the associated orbit,
respectively. Stable and unstable manifolds are computed by perturbing a state along
the direction of stable or unstable eigenvector. Such perturbations result in a set
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of stable and unstable manifolds that exhibit asymptotic flow surface to and from
the periodic orbit. A subset of unstable manifolds associated with the Sun-Earth L1
Lyapunov orbit in Figure 4.9(a) appears in Figure 4.9(b) as depicted in magenta. The
(a) Sun-Earth L1 Lyapunov orbit. (b) Unstable manifolds (magenta) and a subset of L4
and L5 Short-Period Lyapunov orbits (purple).
Figure 4.9. Periodic orbits and unstable manifolds of the Lyapunov orbit.
unstable manifolds asymptotically depart the Lyapunov orbit and are propagated
forward in time for 1800 days (approximately 5 years). The forward propagation
demonstrates their flow approaching the two equilateral Lagrange points and the
associated subset of short-period family of orbits about L4 and L5 are illustrated in
purple. To construct low energy transfers, the invariant manifolds form an important
tool in the computation and design of complex trajectories. However, it is important
to note that the L4, L5 short-period orbits lack stable and unstable eigenvalues, thus,
inhibiting the existence of manifold trajectories that grant passage into and away
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from the short-period orbits. Nonetheless, the unstable manifolds associated with
the orbit illustrated in Figure 4.9(a) can be leveraged to arrive in the vicinity of the
target short-period orbit.
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5. SPACECRAFT TRAJECTORY DESIGN IN CIRCULAR
RESTRICTED THREE-BODY PROBLEM (CR3BP)
Investigating the design space that meets the mission and scientific requirements
constitutes an integral part of the trajectory design process. Prior to incorporating
the solar sail in the trajectory design process, a good initial guess is desirable. The
process requires exploring the design space, i.e., the solution space that exists in the
vicinity of the libration points. Each periodic orbit about the libration point has
a Jacobi constant, the only integral of motion known to exist in the CR3BP. The
manifolds associated with the libration point orbits provide natural flow to and from
the orbit. The design strategy takes into account the following variables: (1) the
Jacobi constant of the initial and final orbit, (2) the unstable manifold associated
with the initial departure orbit, (3) the departure altitude relative to the Earth, (4)
the insertion location along the final arrival orbit, and (5) the number of revolutions
of the final orbit. In this section, intuitive search strategy is outlined by exploring
the available design space. Flow away from the parent orbit, passing the vicinity
of the Earth and departing towards the final destination is investigated. A baseline
discontinuous trajectory is formulated as an initial guess for differential corrections
algorithm.
5.1 Selection Criteria – Design Space:
The trajectory design process begins with the selection of a departure orbit based
on the Jacobi value of the final desired orbit. However, this is not a required step
but aids in exploiting possible low cost transfer options that may exist as the two
orbits are of similar energy level. Jacobi values corresponding to a subset of of L1,
L2 Lyapunov family and L5 short period orbits are apparent in Figure 5.1. Visual
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Figure 5.1. Jacobi values for a subset of L1 and L2 Lyapunv family with subset of L5
short period orbits.
analysis of Figure 5.1 conveys that, in general, the L5 short period orbits (green) are
of higher energy (lower Jacobi value) compared to the subset of L1 and L2 Lyapunov
family of orbits (red and blue, respectively). For preliminary design analysis, a final
orbit in the vicinity of L5 is selected such that the Jacobi constant of the short period
orbit is similar to that of the L1 and L2 Lyapunov orbits. Thus, orbits corresponding
to a Jacobi value of 2.99995 are selected. In Figure 5.2(a), L1 and L2 Lyapunov
orbits are depicted relative to the Earth in red and blue, respectively. Though it may
visually appear, the two orbits are not mirror images (equal size) of each other. L5
short period orbit for the same Jacobi value of 2.99995 is illustrated in Figure 5.2(b).
Note that the size of the L5 short period is two orders of magnitude greater than that
of the L1 and L2 Lyapunv orbits, though the period of all three orbits is close to 1
year.
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(a) L1 and L2 Lyapunov orbits for Jacobi
value of 2.99995.
(b) L5 short period orbit for Jacobi value
of 2.99995.
Figure 5.2. L1, L2 Lyapunov orbits and L5 short period orbit for Jacobi value of
2.99995.
5.2 Trajectory Design Options:
Continuing the design process, dynamical properties of manifolds are exploited.
The Jacobi value associated with the manifolds remains conserved and possesses
the same value as that of the parent orbit within the rotating frame. Employing
manifolds to locate transfer option opens a window to depart from a parking orbit
onto a manifold of either L1 or L2 Lyapunov orbit and reach the vicinity of L4
and L5 to lower the mission cost. For each triangular Lagrange point, four possible
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transfer options are briefly described that may vary based on the time of flight, ∆V
requirements or the overall scientific goal of the mission.
• L1 orbit unstable manifold to L4 (Figure 5.3): spacecraft departs from Earth
parking orbit along L1 unstable manifold to arrive in the vicinity of final desti-
nation orbit about L4.
Figure 5.3. Unstable manifold associated with an L1 Lyapunov orbit passing through
the vicinity of the Earth towards the L4 triangular point.
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• L1 orbit stable manifold to L1 unstable manifold to L4 (Figure 5.4): spacecraft
departs from Earth parking orbit along L1 stable manifold towards parent orbit.
The spacecraft may get into an orbit about L1 to carry out scientific experiments
before departing along the unstable manifold towards its final destination orbit
about L4.
Figure 5.4. Stable manifold associated with an L1 Lyapunov orbit passing through
the vicinity of the Earth followed by an unstable manifold departing towards the L4
triangular point.
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• L2 orbit unstable manifold to L4 5.5: spacecraft leaves the parking orbit around
the Earth along the unstable manifold associated with the L2 orbit for final
destination orbit about L4.
Figure 5.5. Unstable manifold associated with an L2 Lyapunov orbit passing through
the vicinity of the Earth towards the L4 triangular point.
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• L2 stable manifold to L2 unstable manifold to L4 (Figure 5.6): spacecraft de-
parts the Earth parking orbit along L2 stable manifold towards parent orbit.
Similar to option two, the spacecraft may get into an orbit about L2 to carry
out scientific experiments before departing along the unstable manifold towards
its final destination orbit about L4.
Figure 5.6. Stable manifold associated with an L2 Lyapunov orbit passing through
the vicinity of the Earth followed by an unstable manifold departing towards the L4
triangular point.
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Similarly, exploiting the Sun-Earth L1 and L2 Lyapunov orbit manifolds, trajec-
tory design options to the vicinity of second triangular Lagrange point, L5, are listed
below.
• L1 unstable manifold to L5 (Figure 5.7): spacecraft departs from Earth parking
orbit along L1 unstable manifold to arrive in the vicinity of final destination
orbit about L5.
Figure 5.7. Stable manifold associated with an L1 Lyapunov orbit passing through
the vicinity of the Earth followed by an unstable manifold departing towards the L5
triangular point.
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• L1 stable manifold to L1 unstable manifold to L5 (Figure 5.8): spacecraft de-
parts from Earth parking orbit along L1 stable manifold towards parent orbit.
The spacecraft may get into an orbit about L1 to carry out scientific experi-
ments before departing along the unstable manifold towards its final destination
orbit about L5.
Figure 5.8. Stable manifold associated with an L1 Lyapunov orbit passing through
the vicinity of the Earth followed by an unstable manifold departing towards the L5
triangular point.
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• L2 unstable manifold to L5 (Figure 5.9): spacecraft leaves the parking orbit
around the Earth along the unstable manifold associated with the L2 orbit for
final destination orbit about L5.
Figure 5.9. Unstable manifold associated with an L2 Lyapunov orbit passing through
the vicinity of the Earth towards the L5 triangular point.
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• L2 stable manifold to L2 unstable manifold to L5 (Figure 5.10): spacecraft
departs the Earth parking orbit along L2 stable manifold towards parent orbit.
The possibility exists to station the spacecraft in an orbit about L2 to carry out
scientific experiments before departing along the unstable manifold towards its
final destination orbit about L5.
Figure 5.10. Stable manifold associated with an L2 Lyapunov orbit passing through
the vicinity of the Earth followed by an unstable manifold departing towards the L5
triangular point.
5.3 Baseline Trajectory:
Exploiting the fundamental solutions (libration point orbits, stable/unstable man-
ifolds) of the CR3BP, a baseline trajectory is constructed that acts as an initial guess
in the trajectory design process. The initial guess, a discontinuous trajectory, encom-
passes the following arcs in the design process: (1) parking orbit about Earth, (2)
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stable/unstable or a combination of the two manifolds, (3) arrival at the destination
orbit, and (4) insertion into final orbit about the equilateral Lagrange point.
As an example of the trajectory design process, consider the L1 Lyapunov orbit
and the L5 short period orbit depicted in Figures 5.2(a) and 5.2(b), respectively.
Recall, the two orbits are of the same Jacobi value of 2.99995. Thus, the unstable
manifold that originates from the L1 Lyapunov orbit and is propagated until it reaches
the vicinity of the destination L5 short period orbit is of the same energy level as the
two orbits. Initially, the spacecraft is stationed in a parking orbit around the Earth.
The selection of departure altitude plays an important role in the trajectory design
process. As the goal of the work is to incorporate solar sail in the final model, it
is desirable to depart from an altitude higher than 800 km. At the altitude of 800
km, the solar radiation pressure and the atmospheric drag are equal. Thus, for the
sail to operate efficiently, the recommended altitude is between 800 to 1000 km [58].
In this formulation, a circular Earth parking orbit with an altitude of 1000 km is
selected. At the departure location, ∆V is performed to transfer the spacecraft from
the parking orbit onto the L1 orbit’s unstable manifold. The manifold is propagated
until it reaches the vicinity of destination short period orbit about L5. It is possible
to perform energy increasing maneuvers along the path. In the example presented
with no sail, a final ∆V is permitted to get into the final orbit. Thus, the initial guess
to the corrections scheme allows performing two ∆Vs to deliver the spacecraft from
the Earth parking orbit into an orbit about the L5 triangular Lagrange point.
Baseline trajectory design is accomplished through the application of a differential
corrections scheme to a two-point boundary value problem (2PBVP). An algorithm
based on generalized Newton’s Method is employed that involve constraints and free
variables. A multiple shooting scheme is applied to reduce the effect of local sensi-
tivities by distributing them among the individual arcs, increasing the accuracy and
incorporating relative ease with which constraints can be placed along the trajectory
and free variables can be selected. Distribution of sensitivities may also allow the
convergence of solutions that may not appear using only one arc. The application
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of a multiple shooting scheme enables placement of constrains at multiple locations
along the path rather than just at the end points. Constraints are applied to fix the
departure altitude at 1000 km where application of ∆V is allowed in the corrections
scheme. Upon arrival in the vicinity of the destination orbit, the second ∆V is per-
formed to deliver the spacecraft from the transfer arc to the final destination about
L5. The constraint for the final trajectory is applied to maintain the spacecraft in the
vicinity of L5 for a duration of 5 years. The resultant corrected trajectory is depicted
in Figure 6.8. Position continuity is enforced along the entire path and velocity con-
tinuity is additionally enforced along the path except at the two maneuver locations.
Figures 5.12(a) and 5.12(b) illustrate close-up views of the two boxes marked I and II,
Figure 5.11. Corrected trajectory from the Earth parking orbit to the vicinity of the
triangular Lagrange point, L5, with two ∆V maneuvers.
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respectively, in Figure 6.8. The trajectory appearing in Figure 5.12(a) corresponds to
a departure from 1000 km parking orbit around the Earth. The location of departure
maneuver, ∆V1, of 3.041 km/s is marked with a red dot. After the application of
(a) Departure trajectory and ∆V1 maneuver
from Earth parking orbit.
(b) Arrival trajectory and ∆V2 maneuver into
vicinity of L5.
Figure 5.12. Departure and arrival trajectories with two ∆Vs in CR3BP.
the instantaneous maneuver, the spacecraft transfers onto the manifold arc associ-
ated with an L1 Lyapunov orbit towards its final destination in the vicinity of L5 as
depicted in Figure 5.12(b). Upon arrival, an insertion maneuver of 559 m/s is per-
formed at the location marked by ∆V2. Thus, the total ∆V required for the transfer
trajectory is ∆Vtotal = 3.6 km/s. The total time of flight (TOF) for the transfer from
the Earth parking orbit to arrival in the vicinity of L5 is 2.879 years (approximately
1036 days).
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6. SOLAR SAIL TRAJECTORY DESIGN TO THE
VICINITY OF L4 AND L5
Preliminary design of trajectories in the SS-CR3BP is typically based on a differential
corrections scheme. A numerical corrections approach from the CR3BP is extended
to incorporate the solar sail angles. The inclusion of the effects of photons on the
acceleration of a solar sail based spacecraft increases the complexity associated with
the system model. For trajectory design, a two-point boundary value problem can be
solved using a differential corrections scheme and implementing solar sail angles as
additional design parameters [59]. The corrections scheme is formulated to iteratively
modify the initial states based on the linear estimated information available from the
state transition matrix (STM).
6.1 Sail Based Differential Correction:
The inclusion of sail angles offers additional options for the formulation of the
shooting scheme. A number of shooting schemes incorporating solar sail angles have
been formulated and presented in previous work [35]. In this work, a variable-time
multiple shooting scheme is developed in which the trajectory is decomposed into a
set of arcs, identified in terms of n discrete points, denoted as ‘patch-points’, allowing
more flexibility in the corrections process. The overall objective of a multiple shoot-
ing differential corrections algorithm is a complete trajectory that is continuous in
position and velocity. To achieve such continuity, orientation angles associated with
the solar sail are iteratively updated to result in a final converged path. Note that
the orientation angles remain fixed relative to the rotating frame over the integration
time between two patch points. Allowing the integration time, τi, to vary along any
segment, further extends the capabilities of using sail angles in the multiple shooting
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scheme, thus, resulting in the formulation of variable-time multiple shooting algo-
rithm. The updated design variable vector, ~X , now includes additional variables, τi.
Thus, ~X is a (9n−1)×1 vector since there are n−1 integration times corresponding



























































Note that ~Xi is an eight-dimensional vector comprised of three position states, three
velocity states, and two orientation angles. The constraint vector, ~F ( ~X) is defined to
maintain continuity in both position and velocity states.





















~X1(τf1)[1 : 6]− ~X2(τ02)[1 : 6]
~X2(τf2)[1 : 6]− ~X3(τ03)[1 : 6]
...
~Xn−1(τfn−1)[1 : 6]− ~Xn(τ0n)[1 : 6]






















Continuity is maintained only for the six position and velocity states between each
arc as denoted by [1 : 6]. The sail angles are free to differ between two arcs to
achieve position and velocity continuity between two segments. Recall, ~r represent
the nondimensional position vectors of P3 relative to P2. The final constraint in ~F ( ~X)
involves the altitude of the parking orbit and ensures that the departure altitude of
1000 km above the surface of the Earth is enforced during the corrections process.
Thus, the dimensions of the constraint vector are (6(n − 1) + 1) × 1 for n − 1 arcs
between n patch points and the additional altitude constraint.
Incorporating sail angles in the multiple shooting algorithm results in a modified
Jacobian matrix. Many terms within the D~F ( ~X) matrix are recognized as the terms
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of the modified STM, φi(τfi , τ0i). Supplementing the two orientation angles as design
variables, the STM, φi(τfi , τ0i) is a 6 × 8 dimensional matrix. Inclusion of integra-
tion time along each segment as additional design variables and the altitude as an
additional constraints, the D~F ( ~X) matrix of dimensions (6(n− 1) + 1)× (9n− 1) is
written in the form
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where H is a 6 × 8 rectangular diagonal matrix with diagonal entries equal to one.
~̇Xi[1 : 6, 1] represents the time derivatives corresponding to the position and velocity
states at the end point along the reference segment, ~Xi[1 : 6, 1]. The last row of
D~F ( ~X) matrix holds the partials for the altitude constraint in the columns corre-
sponding to the initial position state.
6.2 Lightness Parameter Selection:
The sail lightness parameter, frequently denoted as the sail loading parameter, is
the ratio of the acceleration due to the solar radiation pressure to the classical solar
gravitational acceleration used to parameterize the solar sail efficiency. Even though
the value for the lightness parameter within the range 0.03 - 0.3 reflect the current
technology capabilities, the recent IKAROS mission had a β value of approximately
0.001 [60]. McDonald and McInnes conducted a recent review of solar sail technology
and discussed potential short-, mid-, and long-term solar sail missions with applicable
lightness parameters [61]. The lightness number for the short-term GeoStorm mission
is calculated as β ≈ 0.02 and β ≈ 0.1 for the mid-term Solar Polar Orbiter. As for
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the long-term mission goal, β ≈ 0.3− 0.6 is calculated for the Interstellar Heliopause
Probe. Heiligers and McInnes calculated the β in the range of 0.0388 to 0.0455 for
the Sunjammer mission [62]. With solar sail technology still in the developmental
stages, analyzing the behavior of solar sails with low sail lightness parameters may
be more useful in near term mission design and analysis.
6.3 Solar Sail Transfer Families to L4 and L5:
Trajectory design incorporating a solar sail begins with the selection of a base-
line solution computed in subsubsection 5.3 and plotted in Figure 5.12 as an initial
guess to the design process. The goal of a solar sail is to lower the ∆V requirement
for the mission by performing a single departure ∆V from the Earth parking orbit,
accelerating the sail using SRP from the Sun, entering and maintaining the path in
the vicinity of destination orbit using the sail itself. Note that, no insertion ∆V is
performed to arrive at the final orbit around L5. Prior to building a family of trans-
fer trajectories, an initial sail parameter, β value of 0.042 is selected for preliminary
trajectory design. Employing the sail-based differential corrector and continuation in
β, a subset of transfer trajectories are constructed for β in the range of 0.005 - 0.06 as
depicted in Figure 6.1(a). The range for β is selected keeping in mind the near-term
capabilities in the field of solar sail technology. Two trajectories for β values of 0.005
and 0.06 are marked. The blue arrow indicates the direction of increasing β. During
the continuation scheme, the β value is incremented in intervals of 0.001, but for
clarity, only a subset of transfer trajectories are plotted in Figure 6.1. A zoomed-in
view for the transfer trajectories departing the Earth parking orbit appears in Figure
6.1(b). Once again, the departure altitude is constrained to be 1000 km above the
surface of the Earth. The red dots mark the location of ∆Vdeparture for each trajectory
departing from the Earth parking orbit for a specific value of β. Note that only the
initial altitude is constrained and not the initial departure position vector relative to
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(a) Subset of transfer trajectories from Earth
parking orbit to the vicinity of L5 libration point.
(b) Departure for subset of transfer trajec-
tories from Earth parking orbit with the lo-
cations for ∆Vdeparture (red dots).
Figure 6.1. Subset of solar sail corrected trajectory with only departure ∆V maneu-
vers for β = 0.005 - 0.06.
Earth, hence, the departure location is allowed to freely change during the corrections
process as is evident from Figure 6.1(b).
Similar to the sail-based trajectories that deliver the spacecraft to the vicinity
of Sun-Earth L5, the strategy is extended to generate a family of transfers to the
vicinity of Sun-Earth L4. The framework leverages the natural dynamics and flow
that exists in the CR3BP and the solar radiation pressure acting on the sail. A subset
of sail-based transfer trajectories are depicted in Figure 6.2 for β in the range of 0.005
- 0.06. Note that the solar sail is leveraged to maintain the trajectories in the vicinity
of L4 without any insertion maneuver, thus demonstrating the capabilities of a solar
86
(a) Subset of transfer trajectories from Earth
parking orbit to the vicinity of L4 libration point.
(b) Departure for subset of transfer trajec-
tories from Earth parking orbit with the lo-
cations for ∆Vdeparture (red dots).
Figure 6.2. Subset of solar sail corrected trajectory to L5 with only departure ∆V
maneuvers for β = 0.005 - 0.06.
sail. The two trajectories for β values of 0.005 and 0.06 are marked in Figure 6.2(a),
and the blue arrow indicates the direction of increasing β. A zoomed-in view for the
transfer trajectories departing the Earth parking orbit appears in Figure 6.2(b). Once
again, the departure altitude is constrained to be at 1000 km above the surface of the
Earth. The red dots mark the location of ∆Vdeparture for each trajectory departing
from the Earth parking orbit for a specific value of β. Note that only the initial
altitude is constrained and not the initial departure position vector relative to Earth,
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hence, the departure location is allowed to freely change during the corrections process
as is evident from Figure 6.1(b).
6.3.1 Transfers to the Vicinity of L5
In order to investigate the properties associated with the family of transfer tra-
jectories, the case of L5 is further investigated. Recall the definition of sail lightness
parameter as the ratio of Solar Radiation pressure (SRP) acceleration to the gravita-
tional acceleration, thus, providing a qualitative measure for the solar sail efficiency.
As a result of varying the sail parameter, β for the transfer trajectory, each trajectory
is capable of generating variable SRP with a specific upper bound.
6.3.1.1 Arrival Criterion
The amount of SRP acceleration generated governs the architecture of the tra-
jectory and duration of time it takes for the trajectory to arrive at the vicinity of
L5. In Figure 6.3, arrival for the subset of transfer trajectories appears for the fam-
ily illustrated in Figure 6.1(a). The dotted-blue circle marks the location of arrival
in the vicinity of the L5 Lagrangian point. The radius of the circle is ≈ 0.04 AU
based on the amplitude of an L5 short-period orbit with a Jacobi value equivalent
to 2.99995 that was incorporated to find the initial transfer trajectory in the no-sail
CR3BP. Three trajectories, with their β values, are marked to demonstrate how the
flow varies as the sail parameter, β, changes. Trajectories with lower β values (0.005
and 0.01) form additional ‘cusps’ prior to entering the dotted-blue circle that marks
the arrival when compared to relatively higher β values , i.e. 0.06.
6.3.1.2 Effects of Sail Parameter on SRP Acceleration
The overall behavior of the trajectory, as it arrives the Lagrangian point, varies
with the change in sail parameter. It is evident that, for the subset of transfer
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Figure 6.3. Subset of solar sail corrected trajectory arrivals at L5 for different β values.
Blue dotted-circle marks the arrival of a transfer trajectory within the vicinity of L5.
trajectories, higher values of β result in trajectories that are closer to the given initial
guess. The higher the value of sail parameter, β, the more SRP acceleration the sail-
craft is capable of generating as apparent from Figure 6.4. As the time increases, the
sail-craft with higher β values is able generate enough acceleration to maintain the
spacecraft in the vicinity of L5 much more efficiently when compared to trajectories
with lower β values. As the SRP acceleration varies with the β value, the time of
flight (TOF) it takes for each trajectory to enter the blue circle also changes. The
magenta dots in Figure 6.4 mark the location of a specific transfer trajectory as it
reaches the dotted-blue circle. As the β value decreases, the TOF increases relatively
slowly as can be seen for the β values ranging from 0.06 - 0.015. Conversely, for
sail parameters β = 0.005 and 0.01, the TOF increases by 9-12 months which is also
evident from the formation of additional cusps seen in Figure 6.3. Upon arrival, the
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Figure 6.4. Variation in Solar Radiation Pressure (SRP) acceleration over time for
transfer trajectories ranging from β = 0.005 - 0.06.
spacecraft remains in the vicinity of L5 for at atleast 4-5 years to carry out assigned
scientific missions. Of course, the duration of time spent can be altered based on the
mission requirements.
6.3.1.3 Displacement of Traditional L5
Within the context of the CR3BP, Lagrange points are the equilibrium locations
where the net gravitational forces of the two primaries completely offset the cen-
tripedal force in the rotating frame. Physically, such existing conditions imply that
both the velocity and acceleration are zero relative to the rotating frame. With the
addition of the solar sail to the force model of the CR3BP, new equilibrium solutions
emerge in the form of artificial Lagrange points [34]. Thus, for the transfer trajec-
tories depicted in Figure 6.1(a), new artificial Lagrange points, L5’ are evaluated for
β ranging from 0.005 - 0.06 and depicted in Figure 6.5. With the addition of SRP
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Figure 6.5. Artificial Lagrange points, L5’ for β = 0.005 – 0.06 relative to traditional
Lagrange point L5.
acceleration, the equilibrium points shift towards the Sun as the value of sail parame-
ter, β, increases. The artificial Lagrange points depicted are for a case corresponding
to sail angle, α = 0, i.e., the sail is head-on relative to the Sun-sail direction. For β
= 0, the solar sail model generates a special case for the conditions corresponding to
the classical CR3BP. Traditional L5, that is associated with the classical CR3BP, is
marked by a black dot. With each transfer trajectory, the value of β is stepped up
by 0.005 that results in an equivalent shift of ≈ 200,000 km. For sail parameter, β =
0.06, the total displacement of the artificial equilibrium point relative to traditional
L5 is ≈ 3 million km (0.02 AU). Thus, a spacecraft in the vicinity of the displaced
Lagrange point, L5’ can monitor the solar weather from a location closer to the Sun
than a spacecraft around the traditional Lagrange point, L5. Early detection of po-
tentially hazardous solar weather will provide advanced warnings to take appropriate
measures to minimize the damage on Earth.
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6.3.1.4 Jacobi Analysis
The single known integral of motion, denoted as the Jacobi constant, exists in
the classical CR3BP. In the Solar Sail Circular Restricted Three Body Problem (SS-
CR3BP), the Jacobi value is no longer a constant. However, investigating the change
in the Jacobi value helps in analyzing the effects of SRP acceleration on the energy
level of the spacecraft as apparent in Figure 6.6. In addition to the β values in the



















Figure 6.6. Variation in Jacobi for a subset of solar sail trajectories.
range 0.005 - 0.06 being investigated in this section, lower values of β = 0.002 and
0.003 are added to help gain insight into the general trend for the change in the Jacobi
value over time as the photons continue to bombard the sail-craft. As an example,
for β = 0.003 (light-blue), Figure 6.6 shows that the sail-craft is able to lower the
Jacobi value (increase energy) over the duration of the flight. Quantitative decrease
in Jacobi for a specific β value will be discussed in section 6.4.2. It is evident from
the general trend that higher values of sail parameter, β, can significantly alter the
Jacobi trend for a spacecraft equipped with a sail. Hence, with higher β values, the
energy of the trajectory can be significantly increased using solar sails.
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6.3.1.5 Non-optimal Parking Orbit Departures
Although the spacecraft builds-up momentum as a result of harnessing SRP from
the Sun, the initial boost is provided to help the spacecraft get on a path (manifold)
towards the destination. The initial boost is delivered in the form of ∆Vdeparture that
is required to depart from 1000 km Earth parking orbit as illustrated in Figure 6.7.
Note that the ∆Vdeparture for a particular value of β depicted in this figure is non-
























Figure 6.7. Non-optimal ∆Vdeparture for solar sail transfer trajectories ranging from
β = 0.002 - 0.06.
optimal. Recall, each transfer trajectory is built on continuation of the sail parameter,
β. Further analysis is carried out to optimize the solution to lower the ∆Vdeparture
requirements.
6.4 Solar Sail L5 Trajectory Analysis for β = 0.022:
To understand the behavior of sail-based spacecraft and gain both qualitative
and quantitative insight, a single transfer trajectory is investigated. Recall that the
family was built for lower values of sail parameters for which continuation was carried
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out in steps of δβ = 0.001. Taking into consideration the advancement in solar sail
technology, β = 0.022 is selected for further analysis.
6.4.1 Sail Transfer and Baseline Trajectory
The transfer trajectory for the sail parameter value of 0.022 is extracted and
plotted as illustrated in Figure 6.9. A baseline trajectory from CR3BP is used as an
initial guess for the sail-based dynamical model. The red transfer trajectory is the
Figure 6.8. Sail based (light-blue) and no sail (red) transfer trajectories from the
Earth orbit to the vicinity of L5 in the Sun-Earth system.
initial guess derived in the CR3BP, whereas, the sail-based corrected trajectory for
β = 0.022 is depicted in light-blue. Earth departure from a 1000 km parking orbit
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is illustrated in Figure 6.9(a). As a result of including a solar sail in the dynamical
model, only one ∆V is performed for the transfer trajectory. The ∆V is delivered to
insert from the Earth parking orbit onto a trajectory towards the final destination
using solar sails. The location of impulsive departure ∆V is marked by ∆Vnew and
(a) Sail (light-blue) and no sail (red) depar-
ture from Earth parking orbit with ∆Vnew =
3.0341 km/s.
(b) Sail (light-blue) and no sail (red) arrival




Figure 6.9. Solar sail corrected trajectory with one ∆V maneuver at the departure
prior to unfurling the sail with β = 0.022.
is equivalent to 3.0341 km/s. The arrival transfer trajectories for both the CR3BP
and SS-CR3BP are plotted in Figure 6.9(b). The velocity discontinuity in the red
transfer trajectory (CR3BP) is the location where ∆V2 was performed to deliver the
spacecraft in the vicinity of L5 for the baseline case (with no sail). As a result of
incorporating the solar sail, no insertion ∆V is required as evident from the light-
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blue transfer trajectory. Also note the displacement of artificial Lagrange point, L5’
relative to traditional Lagrange point, L5. The net displacement is ≈ 1.05 million km
(0.007 AU) towards the larger primary, P1, i.e., the Sun as a result of SRP acceleration
acting on the sail-craft.
6.4.2 Jacobi Analysis for β = 0.022 Transfer to L5
In the CR3BP, the Jacobi value represents the constant of motion within the
rotating frame. The Jacobi value for a trajectory is conserved when no additional
forces (i.e., ∆Vs, SRP) are taken into consideration. The ∆V maneuver results in
a change in Jacobi constant. The Jacobi values for two cases, no sail and sail-based
(β = 0.022) trajectories are apparent in Figure 6.10. The red line represents the
case with no sail in the dynamical model. The first jump of 0.0608 in Jacobi value
(at Time = 0 years) is representative of departure ∆V performed to leave the Earth
parking orbit and is equivalent to ∆V1 = 3.041 km/s. Note the discontinuity added
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Figure 6.10. Jacobi analysis of transfer trajectories with no sail (red) and with sail
(light-blue) for β = 0.002.
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at the top of y − axis for Jacobi value of the departure orbit in Figure 6.10. The
second jump (at Time = 2.9 years) marks the location where ∆V2 of 559 m/s is
performed to further raise the energy (lower Jacobi by 1.896 ×10−4) of the trajectory
to insert the spacecraft in an orbit about L5 Lagrange point. Thus, in the no sail case,
the required ∆Vtotal = 3.6 km/s to deliver the spacecraft from a 1000 km parking
orbit to the vicinity of L5. The case exploiting solar sail technology with β = 0.022
is depicted in light-blue. Only one ∆V is performed that is delivered at the initial
time of departure from the Earth parking orbit marked as ∆Vnew equivalent to 3.034
km/s. Note, no secondary ∆V is performed to insert the spacecraft in an orbit about
L5, instead, the solar sail leverages SRP to increase the energy of the spacecraft and
arrive in a final trajectory about displaced L5’. The TOF for the sail-based spacecraft
is 2.92 years (magenta dot) and exceeds the case with no sail by only ≈ 16 days. In
this scenario, incorporating solar sails in the dynamical model (SS-CR3BP) assisted
in accomplishing trajectory design to an artificial Sun-Earth L5 by harnessing the
SRP.
6.4.3 Sail Orientation Angles
The magnitude and the direction of the SRP acceleration generated is governed
by the orientation of the sail relative to the Sun-sail line. Within the context of SS-
CR3BP, two sail angles are defined as clock angle, α, and pitch angle, γ, to orient the
sail in the rotating frame. For the initial analysis of the solar sail, motion in the x−y
plane is investigated that is governed by the clock angle α. Recall, the algorithm pre-
sented incorporates the turn and hold strategy in which the sail maintains a constant
orientation along an arc between two successive path points relative to the Sun-sail
line in the rotating frame. However, from a mission perspective, it is important to
analyze the sail angles from an inertial observer as the sail is continuously rotating
along each arc relative to the Sun. Thus, α is expressed in the inertial frame as angle
psi relative to the inertial X̂−axis depicted in Figure 6.11(a) undergoing continuous
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rotation as viewed by an inertial observer. The values for ψ range between ±180◦



















(a) Inertial history for sail orientation angle, ψ.
















max |∆ψ| = 5.61° 
(b) |∆ψ| time history for required change in
sail angle.
Figure 6.11. Solar sail orientation angle analysis in the inertial frame.
in the inertial frame relative to X̂ − axis. The rate of change in orientation (slope)
of the sail in the inertial frame is ≈ 1◦/day. The discontinuity in the figure is not
physical but an artifact of the definition and bounds of sail angle ψ in the inertial
frame. To determine the practicality of the trajectory, it is vital to consider hard-
ware constraints that govern sail pointing accuracy, turn-rate, and gimbal properties,
i.e., maximum gimbal torque, maximum gimbal angle, and maximum gimbal rate.
The absolute values for the change in sail orientation angle, |∆ψ|, required for the
trajectory are illustrated in Figure 6.11(b) for the duration of 8 years. For a 40 ×
40 m2 sail, Wie established a maximum roll-control torque of ±1.34×10−3 N·m and
the maximum pitch and yaw-control torques of ±1.45×10−3 N·m that are capable
of producing maximum angular accelerations of ±13.0×10−6 deg/s2 and ±28.1×10−6
deg/s2, respectively [43]. The maximum turn rate for a three-axis stabilized space-
craft was set at 0.02 deg/s. Thus, the time to reorient the solar sail by a maximum
value of |∆ψ| = 5.61◦ is ≈ 4 minutes 40 seconds. In the Sun-Earth system, the
reorientation time span is more acceptable as compared to the Earth-Moon system.
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6.5 Locally Optimal Departure ∆V
By incorporating solar sail dynamics in the CR3BP, a corrections scheme is utilized
to build a family of transfers from the Earth parking orbit to the vicinity of L5
for various sail parameter, β. Utilization of design tools, such as periodic orbits,
invariant manifolds, the Jacobi value analyses, can deliver low-cost transfers, but
they do not guarantee an optimal solution. However, solutions achieved from studying
these inherent properties of the CR3BP regime can assist in formulating a good initial
guess for the optimization problem. The objective is to deliver the spacecraft from
an Earth parking orbit to the sail-based trajectory towards the final destination, L5.
The initial ∆V maneuver (and the only ∆V) forms the primary performance measure
that directly impacts the fuel requirements for the mission. Thus, minimization of
the departure ∆V maneuver is the main focus for the optimization process based on
the transfer trajectory design requirements.
The general architecture for the optimization process encompasses finding a set
of design variables, ~X , that can minimize or maximize the objective (cost) function,
f( ~X) and is subject to equality constraints, ~F ( ~X) = 0 or inequality constraints, ~F ( ~X)
≤ 0. Analysis for a fuel optimal transfer between the Earth parking orbit and the
final destination in the vicinity of the displaced Lagrange point, L5’ is formulated as a
minimization problem of a constrained nonlinear multivariable function. Identifying
the design variables from Equation 6.1 with the objective of minimizing ∆Vdeparture
subject to equality constraint of Equation 6.2, ~F ( ~X) ≤ 0, the optimization problem
is stated as
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= (Vx1 − Vxc)2 + (Vy1 − Vyc)2 + (Vz1 − Vzc)2
(6.4)
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T = ~X1(τ01)[4 : 6] (6.6)
~Vc = [VxcVycVzc ]
T (6.7)
∆~V = ~V1 − ~Vc (6.8)
From the definition, ~V1 is the velocity vector of the first patch point at initial time,
τ01 . ~Vc is the velocity vector at the departure location of the spacecraft from the Earth
parking orbit. The equality constraints in Equation 6.5 are to maintain position and
velocity continuity along each arc, and the last entry in the constraint vector enforces
departure from 1000 km parking orbit. The design variables comprise of three position
components, three velocity components, two angles for each patch point, n, and n−1
integration times between n patch points, thus, resulting in the design variable vector,
~X of dimensions (9n− 1)× 1.
The optimization problem is solved using Matlab’s fmincon function that at-
tempts to find a constrained minimum subject to nonlinear equalities or inequalities
defined in a nonlinear constraint function. Thus, the problem is referred to as con-
strained nonlinear optimization. The process is initialized by providing the solar sail
end-to-end trajectory from Section 6.4 illustrated in Figure 6.8 (light-blue) as an ini-
tial guess. Applying the described optimization scheme, the resulting transfer with
local optimal departure maneuver, ∆Voptimal appears in Figure 6.12 along with the
100
Figure 6.12. Sail transfer trajectories with optimal (magenta) and non-optimal (light-
blue) departure ∆V from Earth orbit to the vicinity of L5.
initial guess. The optimization process alters the solar sail trajectory as depicted by
magenta trajectory and gives ∆Votimal relative to the non-optimal case in light-blue.
As expected with the optimization routine, the overall architecture remains similar to
that of a good initial guess. The departure trajectories from a 1000 km altitude Earth
parking orbit are illustrated in Figure 6.13(a). The blue trajectory depicts the sail-
based departure from the parking orbit with non-optimal ∆V. The optimal departure
maneuver, ∆Voptimal location is marked by the red dot along the parking orbit that
delivers the spacecraft onto the magenta sail-based trajectory. The required change
in velocity to deliver the spacecraft from the Earth parking orbit onto the sail-based
transfer arc is ∆Voptimal = 3.0060 km/s. In this scenario, the optimization scheme
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(a) Departure from Earth parking orbit with
∆Voptimal = 3.0060 km/s.
(b) Arrival trajectories in the vicinity of dis-
placed L′5 (black ×).
Figure 6.13. Sail trajectories for β = 0.022 with optimal (magenta) and non-optimal
(light-blue) departure ∆V.
lowered the departure ∆V by 28.1 m/s. The arrival in the vicinity of the displaced
Lagrange point, L5’ is illustrated in Figure 6.13(b) for the local optimal and non-
optimal departures. As a result of the optimization process, the TOF for the local
optimal case increased by ≈ 7 days.
As a part of testing and building on the strategy outlined for applying solar sails
to the trajectory design process and optimizing the departure ∆V, additional values
for β were tested as listed in Table 6.1. The values of β selected are based on current
technology capabilities and are within the range of proposed short-term Geostorm and
the Sunjammer missions [61, 62]. The first column identifies the case starting with the
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Table 6.1. Departure ∆V optimization results for sail parameter, β, values compared
to no sail case.
Case β |∆ψ| TOF (years) ∆Vdeparture (km/s) ∆Varrival (km/s)
No sail – – 2.88 3.041 559
Optimal 1 0.022 7.62o 2.94 3.006 0
Optimal 2 0.032 5.49o 2.90 2.994 0
Optimal 3 0.042 7.37o 2.90 2.988 0
converged solution in classical CR3BP with no sail. Following the no sail case, three
transfer trajectories with different values for sail parameter, β, were converged by a
sail-based corrections scheme and supplied to the optimization routine as an initial
guess. Column 3 gives the absolute value for the change in sail orientation angle, ψ
for the optimized transfer trajectory. Column 4 is the total time of flight (TOF) for
each case to reach the vicinity, marked by dotted-blue circle, of displaced L5’. Note
that the TOF for the no sail case is relatively lower than the three cases corrected and
optimized with the solar sail. Column 5 gives the maneuver requirements in the form
of ∆Vdearture from the Earth parking orbit onto the transfer trajectory. As evident
from column 6, no arrival ∆V is needed in the three sail based cases, contrary to
the no sail case that requires a ∆Vdearture equivalent to 559 m/s for the spacecraft
to insert into an L5 short period orbit. Thus, by leveraging SRP to maneuver the
solar sail, the spacecraft demonstrate the capability to achieve the desired trajectory
in the vicinity of displaced Lagrange points.
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7. SOLAR SAIL IN HIGH FIDELITY
EPHEMERIS MODEL
7.1 Additional Perturbing Bodies
To accurately predict the behavior of the spacecraft under multiple gravitational
forces, it is critical to analyze the perturbing effects of additional celestial bodies. The
process involves knowing the exact locations of the perturbing bodies relative to the
spacecraft and the central body in order to calculate the gravitational acceleration
that acts on the spacecraft. The mathematical models expressed in Equations (2.50)
and (2.51) require position histories supplied by JPL planetary and lunar ephemeris
DE421 for any given time. For trajectory analysis, the effects of the followings bodies
are investigated in this work: Earth, Sun, Moon, Venus, Jupiter, and the solar ra-
diation pressure acting on a sail-based spacecraft. For the purpose of demonstrating
the magnitude of the perturbing accelerations and the acceleration due to the solar
radiation pressure, the transfer trajectory (light-blue) illustrated in Figure 6.9 is in-
vestigated. Recall, the light-blue trajectory is for the sail parameter value equivalent
to β = 0.022. An initial epoch is arbitrarily chose to be January 1, 2017 0:00:00.0
UT. The magnitude of perturbing acceleration from each of the bodies in the model
and the solar radiation pressure appears in Figure 7.1. The green circle, at the ini-
tial epoch, along the green curve marks the magnitude of acceleration acting on the
spacecraft due to the gravitational influence of the Earth at an altitude of 1000 km.
As the spacecraft leaves the vicinity of the Earth, the gravitational influence of the
Sun, Venus and Jupiter are more significant than that of the Earth. Similarly, the
gray circle, at the initial epoch, along the gray curve marks the magnitude of accel-
eration acting on the spacecraft due to the gravitational influence of the Moon. The
illustration shows that although the Moon’s gravity may not have a significant effect
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Figure 7.1. Magnitude of perturbing accelerations and solar radiation pressure acting
on the sail-craft of β = 0.022 with an initial epoch of January 1, 2017 0:00:00.0 UT.
on the spacecraft in the vicinity of the triangular Lagrange points, it is important to
incorporate the subsequent effects on the trajectory while the spacecraft departs the
vicinity of the Earth-Moon system. The local peaks along the blue curve mark the
locations when the planet Venus comes close to the trajectory of the spacecraft. Thus,
it is important to incorporate the gravitational effects of Venus on the spacecraft in
the trajectory design process, especially in the vicinity of the triangular Lagrange
points. The orange curve in Figure 7.1 illustrates the gravitational effects of Jupiter’s
on the spacecraft. Given the massive size of Jupiter, located at approximately 4 AU
relative to the spacecraft at its closest point, the order of magnitude of perturbing
acceleration is the same as the effects of Venus at its closest point (approximately 0.3
AU). In comparison, Jupiter is 11.8 times more massive than Venus. The yellow curve
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shows the gravitational effect of the Sun on the spacecraft as it departs the vicinity
of the Earth towards the Lagrange point and maintains a trajectory in the vicinity
of L5 for the duration of 5.5 years. Similarly, the light-blue curve is the acceleration
due to solar radiation pressure acting on the sail-craft along its trajectory.
7.2 Solar Sail Trajectory in Ephemeris
To effectively demonstrate the potential of a solar sail in an end-to-end trajectory
design process, it is critical to incorporate the ephemeris time-histories for the grav-
itating bodies in the corrections process. Thus, the non-Keplerian and out-of-plane
motion of the bodies are taken into consideration. The strategy first calls for an
initial analysis in the Earth-Sun ephemeris system to develop an end-to-end trajec-
tory. Once a corrected trajectory is achieved, solar sail dynamics are introduced in
the ephemeris corrections scheme to reconverge the trajectory in the Earth-Sun-Sail
ephemeris model without an insertion ∆V to deliver the spacecraft onto a trajectory
about the L5 triangular Lagrange point. Finally, additional higher fidelity models are
investigated for a complete end-to-end trajectory analysis of a solar sail.
7.2.1 Earth-Sun Ephemeris
Prior to incorporating the sail dynamics in the ephemeris corrections scheme, a
good initial guess is desirable. Thus, a trajectory is first corrected in Earth-Sun
epherimis model to serve as an input for the corrections process that includes a solar
sail. A specific case is selected to validate the process that comprise of the space-
craft departing from a orbit around the Earth. The baseline solution constructed
in Section 5.3 is supplied as an initial guess to the corrections process in Earth-Sun
ephemeris. A software package, Adaptive Trajectory Design (ATD), developed at
Purdue University is utilized to converge the solution in an Earth-Sun ephemeris
model [63]. The departure of the spacecraft is constrained to be an apsis relative to
the Earth as the central body and from an altitude of 1000 km parking orbit. Al-
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though additional constraints can be selected, one possible solution for the converged
trajectory is illustrated in Figure 7.2. An epoch of January 1, 2017 0:00:00.0 UT is
Figure 7.2. Ephemeris transfer trajectory from Earth parking orbit to the vicinity of
Sun-Earth L5 Lagrange point.
provided as the initial date and time of departure from the Earth parking orbit for
the ephemeris corrections routine. The epoch is allowed to vary in the corrections
process. The converged trajectory for the spacecraft departs the Earth parking orbit
on December 31, 2016 16:12:07.5 UT. The TOF for the spacecraft until arrival in the
vicinity of the L5 Lagrange point is approximately 2.8 years. Two ∆Vs are permit-
ted, one at the departure of the spacecraft from the parking orbit as illustrated in
Figure 7.3(a) and the other as an insertion maneuver into a trajectory about the L5
equilateral Lagrange point as shown in Figure 7.3(b). The maneuver cost to depart a
1000 km parking orbit is equivalent to ∆Vdeparture of 3.039 km/s as marked by a red
dot in Figure 7.3(a). The maneuver delivers the spacecraft onto a manifold from the
CR3BP towards its destination, i.e., L5. As the spacecraft approaches the vicinity of
the Sun-Earth L5, an insertion maneuver of ∆Vinsertion = 734.24 m/s is performed to
deliver the spacecraft into a trajectory about the triangular Lagrange point, L5. The
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(a) Departure trajectory and ∆Vdeparture of 3.039
km/s from an Earth parking orbit.
(b) x-y view for the arrival trajectory and
∆Vinsertion of 734.24 m/s into the vicin-
ity of L5.
Figure 7.3. Spacecraft departure and arrival trajectory in Sun-Earth ephemeris model
with two ∆V maneuvers.
result from this analysis will be used as an input for the corrections process that has
solar sail dynamics incorporated in the ephemeris model.
7.2.2 Solar Sail in Earth-Sun Ephemeris
Trajectory design in Earth-Sun ephemeris with a sail begins with the selection
of a baseline Earth-Sun ephemeris solution computed in Subsection 7.2.1 and plot-
ted in Figure 7.2 as an initial guess. The inclusion of a solar sail in the dynamical
system exploits the potential of leveraging the solar radiation pressure to deliver the
spacecraft to its destination. The inclusion of sail angles offers additional options
for formulating the shooting scheme. The ephemeris corrections scheme employed
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in ATD, designed by Amanda Haapala et al. at Purdue University, is remodeled to
incorporate solar sail dynamics. A sail-based solution for a trajectory converged in
Earth-Sun ephemeris is illustrated in Figure 7.4. Once again, the epoch is allowed
Figure 7.4. Solar sail transfer trajectory in Earth-Sun ephemeris system from an
Earth parking orbit to the vicinity of displaced L5’ Lagrange point.
to vary in the corrections scheme, and the converged trajectory departs the Earth
parking orbit on December 31, 2016 06:01:40.2 UT, a departure time that is approx-
imately 10 hours prior to the Earth-Sun case with no sail. Note, in contrary to the
no sail case, there is no ∆V maneuver performed to deliver the spacecraft in a tra-
jectory about the displaced Lagrange point L5’. However, the TOF for the sail-based
spacecraft is now 3.8 years, an increase of almost a year to deliver the spacecraft to
its final destination. Taking into consideration a cost saving in terms of ∆V insertion
= 734.24 m/s required in the case of no sail, an increase in the TOF by one year is
an acceptable trade off. For the purpose of demonstration, the trajectory illustrated
in Figure 7.4 maintains a path in the vicinity of the displaced Lagrange point for the
duration of 4 years. Employing a solar sail can additionally increase the potential of
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maintaining the spacecraft in the same general vicinity for a longer period of time,
thus, increasing the feasibility of using a sail.
7.2.3 Solar Sail in Earth-Sun-Moon-Venus-Jupiter Ephemeris Model
To further increase the fidelity of a solar sail end-to-end trajectory design, addi-
tional perturbing bodies are incorporated in the ephemeris model. In this subsection,
the effects of the Moon, Venus, Jupiter are taken into consideration along with the
existing ephemerides of Earth, Sun, and the nongravitational acceleration due to the
solar radiation pressure acting on the sail-based spacecraft. The resultant solution for
a converged trajectory in the ephemeris model is illustrated in Figure 7.5. The tra-
Figure 7.5. Solar sail transfer trajectory in Earth-Sun-Moon-Venus-Jupiter ephemeris
system from an Earth parking orbit to the vicinity of displaced L5’ Lagrange point.
jectory maintains a similar geometry as in the lower fidelity case illustrated in Figure
7.2 where the solar sail trajectory is corrected in the Earth-Sun ephemeris. The TOF
for the sail-based spacecraft to reach the vicinity of the displaced Lagrange point is
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about 3.8 years. However, as a result of including additional perturbing bodies, i.e.,
Moon, Venus, Jupiter, the initial epoch is changed to December 31, 2016 04:32:35.1
UT, moving the departure time ahead by approximately 1.5 hours.
In case of a sail-based trajectory, only one ∆V is performed to depart the Earth
parking orbit prior to unfurling the sail. This is required to jump onto a trajectory
that leverages L1 periodic orbit’s manifold towards the destination. The illustration
for the departure from an Earth parking orbit is shown in Figure 7.6(a). In case of
the sail-based trajectory in full ephemeris, the ∆V required to depart from a 1000 km
parking orbit, prior to unfurling the sail, is ∆departure = 3.0142 km/s. The departure is
constrained to be tangential relative to the parking orbit about the central body, i.e.,
Earth. The sail-based spacecraft’s arrival trajectory in the vicinity of the displaced
(a) Departure from Earth parking orbit. (b) Sail-based arrival trajectory in the vicinity of
displaced Lagrange point L5’.
Figure 7.6. Spacecraft departure and arrival trajectory in Earth-Sun-Moon-Venus-
Jupiter ephemeris system with SRP acting on the sail.
Lagrange point L5’ is shown in Figure 7.6(b). Note that there is no ∆V performed to
insert the spacecraft into an orbit about the triangular Lagrange point. The trajectory
demonstrates the ability of a solar sail to leverage the solar radiation pressure in order
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to insert onto a trajectory and maintain a path about the displaced Lagrange point
for a duration of 4 years. As a result of including the ephemerides, the converged
trajectory is no longer planar, and the spacecraft has a excursion in the z direction
of approximately 560,000 km.
7.3 Sail Ephemeris Model Comparison
The solar sail has thus far successfully demonstrated its potential in delivering
cost-effective end-to-end trajectory solutions. The ability to converge sail-based lower-
fidelity solutions in higher-fidelity ephemeris models serves as a validation to the
design strategy. As a part of the strategy, the sail-based transfer trajectories are tested
and converged in different high-fidelity dynamical models. The process compares how
the Epoch shifts as a result of including additional perturbing bodies and if there is
a significant change in the geometry of the trajectory when viewed in the Sun-Earth
rotating frame. The following dynamical models are compared:
1. Earth-Sun ephemeris
2. Earth-Sun ephemeris with solar sail
3. Earth-Sun-Moon ephemeris with solar sail
4. Earth-Sun-Moon-Venus ephemeris with solar sail
5. Earth-Sun-Moon-Venus-Jupiter ephemeris with solar sail
The converged solution from the circular restricted three-body is supplied as an initial
guess to the Earth-Sun ephemeris model with an epoch of January 1, 2017 0:00:00.0
UT as an initial guess for the departure date and time. The corrections algorithm
converges to a trajectory that is continuous in both position and time. The solution
from the Earth-Sun ephemeris model is supplied as an input to the Earth-Sun system
with a solar sail and the subsequent dynamical models with additional perturbing
bodies. The results for the converged solar sail solution for the sail parameter, β =
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0.022, in different dynamical models are summarized in Table 7.1. As evident from the
tabulated results, a sail-based spacecraft can potentially achieve a trajectory in the
vicinity of the displaced Lagrange point, L5 without any insertion ∆V. In all four sail-
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based ephemeris test cases with increasing dynamical complexity due to additional
perturbing bodies, the spacecraft takes approximately one additional year to arrive
at its target destination. The increase in the TOF is a result of the sail slowing down
along the trajectory (decreasing energy) to compensate for the propellant savings as
there is no insertion ∆V to achieve the desired change in the direction and energy of
the spacecraft at the insertion point. Thus, in contrast to the Earth-Sun ephemeris
case that requires an insertion ∆V maneuver of 734.24 m/s, the solar sail ephemeris
trajectory leverages the SRP to effectively maintain a trajectory in the vicinity of the
target Lagrange point.
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8. GRAIL GRAVITY DATA ANALYSIS: LAVA TUBES
AND BURIED CRATERS ON THE MOON
8.1 Overview
NASA’s Discovery Program has supported a series of low-cost scientific and ex-
ploration missions. Among these, the Gravity Recovery and Interior Laboratory
(GRAIL) mission focused on high quality mapping of the Moon’s gravitational field.
Launched in 2011, the sister spacecraft, Ebb and Flow, entered lunar orbit on Decem-
ber 31, 2011 and January 1, 2012, respectively, after a 3.5 month low-energy cruise
phase. GRAIL’s Primary Mission lasted for a period of 88 days during which the
two spacecraft mapped the lunar gravity from an average altitude of 55 km [3]. The
technique, satellite-to-satellite tracking, employed for mapping the Moon is similar
to that used by Gravity Recovery and Climate Experiment (GRACE) to map the
Earth’s gravitational field. GRAIL’s Extended Mission began on August 8, 2011 dur-
ing which the altitude of the dual spacecraft was lowered to approximately 23 km
and additional gravitational data was collected. A final phase at still lower altitude
mapped the Orientale basin at particularly high resolution before the two spacecraft
exhausted their remaining propellant and on December 17, 2012, were steered to an
impact on the lunar surface.
8.2 Detection Techniques
The success of the GRAIL mission delivered high-precision gravitational field map-
ping of the Moon. The uneven surface as well as the density anomalies, both surface
and subsurface, result in the two spacecraft undergoing variations in lunar gravita-
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tional attraction. As a result of these irregularities, the distance between the two
spacecraft vary as they fly in their respective orbits around the Moon.
8.2.1 Free-air and Bouguer Gravity
The variations in the gravity are directly evident from investigating the free-air
gravity that maps the contribution from both the surface and subsurface anomalies.
To evaluate the effects of subsurface density variations, the gravitational effects due
to topography (derived from elevation maps created from the laser altimeter on-
board Lunar Reconnaissance Orbiter) are subtracted from the free-air map to produce
Bouguer gravity maps. The lunar gravity globes for free-air (left) and Bouguer (right)
gravity are shown in Figure 8.1. The maps are generated by truncating the lower
Figure 8.1. Lunar globes for the free-air gravity (left) and the Bouguer gravity (right)
centered at 120o W latitude. Courtesy: NASA’s Goddard Space Flight Center Scien-
tific Visualization Studio.
harmonic degrees that correspond to large scale features on the Moon with the goal
of emphasizing the small scale features. The maps overlay lunar topography and
the color scale represents the magnitude of the gravitational acceleration measured
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in milligal (mGal), where 1 mGal = 1 × 10−3 cm
s2
. The Bouguer gravity maps
illustrate both voids and density surpluses under the lunar surface as illustrated in
Figure 8.2. The schematic illustrates the relative change in gravitational attraction
experienced by a spacecraft as it flies over a region of mass deficit (ρ2 < ρ1) or
mass surplus (ρ3 > ρ1) as compared to a slab of constant density (ρ1). As the
Figure 8.2. Changes in gravitational attraction caused by subsurface mass deficit and
mass surplus due to density variations.
spacecraft approaches and passes over a subsurface mass deficit, a potential buried
empty lava tube, the gravitational pull due to the Moon decreases as shown shown in
the middle illustration of Figure 8.2. Alternatively, as the spacecraft flies over a region
of relatively higher subsurface density, it experiences an increase in gravitational pull
as illustrated on the right of Figure 8.2. The preliminary detection technique directly
employs the Bouguer gravity maps in search of buried empty lava tubes. However,
in cases where the gravitational variations are small, additional detection techniques
may be employed to emphasize the signature of lava tube candidate structures.
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8.2.2 Gradiometry and Cross-Correlation
Previous work done by Chappaz et al., (2014) makes use of two detection strate-
gies based on gradiometry and cross-correlation to detect subsurface features. The
gradiometry method has long been used in prospecting for oil, gas, and minerals on
the Earth [39]. The strategy focuses on determining the second horizontal derivatives
of the gravitational potential that are interpreted to delineate subsurface density vari-
ations. The implementation begins with the spherical harmonic gravity field of the
Moon derived from GRAIL data [3]. The spherical harmonic data are truncated and
tapered to a predetermined degree and order to enhance the short wavelength struc-
tures of interest. For any scalar field, a widely employed method to detect or highlight
ridges or valleys within the field of interest involves the computation of the Hessian
matrix, and consequently, the eigenvalues and eigenvectors that are associated with
the Hessian of the scalar field. The Hessian of the gravitation potential is defined as
the matrix of second partial derivatives of the potential function with respect to the





where xi, xj = (λ, φ, r), and, λ is longitude, φ is latitude and r denotes the radial
distance. The eigenvalue of largest magnitude and the corresponding eigenvector are
associated with the direction of maximum gradient in the field. The eigenvalue maps
that depict the magnitude of the largest magnitude eigenvalue for each point on a
grid of the lunar surface are produced [64]. The free-air potential or the Bouguer po-
tential can be employed in the analysis, depending on the objective. For the purpose
of this investigation, localized maps that focus on specific regions are most relevant.
A negative density anomaly (that creates a trough in the potential) corresponds to a
positive eigenvalue on the gradiometry map, or eigenvalue map, because of the addi-
tional derivative of the potential function in the computation of the Hessian. A simple
schematic to demonstrate the strategy implementation and the effective emphasis on
subsurface anomalies with a low gravitational signature is illustrated in Figure 8.3.
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The figure shows how the gradiometry technique amplifies the gravitational footprint
Figure 8.3. Schematic demonstrating the implementation of the gradiometry tech-
nique to enhance the gravitation footprint of the subsurface anomalies.
of the subsurface mass deficit and mass surplus as a result of variations in density. A
related technique relying on anti eigenvalue has also been proposed to detect buried
craters [65]. Thus, in the search of potential lava tube candidates, the positive eigen-
value on the Bouguer gradiometry map corresponds to the negative gravity anomaly
that reflects the relative mass deficit associated with the buried empty lava tube.
A secondary detection strategy, cross-correlation, utilizes the individual track data
based on the relative acceleration between the two spacecraft as they move along
their respective orbits. The strategy utilizes a reference signal constructed to depict
the gravitational anomaly due to a lava tube [4]. The cross-correlation between
the acceleration signal from the spacecraft and the reference signal helps assess the
regions of interest in search of lava tube candidate structures. Because of the near-
polar orbit of the GRAIL spacecraft, this technique is most sensitive to lava tubes
oriented in an East-West direction. The strategy acts as a matching filter between
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the two signals to highlight the similarities in the gravitational footprint due to an
anomaly. The gradiometry and cross-correlation detection techniques are applied to
localized regions. Gravity models up to degree and order 1080 with predetermined
truncation and tapers are utilized.
8.3 Lava Tubes
NASA’s successful Gravity Recovery and Interior Laboratory (GRAIL) mission
has determined the lunar gravity field to an unprecedented precision [3]. Through
gravitational analysis of the Moon, subsurface features, including potential buried
empty lava tubes, have been detected [4]. Lava tubes create an interest as possible
human habitation sites safe from cosmic radiation, micrometeorite impacts and tem-
perature extremes. The existence of such natural caverns is supported by Kaguya’s
discoveries of deep pits that may potentially be openings to empty lava tubes [5].
8.3.1 Scientific Interests
With the goal of expanding human presence beyond Earth, buried empty lava
tubes on other worlds form ideal candidates for creating a permanent habitation en-
vironment. The lunar surface, unprotected by an atmosphere, is vulnerable to both
direct and secondary meteoroid impacts and is exposed to cosmic and solar particle
radiation that pose severe challenges to a lunar base on the surface [9]. With mul-
tiple layers of lava basalt forming a meters-thick roof, buried empty lava tubes can
supply a safe zone away from life-threatening conditions. The ambient temperature
in a lava tube is nearly constant, in contrast to the extremes on the lunar surface
[10]. In addition to the protection afforded by buried lunar lava tubes, siting habitats
in such caverns can lower the cost associated with setting up a habitat on the lunar
surface sufficiently safe for humans with the aim of providing a stable environment for
long-term/permanent lunar habitation [9]. Lunar lava tubes also offer a pristine envi-
ronment to examine a part of the Moon untouched by the extremities and impurities
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introduced by micrometeorites to which the lunar surface is continuously exposed.
Such an environment can also add insight concerning the lunar history and facilitate
careful examination of its composition.
Potential buried lava tubes and skylights have also been detected on Mars [11, 12].
Possible lava tube structures were first recognized in the images from the Viking or-
biter. Subsequent observation and identification were obtained by Mars Odyssey,
Mars Global Surveyor, Mars Express and Mars Reconnaissance Orbiter [13, 14, 15].
Prior to a journey to Mars with the goal of colonizing the planet, it is vital to analyze
the potential of exploiting lava tubes as habitation sites. Although Mars does possess
an atmosphere, it is extremely thin. The Martian surface is exposed to cosmic ra-
diation, undergoes huge temperature swings, and experiences occasional storms that
often extend across most of the planet [16, 17]. Such conditions can be devastating
and prove fatal on the Martian surface. To prevent exposure to such life-threatening
events, and to reduce the cost of setting up human habitats on the surface of the
Mars, it is beneficial to explore Martian lava tubes as potential sites for future hu-
man habitats. Thus, in a step towards Mars exploration, the Moon offers the most
favorable pathway for lava tube exploration as future human habitats beyond the
Earth.
In addition to the benefit of safe habitation sites on both the Moon and the Mars,
buried lava tubes, with potential access through a skylight, can also allow harvesting
underground mineral resources [18]. Subsurface caverns can be explored and natural
resources exploited without excavation. Given that these sites grant ambient tem-
peratures, in contrast to those on the surface, some researchers suggest that, if life
does exist on Mars, it is likely to be detected in the habitable environment of sub-
surface empty lava tubes [19, 20]. Essential life-supporting volatiles, such as water,
could potentially be trapped in these subsurface caverns creating a more hospitable
life-supporting environment. Thus, exploration of lava tubes on Mars is a significant
goal for the scientific community as an opportunity to explore the Martian subsurface
history and astrobiological past.
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8.3.2 General Survey
The analysis is focused on the mare basalt flood plains on the lunar nearside,
the region of the Moon that contains most known sinuous rilles. The lunar maria
are visible from the Earth to the naked eye as dark gray regions (less reflective)
surrounded by light gray/white lunar highlands (more reflective). The three major
regions of interest are Oceans Procellarum, Mare Imbrium and Mare Serenitatis as
illustrated in Figure 8.4. The shaded green area covers Mare Serenitatis, whereas,
the shaded blue area lies over Mare Imbrium. The large shaded yellow region covers
Figure 8.4. Nearside mare regions of interest: Oceanus Procellarum (yellow), Mare
Imbrium (blue) and Mare Serenitatis (green).
the vast Oceanus Procellarum with the exclusion of the highlands along the South-
Western edge of the basin.
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With high resolution topography and gravitational data available for the Moon, it
is now possible to recognize the gravitational footprints that may correspond to sub-
surface density anomalies. Topography data from the Lunar Orbiter Laser Altimeter
(LOLA), for a vast region of interest covering Oceanus Procellarum, appears in Figure
8.5(a). Topography and surface imagery do not allow detection of subsurface features
(a) Oceanus Procellarum topography. (b) Maximum eigenvalue map for Bouguer poten-
tial.
Figure 8.5. Topographic and gradiometry (applied to Bouguer potential) comparison
for the Oceanus Procellarum region.
such as empty lava tubes. Thus, the GRAIL gravity data is exploited to detect the
mass deficit associated with buried empty lava tubes. The Bouguer gravity potential
(equal to the observed potential minus that associated with topography) is analyzed
by developing eigenvalue maps that depict the magnitude and direction of gravity at
each point on the grid as apparent in Figure 8.5(b). As a consequence of the second
derivative in the computation of the Hessian, a negative anomaly (mass deficit) cor-
responds to a positive eigenvalue on the map. Thus, the color scale in Figure 8.5(b)
represents the signed magnitude of the largest magnitude eigenvalue of the Hessian
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derived from the gravitational potential. The maps are produced by averaging three
different gravity models representing the same initial harmonic data with different
lower and upper wavelength truncations to attenuate the resulting ringing. Only the
higher harmonic coefficients are evaluated to eliminate gradual regional variations in
the gravity potential. The small structures are sought such that the associated gravity
anomalies will posses short spatial wavelengths. Various structures emerge due to the
gravity variations, including the ones that are not evident from surface topography.
The gradiometry and cross-correlation detection techniques are applied to localized
regions with some features being more apparent in the spatial maps generated from
one technique than the other based on their alignment relative to the North-South
track of the spacecraft’s orbit
8.3.3 Lava Tube Candidates
The detection strategy and validation tools based on gradiometry and cross-
correlation analysis are employed towards covering the mare regions of the Moon.
In 2012, Hurwitz, Head and Hiesinger characterized the distribution of sinuous rilles
and developed a global map of such features over the lunar surface [66]. The ma-
jority of the 194 features observed with LROC WAC and SELENE LISM lie on the
lunar nearside with a concentration in the mare region of the Moon. Sublunar voids
and skylights have also been identified by Robinson in 2012 [67]. Such developments
and findings promote the ongoing search for uncollapsed lava tubes in the vast mare
regions.
8.3.3.1 Application to Marius Hills Skylight Region
GRAIL gravity data analysis has led to the detection of underground empty struc-
tures whose signature resembles that of empty lava tubes. Within this context, several
regions in the maria with known sinuous rilles are considered, in particular, a region
around the known Marius Hills skylight (301-307◦E, 11-16◦N). The location of the
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skylight on the nearside of the Moon within Oceanus Procellarum is marked by a red
dot as shown in Figure 8.6. The Marius Hills region is composed of a large number
Figure 8.6. Location of Marius Hills skylight within Oceanus Procellarum on the
lunar nearside.
of volcanic domes, cones, and rilles, making it one of the highly concentrated region
in terms of volcanic features on the Moon. The pit was first discovered in the images
taken by Japan’s SELENE Terrain Camera and Multiband Imager. A close-up view
of the skylight along ‘Rille A’ is shown in Figure 8.7(a). The rille varies in width
between 300–600 m. At the location of the skylight, the rille is approximately 400 m
wide. Following the discovery by the SELENE camera, LROC further investigated the
ancient volcanic region to improve the image resolution for the pit as shown in Figure
8.7(b). Closer inspection revealed numerous smaller impacts in the region, suggesting
that the skylight may have formed as a result of an impact over an underlying lava
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(a) Images of Marius Hills pit as observed by SELENE Terrain Camera and Multi-
band Imager, Courtesy: JAXA/SELENE.
(b) Marius Hills pit image from Lunar Reconnaissance Orbiter Camera (LROC),
Courtesy: NAC M114328462R, NASA/GSFC/Arizona State University.
Figure 8.7. Marius Hills skylight images from SELENE and LROC.
tube structure. The skylight is approximately 58 m × 65 m with an estimated depth
of 80 m to 88 m located at 303.23oE and 14.09oN. The shadow measurements of the
skylight has approximated the roof thickness of 20 m to 25 m [5].
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The skylight itself is beyond the resolution of the gravitational data, however, its
existence along the rille suggests a possibility of a subsurface empty lava tube. Thus,
gravitational analysis for the region in the vicinity of the Marius Hills skylight can
potentially reveal the underlying subsurface void. Preliminary analysis begins with
investigating the regional free-air and Bouguer gravity maps. Figure 8.8 illustrates
local maps for the free-air gravity on the left and Bouguer gravity on the right. The
Figure 8.8. Local free-air (left) and Bouguer (right) gravity maps for Marius Hills
skylight with overlay of topography for two different gravity scale spreads.
top row shows the initial gravitational analysis with the wide range for gravitational
signature ranging from -100 to 100 mGal. To further improve upon the regional
analysis, the scale is narrowed (-20 to 0 mGal) to capture the details associated with
the gravitational footprint of the potential buried lava tube as shown in the free-air
and Bouguer gravity maps in the bottom row of Figure 8.8. Upon closer inspection,
126
the two gravity maps demonstrate a slight gravity low surrounding the rille that
includes the Marius Hills skylight. The Bouguer low along the rille in the bottom-
right figure adds to the evidence suggesting a potential buried empty lava tube with
an access through the Marius Hills skylight. However, to further confirm the existence
of a buried empty lava tube, the detection strategies are employed. Cross-correlation
analysis of this region appears in Figure 8.9, with the red dot marking the location of
a known skylight along the rille. The bottom-left map in Figure 8.9 corresponds to
Figure 8.9. Free-air and Bouguer cross-correlation maps and free-air/Bouguer corre-
lation along with regional topography in the vicinity of Marius Hills skylight.
the correlation between free-air and Bouguer maps where a strong correlation (red)
is indicative of potential underground features. However, the structures that are the
object of this analysis are on a scale similar or smaller than the resolution of the
gravity data. It is, therefore, challenging to determine whether a signal observed on
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an eigenvalue or cross-correlation map is, in fact, the signature of a physical structure
or is a numerical artifact. To assess the robustness of an observed signal, rather
than considering a single simulation, several different spherical harmonic solutions,
truncated between various lower and upper degrees, are considered to produce a
collection of maps. The cross-correlation maps in the top row and the bottom-left of
Figure 8.9 yield an averaged map over a few hundred simulations. The bottom-right
map supplies a visual reference for the regional topography along with elevation in
the vicinity of Marius Hills skylight.
8.3.3.2 Application to Additional Skylights/Melt Pits
The application of the two detection strategies has led to the identification of
additional subsurface anomalies within the lunar maria. The gravitational footprints
of the newly identified candidates are consistent with a mass deficit, thus, suggesting
the potential of buried empty lava tubes or subsurface cavities. In 2015, additional
skylights/melt pits were discovered that raised the total number of mare pits count
to eleven [68]. The two detection strategies were applied to the newly discovered
candidates to identify if they are entry points to subsurface voids.
One such melt pit lies within the Sinus Iridum mare region on the nearside of the
Moon. The pit itself is approximately 20 m deep with a central hole of 70 m x 33 m
and an outer funnel of 110 m x 125 m. The relative placement of the melt pit in Sinus
Iridum, with images from LROC, is illustrated in Figure 8.10. The images shows the
highly cratered mare region within Sinus Iridum along with wrinkle ridges. The plain
lies along the northwestern corner of Mare Imbrium that was subsequently flooded
with basaltic lava flows. Applying the two detection strategies, gradiometry and cross-
correlation, result in the maps illustrated in Figure 8.11. The Figure corresponds to
a region around the newly found lunar pit in Sinus Iridum marked with a red dot in
each map at 331.2oE, 45.6oN. The top row illustrates the corresponding local averaged
maximum eigenvalues for the free-air, Bouguer potentials, and the correlation between
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Figure 8.10. Potential skylight in Sinus Iridum. Courtesy: NASA/GSFC/Arizona
State University.
the two. The maps overlay local topography, and the color represents the signed
magnitude corresponding to the largest eigenvalue of the Hessian derived from the
gravitational potential. Both free-air and Bouguer eigenvalue maps show a gravity
low in the vicinity of the lunar pit. The correlation map distinctively marks the region
near the pit as a region of mass deficit with a potential access to an underground lava
tube structure. The cross-correlation technique applied is shown in the second row of
Figure 8.11. The schematic shows that for both free-air and Bouguer cross-correlation
maps, the anomaly is detected in the same region as via the gradiometry technique.
Both techniques provide evidence for a subsurface anomaly in the vicinity of the newly
found lunar pit.
To further validate the existence of the subsurface anomaly, regional free-air and
Bouguer gravity maps are generated. Figure 8.12 illustrates local maps for the free-
air gravity on the left and Bouguer gravity on the right. The color bar is adjusted
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Figure 8.11. Top row: local gradiometry maps for the free-air gravity anomaly field
(top-left), Bouguer gravity anomaly field (top-center), and the correlation between
the free-air and Bouguer gravity anomalies (top-right). Bottom row: free-air (bottom-
left) and Bouguer (bottom-middle) cross-correlation maps and free-air/Bouguer cor-
relation (bottom-right) along with regional topography in the vicinity of Sinus Iridum
skylight.
to visually distinguish the region in proximity to the lunar pit in Sinus Iridum. The
gravity low shown in both the free-air and Bouguer gravity suggest an underground
mass deficit in the vicinity of the pit. Although the pit itself is relatively small, it
can potentially be an access to a larger underground structure as is evident from
the gravity maps and the two detection strategies. The gravitational analysis based
on gradiometry and cross-correlation techniques of the two skylights along with the
investigation of free-air and bouguer gravity anomalies has revealed potential can-
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Figure 8.12. Local free-air (left) and Bouguer (right) gravity map for the newly found
lunar pit in Sinus Iridum with overlay of topography.
didates, consistent with subsurface mass deficit, for underground voids or lava tube
structures.
8.3.3.3 Additional Lava Tube Candidates
To further extend the effort towards a global search for potential lava tubes in
the nearside mare regions, the detection strategies are employed to investigate the
vicinity of sinuous rilles as well as regions that may not have any surface expression
of a buried empty lava tube. Multiple new candidates for buried empty lava tube
structures have been discovered as a part of this study. Some of the candidates
bear no surface expression, but similar signals are observed from the two detection
strategies as observed for the candidates with surface expressions, i.e., skylights/pits.
With the ultimate goal being the complete coverage of the mare regions on the
nearside of the Moon, of particular interest are the regions showing topographical ev-
idence for lunar rilles and skylights. Lunar rilles may be collapsed empty lava tubes,
and the skylights could provide an opening into buried empty lava tubes. Other than
the two candidates detailed in this work, the newly discovered sites display gravita-
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tional signatures consistent with subsurface mass deficit and are listed in Table 8.1.
The candidates either have a visible surface expression in terms of a skylight/melt
Table 8.1. List of identified anomalies with gravitational signature consistent with
subsurface mass deficits that warrant further investigation.







1 Schroeter extension Linear mass deficit 306 24 60




3 Rima Marius anomaly Linear mass deficit 306 17 50
4 Marius Hills Skylight Skylight and mass deficit 302 14 60
5 Rima Aristarchus anomaly Forked mass deficit 313 27 100
6 Mairan-Rumker N-S anomaly Linear mass deficit 309 41 90
7 Mairan-Rumker E-W anomaly Linear mass deficit 306 41 180
8 Wollaston D anomaly Linear mass deficit 311 35 80
9 Hershel E anomaly Linear mass deficit 324.5 33.5 20
10 Rima Delisle anomaly Linear mass deficit 328 31 50
11 Sinus Iridum Pit Cavern mass deficit 331.2 45.6 10
12 Cavalerius E anomaly Linear mass deficit 279.5 8.5 75
pit or are in the vicinity of sinuous rilles. In all cases, the gravitational footprint, evi-
dent from the gradient-based or cross-correlation analysis of the free-air and Bouguer
gravity, is consistent with subsurface mass deficits, thus suggesting the existence of a
potential buried empty lava tube. The sites warrant further analysis to verify their ex-
istence. The relative location of the identified anomalies within the nearside maria are
shown in Figure 8.13. A significant number of candidates lie within the vast Oceanus
Procellarum, in addition to a few candidate structures in Mare Imbrium and Mare
Iridum. However, the findings do not imply that no additional lava tube structures
exist, rather their signature is beyond the resolution of GRAIL gravity data or at a
level that it is difficult to differentiate between the signal of the actual structure and
the noise. Two of the candidate structures (4,12) lie near the known skylights on the
Moon. Few candidates are in the vicinity of visible sinuous rilles where the surface
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Figure 8.13. Potential lava tube candidates, consistent with subsurface mass deficit,
within the lunar maria.
expression tends to disappear within the mare regions. The gravitational signature
still exists beyond the point where the rille appears to abruptly end, thus, suggest-
ing the potential of an uncollapsed subsurface lava tube structure. The correlation
maps between free-air and Bouguer potential for each candidate, using gradiometry
or cross-correlation detection strategy, are illustrated in Figure 8.14. The location for
each candidate structure is encircled in black. The maps represent an average for a
number of spherical harmonics solutions generated by truncating the low degree and
order to suppress signals from large features and high degree and order where the data
may be representative of numerical artifacts. The analysis is restricted to the domain
that includes the features of interest, i.e. lava tube structures. In addition, cosine
tapers are applied where the data is truncated to avoid numerical challenges. From
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Figure 8.14. Gravity based (gradiometry/cross-correlation) signature of potential lava
tube candidates consistent with subsurface mass deficit.
the averaged maps in Figure 8.14, the spacecraft’s North-South tracks and additional
‘hot color’ structures are apparent in some cases. To distinguish the gravitational
134
signature of an actual mass deficit from the signal that may arise due to numerical
artifacts or noise within the track data, the results are also inspected through dy-
namic representation for the regions of interest. Simulations are built by combining
frames of individual maps that result from each truncation and taper to highlight
features that are persistent through numerous simulations compared to noise that
may appear and disappear. Thus, the strategy helps distinguish between the signal
due to a physical feature as compared to a numerical artifact of data processing.
8.3.4 Forward Modeling
To further validate the existence of lava tube structures and reproduce the sig-
nal that may represent a buried empty lava tube, forward modeling is performed.
Chappaz et al., (2014) outlined the technique to explore the parameter space and the
non-unique gravity signature. Sensitive parameters, such as density contrast, height,
width (aspect ratio), and depth are investigated. Density contrast may be due to a
completely empty lava tube or a partially collapsed candidate with ejecta material.
The technique consists of identifying feasible set of parameters that yield the best
fit model relative to the observed signal of a lava tube from the detection techniques
[69]. In-depth forward modeling analysis is documented to support the existence of
mass deficit consistent with buried empty lava tubes [70]. Thus, the forward mod-
eling strategy delivered sufficient evidence to support the hypothesis of buried lava
tubes within the mare regions as observed by gravitational analysis. Additional work
investigating the structural stability of lunar lava tubes has been carried out to assess
the parameters for which a lava tube on the Moon would be structurally stable [71].
8.4 Buried Craters
Because the Moon lacks an atmosphere, as well as fluvial and sedimentological
processes and plate subduction, impact craters are typically well preserved by ter-
restrial standards. Nevertheless, later impacts may alter a preexisting crater or even
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completely remove any visible topographic evidence of its former presence. Volcanic
activity and subsequent emplacement of thick piles of mare basalt flows can be es-
pecially effective in burying existing craters either partially or completely. A widely
cited lunar ‘ghost’ crater is the 112-km diameter Flamsteed P ring located in south-
ern Oceanus Procellarum as illustrated in Figure 8.15. The interior of Flamsteed P is
completely filled with mare basalt. The discontinuous ring of hills are believed to be
Figure 8.15. Flamsteed P ring with discontinuous ring of hills. Courtesy:
NASA/Lunar and Planetary Institute, Lunar Orbiter 4, image 143, h3.
remnants of the crater rim, making the Flamsteed P ring a prime example of a crater
that was nearly, but not completely, buried by basalt flows. Smaller craters, craters
with lower rims, or those buried by thicker basalt piles, however, may be completely
obscured. Thus, visual detection based on regional imagery may not be effective in
identifying completely buried craters.
8.4.1 Detection of Buried Craters
GRAIL data have revealed approximately 100 large quasi-circular positive Bouguer
anomalies on the Moon’s surface that closely resemble the anomalies investigated in
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this work. Neumann et al. (2015) interpreted these anomalies as due to the density
contrast between the surrounding crust and mantle material uplifted by the excavation
of large impact craters [72]. Most of these anomalies are unambiguously associated
with known impact basins or peak-ring craters, although 16 of these anomalies are
described as the traces of otherwise obliterated ancient impact craters [72, table S6].
Evans et al. (2015) further identified 104 circular (positive and negative) Bouguer
anomalies in the Moon’s mare regions which they interpreted as complex impact
craters flooded by basalt, an interpretation based on the circularity and size of the
anomalies [65]. Both of these papers assumed that the anomalies were associated with
impact craters rather than volcanic intrusions because of the near-circular pattern of
the anomalies, which ranged in diameter from 30 km to 150 km [65] and 100 km or
more [72], and in magnitude up to several hundred mgal. An alternative interpreta-
tion is that these anomalies are caused by subsurface igneous intrusions. However,
volcanic intrusions rarely approximate a circular disk of the observed diameter (most
such intrusions are linear) and the magnitude of the anomalies, typically more than
100 mgal, would require thickness of intrusive magma of more than 5 km, assuming a
density contrast between intrusive rock and the surrounding crust of 500 kg/m3. This
thickness greatly exceeds that of most terrestrial intrusions and, moreover, would be
expected to uplift the overlying crust into a positive relief feature resembling a broad
laccolith, which is at odds with the lack of observed topographic expression for our
two features.
The gravity signatures of volcanic intrusions most similar to those reported are
found in floor-fractured craters, which are believed to form when igneous intrusions
uplift the floors of craters ranging between 10 km and 200 km in diameter. A recent
study of such craters by Jozwiak et al. (2016) shows that the Bouguer anomalies
of the intrusions are seldom circular, are associated with non-axisymmetric domed
uplifts and volcanic features, are usually offset from the crater center, and are typically
only a few tens of mGal, approaching 100 mGal only in the case of Humboldt crater
[73]. Even in this case, the authors attribute most of the anomaly to mantle uplift
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beneath this large (207 km diameter) crater. The best-known volcanic intrusion on
the Moon is the highly volcanic Marius Hills region, which is marked by a broad
topographic swell that rises about 500 m above the surrounding plains and possesses
a quasi-circular positive Bouguer anomaly that ranges up to about 100 mGal. This
positive anomaly is surrounded by an annular negative anomaly of about -50 mGal
that resembles a flexural moat. A gravity gradient analysis of the Marius Hills region
does not exhibit the same degree of circularity as either of the Earhart or Ashoka
anomalies. These observed anomalies are due to large buried craters, not volcanic
intrusions, based on the high degree of circularity of the anomalies and the lack of any
topographic expression or the presence of volcanic morphologies. This interpretation
is strongly supported by the forward modeling of the two buried craters.
In the current investigation, two features are presented as a part of detection and
validation efforts. The apparent features investigated include a completely buried
anomaly within northern Mare Tranquillitatis and the partially buried rim of what
is almost certainly an impact crater lying in the northwestern region of Lacus Som-
niorum (northeast of Mare Serenitatis). In this investigation, the provisional name
“Ashoka” is adopted for the Mare Tranquillitatis anomaly and “Earhart” for the
barely-visible crater in Lacus Somniorum. Apparently, “Earhart” has never been
previously recognized as a crater but, based on the knowledge of the quasi-circular
gravity anomaly location, it is possible to visualize an incomplete quasi-circular struc-
ture in the surface topography (Figure 7). These provisional names were selected to
honor Ashoka Maurya, in whose kingdom was situated Lonar, India’s first known
impact crater (and one of a very few terrestrial craters in basaltic rock), and Amelia
Earhart, a female explorer and early aviatrix, respectively.
8.4.2 Speculated Buried Crater 1 (Ashoka)
The first subsurface anomaly under investigation lies at the northern edge of Mare
Tranquillitatis. The vicinity around the Ashoka anomaly is filled with mare basalt and
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has been subjected to subsequent impacts as apparent in Figure 8.16 using topography
data collected by LOLA. The figure is centered around the speculated buried crater.
Recent work by Robinson et al. (2012) confirmed the presence of a sublunarean
Figure 8.16. Local topography in the vicinity of the Ashoka anomaly. The color bar
represents the elevation in meters with respect to a lunar reference sphere of radius
1738 km.
void at coordinates 8.335o N and 33.222o E marked by a red dot and commonly
known as the Mare Tranquillitatis skylight [67]. Based on solely visual analysis of the
topography for the region of interest, there appears to be no evidence of any buried
structure. Thus, to detect the presence of a subsurface feature, free-air and Bouguer
gravitational data is exploited.
8.4.2.1 Gradiometry, Free-air and Bouguer Gravity Anomalies
To investigate the regions of interest, two gravity models up to degree and or-
der 900 are considered [74]. Each model is truncated on both ends of the spherical
harmonics (SH) expansion and tapered to attenuate the resulting ringing. The gra-
diometry technique is then applied to the localized region for the two gravity models.
Figure 8.17 illustrates the corresponding local averaged maximum eigenvalues for the
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free-air gravity, Bouguer gravity, and the correlation between the two gravitational
fields. The figure suggests some form of quasi-circular anomaly about 120 km in
Figure 8.17. Local gradiometry maps of the free-air gravity field (left), the Bouguer
gravity anomaly field (center), and the correlation between the free-air and Bouguer
gravity fields (right) for the Ashoka anomaly. The maps overlay local topography and
the color scale represents the signed magnitude corresponding to the largest eigenvalue
of the Hessian derived from the gravitational potential.
diameter with its approximate central coordinates at 8.9o N and 31.0o E.
The Ashoka anomaly is further explored by generating regional free-air and Bouguer
gravity maps for the area under investigation. Figure 8.18 illustrates local maps for
the two gravity models. The figure on the left reflects the free-air gravity anomaly field
Figure 8.18. Regional free-air and Bouguer gravity maps for Ashoka.
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and the figure on the right represents Bouguer gravity anomaly field over Ashoka. A
subsurface quasi-circular anomaly is clearly apparent in both anomaly fields, further
supporting the existence of a buried crater at this location.
8.4.2.2 Buried Peak-ring Basin: Ashoka
To better visualize the gravity signature and any form of existing topographic
evidence that may still exist after being partially buried under lava deposition or
under ejecta from later impacts, a larger area surrounding the anomaly is investigated.
The free-air and Bouguer gravity anomaly fields appear in Figure 8.19 for 540 km
by 510 km wide region in the vicinity of Ashoka overlying regional topography. The
two gravitational maps clearly illustrate a central anomaly with a slight gravitational
‘high’ relative to its surrounding. To investigate the possibility of the central anomaly
being associated with a larger buried structure, this study employed the power-law fit
to ring diameters (Dring) and rim-crest diameters (Dr) of peak ring basins provided
by Baker et al. (2011) [75]. The power law trend follows the equation Dring = [0.14
± 0.10](Dr)1.21±0.13. With the knowledge of the inner anomaly being approximately
120 km in diameter as evident from Figure 8.17, the rim-crest of the basin can be
calculated to be approximately 265 km in diameter. The black circle on the Bouguer
gravity map outlines the inner anomaly ring, approximately 120 km in diameter, and
the dotted magenta circle marks the supposed crater rim-crest, approximately 265 km
in diameter. Comparing the two maps, the dotted magenta boundary coincides, over
a small fraction, with topographic feature in the lower half of the circle. Although,
the gradiometry technique along with regional free-air and Bouguer gravity maps aid
in recognizing subtle features associated with the buried anomaly, additional analysis
using a forward modeling technique is employed to further verify the existence of a
buried basin.
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Figure 8.19. Free-air gravity map (left) and Bouguer gravity map (right) for Ashoka.
The color represents free-air and Bouguer gravitational acceleration in the respective
maps. The positive anomaly at 4.8o N and 23.4o E is part of Neumann et al. (2015),
and the two positive anomalies are #43 and #48 of Evans et al. (2016) [65, 72]. The
reason for picking the Ashoka anomaly, and not the two small but stronger positive
anomalies, is because of the gravity gradient data in Figure 8.17, suggesting that
Ashoka is larger and deeper than these two other anomalies.
8.4.3 Speculated Buried Crater 2 (Earhart)
Similar to the detection and validation efforts outlined for Ashoka, the second
anomaly, Earhart, lying in the northwestern region of Lacus Somniorum (northeast
of Mare Serenitatis) is also investigated. To detect and confirm the presence of the
subsurface anomaly, gradiometry based analysis is carried out for which free-air and
Bouguer gravitational data is once again exploited.
8.4.3.1 Gradiometry, Free-air and Bouguer Gravity Anomalies
The gradiometry detection technique is applied to the localized region. Grav-
ity models up to degree and order 900 with predetermined truncation and tapers
are utilized [74]. Figure 8.20 illustrates the corresponding local averaged maximum
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eigenvalues for the free-air gravity, Bouguer gravity, and the correlation between the
two gravitational fields, respectively. The maps depicts a subsurface quasi-circular
Figure 8.20. Local gradiometry maps for the free-air gravity anomaly field (left),
Bouguer gravity anomaly field (center), and the correlation between the free-air and
Bouguer gravity anomalies (right) for the Earhart anomaly. The maps overlay local
topography and the color scale represents the signed magnitude corresponding to the
largest eigenvalue of the Hessian derived from the gravitational potential.
anomaly of about 80 km in diameter with its center at 41.2o N and 21.8o E. Even
though Earhart is a partially buried crater, so that its topography does not reflect
its circularity, both free-air and Bouguer eigenvalue maps illustrate a circular-shaped
gravity anomaly.
Continuing the validation to support the existence of Earhart, regional free-air
and Bouguer gravity anomaly maps are generated. Figure 8.21 illustrates local maps
for the free-air gravity anomaly field on the left and Bouguer gravity anomaly field on
the right. Evidence for the presence of a quasi-circular anomaly is apparent in the two
gravity maps, a small fraction of which coincides with the partial rim structure in the
topography. In total, the detection process and analysis supports the existence of the
Earhart buried crater, but additional evidence is warranted that is later accomplished
by forward modeling.
143
Figure 8.21. Regional free-air and Bouguer gravity maps for Earhart.
8.4.3.2 Earhart Crater’s Regional Topography
The region is presently flooded with mare basalt that has been subjected to a
number of small impacts; the region appears in Figure 8.22(a) using topography
data collected by LOLA. Based on visual analysis of Figure 8.22(a), it appears that
there is a partially buried, discontinuous ring structure interior to the black circle as
(a) Topography near Earhart. (b) Earhart depicted by black circle.
Figure 8.22. Speculated Buried Crater 2 lying in the northwestern region of Lacus
Somniorum.
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illustrated in Figure 8.22(b). The heavy modification of Earhart also suggests that it
predated the Serenitatis impact and is overlain by Serenitatis ejecta.
8.4.3.3 Buried Peak-ring Basin: Earhart
A similar analysis for buried peak-ring basin is accomplished for a wider area sur-
rounding Earhart. Figure 8.23 reflects free-air and Bouguer gravity for a 900 km by
Figure 8.23. Free-air gravity map (left) and Bouguer gravity map (right) for Earhart.
The color represents free-air and Bouguer gravitational acceleration in the respective
maps.
900 km wide region in the vicinity of Earhart. Once again, gravity maps are over-
laid on regional topography for better visualization. The gravitational maps clearly
illustrate a bulls-eye shaped anomaly with a gravity ‘high’ relative to its surround-
ing. As evident from the Bouguer gravity map, no other gravitational footprint is
as distinguishable as the Earhart anomaly. Neumann et al. (2015) clearly identified
and used the edge of the Bouguer high to locate the inner ring of a crater. [72] Ap-
plying the similar strategy to Earhart anomaly, the black circle on the Bouguer map
outlines the inner ring, approximately 80 km in diameter. The dotted magenta circle
outlines the boundary of the crater rim-crest, approximately 190-200 km in diameter
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calculated using power-law fit as given by Baker et al. (2011) [75]. Other than the
few weak signatures scattered along the map, additional anomalies to the south are
simply gravitational highs at the boundary between Mare Serenitatis and topographic
structures. In the case of Earhart, some topographic features along the southwestern
edge of the dotted magenta circle are apparent. There is also the possibility of the
crater being buried under the ejecta of Mare Imbrium and Serenitatis as evident from
additional topographic structures in the region. Once again, the topography alone
does not aid in the detection process for the circular anomaly, i.e., the bulls-eye pat-
tern marked by black and magenta circles. The gradiometry-based technique assists
in the detection process. The free-air and Bouguer gravity maps also support the
verification process for the anomalies along with forward modeling that strengthened
the case for the buried crates.
8.4.4 Validation of the Detected Buried Craters
To support the existence of buried craters, forward modeling is performed to
describe the gravitational signature associated with the anomalies [76]. A simple
geometric shape model is constructed in terms of elementary blocks. Any crater
feature in the forward model is a ring or a disk. It is assumed that the crater is
buried in a mare emplacement with no topographical expression. Thus, the gravity
anomaly for a given crater arises from the density contrast between crust, mare,
and mantle materials. Then, the gravitational potential, anomaly, and hessian are
computed for the forward model and compared with the initial simulation.
The performance of the forward model is assessed by its ability to match the
observed signatures that correspond to the features of interest on the gradiometry
maps. To enable this comparison, an azimuthal average profile of the gravity anoma-
lies is computed. The forward model strategy is applied to both Ashoka and Earhart
craters. Forward modeling further supports the presence of the completely buried
Ashoka crater and the partially buried Earhart crater, shown in Figure 8.24. Prelim-
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(a) Ashoka crater. (b) Earhart crater.
Figure 8.24. Regional Bouguer maps: The black circle outlines the mantle uplift and
the dotted magenta circle marks the crater rim derived from the forward model for
the two craters.
inary analysis based on gradiometry technique suggested that the two buried craters
were 120 km and 80 km in diameter, respectively. However, further analysis , en-
compassing forward modeling, revealed that the true size of the two buried craters
is indeed approximately 160 km (Ashoka crater) and 200 km (Earhart crater) in di-
ameter. The forward modeling approach was validated by applying the strategy to
two known exposed impact structures, Compton crater and Schroedinger basin; the
strategy was successful in reproducing the gravity signatures that correspond to both
features. The process offered an initial assessment of the gravity anomalies that are
detected and closely matched the observed values for Earhart and Ashoka craters.
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9. CONCLUDING REMARKS
The research work has emerged as a combination of the two fields, applying engi-
neering tools to study advanced concepts within multi-body dynamical systems and
investigating scientific data to explore celestial bodies. In recent years, trajectories
to Sun-Earth equilateral Lagrange points have been the focus of a number of applica-
tions. First, the design space is explored for trajectories from a parking orbit about
Earth to the vicinity of artificial triangular Lagrange points using a solar sail. The
end-to-end solar sail trajectory design process, in a high fidelity ephemeris model,
leverages natural dynamics and flow that exists within the context of the circular
restricted three-body problem (CR3BP) while harnessing the solar radiation pres-
sure. Second, the GRAIL spacecraft, Ebb and Flow, mapped the lunar gravity to
an unprecedented precision. The investigation presented in this work utilized gravity
mapping data to explore the lunar subsurface for signatures of buried empty lava
tubes and buried craters. The two investigations are motivated by the desire to
advance human capabilities, for both unmanned and manned missions, designed to
explore new frontiers.
9.1 Leveraging Solar Radiation Pressure
Successfully harnessing the solar radiation pressure (SRP) from the Sun offers
unique maneuvering capability to a spacecraft equipped with solar sails. The concept
of solar sailing relies on photons from the Sun to propel the spacecraft through the
space environment by providing the sail-craft with continuous acceleration. Incorpo-
rating the effects of SRP on the spacecraft within the dynamical model assisted in
the trajectory design process, in particular, for a spacecraft with a large area-to-mass
ratio, i.e., solar sails. In addition, the radiation pressure from the Sun is leveraged
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to maneuver the spacecraft and increase the energy associated with the trajectory to
reach the target destinations.
9.2 Solar Sail in Multi-body Dynamical Regimes
Mathematical models for the various dynamical systems were developed. The
equations of motion, starting with a two-body problem that leads to the restricted
three-body problem, governing the behavior of spacecraft were explored. To under-
stand the behavior of a spacecraft, casting the problem within the context of the
classical Circular Restricted Three-Body Problem (CR3BP) offered the essential fea-
tures to study the motion with some mathematical advantages. The dynamical model
was expanded to incorporate the potential of a spacecraft to harness solar radiation
pressure (SRP) by employing a solar sail.
Through strategy implementation and analysis, the work demonstrated that by
incorporating a solar sail in the dynamical model, solar radiation pressure can be
successfully leveraged to maneuver the sail-based spacecraft. Solar sail transfers and
trajectory design were accomplished that significantly lowered the dependence on
traditional ∆V requirements by eliminating final insertion maneuver in a trajectory
about artificial L4 or L5. The framework leveraged the natural dynamics and flow
that exists in the CR3BP and the solar radiation pressure acting on the sail. The
properties associated with the family of transfer trajectories to the vicinity of L5 are
further investigated for a range of sail parameters, β. Locally optimal solutions for
the departure ∆V maneuver are also investigated.
The scope of solar sail trajectory design is widened to assess additional perturbing
effects that may dominate the dynamics of the spacecraft as it departs the vicinity
of the Earth-Moon system towards the triangular Lagrange points of the Sun-Earth
system. The combined effects of the gravitational forces from the celestial bodies and
the non-gravitational force due to the solar radiation pressure acting on the Sun are
incorporated in the trajectory design process. In this work, higher fidelity models
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are investigated that incorporate the gravitational effects of up to five bodies (Sun,
Earth, Moon, Venus, and Jupiter) while leveraging the solar sail dynamics. A cost
comparison in terms of total ∆V savings is presented to demonstrate the potential of
a sail in complete end-to-end trajectory design process.
9.3 GRAIL Data Analysis: Lava Tubes and Buried Craters
NASA’s successful Gravity Recovery and Interior Laboratory (GRAIL) mission
has determined the lunar gravity field to an unprecedented precision. The GRAIL
gravity data is exploited to detect the mass deficit associated with buried empty lava
tubes. Two detection strategies, gradiometry and cross-correlation, are utilized to
detect subsurface structures consistent with mass deficits. The study focused on the
mare basalt flood plains on the lunar nearside, the region on the Moon that contains
most known sinuous rilles. The gradient-based strategy is further extended to detect
and validate the presence of large, previously unknown buried craters on the nearside
of the Moon. Forward modeling supports the existence of buried empty lava tubes
and buried craters on the Moon.
In this investigation, two candidate sites for lava tubes structures are investigated
in depth, the Marius Hills skylight and the Sinus Iridum melt pit. Both sites display
gravitational signatures consistent with subsurface mass deficits. Several additional
sites have been discovered that exhibit similar a gravitational footprint as evident
from the gradient-based or cross-correlation analysis of the free-air and Bouguer grav-
ity. The gravitational signatures are consistent with that of buried empty lava tube
structures. The gravitational analysis of the Moon has also revealed two previously
unknown large buried craters on the nearside of the Moon. The two buried craters,
Ashoka and Earhart, were first detected using the gradiometry technique. However,
further analysis encompassing forward modeling techniques revealed that the true
size of the two buried craters is indeed approximately 160 km (Ashoka crater) and
200 km (Earhart crater) in diameter.
150
9.4 Recommendations for Future Work
With the increasing interest in cost effective space propulsion technology, solar
sailing delivers attractive mission concepts within the context of astrodynamics and
space applications. Additionally, with the goal of expanding human presence beyond
Earth, buried empty lava tubes on the Moon form ideal candidates for creating a
permanent habitation environment. The lunar lava tubes provide an opportunity to
learn and expand the knowledge gap in a step towards exploring the lava tubes on
Mars as sites for setting up human habitats. Potential areas for developing future
research are as follows:
• In the current work, the solar sail is assumed to be ideal and flat with a perfectly
reflecting surface, i.e., there is no absorption or refraction but only reflection
due to the incident photons. Thus, all the photons experience perfectly elastic
collisions and “bounce off” the surface of the solar sail. To precisely calculate
the effective solar radiation pressure acting on a sail, it may be critical to analyze
the effects of a non-ideal solar sail model. Non-ideal solar sail will effectively take
into consideration the optical properties of a realistic solar sail. The material
properties of the sail structure will affect the specular, diffusion and absorption
behavior, thus, influencing the thrust magnitude and direction. Additionally,
the load on the sail will cause the sail structure to bellow, as a result, the
radiation pressure and the net force acting on the solar sail will be modified.
A more realistic dynamical model will aid in improved trajectory design and
analysis for a spacecraft equipped with a solar sail.
• As the sail-craft moves through the space environment, the sail film will undergo
optical degradation and be impacted by micrometeoroids. From the perspective
of long-term use of solar sails, incorporating the degradation factors in the
dynamical model will allow for an improved mission design and analysis of sail
performance. Micrometeoroid impact on the sail film can destroy the effective
area being influenced by the solar radiation pressure. Although, the “ripstop”
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technology is applicable to help prevent the tear from spreading by using a
network of thin cables, the effective area, on which the solar radiation pressure
is acting, will slowly be decreased, especially on a long duration mission. Thus,
it would be critical to take both optical and micrometeoroid impact degradation
effects into account to study the feasibility of a solar sail being exposed to harsh
space environment.
• In-depth analysis of GRAIL gravity data has revealed several candidate empty
lava tubes within the lunar maria. The gravitational signatures of the can-
didates of interest are of the same order of magnitude or smaller than the
resolution of the lunar gravity data. Thus, to further explore the regions of
interest and potentially validate the existence of candidate lava tubes, a sub-
surface radar sounder mission in orbit around the Moon is an important step
towards lava tube exploration [77]. Additional lava tube candidates may be
detected, particularly those beyond the resolution of the GRAIL gravity data.
High precision and accurate knowledge of the GRAIL gravity data will per-
mit the spacecraft to fly at much lower altitudes than previous orbital missions
over the regions of interest. Multiple, low altitude revolutions over the same
area can supply large data sets essential for unambiguous 3-D mapping of the
lunar subsurface. The radar sounder system will map the entire mare from a
few meters to few kilometers below the lunar surface. Positive confirmation of
buried empty lava tubes on the Moon, with possible access for habitation sites,
would offer scientists, engineers, and astronauts an opportunity to examine the
environment and satisfy crucial exploration goals identified on the roadmap to
Mars. The data from the envisioned subsurface sounder has the potential to
support science inquiries, such as the nature of the enigmatic mare ridges, the
location of the feeder dikes for lava eruptions, as well as the depth and extent
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D. Fernández-Remolar, D. Schulze-Makuch, and R. Amils. Prime Candidate
Sites for Astrobiological Exploration Through the Hydrogeological History of
Mars. Planetary and Space Science, 53(13):1355–1375, 2005.
[20] D. Schulze-Makuch, L. N. Irwin, J. H. Lipps, D. LeMone, J. M. Dohm, and A. G.
Fairén. Scenarios for the Evolution of Life on Mars. Journal of Geophysical
Research: Planets (1991–2012), 110(E12), 2005.
[21] M. W. Lo, P. J. Llanos, and G. R. Hintz. An L5 Mission to Observe The Sun
and Space Weather, Part I. In 20th AAS/AIAA Space Flight Mechanics Meeting,
San Diego, California, Feb 2010.
156
[22] P. Llanos, J. Miller, and G. Hintz. Navigation Analysis for an L5 Mission in
the Sun-Earth System. In AIAA/AAS Astrodynamicist Specialist Conference,
volume 142, Girdwood, Alaska, Aug 2011. AAS 10-121.
[23] N. Gopalswamy and EASCO Team. Earth-Affecting Solar Causes Observatory
(EASCO): Results of the Mission Concept Study. In AAS/Solar Physics Division
Abstracts #42, page 1518, May 2011.
[24] P. Llanos, J. Miller, and G. Hintz. Mission and Navigation Design of Integrated
Trajectories to L4, 5 in the Sun-Earth System. In AIAA/AAS Astrodynami-
cist Specialist Conference. American Institute of Aeronautics and Astronautics
(AIAA), Aug 2012.
[25] R. Dvorak, C. Lhotka, and L. Zhou. The Orbit of 2010 TK7: Possible Re-
gions of Stability for Other Earth Trojan Asteroids. Astronomy & Astrophysics,
541:A127, 2012.
[26] P. J. Llanos, G. R. Hintz, M. W. Lo, and J. K. Miller. Powered Heteroclinic and
Homoclinic Connections between the Sun-Earth Triangular Points and Quasi-
Satellite Orbits for Solar Observations. In AAS/AIAA Astrodynamics Specialist
Conference, AAS, pages 13–786, 2013.
[27] K. K. John, L. D. Graham, and P. A. Abell. Investigating Trojan Asteroids at the
L4/L5 Sun-Earth Lagrange Points. In Lunar and Planetary Science Conference,
volume 46, page 2845, 2015.
[28] C. R. McInnes. Solar Sailing. Technology, Dynamics and Mission Applications.
Solar Sailing, XXIX, 296 pp... Also Springer-Praxis Series, 1, 1999.
[29] O. Mori, Yu. Tsuda, H. Sawada, R. Funase, T. Saiki, K. Yonekura, H. Hoshino,
H. Minamino, T. Endo, J. Kawaguchi, et al. World’s First Demonstration of
Solar Power Sailing by IKAROS. In The Second International Symposium on
Solar Sailing, 2010.
157
[30] R. W. Ridenure et al. In AIAA SPACE 2015 Conferences and Exposition, 2015.
[31] C. Biddy. Presentation: LightSail-1 Solar Sail Design and Qualification
(via http://www. planetary. org/blogs/bruce-betts/20120531-LightSail-Biddy-
Presentation.html). In 41st Aerospace Mechanisms Symposium, Pasadena, CA,
USA, 2012.
[32] H. Baoyin and C. R. McInnes. Solar Sail Halo Orbits at the Sun-Earth artificial
L1 Point. Celestial Mechanics and Dynamical Astronomy, 94(2):155–171, 2006.
[33] K. C. Howell. Three-dimensional, Periodic, ‘Halo’ Orbits. Celestial Mechanics,
32(1):53–71, 1984.
[34] C. R. McInnes, A. J. C. McDonald, John F. L. Simmons, and E. W. MacDonald.
Solar Sail Parking in Restricted Three-Body Systems. Journal of Guidance,
Control, and Dynamics, 17(2):399–406, 1994.
[35] R. Sood. Solar Sail Applications for Mission Design in Sun-Planet Systems from
the Perspective of the Circular Restricted Three-Body Problem. Master’s thesis,
Purdue University, West Lafayette, IN, Dec 2012. ProQuest: AAI1535164.
[36] T. J. Waters and C. R. McInnes. Periodic Orbits Above the Ecliptic in the
Solar-sail Restricted Three-Body Problem. Journal of Guidance, Control, and
Dynamics, 30(3):687–693, 2007.
[37] J. Simo and C. R. McInnes. Solar Sail Trajectories at the Earth-Moon Lagrange
Points. In 59th International Astronautical Congress (IAC’08), 2008.
[38] J. Heiligers, S. Hiddink, R. Noomen, and C. R. McInnes. Solar Sail Lyapunov
and Halo Orbits in the Earth–Moon Three-Body Problem. Acta Astronautica,
116:25–35, 2015.
[39] I. I. Mueller. The Horizontal Gradients of Gravity in Geodesy. Technical report,
DTIC Document, 1964.
158
[40] J. C. Andrews-Hanna, S. W. Asmar, J. W. Head, W. S. Kiefer, A. S. Konopliv,
F. G. Lemoine, I. Matsuyama, E. Mazarico, P. J. McGovern, H. J. Melosh, G. A.
Neumann, F. Nimmo, R. J. Phillips, D. E. Smith, S. C. Solomon, G. J. Taylor,
M. A. Wieczorek, J. G. Williams, and M. T. Zuber. Ancient Igneous Intrusions
and Early Expansion of the Moon Revealed by GRAIL Gravity Gradiometry.
Science, 339(6120):675–678, Dec 2012.
[41] J. S. Nuss. The Use of Solar Sails in the Circular Restricted Problem of Three
Bodies. Master’s thesis, School of Aeronautics and Astronautics, Purdue Uni-
versity, West Lafayette, IN, 1998.
[42] A. I. S. McInnes. Strategies for Solar Sail Mission Design in the Circular Re-
stricted Three-Body Problem. Master’s thesis, School of Aeronautics and Astro-
nautics, Purdue University, West Lafayette, IN, 2000.
[43] B. Wie. Solar Sail Attitude Control and Dynamics, Part Two. Journal of Guid-
ance, Control, and Dynamics, 27(4):536–544, 2004.
[44] I. Newton. The Principia: The Mathematical Principles of Natural Philosophy
(1687). University of California Press, Berkeley, California, 1999. Translation
by I. B. Cohen and A. Whitman.
[45] V. G. Szebehely. Theory of Orbits: The Restricted Problem of Three Bodies.
Academic Press, New York, 1967.
[46] C. G. J. Jacobi. Sur le Mouvement d’un Point et sur un cas Particulier du
Problème des Trois Corps. Comptes Rendus de l’Acadmie des Sciences de Paris,
3:59–61, 1836.
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