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Communicated by G. Kallianpur 
Unique solutions are shown to exist for systems of stochastic integral equations 
which allow right-continuous semimartingales (also known as quasimartingales) 
as differentials. 
1. INTRODUCTION 
This paper is concerned with establishing the existence and uniqueness of a 
solution of a system of stochastic integral equations of the form 
zti = 20” + i Jtr,ys, z,-) dX2, 
j=l 0 
(1-l) 
for 1 < i < n, where each Xj is a right-continuous semimartingale; that is, 
X,j = X,i + Mtj + Ati, where XJ is an go-measurable random variable 
(X,j < co a.s.), Mtj is a local martingale, Moi = 0, and A,j is an adapted 
process with right-continuous paths of finite variation. The martingale integral 
is of the type developed by Kunita and Watanabe [6], Meyer [3, 81, and 
Doleans-Dade [3]; the integral for the processes Ai is taken pathwise as a 
Lebesgue-Stieltjes integral. Equations of the form (1.1) have been studied by 
Kazamaki [4, 51 and Protter [9]. In [9] we restricted our attention to semi- 
martingales with continuous paths. Kazamaki [4, 51 requires only right continuity, 
but assumes the existence of a process (Mi, Mj} with continuous paths, which 
does not exist for general local martingales, and does not in general have con- 
tinuous paths when it does exist unless the u-fields (4) are quasi-left continuous. 
Kazamaki also assumes that the process A, jumps only at totally inaccessible 
times, which implies that its dual previsible projection (also known as “com- 
pensator”) has continuous paths. It is the object of this paper to remove these 
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restrictions and allow arbitrary semimartingales as differentials. In a private 
communication we have learned that Doleans-Dade has obtained similar results. 
The reader is assumed to be familiar with the theory of stochastic integration 
as set forth in [3]; or more recently [7]. We are given appropriate definitions 
in Section 2, and introduce the notion of strong stopping, which is useful for 
bounding previsible right-continuous processes. We consider special semi- 
martingales as defined in [7], and we extend the seminorm developed in [9] 
to a class of processes which form a subclass of special semimartingales. Using 
a technique presented in [7], however, results for this subclass are then easily 
extended to arbitrary semimartingales. In Section 3 we state and prove a theorem 
establishing the existence and uniqueness (up to indistinguishability) of a 
solution to the system (1 .l), where Xj (1 < j < p) are arbitrary semimartingales. 
2. DEFINITIONS AND PRELIMINARY LEMMAS 
Throughout the paper we will assume we have a fixed underlying probability 
space (Sz, %, P), and a right-continuous filtration (9$ where 9 is complete and 
F0 contains all of the null sets in 9. Following Meyer [7], we call a process 
X = (X,) a semimartingale if it has a decomposition 
xt = 4, + W + A,, (2-l) 
where X,, E P0 , ) X0 j < 00 a.s., M is a local martingale which is null at 0, and A 
is an adapted process, A, = 0, and a.s. t -+ A,(w) is right continuous and of 
bounded variation. (Some authors call such an X a quasimartingale). Such a 
decomposition as (2.1) is not unique. A process X is a special semimartingale 
if there exists a decomposition (2.1) such that the process A is of locally integrable 
variation: that is, there exist stopping times (P) increasing to co such that 
E(S Z~,,,J / dA, I) < co for each 12. Here I A, I = si 1 dA, / represents the total 
variation on [0, t] of the measure induced by the path t -+ A,(w). Every special 
semimartingale has a decomposition of the form (2.1) where the process A is 
previsibly (some say predictably) measurable. (A process A(t, w) is previsibly 
measurable if it is measurable on R, x Sz equipped with the a-algebra generated 
by left-continuous adapted processes. The reader is assumed to be familiar with 
this notion as well as that of previsible stopping times, and in general the 
“general theory of processes” as set forth in [I].) Such a decomposition of a 
special semimartingale where the process A is taken to be previsible is easily 
seen to be unique (cf. [7]), and is called the canonical decomposition. 
We wish to consider a subclass of the special semimartingales. 
(2.2) DEFINITION. A semimartingale X is said to be very special (VS) ;f it is 
special, and in its canonical decomposition: 
Xt = 4, + Mt + At, (2.3) 
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M is a locally square-integrable martingale and A is of locally square-integrable 
variation. 
We should point out that not all local martingales are locally square-integrable. 
DolCans-Dade [2] has given an example of such a local martingale. Restricting 
our attention to VS semimartingales allows us to generalize the seminorm 
developed by Protter [9], but more importantly it assures us of the existence of 
a finite-valued previsible process (M, M)* such that Mi2 - (M, M), is a local 
square-integrable martingale. Following Protter [9], for a stopping time T and 
a VS semimartingale X with canonical decomposition (2.3) we let 
VT@‘) = Xo21i~zo) + s,u<p Mt2 + (I A lr12, (2.4) . 
and we define the seminorm by 
II x IIT = WTGw2. 
The next two lemmas develop the crucial properties of the seminorm 11 . /IT . 
Their proofs are very similar to the analogous lemmas in [9], so we omit them. 
(2.5) LEMMA. Let T be a stopping time, and (.P) a sequence of VS semimar- 
tingaZes uch that I/ Zm IjT < co for each m, and (Zm) is Cuuchy in I] . IjT . Then 
there exists a VS semimartingale Z which stops at T and is such that 
lim,,, 11 Z - Z” /IT = 0. Also there exists a subsequence m’ such that (Zr’) 
stopped at T converges a.s. uniformly in t to Z, . 
(2.6) LEMMA. Let (Zm) be a sequence of VS semimartingales and (Rk) a sequence 
of slopping times increasing to 03. Suppose also that 1) Z” JIR, < co for all m and k, 
and that (Zm) is a Cauchy sequence in I/ . ljRlr for each k. Then there exists a VS 
semimartingale Z such that lim,,, 1) Z - Z” JIR, = 0 for each k, and there exists 
a subsequme rn’ such that as. lim,,,, Zy’ = Z, for each t E [0, w). Also, Zp’ 
converges a.s. uniformly in t on [[0, RJ], for each k. 
We have used the notation [[S, T]] = {(t, w): S(w) < t < T(w)), following 
Dellacherie [ 11. 
The notion of stopping is well established in the theory of continuous 
parameter processes, and the notation is 
XtT = XtnT1iT,O) = AytlkT) + XT1{t>T>o) , 
where lA is the indicator random variable of the event A. The crucial property 
is Doob’s optional sampling theorem, which says that if M is a local martingale, 
MT is again a local martingale for a stopping time T. We need an extension of 
this idea. 
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(2.7) DEFINITION. A process X is said to be strongly stopped at a stopping 
time T if 
- 
The bar in XT is simply to distinguish strong stopping from stopping. It is not 
true in general that MT is a local martingale when M is. We do have, however, 
the following. 
(2.8) LEMMA. Let M be a square-integrable martingale and T a previsible 
stopping time. Then MT is a square-integrable martingale. 
Proof. Fix t and let s < t. Without loss of generality assume M,, = 0. Then 
MtT = M&a-> + MT-&<TSB + MT-~{,,,, . (2.9) 
Let (T,) be a sequence of stopping times announcing T, that is T,, increase to T 
and T,, < Ton {T > 0). Then (2.9) becomes 
so conditioning with &we have 
So Eir is an (3Q-martingale with E{(amT)“} < 00. This completes the proof. 
Of course Lemma (2.8) also holds for local square-integrable martingales. 
There are several elementary properties of strong stopping which we will use 
without mention. 
(2.9) LEMMA. Let M be a local square-integrable martingale and let T be a 
jinite-valued previsible stopping time. We then have: 
(a) If (A,) is previsibly measurable, then (AtiT) is again previsibly measurable; 
(b) (M, M); = <BT, EiT)t; 
(c) If H is a previsible process with enough Jiniteness so that H . M (the 
martingale integral) exists, then H . MT = (H . M)T. 
Proof. (a) Since A is previsible, AT- is Fr- measurable (cf. [l, p. v]), so 
&r := AJ[[,,T)) + A,&,,,,) is previsible (cf. [l, p. 681). 
683/7/I-14 
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(b) Let &‘f = (M, M), . Then by (a), vt’t’ is still a right-continuous, 
increasing, previsible process. It suffices to show (%?r)s - Fr is a local square- 
integrable martingale. By Lemma (2.8) we know (Ms - V)T is such; and as is 
easily checked: 
(&p - jr)’ = (j$)T - j7T = (jp’)” - VT, 
which gives us the result by the uniqueness of the processes (‘, .>. 
(c) Let (P) be a sequence of stopping times announcing T. It is well 
known that H * MR = (H * M)” f or an arbitrary stopping time R. Hence 
(H . $fT)T” = H . (&fT)T” = H . MT” = (H . M)T” = ((H . M)T)T”, and we 
have the equality on [[0, T)). Let Nt = (H * ar)t . It suffices to show NT = NT- . 
But E(N, - NT-)2 = E(Nr2 - N;J, since T is a previsible time and so 
E(N, 1 Fr-) = NT- . We have then 
and by (b), (MT, MT) does not put mass at T, so this equals 0. This completes 
the proof of Lemma (2.9). 
3. MAIN RESULT 
(3.1) THEOREM. Let X1 ,..., XP be arbitrary semimartingales, and fji, 1 < i < n, 
I < j ,( p be jointly continuous functions such that for each i, j, fji maps Iw, x W 
to Iw, and satis$es 
I fat, x> - f;:i(t, Y)I < K I x - Y I, 
for some K and all t, x and y. Then there exists a unique vector of semimartingales, 
Z, that satisj?es 
X,i 
for 1 < i ,< n. 
Proof. We first note that the stochastic integral with respect to a semi- 
martingale X is defined in terms of its decomposition: that is, if X, = X0 + 
Mt + A, , and C, is a locally bounded previsible process, then si C, dX, = 
CJo+J:WM,+.b%, and the integral does not depend on the 
decomposition chosen (cf. [7, IV.201). Since the proof for 71 > 1 and p > 1, 
using the norms j x 1 = x:,“=, 1 xi I, /j x J/r = cy=, II Zi /IT , and the inequality 
(xi”=, / xi 1)” < n CL, j xi j2, is virtually the same as the case n = p = 1 but 
is notationally more cumbersome, we only present here the proof for n = p = 1. 
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Next we note that it suffices to prove the result for VS semimartingales. 
Indeed, suppose we have the existence of a unique solution for VS semi- 
martingales. Suppose X is a semimartingale with its jumps bounded by a 
constant A. It is easy to see that X is then special. Let X, = X,, + Mt + A, 
be its canonical decomposition, with Z,, = 0, and A, previsible. For an arbitrary 
constant p, let 
Then S is a previsible stopping time [1, p. 741. Let S, announce S, and define 
T = S, A infjt: j Mt ( 3 v>. 
Letting AA, = A, - A,-, we have [ AA, [ < p, ( AX, ( < X, so 1 AM, 1 < 
A + II, and ) MT 1 < X + p + Y. So if X has bounded jumps, it is locally very 
special. Since we are assuming unique solutions of (3.2) exist for VS semi- 
martingales, we can now use standard techniques (cf. for example [9]) to show 
there exists a unique solution for semimartingales X with bounded jumps. 
The above technique used to extend the result from VS semimartingales to 
semimartingales with bounded jumps is taken from [A. 
Now let X be an arbitrary semimartingale. We define 
R, = inf{t: ) OX, ( > n}. 
On [[0, R,)) we have X, = Ytn, where 
Yt” = X,4,>,) + MtR + AtR - AM,Atm 
is a semimartingale with bounded jumps. Let Ztn be the solution to (3.2) where 
the differential is Y,“. Let m > n, and we wish to show (Zm)Ra = Zn. Fix 
m > n, denoting Z = Zm, M = MRm, and A = JR, - AM, lttZR 1. Now 
denote R = R, . Since for a stopping time T we know A SC C, de8 =“C, AM, 
[cf. 3, 71, we have 
ZtR = XOR + j-)(s, Z,J dMsR 
0 
-f (R, zR-)"~l(t>R, 
+ Jot f (s, Z,-) dAsR. 
This implies ZtR satisfies (3.2) with the semimartingale differential Y”. Hence 
by uniqueness, Ztm = Ztn on [[0, R,)), and we may define 
z, = z,n on WA R,)). 
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Since R, increases to co as. as 71 tends to co, we have a unique solution to (3.2) 
for arbitrary semimartingales X. 
It remains to establish the result for VS semimartingales. Let X be a LS 
semimartingale, and let X, = X0 + ikZt + A, be its canonical decomposition. 
We let D, = (A+‘, AQt + / A It . It is well known that 1 A It is previsible if A, 
is [cf. 71. Define 
RI, = inf{t: D, 3 k). 
Then R, is a previsible time, since D, is previsible [I, p. 741. We define Th = 
(Rk A k) Ztx,s.r); then Tk is also previsible, and increases to co a.s. as k increases 
to co. We fix a k and let T = T”. Since T is previsible, 
for all (t, w). We let N = MT; B = ST; and 2, = .&,Zt,,,,l . Then xtT = 
2, + Nt + B, . We temporarily restrict our attention to the equation 
Zt = Zo + j h, Z,-) dlv, + jh, Z,J dB, , 
0 0 
and we let L, = (N, N), + / B Is = DsT. We define Zto = 2, and inductively 
define 
z ;+l = 2, + jtf(s, Z:-) dN, + jtf(s, Z:-) dB, . 
0 0 
It is easy to check that each 2” is a very special semimartingale. We let R be an 
arbitrary stopping time. We wish to show 
E@R(Z n+l - Z”)} ,( CE [loR v,(Zn - Z”-‘) dL,/, 
for some constant C. To this end we observe 
E 1 joR j d jot.fh Z:-) - f(s> Z:‘) dB, 11’ 
GE Is oR I f(s, Z%> - f(s, ZE?)! IdB, I ( ’ 
1, 
R 
< CE v,(.z” - zn-1 ) 
0 
I dB, 11, 
(3.3) 
where we have used the Cauchy-Schwarz inequality; that 1 B I,,> < k, a constant; 
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and the elementary inequality (a + b)2 < 2(a2 + b2). Considering now the 
local martingale part: 
< CE v,(Z” - Z”-‘) d(N, N>,/. 
Combining the above two results establishes (3.3). We let 7t = inf{s > 0: L, > t}, 
for t <I K; since {TV < u} = Un(Lu-(lln) > t}, we have the right-continuous 
inverse rt is a stopping time for each t. Using (3.3), and letting A = [0, Tt], 
we have 
E{v,,(Zn+l - Z* >> 
< CE 1 j’“’ 
0 
v,(Z” - Z-l) dL8\ 
< CE Is,“” Z&J v,II(Zn - Z”-‘) ds/, 
by Lebesgue’s change-of-time lemma [l, p. 911. But Zn(~s) < &(s), where 
r = [0, L,t]. Hence the above is 
< CE 
Is 
k 
Z,(s) v,s(Z” - Z”-‘) ds 
0 I 
< CE ] jot vrs(Zn - Z”-1) dsl + CE !~t+AL”t’ v7,(Z” - Z”-1) ds/ 
< C jot E{v,s(Z” - Z+l)} ds + CE [b’““‘“’ u,JZ” - Z”-1) ds\, 
where t < K and AL(s) = L, -L,- . We let a,(s) = E{v711(Zn - Z+l)>, and 
/In(t) = CE{s;‘=(+ v,,(Z” - Z+r) A). The above then implies 
s+l(t) < C s,” 44 ds + 154th (3.4) 
Iteration and an application of Fubini’s theorem yields 
an+&> < C2 jot (t - 4 ,+d4 du + C jot L-1(4 du + ,‘Ut>. (3.5) 
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However, C~~/3n-1(~) du = CE(~~~~+dL(7s) IJ,,(P - P-ml) du dsj by Fubini’s 
theorem, and this equals 0, since jzfdL”” v,,,(Zqi - 27b-1) du > 0 for at most 
countably many s (for each fixed w). After repeated iteration, (3.5) becomes 
(3.6) 
and 
al(u) = E{VT.(Z1 - ZO)j 
< CE /joK I AS, ZoV + I fh Zo)? dL.s; 
since j Z, 1 < k and s + L,(W) is constant on [k, co], and f and g are jointly 
continuous. So yn = ((Ck)+l/(n - 2)!) $ (Ye du is the nth term of a con- 
vergent series, and (3.6) becomes 
%&+1(t) G Yn + Mf), for t < k. (3.7) 
Since si/3n(u) du = 0, we know /&(u) = 0 off a set of Lebesgue measure zero. 
Since m,(t) is increasing in t, we need only choose a to > k such that &(to) = 0, 
and Eq. (3.7) becomes ar,+,(t,) < yn , and so an+l(t) < yn for all t < k. We 
then have 
II zn+l - zn llTt < (my2, 
which implies that (Z”) is Cauchy in I/ . /JTt , for each t < k. Taking t = k, 
71e 1: co since L, < k. So (Z”) is Cauchy in 11 . jjm . A simple argument (see [9]) 
shows there exists a sequence of stopping times S, increasing to co such that 
(12” Ilsvn < co for each 1z and m, and (2”) is Cauchy in 11 . IJsm for each m. We now 
apply Lemma (2.5) and Lemma (2.6) to deduce the existence of a very special 
semimartingale Z such that lim,,, 112” - 2 IIs = 0 for each m; and also there 
exists a subsequence n’ such that as. lirn,,,m, 2:’ = 2, uniformly in t on 
W, &,ll, each m. 
We still must show Z satisfies (3.2), and is the unique VS semimartingale 
to do so. We have for each fixed m, E > 0, and n 3 T(C), that 
< E + KE 11” v,(Z - 2”) dL,,sm[1’2 
0 
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by a procedure similar to the one in the proof of the existence of 2. This shows 
that Zt and 2, + Jif(~, 2,) dNs + Jif(s, 2,) dB, are indistinguishable VS 
semimartingales, so 2 satisfies (3.2). Suppose Y is also a VS semimartingale 
which satisfies (3.2). Without loss of generality we may assume 11 Y jlrn < co 
and /j 2 Ilrn < 00, since otherwise we may stop them at S, , for some sequence 
of stopping times (S,) increasing to co. By arguments analogous to those that 
established existence we have (for t < K) 
where yn is the nth term of an exponential series, and was obtained by n iterations. 
This establishes uniqueness. 
Recall at the beginning of the proof we strongly stopped the processes M and 
A in (3.2) at a fixed previsible time T = Tk. Since k was arbitrary, for each T* 
we have a unique solution, call it Zt = Z(t, K). Suppose j > K. Then one may 
check that Z(t,j) strongly stopped at Tk satisfies (3.2) when the VS semimar- 
tingale X0 + Aft + A, is also strongly stopped at Tk. By the uniqueness, we 
then have z(t,i) T ’ = Z(t, k). Hence we may well-define a solution to (3.2): 
zt = y, 7 if t=O, 
= Z(t, 4, if 0 < t < Tk(w), 
and such a solution is unique as one can see by strongly stopping at the times 
Tk and using the previous uniqueness result. This completes the proof. 
(3.8) Comment. In [9] we considered a seemingly more general situation. 
The system was of the form 
where Mj (1 < j < p) were continuous local martingales, and Vk (1 < k < q) 
were continuous, adapted processes, VOk = 0, and with paths of bounded 
variation. One might then ask if this extends to the case where one requires 
only right continuity. The answer is that it does, and in fact it is another way 
to state Theorem (3.1), using@ + q semimartingales with X5 = Mj andft = gji 
for1 <j<P,andXj = Vj-P,ft =hj+forp+ 1 <j<q. 
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