A graph G contains a subdivision of H if G contains a subgraph which is isomorphic to a graph that can be obtained from H by subdividing some edges. A graph H is immersed in a graph G if the vertices of H are mapped to (distinct) vertices of G, and the edges of H are mapped to paths joining the corresponding pairs of vertices of G, in such a way that the paths are pairwise edge-disjoint.
for f (v) = s (v ∈ V (G)), we sometimes call that G has a list-coloring using at most s colors. So list-coloring is close to graph-coloring, but each vertex has its own list, and coloring must use one color in the list of each vertex.
Clearly, χ(G) ≤ χ l (G) (χ(G) is the chromatic number), and there are many graphs for which χ(G) < χ l (G). A simple example is the complete bipartite graph K 2,4 , which is not 2-choosable. Another well-known example is the complete bipartite graph K 3, 3 . In fact, it is easy to show that for every k, there exist a bipartite graph whose list-chromatic number is bigger than k.
The problem of computing the list-chromatic number of a given graph is therefore difficult, even for small graphs with a simple structure. It is shown in [30] that the problem of deciding if a given graph is f -listcolorable for a function f : V → {k − 1, k} for k ≥ 3 is Π p 2 -complete. Hence if the complexity classes N P and coN P are different, as is commonly believed, the problem is strictly harder than the NP-complete problem of deciding if the chromatic number is k (if k ≥ 3).
Let us highlight some differences between listcoloring and graph-coloring. There is an approximation technique for graph-coloring using semidefinite programming [34] , but this does not seem to extend to list-coloring. Also, a simple combinatorial algorithm for graph-coloring to detect a large independent set to give the same color does not apparently work for listcoloring.
Another difference comes in terms of "density" of graphs. For graph coloring, it is easy to prove that every bipartite graph is 2-colorable, but for list-coloring, it is actually NP-hard to determine the list-chromatic number of bipartite graphs, see [68] . In general, it is believed that approximating list-coloring is hard for dense graphs. For more details, we refer the reader to Alon [2] . Therefore, it would be very interesting to consider sparse graphs.
Although there are many negative results as stated above, there are some positive results, which are mainly connected to the Four Color Theorem. One celebrated example is Thomassen's result on planar graphs [65] . It says that every planar graph is 5-choosable, and its proof is within 20 lines and gives rise to a linear time algorithm to 5-list-color planar graphs. In contrast with the Four Color Theorem, there are planar graphs that are not 4-choosable [70] . These were conjectured by Erdős, Rubin and Taylor [26] .
Let us observe that, from an algorithmic view, Thomassen's result [65] can be restated as follows: Theorem 1.1. There is a linear time algorithm to listcolor a planar graph G using at most χ l (G) + 2 colors.
This theorem was generalized as follows.
Theorem 1.2. ([36, 38]) There is a linear time algorithm to list-color a bounded genus graph G using at most χ l (G) + 2 colors.
The bound χ l (G) + 2 in Theorems 1.1 and 1.2 is essentially best possible for planar graphs and bounded genus graphs, since it is NP-hard to decide whether or not they are 4-list-colorable, and they are 3-listcolorable [68] . In fact, the problem of deciding if a given planar graph is f -list-colorable for the constant function f : V → {3} or f : V → {4} is Π p 2 -complete, as proved by Gutner [30] .
Finally, for minor closed family of graphs i.e, K tminor-free graphs, the following was shown in [41] . 
These family of graphs are closed under the minor operations. In this paper, we shall look at graphs that are not closed under the minor operations. So the natural question would be; can we extend these results to graphs that are not closed under the minor operations? Motivated by this question, we shall look at graphs without fixed graph as a subdivision and as an immersion.
Subdivision and Immersion
A graph G contains a subdivision of a graph H if G contains a subgraph which is isomorphic to a graph that can be obtained from H by subdividing some edges. Although the well-known Kuratowski's theorem can be stated in terms of both a subdivision and a minor, the notions of a subdivision and a minor do not seem to be similar. For example, graphs without K 5 -minors are already characterized in 1937 by Wagner [69] , but graphs without K 5 -subdivisions are still mysterious and perhaps it is out of reach to characterize graphs without K 5 -subdivisions. Another example is that Robertson and Seymour [55] proved the famous Wagner's conjecture which says that graphs are well-quasi-ordered by the minor relation. However, this is no longer true for the subdivision relation.
We now look at another graph classes we shall study in this paper.
Let G, H be graphs. An immersion of H in G is a map η such that
• for each edge e = uv of H, η(e) is a path of G from η(u) to η(v) (paths do not have "repeated" vertices)
• if e, f ∈ E(H) are distinct, then η(e), η(f ) have no edges in common, although they may share vertices
In such a case, we sometimes say that G contains an H-immersion. Previous investigation on immersions has been mainly conducted from an algorithmic standpoint. We refer the reader to [11, 28] . On the other hand, we think it would be interesting to consider structural issues, since the notions of an immersion and a minor seem to be quite similar, and structural approach concerning graph minors has been extremely successful. In fact, Robertson and Seymour [56] extended their proof of the famous Wanger's conjecture [55] to prove that graphs are well-quasi-ordered by the immersion relation. This proves a conjecture of Nash-Williams. The proof is based on the whole graph minors series of papers. Hence, we may expect that structural approach concerning an immersion is difficult, maybe as difficult as structure results concerning graph minors.
Immersion containment is not quite the same as subdivision or minor containment. Certainly a subdivision of H implies an immersion of H, but the converse is apparently not true. Also, a subdivision of H implies a minor of H, but the converse is not true. So, a subdivision is stronger than a minor or an immersion. But on the other hand, a minor and an immersion do not seem to be comparable.
Minor, Immersion, Subdivision and Graph
Coloring Our paper is motivated by two famous conjectures concerning the chromatic number and the minor and the subdivision order, namely, Hadwiger's conjecture and Hajós' conjecture.
Hadwiger's Conjecture from 1943 suggests a farreaching generalization of the Four Color Theorem [3, 4, 50] and is considered to be one of the deepest open problems in graph theory. It states that every loopless graph without a K k -minor is (k − 1)-colorable. In 1937, Wagner [69] proved that the case k = 5 of the conjecture is, in fact, equivalent to the Four Color Theorem. In 1993, Robertson, Seymour and Thomas [57] proved that the case k = 6 also follows from the Four Color Theorem. The cases k ≥ 7 are open, and even for the case k = 7, partial result in [37] is best known. In general, the best known upper bound is O(k √ log k) [45, 61] . Hajós proposed a stronger conjecture that for all k ≥ 1, every graph without a subdivision of the complete graph on k vertices is (k −1)-colorable. He already considered the conjecture in the 1940's in connection with attacks on the Four Color Conjecture (now Theorem). For k ≤ 4, the conjecture is true, for k = 5, 6, it still remains open. But for every k ≥ 7, it was disproved by Catlin [12] . In fact, Erdős and Fajtlowicz [25] proved that the conjecture is false for almost all graphs, see also Bollobás and Catlin [9] . Recently, Thomassen [67] gave many families of graphs that are counterexamples to Hajós conjecture. In fact, the order of the correct magnitude for the chromatic number of graphs without a K k -subdivision is Θ(k 2 ) [9, 10, 44] . These two conjectures are so famous to attract so many outstanding researchers, as we saw here.
As we pointed out, a minor and an immersion do not seem to be comparable. Therefore, it would be interesting to investigate relations between the chromatic number of a graph G and the largest size of a complete graph immersed in G. In fact, Abu-Khzam and Langston [1] conjectured that every graph without an immersion of the complete graph on k vertices is (k −1)-colorable.
This conjecture, like Hadwiger's conjecture and Hajós' conjecture, is trivially true for k ≤ 4. In fact, since Hajós' conjecture is true if k ≤ 4, this immediately implies this conjecture for the cases k ≤ 4.
On the other hand, the case k = 5 does not seem to be trivial. Abu-Khzam and Langston [1] proved a weaker statement that K − 5 is immersed in any 5-chromatic graph. They also pointed out that structural investigations are extensively studied for graphs without a K 4 -immersion (see [11] ).
Recently, DeVos et al. [17] , and Lescure and H. Meyniel [46] , independently, showed the cases k = 5, 6, 7 of the conjecture. Very recently, DeVos et al. [18] gave a very general result which says that the conjecture is true if we replace k by 200k (in fact, they proved that the average degree 200k is enough to force a K kimmersion). This actually makes difference between Hadwiger's conjecture and the above conjecture for the immersion case, because the average degree Θ(k √ log k) forces K k as a minor (Kostochka [45] , Thomason [61] ), and this bound is best possible. On the other hand, for the immersion case, we only need the average degree 200k to force K k as an immersion.
As we saw here, we are not close enough to attack these conjectures. So it makes sense to consider the algorithmic questions about (list-)coloring graphs without fixed graph as a minor or as a subdivision or as an immersion. Coloring graphs without fixed graph as a minor in terms of the algorithmic view is already studied in [38, 39, 41] . Therefore in this paper, we shall investigate (list-)coloring graphs without fixed graph as a subdivision or as an immersion, in terms of the algorithmic view. We are most interested in an additive approximation algorithm, as Kawarabayashi, Demaine and Hajiaghayi gave the corresponding additive approximation algorithm for graphs without fixed graph as a Graph classes
minor [16] .
List-coloring and our main results
In this paper, we give additive approximation algorithms for list-coloring a graph without K k as a subdivision or without K k as an immersion. More precisely, we show the following results.
is a polynomial time algorithm to give an L-coloring of G.
In fact, our algorithm is stronger in a sense; given a graph G and a fixed constant k, the algorithm either
any L-coloring of S, there is a polynomial time algorithm either to give an L-coloring of
In fact, our algorithm is stronger in a sense; given a graph G and a fixed constant k, the algorithm either outputs a K k -subdivision or gives an L-coloring of G, or else concludes l < χ l (G) + 3.5(k + 1). These are the first results in this direction (in fact, these are the first results concerning list-coloring graphs without fixed graph as a subdivision or as an immersion, except only for the known upper bound results). In fact, In fact, our algorithm is stronger in a sense; given a graph G and a fixed constant k, the algorithm either outputs a K k -subdivision or gives a coloring of G using at most χ(G) + 2.5(k + 1) colors.
Graph classes
Let us mention some hardness result that is related to Theorems 1.4, 1.5 and 1.6.
We point out that it is Unique-Game hard to obtain an O(k/ log 2 k)-approximation algorithm for graphcoloring of a graph G with maximum degree at most k−2 [6] . Clearly G does not contain K k as a subdivision nor as an immersion, and hence it is also Unique-Game hard to obtain an O(k/ log 2 k)-approximation algorithm for graph-coloring of graphs without a K k -subdivision or without a K k -immersion. Therefore it really makes sense to consider an additive approximation algorithm for graph coloring of these family of graphs (which is in contrast to a 2-approximation algorithm for graphcoloring of H-minor-free graphs [13] ). This result indeed implies that it may be hard to obtain an additive approximation algorithm for graph-coloring within O(k/ log 2 k) of the chromatic number for graphs without K k as a subdivision or K k as an immersion. Thus our additive error Θ(k) is most likely best possible up to constant.
Erdős-Pósa property
A family F of graphs is said to have the Erdős-Pósa property, if for every integer k there is an integer f (k, F) such that every graph G contains k vertex-(edge-) disjoint subgraphs each isomorphic to a graph in F or a set C of at most f (k, F) vertices (edges, resp.) such that G − C has no subgraph isomorphic to a graph in F. The term Erdős-Pósa property arose because in [24] , Erdős and Pósa proved that the family of cycles has this property.
On the other hand, it is well-known that the Erdős-Pósa property holds for an H-minor if and only if H is planar, see [19, 51] . In this paper, we first construct a graph G so that the Erdős-Pósa property does not hold for an K t -immersion in G for t ≥ 5. This is not a surprising result. However we also give a positive result. a function f (k, t) such that either G has k edge-disjoint K t -immersions, or G has an edge set S of order at most f (k, t) such that G − S has no K t -immersion.
It might be possible to show Theorem 1.7 with the edge-connectivity 1.5t replaced by 4.
Let us point out that the result in [21] says that one needs connectivity Θ(tk) to make the Erdős-Pósa property hold for a K t -minor, while the result in [43] says that the connectivity Θ(t 2 k) is needed to make the Erdős-Pósa property hold for a K t -subdivision. Thus compared with these results, Theorem 1.7 says that the connectivity condition is much weaker.
Remarks and Organization of this paper.
Since the space is limited, we only give a sketch of the proof of Theorem 1.4, and all the detailed proofs (including the proofs of Theorems 1.5 and 1.7) will be given in the full version.
Let us point out that the proof of Theorem 1.5 is much more involved than that of Theorem 1.4. In fact, we need the graph minor structure theorems [22, 54] and some deep results for list-coloring bounded genus graphs [16] to show Theorem 1.5, while these tools are not necessary to show Theorem 1.4 (and the same applies to the proof of Theorem 1.7).
Preliminary
In this paper, n and m always mean the number of vertices of a given graph and the number of edges of a given graph, respectively. A separation (A, B) is that G = A ∪ B, and there are no edges between A − B and B − A. The order of the separation (A, B) is |V (A)∩V (B)|. For a vertex set X in a graph G = (V, E), let δ G (X) be the set of edges between X and G − X in G, and such an edge set is called an edge-cut in G.
For a graph G = (V, E), its line graph L(G) is the graph whose vertex set is E such that two vertices of L(G) are adjacent if and only if their corresponding edges share a common endpoint in G.
We now look at definitions of the tree-width and wall.
Tree-width Let G be a graph, T a tree and let V = {V t ⊆ V (G) | t ∈ V (T )} be a family of vertex sets V t ⊆ V (G) indexed by the vertices t of T . The pair (T, V) is called a tree-decomposition of G if it satisfies the following three conditions:
• for every edge e ∈ E(G) there exists a t ∈ T such that both ends of e lie in V t ,
• if t, t ′ , t ′′ ∈ V (T ) and t ′ lies on the path of T between t and t ′′ , then
The width of (T, V) is the number max{|V t | − 1 | t ∈ T } and the tree-width tw(G) of G is the minimum width of any tree-decomposition of G. Sometime, we refer V t to as a bag. We can apply dynamic programming to solve problems on graphs of bounded tree-width, in the same way that we apply it to trees (see e.g. [5] ), provided that we are given a bounded width tree decomposition. Robertson and Seymour developed the first polynomial time algorithm for constructing a tree decomposition of a graph of bounded width [52] , and eventually came up with an algorithm which runs in O(n 2 ) time, for this problem. Bodlaender [7] developed a linear time algorithm. This algorithm was further improved in [48] .
Theorem 2.1. For an integer w, there exists a (w O(w) )n O(1) time algorithm that, given a graph G, either finds a tree-decomposition of G of width w or concludes that the tree-width of G is more than w. Furthermore, if w is fixed, there exists an O(n) time algorithm.
If the tree-width is small, by a standard dynamic programming technique, both graph coloring problem and the list coloring problem can be solved efficiently (see e.g. [5, 29] ).
Theorem 2.2. For integer w, there exists a (w O(w) )n O(1) time algorithm to determine both χ(G) and χ l (G) in a graph G of tree-width w. Moreover, given L(v) ≥ χ l (G) for all vertices v, the algorithm gives rise to an L-coloring of G. Furthermore, if w is fixed, there exists an O(n) time algorithm.

For an integer p, K p is the complete graph with p vertices. A graph G contains a K p -model if there exists a function σ with domain
subgraph of G, and the subgraphs σ(v) (v ∈ V (K p )) are pairwise vertex-disjoint, and
for each edge e = uv ∈ E(K p ), σ(e) is an edge f ∈ E(G), such that f is incident in G with a vertex in σ(u) and with a vertex in σ(v).
Thus 
Large clique models: Using spiders
The objective of this section is to consider the case when G or the line graph L(G) has a large clique model, and there are large number of "spiders" with respect to the clique model. In this case, we shall show that there is a K k -subdivision or a K k -immersion. Let us start with the following easy case as a warmup, whose proof is easy. 
the number of edges e ∈ E(K p ) such that σ(e) is incident in G with a vertex of H is at most half the number of edges in K p incident with v. It is not hard to see that every node σ(v) has a center (perhaps more than one). Thus we assume that for each node, one of its centers has been selected, and we often speak of the center of a node without further explanation.
We now label each vertex of
We now add the vertices c 
For the proof, we refer the reader to the full version. In fact, in our full version, we prove the subdivision version of Lemma 3.2. It says that if there are 2k vertexdisjoint vertex 1.5k-spiders with We consider the case when the clique model K p is in the line graph L(G). We can define the "centers" C in this clique model too, and hence we can define the vertex set S and the graph G ′ as in Lemma 3.2, too. So G ′ can be obtained from the line graph L(G) by adding the vertex set S. By the same way as in the proof of Lemma 3.2, the following can be proved. 
Large clique models: Without spiders
We now consider the case when there are not many edgedisjoint edge k-spiders with a given large clique minor. In this case, we shall show that if there are not many edge-disjoint edge k-spiders with a given large clique minor, we can break a given graph G into many small pieces by many small separations. This is good for us if we consider the proof of Theorems 1.4 and 1.5.
The key lemmas to achieve this purpose is the following. The proof will be given in the full version in the appendix.
We note that the bound
in Lemma 4.1 below can be improved if we only consider the immersion case, i.e, the proof of Theorem 1.4. However, as in the full version, we want to make the proof of Theorem 1.5 work as well. In this case, the above bounds are needed. In fact, in the full version, we shall prove the vertex spider version of Lemma 4.1. The exactly same proof implies Lemma 4.1 (actually as above, there is a translation between G and the line graph L(G) which implies that the the vertex spider version implies the edge spider version). 
By the same way as in the proof of Lemma 4.1, the followings can be proved. 
Let W be an edge set of order q such that 
Large Tree-width
In this section, we shall consider an immersion in a graph of large tree-width with some moderate edgeconnectivity. Throughout this section, we assume the following assumption:
Let G be a graph and S a vertex set of order 1.5k − 1 ≥ 4. Suppose that there is no subgraph X with |δ G (X)| ≤ 1.5k − 1 such that both X and G − X are nonempty and X has no vertex of S.
The following is the main result of this section, whose proof will be given in the full version in the appendix. 
List Coloring graphs without immersions
In this section, we prove Theorem 1.4. Let G be a graph with no K k -immersion. Let S be a vertex set of G with at most 1.5k − 1 vertices. We are also given an L-coloring of S. We know that if a given graph H does not contain K 4 as an immersion, then H is 3-listcolorable. Thus if k ≤ 4, then we can list-color G using at most 3 + 1.5k − 1 ≤ χ l (G) + 1.5(k + 1) colors, and hence we are done. Thus we may assume that k ≥ 5.
We prove Theorem 1.4 by induction on the number of vertices (which can be easily translated into a polynomial time algorithm). Let G be a graph such that Theorem 1.4 holds for every graph with order at most |V (G)| − 1. We first give several easy lemmas.
In order to get our algorithm, we need to know what kind of graphs are 2-list-colorable. The following result gives the answer. 
Proof. Immediately follows from Lemma 6.1. Proof. Suppose such a separation exists. Then we apply induction to A. Note that B − A is nonempty, so we can apply induction hypothesis to A. Thus we obtain an L-coloring of A (otherwise we conclude that l < χ l (A) + 1.5(k − 1), and hence we are done), which gives rise to a precoloring of A ∩ B. We now extend this precolorig to an L-coloring of B. Since B − A has no vertex of S and |A ∩ B| ≤ 1.5k − 1, so the induction hypothesis with S = A ∩ B is satisfied in B. Thus we can apply induction to B with S = A∩B. The resulting coloring would give rise to an L-coloring of G (otherwise we conclude that l < χ l (B) + 1.5(k − 1), and hence we are done).
We are now ready to prove Theorem 1.4. If treewidth of a given graph G is at most f (f (1.5k, 2
where f (.) comes from Theorem 5.1 and f (., .) comes from Lemma 4.1, then by Theorem 2.2, we can list-color G using at most χ l (G) colors (in fact, χ l (G) + 1.5k − 1 colors, since the vertices of S are precolored. So G − S can be list-colored using at most χ l (G) colors and hence G can be list-colored using at most χ l (G) + 1.5k − 1 colors).
If tree-width of G is at least f (f (1.5k, 2 Suppose that G has a vertex of degree at least f (1.5k, 2 Since l ≥ 2f (1.5k, 2 Let us observe that the above proof can be easily translated into a polynomial time algorithm, given polynomial time algorithms for Corollary 2.1, and Lemmas 3. 1, 3.2, 3.3, 4.1, 4.2, 4.3 . We note that Lemmas 3.1, 3.2, 3.3 may give us a K k -immersion. This is also one of the conclusions in Theorem 1.4. This completes the proof of Theorem 1.4.
The proof of Theorem 1.5 is very similar to the above proof for Theorem 1.5. The proof of Theorem 1.6 is even simpler. We refer the reader to the full version of this paper.
