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Os sistemas integrados, ou genericamente os sistemas com reduzida 
capacidade de processamento e pouca memória, são actualmente sistemas 
economicamente acessíveis e muito divulgados. Os seus sistemas operativos 
estão, no entanto, ainda bastante dependentes do hardware  o que faz que 
cada aplicação seja especialmente desenvolvida para cada tipo de sistema. 
Neste documento discute-se a aplicabilidade de uma máquina virtual Java em 
equipamentos com estas restrições. É proposta a utilização da KVM, uma 
solução recente da Sun, apresentam-se resultados da sua adaptação para 
diversos sistemas operativos e descreve-se uma implementação prática sobre 
um sistema embedded. 
Neste documento apresenta-se ainda um demonstrador baseado num sistema 
comercial da empresa JUMPtec para ilustrar o uso de Java em pequenos 
sistemas com poucos recursos. São identificados os passos para a integração 
da máquina virtual e mostrada a simplicidade de desenvolvimento de 
aplicações. Alguns exemplos de interacção com o mundo exterior 































Embedded systems, or generally systems with constrained resources, are 
inexpensive and thus very used. However, the respective operating systems 
are hardware dependent and so are the applications developed for them. In 
this document the applicability of a Java virtual machine in this kind of systems 
is presented. The KVM, a recent solution of Sun, was chosen for this work due 
to the restricted resources it requires. The applicability of this system in several 
operating system is discussed and practical experiences with the KVM are 
presented. 
This document presents also a demonstrator based on a commercial 
embedded system from the JUMPtec company. With this demonstrator it can 
be shown the possibility of using Java as the programming language for small 
embedded systems. The steps to integrate the Java virtual machine in the 
system are described and the simplicity of developing programs for the target 
system is shown with the aid of some sample programs. Some examples of 
using the system with real world operations requiring input / output are 
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1.1. Sistemas embedded, que futuro? 
Os sistemas de fracos recursos, ou mais especificamente os sistemas embedded, cada 
vez mais incorporam alguma quantidade de memória assim como processadores com 
melhor desempenho. Os fabricantes oferecem uma vasta gama de dispositivos, desde 
sistemas com processadores muito simples de 8 bits até processadores com alguma 
capacidade, nomeadamente 486 e Pentiums, como é o caso da empresa JUMPtec. 
A difusão e a crescente flexibilidade deste tipo de sistemas levam a que sejam usados 
para as mais diversas tarefas, podendo existir troca de informação entre diversos 
sistemas semelhantes. Para tal, dispõem de interfaces normalizados, por exemplo o CAN 
(Controller Area Network) [Bos91]. 
Apesar de apresentarem fracos recursos relativamente aos computadores de secretária, 
os cenários onde normalmente operam implicam conectividade com o meio exterior, 
ligação a outros sistemas semelhantes ou mesmo o controlo remoto. A ligação à rede 
Internet figura assim actualmente como uma das formas mais difundidas e económicas 
de proporcionar o controlo ou monitorização remota de sistemas. 
1.2. Java, porquê? 
Cada vez mais nos nossos dias desejamos obter resultados rapidamente e de uma forma 
eficiente. Os programadores não são diferentes, além de gostarem de utilizar linguagens 
de programação a que estejam habituados. 
Assim, Java, apesar de ser uma linguagem recente, já tem muitos adeptos. Popularizou-
se devido às suas características muito próprias, sendo a principal a sua afinidade com o 







C++, mas com propriedades que a tornam muito mais robusta. Desta forma quem estiver 
familiarizado com o C++ tem a tarefa facilitada de migrar para a linguagem Java. 
1.3. Java em sistemas com recursos limitados 
A ideia de que Java é uma linguagem de programação em que resultam programas 
pesados computacionalmente está cada vez mais a desaparecer. Nos dias que correm já 
é possível executar programas escritos em Java em sistemas de recursos limitados, tais 
como telemóveis, palm computers ou em sistemas embedded. A diversidade de sistemas 
deste tipo, como por exemplo os telemóveis, é grande, podendo ser o ambiente Java, 
com a sua independência de plataforma, o meio de programação ideal para estes 
dispositivos. 
Nenhuma outra linguagem para estes sistemas pode oferecer o que oferece Java, 
através das suas características. 
Inicialmente, o alvo de Java era para ser os dispositivos de electrónica de consumo, 
sendo maioritariamente sistemas de recursos limitados. Assiste-se assim a um regresso 
às origens desta linguagem. 
1.4. Objectivos do trabalho 
O principal objectivo deste trabalho é a apresentação de soluções Java para sistemas 
embedded, apoiando-se numa plataforma muito popular da JUMPtec, a qual é 
exemplificativa de um tipo específico de sistemas vulgares em aplicações portáteis. Para 
isso é necessário adaptar a máquina virtual existente e criar um conjunto de classes para 
tornar o processo de desenvolvimento de software para o sistema uma tarefa fácil e 
rápida. Esta facilidade e rapidez consegue-se porque Java é uma linguagem orientada a 
objectos, muito semelhante a C++, o que torna a habituação do programador uma tarefa 
fácil, com a vantagem de poder existir reaproveitamento de código devido à 
independência de plataforma de Java. 
Futuramente, a utilização de Java nestes sistemas pode ser crucial. A indústria dos 
dispositivos embedded cada vez mais desenvolve sistemas com capacidade para serem 
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ligados em rede e controlados através da Internet, onde o sistema Java pode dar uma 
grande ajuda devido à sua apetência para as redes e para os agentes móveis. 
Com o resultado deste trabalho, podem abrir-se portas para determinadas áreas ainda 
não muito estudadas e com interesse para o panorama actual dos sistemas embedded. 
As redes nos meios industriais são cada vez mais uma realidade, sendo importante a 
existência de formas de programação rápidas e eficientes. Se, associada a esta rapidez, 
houver segurança, possibilidade da mobilidade do código ou controlo através da Internet, 
estes sistemas podem tornar-se muito populares. 
A escolha de um sistema da JUMPtec para este trabalho deve-se ao facto de ser uma 
marca com grande implantação neste mercado, à sua relação preço desempenho e às 
interfaces disponibilizadas, nomeadamente a Ethernet. 
1.5. Organização deste documento 
Capítulo 2, “Java para sistemas embedded”, neste capítulo irá fazer-se uma discussão 
dos pontos mais importantes do sistema Java e da linguagem de programação e justificar 
porque é que esta é tão atractiva para a programação de sistemas de recursos limitados, 
particularmente sistemas embedded.  
Capítulo 3, “KVM em diversos sistemas operativos”, apresenta-se a descrição e 
discussão das alterações necessárias à máquina virtual Java para que esta possa ser 
utilizável em alguns sistemas operativos, nomeadamente, Windows, DOS e Linux. 
Capítulo 4, “Prototipagem da KVM num sistema da JUMPtec”, nesta secção é 
apresentada a prototipagem da máquina virtual e restante sistema Java num sistema 
embedded da JUMPtec. Os problemas associados a esta aplicação e as classes 
especialmente desenvolvidas são também apresentados. 
Capítulo 5, “Aplicações e resultados”, neste capítulo são apresentados alguns exemplos 
de aplicação onde se ilustra as diversas funcionalidades de Java. São feitas algumas 
medidas de desempenho e comparação com outras linguagens. 
Capítulo 6, “Contribuições futuras de Java”, Aqui apresenta-se e discute-se a possível 
contribuição futura de Java em sistemas embedded, particularmente os sistemas tempo 
real e agentes móveis. 
Capítulo 7, “Conclusões e trabalho futuro”, conclui-se o trabalho, apresentando algumas 
direcções de aperfeiçoamento e desenvolvimento. 

Ambiente Java para sistemas embedded 
 
  5 
 
 
2. JAVA PARA SISTEMAS EMBEDDED 
2.1. Introdução 
A linguagem Java tem vindo a captar um número crescente de adeptos em sistemas de 
secretária e sistemas servidores. No entanto, a expansão desta linguagem para 
plataformas com menos recursos, nomeadamente em sistemas embedded, ainda não é 
muito divulgada. 
Existem três edições distintas para satisfazer as necessidades específicas de cada 
sistema, tendo como principal fronteira entre elas a capacidade de processamento e a 
quantidade de memória usada. 
A edição disponível para os sistemas de fracos recursos, a Java 2 Micro Edition, 
apresenta algumas diferenças relativamente às restantes edições. Uma das diferenças é 
a divisão clara em configurações e perfis, sendo a configuração Connected Limited 
Device Configuration a mais difundida. Com esta configuração uma nova máquina virtual 
foi introduzida, tendo algumas limitações relativamente à máquina virtual clássica, mas 
sendo bastante parametrizável para poder satisfazer um grande número de sistemas de 
fracos recursos. 
Neste capítulo apresentam-se as principais características desta linguagem e os 
diferentes pacotes de desenvolvimento disponibilizados pela Sun. Dedicar-se-á especial 
atenção ao pacote J2ME (Java 2 Micro Edition) que como já foi referido, adequa-se a 
ambientes de recursos limitados. 
2.2. Java 
A linguagem Java foi desenvolvida a partir de 1990 pela empresa Sun como uma 
linguagem de programação para sistemas de poucos recursos usados normalmente em 







electrónica de consumo. Com o aumento constante da complexidade do sistema este 
alvo foi abandonado, passando a ser os computadores de secretária e grandes 
servidores os principais utilizadores dos ambientes de desenvolvimento baseados em 
Java. 
Nestes computadores esta linguagem de programação popularizou-se devido a um 
conjunto de características que tornam a sua utilização simples e cómoda. A linguagem 
de programação é parecida com o C++, o que faz com que os programadores 
familiarizados com C++ demorem pouco tempo a adaptarem-se. No entanto, algumas 
funcionalidades mais obscuras foram retirados, como goto, ficheiros cabeçalho, pré-
processamento, operator overloading, herança múltipla e apontadores. 
A portabilidade do código garante que um programa escrito num sistema possa ser 
executado em qualquer outro desde que exista uma máquina virtual disponível para este, 
abrangendo assim um maior número de utilizadores e plataformas. 
A sua orientação a objectos força o programador a decompor o seu programa em classes 
e a estruturar devidamente o código, contribuindo assim para uma maior legibilidade 
deste. 
O sistema Java dispõe de um mecanismo que liberta a memória automaticamente 
poupando assim o programador a esta tarefa tão difícil. Este mecanismo, o garbage 
collector, liberta uma zona de memória ocupada por um objecto se não existir nenhuma 
referência para este objecto. 
A plataforma Java assenta sobre elevados padrões de segurança e robustez sendo 
assim indicada para o uso em redes de computadores. A ausência de ponteiros e a 
inclusão de mecanismos de gestão de memória contribuem para esta segurança. 
Uma das grandes funcionalidades disponibilizadas é a existência de mecanismos de 
multitarefa sem a necessidade do sistema operativo em uso suportar este paradigma. O 
desenvolvimento de aplicações não está restringido ao uso da linguagem Java, podendo 
também ser utilizadas outras linguagens recorrendo ao Java Native Interface (JNI). O uso 
de outras linguagens de programação pode ser útil para aceder a funcionalidades 
específicas do hardware ou do sistema operativo. 
A linguagem Java, apesar de ser interpretada, apresenta um bom desempenho 
relativamente a outras linguagens igualmente interpretadas, podendo ser integrada em 
dispositivos de fracos recursos. 
A arquitectura dos sistemas Java assenta sobre quatro tecnologias relacionadas e 
especificadas pela Sun: 
• A linguagem de programação – Esta linguagem é orientada a objectos e muito 
parecida com o C++. 
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• A Java Virtual Machine – a máquina virtual pode considerar-se um computador 
abstracto normalmente executado a partir do sistema operativo do hospedeiro e 
que serve para executar os programas compilados (ficheiros “.class”). 
• O formato dos ficheiros compilados [Ven98] – quando se compila um ficheiro com 
um programa escrito em Java é criado um novo ficheiro com a extensão “.class” 
capaz de ser executado em qualquer máquina virtual existente numa qualquer 
plataforma. 
• A Java Application Programming Interface (API) – A Java API é um conjunto de 
bibliotecas que proporcionam um método normalizado de acesso aos recursos de 
um computador hospedeiro, podendo ser específicas de uma determinada 
plataforma. Existem diversas API, por exemplo para acesso à Internet ou para 
acesso ao monitor. 


















Classes da Java API




Figura 2.1 – O ambiente de programação Java 
2.3. A Java Virtual Machine 
A Java Virtual Machine pode dizer-se que é a essência da orientação para o 
funcionamento em rede das aplicações Java suportando os três paradigmas associados: 







independência de plataforma, segurança e mobilidade. A especificação da máquina 
virtual Java (designado a partir daqui por MVJ) [LY96] determina algumas funcionalidades 
que todos as MVJ devem providenciar, mas deixa muitas escolhas a quem as 
implementa. Por exemplo, todas devem ser capazes de executar bytecodes, mas como o 
fazem, se em software, se em hardware ou em ambos, fica ao critério de quem 
desenvolve a máquina virtual. 
A principal tarefa da máquina virtual é carregar as classes e executá-las. Como se pode 
ver na Figura 2.2, a máquina virtual contém um class loader que carrega as classes, tanto 









Figura 2.2 – Diagrama de blocos básico da MVJ 
Apenas são carregadas as classes necessárias num determinado momento, ou seja não 
é necessário carregar todas as classes antes de começar a execução dos programas, 
estas vão sendo carregadas e descarregadas à medida das necessidades. Numa 
máquina virtual implementada em software, o interpretador de bytecodes mais simples é 
aquele que executa um bytecode de cada vez (semelhante à execução de uma linha de 
código Assembly). Outro tipo de interpretador é o chamado Just in Time Compiler (JIT), 
que usa mais memória que o anterior e os bytecodes de um método são compilados para 
o código nativo do sistema na primeira vez que o método é invocado. O código é então 
guardado em memória, portanto pode ser usado na próxima vez que o método for 
invocado. Numa máquina virtual implementada em hardware o interpretador está também 
implementado em hardware, executando os bytecodes como se de código nativo se 
tratasse, resultando em sistemas mais eficientes, com melhor desempenho, mas mais 
caros. 
Um programa escrito em Java pode fazer uso de dois tipos de métodos, os métodos 
escritos em Java, e os métodos nativos. Estes últimos podem ser usados quando a 
máquina virtual é implementada em software e é executada sobre um sistema operativo. 
Um método Java é escrito nesta linguagem, compilado para bytecodes e guardado num 
ficheiro “.class”. Um método nativo é escrito noutra linguagem, por exemplo C, C++ ou 
Assembly, compilado para a linguagem específica de um processador particular e 
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guardado numa Dinamically Linked Library numa forma dependente do sistema. 
Enquanto que os métodos Java são independentes da plataforma, os métodos nativos 
não o são. Sempre que um programa Java chama um método nativo a máquina virtual 
carrega a biblioteca que contém o método e executa-o. Como se pode ver na Figura 2.3, 
os métodos nativos são uma ligação entre um programa Java e o sistema operativo. Por 
exemplo, este tipo de métodos pode ser usado para permitir acesso directo ao sistema 
operativo ou ao hardware. O uso destes métodos torna as aplicações específicas para 
um sistema mas permite aceder a recursos que através da programação em Java não 
seria possível. 
2.3.1. Arquitectura do class loader 
Algumas das funcionalidades da máquina virtual Java que desempenham um papel 
importante são a segurança e a mobilidade na rede. Estas características são 
conseguidas com a ajuda do class loader. 
Na Figura 2.2 e na Figura 2.3, um único bloco representa o class loader mas, na 
realidade, podem ser incluídos mais do que um class loader na máquina virtual. Assim, 
este bloco nestas figuras representa actualmente um subsistema que pode envolver 
vários class loaders. Este tem uma arquitectura flexível que permite que as próprias 
aplicações definam outros class loaders. Desta forma podem coexistir dois tipos de class 











Invocação de métodos nativos
Máquina virtual Java
 
Figura 2.3 – Uma MVJ implementada em software 







Na execução de um programa, a aplicação pode instalar um objecto class loader que faz 
o carregamento das classes de forma personalizada, por exemplo fazendo o download de 
classes através da rede. 
Os objectos do tipo class loader são escritos em Java, compilados para ficheiros 
“.class”, carregados para a máquina virtual e instanciados exactamente da mesma 
forma que outro objecto qualquer. Na Figura 2.4 pode-se ver um esquema geral do class 
loader, onde coexistem class loaders definidos pelo utilizador e o original. 
Para cada classe que o class loader carrega, a máquina virtual mantém um registo de 
qual o class loader que carregou essa classe. Uma classe referenciada por outra classe é 
carregada pelo mesmo class loader que carregou a classe referenciadora. Por exemplo: 
a classe Screen foi carregada por um class loader definido pelo utilizador e esta classe 
instancia um objecto da classe Window, esta última também é carregada pelo mesmo 
class loader que carregou a classe Screen. 
Como a máquina virtual Java usa este sistema para carregar as classes, estas podem 
apenas ver, por defeito, as classes que são carregadas através do mesmo class loader. 
Desta maneira a arquitectura Java viabiliza vários espaços de nomes na mesma 




















Figura 2.4 – Arquitectura do class loader 
Uma aplicação Java pode instanciar múltiplos class loaders, a partir de um ou de vários 
objectos deste tipo. Pode portanto criar vários e diferentes class loaders, conforme as 
suas necessidades. As classes carregadas por diferentes class loaders estão em 
diferentes espaços de nomes e não podem ter acesso a objectos que residem noutros 
espaços de nomes, excepto se as aplicações o declararem explicitamente. Quando se 
Ambiente Java para sistemas embedded 
 
  11 
 
 
escreve uma aplicação Java pode-se dividir as classes provenientes de diferentes fontes 
em diferentes classes de nomes, podendo assim, através da própria arquitectura, 
controlar o carregamento de código proveniente de fontes hostis. 
Por exemplo, um web browser usa um objecto do tipo class loader para carregar os 
applets através da rede. 
Deixando que se instanciem objectos do tipo class loader que carregam uma classe 
através da rede, o sistema Java proporciona a mobilidade do código sendo por isso muito 
usado no desenvolvimento de agentes móveis. 
2.4. Ficheiro “.class” 
O ficheiro “.class” simplifica a utilização de aplicações Java em ambientes distribuídos, 
nomeadamente devido à independência de plataforma e à mobilidade que este ficheiro 
intermédio proporciona. É independente da plataforma porque este ficheiro é um tipo de 
ficheiro normalizado e compreendido por qualquer máquina virtual e logo independente 
do hardware ou sistema operativo usado. Esta aproximação quebra com as linguagens 
de programação tradicionais, como C ou C++, onde os programas escritos são 
compilados e ligados para um único ficheiro binário executável por cada sistema 
operativo e hardware. Em regra, nestas linguagens tradicionais, um ficheiro executável 
para uma plataforma não funciona noutra plataforma. Em contraste um ficheiro do tipo 
“.class“ pode ser executado em qualquer sistema operativo ou hardware que mantenha 
uma máquina virtual Java. 
Quando se compila e liga um programa escrito em C, o ficheiro resultante é específico 
para uma determinada plataforma porque contém código máquina para o processador 
alvo. Um compilador Java, ao contrário, traduz as instruções escritas em Java para 
bytecodes, a “linguagem máquina” da máquina virtual Java. Desta forma, pode-se 
considerar que a máquina virtual Java é um processador virtual implementado em 
software sendo as suas instrução nativas os bytecodes presentes nos ficheiros “.class”. 
Hoje em dia, já existem máquinas virtuais Java desenvolvidas em hardware e que 
executam o ficheiro “.class” como os tradicionais processadores executam a linguagem 
máquina presente nos ficheiros executáveis. 
Em adição à linguagem máquina específica de cada processador, existe outro atributo 
dependente da plataforma dos ficheiros executáveis tradicionais que é a ordenação dos 
bytes em memória dos tipos de dados que ocupam mais de 1 byte. Por exemplo, nos 







ficheiros executáveis para a família Intel x86, a ordenação dos bytes é little-endian, ou 
seja o byte de menor ordem primeiro. Por sua vez num ficheiro executável para um 
PowerPC a ordem é big-endian, ou seja o byte de maior ordem primeiro. Num ficheiro 
“.class“ a ordem é big-endian qualquer que seja a plataforma que gerou o ficheiro ou 
que o irá usar. 
Deve-se ainda referir que, nas linguagens tradicionais, o tamanho ocupado em memória 
por uma qualquer variável é dependente do hardware, do sistema operativo, ou mesmo 
do compilador utilizado. Por exemplo, usando o compilador Turbo C 2.01 para Ms-DOS 
numa plataforma da Intel, uma variável do tipo inteiro ocupa 16 bits, enquanto a mesma 
variável no sistema Linux, usando o compilador GCC já ocupa 32 bits. Em Java o tamaho 
de um inteiro, ou de outra variável qualquer, não depende do hardware ou do do sistema 
operativo, sendo o inteiro sempre 32 bits. 
2.5. Java API 
A Java API ajuda os programas escritos em Java a serem aplicáveis a redes e suporta a 
sua independência de plataforma e segurança. A Java API consiste assim num conjunto 
de bibliotecas que constituem um método normalizado e seguro para aceder aos 
recursos do sistema. Quando se escreve uma aplicação em Java assume-se que as 
classes pertencentes à Java API estão disponíveis no sistema em que a aplicação será 
executada. Ao executar o programa, a máquina virtual carrega as classes da Java API 
que são referenciadas pela aplicação. O conjunto destas classes, das classes do 
programa em causa e alguns métodos nativos constituem o programa completo que a 
máquina virtual executa. 
As classes existentes da Java API são especialmente desenhadas para capturarem as 
funcionalidades específicas de cada família de sistemas. 
Num sistema em que os bytecodes são executados em hardware, a Java API é 
implementada como sendo parte dum sistema operativo baseado em Java. Num sistema 
que a máquina virtual for implementada em software, a Java API normalmente acede aos 
recursos do sistema através dos métodos nativos. 
Como se pode ver na Figura 2.5, as classes da Java API invocam os métodos nativos e 
assim os programas não necessitam de o fazer. Desta forma a Java API providencia uma 
forma normalizada e independente da plataforma de aceder ao sistema em causa. Para o 
programa em Java, a API é sempre vista da mesma forma independente do sistema que 
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está a ser usado. Precisamente porque a máquina virtual e a Java API são dependentes 





Sistema operativo  
Figura 2.5 – Um programa independente da plataforma 
A Java API não só facilita a independência de plataforma, mas também contribui para o 
modelo de segurança do sistema Java. Os métodos da Java API antes de executarem 
alguma acção potencialmente perigosa (por exemplo, escrever para um disco rígido), 
verificam as permissões do security manager. O security manager é um objecto especial 
Java que uma aplicação pode instanciar e define as políticas de segurança da aplicação, 
podendo inibir uma aplicação de aceder a um disco rígido. 
Desta forma a Java API providencia uma segurança efectiva. 
2.6. Java e sistemas de recursos limitados 
As particularidades apresentadas são apelativas para quem desenvolve aplicações para 
sistemas de recursos limitados, como os sistemas embedded. Por exemplo o garbage 
collector previne a ocorrência de perda de memória a qual pode ser desastrosa nos 
sistemas de poucos recursos normalmente dedicados a tarefas específicas. Há quem 
afirme mesmo que estas particularidades são mais importantes nestes dispositivos, pois 
adicionam uma robustez ao programa que apenas seria possível com muito cuidado e 
disciplina noutras linguagens como Assembly, C ou C++. 
No entanto, existe uma grande relutância na adopção da linguagem Java devido a 
algumas ideias pré-estabelecidas [Gig00]. Uma destas ideias é que, da escrita de 







programas em Java resultam aplicações que ocupam muita memória. A plataforma Java, 
que neste momento é designada de Java 2 Standart Edition (J2SE), tem aumentado de 
tamanho desde a sua primeira versão. Para reduzir o espaço necessário para a 
instalação, os componentes necessários para a execução de programas foram separados 
e intitulados de Java Runtime Environment (JRE) que contém o interpretador, as classes 
de run-time e os ficheiros de suporte associados. No entanto o JRE só por si já ocupa 
26Mb numa plataforma Windows, crescendo mais e mais com a adição de novas classes 
Java. Desta forma todo o sistema é demasiado grande para ser adoptado por algumas 
plataformas, por exemplo por um Palm Computer que tem entre 8 a 32Mb de memória. A 
adicionar ao espaço necessário para correr uma aplicação, estas também se tornam 
maiores devido a certas particularidades da linguagem, como o tratamento de excepções 
e a sua orientação para objectos. 
Outro destes argumentos contra a linguagem é que os programas resultantes são lentos, 
porque esta é uma linguagem interpretada logo é executada mais lentamente do que o 
código gerado a partir de C. Os dispositivos pequenos normalmente usam processadores 
mais lentos, pois estes consomem menos corrente e são mais baratos. O desempenho 
das aplicações Java em sistemas servidores e computadores de secretária é aceitável 
não só devido aos processadores usados por estas plataformas mas também devido à 
tecnologia usada na conversão de bytecodes para código nativo. Esta tecnologia pode 
não ser realizável em dispositivos pequenos. 
A portabilidade de uma aplicação pode também ser discutível pois para a programação 
de sistemas de fracos recursos, a possibilidade de executar um programa em qualquer 
plataforma (Write Once Run Anywhere) pode não significar uma vantagem. Isto porque 
normalmente nestes sistemas um programa é escrito para uma aplicação muito 
específica em ambientes muito controlados. 
Com a evolução dos sistemas computacionais, os dispositivos pequenos incorporam 
sucessivamente mais memória e apresentam processadores mais rápidos, tornando 
viável a linguagem Java nestas plataformas. 
A questão permanece: “será que a linguagem Java pode ser usada neste tipo de 
dispositivos?”. Com a introdução em 1999 da Java 2 Micro Edition, uma versão capaz de 
ser executada em sistemas com baixa capacidade de processamento e pouca memória 
disponível, abriu-se uma nova porta para esta relação. 
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2.7. Edições Java 
Ao reconhecer que o ambiente Java poderia ser alargado a vários tipos de dispositivos, a 
Sun agrupou a sua tecnologia Java em três edições, cada uma optimizada para um grupo 
do vasto mundo de tecnologias computacionais encontradas nos nossos dias. O agrupar 
das tecnologias permite uma melhor definição das necessidades de cada conjunto de 
sistema levando assim a um melhor desempenho das aplicações. Actualmente, as três 
edições existentes são [Gig00]: 
• Java 2 Enterprise Edition (J2EE) – Para o mundo empresarial, para servirem os 
seus clientes, empregados e fornecedores com uma sólida, escalonável e 
completa solução de Internet. Esta edição está especialmente dedicada aos 
grandes servidores com grandes capacidades de processamento, de disco rígido 
e memória com alguns gigabytes. 
• Java 2 Standart Edition (J2SE) – Para os computadores de secretária e 
aplicações mais comuns. Nestes sistemas encontram-se médias capacidades de 
processamento, de disco rígido e memória de algumas centenas de Mega Bytes. 
• Java 2 Micro Edition (J2ME) – Para as necessidades dos dispositivos electrónicos 
de «consumo» e sistemas embedded que têm necessidades muito particulares ao 
nível da capacidade de processamento, disco rígido e memória disponível. Neste 
tipo de dispositivos as funcionalidades e interfaces com o mundo exterior são 
muito diversas o que apela a uma grande flexibilidade desta edição. 
Cada edição Java define um conjunto de tecnologias e ferramentas que podem ser 
utilizadas com um produto em particular. Define as máquinas virtuais Java que servem 
para um grupo de dispositivos computacionais alvos da mesma edição, as bibliotecas, as 
APIs normalizadas para o conjunto de dispositivos e as ferramentas necessárias para a 
configuração dos dispositivos. 
2.8. Java 2 Micro Edition 
Na página web da Sun [Sun01a] pode ler-se: 







“Java 2 platform, Micro Edition is a highly optimized Java runtime environment targeting a 
wide range of consumer products, including pagers, cellular phones, screen phones, 
digital set-top boxes and car navigation systems” 
Nesta descrição deve salientar-se que a Java 2 Micro Edition [Sun01f] não define um 
novo “tipo” de Java, mas adapta o sistema Java para produtos electrónicos de consumo 
que incorporam ou são baseados nalgum tipo de dispositivo computacional. Todo e 
qualquer programa Java escrito para a Micro Edition também pode ser executado na 
Standard Edition ou mesmo na Enterprise Edition, assumindo que as APIs usadas estão 
disponíveis para estas plataformas. 
2.9. Dispositivos alvo da J2ME 
A J2ME tem como alvo o mercado dos dispositivos electrónicos de consumo corrente, 
que cobre um largo espectro de equipamentos como pagers, telefones celulares ou 
mesmo electrodomésticos. Tal como as restantes edições, a J2ME também apresenta as 
características que tornaram a linguagem tão difundida. Além da portabilidade do código 
dentro da mesma edição, também é possível executar uma aplicação escrita para a 
J2ME num sistema onde exista disponível a J2SE ou mesmo a J2EE. 
A J2ME é destinada a duas largas categorias de produtos, existindo duas configurações 
que representam cada grupo de sistemas: 
• Shared, fixed, connect information devices. Na Figura 2.6 esta categoria é 
representada pela grupo CDC (Connected Device Configuration) e usa a 
configuração com o mesmo nome. Exemplos típicos de dispositivos desta 
categoria são receptores satélite e sistemas de navegação / entretenimento para 
automóveis. Este tipo de sistemas tem uma larga capacidade de interacção com o 
utilizador, uma memória de 2 a 16 megabytes e uma ligação persistente à Internet 
tipicamente usando TCP/IP. 
• Personal, mobile, connect devices. Na Figura 2.6 está representada pelo grupo 
CLDC (Connect Limited Device Configuration) e usa a configuração com o mesmo 
nome. Telefones celulares, pagers e organizers pessoais são exemplos de 
equipamentos desta categoria. Estes dispositivos têm interfaces com o utilizador 
muito simples, capacidade de memória reduzida, a começar em 128 kilobytes, e 
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uma ligação à rede com baixa largura de banda e intermitente. Tipicamente não 
usam o TCP/IP. 
A linha entre estas duas categorias de produtos é confusa e cada dia que passa se torna 
mais. Como resultado da sempre crescente convergência tecnológica no mercado dos 
computadores, telecomunicações e electrónica de consumo, a distinção entre 
computadores de uso geral, dispositivos de comunicação pessoais e electrónica de 
consumo cada vez é menor. Por outro lado, os dispositivos tendem a usar cada vez mais 
ligações à rede sem fios e com mobilidade total, em vez de ligações fixas. Na prática a 
linha entre estas duas categorias é definida pela capacidade de memória, largura de 
banda, consumo de bateria, e tamanho físico do ecrã e não pela funcionalidade 
específica do dispositivo ou tipo de ligação que usa. 
Estas duas categorias de dispositivos deram origem às configurações actualmente 
existentes para a J2ME. 
 
Figura 2.6 – Edições Java e seus alvos 







2.10. Configurações e perfis 
Servir um mercado de dispositivos com tão grande variedade de capacidade de 
processamento, memória e interacção com o mundo exterior apela a uma grande 
flexibilidade na qual o sistema de desenvolvimento de aplicações deve assentar. Esta 
flexibilidade é requerida porque existe um vasto leque de tipos de dispositivos e 
configurações de hardware que sustentam um enorme número de diferentes aplicações e 
funcionalidades. Esta flexibilidade também é importante porque neste mercado são 
necessários melhoramentos constantes nas tecnologias usadas devido à grande 
evolução dos sistemas computacionais actuais. Existe também uma forte pressão por 
parte dos utilizadores para melhorias constantes nessas tecnologias para poderem 
usufruir de mais e melhores serviços. 
Admitir que uma tecnologia serve para todos os dispositivos da mesma família, tal como 
é feito na J2SE, não funciona nos dispositivos de recursos limitados devido ao exposto 
atrás. Desta forma a J2ME usa configurações e perfis para parametrizar o Java Runtime 
Environment, aumentando assim o número de dispositivos para os quais se possa 








Figura 2.7 – Arquitectura da J2ME 
Uma configuração define o básico Java Runtime Environment, que inclui uma máquina 
virtual e um conjunto de classes e funcionalidades essenciais para uma família de 
dispositivos que tenham capacidades similares e que todos devem suportar. Uma 
máquina virtual é executável num particular sistema operativo e suporta uma ou mais 
configurações da J2ME. Presentemente existem duas configurações definidas: a 
Connected Limited Device Configuration (CLDC) e a Connected Device Configuration 
(CDC). A CDC usa a máquina virtual clássica, enquanto que a CLDC usa a Kilo Virtual 
Machine (KVM), como é apresentado na Figura 2.6. 
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Um perfil adiciona classes específicas a uma particular configuração da J2ME. Os perfis 
são mais orientados para o desenvolvimento de determinadas aplicações ou para 
capturar funcionalidades muito características, providenciando classes para a escrita de 
aplicações particulares. Por outro lado, as configurações são mais orientadas para as 
características específicas de um determinado dispositivo. 
Os perfis são uma especialidade importante da J2ME, definindo funcionalidades 
essenciais, mas também limitando a portabilidade das aplicações para outras edições 
Java ou para outros perfis. 
Actualmente existem perfis definidos pela Sun para a configuração CLDC, o Mobile 
Informatin Device Profile (MIDP) destinado a sistemas tipo telemóvel e o Personal Digital 
Assistant Profile (PDA profile) destinado a sistemas tipo computador de bolso. Encontra- 
-se em desenvolvimento o perfil Bluetooth específico para os sistemas que disponham 
deste interface de comunicação. 
Para a configuração CDC existe definido o Personal Profile que resultou do 
PersonalJava, tratado mais em detalhe adiante, neste documento. 

























Figura 2.8 – As duas configurações da J2ME 







2.11. Configuração CLDC 
Diminuir o espaço ocupado por uma particular aplicação normalmente leva a uma 
melhoria de desempenho e a alargar os alvos dessa mesma aplicação. Por outro lado, 
esta diminuição do espaço ocupado é quase sempre feita retirando funcionalidades à 
aplicação. Com a CLDC, algo semelhante acontece, pois para ser aplicada a dispositivos 
de fracos recursos, algumas funcionalidades próprias da linguagem Java foram retiradas 
ou deixadas como opcionais. Assim a CLDC apresenta as seguintes particularidades: 
• Suporte completo para a linguagem Java com algumas excepções. Estas 
excepções ocorrem no suporte a tipos de dados vírgula flutuante, finalização dos 
objectos e tratamento de erros. 
• Suporte completo para a máquina virtual, com algumas excepções. Estas 
excepções são discutidas mais à frente neste capítulo. 
• O modelo de segurança é diferente do da edição J2SE. Este modelo de 
segurança será discutido neste capítulo, mais adiante. 
• As classes que não são específicas da CLDC são um subconjunto das classes do 
J2SE. Todas as classes que tenham o mesmo nome que uma classe da J2SE 
devem ser iguais ou um subconjunto desta. Alguma classe que seja derivada de 
uma da J2ME pode ter menos métodos ou variáveis que a classe base, mas 
nunca pode acrescentar nenhum método ou variável. 
• Suporte limitado para a internacionalização. Os problemas da localização não são 
tratados pela CLDC, dado que as classes que dão suporte a esta funcionalidade 
são demasiado grandes. 
• Classes que são especificas da CLDC encontram-se no package 
javax.microedition. Para providenciar compatibilidade com a J2SE e a 
J2EE, todas as classes que não são idênticas ou subconjuntos das encontradas 
nestas edições Java, estão localizadas neste package ou subpackage deste. 
Assim consegue-se uma melhor separação das classes correspondentes à CLDC 
em relação às restantes (ver Figura 2.9). 
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Figura 2.9 – Relação entre as classes existentes 
2.11.1. Suporte à máquina virtual 
A máquina virtual da CLDC e consequentemente a linguagem suportada apresentam 
algumas restrições. Estas limitações são: 
• Não existe suporte para vírgula flutuante. Por outras palavras, as classes 
executadas com a CLDC não podem instanciar as classes Float e Double, nem 
usar os tipos de dados associados. Recorrer a constante com vírgula flutuante ou 
realizar qualquer operação com estes tipos de dados também não é licito. Quer 
isto dizer que as classes Float e Double foram retiradas do ambiente assim 
como qualquer método de outras classes que lidavam com estas. Esta limitação 
pode não ser desejável em todos os ambientes de operação, onde este tipo de 
dados é absolutamente fundamental, mas é uma propriedade que não é muito 
usada excepto em casos muitos particulares. 
• Não existe suporte para o Java Native Interface (JNI). O JNI é considerado muito 
consumidor de recurso para ser implementado em sistemas com tão poucas 
capacidades, sendo o suporte a métodos nativos feito de forma alternativa, 
discutida mais adiante neste documento. 
• Não existem class loaders definidos pelo utilizador. Por razões de segurança uma 
aplicação não pode interferir no modo como uma classe é carregado. O único 
class loader admitido é o proveniente com a máquina virtual. 
• Não existe reflexão. Quer isto dizer que a CLDC não dispõe do package 
java.lang.reflect e os métodos associados na classes java.lang.Class. 
Por existir esta restrição na máquina virtual, outras funcionalidades que 
dependem desta também não são disponibilizadas, por exemplo a serialização. 







• Não existe thread groups nem daemon threads. A máquina virtual deve suportar 
tarefas, mas estes dois tipos de tarefas não são suportados, porque incrementam 
a complexidade de todo o sistema. 
• Não existe finalização de objectos. A finalização torna o garbage collector mais 
consumidor de recurso e logo não é suportado pela CLDC. O método finalize, 
simplesmente foi retirado da classe java.lang.Object e desta forma existindo 
um método com este nome numa qualquer classe é um método igual aos outros 
que só é chamado explicitamente. 
• Não existem weak references. Estas formas de referenciar objectos tornam, tal 
como a finalização, o garbage collector mais consumidor de recursos, além de 
necessitarem de classes extras para a sua implementação. Como tal, estes tipos 
de referências foram retirados da CLDC. 
• O manuseamento de erros tem de ser feito de forma dependente do sistema. No 
sistema Java existem dois tipos de erros que estão associados a duas classes: os 
erros recuperáveis (por exemplo erros de entrada saída) e os erros não 
recuperáveis (erros da máquina virtual). Os primeiros têm associada a classe 
java.lang.Exception ou uma qualquer subclasse. Os segundos têm 
associada a classe java.lang.Error ou uma subclasse. A CLDC apenas 
disponibiliza três classes de erro: java.lang.Error, 
java.lang.OutOfMemory e java.lang.VirtualMachineError. Qualquer 
outro tipo de erro é tratado de uma forma dependente do dispositivo e leva 
normalmente a terminar a aplicação ou a reiniciar o sistema. 
• Verificação das classes alternativa. A verificação das classes é um processo 
moroso e consumidor de recursos. Por outro lado também não é necessário que a 
verificação seja completamente feita no sistema que executa a classe. Assim na 
CLDC adoptou-se a estratégia de verificar as classes fora do sistema, 
normalmente num computador de secretária, no qual se desenvolveu a classe, 
chamada de pré-verificação. De seguida a tarefa da máquina virtual fica muito 
mais facilitada consumindo menos memória e melhorando o desempenho total do 
sistema. No entanto uma classe pré-verificada continua a poder ser executada 
numa máquina virtual comum. 
Esta diferenças espelham as diferenças existentes entre a KVM e uma máquina virtual 
Java comum, porque a KVM é a máquina virtual de referência da CLDC. 
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2.11.2. Segurança na CLDC 
A instalação dinâmica da aplicação abre o sistema para possíveis ataques de aplicações 
maliciosas. A edição J2SE define um complicado modelo de segurança que garante a 
integridade do sistema onde a aplicação está a executar. Este modelo é muito complexo 
e ocupa muito espaço para dispositivos de recursos limitados, assim a CLDC adopta um 
modelo de segurança idêntico ao que os web browsers usam para executar applets de 
fontes não seguras. Mais especificamente a CLDC define o seguinte para aumentar a 
segurança: 
• Todas as classes têm de ser pré-verificadas fora do dispositivo e passar no teste 
de verificação no dispositivo antes de serem executadas. Esta pré-verificação 
garante que as classes que serão executadas provêm de fontes confiáveis. 
• Apenas o dispositivo pode instalar e executar aplicações, usualmente em resposta 
a um pedido do utilizador. 
• As aplicações não podem modificar nenhuma classe especifica da configuração, 
do perfil ou do sistema (por exemplo as existentes no package java ou 
javax.microedition) 
• Nenhum método nativo pode ser adicionado ou alterado por quem desenvolve as 
aplicações. 
Os métodos nativos que uma determinada aplicação pode usar são apenas os fornecidos 
para uma implementação em particular. Quem desenvolve a máquina virtual pode 
adicionar novos métodos nativos ou alterar os existentes, mas quem desenvolve 
aplicações em Java apenas consegue aceder aos existentes. Os métodos nativos são 
tratados detalhadamente mais à frente neste documento. 
2.12. KVM 
A plataforma J2SE, actualmente suporta duas máquinas virtuais, a chamada máquina 
virtual clássica e a nova HotSpot. Usando a máquina virtual HotSpot, sem alterar mais 
nada, o desempenho das aplicações é aumentado substancialmente. Se é possível 
aumentar a velocidade das aplicações com a J2SE, então também é possível executar 
uma máquina virtual em sistemas com processadores mais lentos. É neste contexto que 
a Kilo Virtual Machine (KVM) surge. 







Presentemente a KVM está disponível com a edição J2ME e a CLDC, mas deve 
perceber-se que a J2ME é mais do que apenas a KVM, apesar desta dar um grande 
contributo para o desenvolvimento desta edição. 
A KVM é uma implementação nova da máquina virtual optimizada para o uso em 
dispositivos de recursos limitados que aceita o mesmo conjunto de bytecodes e o mesmo 
formato para o ficheiro “.class” que a máquina virtual clássica aceita. A letra “K” na 
sigla KVM advém de “Kilo”, sendo assim chamada porque os seus gastos de memória 
podem ser medidos em kilobytes, enquanto que nos sistemas de secretária o múltiplo 
mais utilizado é o mega. 
O maior objectivo de desenho da KVM foi criar uma máquina virtual o mais completa e 
pequena possível que mantivesse os aspectos centrais da linguagem de programação 
Java. Mais especificamente a KVM foi desenhada para ser pequena, usando apenas 
algumas centenas de kilobytes, muito portável, para que se pudesse alterá-la para outras 
plataformas que não as originais, tendo para isso que ser muito modular e parametrizável 
sem sacrificar os restantes objectivos de desenho [Sun99a]. 
A KVM é aplicável a microprocessadores RISC (Reduced Instruction Set Computer) ou 
CISC (Complex Instruction Set Computer) de 16 ou 32 bits com uma capacidade de 
memória de algumas centenas de kilobytes. O mínimo total de memória requerida por 
uma implementação da KVM é de cerca de 128Kb, incluindo a máquina virtual, as 
bibliotecas mínimas especificadas pela CLDC e algum espaço para executar a aplicação. 
Uma aplicação mais típica requer 256Kb, dos quais metade são reservados para a 
aplicação, 40 a 80Kb são necessários para a KVM, e os restantes são reservados para 
as bibliotecas da configuração e perfil. 
A KVM, sendo a implementação de referência da máquina virtual Java da CDLC, cumpre 
todas as especificações da configuração para a sua máquina virtual. Mas, para que a 
KVM possa ser alterada para outros sistemas e outras configurações, algumas 
funcionalidades são facultativas e não foram retiradas ou deixadas de forma permanente. 
Estas funcionalidades são: 
• Long integers e tipos de dados vírgula flutuante são opcionais – A opção de 
colocar esta funcionalidade facultativa faz sentido na medida em que, para se 
fazerem operações com este tipo de dados nestes dispositivos, é necessário 
simulá-las em software ou ter um co-processador disponível, o que não acontece 
com alguns dispositivos alvo para a KVM. O tipo de aritmética associada é 
também computacionalmente pesado e logo prejudicial para o desempenho. Para 
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se poder utilizar estas funcionalidades basta alterar o código fonte da máquina 
virtual. 
• Arrays multidimensionais são opcionais – Poucas aplicações fazem uso dos 
arrays multidimensionais, assim colocando esta funcionalidade como uma opção 
poupa-se algum espaço em memória e torna-a mais adequada para plataformas 
com muito poucas capacidades. 
• Threads e eventos – Algumas configurações podem necessitar de um modelo de 
execução diferente do existente na J2SE baseado na classe Thread e eventos 
normalizados e assim esta funcionalidade foi deixada como opcional. 
• Start-up – Cada configuração tem que especificar como a KVM irá localizar a 
classe e método inicial para executar e os atributos destes. 
• Limitações de tamanho máximo – Muitas configurações não necessitam de 
suportar toda a gama de tamanho das estruturas de dados internas da máquina 
virtual. Uma configuração pode especificar a máxima gama suportada para os 
seguintes valores: 
o Número de classes num package 
o Número de interfaces implementadas por uma classe 
o Número de campos numa classe 
o Número de métodos de uma classe 
o Número de elementos de um array 
o Número de bytes de código por método 
o Tamanho de uma constante do tipo string 
o A máxima quantidade de stack que um método pode usar 
o Número máximo de variáveis locais que um método pode usar 
Assim a máquina virtual está de acordo com as actuais especificações da máquina virtual 
[LY96], excepto nos aspectos não suportados pela CLDC e nos mencionados atrás. 
As funcionalidades que são opcionais estão definidas em módulos separados no código 
fonte da KVM, para existir uma clara diferenciação dos dois tipos de características. 
A J2ME disponibiliza duas máquinas virtuais distintas que podem ser usadas, mas nada 
impede de se usar uma máquina virtual proprietária, desde que esta cumpra as 
especificações que constam em [LY96]. Por exemplo, os dispositivos da família Research 
In Motion (RIM) da empresa BlackBerry usam uma máquina virtual proprietária [RIM01]. 
No entanto a maioria dos fabricantes usa a KVM, adaptando-a aos seus produtos ao 
invés de desenvolverem a sua própria máquina virtual. 
A KVM foi oficialmente apresentada como a máquina virtual de referência para a primeira 
configuração da J2ME, a CLDC (Connected Limited Device Configuration) e está 







disponível no site da Sun [Sun01e] como parte desta configuração e preparada para ser 
compilada para Palms, Windows, Unix ou Solaris, podendo também ser alterada para 
outras plataformas. 
2.13. Implementações da Sun 
A Sun disponibiliza no seu site [Sun01a], para download gratuito, uma implementação da 
configuração CLDC (Connected Limited Device Configuration) que inclui a KVM em open 
source, escrita em C e logo facilmente compilável em qualquer plataforma para a qual 
exista um compilador disponível. No conjunto que se pode obter do site da Sun 
encontram-se também as bibliotecas e ferramentas necessárias ao desenvolvimento de 
aplicações Java para dispositivos de recursos limitados. Um exemplo destas ferramentas 
é um utilitário de pré-verificação (preverifier) dos ficheiros “.class” também 
disponível em open source. 
O conjunto, que está na página da Internet da Sun para download, pode ser compilado e 
testado em três plataformas: 
• No ambiente Solaris 
• Em Windows 
• Em Unix 
• Em Palm Computers 
Estas quatro implementações podem ser uma base de partida para alterar o sistema para 
outras plataformas, além de serem úteis para se fazer o desenvolvimento de outras 
capacidades da KVM. Para teste e demonstração dos programas escritos para sistemas 
de recursos limitados as três primeiras plataformas podem ser importantes devido às 
capacidades de que dispõem para ensaio prévio das aplicações. 
2.14. Requisitos do compilador 
A KVM que se encontra na CLDC foi desenhada para ser compilada em qualquer 
compilador C, que suporte ficheiros C ANSI. A única funcionalidade não ANSI existente 
no código fonte é o uso de aritmética inteira de 64 bits, existindo no entanto uma flag no 
código fonte para o caso do compilador não suportar este tipo de aritmética. Nesta 
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modalidade as funções de suporte a este tipo de aritmética têm que ser escritas por 
quem está a desenvolver a máquina virtual. 
A implementação de referência apenas foi testada em máquinas com ponteiros de 32 bits 
não requerendo ponteiros “far” [Sun00]. Não é sabido se a KVM corre em plataformas 
com apontadores de outra dimensão [Sun00]. No decorrer deste trabalho tentou-se 
compilar a KVM com compiladores ANSI C com ponteiros de 16 bits nomeadamente 
usando o Borland C++ 4.5 e o Borland Turbo C 2.01 mas sem êxito, confirmando o que 
está escrito no guia de portabilidade [Sun00]. 
2.15. Antecessor da KVM 
A KVM e posteriormente a J2ME foram originadas nos Sun Laboratories sendo o seu 
progenitor o projecto spotless. O principal objectivo deste projecto era escrever um Java 
Runtime Environment (o Spotless System) completamente funcional para Palm 
Computers. Detalhes completos sobre este projecto podem ser obtidos em [Sun99b]. 
O grande intuito do Spotless System era criar um sistema de execução Java pequeno e 
completo capaz de ser executado em dispositivos de poucos recursos, sendo dado realce 
ao tamanho e à portabilidade do sistema de execução e não ao desempenho. 
Contudo, este sistema não foi a primeira tentativa formal da Sun em executar programas 
escritos em Java em sistemas de recursos limitados. Já anteriormente o tinham ensaiado 
com o que é hoje conhecido como JavaCard [Sun01d], EmbeddedJava [Sun01c] e 
PersonalJava [Sun01b]. Estas tentativas, pelas suas características, foram consideradas 
não adequadas para o tipo de sistema em causa. Desta forma, o grupo desenvolveu um 
novo ambiente de execução. 
Durante o desenvolvimento a equipa descobriu que o grande contributo para o tamanho 
ocupado pelo ambiente Java era dado pelas classes de runtime. Assim a solução 
passaria por diminuir o espaço ocupado por este, alterando o sistema existente, o Java 
1.1. Esta opção foi abandonada, sendo escolhido fazer um novo sistema porque, no Java 
1.1, existiam muitas classes e com muitas relações entre elas, o que tornava a tarefa de 
diminui-las ou de alterá-las bastante complicada e morosa. A opção escolhida foi criar 
estas classes desde o início e desenvolvê-las à medida dos dispositivos para os quais 
eram destinadas. 
O novo sistema tem menos classes que o Java 1.1 porque algumas foram eliminadas, 
outras agrupadas para que o resultado final ocupasse menos espaço resultando assim 
num completo Java Runtime Environment que pode ser executado em Palm Computers 







ou em sistemas com capacidades semelhantes, conhecido hoje como a KVM e todo o 
sistema envolvente. 
2.16. Tecnologias relacionadas 
Antes da Sun desenvolver uma edição Java capaz de executar em dispositivos de 
recursos limitados, uma companhia chamada WabaSoft [Wab01] propôs uma solução 
para este problema. Esta empresa criou um sistema de desenvolvimento chamado Waba 
que permite executar aplicações escritas em Java em Palms e Windows CE [Gig00]. Este 
sistema de desenvolvimento está disponível em open source no site da WabaSoft 
[Wab01]. A máquina virtual contida neste sistema aceita apenas um subconjunto dos 
bytecodes existentes e também não é capaz de ler os ficheiros “.class” como estão 
definidos actualmente [LY96]. Particularmente, este sistema não é capaz de lidar com 
ficheiros que contenham referências a threads, inteiros longos, doubles ou tratamento de 
excepções. Outra limitação é que apenas se podem usar classes disponibilizadas com a 
máquina virtual ou que sejam escritas por quem desenvolveu uma particular aplicação 
compatível com o sistema. Pode considerar-se então que o Waba usa um subconjunto 
das funcionalidades disponíveis no sistema Java. 
Este sistema impõe que todas as classes da biblioteca de runtime sejam derivadas da 
classe waba.lang.object e não da classes java.lang.object. Nenhuma classe do 
package waba deriva ou implementa alguma classe ou interface do package java. Assim 
sendo, um programa escrito para o Waba, apenas pode correr neste sistema, havendo 
necessidade de classes para interligar a aplicação desenvolvida com a J2SE, ou outra 
qualquer edição da Sun (ver Figura 2.10). Estas classes chamam-se classes de bridge. 
Só assim é possível testar as aplicações escritas para o Waba num computador de 
secretária como a J2SE. Aqui a J2ME ganha vantagem já que as aplicações não são 
especificas para esta edição, mas em compensação o sistema Waba ocupa menos 
espaço que a sua rival J2ME. 
Existem ainda sistemas que executam um programa compilado em Java directamente no 
hardware, como se de código nativo para a plataforma se tratasse. Assim consegue-se 
um maior desempenho em prejuízo da economia e da portabilidade da máquina virtual. 
Exemplos de sistemas deste tipo podem ser encontrados em [FPK+01, Ims01, 
Ims01Ims01Har01]. 
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Figura 2.10 – a) Aplicações Waba sem Java    b) Aplicações Waba com Java 
Na universidade de Karlsrhue, Alemanha, está a ser desenvolvido um projecto de uma 
máquina virtual Java implementada em hardware, chamada Komodo [FPK+01], que 
apresenta diversas vantagens relativamente à J2ME, entre elas a possibilidade de uso de 
tempo real, garbage collector implementado em hardware e uso de tarefas para 
atendimento a interrupções. 
A Sun disponibiliza, além da J2ME, três sistemas para executar aplicações Java em 
dispositivos de recursos limitados: o JavaCard, o EmbeddedJava e o PersonalJava. 
Destas três tecnologias, a que se relaciona mais com a J2ME é o PersonalJava. Este 
define um subconjunto da parte central da Java API que pode ser combinado com a 
máquina virtual comum no sentido de produzir um ambiente Java de tamanho reduzido, 
capaz de ser executado em dispositivos de recursos limitados. O PersonalJava também 
define um conjunto novo de classes, das quais as mais importantes são as que dão 
suporte aos sistemas do tipo touch pad. Para mais informações acerca do PersonalJava, 
deve consultar-se [Sun01b]. 
A grande diferença entre o PersonalJava e a J2ME é que esta última suporta um maior 
número de dispositivos devido a permitir alterações específicas na máquina virtual e a 
suportar configurações e perfis. Assim, o PersonalJava é um subconjunto da J2ME e 
presentemente é um perfil da J2ME (Personal Profile). 
O EmbeddedJava é um sistema muito mais flexível e parametrizável que o PersonalJava, 
ou mesmo que a J2ME, porque todas as classes, métodos ou campos podem ou não ser 
adicionados ao sistema. Por outro lado, o EmbeddedJava é um sistema fechado que não 
permite a programação por parte de qualquer pessoa. Esta tem que ser feita 
obrigatoriamente por quem desenvolveu o sistema embedded. Ou seja, o EmbeddedJava 
é uma caixa preta, desconhecida e inacessível para quem não desenvolveu o sistema. 
Neste sistema todo o código escrito em Java é convertido para C e de seguida é 
compilado com um compilador C para o código nativo do dispositivo alvo. Isto vai contra 







uma das grandes características da linguagem Java, a portabilidade e independência de 
plataforma, mas consegue aproveitar-se outras características da linguagem como a sua 
orientação a objectos. Para saber mais acerca deste sistema, deve consultar-se 
[Sun01c]. 
A outra tecnologia próxima da J2ME é o JavaCard. Esta arquitectura é especialmente 
desenhada para o desenvolvimento de aplicações para dispositivos semelhantes aos 
cartões telefónicos que actualmente conhecemos. Estes, possuem um CPU de 8 bits e 
poucos bytes de memória RAM, tudo incluído num pequeno chip. Estes dispositivos são 
mais limitados que os dispositivos alvo da J2ME. Para lidar com estas limitação muitas 
alterações tiveram que ser feitas ao sistema Java, levando a que este tenha uma nova 
máquina virtual que colide com as especificações actuais [LY96]. Desta forma, é claro 
que o JavaCard tem diferentes objectivos da J2ME. Para mais informação acerca do 
JavaCard, deve-se consultar [Sun01d]. 
Existem ainda sistemas que são uma combinação duma máquina virtual com um 
interpretador de código Java para C. Um exemplo dum sistema deste tipo é o Jamaica 
[Sie99, Sie00, SW01]. Este sistema dá suporte a aplicações de tempo real, ao contrário 
da J2ME e dos restantes sistemas da Sun, não perdendo as propriedades centrais da 
linguagem. Por outro lado, como utiliza a aplicação escrita em Java como uma aplicação 
stand alone, depois de compilada e ligada com alguns ficheiros exclusivos do sistema, 
retira um pouco da flexibilidade do sistema Java. Neste ponto, a J2ME é sem dúvida o 
mais parecido com os sistemas de desenvolvimento Java conhecidos para os 
computadores de secretária. 
Outro dos sistemas muito divulgados e concorrente da J2ME é o PERC [NM01] da 
NewMonics. Este sistema tem diversas vantagem em relação à J2ME, entre elas 
destacam-se: Java tempo real, possibilidade de uso de técnicas de aumento do 
desempenho como o Just in Time Compiler (JIT) e código nativo mais eficiente. Mesmo 
recorrendo a estas técnicas o sistema apresenta pior desempenho que a J2ME e o 
código nativo é potencialmente mais perigoso do que o usado na J2ME. 
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3. KVM EM DIVERSOS SISTEMAS OPERATIVOS 
3.1. Introdução 
A máquina virtual presente na CLDC, a KVM, está preparada para ser executada em 
Palms Computers, Windows, Unix e Solaris. No entanto o teste noutros sistemas 
operativos é importante para se poder avaliar a aplicabilidade desta em diversas 
plataformas. 
Neste capítulo apresentam-se os passos necessários para a compilação da KVM em 
diversos sistemas operativos. Um desses sistemas operativos é o DOS, que traz algumas 
limitações a qualquer aplicação, como por exemplo a não existência de um suporte 
efectivo para rede. Outra das grandes limitações do DOS para suportar uma máquina 
virtual Java é o tamanho dos nomes dos ficheiros, já que só podem conter oito 
caracteres, mais três de extensão. Desta forma alterou-se a máquina virtual de maneira a 
que esta pudesse lidar com esta limitação do sistema de ficheiros. 
Por outro lado a maioria dos compiladores existentes para DOS não suportam aritmética 
inteira de 64 bits necessária ao bom funcionamento da máquina virtual Java. As funções 
necessárias para que a KVM pudesse lidar com esta aritmética foram também 
desenvolvidas. 
Originalmente, a configuração na qual a KVM se insere não disponibiliza funcionalidades 
para aritmética de vírgula flutuante. Foram também feitas algumas alteração à máquina 
virtual e restante sistema de desenvolvimento para que se pudessem usar aplicações 
recorrendo a esta aritmética. 







3.2. Aplicação em diferentes sistemas operativos 
A máquina virtual presente na configuração CLDC obtida a partir do site da Sun, a KVM, 
é muito portável sendo esta portabilidade obtida porque o seu código fonte dispõe de 
diversas flags para se poder parametrizar algumas funcionalidades cuja implementação 
em determinados dispositivos pode ser discutível ou mesmo impossível. Um exemplo 
disto é a existência de uma flag para se especificar se se pretende ou não incluir suporte 
para rede pois existem alguns sistemas que nem dispõem de conectividade à rede. 
A KVM existente no conjunto de download está preparada para ser compilada para as 
plataformas Windows, Solaris, Unix e Palm Computers. Segundo o guia de portabilidade 
[Sun00] é possível alterar a KVM para qualquer sistema para o qual exista um compilador 
capaz de gerar código com ponteiros de 32 bits. No decorrer deste trabalho, compilou-se 
e experimentou-se a KVM em três sistemas operativos diferentes, o Windows, o Linux e o 
Ms-DOS. 
Para a compilação no sistema operativo Windows utilizou-se o Visual C++ 6.0. Aqui a 
compilação e teste não ofereceu grandes problemas, havendo apenas necessidade de 
configurar as flags de pré-processamento que permitem flexibilizar o sistema. Assim as 
configurações alteradas foram as seguintes: 
• COMPILER_SUPPORT_LONGS=1; Este parâmetro indica ao sistema que o 
compilador usado tem suporte para aritmética de 64 bits, como é o caso do 
Visual C++. 
• GENERICNETWORK=1; Com este parâmetro é indicado à KVM que a 
implementação desejada usa a ligação à rede utilizando os mecanismos incluídos 
na KVM. 
• GENERICSTORAGE=1; Esta flag serve para indicar ao compilador que a KVM 
deve fazer uso dos mecanismos de acesso ao disco rígido incluídos na 
implementação original. 
• INCLUDE_ALL_CLASSES=0; Indica ao compilador que não deve usar as classes 
que não são específicas da CLDC, como é o caso do suporte gráfico. 
• IMPLEMENTS_FLOAT=0; Indica que esta implementação particular da KVM não 
suporta aritmética de vírgula flutuante. 
• LITTLE_ENDIAN=1; O processador Intel para o qual se pretende a KVM é uma 
plataforma do tipo little endian, ou seja em tipos de dados com mais que um byte 
os bytes menos significativos têm endereços na memória mais pequenos. 
• BIG_ENDIAN=0; Em contraste com a anterior flag. 
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• USES_CLASSPATH=1; Com esta opção activada a KVM resultante fará uso da 
variável de ambiente CLASSPATH. 
• ROMIZING=0; Desta forma a KVM não carrega as classes de sistema assim que 
a KVM é executada, mas vai carregando estas classes à medida das suas 
necessidades, poupando-se assim espaço em memória para a execução da 
máquina virtual. 
• ASYNCHRONOUS_NATIVE_FUNCTIONS=1; Desta forma a KVM pode fazer uso 
do sistema multitarefa do Windows para que algumas das funções nativas sejam 
executadas ao mesmo tempo que a restante KVM. 
• MAXIMUMHEAPSIZE=256000; este valor é o máximo de memória, em bytes, que 
a KVM é capaz de reservar. 
• USE_JAM=1; O Java Application Manager (JAM) é uma funcionalidade da KVM 
que permite fazer o download e executar a aplicação através de diversas formas, 
por exemplo, através da rede usando o suporte para rede providenciado pela 
KVM. Com o uso do JAM poupa-se espaço em disco, mas prejudica-se o 
desempenho da aplicação. 
São ainda disponibilizadas mais algumas flags de pré-processamento que instruem o 
compilador para incluir código de debugging na KVM. Este código é util, mas aumenta o 
espaço ocupado pela máquina virtual. Numa primeira fase, algumas destas flags foram 
usadas, mas depois foram todas desactivadas. As flags usadas foram as seguintes: 
• INCLUDEDEBUGCODE, Inclui o código de debug. 
• TRACECLASSLOADING, Serve para se acompanhar o carregamento das diversas 
classes durante a execução da KVM. 
• TRACEMETHODCALLS, serve para se acompanhar a chamada dos métodos 
durante a execução da KVM. 
• TRACEVERIFIER, serve para se acompanhar a verificação no dispositivo das 
classes durante a execução da KVM. 
Para que a KVM tenha suporte para a rede é necessário incluir a biblioteca de rede 
winsock32.lib existente nas bibliotecas do Visual C++. 
Por outro lado, se pretendermos usar a KVM no sistema operativo Linux é possível 
encontrar na Internet um patch, o qual fornece as alterações necessárias para se 
compilar a KVM nesta plataforma. Este patch pode ser encontrado em [MJN01]. No 
decorrer deste trabalho a KVM foi testada num ambiente Linux, usando o WinLinux 2000 
[SOF01], e apesar dos problemas em aplicar o patch, o sistema funcionou correctamente. 
Foram testadas algumas aplicações, nomeadamente aplicações simples do tipo Hello 







World e aplicações usando a rede. Em nenhuma delas se notou alguma deficiência da 
máquina virtual. 
Muitos dos sistemas embedded usados actualmente têm como sistema operativo o Ms-
DOS, ou um sistema compatível. No entanto, este sistema operativo apresenta diversas 
limitações para se executar uma máquina virtual Java. 
3.3. Alterações à KVM para compilar em Dr-DOS 
O ambiente DOS, em relação ao Windows, tem algumas limitações que perturbam a 
compilação numa plataforma DOS da KVM preparado para Windows. Algumas dessas 
limitações são o tamanho dos nomes dos ficheiros em DOS e a não existência de um 
suporte efectivo para acesso à rede. 
Para que a KVM pudesse ser compilada em DOS, foi necessário proceder à configuração 
das diversas flags do código fonte. Assim estas configurações foram as seguintes. 
Apenas são apresentadas as alterações relativamente ao Windows (ver 3.2). 
• COMPILER_SUPPORT_LONGS=0; Como as funções para suporte à aritmética de 
64 bits foi desenvolvida, deve-se definir que o compilador não suporta este tipo 
de aritmética, pois a maior parte dos compiladores C existentes para DOS não 
providenciam este suporte. 
• GENERICNETWORK=0; Com este parâmetro é indicado à KVM que a 
implementação desejada não usa a ligação à rede utilizando os mecanismos 
incluídos na KVM, ao contrário do especificado para Windows. Este parâmetros 
foi alterado para 1 numa segunda fase do trabalho descrita em 3.5.1. 
• IMPLEMENTS_FLOAT=0; Indica que esta implementação particular da KVM não 
suporta aritmética vírgula flutuante. Numa fase mais avançada deste trabalho 
alterou-se a KVM para que este suporte aritmética de vírgula flutuante. 
• ASYNCHRONOUS_NATIVE_FUNCTIONS=0; Desta forma a KVM não faz uso do 
sistema multitarefa do sistema operativo, pois o DOS, ou sistemas compatíveis 
não têm esta funcionalidade. 
• MAXIMUMHEAPSIZE=128000; este valor é o máximo de memória, em bytes, que 
a KVM é capaz de reservar. 
• USE_JAM=0; Esta funcionalidade foi desactivada pois o suporte para rede 
também o foi. O carregamento e execução de aplicações é a grande vantagem 
do JAM. 
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As flags de debug também foram usadas da mesma forma que quando se compilou a 
KVM para Windows, ver a secção 3.2. 
Para se poder compilar a máquina virtual em DOS é necessária a inclusão de algumas 
funções, indicadas pelo guia de portabilidade [Sun00]. Por exemplo, uma delas é a 
função necessária para a obtenção do número de milisegundos passados deste 1 de 
Janeiro de 1970. Esta função é invocada por um método estático da classe System. Esta 
funcionalidade foi utilizada no método de recepção da porta série, para a construção do 
sistema de timeout apresentado na secção 4.3.2 deste documento. 
3.3.1. Tipos de dados long 
Em Java existem tipos de dados inteiros que ocupam 64 bits e assim têm uma maior 
gama de representação relativamente ao tipos de dados com 32 bits. O tipo de dados 
long em Java é um tipo de dados inteiro de 64 bits. Assim, para que as operações sobre 
este tipo de dados sejam efectuadas pela KVM, ou o compilador suporta aritmética inteira 
de 64 bits, ou, em alternativa, colocando a flag COMPILER_SUPPORTS_LONGS a zero, as 
funções para realizar as operações básicas terão de ser desenvolvidas. 
Para dar suporte a este tipo de aritmética foram desenhadas as funções apresentadas na 
Tabela 3.1. 
Tabela 3.1 – Funções necessárias à aritmética de 64 bits 
Função Equivalente Java 
long64 ll_mul(long64 a, long64 b); a*b 
long64 ll_div(long64 a, long64 b); a/b 
long64 ll_rem(long64 a, long64 b); a%b 
long64 ll_shl (long64 a, int b); a<<b 
long64 ll_shr(long64 a, int b); a>>b 
long64 ll_ushr(long64 a, int b); a>>>b 
 
O tipo de dados long64 é uma estrutura que contém dois inteiros de 32 bits. 
Para a multiplicação de dois números usou-se o algoritmo de Booth, presente em [PH94]. 
Este algoritmo baseia-se no algoritmo que os humanos usam para efectuar a 
multiplicação de dois números (Figura 3.1). 
Neste algoritmo, começa-se por se colocar o produto igual ao multiplicador, ficando a 
metade direita do produto a ‘0’ (de referir que o produto tem o dobro dos bits do 
multiplicando ou multiplicador). 







De seguida é testado o bit número 0 do produto que decide a acção fundamental a tomar. 
Se este bit for ‘0’ deve-se apenas fazer um shift do produto um bit para a direita, caso 
este bit seja ‘1’ deve-se somar o multiplicando à metade esquerda do produto e de 
seguida fazer também um shift de um bit para a direita. Este procedimento deve ser 
repetido tantas vezes quantos os bits dos operandos. 
In íc io
T e s te  b it 0  d o
p ro d u to
S h ift  o  p ro d u to  1
b it p a ra  a  d ire ita
6 4 ª  re p e tiç ã o ?
F im
P ro d u to = m u lt ip lic a d o r
b it= 1 b it= 0
S im
N ã o
A d ic io n a r o  m u lt ip lic a n d o  à  m e ta d e
e s q u e rd a  d o  p ro d u to  e  c o lo c a r o
re s u lta d o  n a  m e ta d e  e s q u e rd a  d o
p ro d u to
 
Figura 3.1 – Algoritmo da multiplicação 
Por exemplo, se pretendermos multiplicar 2 por 3, usando este algoritmo, as iterações 
usadas estão apresentadas na Tabela 3.2, o exemplo é para a multiplicação de dois 
números de 2 bits cada e logo o resultado é de 4 bits: 
310*210=112*102 
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Tabela 3.2 – Exemplo de multiplicação de dois números 
 Iteração Acção    Multiplicador   Multiplicando  Produto
0 Valores iniciais 10 11 00 10 
1 
Shift do produto à direita (bit 0 
do produto=1) 
10 11 00 01 
Adiciona à metade esquerda do 
produto o multiplicando 
10 11 11 01 
2 
Shift do produto à direita 10 11 01 10 
 
No fim da aplicação do algoritmo de Booth o valor obtido é 01102 ou 610. 
Outro tipo de algoritmo poderia ter-se usado, decompondo um número de 64 bits em dois 
de 32 bits e em seguida efectuando as operações. Isto consegue-se através da fórmula 
apresentada na Equação 3.1. 
( ) ( )031323263031323263 22 −−−− +××+×=× bbaaba  
Equação 3.1 – Fórmula da multiplicação de dois números de 64 Bits 
Onde 3263−x representa os 32 bits mais significativos da variável ‘x’, enquanto que 031−x  
representa os 32 bits menos significativos da variável ‘x’. Assim sendo, 
( ) ( ) ( ) ( )
( ) ( )
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Equação 3.2 – Multiplicação usando algoritmo alternativo 
Desta forma, e como seria de esperar, a multiplicação de dois números de 64 bits dará 
um número de 128 bits e ocorrerá overflow em certas operações. O resultado sendo de 
64 bits, é composto por 031−h  que representa os 32 bits mais significativos, e 031−f  que 
respresenta os 32 bits menos significativos. Utilizando estas expressões teria que se 
fazer uma função para dividir um número de 64 bits em duas porções de 32 bits. 
Contudo, o primeiro algoritmo foi usado devido a este apresentar um código C muito 
simples e de fácil compreensão e tende a ser mais eficiente devido a ser o algoritmo 







implementado pelos processadores para efectuarem a multiplicação de duas quantidades 
inteiras. 
Para a obtenção da divisão e do resto de dois números inteiros de 64 bits, o algoritmo 
também foi obtido em [PH94] e está apresentado na Figura 3.2. 
Início
Shift do resto 1 bit à
esquerda
Resto=dividendo
Subtrair a os 64 bits menos significativos do
resto ao divisor e colocar  o resultado nos bits
menos significativos do resto
Resto>=0
Fazer um shift à esquerda
de 1 bit ao resto e colocar o
bit mais à direita a 1
Restaurar o valor original, adicionando o
divisor à parte esquerda do resto e
colocar o resultado na parte esquerda.
Fazer 1 shift do resto à esquerda
colocando o bit novo à direita a 0
64a repetição?
Fazer um shift de 1 bit à parte





Figura 3.2 – Algoritmo da divisão 
Neste algoritmo não é contemplado o caso da divisão com sinal, sendo este 
posteriormente aplicado ao resto e quociente. O sinal do resto é igual ao sinal do 
dividendo, enquanto que o sinal do quociente é negado no caso dos sinais do dividendo e 
divisor serem opostos. 
Este algoritmo tem por base o algoritmo utilizado pelos humanos para fazer a divisão de 
dois números inteiros, sendo uma evolução natural deste. A maior diferença é que os 
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humanos conseguem determinar de uma forma rápida a relação de grandeza entre o 
dividendo e o divisor, enquanto que um processador tem que fazer subtracções 
sucessivas até que o divisor seja maior que o dividendo. Neste algoritmo, o registo do 
quociente e do resto são combinados como se de um único registo de 128 bits se 
tratasse, conseguindo-se assim implementar as duas funções desejadas. 
Por exemplo, se pretendermos dividir 710 por 210 através deste algoritmo, as etapas a 
considerar estão apresentadas na Tabela 3.3 (o exemplo apresentado é apenas realizado 
com 4 bits). 
710/210=01112/00102 
Tabela 3.3 – Exemplo da divisão de dois números inteiros 
Iteração Acção Divisor Resto 
Valores iniciais 0010 0000 0111
0 
Shift do resto 1 bit à esquerda 0010 0000 1110
Resto = Resto – Divisor 0010 1110 1110
1 Resto<0 => Resto+=Divisor, Shift resto 1 bit à esquerda 
Bit 0 do resto =0 
0010 0001 1100
Resto = Resto – Divisor 0010 1111 1100
2 
Resto<0 => Resto+=Divisor, Shift resto 1 bit à esquerda 0010 0011 1000
Resto = Resto – Divisor 0010 0001 1000
3 Resto≥0 => Resto+=Divisor, Shift resto 1 bit à esquerda 
Bit 0 do resto =1 
0010 0011 0001
Resto = Resto – Divisor 0010 0001 0001
4 Resto≥0 => Resto+=Divisor, Shift resto 1 bit à esquerda 
Bit 0 do resto =1 
0010 0010 0011
 Shift da metade esquerda do resto 1 bit à direita 0010 0001 0011
 
No final da execução do algoritmo o valor do quociente é composto pelos quatros bits 
menos significativos do registo como o nome resto, ou seja 00112=310, e o resto é 
composto pelos bits mais significativos deste registo, ou seja 00012=110. 
Este algoritmo, tal como o da multiplicação tende a ser um algoritmo bastante eficiente 
devido a ser baseado no algoritmo usado pelos processadores para fazerem as divisões 
inteiras. 
As restantes funções apresentadas na Tabela 3.1 foram desenvolvidas com base nas 
respectivas funções existentes para C, por exemplo para a função 
ll_shl (long64 a, long64 b), foi desenvolvido o seguinte código: 
 







long64 ll_shl(long64 a,int b) 
{ 
 unsigned long aux; 





 return (a); 
} 
Este código apenas faz o shift aos dois inteiros que compõem a variável ‘a’. Este shift é 
precedido de uma transformação de ‘b’ para um número apenas até 63, isto porque a 
nossa variável ‘a’ é de 64 bits. Para as restantes duas funções o código, sendo um pouco 
mais complexo, pois é necessário ter em atenção o sinal da variável ‘a’, é análogo a este. 
3.3.2. Algoritmo do class loader 
Outra das limitações imposta pelo sistema operativo DOS que prejudica o normal 
funcionamento da máquina virtual Java, é o tamanho dos nomes dos ficheiros. Os nomes 
dos ficheiros em Windows podem ter até 255 caracteres, enquanto que em DOS não 
podem ultrapassar os 8 caracteres mais 3 de extensão. Esta determinação reflecte-se no 
nome dos ficheiros “.class” e consequentemente na classe que este estiver a 
armazenar, já que o nome tem que ser o mesmo. 
Esta limitação poderia ser facilmente contornável, obrigando quem desenvolve as 
aplicações a não exceder os oito caracteres para o nome da classe. Mesmo assim, com 
nomes de classes inferiores a 8 caracteres, os nomes dos ficheiros resultantes têm uma 
extensão de 5 caracteres o que leva a que sejam sempre colocados os caracteres “~#” 
no fim do nome da classe. Esta solução, além de ser incómoda para futuros utilizadores 
do sistema, não mantém a compatibilidade da KVM e consequentemente da J2ME com 
as restantes edições da linguagem Java. Sendo uma das grandes características da KVM 
a compatibilidade com as restantes edições e suas máquinas virtuais, optando-se por 
uma solução deste tipo estar-se-ia a alterar completamente a filosofia de todo o sistema. 
Outra das formas de resolver este problema seria recorrer aos ficheiros de tipo Java 
Archive (JAR files). Um ficheiro “.jar” é um ficheiro que contém diversos ficheiros 
“.class” nele compactados podendo ter um nome qualquer, independente das classes 
que nele estão armazenadas. A máquina virtual pode usar um ficheiro “.jar” como 
sendo o classpath, em vez de utilizar uma directoria e suas subdirectorias. Além desta 
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particularidade, estes ficheiros são uma forma de reduzir o espaço ocupado pelo sistema 
de desenvolvimento Java, pois as classes são compactadas, segundo as regras 
utilizadas pelos vulgares sistemas zip. 
Este meio de resolver o problema também não parece ser o mais eficaz, pois, sempre 
que os futuros utilizadores do sistema desenvolvessem uma aplicação, teriam que a 
fornecer num ficheiro deste tipo, o que para além de ser incómodo, não está mais uma 
vez de acordo com as especificações de desenvolvimento de aplicações Java. 
Assim, optou-se por alterar o class loader da máquina virtual para esta aceitar os 
mesmos nomes das classes em DOS que nos restantes sistemas operativos para os 
quais existe. Desta forma a KVM também fica compatível com as restantes edições Java 
podendo os ficheiros escritos para a KVM serem executados noutras máquinas virtuais 
Java. 
O algoritmo do novo class loader é apresentado na Figura 3.3. São feitas 10 tentativas 
para abrir um ficheiro “.class” se o nome deste contiver mais que 8 caracteres. Em 
cada tentativa o nome da classe pretendida é confrontado com o nome da classe que o 
próprio ficheiro mantém na sua estrutura interna. No caso destas 10 tentativas se 



































Figura 3.3 – Algoritmo do class loader 







No caso do nome da classe apresentar menos de oito caracteres, o nome resultante do 
ficheiro tem sempre um “~#” no final devido à extensão ser “.class” (5 caracteres, 
contra os 3 impostos pelo sistema operativo DOS). Para resolver este problema o 
preverifier foi alterado. O preverifier é o utilitário usado para fazer a pré-verificação que a 
CLDC impõe. Assim, e porque toda e qualquer classe tem que ser pré-verificada antes de 
ser executada pela KVM, decidiu-se alterar o utilitário para que o nome da classe de 
saída passasse a dispor apenas de 3 caracteres na sua extensão (cla). Para classes 
com nomes menores que oito caracteres o desempenho do sistema é claramente melhor, 
pois o carregamento da classe é imediato, sem necessidade da execução de várias 
repetição à procura do nome da classe correcta. Por exemplo uma classe com o nome de 
“HelloWorld.class”, depois de aplicado o preverifier, ficará com o nome 
“HelloWorld.cla”. O class loader também foi preparado para carregar as classes com 
a extensão reduzida a 3 caracteres. 
3.3.3. Tipo de dados de vírgula flutuante 
Este tipo de dados pode ser considerado supérfluo, pois, para os sistema alvo da edição 
J2ME, esta aritmética não é usado em maior parte das aplicações. É por este motivo que 
a implementação da Sun para vários sistemas operativos não disponibiliza este tipo de 
dados e respectiva aritmética. 
O objectivo deste trabalho é usar a máquina virtual para possibilitar a programação de 
sistemas de recursos limitados em Java, normalmente utilizados em aplicação de 
automação e controlo. Nestas aplicações o uso de aritmética de vírgula flutuante é 
habitual e logo pretende-se que a KVM a suporte. 
Para atenuar a falta deste tipo de aritmética na KVM, em [Hom01] pode ser encontradas 
classes que permitem que se use aritmética de vírgula fixa. Estas classes armazenam 
num inteiro, ou num long (consoante a precisão desejada), um número com parte 
fraccionária. Nestas classes são disponibilizadas algumas funções matemáticas comuns 
deste tipo de dados. Estas funções substituem as normalmente encontradas nas classes 
“java.lang.Math” das restantes edições Java. Além das normais funções, são ainda 
providenciadas funções para se alterar a precisão, ou seja, o número de bits da parte 
fraccionária em tempo de execução. O uso de aritmética com vírgula fixa recorrendo a 
estas classes permite um bom desempenho e que todos os números tenham igual 
distância entre si, em vez de distâncias variáveis com o expoente conforme ocorre nos 
números de vírgula flutuante. O bom desempenho deriva do facto das operações serem 
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todas efectuadas apenas com shifts. No entanto, o uso destas classes aumenta, embora 
de forma reduzida o espaço ocupado pelo ambiente Java. 
Estas classes foram experimentadas, mas o resultado não foi muito satisfatório, devido 
ao incremento da complexidade do código Java das aplicações desenvolvidas e à fraca 
precisão dos números obtidos. 
Pelos motivos apresentados anteriormente, resolveu-se não usar estas classes e alterar 
a KVM para que suporte este tipo de aritmética. Este suporte torna-se efectivo colocando 
a flag IMPLEMENTS_FLOAT a 1 e de seguida desenvolvendo as funções apresentadas na 
Tabela 3.4. 
Tabela 3.4 – Operações necessárias para aritmética de vírgula flutuante 
Função Equivalente Java 
long64 double2ll(double d); (long) d 
long64 float2ll(float f); (long) f 
double ll2double(long64 a); (double) a 
float ll2float(long64 a); (float) a 
 
Estas funções são necessárias quando a máquina virtual fizer casts solicitados pelo 
código Java. Para a função double2ll, o seguinte código foi desenvolvido. 
long64 double2ll(double f) 
{ 
  long64 temp; 
  temp.high = (long)(f / 4294967296.0); 
  temp.low = (unsigned long)abs((long)(f –  
        (4294967296.0 * temp.high))); 
  return temp; 
} 
A função float2ll apenas converte, através de um cast, o parâmetro de entrada para 
um double e de seguida chama a função double2ll. 
O código da função ll2double é apresentado de seguida. Este, através de shifts e 
somas, copia um número presente numa estrutura com dois campos de 32 bits para uma 
única variável de 64 bits. 
double ll2double(long64 a){ 
  return ((double)(4294967296.0*(a).high) + (a).low); 
} 
 
O código da última função é em tudo idêntico ao código desta. 







Normalmente os sistemas de fracos recursos, alvos da KVM, não possuem unidade de 
vírgula flutuante (Floating Point Unit) sendo necessário ligar o programa o código da KVM 
com a biblioteca de emulação de vírgula flutuante normalmente fornecida com os 
compiladores C. O programa resultante ocupa um pouco mais de espaço em disco mas, 
no caso de ser usado com um processador que disponha desta unidade, os cálculos são 
efectuados por esta e não são emulados em software, apesar do código de emulação 
estar presente no executável resultante. 
Para detalhes acerca da compilação e ligação do código, ver a secção 3.6 deste 
documento. 
Os tipos de dados básicos em Java têm sempre uma classe associada que lhes fornece 
algumas das funcionalidades importantes para o seu manuseamento. Por exemplo, a 
classe Integer fornece métodos para a transformação de um número inteiro numa 
String e vice-versa. Como a configuração CLDC não suporta tipos de dados vírgula 
flutuante, nem a classe Float nem a classe Double são disponibilizadas com a 
configuração. Tal como para qualquer outro tipo de dados, as funcionalidades que estas 
classes fornecem aos tipos de dados básicos são essenciais para o fácil e rápido 
desenvolvimento de aplicações tornando-se portanto imprescindíveis. 
Para que o sistema pudesse dispor das classes Float e Double, estas classes, 
provenientes do JDK1.2, foram adicionadas ao sistema, sendo contudo necessária a sua 
alteração. As alterações efectuadas consistem em retirar a descendência da classe 
Number, já que esta não existe na CLDC. Estas classes implementavam originalmente o 
interface Comparable que também não existe na configuração. Esta ligação também foi 
removida. Ambas as classes dispunham de um campo que era uma instância da classe 
Class que representava um objecto do tipo de dados primitivo a que a classe estava 
associada. Este campo foi removido, pois a classe Class na CLDC não dispõe do 
método para obter este objecto. De salientar que no JDK1.2, este método da classe 
Class é um método nativo. 
Estas alterações às classes Float e Double foram feitas com base nas alterações 
existentes nas restantes classes de tipos de dados básicos, nomeadamente a classe 
Integer. 
As classes Float e Double fazem uso de métodos estáticos existentes na classe 
FloatingDecimal que não existe na CLDC original sendo necessário adicionar esta 
classe ao nosso sistema. Por sua vez, esta classe usa, para providenciar funcionalidades 
necessárias às classes Float e Double, quatro métodos nativos das classes Float e 
Double que serão descritos na secção 3.4 deste documento. Esta classe também usa 
para realizar as suas operações o método floor da classe Math para ambos os tipos de 
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dados, float e double. Este método também não se encontra disponível nesta classe e 
logo teve que ser adicionado. 
O código para o método floor para números de vírgula flutuante de precisão dupla é o 
seguinte: 
public static double floor(double a) { 




Na classe Math, também foram adicionados mais alguns métodos para dar suporte aos 
tipos de dados de vírgula flutuante, por exemplo o método para determinar o absoluto e o 
método para arredondar o número. 
Para além das alterações descritas anteriormente, foi também necessário adicionar à 
classe String os métodos valueOf para os tipos de dados vírgula flutuante de precisão 
simples e precisão dupla. Estes métodos devolvem a representação em string de uma 
quantidade em vírgula flutuante. 
A concatenação de strings com o conteúdo de variáveis sem recurso explicito a funções 
próprias é largamente usada pelos programadores em Java. Esta concatenação é feita 
implicitamente pelas classes que lidam com os diversos tipos de dados e strings. Por 
exemplo as linhas de código: 
int a=8; 
System.out.println (“Aveiro ”+a); 
 
Resultam na escrita para o monitor da frase “Aveiro 8”. A responsabilidade da 
concatenação da string “Aveiro “ com o conteúdo da variável ‘a’ é do método append 
da classe StringBuffer. Este método apoia-se nos métodos valueOf do tipo de 
dados correspondente, fazendo depois a concatenação de duas strings usando um 
processo em tudo semelhante ao strcat() de C. Para que se pudesse usar esta 
funcionalidade nos tipos de dados de vírgula flutuante foram acrescentados os métodos 
append correspondentes. 
3.4. Métodos nativos 
Os métodos nativos são funções escritas noutras linguagens diferentes do Java e 
chamados a partir desta. 







Este tipo de funções são uma forma de aceder ao sistema que estamos a utilizar 
proporcionando o uso de funcionalidades muito específicas do hardware, recorrendo a 
outra linguagem de programação. Na Figura 3.4 está apresentado um esquema geral do 
funcionamento dos métodos nativos. Todo e qualquer método nativo tem que ter 
obrigatoriamente uma classe Java associada, que é a responsável pela interacção com 
as aplicações desenvolvidas. 
Nesta máquina virtual o sistema utilizado para dar suporte aos métodos nativos é 
diferente do utilizado na máquina virtual clássica. Na máquina virtual clássica, quem 
desenvolve uma aplicação pode também desenvolver um método nativo para utilizar com 
a sua aplicação, enquanto que na KVM isto não é possível. Na máquina virtual KVM os 
métodos são escritos em C e de seguida têm que ser compilados e ligados juntamente 
com todo o restante código da máquina virtual (ver Figura 3.4). Quem desenvolve 
aplicações não pode alterar ou fazer novos métodos nativos existindo uma protecção do 
sistema, pois os utilizadores da máquina virtual estão limitados aos métodos nativos 











Figura 3.4 – Métodos nativos 
O uso de métodos nativos pode comprometer a portabilidade da máquina virtual tendo 
todas as desvantagens associadas ao código específico. O uso deste tipo de métodos 
não permite que se usem técnicas de debug, a não ser por parte de quem os desenvolve. 
Se não existir um extremo cuidado no desenvolvimento destes métodos, pode 
comprometer-se o desempenho da máquina virtual ou do garbage collector. Isto pode 
acontecer se toda a máquina virtual parar a sua execução para que um método nativo 
possa ser executado. 
A KVM, do ponto de vista do sistema operativo, é um processo, dado ser um programa 
em C apenas com uma tarefa. A capacidade multitarefa da KVM é inteiramente 
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implementada em software sem recorrer às capacidades multitarefa que alguns sistemas 
operativos disponibilizam. 
O não aproveitamento destas funcionalidades leva a uma maior portabilidade da máquina 
virtual sendo possível alterar a máquina virtual para sistemas operativos que não tenham 
capacidades multitarefa, como é o caso do DOS. Além disto, quem necessitar de portar a 
máquina virtual, não necessita de se preocupar com os problemas tipicamente impostos 
pelo uso das funcionalidades multitarefa.  
Um dos problemas criados pela multitarefa é a garantia de existência de exclusão mútua. 
Desta aproximação advém a desvantagem de todos os métodos nativos escritos terem 
que ser bloqueantes para garantir a exclusão mútua no sistema, ou seja, sempre que um 
método nativo é chamado, todo a KVM pára a sua execução até que o método nativo 
complete a sua tarefa. Estes métodos nativos são chamados de síncronos e devem ser 
escritos por forma a terminarem a sua execução o mais rapidamente possível para não 
prejudicarem o desempenho da máquina virtual. No entanto em muitas situações isto não 
é possível e como tal a KVM disponibiliza uma forma de lidar com esta situação que é 
dependente do sistema operativo usado. 
A KVM permite que se desenvolvam métodos nativos assíncronos, que são executados 
ao mesmo tempo que as restantes tarefas Java de uma forma dependente do sistema 
operativo usado. Este tipo de métodos nativos são executados como fazendo parte da 
tarefa que os chamou. A tarefa que chama um método nativo assíncrono pára a sua 
execução até este completar e as restantes continuam. 
De acordo com o guia de portabilidade [Sun00] todos os métodos nativos têm uma classe 
Java para fazer o interface com a restante aplicação. A passagem de parâmetros é feita 
recorrendo à stack, e logo os parâmetros utilizados no código Java são recuperados em 
C pela ordem inversa à da lista de parâmetros do método. A seguir é apresentado um 
exemplo de uma possível implementação nativa de um método. Nestes métodos é ainda 
necessário fazer o pop da stack da instância da classe que invocou o método, caso o 
método em causa não seja um método estático (static). De notar que o nome do 
respectivo método na sua implementação em código C é um nome normalizado que 
começa por Java, que de seguida contém o package a que pertence o método, depois a 
classe e por fim o nome do método. 
Código Java: 
 
static native  
int drawRectangle (int x,int y, int width, int height); 
 
Implementação nativa: 
















No decorrer deste trabalho foram escritos dois métodos nativos, semelhantes ao 
inportb e outportb do C, para providenciarem acesso aos portos de hardware do 
sistema utilizado. A classe escrita para fazer o interface com estes métodos foi a classe 
Port, onde foram definidos dois métodos estáticos, em que cada um faz a interacção 
com cada um dos métodos nativos referidos. Esta classe faz parte do package jumptec 
desenvolvida também no decorrer deste trabalho e explicada em 4.3. Os dois métodos 
nativos escritos são apresentados de seguida. 
 
void Java_jumptec_port_outb(void){ 
 char value=popStack(); 
 int portid=popStack(); 
 if (((portid>=0x378)&&(portid<=0x37A)) 






 int portid=popStack(); 
 pushStack(inportb(portid)); 
} 
Na primeira função as duas primeiras linhas de código servem para passar os 
parâmetros, de acordo com [Sun00]. Para o caso do primeiro método são necessários 
dois parâmetros, o identificador do porto e o valor que se pretende enviar; para o caso do 
segundo método, é necessário o identificador do porto, e é retornado o valor lido do 
porto. As operações de passagem de parâmetros são todas executadas através da stack, 
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podendo fazer-se um paralelismo com a passagem de parâmetros quando se chama 
funções escritas em Assembly a partir da linguagem C. 
Na função Java_jumptec_port_outb é necessário limitar o acesso aos portos de 
hardware, apenas deixando que sejam escritos os estritamente necessários ao 
funcionamento da porta paralela e da porta série. Por outro lado, na função que faz a 
leitura de um porto, não é necessário limitar o acesso a qualquer porto, pois não é de 
forma alguma problemática a leitura de portos inadequados. 
Por outro lado, para providenciar suporte a números de vírgula flutuante são necessários 
os quatro métodos nativos, que se seguem: 
• int floatToIntBits (float value). Este método, pertencente à classe 
Float, retorna um inteiro em que o seu conjunto de bits é o correspondente ao 
parâmetro value, segundo o formato IEEE754 [PH94]. 
• float intBitsToFloat (int bits). Este método, pertencente à classe 
Float, faz o inverso do método anterior. 
• long doubleToLongBits(double value). Este método pertencente à 
classe Double, executa a mesma operação que o primeiro, mas o seu valor de 
retorno é um long e o seu valor de entrada é um double. 
• double longBitsToDouble(long bits). Este método, pertencente à classe 
Double, faz o inverso do método anterior. 
Por exemplo o código para o primeiro método nativo é o seguinte: 
void Java_java_lang_Float_floatToIntBits(void){ 




A função simplesmente lê o parâmetro de entrada como se fosse um inteiro e retorna 
esse valor. Isto é possível porque o armazenamento em memória em C de números em 
vírgula flutuante é segundo a norma IEEE754. As restantes três funções são idênticas a 
estas usando também a particularidade apresentada. 
3.5. Ligação com o mundo exterior 
A configuração CLDC providencia uma generalização do suporte para rede e para 
entrada/saída existente na Java 2 Standart Edition. Este suporte fornecido pela CLDC 







disponibiliza uma classe, oito interfaces e mais uma classe de excepções presentes no 





















Figura 3.5 – Hierarquia das interfaces 
Para ligações onde é necessário capacidades de envio e recepção de dados deve-se 
usar a interface StreamConnection, pois esta é derivada das duas interfaces que 
providenciam a entrada e saída de dados, respectivamente InputStream e 
OutputStream. A interface ContentConnection deriva da StreamConnection e 
serve para fornecer suporte a ligação com capacidades de entrada e saída de dados, 
mas onde a informação do conteúdo é transmitida, podendo ser usada do lado do 
receptor para tratar a informação. Por exemplo podem ser enviados tipos de dados MIME 
(Multi-Purpose Internet Mail Extensions), tais como o HTML (Hyper Text Markup 
Language). Esta classe disponibiliza alguns métodos para tratar estes tipos de dados. 
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A interface StreamConnectionNotifier representa os sockets do lado dos 
servidores, enquanto que para ligações do tipo datagram a interface a usar deve ser a 
ConnectionDatagram. 
A classe Connector tem um método para criar uma ligação. Este método (open ()) 
devolve um objecto do tipo Connection e tem três formas polimórficas, sendo a mais 
completa: 
open(String name, int mode, boolean timeout); 
As restantes apresentam-se com um e dois destes parâmetros de entrada, sendo o que 
os restantes especificam um valor fixo. O parâmetro de entrada name tem um formato 
parecido como o formato de um URL: 
{protocol}:[{target}][{params}] 
O parâmetro protocol especifica o protocolo pretendido, por exemplo pode ser 
testhttp, socket, file. Exemplos deste parâmetro são para uma ligação http, socket 
e para ligar um ficheiro em disco, respectivamente: 
• “testhttp://www.ua.pt:80”, para ligação http no porto 80. 
• “socket://10.0.0.1:9000”, cria uma ligação através de sockets para a 
máquina com endereço 10.0.0.1 no porto 9000. 
• “file:teste.txt”, cria uma ligação ao ficheiro teste.txt em disco. 
O parâmetro mode serve para especificar o modo de abertura do canal de comunicação. 
Este parâmetro pode ter um de três valores, especificados como campos da classe 
Connector: Connector.READ, Connector.WRITE ou Connector.READ_WRITE. 
Estes valores têm de ser usados de forma correcta para que a excepção 
IllegalArgumentException não seja lançada pelo sistema. Isto pode acontecer por 
exemplo quando se está a usar a InputStream e se escolhe para este parâmetro o 
valor Connector.WRITE. 
Por outro lado, o parâmetro timeout, serve para especificar se é ou não lançada uma 
excepção (InterrputedIOException) no caso de na ligação efectuada, ocorrer um 
timeout. No caso deste parâmetro ser especificado a true, o código da aplicação deve 
ser capaz de lidar com a excepção lançada pelo sistema. 
De seguida explica-se como se usa e integra na máquina virtual o sistema que gere o 
acesso à placa de rede e disco usando o explicado neste ponto. Também é dada atenção 
a outras aplicações de rede não usando este sistema. 







3.5.1. Acesso à rede 
Para que o uso do sistema de acesso à placa de rede seja providenciado pela KVM é 
necessário activar a flag GENERICNETWORK. O uso deste sistema em Windows e Linux 
não ofereceu problemas. Para Windows foi usado o sistema de sockets disponível na 
biblioteca winsock32.lib do Visual C++, que é necessário ligar com a restante KVM. Para 
Linux é utilizado o sistema de sockets que está incorporado no sistema operativo. 
O sistema que a CLDC tem para acesso à placa de rede pressupõe um sistema de 
sockets, que em DOS não é providenciado por nenhum compilador. O sistema de sockets 
usado é o disponibilidado pelo wattcp [Wat01]. 
Este software, disponível em open source na Internet [Wat01], necessita de um driver de 
DOS para a placa de rede, um packet driver. Para a utilização num PC de secretária, ou 
se usa um packet driver específico para a placa de rede existente no dito PC ou, por 
outro lado, pode usar-se um software que emula um packet driver num driver normal de 
Windows da placa de rede, pressupondo o funcionamento em linha de comandos sob o 
Windows. Este software chamado de ndis3 packet driver pode ser encontrado em [Lan01] 
numa versão de demonstração. 
Para se usar o wattcp é primeiro necessário criar uma biblioteca das funções 
disponibilizadas por este. Para se fazer esta biblioteca, existe no wattcp uma makefile 
que executa os comandos necessários à realização desta tarefa. Depois desta biblioteca 
obtida apenas é necessário ligar o nosso programa com a biblioteca para termos acesso 
às funções nela existentes. 
O wattcp fornece um sistema de sockets, semelhante ao sistema de sockets da biblioteca 
do Windows e compatível com este. As funções disponibilizadas são as mesmas e têm o 
mesmo cabeçalho. No entanto o função de inicialização do sistema é diferente e logo é 
necessário alterar a função networkInit(), responsável pela inicialização do sistema 
de sockets da KVM, para invocar a função sock_ini() do wattcp. Todas as funções 
pertencentes ao sistema da rede da KVM são implementadas de forma nativa e estão 
disponíveis nos ficheiros network.c e networkprim.c do conjunto que se obtém 
gratuitamente do site da Sun. 
Para que as funcionalidades de rede oferecidas pela KVM fossem mais alargadas 
integraram-se algumas características do wattcp na KVM. Utilizaram-se as funções 
necessárias à realização de uma aplicação ping como funções nativas. Foi desenvolvida 
uma classe para fazer a interacção com estes métodos nativos. Esta classe apenas 
contém métodos que chamam os métodos equivalentes em C. Desenvolveu-se uma 
aplicação simples como exemplo de funcionamento que é apresentada na secção 5.3 
deste documento. 
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No entanto, o uso do wattcp apresenta uma grande desvantagem que é o elevado 
consumo de memória. Esta biblioteca necessita de 230Kb de memória que são 
reservados logo na inicialização do sistema de sockets. Este valor é muito elevado, já 
que representa 36% da memória disponível para o sistema completo, que inclui a KVM e 
a memória que esta necessitar de reservar. Na secção 3.6 deste documento são 
discutidos mais pormenorizadamente os problemas associados ao uso da memória neste 
sistema. 
3.5.2. Acesso ao disco 
O acesso ao disco na KVM é feito usando a generic connection framewok explicada 
anteriormente no ponto 3.5. 
Um ficheiro em disco é visto, de um ponto de vista conceptual, do mesmo modo que uma 
ligação a um outro computador, sendo o envio de informação feito da mesma forma. 
As interfaces usadas da generic connection framework devem estar de acordo com as 
operações que se pretendem executar sobre o ficheiro. Por exemplo se se pretende usar 
um ficheiro só para escrita deve-se usar a OuputConnection, enquanto que se 
pretender usar o ficheiro para leitura e para escrita deve usar-se a StreamConnection, 
que é derivada da InputConnection e da OutputConnection, implementado desta 
forma as funcionalidades pertencentes a estas duas interfaces. 
As funções que executam as operações sobre ficheiros são escritas de uma forma nativa, 
e estão disponíveis nos ficheiros storage.c e storagePrim.c do conjunto que se 
obtém gratuitamente do site da Sun. 
Um exemplo de como se pode usar uma aplicação para escrever e ler no disco de um PC 
é apresentado na secção 5.2 deste documento. 
3.6. Geração do executável da KVM 
Antes de compilar a máquina virtual é necessário que as classes pertencentes a toda a 
API estejam previamente compiladas e pré-verificadas. As classes da API são 
compiladas e pré-verificadas como qualquer outra classe por nós desenvolvida. O 
processo de compilação e pré-verificação das classes é apresentado na secção 4.5.2 
deste documento. 







Algumas classes, nomeadamente as classes pertencentes aos packages desenvolvidas, 
recorrem a métodos nativos para fazer algumas operações mais especificas. 
Os métodos nativos na KVM são compilados juntamente com o restante código da KVM, 
como tal é necessário indicar à máquina virtual onde se encontram e quais são as 
classes que fazem a interacção com os eles. Além dos métodos nativos especialmente 
desenvolvidos para o acesso a portos de hardware, para providenciar aritmética de 
vírgula flutuante e para aceder à placa de rede, a distribuição da Sun da máquina virtual 
já tem alguns métodos nativos para fazer certas operações que de outra forma não seria 
possível de efectuar. 
Para fazer a ligação entre o código Java e o método nativo correspondente existe um 
ficheiro de código C, que através de funções desenvolvidas na KVM contém uma tabela 
de correspondências entre o código nativo e respectivas classes Java. Este ficheiro tem o 
nome de nativeFunctionTablePlatform.c, onde Plataform identifica a 
plataforma alvo do sistema, neste caso o DOS. 
Este ficheiro é gerado automaticamente por um utilitário que se encontra no conjunto 
obtido no site da Sun, chamado Java Code Compact. Este utilitário é uma aplicação Java 
que, através das classes compiladas existentes, verifica quais as que têm métodos 
nativos, para de seguida gerar o ficheiro com as tabelas de correspondências. O utilitário 
procura as classes existentes num ficheiro “.zip” onde todas as classes do sistema 
estão agrupadas. Este ficheiro “.zip” pode ser visto como um ficheiro “.jar”. 
Assim os passos a executar para que o ficheiro nativeFunctionTableDos.c seja 
gerado são os apresentados de seguida. Estes passos foram integrados num ficheiro 
“.bat” de DOS, e este ficheiro deve ser executado no directório onde o jcc (Java Code 
Compact) está presente: 
• Compilar todas as classes para serem obtidos os ficheiros “.class” desejados. 
• Compactar os ficheiros “.class” resultantes num único ficheiro “.zip”. 
• Executar o Java Code Compact para que o ficheiro 
nativeFunctionTableDos.c seja criado. 
O ficheiro resultante poderia ser escrito por nós, mas isso traria certamente muitos 
problemas, pois bastava um erro ou o esquecer de um qualquer método nativo para que 
o desempenho de todo o sistema ficasse comprometido. 
Por exemplo, para a classe Port que será apresentada em 4.4.1 e corresponde ao 
código nativo apresentado em 3.4, o excerto de código gerado pelo jcc que está presente 
no ficheiro nativeFunctionTableDos.c é o seguinte: 
 
extern void Java_jumptec_Port_inb(void); 
extern void Java_jumptec_Port_outb(void);  /* código 1 */ 
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const NativeImplementationType jumptec_Port_natives[] = { 
  { "inb",Java_jumptec_Port_inb}, 
  { "outb",Java_jumptec_Port_outb}, 
  NATIVE_END_OF_LIST 
};         /* código 2 */ 
... 
const ClassNativeImplementationType nativeImplementations[] = { 
... 
  { "jumptec/Port",jumptec_port_natives }, 
NATIVE_END_OF_LIST 
};         /* código 3 */ 
 
No início deste ficheiro existe apenas o protótipo de todas as funções nativas existentes 
nas classes analisadas pelo Java Code Compact, no exemplo acima correspondendo ao 
código 1. 
De seguida, este ficheiro é constituído por várias tabelas, cada uma correspondente a 
uma classe. Cada tabela que faz a correspondência entre os nomes dos métodos nativos 
e o método correspondente na classe Java. Cada linha desta tabela corresponde a um 
método. No exemplo apresentado isto corresponde ao código 2. 
O último código, código 3, faz a ligação entre o ficheiro em disco onde se encontra a 
classe e a tabela que associa os métodos (código 2). Tal como para a tabela dos 
métodos também aqui nesta tabela existem mais linhas, cada pertencente a uma classe. 
Este ficheiro, por ser um ficheiro dependente da implementação a ser usado, deve ser 
armazenado na directoria correspondente. A estrutura de directorias presente no conjunto 
que se obtém do site da Sun é apresentada na Figura 3.6. Na figura apenas é 
apresentado a estrutura pertencente ao código fonte da máquina virtual. 
A estrutura de directorias está organizada em três principais directorias VmCommon, 
VmExtra e VmDos. Cada directoria desta é constituída por duas subdirectorias, uma que 
contém os ficheiros cabeçalho e outra que contém os ficheiros fonte. 
Na directoria VmCommom são armazenados os ficheiros que fazem parte de todas as 
implementações da KVM. Esta directoria representa as funcionalidades da KVM que são 
essenciais ao seu funcionamento, como por exemplo o garbage collector ou o class 
loader. 
Por outro lado, na directoria VmExtra estão presentes os ficheiros que mantêm as 
funcionalidades extras da KVM, por exemplo o suporte para rede ou o suporte para 
acesso ao disco rígido. 

















Figura 3.6 – Estrutura de directorias 
Na directoria VmDos, ou genericamente VmPlataform, onde plataform indica a 
plataforma do alvo da KVM, estão presentes os ficheiros que são dependentes de uma 
implementação em particular. No caso da plataforma DOS, por exemplo, estão aqui 
presentes os ficheiros que contêm as funções para fazer a aritmética de 64 bits. 
De acordo com o guia de portabilidade da KVM [Sun00], esta deve ser compilada com 
um compilador de 32 bits. O único compilador encontrado com estas características 
disponível gratuitamente foi o Gnu C para DOS [Del01]. Este compilador é uma alteração 
do compilador com o mesmo nome existente para ambientes Linux e Unix. Este 
programa faz parte de um conjunto de ferramentas, o sistema DJGPP. Este sistema inclui 
aplicações para compilação e debug, assim como um IDE (Integrated Development 
Environment) para edição dos ficheiros fonte. Além destas ferramentas típicas de um 
compilador, contém utilitários para executar algumas tarefas específicas do Linux, como 
por exemplo os ficheiros “makefile”. 
Para a compilação do código, foi constituído um ficheiro batch que executa as seguintes 
tarefas: 
• Cópia dos ficheiros dispersos pelas directorias para uma única directoria. 
• Compilação de todos os módulos. 
• Ligação dos ficheiros resultantes no ponto anterior. 
• Integrar o servidor de DPMI (DOS protected Mode Interface) no executável. 
• Alterar a quantidade de Stack que o programa resultante pode usar. 
• Compactação do ficheiro executável. 
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Antes de iniciar a compilação, este ficheiro “.bat” copia todos os ficheiros fonte e 
cabeçalho para uma directoria à parte para que a linha de comandos a executar pelo 
compilador seja independente da directoria e apenas dependente do ficheiro a compilar. 
A compilação dos módulos é feita por forma a serem gerados os ficheiros objecto com a 
melhor optimização possível, isto para que o ficheiro resultante seja o mais pequeno 
possível.  
Na ligação de todos os módulos, deve-se também a ligação com as bibliotecas de 
emulação de aritmética de vírgula flutuante e com a biblioteca do wattcp. A primeira é 
desnecessária se o nosso processador tiver um unidade de vírgula flutuante. A segunda 
não foi necessária numa primeira fase deste trabalho, pois aí não se integrou o suporte 
para a placa de rede na KVM. 
Os ficheiros gerados por este compilador funcionam em protected mode. Quer isto dizer 
que, em contraste com o real mode, a memória não é dividida em vários segmentos que 
por sua vez têm vários offsets. Utilizando um funcionamento em protected mode toda a 
memória é considerada um segmento único, existindo apenas o offset para 
endereçamento da memória. O modo natural do sistema operativo é o real mode, e logo 
todas as chamadas ao sistema operativo e ao BIOS são feitas usando mecanismos que 
pressupõem este método. Para que estas chamadas sejam possíveis em protected mode 
é necessário existir um servidor de DPMI (DOS Protected Mode Interface) instalado no 
sistema. Nos sistemas Windows este servidor já se encontra instalado por defeito, e caso 
se execute a aplicação numa janela de DOS sobre o Windows não é necessária a 
instalação deste servidor. 
Por outro lado, caso se execute o programa em DOS, é necessário instalar o servidor, ou, 
em alternativa incorporá-lo no executável. Esta segunda solução faz com que o 
executável fique um pouco maior, mas tem a vantagem de não ser gasta tanta memória 
com o servidor quando este fica residente em memória. Estas duas solução são 
passíveis de serem executadas com o DJGPP, pois o sistema providencia ferramentas 
para se realizar estas operações. 
Os ficheiros gerados pelo GCC usam por defeito 1Mb de Stack. Este valor é claramente 
exagerado face à quantidade de memória dos sistemas alvo para a KVM, sendo também 
desnecessário para a maioria das aplicações. Os valores habituais para a quantidade de 
stack são entre 32 e 256 Kb. Assim foi necessário alterar o valor do stack usado pela 
máquina virtual com um utilitário que está presente no DJGPP. 
Este valor deve ser criteriosamente escolhido devido à quantidade de Stack que o wattcp 
necessita. O wattcp necessita de 230 Kb, enquanto que a KVM precisa de 256Kb, o que 
deixa pouca memória para carregar o programa. 







Para que o ficheiro ocupe menos espaço em disco, recorreu-se a uma aplicação de 
compactação de executáveis, o Ultimate Packer for executables (UPX) [ML01]. O uso 
deste utilitário, segundo o autor, não prejudica o desempenho da aplicação, pois o que é 
feito ao executável é a sua optimização e não a sua compactação e posterior 
descompactação em tempo de execução. 
O ficheiro resultante, depois de ser compactado com o UPX, ocupa 200Kb de memória. 
Todas as classes pertencentes à API, mais as adicionadas por causa do suporte a 
aritmética de vírgula flutuante, ocupam 350Kb, ocupando todo o sistema cerca de 550Kb. 
Este espaço não parece exagerado quando comparado com o espaço ocupado pela 
plataforma Java para PCs de secretária e também com as funcionalidades oferecidas 
pelo sistema. 
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4. PROTOTIPAGEM DA KVM NUM SISTEMA DA 
JUMPTEC 
4.1. Introdução 
Os sistemas embedded usados actualmente apresentam diversas funcionalidades 
próprias, mas também algumas semelhanças com os sistemas de secretária. Estas 
semelhanças são ao nível dos sistemas operativos e dos meios de interacção com o 
exterior. No entanto continuam a ser programados em linguagens de baixo nível como o 
C ou Assembly. Um exemplo de um sistema destes fortemente divulgado é o JUMPtec 
WebToNet. 
Este dispositivo tem como sistema operativo o Dr-DOS e incorpora um servidor web que, 
entre outras coisas, serve para gerir o disco do sistema. O hardware e software deste 
sistema serão apresentados neste capítulo com especial atenção para as diferenças 
nestes componentes relativamente aos vulgares computadores de secretária. 
Os passos para a integração da KVM e restante sistema Java neste dispositivo serão 
discutidos [SFO02], assim como os packages e respectivas classes especialmente 
desenvolvidas para o sistema. 
Os passos necessários ao desenvolvimento de um programa para o JUMPtec são 
apresentados e também um exemplo prático ilustrando este método de desenvolvimento.  
4.2. Contribuição Java 
O mercado dos sistemas embedded é um mercado extremamente diversificado onde 
várias empresas lançam os seus produtos quase sempre com software proprietário. Por 
outro lado, certas empresas dedicam-se a construir compiladores próprios para 







determinados processadores. Desta forma o desenvolvimento de aplicações para este 
tipo de sistemas é sempre feito de uma forma dependente do sistema ou mesmo de uma 
forma dependente do compilador usado. Com este método de desenvolvimento de 
aplicação os programadores demoram muito tempo a alterar um programa de uma 
plataforma para outra ou mesmo de um compilador para outro. 
Para além disto, as linguagens de programação normalmente usadas neste tipo de 
sistemas são tipicamente linguagens de baixo nível, onde a programação é uma tarefa 
morosa e donde resultam diversos erros na estruturação de um programa. 
O uso de Java em sistemas embedded pode mudar o paradigma de programação para 
estes sistemas devido às suas características, nomeadamente a sua independência de 
plataforma e o recurso ao garbage collector. Recorrendo a linguagens de programação 
de alto nível o tempo de desenvolvimento pode ser drasticamente reduzido. Na Figura 4.1 
é apresentado um exemplo de desenvolvimento de uma aplicação para três 
processadores diferentes. De notar que, mesmo para o mesmo processador, utilizando 
compiladores diferentes é necessário alterar o código. 
Processador Motorola Processador Microchip



















Figura 4.1 – Desenvolvimento de aplicações em C para sistemas embedded 
Uma das grandes propriedades do sistema Java é a sua independência de plataforma. 
Uma variável de um determinado tipo de dados ocupa o mesmo espaço em memória em 
qualquer plataforma, não sendo necessária a inclusão de funções para determinar o 
tamanho em memória ocupado por um qualquer tipo de dados. Por exemplo em C isto 
não é verdade e o tipo de dados int no compilador Microsoft Visual C++ ocupa 4 bytes 
enquanto, usando o compilador Borland Turbo C 2.01, já ocupa apenas 2 bytes. Como 
em Java os tipos de dados ocupam sempre a mesma memória, não é essencial a 
inclusão de uma função semelhante ao sizeof() de C. 
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Com o uso da linguagem Java, o mesmo programa, depois de compilado, serve para 
todos os processadores, o que poupa muito tempo de desenvolvimento. Para a mesma 
aplicação apresentada na Figura 4.1, o uso de Java, permite simplificar o método de 











Figura 4.2 – Desenvolvimento usando Java 
No entanto é necessário que exista a máquina virtual disponível para estas plataformas. 
4.3. JUMPtec 
Presentemente existem diversos sistemas de recursos limitados com diversas 
funcionalidades, por vezes orientados para aplicações específicas. Para se integrar a 
máquina virtual tentou escolher-se um sistema com capacidades reduzidas, mas que não 
comprometesse o normal funcionamento desta. O sistema escolhido foi um JUMPtec 
WebToNet [Jum00] devido à sua relação preço/funcionalidades. Este sistema possui 
algumas formas de interacção com o exterior, incluindo o acesso à rede Ethernet, tendo 
também incorporado um servidor web. Este servidor permite executar operações de 
gestão do dispositivo. O sistema operativo usado é o Dr-DOS compatível com o Ms-DOS 
normalmente encontrado em PCs de secretária. Serão apresentadas algumas das suas 
particularidades, diferenças em relação a outros sistemas embedded mais utilizados e 
será feita uma pequena comparação com os computadores de secretária devido às suas 
semelhanças com estes. 








O sistema embedded baseia-se num processador Intel 368 SX e inclui 2Mb de memória 
DRAM (Dynamic Random Access Memory) e 2Mb de memória flash a qual é gerida como 
se de um disco rígido convencional se tratasse. O dispositivo é apresentado na Figura 
4.3. As suas dimensões físicas são 11,2x11,6x4,3 cm. 
 
Figura 4.3 – JUMPtec WebToNet 
O processador Intel 386SX utilizado é orientado para o mercado de produtos com fracos 
recursos de memória, processamento e com pouco consumo de energia. Este 
processador, como os antigos 386SX que equipavam os computadores de secretária, 
não possui unidade de vírgula flutuante (FPU – floating point unit). Todas as operações 
feitas com aritméticas de vírgula flutuante terão que ser emuladas por Software, o que 
diminui o desempenho da aplicação e aumenta o espaço ocupado. 
Para interagir com o mundo exterior o sistema possui uma porta Ethernet 10Base T, uma 
porta série, uma porta paralela e um LED (Light Emitter Diode) que pode ser actuado 
usando um registo interno do sistema. A localização dos acessos a diversos subsistemas 
pode ser vista na Figura 4.4. 
 
Figura 4.4 – Localização dos diversos subsistemas 
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A placa Ethernet permite o acesso à Internet de forma normalizada providenciando assim 
uma maior conectividade do sistema com o exterior. O sistema integra uma Crystal LAN 
CS8900 ISA suportando a norma IEEE802.3 em half ou full duplex num barramento ISA. 
Esta placa de rede apenas suporta as redes de 10 Mbps. 
A porta série e a porta paralela providenciam um método normalizado de acesso ao 
exterior e são compatíveis com os PCs comuns de secretária. Este tipo de interface é 
muito usado para as aplicações mais frequentes com recurso a sistemas embedded. 
4.3.2. Portas série 
O JUMPtec dispõe de duas portas série RS232, apesar de apenas uma estar disponível 
no exterior do sistema (ver Figura 4.4). A segunda porta série está acessível num 
conector interno. A porta série COM1, assim como qualquer porta série de um PC 
comum, está mapeada no porto de endereço 0x3F8, sendo todos os registos de controlo 
iguais aos registos de controlo de uma porta série convencional de PC [BL01]. 
4.3.3. Porta paralela 
Por outro lado, a porta paralela do sistema, apesar das suas semelhanças com uma porta 
de PC, apresenta algumas diferenças relativamente a estas. Esta porta paralela 
encontra-se na parte da frente do JUMPtec (Figura 4.4) e está mapeada no porto de 
endereço 0x378 e tal como as portas paralelas dos PC de secretária tem 8 bits de saída 
e 5 de entrada. 
Uma das grandes diferenças desta porta paralela são as suas saídas que, em contraste 
com as saídas das portas paralelas dos PC, não apresentam uma tensão de saída TTL. 
As saídas da porta paralela do JUMPtec são controladas por relés (designam-se 
habitualmente por “livres de potencial”) podendo assim o utilizador ter uma maior 
flexibilidade nas tensões usadas. Cada saída da porta paralela apresenta um esquema 
eléctrico mostrado na Figura 4.5. 












Figura 4.5 – Saída da porta paralela 
As ligações OUTx_A e OUTx_B, estão disponíveis na parte frontal do sistema (Figura 
4.4), ‘x’ representa o número do bit correspondente. 
O registo de dados (data register) da porta paralela, localizado no endereço 0x378, tem o 
seguinte formato: 
Tabela 4.1 – Registo de dados 
Sinal DX D7 D6 D5 D4 D3 D2 D1 D0 
Bit 7 6 5 4 3 2 1 0 
 
Por outro lado o estado das entradas pode ser obtido lendo o registo de estado (status 
register) da porta paralela, localizado no endereço 0x379. As entradas são invertidas 
internamente e todas têm um pull-up. Assim entradas não conectadas são lidas como ‘0’. 





Figura 4.6 – Entradas da porta paralela 
A entrada 3 está novamente invertida antes do bit correspondente do registo de estado. 
Desta forma a leitura deste bit corresponde ao estado lógico da entrada associada, 
enquanto que nas restantes a leitura do bit resulta no inverso do estado lógico do bit 
associado. 
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O registo de estado (status register) é apresentado na Tabela 4.2. 
Tabela 4.2 – Registo de estado 
Sinal de entrada Entrada 3  Entrada 2  Entrada 4  Entrada 1  Entrada 5  N/U  N/U  N/U
 Bit  7  6  5  4  3  2  1  0 
 
4.3.4. LED programável 
Para efeitos de teste e debug o JUMPtec dispõe de um LED actuado num registo interno 
junto com os indicadores de ligação e actividade da placa de rede. A sua localização 








Figura 4.7 – Localização do LED 
Este LED é actuado pelo bit 3 (/DSL) do registo de controlo da porta paralela, localizado 
no endereço 0x37A. Pelo esquema apresentado na Figura 4.8, quando este bit estiver a 
‘0’ o LED está activo. 




Figura 4.8 – Esquema da ligação do LED 
O registo de controlo (control register) no qual se pode controlar o referido LED tem o 
formato apresentado na Tabela 4.3. 
Tabela 4.3 – Registo de controlo 
Sinal N/U N/U N/U IRQ /DSL INI ALF STR 
Bit 7 6 5 4 3 2 1 0 







Para se poder aceder a estes portos de hardware foram escritos os métodos nativos que 
invocam as funções de C correspondentes ao inportb e outportb de C, apresentados 
anteriormente. 
4.3.5. Software 
Para se efectuar a gestão e monitorização do sistema, o fabricante providencia um 
servidor web para DOS integrado no mesmo. Este servidor ocupa pouca memória e 
funciona como qualquer web browser, conseguindo-se assim administrar o sistema em 
qualquer parte do planeta. Este servidor web executa algumas aplicações de gestão do 
dispositivo, nomeadamente o Remote Control Centre (RCC), que serve para gerir a 
memória flash. Na Figura 4.9 pode ser vista uma imagem do RCC. 
 
Figura 4.9 – Remote Control Centre 
O JUMPtec tem atribuído um endereço IP e um host name, tal como qualquer 
componente de uma rede. Todas as configurações de rede local e a reposição de todo o 
software do sistema são efectuadas usando uma aplicação cliente a correr em qualquer 
PC ligado através de um cabo série null modem ao JUMPtec. 
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O sistema operativo que o JUMPtec usa é o Dr-DOS [DR01], compatível com o MS-DOS. 
É um sistema operativo mais orientado para dispositivos com fracos recursos, como é o 
caso do JUMPtec. Assim o servidor web executa em backgroud sendo possível manter a 
comunicação com o sistema através da porta Ethernet, enquanto se corre outra aplicação 
em simultâneo. Sendo o processador do JUMPtec um processador da Intel da série x86, 
pode desenvolver-se programas utilizando a maior parte dos compiladores actuais. 
Acresce ainda a vantagem de os programas poderem ser previamente testados num 
qualquer PC de secretária antes de serem executados no JUMPtec. 
Foram desenvolvidas algumas classes específicas para o JUMPtec de modo a ser 
possível usar-se as funcionalidades disponibilizadas pelo sistema. Estas classes 
pertencem ao package Jumptec, ou seus subpackages. 
4.4. Package Jumptec 
Com este package pretende-se providenciar uma forma normalizada de aceder ao 
hardware do sistema, por forma a que as classes que gerem os meios de interacção com 
o exterior tenham a sua tarefa mais facilitada, permitindo também um código mais legível. 
Na secção seguinte será então apresentada a classe que é a base para todas as 
restantes e que invoca os métodos nativos descritos anteriormente na secção 3.4. 
Este package também retém a classe Led, que serve apenas para ligar e desligar este 
sinalizador, permitindo testes de software muito simples. 
Todas as classes que pertencem a este package podem ser utilizadas no 
desenvolvimento de aplicações para PCs de secretária usando o sistema operativo DOS. 
4.4.1. Classe Port 
Esta classe é, tal como já se disse, o suporte para todo o desenvolvimento do acesso ao 
exterior do JUMPtec. Assim esta classe tem dois construtores, o default e outro que 
recebe como parâmetro o porto com o qual se deseja trabalhar. Possui 4 métodos, dois 
dos quais chamam os métodos nativos desenvolvidos (apresentados na secção 3.4) e 
que contêm o endereço do porto como parâmetro. Os restantes usam os dois primeiros e 
utilizam o endereço do porto que foi especificado aquando da construção do objecto da 
classe. 








public class Port { 
 private int addr; 
 public Port (){}; 
 public Port (int address) { 
  addr=address; 
 } 
 public static native void outb (int portid, char value) 
                           throws IllegalArgumentException; 
 public static native char inb (int portid); 
 public void outb (char value) { 
  outb (addr, value); 
 } 
 public char inb () { 




Os métodos pertencentes a esta classe foram declarados públicos para serem acedidos 
a partir de qualquer classe. Para que não seja necessário instanciar um objecto da classe 
Port estes métodos são estáticos. 
4.4.2. Classe Led 
Esta classe serve apenas para ligar e desligar o nosso sinalizador programável, o LED. 
Ela pertence ao package jumptec e faz uso da classe Port para poder ter acesso ao bit 
do endereço onde se pode actuar no LED (ver secção 4.3.4 deste documento). 
 
package jumptec; 
public class Led 
{ 
  private static final int address = 0x37A; 
  private static boolean state; 
  public Led(){ 
    state=false; 
    off(); 
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  }; 
  static public void on(){ 
    Port.outb(address, (byte)(port.inb (address) | 0x08)); 
    state=true; 
  }; 
  static public void off(){ 
    state=false; 
    Port.outb(address,(byte) (port.inb (address)&0xF7)); 
  }; 
  static public boolean get_state(){ 
    return (state); 
  } 
} 
 
Todos os métodos desta classe são definidos como métodos estáticos e públicos para 
que qualquer classe tenha acesso a eles e para que não seja necessário a instanciação 
de um objecto desta classe para se ter acesso ao LED. Um método suplementar foi 
acrescentado para se obter o estado do LED sem que para isso seja necessário aceder 
novamente ao bit do endereço onde está mapeado. 
De reparar que os dois campos desta classe também são estáticos, isto faz com que 
todos os objectos (quando existem) que sejam instâncias desta classe mantenham em 
comum estes campos. Isto é particularmente útil nesta situação para que a informação 
acerca do estado do LED seja consistente em todas as instâncias desta classe. 
4.4.3. Classe Rs232 
Esta classe pertence ao package jumptec.comm, um subpackage do jumptec, e tem 
por objectivo providenciar um meio de acesso à porta série. Foram escritos métodos para 
ler o caracter que está disponível na porta série, para escrever caracteres para esta, ou 





public class Rs232 { 
  private int address; 







  private static final int COM1=0x3F8; 
  private static final int COM2=0x2F8; 
  private void inicializa (int porta,int lcr,int llb){ 
    Port.outb(porta+3,(byte)(0x80)); 
    Port.outb(porta,(byte)(llb)); 
    Port.outb(porta+1,(byte)(0x0)); 
    Port.outb(porta+3,(byte)(lcr)); 
    Port.outb(porta+4,(byte)(0x01)); 
    Port.outb(porta+1,(byte)(0x00)); 
} 
  public Rs232(int addr, int data_bit, int stop_bit, char 
paridade, int baud) throws IllegalArgumentException{ 
  if (addr==1) address=COM1; 
    else if (addr==2) address=COM2; 
      else throw new IllegalArgumentException(); 
  inicializa1 (address,data_bit,stop_bit,paridade,baud); 
  }; 
  public Rs232 (){ 
    this(1,8,1,'N',600); 
  } 
  public void send_string (String frase){ 
    int i; 
    for (i=0;i<frase.length();i++) send ((byte)(frase.charAt(i))); 
}; 
  public void send(byte caracter){ 
    byte estado; 
    do{ 
      estado=Port.inb(address+5); 
    }while ((estado&0x40)==0); 
  Port.outb(address,caracter); 
  } 
  public byte receive(){ 
    byte temp; 
    long time1,time2; 
    time2=time1=System.currentTimeMillis(); 
    do{ 
      time2=System.currentTimeMillis(); 
      temp=Port.inb(address+5); 
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    }while(((temp&0x01)==0)&&(time2<time1+500)); 
    if (time2>=time1+500) return (-1); 
else return(Port.inb(address)); 
  } 
  private void inicializa1(int serie,int data_bit, int    
stop_bit,char paridade,int baud) throws IllegalArgumentException{ 
    int lcv=0,latch_low_byte; 
  if (data_bit==7) lcv=lcv+2; 
    else  if (data_bit==8) lcv=lcv+3; 
      else throw new IllegalArgumentException(); 
  if (stop_bit==1) lcv=lcv+0; 
    else  if (stop_bit==2) lcv=lcv+4; 
      else throw new IllegalArgumentException(); 
  if (paridade=='n'| paridade=='N') lcv=lcv+0; 
    else  if (paridade=='e'|paridade=='E') lcv=lcv+24; 
      else  if (paridade=='o'|paridade=='O') lcv=lcv+8; 
        else throw new IllegalArgumentException(); 
  switch(baud) { 
    case 600: latch_low_byte=192;break; 
    case 1200: latch_low_byte=96;break; 
    case 2400: latch_low_byte=48;break; 
    case 4800: latch_low_byte=24;break; 
    case 9600: latch_low_byte=12;break; 
    default: throw new IllegalArgumentException();  
  } 
  inicializa(serie,lcv,latch_low_byte); 
  } 
} 
 
Esta classe tem alguns métodos privados para que se possa inicializar a porta série. São 
lançadas excepções no caso dos parâmetros pretendidos não fazerem parte da lista 
normal dos parâmetros duma porta série, por exemplo se pretendermos 10 bits de dados. 
Esta classe disponibiliza dois construtores, através dos quais se consegue inicializar a 
porta série. O construtor default inicializa a porta série 1 com 8 bits de dados, 1 stop bit, 
sem paridade e com 600 bps de taxa de transmissão. O envio e recepção de caracteres é 
feito de modo habitual, havendo na função de recepção um algoritmo de timeout, 
recorrendo ao temporizador do sistema. Devido ao recurso a outra classe, o sistema tem 
de aceder ao disco para efectuar o carregamento desta classe. Desta forma, e durante os 







testes efectuados, reparou-se que ocorriam erros na recepção de caracteres devido a 
este facto. Isto é discutido mais pormenorizadamente na secção 5.4.2 deste documento. 
Poder-se-ia ter disponibilizado mais métodos para o envio, por exemplo, de números 
inteiros ou em vírgula flutuante. Pensa-se, no entanto, que tal não se torna necessário 
porque o código correspondente é simples e assim se evita sobrecarregar o sistema com 
um método que provavelmente seria pouco usado. 
4.4.4. Classe Paralela 
Esta classe pertence ao mesmo package que a classe explicada na secção anterior e 
serve para providenciar o acesso à porta paralela do JUMPtec. Tal como a anterior 
também faz uso da classe Port para ter acesso aos portos de hardware. São fornecidos 
alguns métodos para facilitar o acesso à porta paralela, tais como ler um bit desta, ler 
todos os bits, enviar um valor, entre outros. 




public class Parallel { 
  final private static int address=0x378; 
  final private static int statusRegister=address+1; 
  public Parallel(){}; 
  public static void set_bit (int number){ 
    byte value; 
    number=number & 7; 
    value=Port.inb(address); 
    Port.outb (address,(byte)(value | (1<<number))); 
  }; 
  public static void reset_bit (int number){ 
    byte value; 
    number=number & 7; 
    value=Port.inb(address); 
    Port.outb (address,(byte)(value & (~( 1<<number )))); 
  }; 
  public static int digital (int number){ 
    number=number & 7; 
    if (number>5) number=5; 
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    if (number==0) number=1; 
    switch (number){ 
    case 1:return ((~(Port.inb (statusRegister)>>>4))&0x01); 
    case 2:return ((~(Port.inb (statusRegister)>>>6))&0x01); 
    case 3:return (((Port.inb (statusRegister)>>>7))&0x01); 
    case 4:return ((~(Port.inb (statusRegister)>>>5))&0x01); 
    case 5:return ((~(Port.inb (statusRegister)>>>3))&0x01); 
    } 
  return 0; 
  }; 
  public static byte in(){ 
    byte aux=0; 
    for (int i=5;i>=1;i--){ 
      aux<<=1; 
      aux|=digital (i); 
    } 
    return (aux); 
  } 
  public static void out(byte value){ 
    int i; 
    int mask; 
    mask=0x01; 
    for (i=0;i<8;i++){ 
      if (((value & mask)>>> i)==0) reset_bit(i); 
        else set_bit (i); 
      mask=mask*2; 
    } 
  } 
  public static void set_port(){ 
    int i; 
    for (i=0;i<8;i++) set_bit(i); 
  } 
  public static void reset_port (){ 
  int i; 
  for (i=0;i<8;i++) reset_bit(i); 
  } 
} 
 







Os métodos desta classe, responsáveis pela leitura do estado da porta paralela, 
encarregam-se de inverter o resultado, quando for caso disso, ou seja para todos os bits 
excepto o terceiro. Isto é feito no método digital. Este método, juntamente com os 
métodos set_bit e reset_bit, executa as operações básicas da classe. Os restantes 
métodos apoiam-se nestes. 
4.5. Manual de programação 
Nesta secção serão apresentados os procedimentos necessários ao desenvolvimento de 
programas em Java para o JUMPtec, usando para a respectiva execução a KVM 
explicada nos capítulos anteriores. 
O processo de desenvolvimento de aplicações Java para o JUMPtec, ou genericamente 
para a KVM, necessita de mais alguns passos que o desenvolvimento para as restantes 
máquinas virtuais da Sun a funcionar noutros sistemas. Além do normal desenvolvimento 
da aplicação é preciso efectuar algumas tarefas prévias para que a KVM e a aplicação 
possam ser executadas. Por exemplo, uma delas consiste em executar a pré-verificação. 
De seguida será também dado um exemplo concreto dos passos necessários para o 
desenvolvimento e execução de uma aplicação, o típico Hello World. 
4.5.1. Preparação do JUMPtec 
Antes de ser executada qualquer aplicação escrita em Java, deve colocar-se no disco do 
JUMPtec todas as classes necessárias à sua execução. Estas classes são as classes da 
Java API, mais as classes desenvolvidas no decorrer deste trabalho e que fazem parte 
do package jumptec. Estas já foram apresentadas na secção 4.4 deste documento. A 
máquina virtual também deverá estar presente no sistema, assim como o ficheiro de 
configuração dos parâmetros de rede (wattcp.cfg), necessário ao bom funcionamento 
do wattcp. Estes dois últimos componentes devem estar presentes na mesma directoria 
no disco do JUMPtec. 
O ficheiro wattcp.cfg deve conter os parâmetros essenciais ao devido funcionamento 
em rede. A estrutura deste ficheiro e os referidos parâmetros são apresentados de 
seguida. De notar que existem outros parâmetros que podem ser incluídos, tais como a 
definição de timeouts, mas por serem supérfluos não serão aqui apresentados. 
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my_ip = 192.168.8.138   # endereco ip 
hostname=MicroWWW   # nome do sistema 
netmask = 255.255.0.0   # mascara de subrede 
nameserver = 193.136.80.1  # endereco do servidor DNS 
gateway = 192.168.8.254  # endereco da porta de saida 
domainslist = det.nat.ua.pt # dominio do sistema 
 
Este sistema não é um sistema convencional de secretária. Não tem teclado nem 
monitor, o que limita muito a interacção com ele. Assim, não é possível executar um 
programa, qualquer que ele seja, da mesma forma como se executa um programa num 
comum PC de secretária, ou seja, através da linha de comandos de Ms-DOS. Por outro 
lado, o JUMPtec executa um servidor web o qual serve de porta de acesso ao dispositivo. 
Este servidor trabalha em simultâneo com os restantes programa executados a partir do 
Dr-DOS. 
Para a execução de qualquer programa no JUMPtec, é necessário colocar a linha de 
comando num dos ficheiros de inicialização do Dr-DOS. O método de arranque do 
sistema é equivalente a qualquer outro sistema que use o Ms-DOS como sistema 
operativo. O sistema operativo presente no JUMPtec executa o ficheiro 
“autoexec.bat”, o qual por sua vez chama o ficheiro “start.bat”. Este último é 
responsável pela configuração da placa de rede e pelo iniciar do funcionamento do 
servidor web do JUMPtec. 
Como qualquer aplicação que esteja presente em memória, também o servidor web 
consome memória do sistema. Por isso, para maximizar a memória disponível para a 
KVM, foi necessário fazer um novo ficheiro “.bat”, que apenas executa a aplicação 
desejada. Este ficheiro, designado por “my_bat.bat”, é executado caso o bit número 0 
da porta paralela esteja a ‘0’. Caso este bit esteja a ‘1’ é executado o ficheiro 
“start.bat”. Esta escolha é feita através de um pequeno programa (begin.exe) 
desenvolvido em C que o ficheiro “autoexec.bat” executa. A sequência de inicialização 
é apresentada na Figura 4.10. 
A aplicação que o sistema irá executar é a KVM, já que esta é que é o programa 
executável que foi desenvolvido em C. A máquina virtual, por sua vez, executará a 
aplicação desenvolvida pelo programador a qual deverá ter sido compilada para um 
ficheiro “.class”. O nome deste ficheiro é um parâmetro passado pela linha de comando 
aquando da execução da KVM. A linha de comando para executar aplicação será 
explicada mais adiante neste documento, na secção 4.5.3. 



















Figura 4.10 – Algoritmo de inicialização 
4.5.2. Desenvolvimento da aplicação 
O desenvolvimento de aplicações para o JUMPtec usando Java é feito da mesma forma 
que o desenvolvimento de aplicações em Java para qualquer outro sistema. Devido a 
esta propriedade é que se afirma que a linguagem Java é independente da plataforma. O 
desenvolvimento pode ser feito num qualquer PC de secretária, usando um editor comum 
de texto, ou usando um IDE (Integrated Devellopment Environment) específico para Java. 
O ficheiro resultante deve ser gravado com o nome da classe nele contida e com a 
extensão “.class”.  
O ficheiro, depois de escrito, deve ser compilado com o compilador Java presente no JDK 
(Java Development Kit). O JDK também pode ser obtido de forma gratuita no site da Sun 
[Sun01a]. As ferramentas do IDE podem também ser utilizadas para se efectuar a 
compilação do código fonte. 
Depois de ser efectuada a compilação, o código fonte deve ser pré-verificado, o que vai 
também alterar a extensão do ficheiro de “.class” para “.cla”. Esta alteração é feita 
para facilitar a tarefa do class loader conforme descrito anteriormente na secção 3.3.2. A 
pré-verificação é necessária pois a verificação das classes é uma tarefa morosa e 
consumidora de recursos de memória e de processador. Por este motivo a pré- 
-verificação é feita no sistema onde se desenvolve a aplicação, normalmente um PC de 
secretária. 
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Depois da pré-verificação ser executada, pode-se executar a aplicação na estação de 
desenvolvimento, para efeitos de testes. Estes testes podem ser feitos usando a KVM a 
correr em DOS, ou numa janela de DOS sobre o Windows ou, em alternativa, pode ser 
usada uma qualquer máquina virtual que suporte o mesmo conjunto de bytecodes que as 
máquinas virtuais da Sun. 
Este desenvolvimento, a pré-verifcação e teste não são obrigatoriamente feitos num PC a 
correr o Windows. Nada impede que sejam feitos sobre outro qualquer sistema operativo 
ou hardware, por exemplo usando o Linux. A sequência de desenvolvimento da aplicação 












Figura 4.11 – Desenvolvimento de aplicações 
Para se efectuar o download da aplicação e de todo o restante sistema deve utilizar-se o 
RCC (Remote Control Centre). Este utilitário permite fazer a gestão da memória flash 
como se de um disco rígido se tratasse. De seguida, no JUMPtec, a aplicação é 
executada, existindo também uma verificação que apenas completa a verificação que foi 
feita previamente. 
4.5.3. Download e execução 
A aplicação, depois de compilada, pré-verificada e testada num PC de secretária usando 
um qualquer sistema operativo, deve ser transferida para o JUMPtec por forma a ser 
executada. Esta transferência deve ser feita usando o Remote Control Centre, 
apresentado na Figura 4.9. 
Para executar a aplicação deve colocar-se no ficheiro “my_bat.bat” a seguinte linha de 
código: 








De seguida deve fazer-se a reinicialização do JUMPtec, tendo o cuidado de colocar o bit 
0 da porta paralela a ‘0’. Esta reinicialização pode ser feita recorrendo ao RCC, usando o 
link disponível no lado esquerdo da janela do browser. Este link é apresentado na Figura 
4.12. 
 
Figura 4.12 – System reset 
4.5.4. Exemplo 
Para exemplificar o processo de desenvolvimento, download e execução de uma 
aplicação, será apresentado de seguida um exemplo típico de uma aplicação. Trata-se do 
habitual Hello World neste caso sendo esta frase enviada para a porta série do 
dispositivo. 
O código fonte da aplicação é o seguinte: 
 
import jumptec.comm.*; 
public class HelloWorld { 
  public HelloWorld() {} 
  public static void main(String arg[]) { 
    Rs232 serie=new Rs232(1,8,1,'N',600); 
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   serie.send_string ("Hello World!”); 
  } 
} 
 
A compilação deste ficheiro é feita com a linha de código apresentada de seguida, que é 
válida para o caso do JDK estar presente na directoria “jdk1.2”. Também é necessário 
que a directoria raiz das classes da API completa contenha o ficheiro desta aplicação 
específica, ou seja, neste caso, o “HelloWorld.java” 
 
\jdk1.2\bin\javac -classpath . HelloWorld.java 
 
A pré-verificação do ficheiro resultante deve ser feita usando a linha de comando 
apresentada de seguida. Esta linha de comando pressupõe que o utilitário de pré- 




Neste momento o ficheiro “HelloWorld.cla” (e não “.class”) encontra-se disponível 
na directoria output e está pronto para que se faça o download para o JUMPtec. Esta 
operação deve ser feita usando o RCC. 
Para se executar a aplicação devem ser colocadas as seguintes linhas de código no 
ficheiro “my_bat.bat” existente na raiz do disco do JUMPtec: 
rem posicionamento na directoria do kvm 
cd kvm 
rem executar a aplicação 
kvm HelloWorld 
 
Estes comandos pressupõem que a directoria raiz de toda a API é a directoria kvm e que 
também aí está presente a máquina virtual. 
De seguida o JUMPtec deve ser reinicializado com a ajuda do RCC. Em alternativa o 
sistema pode simplesmente desligar e ligar-se a alimentação do sistema, tendo o cuidado 
de colocar o bit 0 da porta paralela a nível lógico zero. Pode então verificar-se que, pela 
porta série é enviada a frase “Hello World!” a qual pode ser capturada através de um PC 
a executar um vulgar programa de monitorização da porta série. 
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5. APLICAÇÕES E RESULTADOS 
5.1. Introdução 
Neste capítulo serão apresentados algumas aplicações que exemplificam a programação 
de sistemas embedded com Java recorrendo à KVM. Esses programas, na sua 
globalidade, fazem uso de todas as funcionalidades explicadas até ao momento. 
Para avaliar o desempenho e tamanho do sistema são apresentados alguns resultados 
de medições práticas feitas usando alguns programas de teste. O sistema foi também 
testado numa situação real, onde o objectivo é o controlo da temperatura de um forno 
usando diversos algoritmos de controlo. 
5.2. Uso do disco rígido 
As aplicações mais comuns para um sistema embedded foram testadas no decorrer 
deste trabalho, começando por um simples exemplo, o típico Hello World, apresentado na 
secção 4.5.4. Com esta aplicação apenas se pode dizer que a KVM funciona, mas não se 
pode inferir sobre o funcionamento dos restantes subsistemas, por exemplo o disco 
rígido. Como a mensagem é enviada através da porta série, esta aplicação pode 
considerar-se um exemplo do uso da porta série do sistema o que também é uma 
situação típica na interface de sistemas embedded com um computador hospedeiro, seja 
para configuração seja para recolha de histórico ou outras operações. 
Uma das funcionalidades habitualmente usada quando se programa um sistema 
computacional é o seu disco rígido o qual, no caso dos sistemas embedded, é sobretudo 
usado para registo de dados (amostras, histórico, etc.) Assim, com o JUMPtec e a KVM, 
também se usou o disco rígido, correspondente neste caso a uma memória flash. Para tal 
desenvolveu-se a seguinte aplicação: 










public class DiskEx { 
  public DiskEx() { } 
  public static void main(String arg[]) { 
    int car; 
    OutputStream os=null;  
    String str="Aveiro"; 
    try{ 
      try{ 
      os=Connector.openOutputStream("file:texto.txt"); 
      } catch (ClassCastException cce){}; 
    if (os==null) 
      System.out.println("Stream not open"); 
    else{ 
      for (int i=0;i<str.length();i++)  
        os.write(str.charAt(i)); 
      } 
    }catch (IOException ioe){}; 
    try{ 
      os.close(); 
    } catch (IOException ioe1){}; 
  } 
} 
 
No exemplo apresentado, apenas é escrito para o ficheiro “texto.txt” a string “Aveiro”. 
O programa usa a genneric connection framework para estabelecer a ligação com o disco 
rígido do sistema sendo depois os caracteres da string enviados para essa ligação. A 
implementação do sistema de acesso ao disco rígido está feita usando métodos nativos, 
que utilizam as função convencionais de C para realizarem as suas tarefas. 
Esta aplicação foi testada num PC de secretária e no JUMPtec. No PC usou-se DOS, 
Windows e Linux. Comparando com C, o acesso ao disco é programado com um nível de 
abstracção superior, não havendo a necessidade do programador se preocupar com 
certos pormenores característicos do C. 
No JUMPtec a aplicação também foi executada sendo o ficheiro “texto.txt” criado na 
memória flash. 
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5.3. Uso da rede 
Nos testes iniciais efectuados num computador tipo PC, o uso da rede com o Windows 
não ofereceu qualquer problema. Com o DOS, usando o wattcp, também não deveriam 
ter existido problemas, pois o suporte dado pelo wattcp é feito de forma a ser compatível 
com o suporte oferecido pelo sistema Windows. 
Mas, o wattcp apresenta um erro quando se usa o sistema de sockets, que é a base da 
generic connection framework. Desta forma integraram-se algumas funções do wattcp 
como funções nativas para se poder desenvolver aplicações recorrendo à placa de rede 







Figura 5.1 – Cenário de aplicação 
Esta aplicação pede ao utilizador (através da porta série) um endereço IP a partir do qual, 
através dos serviços de DNS (Domain Name Server) da rede local a que está ligado, 
retorna o nome da máquina em questão. Esta aplicação corresponde ao utilitário revip 
(reverse IP) encontrado em diversos sistemas, mas alterado para funcionar no JUMPtec. 
5.4. Desempenho do sistema 
A ideia de que da linguagem Java resultam programas computacionalmente pesados foi 
um pouco ultrapassada com o aparecimento da edição J2ME. O desempenho deste 
sistema com a linguagem Java foi testado ao longo do trabalho, sendo estes resultados 
apresentados de seguida. 







5.4.1. Teste simples 
Para determinar a velocidade do sistema foram feitas algumas medições práticas simples 
realizadas nas linguagens Assembly, C, C++ e Java. Pode-se assim comparar este 
sistema de desenvolvimento com os associados a outras linguagens. As medições foram 
baseadas numa aplicação que ligava e desligava o LED programável, sendo os períodos 
destas operações medidos. Daí resultou o seguinte quadro de resultados. 
Tabela 5.1 – Resultados do teste simples 
Linguagem de programação Tempo de execução Ferramenta 
Assembly 14 µs Masm 6.11 
C 14.8 µs Turbo C 2.0 
C++ 47 µs Djgpp 2.95 
Java 640 µs javac 
 
Como seria de esperar, a linguagem Java leva a um tempo de ciclo superior às restantes 
linguagens, de pelo menos uma ordem de grandeza. Em comparação com C++, outra 
linguagem orientada a objectos, o programa em Java é cerca de 14 vezes mais lento. 
Este facto pode ser explicado porque em Java existem três acessos ao disco por cada 
ciclo. Estes acessos são necessários porque se recorre à classe Led sempre que se 
efectuar uma operação com o LED programável (ligar, desligar e verificar o estado do 
LED). Em Java o recurso a uma classe implica o seu carregamento a partir do disco e, no 
fim desta ser usada, a sua libertação. 
No caso de C++, usou-se esta linguagem como se de C se tratasse, ou seja, 
desenvolveu-se uma classe que contém as funções necessárias às operações a efectuar 
com o LED, sendo estas chamadas como se fossem funções globais em C. Mesmo 
assim, nota-se uma degradação no desempenho em relação à linguagem C a qual, por 
sua vez, apresenta um tempo de ciclo quase igual ao de Assembly.  
Ao contrário da velocidade, o tamanho da aplicação a transferir para o JUMPtec é 
claramente mais favorável no caso da linguagem Java. De facto, em C++, o ficheiro da 
aplicação deve conter todos os métodos e classes necessários à execução da aplicação. 
Ao contrário, em Java, o ficheiro da aplicação apenas contém o código específico 
estando o restante (por exemplo para ligar e desligar o LED) já presente no JUMPtec. 
Esta característica abre perspectivas de utilização de agentes móveis em sistemas 
embedded. O uso de agentes móveis é sumariamente discutido na secção 6.3 deste 
documento. 
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Mesmo com um desempenho inferior ao nível de tempo de execução, o sistema, 
trabalhando com Java apresenta tempos de reacção perfeitamente utilizáveis na maior 
parte das aplicações típicas dos sistemas embedded. Tal é o caso, por exemplo, de 
sistemas de controlo de temperatura ou de controlo de fluxo. Na secção seguinte deste 
documento são apresentados alguns exemplos destas aplicações para mostrar a 
aplicabilidade de todo o sistema. 
5.4.2. Uso em algoritmos de controlo 
Actualmente os sistemas embedded são muito utilizados como unidades de controlo. Por 
exemplo, são usados para processos industriais, para robótica, para aplicações de 
domótica e muitos outros. Desta forma, tentou-se averiguar a eficácia do sistema quando 
aplicado em situações mais concretas [SFO+02]. 
A primeira experiência realizada foi a simulação dos cálculos necessários para a 
realização de um controlador PID (Proporcional Integral Diferencial) usando aritmética 
inteira e aritmética vírgula flutuante. Estes testes foram realizadas no JUMPtec e também 
num PC de secretária, em C e em Java. Como o JUMPtec não possui unidade de vírgula 
flutuante, o impacto deste componente no desempenho do sistema pode ser avaliado. 
Os resultados destes testes estão apresentados na Tabela 5.2. 
Tabela 5.2 – Tempos de cálculos de controlador PID 
Linguagem Aritmética JUMPtec PC 
Vírgula flutuante 14 ms 33.5 µs 
Java 
Inteira 1.28 ms 25 µs 
Vírgula flutuante 12.5 ms 8.6 µs 
C 
Inteira 65 µs 0.6µs 
 
Como se pode ver pela tabela, a falta de unidade de vírgula flutuante tem um grande 
efeito sobre o desempenho do sistema. A execução do mesmo programa em C com 
vírgula flutuante no PC é mais lenta cerca de 14 vezes que usando aritmética inteira, 
enquanto que no JUMPtec a relação entre estas duas situações é cerca de 200 vezes. O 
mesmo se passa se a linguagem utilizada for Java, onde, apesar dos dois tipos de 
aritmética se equivalerem mais, no JUMPtec as diferenças são maiores. 
Se a comparação for feita apenas para a aritmética inteira no JUMPtec, vê-se que C é 
cerca de 20 vezes mais rápido que Java. Se for usada aritmética de vírgula flutuante 
pode-se ver que o Java é apenas um pouco mais lento, o que se pode concluir que a 







emulação das operação em vírgula flutuante implementadas pela máquina virtual é mais 
eficiente que aquela feita pela biblioteca de emulação do compilador C. 
Se for feita a comparação entre C e Java vê-se que as diferenças de desempenho são 
maiores no PC que no JUMPtec. Este facto pode ser explicado devido à utilização, no 
JUMPtec, de uma memória flash como disco rígido. O disco é uma peça importante para 
o desempenho do sistema porque a máquina virtual faz o carregamento dinâmico das 
classes quando executa as aplicações. A memória flash é claramente mais rápida que 
um disco rígido convencional de PC, podendo assim explicar-se estas diferenças no 
desempenho. 
O sistema foi testado num cenário real, num processo de controlo de temperatura de um 
forno. Nesta aplicação muitas das funcionalidades descritas foram usadas, como por 
exemplo a porta série ou escrever para o disco. 













Figura 5.2 – Arquitectura do sistema 
O JUMPtec solicita à unidade de aquisição de dados e de comutação HP (designada a 
partir daqui por HP) a temperatura actual do forno, realiza as contas necessárias ao 
algoritmo implementado, e determina o valor da potência a aplicar no forno. Os dados 
recolhidos ao longo do tempo são armazenados em disco para posterior transferência 
para o PC onde serão analisados. 
Estes dados podem também ser escritos num ficheiro “.html” para serem consultados 
através de um browser ao mesmo tempo que o controlo da temperatura está a ser 
efectuado pelo controlador. 
A comunicação entre o sistema HP e o JUMPtec é feita através das linhas séries destes 
dispositivos. A baud rate utilizada foi de 4800 bps pois, com um valor superior, eram 
perdidos caracteres das tramas enviadas pelo HP, devido à função de recepção recorrer 
a outras classes. De facto, o tempo demorado pelo carregamento dinâmico dessas 
classes provoca uma degradação significativa no desempenho. 
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A unidade de aquisição de dados HP usa a linguagem SCPI (Standart Commands for 
Programmable Instrumentation) para envio e recepção de comandos. Esta linguagem 
difere das restantes linguagens de controlo porque cada comando descreve o sinal a 
medir e não o instrumento que irá fazer esta medida. Isto significa que programas 
escritos com o SCPI são mais intuitivos e fáceis de perceber, poupando assim tempo de 
desenvolvimento das aplicações. Esta funcionalidade implica que um só comando pode 
ser aplicado a diversos tipos de aparelhos. Por exemplo o comando 
“TRIGGER:IMMEDIATE” pode ser usado com um multímetro, um osciloscópio ou outro 
qualquer instrumento com capacidades de trigger. 
Para modelar o envio e recepção destes comandos para a unidade HP, desenvolveu-se 
uma classe específica, a classe Scpi. 
O controlo da temperatura do forno foi feito usando três algoritmos, o primeiro um 
algoritmo on off. Neste algoritmo de controlo o controlador apenas desliga a resistência 
quando a temperatura passa um determinado valor e liga esta mesma resistência quando 
a temperatura desce abaixo de um determinado valor. 
O gráfico resultante do controlo da temperatura do forno é apresentado na Figura 5.3. 























Figura 5.3 – Controlo usando um algoritmo on off 
O segundo algoritmo de controlo de temperatura utilizado foi um algoritmo rampa. Neste 
algoritmo a potência aplicada ao forno aumenta ou decresce consoante o erro do sistema 
for positivo ou negativo. Este algoritmo tende a anular apenas as perdas de calor no 
interior do forno. O set point desejado neste caso também é de 500 oC. O gráfico 
resultante do controlo da temperatura do forno é apresentado na figura 5.4. 











































Figura 5.4 – Controlo usando um algoritmo rampa 
O controlo do forno através deste algoritmo apresenta um overshoot inicial próprio do 
algoritmo, porque a potência aplicada aumenta sempre que a diferença entre a 
temperatura actual e o set point for negativa. Quando esta diferença for positiva é 
necessário anular todo o aumento de potência anteriormente fornecido. 
Outro algoritmo utilizado para controlo do forno foi um algoritmo PI (proporcional Integral). 
Para que este algoritmo pudesse controlar devidamente o forno foi necessário efectuar 
vários testes de modo a se conseguir encontrar os parâmetros mais adequados ao 
controlo. Este parâmetros incluem os ganhos integrais e proporcionais e também os 
valores iniciais da potência aplicada. 
O resultado da aplicação do controlador PI no forno é apresentado na Figura 5.5. Neste 
gráfico o set point era de 510 oC e cada amostra estava espaçada da outra de 30 
segundos. 
É importante referir que o establecimento da janela temporal necessária para a 
implementação destes algoritmos (establecimento do intervalo de amostragem) foi 
efectuado com a ajuda do sistema de tarefas disponibilizado pela linguagem Java. 
Desenvolveu-se uma classe para cada algoritmo derivada da classe Thread. O problema 
inerente à geração da janela temporal foi resolvido de forma fácil, rápida e independente 
da plataforma. Para gerar esta janela temporal noutra linguagem de programação teria 
que se recorrer aos timers do sistema ou usar o sistema operativo. Isto leva a que o 
programador tenha de conhecer bem os detalhes do sistema que está a usar o que faz 
aumentar consideravelmente o tempo de desenvolvimento da aplicação. Além do 
referido, a aplicação resultante não fica obviamente independente da plataforma 
escolhida para a execução do programa. Com o uso da linguagem Java consegue-se 
obter efectivamente independência de plataforma. Refira-se que estes algoritmos 
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também foram testados num normal PC de secretária em Windows e DOS não havendo 










































Figura 5.5 – Controlo usando um algoritmo PI 
Por exemplo para o algoritmo on off, a classe desenvolvida tem a seguinte estrutura: 
 
class OnOff extends Thread{ 
Scpi scpi=new Scpi();     //objecto que representa a unidade HP 
OutputStream output=null; // objecto que representa  
    //o ficheiro em disco 
float setPoint;      // Set Point do sistema 
OnOff(String file, float sPoint){ 
//Inicializa o ficheiro, o HP Data acquisition e o set point 
  } 
public void run(){ 
 while (true){ 
//Código do controlador 
sleep (2000);  //sleep durante 2 segundos 
  } 
} 
 
O código da classe que contém o main apenas instancia um objecto da classe OnOff e 
de seguida activa a tarefa. O código é o seguinte (apenas o main): 
 







public static void main (String arg[]){ 
  OnOff thread= new OnOff (“texto.txt”, 500.0f); 
  thread.start(); 
  } 
 
De notar que não são necessárias preocupações com a exclusão mútua no acesso às 
variáveis e métodos pois apenas existe uma tarefa que usa os recurso todos e logo a 
exclusão mútua está inerentemente garantida. Mas, se tal for necessário, a linguagem 
Java disponibiliza a palavra reservada synchronyzed que garante que apenas uma 
tarefa tem acesso a um recurso de cada vez [Eck00]. Desta forma, no sistema Java, este 
problema, que normalmente é um problema de difícil resolução nos sistemas multitarefa, 
está por si só resolvido, sendo apenas necessário saber por parte do programador qual o 
recurso para o qual ele deseja manter a exclusão mútua. 
Esta forma de facultar a multitarefa apenas dá suporte a sistemas soft real-time, ou seja, 
sistemas tempo real para os quais a falha de uma meta temporal não origina situações 
críticas. No que diz respeito aos sistemas hard real-time algumas considerações devem 
ainda ser efectuadas. 
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6. CONTRIBUIÇÕES FUTURAS DE JAVA 
6.1. Introdução 
No capítulo anterior demostrou-se a utilização da KVM e da linguagem Java em sistemas 
de tempo real. No entanto a aplicação apresentada tem limitações temporais não críticas 
(soft real-time), não demostrando assim a aplicabilidade do sistema em cenários onde o 
tempo de execução e escalonamento das tarefas é a principal preocupação. 
Os sistemas embedded são muito utilizados para aplicações de controlo em tempo real 
(hard real-time), como por exemplo para o ABS dos automóveis. Este tipo de 
implementações impõe um conjunto de regras à linguagem de suporte. Neste capítulo 
são feitas algumas considerações acerca da implementação e uso de programas de 
tempo real com Java. 
Por outro lado, o uso de Java abre prespectivas de aplicação de sistemas de agentes 
móveis. Este tipo de agentes está em grande desenvolvimento nos sistemas de 
secretária e, com a KVM, as possibilidades do uso de agentes móveis em sistemas 
embedded distribuídos cresceram, existindo neste capítulo uma pequena discussão 
sobre as dificuldades de implementação. 
6.2. Java tempo real em sistemas embedded 
A implementação de Java tempo real para sistemas embedded leva a diversos 
problemas, são eles: 
• Uso de memória. Os sistemas embedded, não só pela sua dimensão física, mas 
também pelo preço, dispõem de pouca memória. O uso deste recurso deve ser 
cuidado e merecer especial atenção no desenvolvimento das aplicações. Quando 
se usa linguagens de mais alto nível orientadas a objectos, como Java, as 







necessidades de memória aumentam significativamente. Desta forma, é 
necessário apresentar um bom compromisso de memória disponível e preço do 
produto / preço de desenvolvimento para este ser competitivo. 
• Código externo. Os sistemas embedded normalmente necessitam de comunicar 
com o meio exterior e logo precisam de código externo ao disponibilizado pela 
Java API. Exemplo deste código pode ser um driver especialmente desenvolvido 
para um hardware específico. 
• Velocidade. A velocidade de processamento pode traduzir-se em consumo de 
energia que também não é desejável nestes sistemas. Além do preço do 
processador, é necessário equilibrar o custo associado ao gasto energético que 
este terá. As linguagens como Java, necessitam normalmente de maior 
capacidade de processamento, tendo assim que existir o mesmo compromisso 
exposto para o caso do uso da memória. 
• Determinismo. As limitações temporais impostas pelas aplicações aos sistemas 
embedded podem ser elevadas, devido ao uso que estes dispositivos podem ter. 
• Latency. O determinismo não é a única limitação de tempo. A latência e a 
variação desta (jitter) são importantes nos sistemas de tempo real e garantir bons 
desempenhos ao nível destes parâmetros requer alguma capacidade de 
processamento. 
Algumas das máquinas virtuais existentes consistem num software que executa as 
classes compiladas, exemplos disto é a KVM apresentada ao longo deste trabalho. Por 
outro lado, existem sistemas que são implementados em hardware e logo o seu uso está 
limitado aos sistemas onde estão presentes. Exemplos destas máquinas virtuais podem 
ser encontradas em [Ims01, Har01]. Na univerisade de Karlsruhue, Alemanha, está em 
desenvolvimento uma máquina virtual implementada em hardware com capacidades de 
tempo real [FPK+01]. 
Não é necessário interpretar directamente as classes compiladas, existindo sistemas que 
transformam o código Java em C e juntam-o com um pequeno kernel e um garbage 
collector. Por exemplo a Jamaica VM [Sie00, Sie99, SW01] que, depois de compilar para 
C o código Java, o liga com o resto da aplicação da máquina virtual, resultando assim o 
executável. Este tipo de sistema assume que existe disponível um compilador C para a 
plataforma em questão. Este sistema está disponvel comercialmente mas usa mais 
memória que a KVM. 
A máquina virtual do sistema PERC carrega as classes segundo o sistema JIT (Just in 
Time Compiler), apenas disponível em algumas plataformas para as quais o sistema está 
preparado. No JIT as classes são dinamicamente analisadas e são compiladas para 
código nativo de uma forma optimizada. Com este método existe um maior uso de 
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memória, mas o desempenho é melhorado e os métodos não utilizados não são 
carregados para a memória. 
O desempenho duma linguagem é determinante para o uso desta em tempo real. 
Interpretar o código das classes (bytecodes) é cerca de 10% mais lento que outra 
linguagem não interpretada orientada a objectos tipo C++ [NEN01]. Muitas são as 
alternativas para aumentar o desempenho de Java, tal como o JIT. Os melhores 
compiladores JIT conseguem gerar código tão rápido como o C++, mas com um 
consumo de memória maior [NEN01]. Outro preço a pagar é a dificuldade que existe no 
escalonamento das tarefas quando se usa o JIT para que os compromissos de 
determinismo e latência sejam respeitados. 
O determinismo é afectado basicamente por duas grandes funcionalidades de Java, o 
carregamento dinâmico das classes e o garbage collector. 
O carregamento dinâmico das classes faz com que nunca se saiba se uma determinada 
classe já foi ou não carregada, ou se irá ter que ser carregada. Por outro lado as classes 
são carregadas a partir do disco do dispositivo que é um sistema muito mais lento que o 
processador, o que leva a elevadas perdas de tempo. 
Uma solução para este problema é o carregamento de todas as classes necessárias 
antes do início da aplicação que apresenta problemas aquando da inicialização das 
classes e de uso de memória. Usando este processo a inicialização das classes teria que 
ser feita explicitamente pelo utilizador antes da execução da aplicação. 
O garbage collector é uma funcionalidade de Java importante, principalmente nos 
sistemas embedded, mas as duas especificações Java para tempo real exitentes 
[BBD+00, Con00] assumem que o garbage collector para Java tempo real é impossível, 
deixando assim a tarefa da gestão de memória para o programador. No entanto existem 
investigadores que estão determinados a desenvolver garbage collectors para sistemas 
Java tempo real. 
Henriksson [Hen98] demostra que, sabendo a quantidade de memória disponível e a taxa 
de alocação de memória, é possível usar um garbage collector com Java tempo real de 
forma que existe um limite superior para a latência das tarefas de maior prioridade. 
Por outro lado, Siebert [Sie99] na Jamaica VM, escolhe outra estratégia para o uso do 
garbage collector. Este, divide a memória em blocos que são usados e libertados 
consoante as necessidades, sendo possível definir um limite máximo para a latência das 
tarefas mais prioritárias. 
O uso de código externo torna mais fácil a sua gestão quando o código Java é 
transformado para código nativo mas dificulta a tarefa do garbage collector nos restantes 
casos. Pois se este código reservar memória, esta pode ser marcada para o garbage 







collector não actuar sobre ela, mas isto leva a uma grande fragmentação da memória e 
consequente perda de desempenho e de determinismo. 
Quando se usa a divisão de memória em blocos é difícil saber o tamanho dos blocos, 
pois não se sabe o tamanho de memória que o código externo necessita de reservar. 
Por tudo o apresentado e porque as implementações de Java tempo real existentes usam 
todas a estratégia de compilação do código Java para C e de seguida ligar este código 
com módulos do sistema, pode concluir-se que actualmente esta estratégia parece ser a 
melhor para a implementação de Java tempo real. 
6.3. Agentes móveis 
Os sistemas distribuídos baseados em sistemas embedded são usados cada vez mais 
nos sistemas industriais ou nos automóveis. Nos automóveis cada sistema embedded é 
responsável pela aquisição de um conjunto de sinais, para posterior tratamento. A 
introdução de agentes móveis nestes sistemas pode acrescentar uma robustez ao 
sistema importante para melhorar o seu funcionamento. Sempre que, exista uma falha de 
comunicação, todo o sistema é obrigado a parar, usando agentes móveis isto poderia ser 
ultrapassado pois a informação pode ser enviada para os restantes sistemas quando a 
comunicação for restablecida. 
O uso de agentes móveis em sistemas computacionais com mais capacidade do que 
aquele apresentado neste trabalho está cada vez mais a difundir-se [PK98]. 
Nestes sistemas os agentes móveis tiveram um grande impulso com o aparecimento da 
linguagem Java, devido a algumas das suas particularidades, tais como: a independência 
de plataforma, a segurança ou a sua apetência para uso em rede. O espaço ocupado por 
um ficheiro “.class” tende a ser mais pequeno que o ocupado por um ficheiro em 
código nativo [Mat02], sendo portanto mais adequado para o uso em agentes móveis. A 
serialização e a possibilidade de uso de class loaders definidos pelo utilizador 
apresentam-se como duas grandes vantagens de Java, embora na KVM não estão 
implementadas. 
Por outro lado, o sistema Java apresenta um sistema multitarefa muito simples e intuitivo 
de usar, sendo desta forma também uma vantagem no uso em agentes móveis. O 
sistema multitarefa implementado pela KVM é igual ao sistema multitarefa implementado 
pela máquina virtual existente para os PCs de secretária. 
Trazer para os sistemas embedded os agentes móveis pode abrir diversas perspectivas 
importantes para os sistemas embedded distribuídos. O uso de agentes móveis 
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recorrendo à Java 2 Micro Edition já foi descrito em [Mah01], não sendo contudo 
discutida nenhuma solução para alguns problemas que parecem ser entrave aos agentes 
móveis, sendo apenas apresentada ideia. 
Um dos problemas que se pode colocar é que a Java 2 Micro Edition não dá suporte às 
classes de serialização. As classes de serialização transformam um objecto num objecto 
série e não como uma estrutura. Os objectos serializados estão mais adaptados para 
serem enviados por uma linha série como é a rede Ethernet. 
A reflexão é uma funcionalidade que é fundamental no desenvolvimento de sistemas de 
agentes móveis e que a KVM não dispõe. Com a reflexão é possivel saber a identidade 
de um objecto, por exemplo a sua classe, e as descendências destas classes. 
Outro dos problemas que a J2ME tem para a implementação de agentes móveis é a não 
existência de class loaders definidos pelo utilizador. Desta forma não é possível na J2ME 
fazer o carregamento das classes consoante o programador desejar, sendo este sempre 
feito da forma como está implementado no class loader original da KVM.  
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7. CONCLUSÕES E TRABALHO FUTURO 
A orientação clara das linguagens modernas são os objectos devido a todas as 
vantagens associadas a este paradigma. As linguagens de programação procedimentais 
estão a cair em desuso, existindo já estabelecimentos de ensino que apenas ensinam 
linguagens orientadas a objectos. Desta forma, Java apresenta-se como a linguagem que 
certamente irá ser a linguagem de programação dos próximos anos, havendo um 
crescente número de programadores a emergir diariamente. 
Nos sistemas embedded, ainda se utiliza muito linguagens de baixo nível, 
nomeadamente o C e às vezes mesmo Assemby. Esta última só é normalmente usada 
apenas para tarefas muito específicas, ou quando se deseja um desempenho superior. A 
linguagem C continua a figurar como uma linguagem de boa relação desempenho / custo 
de programação. No entanto, o uso de C requer redobrados cuidados no que diz respeito 
à gestão de memória e encapsulamento de código para que a tarefa de programar e 
fazer debug dos programas se torne simples e rápida. Mais uma vez, Java aparece como 
a linguagem ideal para uma correcta gestão de memória e encapsulamento de código, 
devido às suas particularidades. 
Por outro lado, cresceu a ideia de que da linguagem Java resultavam programas grandes 
e que consumiam muitos recursos. Esta ideia que Java é uma linguagem da qual 
resultam programas computacionalmente pesados e que ocupam muita memória está 
cada vez mais a desaparecer com o aparecimento de novas tecnologias para os 
computadores de secretária que aumentam o desempenho do sistema. 
Se o desempenho da linguagem Java pode ser aumentado nos sistemas de secretária, 
então é possível começar a pensar em utilizar Java em sistemas com fracos recursos. 
Desta forma apareceu uma edição Java para sistemas de recursos limitados, a Java 2 
Micro Edition. Esta edição suporta uma nova máquina virtual, pequena e modular, a Kilo 
Virtual Machine. 
Esta nova máquina virtual Java constituiu o ponto central deste trabalho, tendo sido o 
grande objectivo a sua integração num sistema embedded de fracos recursos, em 
particular um sistema da empresa JUMPtec designado por WebtoNet. Este sistema utiliza 
o Dr-DOS como sistema operativo. O Dr-DOS é um sistema operativo compatível com o 
Ms-DOS apresentando portanto todas as suas limitações, nomeadamente no tamanho 
dos nomes dos ficheiros em disco. A alteração da máquina virtual foi a solução 







encontrada para o sistema. Algumas modificações tiveram que ser efectuadas, 
nomeadamente ao nível do class loader e do suporte para a rede. 
O sistema da JUMPtec, apesar de não possuir elevados recursos, dispõe de uma placa 
de rede para a comunicação com a Internet e ainda de porta série e porta paralela. Para 
estes interfaces foram desenvolvidas algumas classes para aceder ao exterior de uma 
forma normalizada. 
Como este tipo de sistemas é muito utilizado em aplicações de controlo e estas 
aplicações usam normalmente aritmética de vírgula flutuante, e como a máquina virtual 
distribuida pela Sun não dá suporte, houve necessidade de acrescentar-lhe algumas 
funções. A máquina virtual passa assim a dispor de um suporte efectivo à utilização de 
aritmética de vírgula flutuante. Como em Java o suporte para as operações a efectuar 
sobre as variáveis é fornecido por classes associadas ao seu tipo de dados, as classes 
associadas aos tipos de dados de vírgula flutuante tiveram que ser adicionadas. O 
mesmo se passou com métodos de algumas classes já existentes que não estavam 
disponíveis para este tipo de dados. 
Neste trabalho foram também efectuados alguns testes com cenários reais de utilização. 
Os testes mostram que o desempenho do sistema programado com Java é inferior ao 
que se obtém utilizando outras linguagens (o sistema é mais lento) mas perfeitamente 
aceitável para as aplicações mais comuns para estes tipos de dispositivos. 
Os benefícios que a utilização da linguagem Java tráz para as aplicações mais banais e 
que não requerem um muito bom desempenho são evidentes. A aplicação é escrita e de 
seguida pode ser executada em qualquer plataforma, não havendo a necessidade sequer 
de recompilação. Por exemplo, foi apresentado um método para a geração de uma janela 
temporal independente da plataforma usada e logo o programador não necessita de 
saber pormenores do sistema operativo ou do hardware. Por outro lado, o tamanho do 
código que é transferido para o dispositivo é muito pequeno, não existindo a necessidade 
de incluir neste código o correspondente ao suporte às funcionalidades do sistema como 
acontece em C. 
Além do código a transferir entre sistemas ter tamanho reduzido, o sistema Java 
apresenta outras vantagem para o seu uso em sistemas de agentes móveis, como sendo 
a independência de plataforma e a execução segura de aplicações. Assim o sistema 
apresentado é claramente um ponto de partida para o desenvolvimento de uma 
plataforma de agentes móveis para sistemas embedded distribuídos. Para se poder 
desenvolver este sistema de agentes móveis seria necessário consolidar o acesso à 
placa de rede para que este seja feito de acordo com o generic connection framework e 
acrescentar algumas funcionalidades à máquina virtual, como sendo a serialização, a 
reflexão e o uso de class loaders definidos pelo programador. O desenvolvimento destas 
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funcionalidades para a KVM poderia alargar as plataformas de agentes móveis para os 
sistemas de recursos limitados. Em contrapartida, certamente que o espaço ocupado 
pela KVM iria aumentar, limitando a aplicabilidade desta em grande número de sistemas. 
A aplicação da linguagem Java em tempo real já tem as suas especificações definidas 
mas apresenta alguns impedimentos que, de uma forma ou de outra, então a ser 
resolvidos. As implementações existentes não dão pois ainda suporte a hard real-time e a 
todos os paradigmas Java. O desenvolvimento das classes necessárias e a alteração da 
restante J2ME para a utilização em tempo real poderá ser um grande impulso para o uso 
do sistema apresentado neste trabalho em sistemas embedded de poucos recursos. 
O sistema aqui apresentado pode considerar-se uma nova variante da edição CLDC, 
onde é possível executar programas que recorram a aritmética de vírgula flutuante no 
sistema operativo DOS. Foi assim definido um novo perfil, ao qual se atribui desde já a 
designação de DOS Embedded eThernet Profile , ou seja, DET Profile. 
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