Abstract. In this note we study Kloosterman sums twisted by a multiplicative characters modulo a prime power. We show, by an elementary calculation, that these sums become equidistributed on the real line with respect to a suitable measure.
Introduction
Let p be a prime and q = p k a prime power. For any multiplicative character χ ∈ (Z/qZ) * , and any a, b ∈ (Z/qZ) * consider the twisted Kloosterman sum ) is an additive character of Z/qZ. When χ = 1 is trivial, the sum K q (a, b, 1) = K q (ab, 1, 1) ∈ R is real and satisfies |K q (a, b, 1)| ≤ 2 √ q. For q = p prime this is the Weil bound [6] , and for prime powers q = p k this can be shown by an elementary calculation (see Corollary 1) . In [3] , following Deligne's Equidistribution Theorem for Frobenius conjugacy classes, Katz showed that as p → ∞ through primes, the normalized sums p One can also consider the distribution of the twisted sums when the varying parameter is the multiplicative character. To be more precise, we consider the family K q (a, χ) = q − 1 2 K q (a, −a, χ) with a ∈ Z fixed and χ varying over (Z/qZ) * (we take b = −a to insure that the sums are real and the normalization is chosen to get mean square one). This sort of question is similar to the distribution of exponential sums considered by Kurlberg and Rudnick with respect to the matrix elements of the quantum cat map [5] .
For q = p a prime, we expect the sums K p (a, χ) to become equidistributed (as p → ∞) with respect to the Sato-Tate measure. Note that since the multiplicative character is not an algebraic parameter, such an equidistribution result does not follow from Deligne's Equidistribution Theorem as in the case of the sums K p (a, 1, 1). Nevertheless, this result should follow from Katz's analysis of Tannakian categories [4] . ( We also remark that the numerical evidence for this is quite convincing.)
In this note we study the distribution of these normalized sums for q = p k a (nontrivial) prime power. We show that as p → ∞, for any fixed a ∈ Z, the normalized sums K q (a, χ) also become equidistributed on the real line but with respect to the measure
Moreover, we show that for any r distinct integers a 1 , . . . , a r , the corresponding r-tuples (K q (a 1 , χ) , . . . , K q (a r , χ)) become equidistributed in R r with respect to the product measure dµ r .
Theorem 1.
Fix r distinct integers a 1 , . . . , a r . For any continuous bounded function g ∈ C(R r ) and any k > 1,
Remark 1.1. One can also study the limiting distribution of the sums K q (a, 1, 1) for q a prime power and a varying over (Z/qZ) * . For this case the normalized sum is given (up to a sign) by
and it vanishes otherwise. From this, one can easily deduce that as q → ∞ these sums also become equidistributed with respect to the measure µ above. We also note that for Sallié sums (i.e., for K q (a, 1, χ 2 ) with χ 2 the quadratic character) the same formula holds also for prime modulus (as well as for prime powers). Hence, the sums K p (a, 1, χ 2 ) (when a varies and p → ∞) also become equidistributed with respect to µ. Remark 1.2. There is a natural group theoretic interpretation of the measures µ and µ ST defined above. For any subgroup K ⊆ SU(2), the trace map sends the Haar measure of K to a corresponding measure on [−2, 2]. The Sato-Tate measure µ ST is obtained in this manner if we take K to be the full group. The measure µ, on the other hand, is obtained if we take K to be the normalizer of a maximal torus in SU(2). This interpretation is natural when considering Kloosterman or Sallié sums with prime modulus, since in this case the corresponding sums can be represented as traces of matrices from SU(2). Deligne's Equidistribution Theorem them implies that these matrices become equidistributed in the corresponding group (i.e., in SU(2) for K(a, 1, 1) and in the normalizer of a torus for K(a, 1, χ 2 )). For the prime power case we are not aware of such an interpretation of these sums, however, in this case the proof of the limiting distribution is elementary.
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Elementary Calculation
For exponential sums modulo a prime power q = p k it is possible to evaluate the sum by elementary means (see e.g., [2, Section 12.3] or [1, Chapter 1.6]). Applying this method specifically for Kloosterman sums gives the following results.
Proposition 2.1. Let q = p 2l be an even power. Then for any character χ ∈ (Z/qZ) * there is a unique t χ ∈ Z/p l Z such that χ(1 + p l x) = e p l (t χ x). In this case the Kloosterman sum is given by
Proposition 2.2. Let q = p 2l+1 be an odd power. Then for any character χ ∈ (Z/qZ) * there is a unique t χ ∈ Z/p l+1 Z such that
In this case the Kloosterman sum is given by
with h(x) = ax 2 + t χ x − b, and G(x) the Gauss sum
Corollary 1. For any character χ with t
In particular, for any a, b ∈ (Z/qZ) * we have |K(a, b, 1)| ≤ 2 √ q and for any a ∈ (Z/qZ) * and χ with t χ ≡ ±2a
Proof. The condition t 2 χ ≡ −4ab (mod p) implies that the polynomial h(x) = ax 2 + t χ x + b is separable, and hence the equation h(x) ≡ 0 (mod p l ) has two or zero solutions in Z/p
is given by a sum of two (or zero) elements each of absolute value one implying the bound. For k = 2l + 1 odd, we also use the identity |G(x)| = √ p. For this to hold we have to exclude the possibility that d(x) ≡ 0 (mod p) and h(x) ≡ 0 (mod p l+1 ) (in which case G(x) = p). However the equation d(x) = h(x) = 0 (mod p) has a solution only if t
Equidistribution
We now turn to the proof of Theorem 1. Fix a finite set of r nonzero distinct integers a 1 , . . . , a r . We need to show that for any continuous bounded function g ∈ C(R r )
We will use the fact that the normalized sums are (almost always) bounded by 2 to reduce this to a moment calculation. We then exploit the explicit calculation of the sums to reduce the moment calculation to a counting argument.
3.1. Reduction to a moment calculation. For every 0 ≤ j ≤ k let
For χ, χ ′ any two characters, and j ≤ [
] (the integer part of
. For any q = p k we define the set of characters
where t χ is determined by χ as above. Since the order of C p (k, j) is p j−1 (p − 1), we get that for any a j there are precisely 2p k−2 (p − 1) characters with t χ ≡ ±2a j (mod p).
) and it is sufficient to show that for any continues bounded function
Now note that for any χ ∈ S q we have the bound |K q (a j , χ)| ≤ 2. Since the measure µ is also supported on [−2, 2] it is sufficient to check this for continues function on [−2, 2] r .
Finally, note that any continues function on [−2, 2]
r can be uniformly approximated by polynomials, so it is sufficient to check all mixed moments. We have thus reduced Theorem 1 to the following proposition 
3.2. Reduction to a counting argument. We now reduce Proposition 3.1 to a simple counting argument. We need to show that for any m 1 , . . . , m r ∈ N,
With out loss of generality, we can assume all the m j are nonzero in which case the right hand side is given by ). For any character χ ∈ S q let t χ ∈ Z/p k−l Z as above. Note that if we multiply χ by any character in C p (k, l) this does not change t χ . Consequently, if for any t ∈ Z/p k−l Z we fix a representative χ t (s.t., t χt = t), we can write 1
(where the first sum is only over t ∈ Z/p k−l Z such that ∀j, t = ±2a j (mod p)). Next note that the only contributions to this sum, comes from t ∈ Z/p k−l Z such that for any j there is
is the angle of the normalized Gauss sum G(x j ) for k odd and zero for k even.
Let
We can thus rewrite the above sum as 1
where the middle sum is over the co-set t ∈ Z/p k−l Z|t ≡ t( x) (mod p l ) and the notation Y ′ (p l ) means that we exclude elements with x j = ±1 (mod p). Notice that for k even the middle sum is just one element and for k odd it is a sum over p elements. Now use the formula,
The main contribution comes from the terms where in all the factors m j − 2n j = 0. This vanishes unless all m j = 2n j are even in which case it is given by
2). We also have an error term coming from the sums of the form 1 q
with {n 1 , . . . , n r } nonzero integers. For any x ∈ Y ′ (p l ) and t ≡ a 1 (
. Hence, to bound the error term we need to bound sums of the form
Rewrite this sum as 1 q
and note that unless
n j j ) = 0. We can thus bound the above sum by
Now the proof of Proposition 3.1 is concluded by the following two counting lemmas: 
To conclude the proof we use the estimate
(To get this estimate write
with χ 2 the quadratic character modulo p, and apply the Weil bounds on the corresponding character sums.)
Proof of Lemma 3.3. To prove the bound Y 0 (p l ) = O(p l−1 ) we will show that there is a nonzero polynomial F (t) with coefficients in Z[ 1 · · · x nr r ≡ 1 (mod p l ) then F (t) = G(x 1 , . . . , x r ) ≡ 0 (mod p l ). It remains to show that F (t) is not the zero polynomial. Notice that if the a j 's are not distinct this is not always true (e.g., for r = 2 if a 1 = a 2 and n 1 = n 2 then F = 0). To show that in our case F does not vanish, we think of it as a complex valued polynomial and note that for it to be identically zero there has to be some choice of signs σ ∈ {±1} r so that the function G σ (t) = 
