Abstract. We study positive solutions of an elliptic problem with indefinite in sign nonlinear Neumann boundary condition that depends on a real parameter, λ. We find precise range, I, of those λ's for which our problem possesses a positive solution, prove that λ * = sup I is a bifurcation point, and exhibit explicit max-min procedure for computing λ * . We also obtain some properties of the set of solutions.
Introduction
In this paper, we study positive solutions of the following model problem:
(1.1)
in Ω,
where Ω is a bounded smooth domain in R N , λ is a real parameter. It is assumed that • 2 < p ≤
2(N −1)
N −2 if N ≥ 3 and 2 < p < ∞ if N = 1, 2; • f ∈ C 1,α (∂Ω) with some α ∈ (0, 1), and ∂Ω f < 0. The function f may change sign on ∂Ω. Under positive solution of (1.1) we mean a function u ∈ C 2 (Ω) that satisfies (1.1) and the property that u > 0 on Ω.
It is well known that such kind of problems as (1.1) arises in many mathematical models in applied sciences. Moreover, problem (1.1) is related to the class of boundary value problems arising in the theory of conformal transformations of Riemannian metrics (cf. [10] , [1] , [4] ).
In this paper, we find a precise range, I, of those λ's for which problem (1.1) possesses a positive solution (item (d) of Theorem 1.2 and Theorem 1.3), prove that λ * = sup I is a bifurcation point of problem (1.1) (Theorems 1.2 and 1.3), and derive some monotonicity properties of positive solutions of (1.1) (Theorem 1.3). The peculiarity of present paper is that we exhibit an explicit max-min procedure of finding the value of λ * . The idea of our treating λ * is from [7] . For example, we show that λ * can be calculated as follows: (a) 0 < λ * < ∞. (b) For any λ ∈ (0, λ * ), problem (1.1) has a positive solution u λ such that F (u λ ) < 0. Problem (1.1) has no positive solution for any λ ∈ (λ * , ∞).
If 2 < p < ∞ if N = 1, 2;
, then the following extra statement holds true.
(c) There exists Λ ∈ (0, λ * ) such that for any λ ∈ (−∞, Λ), problem (1.1) has another positive solution w λ , which satisfies F (w λ ) > 0.
To state more precise result, we need the following linearized problem associated with (1.1): , problem (1.1) has a positive solution u λ such that F (u λ ) < 0. Problem (1.1) has no positive solution for any λ ∈ (λ * , ∞). (c) Set u * := u λ * , then problem (1.5) has a positive solution, v * , and moreover, all positive solutions of (1.1) near (λ * , u * ) form a curve that belongs to C 1 (− , ), R × C 2 (Ω) , > 0, and is defined by (λ(s), u(s)) = (λ(s), u * + sv * + h(s)),
This curve has the following properties: λ(0) = λ * , λ (0) = 0, and h(0) = h (0) = 0. (a) 0 < λ * ≤ ∞; λ * = ∞ if f < 0 a.e. and 0 < λ * < ∞ if f = 0 on some nonempty, open, smooth portion of ∂Ω. (b) Problem (1.1) has a positive solution if and only if λ ∈ (0, λ * ). For such λ, (1.1) has precisely one positive solution, u λ . The mapping λ → u λ is increasing and has the following two properties:
Moreover, in case λ * = ∞, the second identity in (1.6) can be replaced by stronger one: The rest of this paper is organized as follows. Section 2 is devoted to some analytic preliminaries and some known results we shall be using later. In Section 3, we investigate regularity of weak solutions of (1.1) and prove two results concerning the existence of a positive solution of problem (1.1), for a given λ = λ 0 , and linearized problem (1.5), provided that λ * is finite and problem (1.1) has a positive solution, (λ * , u * ). In Section 4, we reveal some conditions under which λ * is positive or finite and study the existence of a positive solution of problem (1.1) subject to the location of λ with respect to λ * . We prove our main Theorems 1.1-1.3 in Sections 5 and 6. Section 7 finishes our paper by proving two key statements of Section 2.
Preliminaries
In this section, we collect some notations and facts from the theory of partial differential equations that will be used in the subsequent sections.
Function spaces.
Let Ω be an open subset of R N . If k is a nonnegative integer and p ∈ [1, ∞), then H k,p (Ω) = the space of (equivalence classes of) functions
The space H 1 (Ω) is usually endowed with the norm
, but, for convience of our further reasonings, we endow it with the following equivalent norm:
If k is a nonnegative integer and α ∈ (0, 1), then C k,α (Ω) = the space of functions u ∈ C k (Ω) all of whose k-th order derivatives are Hölder continuous with exponent α on Ω.
2.2.
Method of sub-and supersolutions. Consider the problem (2.2)
where f : Ω × R → R and g : ∂Ω × R → R are some measurable functions.
and
, and
In particular, a function u ∈ H 1 (Ω) is a weak solution of (1.1) if
for any v ∈ H 1 (Ω). If f and g are Carathéodory functions that satisfy the hypotheses (2.5)
for all (x, v) ∈ ∂Ω × R, C > 0 being some constant independent of (x, v), then weak solutions of (2.2) are precisely critical points of the following energy functional associated with (2.2):
where
(Under conditions (2.5), E is Fréchet differentiable in H 1 (Ω) with E (u), v equaling (2.3) for any u, v ∈ H 1 (Ω).) Here are few results we shall use quite often in the paper.
Lemma 2.1. Let u, u ∈ H 1 (Ω) be bounded weak subsolution and weak supersolution of (2.2) such that u ≤ u a.e.. Suppose that
, where α = ess inf u(Ω) and β = ess sup u(Ω), then the following hold.
(a) Problem (2.2) has minimal and maximal weak solutions with respect to the interval [u, u], i.e. weak solutions u min , u max ∈ H 1 (Ω) such that u ≤ u min ≤ u max ≤ u and that every weak solution u ∈ H 1 (Ω) of (2.2)
The following result concerns the existence of global weak maximal and minimal solutions of (2.2).
Suppose there exist constants a ≥ 0 and a ≥ 0 with a + a > 0 and a constant b, such that
Then problem (2.2) has global weak maximal and minimal solutions.
For the sake of completeness, we shall prove these statements in Appendix (Section 7). 
, such that the set of solutions of F (λ, u) = 0 in U consists of two continuous curves Γ 1 and Γ 2 , which may be parametrized respectively by λ and s as follows:
Here
Here is the second bifurcation theorem, which we will need in Section 6 (cf. [3] ).
Theorem 2.3. Let V be an open neighbourhood of (λ * , u * ) in R × X, and let F ∈ C 1 (V, Y ) have the following properies:
If ker D u F (λ * , u * ) = span{v * } and X 1 is its complement in X, then the solutions of the equation
. This curve has the following properties: λ(0) = λ * , λ (0) = 0, and u 1 (0) = u 1 (0) = 0.
3. Some properties of solutions of (1.1)
Throughout this section, we assume that 2 < p ≤ 
is a nonnegative, nontrivial weak solution of (1.1), then u is a positive solution of (1.1), i.e. u ∈ C 2 (Ω) and u > 0 on Ω.
Proof. (a): Note that for q ≥ 2,
Indeed, λu + f |u| p−2 u belongs to the Besov space B 1−1/(∂Ω) because p > 2 and, by Theorem 2.1, u ∈ L ∞ (Ω). Therefore, regularity theorem for elliptic PDEs (cf. [11] ) says us that u ∈ H 2,q (Ω). Starting with q = q 0 = 2 in (3.1) and using the fact that H 2,s (Ω) embeds into H 1,t (Ω) with t = N s N −s > s if s < N and t arbitrary if s ≥ N , we deduce that u ∈ H 2,qn (Ω) for an increasing sequence (q n ) with q n → ∞. So u ∈ H 2,q (Ω) for any q ≥ 1, and hence u ∈ C 1,µ (Ω) for any µ ∈ (0, 1). By Schauder estimates,
a contradiction. So u > 0 on Ω, and we are done.
3.2.
Positive solutions of (1.1) for some λ = λ 0 .
Theorem 3.1. Let 0 < |λ 0 | < ∞, and suppose the following conditions are fulfilled.
(a) f = 0 a.e. on ∂Ω.
(b) There is a sequence (λ k , u λ k ) of nonnegative, nontrivial weak solutions of (1.1) such that λ k → λ 0 and
Then problem (1.1) has a positive solution (λ 0 , u λ0 ) such that, up to subsequence,
we, without loss of generality, may suppose that t k → t 0 and w k w 0 weakly in
x ∈ Ω and a.e. x ∈ ∂Ω. Let us show that w 0 ≡ 0 on ∂Ω (i.e. that w 0 = 0 on some subset of ∂Ω of positive measure). Suppose the contrary, then, since
Hence, by the variational formulation (2.4) of problem (1.1), and since |λ 0 | < ∞, we obtain
Let us show that 0 < t 0 < ∞. Applying variational formulation (2.4) again, we have
or, equivalently, that w 0 is a weak solution of the problem
But we know that w 0 is a nonnegative and nontrivial function, and hence λ 0 = 0. This contradicts the assumption that 0 < |λ 0 |. The proof of inequality 0 < t 0 is complete. Let us show that t 0 < ∞. If not, we would obtain from (3.3)-(3.4) and compact embedding of
But we know that w 0 ≡ 0 on ∂Ω, and hence f = 0 on some subset of ∂Ω of positive measure. This contradicts (a). We at last conclude that 0 < t 0 < ∞, as stated.
Finally, we deduce that u λ k = t k w k t 0 w 0 =: u λ0 weakly in H 1 (Ω). Applying Lemma 3.1, (b), we conclude that (λ 0 , u λ0 ) is a positive solution of (1.1). We are done.
3.3. Positive solutions of linearized problem (1.5) for λ = λ * . Before stating the theorem bellow, recall our definition, (1.2), of λ * .
Proof. Consider the following minimization problem:
It is readily seen that µ * is attained for some nonnegative function v
* must be the first eigenvalue of the problem (3.6)
with v * being an eigenfunction corresponding to µ * . Our theorem states that the first eigenvalue is zero. So, it suffices to show that µ * = 0. Before going on, note that, by standard regularity theorems and Hopf's lemma, v * is a positive solution of (3.6) for µ = µ * , i.e. v * ∈ C 2 (Ω) and v * > 0 on Ω. Put u * := u * + v * , then u * ∈ M , the set defined in (1.3), for any in a sufficiently small neighbourhood of 0. In view of (3.6) (with µ = µ * and v = v * ), we have that for any ϕ ∈ H 1 (Ω),
Here the functions θ : ∂Ω → (0, 1) and β : ∂Ω → R depend on , and β L ∞ (∂Ω) → 0 as → 0. Now assume that µ * = 0. Take , with sgn = sgn µ * , so small that β L ∞ (∂Ω) ≤ |µ * |/2, then the expression in the brackets in (3.7) admits the following estimate:
for any ϕ ∈ N , the set defined in (1.4). Now take a constant C > 0 so that u * ≤ Cv * on ∂Ω, then
Dividing (3.7) by ∂Ω u * ϕ and using (3.8), we get
This contradiction with the definition, (1.2), of λ * proves that µ * = 0, and hence v * is a positive solution of problem (1.5). It remains to prove (3.5). Since (λ * , u * ) is a solution of (1.1),
Similarly, since (λ * , v * ) is a solution of (1 .5),
But p − 1 = 0, hence the statement.
Some properties of λ *
In this section, we find some conditions under which λ * is positive or finite and establish some results concerning the existence or nonexistence of positive solutions of (1.1) subject to the location of λ with respect to λ * . As in (2.6), we associate with problem (1.1) its energy functional
, problem (1.1) has a positive solution u λ such that F (u λ ) < 0. In case when λ * < ∞ and problem (1.1) has a positive solution for λ = λ * , problem (1.1) also has a positive solution
Proof. (a): It is obvious.
. By definition of λ * , problem (1.1) has a weak supersolution u λ ∈ M . Since λ > 0 and u λ > 0 on Ω, we can choose a constant c so that
Obviously, c (regarded as a function on Ω) is a weak subsolution of (1.1). Therefore, by Lemmas 2.1 and 3.1, problem (1.1) has a positive solution u λ ∈ C 2 (Ω) such that c ≤ u λ ≤ u λ and E λ (u λ ) = min
Since (λ, u λ ) is a solution of (1.1), we deduce that
and hence that F (u λ ) < 0. If λ * < ∞ and problem (1.1) has a positive solution (λ * , w * ), we can use similar arguments with u λ * = w * . Then u * := u λ * will be the required solution. We are done. Proof. Since f ∈ C 1,α (∂Ω), we can consider the map F :
Here µ := min(α, p − 2). Obviously, a function u ∈ C 2,µ (Ω) is a solution of (1.1) if and only if F (λ, u) = 0. We have ) is a solution of (1.1) for any s ∈ (− , ). Since ψ(0) = 0, we can choose so small that u(s) = s(1 + ψ(s)) > 0 for any s ∈ (0, ).
We have
Therefore, since A(s) > 0 for s ∈ (0, ) and B(s) → ∂Ω f < 0 as s ↓ 0, we can decrease so that λ(s) > 0 for any s ∈ (0, ). We are done. 
Proceeding to the limit as ↓ 0, we deduce that 0 ≤ λ * . On the other hand, since
We are done. has a nonnegative, nontrivial weak solution v µ ∈ H 1 (Ω). To this end, let X := {v ∈ H 1 (Ω) | v = 0 on Γ 2 (in the trace sense)},
It is readily seen that X is a closed subspace of H 1 (Ω), and S is weakly closed in H 1 (Ω). Consider the following minimization problem
where we put
We claim µ is attained for some nonnegative function v µ ∈ S. Let (v n ) ⊂ S be a corresponding minimizing sequence, then (v n ) is bounded in H 1 (Ω). Hence, up to subsequence, v n v µ weakly in H 1 (Ω) for some v µ ∈ H 1 (Ω). By weak closedness of S in H 1 (Ω), v µ ∈ S. So v µ is nontrivial. It now follows from the weak lower semi-continuity of the functional
Since S does not contain constant functions, we deduce that µ > 0. As Φ(| · |) = Φ(·), we can replace v µ by |v µ | ∈ S to get a nonnegative function.
It remains to show that v µ is a weak solution of (4.1). We know that v µ is a global minimizer of Φ on the open subset X \ {0} of X. Hence, for any ϕ ∈ X, we have
Thus,
or, equivalently, v µ is a weak solution of (4.1). Now we can evaluate
where we used integration by parts. But by Hopf's lemma, we must have ∂vµ ∂ν < 0 on Γ 2 , and hence Γ2 u ∂vµ ∂ν ≤ 0. So
and we are done.
Proof of Theorems 1.1-1.2
In this section, we prove Theorem 1.1 and Theorem 1.2. Functionals E λ , H λ , and F are defined in Section 4.
Let us introduce the following quantity Λ := inf
Proof of Theorem 1. It only remains to assume that 2 < p <
if N ≥ 3 and 2 < p < ∞ if N = 1, 2 and prove (c). We divide the proof into two parts.
1. Let us show that 0 < Λ < ∞ and that Λ is attained for some nonnegative, nontrivial function u * ∈ H 1 (Ω). Since 0 < sup ∂Ω f , the set
is nonempty and weakly closed in H 1 (Ω). Since |v| ∈ S for any v ∈ S, Λ admits a minimizing sequence (u n ) ⊂ S of nonnegative functions. Obviously, (u n ) is bounded in H 1 (Ω). So, by the weak closedness of S and reflexivity of H 1 (Ω), we may assume that u n u * weakly in H 1 (Ω) for some nonnegative function u * ∈ S. Since the functional u → Ω |∇u| 2 is weakly lower semi-continuous on H 1 (Ω), we conclude that Λ is attained at u * .
To show that 0 < Λ, suppose the contrary. Then Λ = 0, and hence u * is constant. But S does not contain constant functions because 0 / ∈ S and F (c) < 0 for any constant c = 0. This contradiction proves our claim.
2. Given λ ∈ (−∞, Λ), let us show that problem (1.1) has a positive solution u λ such that 0 < F (u λ ). We are going to apply fibering method (cf. [8] ) to the energy functional E λ of problem (1.1). Choose H λ as fibering functional. The equation 
Hence,
being the positive root of (5.1). Thus, it suffices to show that c 0 := sup
is positive and is attained for some nonnegative, nontrivial function v * ∈ H 1 (Ω). The function u λ = t(v * )v * will then be a desired nonnegative, nontrivial weak solution of (1.1), and hence, by Lemma 3.1, a positive solution of (1.1).
Let us show that 0 < c 0 . Since 0 < sup ∂Ω f , there exists v ∈ H 1 (Ω) such that 0 < F (v) and, in particular, 0 < ∂Ω v 2 . So we deduce from item 1 that
Let us show that c 0 is attained for some nonnegative function v * ∈ H 1 (Ω). Let (v n ), H λ (v n ) = 1, be a maximizing sequence for F , and set α n := v n H 1 (Ω) and w n := α −1 n v n . Thanks to the reflexivity of H 1 (Ω), we can assume that w n w * weakly in H 1 (Ω), and α n → α * for some w * ∈ H 1 (Ω) and α * ∈ [0, ∞]. Since 0 < c 0 , we can also assume that 0 < F (v n ) for any n ∈ N.
Since F is weakly continuous on H 1 (Ω), we have 
a nonsense. We have come to a contradiction with (5.3), so the proof of inequality α * < ∞ is complete. We conclude that v n α * w * =: v * weakly in H 1 (Ω), and hence c 0 = F (v * ). Since 0 < c 0 , we have
So it follows from item 1 and the lower semi-continuity of
, we can replace v * by |v * | to have v * ≥ 0. We are done.
Proof of Theorem 1.2. Owing to Theorem 1.1, it suffices to prove the existence of a positive solution of (1.1) for λ = λ * and then prove (c). By Theorem 1.1, for any λ ∈ (0, λ * ), problem (1.1) has a positive solution u λ such that F (u λ ) < 0. Applying Theorems 3.1 and 3.2, we deduce (b). Now let X = C 2,µ (Ω) and Y = C µ (Ω) × C 1,µ (∂Ω) with µ = min(α, p − 2), and define the map F ∈ C 1 (R × X, Y ) by
Since, by Schauder estimates, u * ∈ X, we can write
is a Fredholm operator of index zero and ker D u F (λ * , u * ) = span{v * }, we can apply Theorem 2.3 and deduce (c). We are done.
Proof of Theorem 1.3
In this section, we prove Theorem 1.3. Functionals E λ , H λ , and F are defined in Section 4.
N −2 and f < 0 a.e., then problem (1.1) has a positive solution for any λ ∈ (0, ∞). In particular, λ * = ∞.
Proof. Let us use fibering method, as we did in the proof of item (c) of Theorem 1.1. Choose H λ as fibering functional. We get that
under the constraint H λ (v) = −1, t(v) being the positive root of (5.1). Thus, it suffices to show that c 0 := sup
is negative and is attained for some nonnegative, nontrivial function v * ∈ H 1 (Ω). The function u λ = t(v * )v * will then be a desired nonnegative, nontrivial weak solution of (1.1), and hence, by Lemma 3.1, a positive solution of (1.1).
Let (v n ), H λ (v n ) = −1, be a maximizing sequence for F , and set α n := v n H 1 (Ω) and w n := α −1 n v n . Thanks to the reflexivity of H 1 (Ω), we can assume that w n w * weakly in H 1 (Ω), and α n → α * for some w * ∈ H 1 (Ω) and α * ∈ [0, ∞]. Without loss of generality, we can assume that w n → w * a.e. on ∂Ω.
Since H λ is weakly lower semi-continuous on H 1 (Ω), we have
From here it is obvious that 0 < α * . Let us show that α * < ∞. Suppose to the contrary that α * = ∞, then lim If it were false, we would deduce from (6.1) that
a contradiction. We conclude that v n α * w * =: v * weakly in H 1 (Ω), and that
Let us show that c 0 = F (v * ), and hence c 0 < 0. It follows from (6.2) and Fatou's lemma that
yielding c 0 ≤ F (v * ) < 0. Now suppose, contrary to our claim, that c 0 < F (v * ). Then, by weak lower semi-continuity of H λ on H 1 (Ω), we must have H λ (v * ) < −1.
It remains to note that, since F (| · |) = F (·) and H λ (| · |) = H λ (·), we can replace v * by |v * | to have v * ≥ 0. We are done. Proof. This is problem 2.2 in [6] . 
contradicting the fact that f < 0 a.e. In view of Lemma 4.1, (a), it remains to show that (1.1) has no positive solution for λ = λ * , provided λ * < ∞. Suppose to the contrary that (λ * , u * ) is a positive solution of (1.1), then Theorem 3.2 says that corresponding linearized problem (1.5) has a positive solution v * such that (3.5) holds true. We deduce that f ≡ 0, a contradiction.
2. Existence. The existence of a positive solution of (1.1), for λ ∈ (0, λ * ), follows from Lemma 4.1.
3. Uniqueness. Assuming λ ∈ (0, λ * ), let us show that problem (1.1) has a unique positive solution. For this purpose, it suffices to show that (1.1) has a positive maximal or minimal positive solution. Indeed, let u λ be a positive maximal (resp., a minimal positive) solution of (1.1), and let u be any positive solution of (1.1). Then u ≤ u λ (resp., u λ ≤ u) and
Since f ≤ 0, we deduce that λ . The claim is proved. Now let u be any positive solution of (1.1), then u is a weak supersolution of (6.3) for each > 0. Hence, by the same uniqueness argument as above, we have that u λ ≤ u for any > 0.
We deduce that for any x ∈ Ω, the limit u λ (x) := lim ↓0 u λ (x) exists and is positive. Therefore (6.4) 0 < u λ ≤ u on Ω for any positive solution u of (1.1) and any λ ∈ (0, λ * ).
We claim that u λ is the minimal positive solution of (1.1). In view of (6.4), it suffices to show that u λ is a solution of (1.1). To see this, note that (u λ ) >0 is bounded in H 1 (Ω) because if u is any positive solution of (1.1), then
So, up to subsequence, u λ u λ weakly in H 1 (Ω) as ↓ 0, yielding that u λ is a weak solution of (1.1). It remains to apply Lemma 3.1 to deduce that u λ is a positive solution of (1.1). We are done.
4. The rest of proof. Let us show that the mapping λ → u λ is increasing. We use the argument that has already been employed. Take 0 < λ 1 < λ 2 < λ * , then u λ2 is a weak supersolution of (1.1) for λ = λ 1 . Choose a constant c > 0 so small that c ≤ u λ2 and c is a weak subsolution of (1.1) for λ = λ 1 . Now applying Lemmas 2.1 and 3.1 and taking into account the uniqueness of positive solutions of (1.1), we deduce that c ≤ u λ1 ≤ u λ2 .
Let us prove the first identity of (1.6). Set u 0 := lim λ↓0 u λ . Take any constant
and hence sup
So, up to subsequence, u λ u 0 weakly in H 1 (Ω) as λ ↓ 0. We conclude that (0, u 0 ) is a nonnegative weak solution of (1.1). We infer that u 0 ≡ 0 because otherwise Lemma 4.1, (b), would imply that u 0 was a positive solution of (1.1) that would contradict the fact that (1.1) has no positive solution for λ ≤ 0 (cf. item 1).
Let us prove the second identity of (1.6), provided that λ * < ∞. Suppose to the contrary that C := sup u λ L 2 (∂Ω) < ∞, then it follows from (6.5) that
Hence, up to subsequence, u λ u * weakly in H 1 (Ω) and u λ → u * a.e. as λ ↑ λ * for some u * ∈ H 1 (Ω). We deduce that u * is a nonnegative, nontrivial weak solution of (1.1). By Lemma 3.1, (λ * , u * ) is a positive solution of (1.1) that contradicts the fact that problem (1.1) has a positive solution if and only if λ ∈ (0, λ * ) (cf. item 1). This contradiction proves the claim.
Finally, let us prove (1.7), provided that λ * = ∞. To this end, choose x λ ∈ ∂Ω so that c λ := u λ (x λ ) = min Ω u λ . By Hopf's lemma,
Since the mapping λ → u λ is increasing, so is the mapping λ → c λ . It suffices to show that c := sup c λ = ∞. Arguing by contradiction, we deduce from (6.6) that
for λ large enough. This contradiction proves that c = ∞, and hence proves (1.7). We are done.
Appendix
In this section we prove the results listed in subsection 2.2. Their proofs are rather standard (cf. [5] , for example), but since we have not found their formulations for the case of nonlinear Neumann boundary conditions, we prove them for the sake of completeness.
Proof of Lemma 2.1. (a): Take a > 0 so large that the functions v → f (x, v) + av and v → g(x, v) + av are increasing on [α, β] for any x ∈ Ω and x ∈ ∂Ω, respectively.
Setf (x, v) := f (x, v) + av andg(x, v) := g(x, v) + av and define sequences (u n ) and (w n ) inductively as follows. First, set u 0 := u and w 0 := u. Next, define u n+1 , n ≥ 0, to be the unique weak solution of the problem
w n+1 being defined in the same manner. We claim that
for any n ∈ N. First, observe that u 0 ≤ u 1 . Indeed, we have that
which implies (u 0 − u 1 ) + ≡ 0 or, equivalently, u 0 ≤ u 1 . Now, it follows from the definition of (u n ) that
Since we already know that u 0 ≤ u 1 , we conclude that u n ≤ u n+1 for any n ≥ 0. That w n+1 ≤ w n , n ≥ 0, can be proved by a similar argument. Let us show u n ≤ w n . The inequality is obvious for n = 0. Assuming it is true for n, we will prove it for n + 1. We have that
Taking v = (u n+1 − w n+1 ) + and arguing as above, we obtain what desired. Thus, the proof of (7.1) is complete.
We conclude u(x) := lim n→∞ u n (x) and w(x) := lim n→∞ w n (x) exist for a.e. x ∈ Ω and a.e. x ∈ ∂Ω. Since (u n ) and (w n ) are bounded in both L ∞ (Ω) and in L ∞ (∂Ω), so are (f (·, u n )) and (g(·, w n )). So, both (u n ) and (w n ) are bounded in H 1 (Ω) by the standard a priori estimates for weak solutions. Hence, up to subsequences, u n u and w n w weakly in H 1 (Ω). This means that u is a weak solution of the problem    −∆u + au =f (·, u) ≡ f (·, u) + au in Ω, ∂u ∂ν + au =g(·, u) ≡ g(·, u) + au on ∂Ω or, equivalently, of problem (2.2). The same is true for w. Now observe that u (resp., w) must be minimal (resp., maximal) weak solution of (2.2) with respect to the interval [u, u] . To prove our claim for u, assume v is any solution of (2.2) with u ≤ v ≤ u. Apply the above iteration procedure with u replaced with v, then we obtain that u n ≤ v, and hence u ≤ v. So, indeed, u is the minimal solution of (2.2) with respect to the interval [u, u] . Our claim for w is proved in the same fashion. It only remains to set u min := u and u max := w. It is readily seen thatẼ 0 is coercive on H 1 (Ω), hence attains its global minimum u ∈ H 1 (Ω). We deduce that u is a weak solution of the problem
Let us prove that u ≤ v ≤ u. We only prove u ≤ v because the proof of inequality v ≤ u is similar. We have Obviously, u is a weak supersolution of (2.2). By the standard bootstrap argument and strong maximum principle, u ∈ C ∞ (Ω) and u > 0 on Ω. Now let u ∈ H 1 (Ω) be any weak solution of (2.2), then It now follows from 0 ≤ min(a, a ) < max(a, a ) that (u − u) + ≡ 0 or, equivalently, u ≤ u.
Now note that the function u = −u < 0 is a weak subsolution of (2.2). Indeed,
and, similarly, ∂u ∂ν = a u − b = a |u| − b ≤ g(·, u) on ∂Ω.
Simulating the above reasongs for u, we obtain that u ≤ u for any weak solution u ∈ H 1 (Ω) of (2.2). Thus, every weak solution of (2.2) belongs to the interval [u, u] .
By Lemma 2.1, we get the existence of two weak solutions u min , u max ∈ H 1 (Ω) of (2.2) such that u ≤ u min ≤ u max ≤ u and u min ≤ u ≤ u max for any weak solution u ∈ H 1 (Ω) of (2.2). We are done.
