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Abstract—A novel H2 optimal model reduction problem is
formulated for large-scale sparse linear systems as a nonconvex
optimization problem. The analysis on the gradient of the ob-
jective function shows that the nonconvex optimization problem
can be simplified to solve a linear equation in multi-input single-
output (MISO) or single-input multi-input (SIMO) cases. Thus,
a simple and efficient model reduction algorithm based on the
simplified problem is proposed for huge-scale systems. Moreover,
an additional algorithm with guaranteed global convergence is
developed for multi-input multi-output (MIMO) cases by focusing
on the convexity of the objective function in terms of each
variable based on the proximal alternating projection method.
Both the algorithms guarantee that all the eigenvalues of the state
matrix of a generated reduced system with the state dimension r
completely coincide with the r largest eigenvalues of the original
state matrix. The numerical experiments demonstrate that the
algorithm proposed for MISO or SIMO cases and the algorithm
developed for MIMO cases can reduce sparse systems having
original dimensions larger than 107 and 106 to a practical
time period, respectively. Furthermore, it is shown that the
proposed algorithms of this study deliver superior performance
to an existing method for large-scale systems in terms of the
objective function, eigenvalues of the reduced state matrix, and
computational time.
Index Terms—Large-scale system, model reduction, sparsity
I. INTRODUCTION
MODEL reduction is an important step to design acontroller of large-scale systems. In particular, if the
original model is expressed as the linear system{
x˙(t) = Ax(t) +Bu(t),
y(t) = Cx(t),
(1)
with the state x(t) ∈ Rn, input u(t) ∈ Rm, output y(t) ∈ Rp,
and appropriate size constant real matrices A,B,C, then the
computational complexity of the general controller design
method is larger than O(n3), as pointed out in [1]. Although
the usual controller design problem can be reduced to a convex
optimization problem as explained in [2], the complexity of
an interior point method—the most famous method for solving
convex optimization problems [3]—is larger than O(n3). Thus,
it is difficult to design an appropriate controller for linear
system (1) with n ≥ 104, although the dimension of an
approximate linear system of a partial differential equation
by a finite difference method may be larger than n ≥ 106.
Moreover, the practical implementation of a controller for
systems with large state dimensions n is difficult, even if it
was designed, because the typical controller will have the
same state dimensions as the system to be controlled, as
pointed out in [1]. Thus, considering to design a controller for
K. Sato is with the Department of Mathematical Informatics, Graduate
School of Information Science and Technology, The University of Tokyo,
Tokyo 113-8656, Japan, email: kazuhiro@mist.i.u-tokyo.ac.jp
large-scale systems without model reduction also makes the
controller large-scale. Still withstanding, computational costs
such as power consumption and computational time cannot be
neglected in generating control inputs.
Thus, model reductions for large-scale systems should be
considered to overcome the difficulty posed by the large state
dimension n. In context, the most famous model reduction
method for linear system (1) is called the balanced truncation
(BT) method proposed in [4], which is based on singular
value decomposition (SVD). The BT method can provide
an asymptotically stable reduced model with guaranteed H∞
bounds, as long as the original model is asymptotically stable,
that is, the real parts of all the eigenvalues of A are negative.
However, as the computational complexity of the SVD is
O(n3), the application of the BT method on linear system (1)
with n ≥ 104 would be difficult. In contrast, model reduction
methods based on Krylov methods that do not use the SVD
can be implemented on linear system (1) with n ≥ 104,
as explained in [1]. These methods are also termed moment
matching [5]. In particular, the application of the iterative
rational Krylov algorithm (IRKA) proposed in [6] on large-
scale linear systems with n ≥ 105 is known [7]. Moreover,
the IRKA can be modified to structure-preserving [8], param-
eterized [9], [10], and nonlinear model reduction methods [11].
However, as pointed out in Section 3.6.3. in [12], a reduced
linear model produced by the IRKA is not guaranteed to con-
verge to a local minimum except for a special case discussed
in [13], and may be unstable even if the original linear model
is asymptotically stable. In addition to the above methods,
Riemannian optimization methods were developed [14]–[19].
The optimization methods could considerably improve the
results of the BT and IRKA methods, as shown in [17]–[19],
and could preserve the original system structure, as shown in
[14]–[19]. However, as the computational complexity of the
optimization methods was larger than O(n3), the application
of the Riemannian optimization methods for linear system (1)
with n ≥ 104 was difficult, as explained in Section II-A later.
In this paper, we propose two simple model reduction meth-
ods for linear system (1) with a sparse symmetric matrix A and
sparse matrices B and C based on an optimization approach
different from the Riemannian optimization approach in [14]–
[19]. An approximate linear system of a partial differential
equation obtained from a finite difference method is one such
instance. The method proposed for multi-input single-output
(MISO) or single-input multi-output (SIMO) cases can be
applied to sparse linear systems with n ≥ 107, and the method
for multi-input multi-output (MIMO) cases can be used for
systems with n ≥ 106. This will be demonstrated in Section
V. Thus, the proposed methods can reduce large-scale sparse
linear systems in a practical time, unlike the IRKA. Moreover,
the proposed methods can always generate an asymptotically
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Fig. 1. Procedure of obtaining a simple optimization algorithm for model
reduction problems of MISO or SIMO sparse linear systems.
stable reduced system if the original system is asymptotically
stable.
The contributions of this paper are summarized as follows.
1) In Section II, the disadvantage of model reduction methods
using Riemannian optimizations proposed in [14]–[19] is
clarified to facilitate the formulation of a novel H2 optimal
model reduction problem for resolving the disadvantage. The
formulation guarantees that all the eigenvalues of the state
matrix of a reduced model with state dimension r completely
coincide with the r largest eigenvalues of the original system
matrix A.
2) In Section III, the gradients of the objective function are
analyzed in details for optimization. Although a part of the
analysis result can be obtained by using the results from [6]
and [20], our analysis is new and simple. In fact, unlike
the analyses of [6] and [20], our analysis is based on the
explicit solution formula of the Sylvester equation, as shown
in Appendix A. Moreover, a sufficient condition is proved
to develop an efficient algorithm to obtain local optimal
solutions of the nonconvex optimization problem. To the best
of our knowledge, such a simple sufficient condition for model
reduction problems is the first result.
3) Based on the sufficient condition, we propose a simple
optimization algorithm for MISO or SIMO sparse systems; the
procedure for obtaining the algorithm is shown in Fig. 1. The
algorithm can be used to reduce huge-scale systems with state
dimension n ≥ 107, as demonstrated in Section V. Moreover,
we propose an additional optimization algorithm for MIMO
sparse systems with guaranteed global convergence based on
the proximal alternating projection method (PAPM) proposed
in [21]. This algorithm can be applied to reduce large-scale
systems with state dimension n ≥ 106, as demonstrated in
Section V. The computational periods of both algorithms are
considerably smaller than that of the IRKA. Moreover, unlike
the IRKA, the asymptotic stability of the reduced systems is
guaranteed from both the algorithms for asymptotically stable
original system (1).
The remainder of this paper is organized as follows. In
Section II, the disadvantage and advantage of Riemannian
optimization-based model reduction methods are clarified to
resolve the disadvantage through formulation of a novel H2
optimization problem. In Section III, we analyze the gradients
of the objective function and provide a simple sufficient
condition to obtain local optimal solutions of the optimiza-
tion problem. Moreover, we discuss the relation between the
sufficient condition and a stationary point of the objective
function of the H2 optimal model reduction problem. There-
after, model reduction methods are proposed in Section IV for
MISO (SIMO) sparse systems using the sufficient condition
and for MIMO sparse systems using the PAPM proposed in
[21]. In Section V, the two proposed methods are compared
with the IRKA in terms of eigenvalues of reduced models,
objective function value, and computational time. Finally, our
conclusions are presented in Section VI.
Notation: The sets of real and complex numbers are denoted
by R and C, respectively. For a matrix A ∈ Cn×n, we define
‖A‖F as the Frobenius norm of A; i.e., ‖A‖F :=
√
tr(A†A),
where the superscript † denotes the Hermitian conjugation, and
tr(A) denotes the sum of the diagonal elements of A. For a
matrix A ∈ Rn×n, ‖A‖F =
√
tr(A>A), where A> denotes
the transpose of A. Given a vector v ∈ Rn, ‖v‖ denotes the
usual Euclidean norm. The Hilbert space L2(Rn) is defined
as
L2(Rn) :=
{
f : [0,∞)→ Rn ∣∣ ∫ ∞
0
‖f(t)‖2dt < +∞
}
.
For a measurable function f : [0,∞) → Rn, we define the
L2 norm of f as ‖f‖L2 :=
√∫∞
0
‖f(t)‖2dt. For a matrix
G(s) ∈ Cn×n, that does not have poles in the closed right
half-plane in C, we define the H2 norm of G as ‖G‖H2 :=√
1
2pi
∫∞
−∞ ‖G(iω)‖2F dω, where i is the imaginary unit. The
symbol In ∈ Rn×n denotes the identity matrix.
II. PROBLEM SETTING
In this section, we formulate a novel H2 optimal model
reduction problem for large-scale linear systems.
A. Disadvantage of Riemannian optimization-based model re-
duction
As mentioned in Section I, the Riemannian optimization-
based model reduction methods have certain advantages and
disadvantages. The disadvantages are explained in more detail
before formulating our problem, because we want to highlight
the differences between the Riemannian and the proposed
optimization approaches.
Therefore, we consider the reduced linear system as{
x˙r(t) = Arxr(t) +Bru(t),
yr(t) = Crxr(t),
(2)
with the state xr(t) ∈ Rr, input u(t) ∈ Rm, output yr(t) ∈
Rp, and appropriate size constant real matrices Ar, Br, Cr.
The transfer functions of original and reduced systems (1) and
(2) are defined as
G(s) := C(sIn −A)−1B, (3)
Gr(s) := Cr(sIr −Ar)−1Br (4)
for s ∈ C, respectively. Then, input u, output error y−yr, and
the difference between G and Gr have the following relation,
assuming that systems (1) and (2) are both asymptotically
stable and input u is contained in L2(Rm), as shown in
Appendix A of [19]:
sup
t≥0
‖y(t)− yr(t)‖ ≤ ‖G−Gr‖H2 · ‖u‖L2 . (5)
Inequality (5) indicates that the maximum output error norm
can be expected to become almost zero for any small energy
input when ‖G − Gr‖H2 is sufficiently small. Consequently,
‖G − Gr‖2H2 has been adopted as the objective function for
optimization problems in [14]–[19].
Note that G−Gr can be regarded as the transfer function
of the linear system{
x˙e(t) = Aexe(t) +Beu(t),
ye(t) = Cexe(t),
(6)
where
Ae :=
(
A 0
0 Ar
)
, Be :=
(
B
Br
)
, Ce :=
(
C −Cr
)
.
If original system (1) and reduced system (2) are both asymp-
totically stable, Parseval’s theorem yields
‖G−Gr‖2H2 =
∫ ∞
−∞
tr(ge(t)
>ge(t))dt,
where ge(t) is the impulse response matrix as shown in [22]:
ge(t) :=
{
0 (t < 0),
Ce exp(Aet)Be (t ≥ 0).
Thus, a direct calculation produces
‖G−Gr‖2H2 = tr(B>e ΣˆoBe) = tr(CeΣˆcC>e ), (7)
where Σˆc and Σˆo are respectively the controllability and
observability Gramians of system (6) and are the solutions
to the Lyapunov equations
AeΣˆc + ΣˆcA
>
e +BeB
>
e = 0, (8)
A>e Σˆo + ΣˆoAe + C
>
e Ce = 0. (9)
Following from (7),
‖G−Gr‖2H2 = tr(CΣcC>) + 2F (Ar, Br, Cr) (10)
= tr(B>ΣoB) + 2F (Ar, Br, Cr),
where Σc and Σo are the controllability and observability
Gramians of original system (1), and
F (Ar, Br, Cr) :=
1
2
tr(CrPC
>
r − 2CrX>C>) (11)
=
1
2
tr(B>r QBr + 2B
>Y Br).
Here, X , Y , P , and Q are the solutions to the Sylvester
equations
AX +XA>r +BB
>
r = 0, (12)
A>Y + Y Ar − C>Cr = 0, (13)
ArP + PA
>
r +BrB
>
r = 0, (14)
A>r Q+QAr + C
>
r Cr = 0, (15)
which are derived from (8) and (9), respectively. Note that
‖G‖2H2 = tr(CΣcC>) = tr(B>ΣoB) (16)
is constant, because ‖G‖H2 is determined from original system
(1). Thus, the minimization of ‖G − Gr‖2H2 is equivalent to
that of F (Ar, Br, Cr).
The Riemannian optimization approaches in [14]–[19]
can be applied to solve the minimization problems of
F (Ar, Br, Cr) under such constraints that (Ar, Br, Cr) has
the original properties of (A,B,C). The gradients of F , which
are used in the optimizations, in terms of Ar, Br, and Cr are
given by
∇ArF (Ar, Br, Cr) = QP + Y >X, (17)
∇BrF (Ar, Br, Cr) = QBr + Y >B, (18)
∇CrF (Ar, Br, Cr) = CrP − CX, (19)
respectively, as shown in Theorem 3.3 in [20] and Section 3.2
in [23]. However, as mentioned in Section I, the solution of
model reduction problems of large-scale systems is difficult
using the Riemannian optimization approaches, because the
Riemannian optimization algorithms presented in [14]–[19]
require iterative solutions of Sylvester equations (12) and (13)
to be able to use the gradients. Moreover, the computational
complexity for solving the equations is O(n3) using the
Bartels-Stewart method, which is the most famous method for
solving Sylvester equations proposed in [24].
B. Advantage of Riemannian optimization-based model reduc-
tion
The Riemannian optimization-based model reduction meth-
ods presented in [14]–[19] are divided into projection-based
and non-projection-based approaches. In fact, the Riemannian
optimization problem from [14] can be designed to find a
Galerkin projection by solving an optimization problem on
the Stiefel manifold St(r, n) := {V ∈ Rn×r |V >V = Ir},
that is,
minimize F (V >AV, V >B,CV ) (20)
subject to V ∈ St(r, n).
Here, V V > constructed of V ∈ St(r, n) is termed a Galerkin
projection, which is an orthogonal projection. Furthermore, the
following problem was considered in [15].
minimize F (V >AV,Br, Cr) (21)
subject to V ×Br × Cr ∈ St(r, n)× Rr×m × Rp×r.
Therefore, unlike (20), we can directly search (Br, Cr) as well
as V in optimization problem (21). In this case, problem (21)
may not be characterized from the perspective of a projection
in general. Moreover, the problems in [16]–[19] cannot be
regarded as problems for finding Galerkin projections, as
discussed in Section V in [17] and Section 3.2 in [18]. In
particular, the algorithms proposed in [16]–[19] can directly
search an optimal (Ar, Br, Cr) instead of a projection such as
the Galerkin projection.
As presented in the subsequent sections, this direct search
approach that does not use a projection can develop the
Fig. 2. Relation of eigenvalues of A and A¯r .
optimization algorithms for reducing original system (1) with
state dimension n ≥ 107.
C. Problem
To resolve the disadvantage of the Riemannian
optimization-based model reduction methods, we assume that
A ∈ Rn×n in original system (1) is stable (that is, the real
parts of all the eigenvalues of A are negative) and symmetric
with the spectral decomposition
A = λ1v1v
>
1 + λ2v2v
>
2 + · · ·+ λnvnv>n ,
where λ1, λ2, . . . , λn with the order λ1 ≥ λ2 ≥ · · · ≥ λn
are eigenvalues of A and vi is the eigenvector corresponding
to λi. This assumption is identical to the consideration made
in [17], including certain practical systems that satisfy the
assumption. As shown in Section V of this study, a spatial
discretization model of certain partial differential equations
satisfies the assumption.
Moreover, we fix Ar in (2) as
A¯r := V
>AV = diag (λ1, λ2, . . . , λr), (22)
where V :=
(
v1 v2 · · · vr
) ∈ Rn×r. In this case, the
Ar need to be updated in an optimization algorithm, unlike
the Riemannian optimization-based model reduction methods
discussed in Section II-A. Furthermore, the definition of (22)
guarantees that all the eigenvalues of A¯r completely coincide
with the r largest eigenvalues of A, as illustrated in Fig. 2.
As the magnitude of λ1, λ2, . . . , λr strongly influences the dy-
namic behavior compared to λr+1, λr+2, . . . , λn, the behavior
of reduced system (2) can be expected to closely similar to
that of original system (1) if Br and Cr are appropriately
determined. More importantly, the form of A¯r is important to
analyze the optimal condition in Section III and develop the
optimization algorithms in Section IV.
Thus, using Ar = A¯r, the following H2 optimal model
reduction problem is considered in this study.
Problem 1:
minimize f(Br, Cr) := F (A¯r, Br, Cr) (23)
subject to (Br, Cr) ∈ Rr×m × Rp×r.
Problem 1 is a nonconvex optimization problem. In fact,
from (11) and (14), f(Br, Cr) = F (A¯r, Br, Cr) can be
expressed by the multiplication of Br and Cr from
tr(CrPC
>
r ) = tr
(
Cr
∫ ∞
0
exp(A¯rt)BrB
>
r exp(A¯rt)dtC
>
r
)
.
Note that Problem 1 can be regarded as a special case of
problem (21) considered in [15], as the matrix V in Problem
1—corresponding to problem (21)—is the matrix satisfying
(22) composed of the eigenvalues of v1, v2, . . . , vr. In addition,
the number of optimization variables of problem (21) is equal
to r(n + m + p − (r + 1)/2), whereas that of Problem 1
is equal to r(m + p). Although the number of optimization
variables of problem (21) depends on n, that of Problem 1 does
not, which makes the development of efficient optimization
methods possible for solving Problem 1.
III. THEORETICAL ANALYSIS
In this section, we derive a sufficient condition for (Br, Cr)
to be a stationary point of the objective function f(Br, Cr)
in Problem 1, assuming Ar = A¯r. This assumption is vital
to obtain the sufficient condition, as explained later. We also
discuss the relation between the sufficient condition and a
stationary point of ‖G − Gr‖H2 . Moreover, for MISO and
SIMO cases, we show that, thanks to the sufficient condition,
local optimal solutions to Problem 1 which is a nonconvex
optimization problem can be obtained by solving a linear
equation. Furthermore, an interesting property of f(Br, Cr) is
explained in the context of deriving an efficient optimization
algorithm for Problem 1 in MIMO cases.
A. Optimal condition
To derive the sufficient condition, we first prove the follow-
ing theorem that shows a necessary and sufficient condition
for reduced system (2) with Ar = A¯r to be local optimal in
Problem 1. Although a part of the following theorem can be
deduced using the results in Section 3.2.1 in [6] and Theorem
4.1 in [20], a new simple proof is provided using the explicit
formula of the Sylvester equation, as summarized in Appendix
A. To this end, note that from (18) and (19), we obtain
∇Brf(Br, Cr) = ∇BrF (A¯r, Br, Cr) = QBr + Y >B, (24)
∇Crf(Br, Cr) = ∇CrF (A¯r, Br, Cr) = CrP − CX, (25)
where X , Y , P , and Q are the solutions to (12), (13), (14),
and (15) with Ar = A¯r, respectively.
Theorem 1: For i = 1, 2, . . . , r, let
Zi := C(λiIn +A)
−1B − Cr(λiIr + A¯r)−1Br, (26)
and let ei ∈ Rr be vector whose i-th element is 1 and other
elements are 0. Then,
∇Brf(Br, Cr) =
r∑
i=1
eie
>
i C
>
r Zi, (27)
∇Crf(Br, Cr) =
r∑
i=1
ZiB
>
r eie
>
i . (28)
In particular,
∇Brf(Br, Cr) = 0 ⇔ e>i C>r Zi = 0 (i = 1, . . . , r), (29)
∇Crf(Br, Cr) = 0 ⇔ ZiB>r ei = 0 (i = 1, . . . , r). (30)
Proof : We first show (27) and (29). Because ei ∈ Rr is
also the eigenvector corresponding to the eigenvalue λi of A¯r
in (22), formula (68) in Appendix A implies the solutions of
(13) and (15) to be
Y =
r∑
i=1
(λiIn +A)
−1C>Creie>i , (31)
Q = −
r∑
i=1
(λiIr + A¯r)
−1C>r Creie
>
i , (32)
respectively. Note that Q is symmetric, because Q is the
solution to a Lyapunov equation which is a special case of
Sylvester equations. Thus, (24) is equivalent to
∇Brf(Br, Cr) = Q>Br + Y >B. (33)
Substituting (31) and (32) into (33), we obtain (27). From (27),
e>i ∇Brf(Br, Cr) = e>i C>r Zi. (34)
The definition of ei and (34) can be combined to yield (29).
Similarly, formula (68) in Appendix A implies that the
solutions to (12) and (14) are
X = −
r∑
i=1
(λiIn +A)
−1BB>r eie
>
i , (35)
P = −
r∑
i=1
(λiIr + A¯r)
−1BrB>r eie
>
i , (36)
respectively. Substituting (35) and (36) into (25), we obtain
(28), and
∇Crf(Br, Cr)ei = ZiB>r ei. (37)
The definition of ei and (37) yield (30). 2
Note that Zi in (26) can be expressed as
Zi = Gr(−λi)−G(−λi),
and thus the right hand sides of (29) and (30) are equivalent
to {
e>i C
>
r Gr(−λi) = e>i C>r G(−λi),
Gr(−λi)B>r ei = G(−λi)B>r ei
(38)
for each i ∈ {1, 2, . . . , r}. If (38) holds, Gr(s) in (4) is termed
a tangential interpolation, which was introduced in [25], to
G(s) in (3). In this context, the vectors e>i C
>
r and B
>
r ei
are respectively called the left and right tangent directions
corresponding to the interpolation point −λi. Thus, Theorem
4.1 in [20], which corresponds to (34) and (37), has been
proved through the tangential interpolation concept.
Therefore, the following important corollary is obtained
from Theorem 1 for developing the optimization algorithms.
Corollary 1: If
Cr(λiIr + A¯r)
−1Br = C(λiIn +A)−1B (39)
for each i ∈ {1, 2, . . . , r},{
∇Brf(Br, Cr) = 0,
∇Crf(Br, Cr) = 0.
(40)
Corollary 1 means that if the 0-th moments of the orig-
inal and reduced transfer functions G(s) and Gr(s) at
−λ1,−λ2, . . . ,−λr are equal, then (Br, Cr) is a stationary
point of the objective function f(Br, Cr), because (39) can
be rewritten as
Gr(−λi) = G(−λi).
Besides, developing an algorithm to satisfy (40) can ob-
tain at least a stationary point of f(Br, Cr), assuming that
Ar = A¯r. As stated earlier, this assumption is vital to
obtain sufficient condition (39) for satisfying (40), because
for the general Ar with eigenvalues s1, s2, . . . , sr, as shown
in Theorem 4.1 in [20], (29) and (30) are replaced with
w†i∇BrF (Ar, Br, Cr) = 0 ⇔ w†iC>r Z˜i = 0 (i = 1, . . . , r),
∇CrF (Ar, Br, Cr)ui = 0 ⇔ Z˜iB>r ui = 0 (i = 1, . . . , r),
respectively, where
Z˜i := C(siIn +A)
−1B − Cr(siIr +Ar)−1Br,
and wi and u
†
i are the right and left eigenvectors corresponding
to the eigenvalue si of Ar. Therefore, Z˜i = 0 can only imply{
w†i∇BrF (Ar, Br, Cr) = 0,
∇CrF (Ar, Br, Cr)ui = 0.
(41)
In general, (41) does not yield{
∇BrF (Ar, Br, Cr) = 0,
∇CrF (Ar, Br, Cr) = 0.
(42)
The following theorem is useful to analyze the gradient
∇ArF (A¯r, Br, Cr) when (39) holds.
Theorem 2:
∇ArF (A¯r, Br, Cr) (43)
=
r∑
i=1
r∑
j=1
eie
>
i C
>
r
(
Cr(λiIr + A¯r)
−1(λjIr + A¯r)−1Br
−C(λiIn +A)−1(λjIn +A)−1B
)
B>r eje
>
j .
In particular,
e>i ∇ArF (A¯r, Br, Cr)ei (44)
=e>i C
>
r
(
Cr(λiIr + A¯r)
−2Br − C(λiIn +A)−2B
)
B>r ei
for i = 1, 2, . . . , r. Moreover, under the assumption that the
eigenvalues λ1, λ2, . . . , λr are distinct from each other, if (40)
holds, then
e>i ∇ArF (A¯r, Br, Cr)ej = 0 (45)
for i 6= j.
Proof : Because Q is symmetric, as mentioned in the proof
of Theorem 1, (17) yields
∇ArF (A¯r, Br, Cr) = Q>P + Y >X. (46)
Substituting (31), (32), (35), and (36) into (46), we obtain (43).
From (43), by a direct calculation, we also obtain (44).
Finally, we show (45). Because λ1, λ2, . . . , λr are distinct
from each other, (69) in Appendix B implies
e>i ∇ArF (A¯r, Br, Cr)ej (47)
=
1
λj − λi e
>
i C
>
r (Zj − Zi)B>r ej
for i 6= j, where Zi is defined as (26). Because (40) is
equivalent to the right-hand sides of (29) and (30), we obtain
(45). 2
Theorem 2 means that if λ1, λ2, . . . , λr are distinct and (40)
holds, then each off-diagonal element of ∇ArF (A¯r, Br, Cr)
is equal to zero, because ei denotes the vector whose i-
th element is 1 and the other elements are 0. That is,
if (39) holds for each i ∈ {1, 2, . . . , r}, we can expect
that ‖∇ArF (A¯r, Br, Cr)‖F is relatively small, in addition
to ‖∇Brf(Br, Cr)‖F = ‖∇Crf(Br, Cr)‖F = 0. This is
because then ‖∇ArF (A¯r, Br, Cr)‖2F is the square sum of
the diagonal element of ∇ArF (A¯r, Br, Cr). That is, although
from Corollary 1, (Br, Cr) is a stationary point of f(Br, Cr)
under the assumption that (39) holds for each i ∈ {1, 2, . . . , r},
we can expect that (A¯r, Br, Cr) is near a stationary point of
‖G−Gr‖H2 with the additional assumption that λ1, λ2, . . . , λr
are distinct.
From Corollary 1 and Theorem 2, we obtain the following
corollary.
Corollary 2: Suppose that the eigenvalues λ1, λ2, . . . , λr are
distinct from each other. If (39) holds and
Cr(λiIr + A¯r)
−2Br = C(λiIn +A)−2B (48)
holds for each i ∈ {1, 2, . . . , r},
∇ArF (A¯r, Br, Cr) = 0,
∇BrF (A¯r, Br, Cr) = 0,
∇CrF (A¯r, Br, Cr) = 0.
(49)
Corollary 2 means that if the 0-th and 1-th moments of
the original and reduced transfer functions G(s) and Gr(s)
at −λ1,−λ2, . . . ,−λr are equal, then (A¯r, Br, Cr) is a sta-
tionary point of ‖G − Gr‖H2 . This is because (48) can be
rewritten as
d
ds
G(s)
∣∣∣
s=−λi
=
d
ds
Gr(s)
∣∣∣
s=−λi
.
In fact,
d
ds
G(s) = −C(sIn −A)−2B. (50)
Because of the vital assumption Ar = A¯r, we could deduce
(49). That is, if Ar 6= A¯r, we cannot obtain (49), as mentioned
in the above paragraph of Theorem 2. Also, if Ar 6= A¯r, using
(50), (44) and (45) are replaced with
w†i∇ArF (Ar, Br, Cr)ui (51)
=w†iC
>
r
d
ds
(G(s)−Gr(s))
∣∣∣
s=−si
B>r ui,
and
w†i∇ArF (Ar, Br, Cr)uj = 0, (52)
respectively, where wi and u
†
i are the right and left eigen-
vectors corresponding to the eigenvalue si of Ar. Conditions
(41), (51), and (52) coincide with slight modifications of
Theorem 4.1 in [20] and Theorem 5 in [26]. Note that
unlike (45), (52) does not mean that each off-diagonal el-
ement of ∇ArF (Ar, Br, Cr) is equal to zero. Also, be-
cause (41) does not imply (42), even if (41), (52), and
w†i∇ArF (Ar, Br, Cr)ui = 0 hold, we cannot expect that
(Ar, Br, Cr) is a stationary point of F (Ar, Br, Cr). Thus,
the IRKA proposed in [6] which satisfies (41), (52), and
w†i∇ArF (Ar, Br, Cr)ui = 0, as explained in Section IV-C,
does not produce (Ar, Br, Cr) that is a stationary point of
F (Ar, Br, Cr) in general, as illustrated in Section V.
It is difficult to satisfy both (39) and (48) for each i ∈
{1, 2, . . . , r} in general, because the numbers of variables
and equations of (39) and (48) are r(p + m) and 2rpm,
respectively. For the reason, in the subsequent sections, we
only consider condition (39). However, as mentioned already,
we can expect that ‖∇ArF (A¯r, Br, Cr)‖F is relatively small
if (39) holds for each i ∈ {1, 2, . . . , r}. In Section V, we verify
this expectation.
B. MISO or SIMO cases
The following corollary on MISO cases shows that a local
optimal solution to Problem 1 can be obtained by solving a
linear equation. This corollary follows from Corollary 1 by a
straightforward calculation.
Corollary 3: Suppose that p = 1 and Cr ∈ R1×r is given.
If Br satisfies
OBr = D, (53)
then (Br, Cr) is a stationary point of the objective function
f(Br, Cr) of Problem 1, where
O :=

Cr(λ1Ir + A¯r)
−1
Cr(λ2Ir + A¯r)
−1
...
Cr(λrIr + A¯r)
−1
 ∈ Rr×r, (54)
D :=

C(λ1In +A)
−1B
C(λ2In +A)
−1B
...
C(λrIn +A)
−1B
 ∈ Rr×m. (55)
Note that there exists a solution to (53) if and only if
rank
(O D) = rankO.
Using Corollary 3, an efficient algorithm is developed in
Section IV-A.
Similarly, we obtain the following corollary on SIMO cases.
Corollary 4: Suppose that m = 1 and Br ∈ Rr×1 is given.
If Cr satisfies
CrR = D˜, (56)
then (Br, Cr) is a stationary point of the objective function
f(Br, Cr) of Problem 1, where
R := ((λ1Ir + A¯r)−1Br · · · (λrIr + A¯r)−1Br) ∈ Rr×r,
D˜ :=
(
C(λ1In +A)
−1B · · · C(λrIn +A)−1B
) ∈ Rp×r.
The matrices O in (53) and R in (56) are termed in [1],
[27] as the generalized observability and reachability matrices,
respectively.
C. MIMO cases
Although the numbers of variables and equations for (53)
and (56) are equal in MISO and SIMO cases, those numbers
for (39) are not equal in MIMO cases. In fact, the total number
of equations for (39) with i = 1, 2, . . . , r in Corollary 1 is
rpm for MIMO cases, whereas that of variables is equal to
r(m + p) even if Br and Cr are not fixed. That is, the total
number of equations is larger than that of variables for MIMO
cases, except for m = p = 2. Thus, an efficient algorithm for
Problem 1 cannot be developed using Corollary 1 in MIMO
cases, unlike that in MISO and SIMO cases. In addition, it may
be difficult to obtain an efficient algorithm using Theorem 1,
because of the complicated relations between Br and Cr, as
shown in (29) and (30).
Consequently, we directly consider the objective function
f(Br, Cr) instead of using Theorem 1 and Corollary 1.
Fortunately, if we fix Br or Cr, the function is convex. Using
this perspective, an efficient algorithm is developed for MIMO
cases in Section IV-B.
IV. OPTIMIZATION ALGORITHMS
In this section, simple and efficient algorithms for solving
Problem 1 in MISO (SIMO) cases and MIMO cases are
proposed. Moreover, the proposed methods are compared with
the IRKA proposed in [6], which is the most famous method
for model reductions of large-scale systems. The numerical
experiment results of the proposed algorithms and the IRKA
are illustrated in Section V.
A. Proposed algorithm for MISO or SIMO systems
Algorithm 1 presents an algorithm for solving Problem 1 in
MISO cases; step 6 in this algorithm is the unique solution to
minimize
1
2
‖OBr −D‖2F +
1
2µ
‖Br − (Br)k‖2F
subject to Br ∈ Rr×m,
where µ > 0. The first term of the above objective function
is from (53), and the second term is a quadratic regularization
known as the Tikhonov regularization. Further, steps 5, 6, 7,
and 8 can be regarded as iterations of the proximal point
method [28]. Thus, the iterations converge for any µ > 0,
as shown in Theorem 10.28 of [29]. Moreover, only a few
iterations are required to converge in practical situations,
as demonstrated in Section V-A1. As confirmed from nu-
merical experiments, the matrix O is always singular; thus,
the quadratic regularization term is important, and iterative
refinement we used for solving (53) at Step 6.
Although the main computational cost of Algorithm 1
pertains to the calculation of the matrix D in (55) at step
4, the calculation of D is required only once and the cost is
small if the matrices A, B, and C of original system (1) are
sparse. In fact, an efficient method such as the Krylov method
can be used to compute D for solving sparse linear algebraic
equations, as shown in [30]. Similarly, the computational
cost of the r largest eigenvalues at step 2 is relatively high,
but the efficient method shown in [30] can be applied for
calculating a part of all eigenvalues. Owing of these reasons,
the computational time of Algorithm 1 is considerably reduced
from that of the IRKA proposed in [6], which is summarized
in Section IV-C.
Algorithm 1 Proposed algorithm for MISO systems.
1: Set (A,B,C) ∈ Rn×n × Rn×m × R1×n in system (1),
the reduced state dimension r > 0, Cr ∈ R1×r, (Br)0 ∈
Rr×m, µ > 0, and k ← 0. Here, A is symmetric.
2: Calculate the r largest eigenvalues λ1, λ2, . . . , λr of A.
3: Set A¯r := diag(λ1, λ2, . . . , λr).
4: Calculate O in (54) and D in (55).
5: repeat
6:
(Br)k+1 =
(
O>O + 1
µ
Ir
)−1(
O>D + 1
µ
(Br)k
)
.
7: k ← k + 1.
8: until (Br)k sufficiently converges.
As mentioned in Section III-A, when Cr is given and (Br)k
is generated by Algorithm 1,
lim
k→∞
‖∇Brf((Br)k, Cr)‖F = 0,
lim
k→∞
‖∇Crf((Br)k, Cr)‖F = 0,
and each off-diagonal element of
limk→∞∇ArF (A¯r, (Br)k, Cr) is equal to zero.
Similar to the MISO case, an algorithm can be obtained for
the SIMO case. The algorithm can be obtained by replacing
(A,B,C) ∈ Rn×n × Rn×m × R1×n, Cr ∈ R1×r, (Br)0 ∈
Rr×m at step 1, O, D, and the iterative formula of (Br)k at
step 6 with (A,B,C) ∈ Rn×n × Rn×1 × Rp×n, Br ∈ Rr×1,
(Cr)0 ∈ Rp×r, R, D˜, and
(Cr)k+1 =
(
D˜R> + 1
µ
(Cr)k
)(
RR> + 1
µ
Ir
)−1
,
respectively.
B. Proposed algorithm for MIMO systems
As mentioned in Section III-C, the objective function
f(Br, Cr) is convex with respect to Br or Cr if one of the
variables is fixed; thus, the PAPM proposed in [21] can be
applied, where the proximal regularization of the Gauss-Seidel
scheme is considered as:
(Br)k+1 = argmin
Br∈Rr×m
g1(Br), (57)
(Cr)k+1 = argmin
Cr∈Rp×r
g2(Cr), (58)
where
g1(Br) :=
1
2
f(Br, (Cr)k) +
1
2ξ
‖Br − (Br)k‖2F ,
g2(Cr) :=
1
2
f((Br)k+1, Cr) +
1
2η
‖Cr − (Cr)k‖2F ,
with ξ > 0 and η > 0. Note that the solutions to (57) and (58)
uniquely exist, because g1 and g2 are strongly convex with
respect to Br and Cr owing to the quadratic regularization
terms.
The following updated formulas can be obtained by calcu-
lating the gradients of g1 and g2 and the convexities of g1 and
g2.
Theorem 3: Equations (57) and (58) are equivalent to
(Br)k+1 =
(
Q+
1
ξ
Ir
)−1(
1
ξ
(Br)k − Y >B
)
, (59)
(Cr)k+1 =
(
1
η
(Cr)k + CX
)(
P +
1
η
Ir
)−1
, (60)
where X , Y , P , and Q are defined by the solutions to (12),
(13), (14), and (15) with Ar = A¯r, Br = (Br)k+1, and Cr =
(Cr)k, respectively.
Proof : Differentiating g1 at Br in the direction B′r,
Dg1(Br)[B
′
r]
=tr
(
(B′r)
>
(
Q+
1
ξk
Ir
)−1(
1
ξk
(Br)k − Y >B
))
,
where Dg1(Br)[B′r] denotes the directional derivative at Br
in the direction B′r [31]. Thus, the gradient of g1 at Br can be
expressed as ∇g1(Br) =
(
Q+ 1ξk Ir
)−1 (
1
ξk
(Br)k − Y >B
)
to obtain (59).
Similarly, (60) can be deduced. 2
Note that the matrices P in (60) and Q in (59) are the
controllability and observability Gramians of reduced system
(2), respectively. The Gramians are not always nonsingular,
that is, reduced system (2) is not always controllable and
observable, but P+ 1η Ir and Q+
1
ξ Ir are nonsingular. Besides,
the additional terms 1η Ir and
1
ξ Ir are present because of the
quadratic regularization terms of g2 and g1, respectively.
Based on Theorem 3, Algorithm 2 is proposed for MIMO
systems. The main computational costs of Algorithm 2 pertain
to the calculations of the matrices X in (59) and Y in (60).
However, as X and Y are the solutions to Sylvester equations
(12) and (13), respectively, the explicit solution formulas
(35) and (31) can be used at steps 5 and 6. Moreover, the
computations of (λiIn+A)−1B in (35) and (λiIn+A)−1C>
in (31) are required only once before repetition, because Ar is
fixed as A¯r. Thus, if the original system matrices A, B, and
C from (1) are sparse, the efficient method shown in [30] can
be used for solving the sparse linear algebraic equations in the
same way as the calculation of D in Algorithm 1. However,
X and Y requires to be calculated iteratively, unlike that in
the calculation of D in Algorithm 1. Thus, the computational
time of Algorithm 2 is larger than that of Algorithm 1, as
demonstrated in Sections V-A2 and V-A3. Nevertheless, as
shown in Section V-B, Algorithm 2 is sufficiently efficient for
MIMO linear systems. Note that the same efficient method can
be used with step 2 in Algorithm 1, although the computational
cost of step 2 is relatively high.
Algorithm 2 Proposed algorithm for MIMO systems.
1: Set (A,B,C) ∈ Rn×n×Rn×m×Rp×n in system (1), the
reduced state dimension r > 0, (Br)0 ∈ Rr×m, (Cr)0 ∈
Rp×r, ξ > 0, η > 0, and k ← 0. Here, A is symmetric.
2: Calculate the r largest eigenvalues λ1, λ2, . . . , λr of A.
3: Set A¯r := diag(λ1, λ2, . . . , λr).
4: repeat
5: Calculate (Br)k+1 using (59).
6: Calculate (Cr)k+1 using (60).
7: k ← k + 1.
8: until (Br)k and (Cr)k sufficiently converge.
Algorithm 2 has the following convergence property. That
is, an algorithm for a nonconvex optimization problem does
not always have global convergence property (that is, any
sequence generated by the algorithm converges to a stationary
point for any initial point), while Algorithm 2 for Problem 1
has the property.
Theorem 4: A sequence {((Br)k, (Cr)k)} generated by
Algorithm 2 globally converges to a stationary point of the
objective function f(Br, Cr) in Problem 1.
Proof : As this theorem follows from Theorem 3.2 in [21],
all the assumptions of Theorem 3.2 are shown to be satisfied.
First, the Kurdyka-Łojasiewicz property of Theorem 3.2 is
satisfied, because the objective function f(Br, Cr) in Problem
1 can be regarded as a real polynomial function of each
element of Br and Cr, which is a semi-algebraic func-
tion. Moreover, f(Br, Cr) is evidently a C1 function and
∇f(Br, Cr) is Lipschitz continuous on bounded subsets of
Rr×m × Rp×r. In particular, the Lipschitz continuity follows
from the mean value theorem. Furthermore, it follows from
f(Br, Cr) = F (A¯r, Br, Cr), (10), and (16) that
f(Br, Cr) =
1
2
(‖G−Gr‖2H2 − ‖G‖2H2)
≥ −1
2
‖G‖2H2 > −∞.
The other assumptions of Theorem 3.2 in [21] distinctly hold
true. 2
As mentioned in Section III-A, when ((Br)k, (Cr)k) is
generated by Algorithm 2,
lim
k→∞
‖∇Brf((Br)k, (Cr)k)‖F = 0,
lim
k→∞
‖∇Crf((Br)k, (Cr)k)‖F = 0,
and each off-diagonal element of
limk→∞∇ArF (A¯r, (Br)k, (Cr)k) is equal to zero.
C. Comparison of proposed algorithms and the IRKA
Algorithm 3 presents the IRKA proposed in [6]. In com-
parison, the number of computations required in the IRKA
is more than that required for Algorithms 1 and 2, because
the IRKA updates interpolation points at step 7, and requires
iterative computation of (siIn−A)−1B and (siIn−A)−1C>
for calculating U and W at step 8. In contrast, the expressions
(λiIn+A)
−1B and (λiIn+A)−1C> require to be computed
only once before repetition in Algorithms 1 and 2, because
Ar has been assumed as A¯r.
Algorithm 3 IRKA proposed in [6].
1: Set (A,B,C) ∈ Rn×n×Rn×m×Rp×n in system (1) and
the reduced state dimension r > 0.
2: Choose initial interpolation points s1, s2, . . . , sr and initial
tangent directions b1, b2, . . . , br and c1, c2, . . . , cr such
that {s1, s2, . . . , sr}, {b1, b2, . . . , br} and {c1, c2, . . . , cr}
are closed under conjugation.
3:
U =
(
(s1In −A)−1Bb1 · · · (srIn −A)−1Bbr
)
,
W =
(
(s1In −A)−1C>c1 · · · (srIn −A)−1C>cr
)
.
4: repeat
5: Calculate Ar = W>AU , Br = W>B, and Cr = CU .
6: Calculate Arwi = s˜iwi, u
†
iAr = s˜iu
†
i with u
†
iwj = δij
for i, j = 1, 2, . . . , r.
7: si ← −s˜i, bi ← B>r ui, and ci ← Crwi for i =
1, 2, . . . , r.
8:
U =
(
(s1In −A)−1Bb1 · · · (srIn −A)−1Bbr
)
,
W =
(
(s1In −A)−1C>c1 · · · (srIn −A)−1C>cr
)
.
9: until the relative changes of s1, s2, . . . , sr are sufficiently
small.
10: Ar = W
>AU , Br = W>B, and Cr = CU .
As explained in Section III-A, the IRKA does not generate
(Ar, Br, Cr) that is a stationary point of F (Ar, Br, Cr), that
is, ‖G−Gr‖H2 in general, although the IRKA is an efficient
model reduction method for large-scale systems as explained
in [26] for some cases. In fact, the IRKA only satisfies (41),
(52), and w†i∇ArF (Ar, Br, Cr)ui = 0, as shown in Theorem
1 in [26]. The conditions are just necessary conditions for
(Ar, Br, Cr) to be a stationary point of F (Ar, Br, Cr), as
shown in Theorem 5 in [26]. That is, the conditions are
not sufficient conditions for the H2 optimality. Moreover, Ar
generated by the IRKA may be unstable even if the original
model is asymptotically stable.
Therefore, the significant reduction in computational time
along with the more accurate and appropriate results in terms
of F (Ar, Br, Cr) values and eigenvalues of Ar is demon-
strated for Algorithms 1 and 2—in comparison to the IRKA—
in the following Section V.
V. NUMERICAL EXPERIMENTS
The efficiencies of Algorithms 1 and 2 are demonstrated in
this section, especially, that Algorithms 1 and 2 can reduce
large-scale systems with state dimensions of 107 and 106 in a
practical period of time, respectively.
Fig. 3. Discretization of [0, d]2.
To show this, we considered a 2-dimensional heat equation
∂θ
∂t
(x, y, t) = α
(
∂2θ
∂x2
(x, y, t) +
∂2θ
∂y2
(x, y, t)
)
.
on [0, d]2, where α is the thermal conductivity. We set d =
10 and α = 0.0241 in this case. In addition, the Dirichlet
boundary conditions were used to specify the actuators. The
finite difference discretization on [0, d]2 of step size h = d/K,
as illustrated in Fig. 3, resulted in{
dΘ
dt (t) = AΘ(t) +Bu(t),
y(t) = CΘ(t),
(61)
where
A := β

A1 I
I A1 I
. . . . . . . . .
I A1 I
I A1
 ∈ R(K−1)
2×(K−1)2 ,
(62)
A1 :=

−4 1
1 −4 1
. . . . . . . . .
1 −4 1
1 −4
 ∈ R(K−1)×(K−1),
B := β

1 0
0 0
...
...
0 1
 ∈ R(K−1)2×2. (63)
The symmetric matrix A is negative-define, because A is a
diagonally dominant matrix with negative diagonal elements.
Refer [30] for more detail. Here, the above I denotes the (K−
1)× (K − 1) identity matrix, and β := α/h2.
In Algorithms 1 and 2, (Br)0 and (Cr)0 were randomly cho-
sen using the MATLAB commands sprandn(r ,m, 0 .5 ) and
sprandn(p, r , 0 .5 ), respectively. Moreover, we set µ = 103
in Algorithm 1 and ξ = η = 105 in Algorithm 2. At step
2 in Algorithms 1 and 2, we used the MATLAB command
eigs, which can be used to calculate a part of all eigenvalues
of sparse matrices. The iteration number was set to 5 in
TABLE I
COMPUTATIONAL TIME (IN SECONDS) OF ALGORITHM 1 AND THE IRKA.
r 5 10 15 20
Algorithm 1 0.79 1.35 1.72 2.11
IRKA 38.87 88.93 119.71 163.69
Algorithms 1 and 2. The reason will be mentioned in Section
V-A1. In the IRKA (Algorithm 3), the initial interpolation
points and tangent directions were randomly chosen. The
iterations in the IRKA were stopped if
‖σ − σold‖/‖σold‖ < 10−4
or the iteration number exceeds 20, where σ and σold denote
the column vectors composed of the current and previous
interpolation points (s1, s2, . . . , sr) in the IRKA, respectively.
All computations were carried out using MATLAB R2019b
on an Intel(R) Xeon(R) CPU E5-2637 v4 @ 3.50 GHz 3.50
GHz and 128 GB RAM.
A. MISO cases
The results of application of the proposed method on MISO
cases are described in this subsection with the following
consideration:
C :=
(
0 0 · · · 1) ∈ R1×(K−1)2 . (64)
1) Comparison of Algorithm 1 and IRKA in the case of
(n,m, p) = (39601, 2, 1) and K = 200: For r = 10,
the results of the objective value f(Br, Cr), gradient norm
‖∇Brf(Br, Cr)‖F , and gradient norm ‖∇Crf(Br, Cr)‖F us-
ing Algorithm 1 are presented in Figs. 4, 5, and 6, respectively,
where the objective function value and the gradient norms
were almost constant after the first iteration. Thus, in the
following numerical experiments, we set the iteration number
as 5.
Table I lists the computational time (in seconds) of both
Algorithm 1 and the IRKA with respect to r = 5, 10, 15, and
20. As shown, Algorithm 1 was considerably faster than the
IRKA. Note that this result was expected earlier, as explained
in Section IV-C.
For r = 10, the objective function value and the gradient
norms produced at (Br, Cr) by Algorithm 1 were
F (A¯r, Br, Cr) = −1.36× 10−2,
‖∇ArF (A¯r, Br, Cr)‖F = 1.94,
‖∇BrF (A¯r, Br, Cr)‖F = 1.89× 10−3,
‖∇CrF (A¯r, Br, Cr)‖F = 1.68× 10−3.
As mentioned in Section III-A, ‖∇ArF (A¯r, Br, Cr)‖F was
relatively small. Moreover, the objective function value and
the gradient norms produced at (Ar, Br, Cr) by the IRKA
were
F (Ar, Br, Cr) = 3.66× 102, (65)
‖∇ArF (Ar, Br, Cr)‖F = 1.48× 105,
‖∇BrF (Ar, Br, Cr)‖F = 2.79× 103,
‖∇CrF (Ar, Br, Cr)‖F = 1.55× 103.
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Fig. 4. The relation between objective value f(Br, Cr) and the iteration
number when r = 10.
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Fig. 5. The relation between the gradient norm ‖∇Brf(Br, Cr)‖F and
iteration number when r = 10.
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Fig. 6. The relation between the gradient norm ‖∇Crf(Br, Cr)‖F and
iteration number when r = 10.
Thus, Algorithm 1 demonstrated considerably better perfor-
mance than the IRKA in terms of the objective function value
and the computational time.
For r = 10, the IRKA produced unstable Ar, as shown in
Fig. 7. In this case, certain eigenvalues of A¯r, that is, r eigen-
values of A were almost identical; although the number of
eigenvalues of A¯r did not seem to be enough, all eigenvalues
of A¯r were in (−0.04, 0). On the contrary, repeated IRKA
experiments with random changes in the initial interpolation
points and tangent directions for r = 10 produced unstable
solutions of Ar in every instance. For the IRKA, increasing the
maximum number of iterations drifted the produced eigenval-
ues of Ar further away from the imaginary axis and increased
the computational time; however, the objective function value
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Fig. 7. Eigenvalues of Ar produced by IRKA.
was slightly improved.
2) Comparison of Algorithm 1 and Algorithm 2 in the case
of (n,m, p) = (998001, 2, 1), K = 1000, and r = 10:
Algorithm 1 produced (Br, Cr) in 50.35 seconds with the
following results:
F (A¯r, Br, Cr) = −1.11× 10−2,
‖∇ArF (A¯r, Br, Cr)‖F = 3.61,
‖∇BrF (A¯r, Br, Cr)‖F = 6.38× 10−3,
‖∇CrF (A¯r, Br, Cr)‖F = 8.34× 10−3.
Moreover, Algorithm 2 produced (Br, Cr) in 341.34 seconds,
and
F (A¯r, Br, Cr) = −1.06× 10−2,
‖∇ArF (A¯r, Br, Cr)‖F = 1.95× 10−1,
‖∇BrF (A¯r, Br, Cr)‖F = 8.74× 10−5,
‖∇CrF (A¯r, Br, Cr)‖F = 8.38× 10−10.
Thus, the objective function value of (Br, Cr) produced by
Algorithm 2 was almost same with that by Algorithm 1,
but the computational time of Algorithm 2 was consider-
ably larger than that of Algorithm 1, as explained earlier
in Section IV-B. Moreover, as mentioned in Section III-A,
‖∇ArF (A¯r, Br, Cr)‖F was relatively small for Algorithms 1
and 2.
Note that the computational time of Algorithm 1 for
(n,m, p) = (998001, 2, 1) was smaller than that of the IRKA
for (n,m, p) = (39601, 2, 1). Moreover, the computation of
the IRKA did not finish within 5000 seconds for (n,m, p) =
(998001, 2, 1).
3) Comparisons of Algorithms 1 and 2 in the case of
(n,m, p) = (15992001, 2, 1), K = 4000, and r = 10:
Algorithm 1 produced (Br, Cr) in 1473.81 seconds with the
following results: Then, we got
F (A¯r, Br, Cr) = −1.05× 10−2,
‖∇ArF (A¯r, Br, Cr)‖F = 2.43,
‖∇BrF (A¯r, Br, Cr)‖F = 3.85× 10−3,
‖∇CrF (A¯r, Br, Cr)‖F = 7.92× 10−3.
Moreover, Algorithm 2 produced (Br, Cr) in 9359.29 seconds
with the following results:
F (A¯r, Br, Cr) = −1.85× 10−2,
‖∇ArF (A¯r, Br, Cr)‖F = 1.53× 10−1,
‖∇BrF (A¯r, Br, Cr)‖F = 6.37× 10−8,
‖∇CrF (A¯r, Br, Cr)‖F = 1.53× 10−8.
The objective value using (Br, Cr) produced by Algorithm
2 was slightly better than that by Algorithm 1, but the com-
putational time of Algorithm 2 was considerably larger than
that of Algorithm 1. Moreover, as mentioned in Section III-A,
‖∇ArF (A¯r, Br, Cr)‖F was relatively small for Algorithms 1
and 2.
This result showed that Algorithm 1 could produce (Br, Cr)
in a practically considerable period of time even for n ≥ 107
in MISO cases.
B. MIMO cases
The results of application of the proposed method on MISO
cases are described in this subsection with the following
consideration:
C :=
1 0 0 · · · 0 00 1 0 · · · 0 0
0 0 0 · · · 0 1
 ∈ R3×n. (66)
1) Comparison of Algorithm 2 and the IRKA in the case
of (n,m, p) = (39601, 2, 3) and K = 200: For r = 10,
Algorithm 2 produced (Br, Cr) in 9.28 seconds with the
following results:
F (A¯r, Br, Cr) = −3.42× 10−2,
‖∇ArF (A¯r, Br, Cr)‖F = 3.30× 10−1,
‖∇BrF (A¯r, Br, Cr)‖F = 6.28× 10−4,
‖∇CrF (A¯r, Br, Cr)‖F = 2.15× 10−6.
As mentioned in Section III-A, ‖∇ArF (A¯r, Br, Cr)‖F was
relatively small. Moreover, the IRKA produced (Ar, Br, Cr)
in 68.54 seconds with the following results:
F (Ar, Br, Cr) = 1.31× 103,
‖∇ArF (Ar, Br, Cr)‖F = 2.21× 105,
‖∇BrF (Ar, Br, Cr)‖F = 7.35× 102,
‖∇CrF (Ar, Br, Cr)‖F = 6.54× 103.
Thus, Algorithm 2 was considerably delivered better perfor-
mance than the IRKA in terms of the objective function value
and computational time. Besides, similar to the previous case
of (n,m, p) = (39601, 2, 1), the Ar produced by the IRKA
was unstable.
2) Algorithm 2 in the case of (n,m, p) = (3996001, 2, 3),
K = 2000, and r = 10: Algorithm 2 produced (Br, Cr) in
1966.74 seconds with the following results:
F (A¯r, Br, Cr) = −3.82× 10−2,
‖∇ArF (A¯r, Br, Cr)‖F = 2.47× 10−1,
‖∇BrF (A¯r, Br, Cr)‖F = 3.51× 10−6,
‖∇CrF (A¯r, Br, Cr)‖F = 9.90× 10−6.
As mentioned in Section III-A, ‖∇ArF (A¯r, Br, Cr)‖F was
relatively small.
This result showed that Algorithm 2 could produce (Br, Cr)
within a practical time period even for n ≥ 106 in MIMO
cases.
VI. CONCLUSION
In this study, a novel H2 optimal model reduction problem
was formulated for large-scale linear sparse systems. Although
the considered problem was a nonconvex optimization prob-
lem, it was simplified to solving a linear equation in MISO
or SIMO cases. Thus, a simple and efficient model reduction
algorithm for large-scale systems was proposed based on the
simplified problem. Moreover, an additional algorithm with
guaranteed global convergence was proposed for MIMO cases
based on the proximal alternating projection method. In the
both algorithms, it has been guaranteed that all the eigenvalues
of the reduced state matrix with size r completely coincide
with the r largest eigenvalues of the original state matrix. The
numerical experiments demonstrated the superior performance
of Algorithms 1 and 2 instead of the commonly-used IRKA
method [6] for large-scale sparse linear system (1). In terms
of computational time, Algorithm 1 was considerably better
than both Algorithm 2 and the IRKA among MISO cases,
and Algorithm 2 was considerably better than the IRKA in
MIMO cases.
To the best of our knowledge, the proposed model reduction
methods are the simplest and the most efficient methods with
guaranteed stability in the control systems literature for large-
scale sparse linear systems. Note that we did not use any
parallel computation technique in the numerical experiments,
but the proposed methods are appropriate for parallel compu-
tations [32]— up to n ≥ 109 state dimensions of large-scale
sparse linear systems—reduced to a practical time period.
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APPENDIX
A. Explicit solution to the Sylvester equation
We briefly summarize the result of the explicit solution to
the Sylvester equation
AX +XB = C, (67)
where A ∈ Rn×n, B ∈ Rk×k, and C ∈ Rn×k are given con-
stant matrices. Here, we assume that A and B are symmetric,
and the sum of any eigenvalues of A and B is not equal to zero.
Let µ1, µ2, . . . , µk be eigenvalues of B and wi the eigenvector
corresponding to µi. Then, according to Theorem 3.1 in [27],
X =
k∑
i=1
(µiIn +A)
−1
Cwiw
>
i . (68)
B. Identity equation
We describe an identity equation to prove Theorem 2. Let
µ1, µ2 ∈ C, µ1 6= µ2, and A ∈ Cn×n. Suppose that µ1In +A
and µ2In +A are invertible. Then,
(µ1In +A)
−1(µ2In +A)−1 (69)
=
1
µ1 − µ2
(
(µ2In +A)
−1 − (µ1In +A)−1
)
,
because
In =
1
µ1 − µ2 ((µ1In +A)− (µ2In +A)) .
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