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ABSTRACT 
A compartmental network is formulated in which each of N compartments 
represents a possible behavioral state of a discrete population immigrating from 
outside sources. The network contains absorbing states (sinks) sufficient to maintain 
an accounting record of every individual that enters the network. Time dependent 
distributions of counts of individuals in every compartment are given for the case of 
random (Poisson) immigration, from which formulae for expected net balances in 
compartments and expected cumulative flows into compartments are derived. These 
formulae are used in a regression model from which parameter estimates are obtained 
for the compartmental model. Model parameters that can be estimated, given data, 
are: (1) immigration intensities, (2) immigration to individual compartments, 
(3) emigration intensities from individual compartments, (4) residence time distribu- 
tions in individual compartments, (5) compartmental transfer probabilities. 
INTROIXJCTION 
An M( t )/G/cm queue was applied by Patterson [l] to model the ablm- 
dance of the ichthyoplankton species Dorosoma cepedianum (gizzard shad) 
in western Lake Erie. A linear regression model of the conditional expecta- 
tion of larval density was developed using calendar time as a single indepen- 
dent variable. That model was limited in the following respects: 
(I) a single compartment (life stage) only was considered; 
(2) the Poisson distributed larval birth process was assumed to be a 
piecewise constant function of time; 
(3) no regressor variables other than mathematical functions of time were 
used. 
This study removes restrictions (1) and (2). 
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A discrete population is assumed to enter a network of behavioral states 
(compartments) in which movement from state to state by individuals is 
described by a Markov renewal prncess (X,, T,; T > 0; n = 1,2,. . . ) with 
stochastic transition matrix P = (Pii) (i, j = 1,2,. . . , N) and residence time 
distribution function matrix W=(Wij(Z)) (i, j =1,2,...,N). There are N 
states of the process, and X, is the state of an individual at its nth transition. 
Associated with the Markov renewal process is a semi-Markov process 
(X(t) = X,; tn G t < &+I) in which X( t ) is the state of a!~ individual at its 
most recent change of stat2. Movement of an individual from state to state 
constitutes a sequence of random delays as it undergoes behavioral changes. 
Absorbing states (sinks) are permitted for purposes of accounting for the total 
number of individuals that enter the system and, additionally, to account for 
the numbers of individuals that enter certain states from which they do not 
depart (death, for example). Associated with the matrices P and W is a third 
matrix called an interval transition probability function matrix F = (~j(t)) 
(i,j = I,..., N). The element ~j( t ) is the conditional probability that X( t ) = 
j at time t, given that X@ = 0+) = i. F is a stochastic matrix, since P is 
assumed to be stochastic. Elements of F are determined in terms of elements 
of P and W by conditioning on the number of changes of state of an 
individual prior to time t: 
Xi(t) = E Pr(X(t) = jlX(O+) = i, E changes of state in (0, t)) 
I=0 
x Pr(l changes of state in (0, t ) 1 X(0+ ) = i) 
=6ijhi(t)+ pijltW:i(Z)hj(t -z)~z 
0 
+ E f Piq, 2 P9192 w l . ii 
[ 
Pqk-3~- 2 g P~k-2Qk-lp4k-lf7~ 
1=2 91=1 92’1 9&-z = 1 9k-l=l 
x ( wiq, * wq,q2* l l . * wqk_pqk_l * wq~_lJ[>‘(Z)hj(t - ‘1 dx 
(i, j=l,..., N), (1) 
where 
qr = 1; ,;(w;ql* l - n * w q~_,41)‘(Z)hj(t - z)dz is an l-fold convolution density 
convolved with hi(t) and multiplied by the probability piq, l l l pqk_lql that 
the Z-step sequence of changes of state (i, ql; . . l ; qk_ 1, 9& occurs; 
hi(t) = 1~ xkN_ lpikwik(t); 
~ij is the Kronecker delta; 
state j is assumed to be accessible from state i, for otherwise Jj( t ) = 0. 
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Equation (1) provides a compGting formula for the probabilities fi: .(t ). 
Let C denote a discrete population of a given class in which the b ehavioral 
states of individuals are in one-to-one correspondence with states of (X,, I’..). 
Let S = (P, W, C) symbolize the network governing transfers of individuals 
among states, independently, after they immigrate to S from external sources. 
The conditional probability that an individual is in state j at time t, given 
that it initially entered state i of S at time x (0 < z < t ), is Ji’ .(t - z). 
Let (Yii(tm); i, j=l,..., N; m=l,..., M) denote an A7 by M array of 
counts or averages of counts of individuals in states 1,. . . , N at times 
0 < t, < ts < l l l < t,. The index i denotes the initial state of entry of 
individuals into S. The regression problem is to model, and estimate, immi- 
gration into S and flows among states of S, given the system specification and 
data array (yij(t,)). No lagged or cross-correlated variates are to be em- 
ployed. Mathematical functions of time which are expectations of numbers of 
individuals in states at given times t are to be used as regressor variables. 
NUMBERS OF INDIVIDUALS IN S UNDER POISSON IMMIGRATION 
Let Yii(t) (i, j =l,..., N) be random vdables denoting numbers of 
individuals in states 1,. . N at any time t > 0 whose initial state of entry into 
S is i. The joint probability function of YiX t ), . . . , Yilv( t ) is 
Pr(Y,l(t) = yil>**‘Y TN(t) = YiN) 
Yij 
N ‘a,( z)Jj( t - 2) dz 
= I-I ~-ldai(z).Aj(t-z)dz (2) 
j=l Yij! 
where 
a i( 2) is the nonnegative Poisson input intensity for immigrants int 3 initial 
state i; 
Y ij=O,1,2,... . 
The conditional expected number of individuals in state j at time t, given 
that all immigrants initially enter state i, is 
E(Yij(t))=mij(t)=Jdoi(z)f;i(t-z)dz (j = I.,..., N). (2.1) 
The right side of Equation (2.1) is symmetric in the integrand with respect to 
the two nonnegative functions, and can be used as the basis for estimating 
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either a i( z) or Xj(z ). It is only necessary to expand the chosen function as a 
linear combination of known functions in which unknown multiplicative 
coefficients must be estimated. This is the simplest possible case. The 
expectation is then set equal to the data elements gij(t,)* 
For the speciai case in Equation (2) where N = 1 and ai( t ) is a piecewise 
constant function over the interval (0, t), Equation (2.1) reduces to Equation 
(6) in [l]. When in~nigrants initially enter states 1,. . . , N with probabilities 
91 ,--,9N, 
Pr(Y,(t) = yl,.-, 
N mj(t)” 
YNW = YN) = I-I 
is1 Yj! 
e-mj(t) 
Y (2 2) . 
where 
mj(t)= i clilhi(~)~j(t-t)di;, j=l,...,N; 
is 1 0 
and 
E(Yj(t)) =mj(t). (2 3) . 
INTERNAL ARRIVALS TO AND DEPARTURES FROM STATES 
Let cj(t) denote the Poisson arrival intensity of individuals to state j 
including both arrivals from other states and external immigrants, where state 
j is the initial state of entry to S. Let bii( t ) denote the Poisson intensity of 
departures from state j which arrive next at state i, where Xy_ ,bji( t ) = bj( t ) 
is the intensity of the stream of departures from state j. Then 
= dz, j=l,...,N. (3) 
Equation (3) gives the expected number of departures from state j in the 
time interval (0, t ). 
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Arrivals into state j are Poisson distributed with expectation 
j=l,...,N. (4) 
The expectation of the Poisson Distributed number of individuals in state j at 
time t can now be written in terms of cj(Z): 
E(Yj(t))=ldCI(I) l- ~ PjiWji(t-2) j=l,...,N. (5) 
i= 1 
Any of the equations giving expected numbers of individuals in states at time 
t provides a basis for a regression model from which Poisson intensity 
functions, interval transition probability functions, or residence time distribu- 
tion functions can, in principle, be estimated. 
ESTIMATION OF PARAMETERS 
Represent the net balances Y( t ) = (Yr( t ), . . . , Y,( t ))’ of individuals in 
states 1,. . . , Nattimeta 
Y(t) =(Y(t;Pl,*.~,po)+P(t), (6) 
where 
&;&,..., P,) = (q(t),. . ., aN(t); &,. . . , /3# is an N-dimensional col- 
umn vector of expectations of numbers of individuals in states 1,. . . , N at 
time t; 
P P, are unknown parameters to be estimated; 
&=‘(q(t) , . . e , +( t ))T is an N-dimensional column vector of random 
variables which are assumed to have means equal to zero for all t > 0. 
In particular, aj(t) may be set equal to the right hand sides of Equation 
(2.1), (2.3) or (5). 
By setting 
E(y(ti)) =“(t;p1,O..>pO) s y(ti)+ r(ti) (i=a9’*g9 M)* (7) 
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where 
y(Q is an Ndimensional column vector of observations of numbers (or 
averages of numbers) of individuals in states 1,. . . , N at time ti:, and 
r(ti) is an Wdimensional column vector of residuals assumed to be 
sampled from <(ti), 
a set of M X N equations in the unknowns & ,..., P, are obtained. The 




yL < yij i yu are importance weighting vectors; 
B is a set of permissible vectors containing one or more optima &; 
d is an exponent (d > 0) 
Equation (8) is in generic form. When d = 1 the problem is one of 
minimizing the sum of absolute deviations of the computed vectors E(Y( ti)) 
from observed or measured vectors y( ti). If a linear goal program is employed 
to find the optimum vector &, the residuals r(ti) are written as the difference 
of two nonnegative vectors so as to implement the simplex algorithm. The 
problem need not be linear in & however. If it is, and if linear goa! 
programming is used to find an optimum &, then sensitivity analysis is a 
convenient numerical technique for finding limits on observed vectors y(ti) 
within which the optimum &, does not vary. Additionally, uniqueness of the 
solution vector &, can be established through the solution to the dual 
program. Thus, when the optimization problem is linear in p and d = 1, 
linear goal programming offers advantages over other methods for finding the 
optimum po. 
If d = 2, the problem is one of least squares. If the problem is linear in /S, 
ordinary least squares methods can be used to obtain trial solutions for the 
optimum &. Difficulties can arise in that one or more elements of b may be 
negative. If this is so, the physical feasibility of negative elements of /? must 
be checked. For instance, immigration intensities cannot be negative. 
A second difficulty with least squares is the nonexistence of a solution due 
to collinearity of constraints. When Equation (2.1) or (2.3) is used to 
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represent a(t), collinearity can occur if the matrix P contains l’s off the 
diagonal and zeros on it. 
A third problem which occurs, and is not unique to the case of d = 2, is 
bias due to missing data. When observations on numbers of individuals in 
given states are missing, flow rates into those states can be estimated 
nonetheless, at a risk of bias in the estimates. Manipulation of the importance 
weights may be able to reduce the bias somewhat. 
The constraint set in Equation (8) is minimal. If the problem is one of 
estimating interval transition probabilities j$t ), additional restraints must be 
specified to insure that j$t ) lies in the positive unit interval and that 
&r(t)+ l ’ l + &(t) = 1, for all positive t, and for all i. Such restr,aints are 
particularly easy to specify for d = 1 and when the optimization problem is 
linear in j3. 
CASE STUDY 
A fourcompartment model of flows of chlorides through the lower Great 
Lakes was developed [2]. Equation (2.1) was used to specify a( t; &, . . . , &), 
in which the six unknown parameters were optimized and found to be 
P 1 =c,,=O.l§8, &=c12=0.004, &=c~~=O.~O& 
B 4 = c,=O.O48, ps= ~31~ 0.000, pS= c32=0-~- 
The parameter optimization problem was set up according to Equation (8) as 
an ordinary least squares exercise and gave unsatisfactory results. Not all 
parameters were nonnegative, which violated physical requirements of non- 
negative immigration intensities. There occurred instances in which multi- 
collinearity of restraints prevented a solution. A linear goal programme 
(d = 1) was subsequently formulated, from which the estimates given above 
were obtained. From the information given above it is clear which parameter 
estimates were negative when the least squares formulation was employed. 
As explained in [2], resilience time distributions were exponential with 
means ull = 22.6 yr, UT’ = 2.6 yr, ~3’ = 7.9 yr. These estimates of hy- 
draulic residence times for Lakes Huron, Erie, and Ontario, respectively, 
were obtained from a hydrological balance of the great lakes and watershed. 
Using these values optimized estimates of &, . . . , & were obtained, which led 
directly to estimates of immigration intensity functions a l( t ), a,( t ),. and 
u3( t ). The estimated intensities were then substituted into Equation (2.1), 
and Equation (8) was reformulated to reestimate the mean residence times 
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-1 
% -2 -I, and UT ‘. The distributions wii( t ) were wxitten as 
ULJ 2) = &(l - e-7.gz) + &(l - e-(7.g-K)m) (K > 2), 
Values of K for each distribution were selected, and optimized values of 
rB 1,***9 & were obtained from a linear goal program, yielding optimized 
estimates of the residence time distribution functions with means 3.6 and 4.7 
yr for lakes Erie and Ontario, respectively. The revised estimates of the 
residence time distribution functions were resubstituted into the original 
formulation of Equation (8), from which revised estimates of the immigration 
intensities Q l( t ), u 2(t), and Q &) were computed. The revised estimates 
differed only very slightly from the original ones, indicating that additional 
rounds of optimizing residence time distributions and immigration intensities 
would not change those functions. 
DISCUSSION 
Equations (2.1), (2.3), and (5) are all formulae for expected net balances in 
an arbitrary state j. They differ in the ease with which each facilitates 
estimation of given subsets of model parameters. The same unconditional net 
balance data are indicated for Equations (2.3) and (5), while Equation (2.1) 
limits net balance data to reflect immigration into compartment i only. IJse 
of Equation (5), in contrast to (2.1) or (2.3), does not require prior derivation 
of interval transition probabilities 4 .(z). The choice of Equation (2.1), (2.3), 
or (5) for use in the regression mode i (8) must necessarily depend upon which 
parameters are to be estimated and available data. As illustrated by Patterson 
and Ma [2], use of either Equation (2.1) or (2.3) in the model (8) leads to 
simultaneous equations involving parameters of inputs to more than a single 
compartment, yielding an interdependent system of constraints. Equation (5), 
as it stands, involves state j only, but by substituting the right hand side of 
Equation (4) into Equation (5) it can be made to yield an interdependent 
system of regression constraints, so that simultaneous counts of individuals in 
multiple compartments can be used to estimate model parameters. 
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ESTIMATES BASED ON CUMULATIVE INFLOWS OR OUTFLOWS 
The left hand sides of Equations (2.1), (2.3), (3), (4), and (5) indicate 
which of three types of data are to be used with the respective equations 
when estimating parameters: (i) counts of individuals in states at given 
instants in time, (ii) cumulative counts of arrivals into states in subintervals of 
time, or (iii) counts of departures from states in subintervals of time. 
Equations (3) and (4) are to be used with counts of departures and arrivals, 
respectively. Unlike Equation (5) in structure, Equations (3) and (4) are 
simultaneous in the unknowns ci( t ), . . . , c&), so that counts of arrivals 
and/or departures from a given state will influence estimates of parameters 
of inputs to other states as well, as determined by the transfer probabilities 
pij. This is true even though the parameters of input intensities ci( t ), . . . , cnr( t ) 
remain lumped. Since the transfer probabilities rpii and pii are not necessar- 
ily equal, and in fact Pij may equal zero while pji may equal one, Equations 
(3) and (4) will, in general, yield estimates of different sets of parameters. For 
instance, assume that the cumulative counts of departures from j in time 
intervals t,, ts,. . . , tM are B,, Bz - B,,. . e, B, - II?,_,. Define Cj(X) empiri- 
cally as 
"i(") = Bljg,j(“) + l l l + PkjjgkjjCx)' 
where the /3 coefficients are unknowns to be estimated and the functions 
g(x) are known. The regression constraints using Equation (3) are 
‘I= Blj'lj(c1) + ’ ’ l + PkjjSkjjftl). 
where the functions S(ti) are computed following the right hand side of 
Equation (3) after cj(X) as defined above is substituted. 
An important assumption underlying the above discussion is that the input 
intensities are represented empirically even though Equation (4) shows that, 
in principle, they can be solved for explicitly in terms of elements of the 
matrices P and W. If explicit solutions for cj( t ) are required in terms of 
parameters of the Markov renewal process defined by P and W, Equations 
(2.1) and (2.3) provide those solutions. 
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INFERENCES ABOUT MODEL PARAMETERS 
A model of the measurement vector Y(t) incorporating a random compo- 
nent to account for unexplained variability [Equation (S)] permits subsequent 
testing of hypotheses about parameters, based upon assumptions about 
statistical behavior of the random term. Without formal specification of the 
statistical properties of the random component, no inferences about estimates 
are possible, even though Equations (7) and (8) may still be used to compute 
numerical values of estimators. Statistical behavior of the random component 
of the model of the measurement vector should be based upon experience 
with actual residuals obtained after applying Equation (8) to compute 
parameter estimates. Different assumptions about behavior of the random 
term of a measurement model are possible, and they are likely to be in error 
unless prior experience has suggested what they should be. The random term 
is typically assumed to be normally distibuted, but actual plots of residuals 
may show that some other distribution more adequately describes the situa- 
tion. Monte Carlo methods are often required to determine appropriate 
assumptions about residuals. Statistical behavior of residuals for the case of 
d = 1 in Equation (8) is discussed in [l] on the basis of previous studies by 
others (references cited). 
CONCLUSION 
Equation (8) remains valid for all three types of observational data: (i) net 
balances, (ii) inflow, and (iii) outflow. It permits a variety of optimizing 
criteria, and the constraints may be linear or nonlinear in the unknown 
parameters. The case stud y d emonstrates that the optimization problem is 
easily solved as a linear program when d = P. Least squares can provide 
useful information about optimum solutions even in the presence of possible 
difficulties of multicollinearity and negative estimates of parameters. By 
iterative application of the optimization model successive estimates of param- 
eters of immigration and residence times in compartments can be obtained, 
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