Abstract. In this paper we discuss the characterization problem for posets of interval dimension at most 2. That is, we attempt to compile the minimal list of forbidden posets for interval dimension 2. Members of this list are called 3-interval irreducible posets. The problem is related to a series of characterization problems which have been solved earlier. These are: The characterization of planar lattices, due to Kelly and Rival KeRi75], the characterization of posets of dimension at most 2 (3-irreducible posets) which has been obtained independently by Trotter and Moore TrMo76] and by Kelly Ke77] and the characterization of bipartite 3-interval irreducible posets due to Trotter Tr81].
Introduction and Basics
An extension of a poset P = (X; < P ) is a partial order Q = (X; < Q ) on the same set, that contains all the relations of P, i.e., x < P y implies x < Q y. A family fQ 1 ; : : : ; Q k g of extensions of P is said to realize P if for all x; y 2 X we have x < P y exactly if x < Qi y for all 1 i k. If we restrict the Q i to belong to a special class of orders and seek for a minimum size realizer we come up with a concept of dimension. subset forming two disjoint 2{chains, i.e., no 2+2. The interval dimension of P, denoted Idim(P), is the smallest k for which there exist k interval extensions of P which realize P. Since linear orders are interval orders we obtain the trivial inequality Idim(P) dim(P).
If P 0 = (X 0 ; <) is a suborder of P = (X; <), then dim(P 0 ) dim(P) and Idim(P 0 ) Idim(P). Therefore, for every integer k there is a minimal list of posets of dimension (interval dimension) k + 1, such that every poset which does not contain a subposet from this list has dimension (interval dimension) at most k. Members of this list then are called (k + 1)-irreducible ((k + 1)-interval irreducible) posets. Note that a (k + 1)-irreducible ((k + 1)-interval irreducible) poset P has dim(P) = k + 1 (Idim(P) = k + 1) but the removal of any element lowers its dimension (interval dimension).
The list of 2-irreducible posets only contains the 2 element antichain and the list of 2-interval irreducible posets only contains the 2+2. The list of 3-irreducible posets is of a much higher complexity. Counting only one of P and P d , the dual of P, the list consists of 10 isolated examples together with 7 in nite families (see Figure 1 ). This list has been obtained independently by Trotter and Moore TrMo76] and by Kelly Ke77] . Since this paper depends on the ideas of Kelly's argument we now give a brief (and in some details not even correct) outline of his proof.
Let L(P) denote the completion by cuts of a poset P, i.e., L(P) is the smallest lattice containing P as a suborder. Kelly's characterization of the 3-irreducible posets is mainly based on two results:
(1) dim P = dim L(P). (A theorem of Baker).
(2) The complete list L of lattices of dimension 3 with the property that every
proper sublattice is of lower dimension. (Let us remark that a lattice is planar exactly if it contains no sublattice from L). The list L had been obtained by Kelly and Rival KeRi75] .
Suppose that P is a 3-irreducible poset. It follows that dimL(P) 3, therefore, L(P) contains one or more of the lattices in L as sublattices. The key idea for the proof is to consider the lattices in L in a speci c ordering, Kelly order. At an intermediate step in the argument we assume that L(P) contains a lattice Q from this list, but does not contain any lattice preceding it in the Kelly order. The details of each individual case center around chosing a copy of a 3-irreducible subposet R of Q and then one by one showing how those points of R which do not belong to P can be replaced by points of P.
A poset P = (X; <) is called bipartite if there are two sets X 1 ; X 2 X, such that x < y implies x 2 X 1 and y 2 X 2 . Trotter found a transformation, which associates with a bipartite poset P a poset Stack(P), such that, Idim(P) = dim Stack(P). This fact, together with the existing list of 3-irreducible posets lead to the characterization of bipartite 3-interval irreducible posets in Tr81]. Trotter's proof uses Kelly's approach for the characterization of the 3-irreducible posets as a road map. Since the stack of a bipartite 3-interval irreducible poset P contains one (or more) of the 3-irreducible posets we can argue about the implications for the original poset. Again, a speci c ordering of the 3-irreducible posets and corresponding assumptions about the 3-irreducible posets contained in Stack(P) organize the proof.
In FHM91] we have introduced a transformation P ! B(P), such that Idim P = dim B(P) for arbitrary posets P. In this paper we use this operator P ! B(P), to approach the characterization of 3-interval irreducible posets. The argument is again based on a Kelly ordering of the 3-irreducible posets.
Let P = (X; <) be a poset, for x 2 X we denote the predecessor set f y 2 X : y < x g of x with Pred(x), the successor set f y 2 X : y > x g is denote by Succ(x). The closed predecessor set is Pred x] = f y 2 X : y x g, i.e., Pred x] = Pred(x) f x g, similarly Succ x] = Succ(x) f x g. We now review the de nition and some properties of the transformation P ! B(P). De nition 1. For each element x of a poset P = (X; <) let
With P we associate a poset B(P) = (Y; <). The elements of Y are the distinct sets occurring as L(x) or U(x) for some x 2 X. The ordering of B(P) is given by setinclusion.
The next de nition is taken from Mi92].
De nition 2. For posets P = (X; < P ) and Q = (Y; < Q ) we say that P has an interval representation on Q if there are mappings L : X ! Y and U : X ! Y , such that
(1) L(x) < Q U(x), i.e, L(x); U(x)] is a nondegenerate interval of Q for each x 2 X.
(2) U(x 1 ) Q L(x 2 ) exactly if x 1 < P x 2 .
An important fact about interval representations is given with the next lemma.
Lemma 1. If an order P has an interval representation on some poset Q, then
Idim P dim Q.
The next theorem collects properties of the transformation P ! B(P). Theorem 1. Let P = (X; <) and B(P) = (Y; <).
(1) The mappings L : X ! Y and U : X ! Y de ne an interval representation of P on B(P). ( 2) The dimension of B(P) equals the interval dimension of P.
We now come to the stack of a bipartite poset. As mentioned, the stack played a central role in the characterization of bipartite 3-interval irreducible posets.
De nition 3. Let P = (X; < P ) be a (connected) bipartite poset and let O be an arbitrary linear order on X. Let if Succ P (a 1 ) = Succ P (a 2 ) and a 1 < O a 2 . We now show, that for a bipartite order P the posets B(P) and Stack(P) are intimately related. Let the 0,1-closure of P, i.e., the adjoin of a least element 0 and a greatest element 1, be denoted by P ! b P.
Theorem 2. If P = (X; <) is a bipartite order, then B(P) = \ Stack(P) j , here is an equivalence relation on X with the properties: each class of is an autonomous subset of Stack(P), Stack(P) induces a chain on each class of .
Proof. An element x 2 X is mapped to two elements of B(P). Since P is bipartite we either have L(x) = ; or U(x) = X. In the rst case let M(x) = U(x), in the second case let M(x) = L(x). Also, let O be the linear order used in the construction of Stack(P). De ne a poset Q on X by (1) x < Q y if M(x) M(y),
(2) if M(x) = M(y) then x < Q y if either x 2 Min(P) and y 2 Max(P) or x precedes y in O.
Note that B(P) is the 0,1-closure of the poset (f M(x) j x 2 X g; ). Therefore
We claim that Q = Stack(P). The proof is an easy case analysis using the de nitions of L(x), U(x) and the de nition of the Stack. Let A = Min(P) and B = Max(P).
a The idea for our treatment of 3-interval irreducible posets will be the following. Suppose that P = (X; < P ) is 3-interval irreducible, then, by Theorem 1 dim B(P) = 3. Hence, B(P) = (Y; <) contains some poset Q from the list of 3-irreducible orders. Assuming that B(P) contains a speci ed 3-irreducible poset Q, we then derive informations about the functions L : X ! Y and U : X ! Y . Since these two functions de ne an interval representation of P on B(P), information about L and U translates back to information about P.
This vague outline may motivate the study of properties that have to be required for two functions L : X ! Y and U : X ! Y from a set X to a closed order Q = (Y; < Q ), such that, there is a poset P on X with B(P) = Q and L and U as given. First recall
With the next lemma we give a less trivial property.
Lemma 2. Let (1) y 1 6 y 2 in B(P) (2) there is an element x 2 X with U(x) y 1 but U(x) 6 y 2 (3) there is an element x 2 X with L(x) y 2 but L(x) 6 y 1 Proof. The equivalence of (1) and (2) is an easy consequence of the following y = f x 2 X : U(x) y g, for all elements y of B(P). Pred(x 0 ) = y. Conversely, let U(x) y. From x 2 U(x) we obtain x 2 y. Now suppose that y = U(x 0 ) for some x 0 2 X. If x 2 y, i.e., x 2 U(x 0 ) = \ x 0 2Succ(x0) Pred(x 0 ), then x < x 0 for all x 0 > x 0 . Therefore, Succ(x) Succ(x 0 ) and hence U(x) U(x 0 ) = y. Conversely, let U(x) y. From x 2 U(x) we again obtain x 2 y.
The equivalence of (1) and (3) is obtained by duality. If Q is 3-irreducible then, in view of the preceeding remarks, the order P obtained by this process may be considerd as a candidate for the list of bipartite 3-intervalirreducible posets. To check the irreducibility we construct B(P x ) for every point P P P P P P P P P Removing a1 from P we have B(P a`1 ) = c F 0 . Q = FX 2 : The order P obtained here is not irreducible.
Removing a1 and b u 3 from P we have B(P a`1;b u 3 ) = c F 0 . Q = E n : Here we obtain the family E n . Q = F n : Here we obtain the family F n . Q = I n : Here we obtain the family I n+1 . Q = G n : Here we obtain the family G n . Q = H n : Here we obtain the family H n . Q = J n : The order P obtained here is not irreducible.
Removing c`and d u from P we have B(P c`;
Let Q = (Y; <) be a 3-irreducible poset and let P be the bipartite order corresponding to the (`; u)-labeling of Q. A label 2 f`; u g at an element y 2 Y is called essential if dim B(P y ) = 2. Note that, P is 3-interval irreducible exactly if every label of Q is essential.
Above we have compiled a list of bipartite 3-interval-irreducible posets. To prove that this list is indeed complete, i.e., consists of all bipartite 3-interval-irreducible posets, however, a large amount of work remains. This work has been accomplished by Trotter Tr81] . In the next section we give a modi ed version of his argument to prove our Theorem 4.
Remark. The split of a poset P = (X; <) is the bipartite poset with maximal elements f x`: x 2 X g and minimal elements f x u : x 2 X g with x u < y`in Split(P) i x y in P. Note that, as a consequence of Trotter's result we can state that every bipartite 3-interval irreducible poset is a subposet of the split of some 3-irreducible poset.
General 3-Interval-Irreducible Posets
The program for dealing with the general (non-bipartite) case is the following: In the rst part, we use the techniques developed in Tr81] for the characterization the bipartite 3-interval irreducible orders to show that every 3-interval irreducible order contains a partial stack or a reduced partial stack of a bipartite 3-interval irreducible order. In the second part, we then attempt to characterize the 3-interval irreducible orders among the candidate posets obtained in the rst part.
Partial Stacks and Reduced Partial Stacks.
De nition 5. Let P = (X; < P ) be a (connected) bipartite poset with minimal elements X 1 and maximal elements X 2 . A partial stack of P is an order Q = (X; < Q ) such that for all x 1 2 X 1 and x 2 2 X 2 we have x 1 < P x 2 exactly if x 1 < Q x 2 .
A partial stack Q of P may contain parallel elements. The reduced partial stack corresponding to Q is obtained by contracting each set of pairwise parallel elements to a single point.
Remark. Let P = (X; < P ) be a (connected) bipartite poset with minimal elements X 1 and maximal elements X 2 . Let IE P be the set of all extensions Q of P satisfying x 1 < Q x 2 i x 1 < P x 2 , i.e., IE P is the set of all partial stacks of P. De ne a poset on IE P by Q 1 Q 2 if Q 2 is an extension of Q 1 . If Q is any maximal element of this poset, then Q is isomorphic to Stack(P).
The main theorem of the present section is.
Theorem 4. If P is a 3-interval irreducible poset then P contains a reduced partial stack of some bipartite 3-interval irreducible poset.
To prove the theorem we go along Trotter's,`Stacks and Splits' Tr81] and rewrite the important lemmas and theorems. We omit the assumption that P is a height one poset, we replace Stack(P) by B(P) and instead of dealing with elements in Stack(P) corresponding to maximal or minimal elements in P we deal with low-made and upmade elements of B(P). As a rst example note that Lemma 3 implies an analogue of Trotter's Lemma 4.
Theorem 5 (Trotter's Theorem 6). If P is a poset and B(P) contains a crown A n for some n 0, then there exists an integer m with 0 m n so that P contains A m .
Proof. Choose the smallest integer k 0 for which B(P) contains A k . We will then show that P contains A k .
Of all copies of A k contained in B(P), choose one for which the integer t = jf b i : 1 i k + 3; b i is low-made gj + jf a i : 1 i k + 3; a i is up-made gj is as large Theorem 6 (Trotter's Theorem 7). Let P be a poset and suppose that P does not contain a crown A n for any n 0. If y is an up-made (low-made) element of B(P) and F is a connected subposet of Inc(y), then there exists a low-made (up-made) element x in B(P) so that x y (y x) and F Inc(x).
Proof. We prove the theorem when y is up-made. If y is also low-made, then x = y and we are done.
Suppose that y is not low-made. Let y 0 > y be low-made and note that the existence of a low-made element y 00 > y with y 00 jjy 0 is guaranteed by Theorem 3. Therefore, there are at least two incomparable low-made elements in Succ B(P) (y)
If there is a z 2 F with x z for all low-made elements x > y, then y z by Theorem 3. A contradiction.
We therefore may assume, that there are elements x; x 0 2 Succ B(P) (y) and z; z 0 2 F such that z < x and z 0 < x 0 but xjjz 0 and x 0 jjz. Now let a 1 ; : : : ; a n be a fence in F from z 0 to z. It follows that f x; y; x 0 ; a 1 ; : : : ; a n g contains a crown. A contradiction.
Let P = (X; < P ) be a 3-interval irreducible poset. Since the dimension of B(P) is 3, B(P) contains a 3-irreducible poset. Suppose rst, that B(P) contains a crown A n for some n 0. Then, it follows from Theorem 5, that P also contains a crown A m for some 0 m n. Since P is irreducible, we conclude, that P = A n . We may, therefore, assume in the remainder of the argument, that B(P) does not contain a crown A n .
The remainder of the argument is divided into a sequence of cases.
When discussing the case of a 3-irreducible order Q = (Y; < Q ) contained in B(P), we assume, that a copy of Q in B(P) has been chosen. We refer to the elements of this copy of Q via the labeling of Ke77 The element y`then is any element with U(y u ) = y 00 .
We will make extensive use of the following easy consequence of Theorem 6.
Lemma 3. Let P = (X; < P ) be a crown-free poset and suppose that a 3-irreducible poset Q = (Y; < Q ) is contained in B(P). If y is an element of Q such that Inc Q (y) is connected and for all y 0 in Q with y 0 6 2 Pred Q y] (y 0 6 2 Succ Q y]) there is a y 00 2 Inc Q (y) with y 0 y 00 (y 0 y 00 ), then there is an element y`(y u ) in P.
In each case we choose a particular 3-irreducible poset Q = (Y; < Q ) contained in B(P) and suppose that B(P) does not contain the 3-irreducible posets treated in the previous cases. These assumptions together with Theorem 3, Theorem 6 and Lemma 3 will allow us to show that there is an element y`(y u ) for every essential`-labeled (u-labeled) element y of Q. Let X u X be the set of these up-made elements and X` X be the set of these low-made elements. The bipartite order (X u X`)\ < P is isomorphic to a bipartite 3-interval irreducible poset R. Therefore, P contains a partial stack of R. The bipartite order corresponding to these elements y`and y u as maximals and minimals forms a copy of I 0 in P. Case 4. B(P) contains CX 2 .
From Lemma 3 we obtain elements a1; a3; c`and a u 1 ; a u 3 ; c u . The same argument used in Case 3, allows us to assume an up-made element a u From Lemma 3 we may assume elements a3; b1; b2 and a u 3 ; b u 1 ; b u 2 in P. The bipartite order generated by these elements is a copy of F 0 in P.
In cases 10 to 13 the next lemma will nd repeated applications.
Lemma 4. Let P be a poset such that B(P) contains no D, CX 3 , nor their duals or a crown A n . Let a 1 ; b 1 ; a 2 ; b 2 ; a 3 : : : ; a n ; b n be a fence in B(P) and x > b i for some i 2 f 1; : : : ; n g. x > b j and x > b j and j +2 < j but xjjb j for all j < j < j . Then from the rst part we know that x > a j +1 ; a j +2 and the elements of f a j ; a j +1 ; a j +2 ; b j ; b j +1 ; b j +2 ; x g generate a copy of CX 3 in B(P).
Note that the dual of this lemma is also true, i.e, if x is below some element a i , then the elements of the fence comparable with x are intervals of a's and b's.
Case 10. B(P) contains F n . We also assume that B(P) does not contain F m , E m or E d m when 0 m < n. Now suppose, that 2 i n + 2. Choose a low-made element x with x b i and xjjd.
Suppose, that x < e, it follows that xjjb 1 . Let j 1 be the minimal, j 2 the maximal integer with x > a j1 and x > a j2 . If j 2 = j 1 + 1, then there is an element bì in P. Otherwise, f a 1 ; : : : ; a j1 ; a j2 ; : : : ; a n+2 g f b 1 ; : : : ; b j1 ; x; b j2+1 ; : : : ; b n+2 g f c; d; e g generates F m for some m < n. Now We may, therefore, assume an element bì in P.
By symmetry and duality we may also assume elements a u i , when 1 i n + 1. From Lemma 3 we obtain aǹ +2 ; b1; e`; d`and a u n+2 ; b u 1 ; c u ; d u in P. The bipartite order corresponding to these elements form a copy of F n in P. Case 11. B(P) contains E n . We also assume that B(P) does not contain F m , E m or E d m when 0 m < n. Case 13. B(P) contains I n . We also assume that B(P) does not contain a copy of I m when m < n.
Choose an integer i with 2 i n + 2 and a low-made element x b i with xjjc. Let j 1 (j 2 ) be the minimal (maximal) integer with x > a j1 (a j2 ) and suppose that j 2 6 = j 1 + 1.
Assume, that x < d 1 and x < d 2 . It follows that b 1 ; b n+3 2 Inc(x) and B(P) contains a copy of I m for m < n.
If xjjd 2 and j 2 < n + 2, then f a j2 ; : : : ; a n+2 g f x; b j2+1 ; : : : ; b n+3 g f c; d 2 g is a copy of E m for some m < n. We, therefore, assume that j 2 = n + 1. From Lemma 3 we obtain elements b1; bǹ +3 ; c`and b u 1 ; b u n+3 ; c u ; d u 1 ; d u 2 in P. The bipartite order corresponding to these elements forms a copy of I n+1 in P. Case 14. B(P) contains G n . We also assume, that B(P) does not contain a copy of G m , J m or H m when m < n.
We rst show, that we may assume an element aì when 2 i n + 2. Choose a low-made element x a i with b i?1 ; b i 2 Inc(x). Note, that from xjjb i?1 it follows that x 6 > a j and x 6 > b j for all i < j n + 3.
Assume, that x > c and note that this implies xjja j when i < j n + 3 and xjjb j when i ? 1 j < n + 3. Let i 6 = n + 2. If x < b n+3 , then f a i ; a i+1 ; : : : ; a n+3 g f b i ; b i+1 ; : : : ; b n+3 g f x g forms a copy of G m for some m < n. Otherwise, if xjjb n+3 , then the same set together with c generates J m for some m < n. Now, let i = n + 2. If x < b n+3 , then f b n+3 ; b n+2 ; b n+1 ; x; a n+2 ; a n+3 g forms a copy of Therefore, xjjc and we have found an element bì in P.
We have shown, that we may assume elements aì and bì for all 2 i n + 2. By duality, we may as well assume elements a u i and b u i in P for all 2 i n + 2. Finally, from Lemma 3 we obtain elements aǹ +3 ; b1; bǹ +3 ; c`and a u 1 ; a u n+3 ; b u 1 ; c u . The bipartite order corresponding to these elements forms a copy of G n in P. Case 15. B(P) contains J n . We also assume, that B(P) does not contain a copy of G m , J m or H m when m < n.
In complete analogy with Case 14, we may assume elements aì in P when 2 i n + 2.
We now show, that we may assume an element bì when 2 i n + 2. We have shown, that we may assume elements aì and bì for all 2 i n + 2. By duality, we may as well assume elements a u i and b u i for all 2 i n + 2 in P. Finally, from Lemma 3 we obtain elements aǹ +3 ; b1; bǹ +3 ; c`and a u 1 ; a u n+3 ; b u 1 ; c u . The bipartite order corresponding to these elements forms a copy of G n in P. We have shown, that we may assume elements aì for 1 i n + 2 and bì for 2 i n + 3. Dually, we may assume elements a u i for 1 i n + 2 and b u i in P for 1 i n + 2. Finally, from Lemma 3 we obtain elements c`; d`and c u ; d u . The bipartite order corresponding to these elements forms a copy of H n in P.
2.2. 3-interval irreducible partial stacks. We begin this part with an analysis of the relation between the interval dimension of a bipartite order P and the interval dimension of partial stacks of P.
Lemma 5. Let P = (X; <) be a bipartite poset and P 0 = (X; < 0 ) be a partial stack of P, then Idim P 0 Idim P.
Proof. Let As a consequence we can now sharpen the result of Theorem 4.
Theorem 7. If P = (X; < P ) is a 3-interval irreducible poset then P is a reduced partial stack of some bipartite 3-interval irreducible poset.
Proof. From Theorem 4 we know that P contains a reduced partial stack of some bipartite 3-interval irreducible poset R = (Y; < R ). Therefore, there are sets X 1 ; X 2 X, such that (X 1 X 2 )\ < P = < R . Let R be the poset induced by P on X 1 X 2 . This poset is a reduced partial stack of R.
From Lemma 5 we obtain IdimR IdimR = 3. On the other hand, R is a suborder of P, hence, 3 = Idim P Idim R . The irreducibility of P implies that X = X 1 X 2 and, therefore, P = R .
Lemma 6. Let P = (X; <) be a bipartite order, then Idim P = Idim Stack(P). Proof. From Lemma 5 we obtain Idim Stack(P) Idim P. As noted in the Introduction and proved in Theorems 1 and 2 Idim P = dim Stack(P). Together this gives Idim Stack(P) dimStack(P), the converse of this inequality is trivially valid for every order.
Theorem 7 shows, that a classi cation of 3-interval irreducible posets amounts in work with partial stacks of bipartite orders. We, therefore, require a suitable notation for these objects.
Remark. An intuitive approach to partial stacks of a (connected) bipartite poset P = (X; < P ) would be the following: Let A = Min(P) and B = Max(P). Consider Let Succ SP (x) (Pred SP (x))denote the successor sets (predecessor sets) of x in Stack(P). To describe a partial stack Q = (X; < Q ) of a bipartite poset P = (X; < P ) we will, henceforth, use sets Succ(x) with Succ(x) Succ SP (x) for each x 2 Max(P), Pred(x) with Pred(x) Pred SP (x) for each x 2 Min(P).
If such a family of sets is given, then the partial stack Q of P denoted by the family is the transitive closure of the union of all relations occurring in these sets together with the relations of P.
Lemma 5 and Lemma 6 might suggest that Idim P = Idim Q for every partial stack Q of P. This, however, is far from truth as the next lemma shows.
Lemma 7. For every integer n there is a bipartite interval order I, such that, every bipartite poset R on n elements is a suborder of some partial stack I R of I.
Proof. As As a consequence we obtain, that the gap between the interval dimension of a bipartite poset P and and the interval dimension of partial stacks of P can be arbitrarily high.
We now turn to the partial stacks of G m and H m . There will be some indications, that the complete classi cation of 3-interval irreducible posets among the reduced partial stacks of these two orders might be intractable.
Theorem 8. Every bipartite poset R is a suborder of a partial stack Q R of G m (H m ).
Moreover, every bipartite 2-dimensional poset R is a suborder of an 3-interval irreducible partial stack of G m (H m ).
x`> y u exactly if x y in G 0 . We now turn to the partial stacks of the other bipartite 3-interval irreducible posets. With the next theorem we classify the 3-interval irreducible orders among them.
Theorem 9. Every partial stack of A n , O 1 , O 2 , O 3 , E n , I n , F 0 for every integer n 0 and every partial stack of F n (n > 0) which has neither (aǹ +2 < bǹ +2 and aǹ +2 jje`) nor Proof. We have to show that for every x 2 X the interval dimension of P x is at most 2.
To do this we exhibit a poset Q(x) of dimension 2 admitting an interval representation of P x . Let x 2 X and let y x be an element of Q such that x satis es an essential label at y x . By duality we may suppose, that x satis es the label`at y x . We distinguish two cases.
Suppose, that y x has two essential labels. Let R = (Z; < R ) be the bipartite 3-interval irreducible poset corresponding to the essential labels of Q. By de nition, R yx has interval dimension 2 and, hence, dim B(R yx ) = 2. We claim that P x has an interval representation on B(R yx ). Let x 0 be any element of P x , and denote the two endpoints Next, suppose that there is no essential label at y x . Our assumptions imply, that there is a unique element y 0 x covered by y x . We claim that P x has an interval representation on d Q yx . Since Q is 3-irreducible we conclude that dim d Q yx = 2 and, hence, that the interval dimension of P x is 2. As mappings L ; U : P x ! d Q yx choose the mappings induced by L; U : P ! b
Case 5. P is a partial stack of E n .
All partial stacks of E n , together with interval representations on c . It remains to consider U(b2). In Stack(I 0 ) the successor set of b2 is f c1; c2 g and, hence, Succ P (b2) f c1; c2 g. If Succ P (b2) = f c1; c2 g, then let U(b2) = d. If Succ P (b2) = f cì g with i = 1 or i = 2, then let U(b2) = c i . Finally, if Succ P (b2) = ;, then let U(b2) = 1. With a slight generalization of Lemma 8 we obtain the 3-interval irreducibility of P. Again, Lemma 8 yields the 3-interval irreducibility of P.
By symmetry we may now assume that Pred(b u 1 ) = f a u 1 g and Succ(a2) = f b2 g.
Here, B(P) = d FX 2 d and P is 3-interval irreducible by Lemma 8.
Case 8. P is a partial stack of F n with n > 0. Suppose that Succ P (aǹ +2 ) = f bǹ +2 g. The bipartite subposet of P with minimal elements f a u 1 ; : : : ; a u n+2 ; b u 1 ; d u g and f b1; : : : ; bǹ +2 ; d`; e`g as maximal elements forms a copy of E n?1 . If we remove c u and a u n+2 from P to obtain P ? , then P ? is a partial stack of E n?1 . Therefore, P is not irreducible.
We may now assume that Succ P (aǹ +2 ) is either f bǹ +2 ; e`g or f e`g or ;. Dually, we may assume that Pred P (b u 1 ) is f a u 1 ; c u g or f c u g or ;. It follows that B(P) = c F n and with Lemma 8 that P is 3-interval irreducible.
