Abstract. A heat exchanger can be modeled as a closed domain containing an incompressible fluid. The moving fluid has a temperature distribution obeying the advection-diffusion equation, with zero temperature boundary conditions at the walls. Starting from a positive initial temperature distribution in the interior, the goal is to flux the heat through the walls as efficiently as possible. Here we consider a distinct but closely related problem, that of the integrated mean exit time of Brownian particles starting inside the domain. Since flows favorable to rapid heat exchange should lower exit times, we minimize a norm of the exit time. This is a time-independent optimization problem that we solve analytically in some limits, and numerically otherwise. We find an (at least locally) optimal velocity field that cools the domain on a mechanical time scale, in the sense that the integrated mean exit time is independent on molecular diffusivity in the limit of large-energy flows.
1. Introduction. Optimizing the heat transfer from a bounded domain toward the ambient exterior is a critical issue in a wide range of engineering problems where a fluid is used to cool down (or warm up) a space of interest. Applications typically span from the ventilation of buildings [15, 7, 4] to the cooling of microprocessors [12, 26] . An example of particular concern in the last decade is the efficient cooling of computing equipment in data centers [18, 5, 11] , whose energy budget in the United States alone represented about 1.8% of the country's overall electricity consumption in 2014 [3] . Enhancement of heat transfer by capillary or convective motion, whether natural or forced, can be achieved for example by tailoring the geometry of the heat exchanger domain [7, 4] or the physical properties of the cooling fluid [6] . Much of the current progress in designing industrial heat exchanger devices relies on direct numerical simulations in complex flows and geometries [16] . In a more theoretical context, flow patterns have been optimized to improve Rayleigh-Bénard convection [21, 28] or to achieve maximal heat transport in simple 2D geometries [8, 25, 2, 1] . The optimal distribution of sources and sinks has also been investigated for optimal transport of a passive scalar, whether heat or tracer [20, 24, 22] .
In its simplest form, a heat exchanger is a device designed to transfer heat between a fluid and some heat source, either for cooling or for heating. Its operation can be modeled as the advection and diffusion of a passive concentration of heat c(x, t):
(1) ∂c ∂t = −u · ∇c + κ c , ∇ · u = 0 where u(x) is the steady incompressible advecting flow transporting heat throughout the domain Ω ⊂ R d , and κ is the thermal diffusivity. We treat the flow as given, i.e., it does not obey any particular equation of motion but is rather under our control subject to energy constraints discussed below. We shall sometimes refer to c as temperature, since heat and temperature are assumed to be related by a constant heat capacity.
Without loss of generality, we impose the initial and boundary conditions (2) c(x, 0) = c 0 (x) ≥ 0, c = 0 and u · n = 0 on ∂Ω, where n is the outward unit normal to the boundary. Thus the interior of Ω contains warm fluid while the exterior world is at zero temperature. The goal of the heat exchanger flow is to reduce the amount of heat in Ω, i.e., to cool the fluid, as rapidly as possible. In this paper we will examine optimal solutions to this heat exchange problem, which means designing flows u with superior transport properties. The total amount of heat in Ω is the integrated concentration c :
Angle brackets will denote an integral over Ω. After integrating (1) and using (2), we have
The rate of change of c is dictated by the heat flux at the boundary. The role of the advecting flow-which does not appear explicitly in (4)-is thus to increase gradients of c at the boundary in order to facilitate the exchange of heat. In contrast to the typical internal mixing problem [22] , where the concentration obeys homogeneous Neumann boundary conditions and the goal is to distribute passive scalar uniformly throughout the domain, there is no direct advantage here in increasing the gradients of c inside the domain. Hence optimal flows for the Dirichlet (transport) problem are unlikely to be the same as for the Neumann (mixing) problem. In any case the fundamental heat flux equation (4) is not obviously useful for direct optimization because it does not explicitly express how the velocity field u(x) can enhance the flux. Instead of focusing on the heat flux we can take a probabilistic approach. The mean exit time T (x) is the expected time for a Brownian particle with diffusivity κ and drift u(x) starting from x ∈ Ω to first hit the boundary of the domain ∂Ω. The mean exit time satisfies a steady equation involving the adjoint of the operator on the right hand side of (1):
(See for example Redner [17, p. 31] .) This looks like the steady advection-diffusion equation for a 'concentration' T (x) subject to flow −u(x) with a constant source in the interior. We expect that this mean exit time controls the cooling rate, since the process of cooling can be thought of as Brownian particles hitting the cold wall and exiting. Indeed, taking (1) × T − (5) × c and integrating over space and time, we find after a few integrations by parts
where we used c 0 = ∞ 0 − ∂c ∂t dt as the heat concentration decays at long times. Hölder's inequality then gives
for p, q ≥ 1. In particular, for p = 1 and q = ∞, this can be written
The quantity on the left can be interpreted as a 'cooling time,' and we should aim to make it as small as possible for efficient heat exchange. The inequality (8) implies that the cooling time is at most the longest exit time over all initial Brownian particles. Thus, lowering T ∞ should help cooling. This is impractical for many applications, since T ∞ is often dominated by a very small volume. Moreover, the norm T ∞ is notoriously difficult to optimize. A good compromise is to use p = ∞, q = 1 in (7), which gives:
where T 1 = T since T ≥ 0. Thus, as long as c 0 ∞ is finite, lowering T will typically reduce the cooling time.
In this paper we shall focus on minimizing the integrated mean exit time T in order to achieve efficient heat exchange. We will do so via a direct variational approach, enforcing the constraint ∇ · u = 0 and fixing the magnitude via a kinetic energy constraint
where Pe is a specific value of the Péclet number, L is a characteristic length scale, and d is the dimension of the space. We shall take d = 2 for the rest of the paper, but in principle our techniques apply to d = 3 with little modification.
2. An optimal exit time problem.
2.1. The variational problem. The problem considered here is the minimization of the mean exit time of Brownian particles from a bounded domain Ω, integrated over all initial conditions (i.e., the L 1 -norm of the mean exit time). Because u · n = 0, escape from Ω ultimately relies on diffusion. In the absence of stirring (u = 0), the transport is purely conductive and the mean exit time depends solely on the fluid molecular diffusivity κ. However, as will be seen in section 2.2, stirring always lowers the integrated mean exit time for our problem. Note that this result is true for the L 1 -norm but not, for instance, the L ∞ -norm as demonstrated by [10] , who proved that for any two-dimensional, simply connected domain different from a disk, there always exists a flow that increases the largest exit time compared to the pure conduction case (see Theorem 1.1 in [10] ).
We nondimensionalize the problem such that κ = L = 1, which means that the length scale is L and the time scale is L 2 /κ. We then define the advection-diffusion operator and its formal adjoint as
In the following we will consider a 2D domain, though our formulation easily works in 3D as well. We can then introduce a stream-function Ψ such that:
We aim to determine the structure of the flow that realizes optimally efficient stirring, under a given energy constraint. From (5) and the energy constraint (10), the mean exit time and stream-function satisfy
where we write L † in terms of the Jacobian J(a, b):
We define the following functional, to be minimized in order to achieve minimal integrated mean exit time under the above constraints:
where Θ(x) and µ are Lagrange multipliers. Extremizing the cost function F under impermeability boundary conditions (Ψ = 0 on the wall) yields the Euler-Lagrange equations
Observe that, since L is the advection-diffusion operator defined in (11), (16b) gives the temperature distribution Θ for a spatially-uniform unit source of heat. There is thus a duality between the optimal exit time problem and the optimal heating problem, and the two are mapped to each other by reversing the velocity field. Put another way, under fixed energy constraint, optimization of cooling in the internal heating problem and minimization of mean time in the exit time problem require solving the same set of Euler-Lagrange equations, the Lagrange-multiplier in the first problem (16) satisfying the same equation as the passive scalar in the second one and vice versa. Solving for the exit time problem therefore provides a solution for the internal heating problem as well. We will focus on the former in the next sections, although the latter remains an underlying motivation as it may be relevant for many engineering purposes. It must be emphasized, however, that while solutions we obtain correspond at least to local extrema, we cannot guarantee whether they are global optima. Indeed, it remains an open challenge to prove that the mean exit time reduction realized by the flows constructed here are truly optimal by producing a rigorous lower bound with the same Pe dependence.
A judicious transformation. Let us introduce for convenience new variables η and ξ such that
and
where T 0 (x) is the pure conduction solution (u = 0) in the domain:
In terms of these new variables, the Euler-Lagrange equations (16) become
to be solved under the energy constraint
and homogeneous Dirichlet boundary conditions for T , Θ and Ψ on ∂Ω.
As shown in Appendix A, the integrated mean exit time can be expressed as
Hence stirring always results in lowering the L 1 -norm for the mean exit time compared to the purely conductive case. The integrated mean exit time can also be expressed as (see Appendix A) as
Both expressions will be of use later on.
3. Optimal stirring in a disk. From now on the domain is assumed to be a disk of radius 1 and cylindrical coordinates are adopted. Generalization to a broader range of geometries could be made following for example Alben [2] , who used conformal mappings to extend to various geometries the results of [8] on optimal convection in a 2D channel. The pure conduction solution in the unit disk is T 0 = 1 4 (1−r 2 ) and the system (19) simplifies to
with the kinetic energy constraint (20) . We now seek some special nonlinear solutions of these equations.
3.1. The nonlinear Ansatz . Inspired by linearized solutions, we try a nonlinear Ansatz for solutions of (24) of the form
with m an integer. Inserting this form into (24a) we obtain
which can be integrated once to give
where regularity of η at r = 0 was ensured by the choice of a zero integration constant. With the form (25) the two equations (24b) and (24c) are equivalent, and after using (27) they give a nonlinear eigenvalue problem for B(r) with eigenvalue λ := m/ √ 2µ:
with B = 0 on r = 0, 1.
To this must be appended the energy constraint (20) :
An analytical solution of (28) will be undertaken in the two asymptotic limits of small (Pe → 0) and large Péclet number (Pe → ∞).
3.2.
Optimal stirring at low Pe. In the limit of small-energy flow, the cubic term can be omitted from (28a) and we recover a Bessel equation,
For a given mode m, nonsingular solutions of (29) are proportional to the Bessel function J m √ λr whose positive roots determine the eigenvalue λ (and therefore the Lagrange multiplier µ) so as to meet the homogeneous Dirichlet boundary condition B(1) = 0: 
The integrated mean exit time is given by (23) , where T 0 = π 8 for the unit disk. Since B = O(Pe) and |∇η| 2 = O(Pe 4 ) following (27) , this last contribution can be neglected in (23) and, using (30), we find (33)
Since j m,n increases monotonically with n, we must take n = 1 to minimize T . Thus the optimal streamlines pattern displays a single cell in the radial direction. It is then a simple matter of enumerating the zeros j m,1 to find that the integrated mean exit time is minimized for (m, n) = (2, 1), independent of the Péclet number (see Figure 1) . The streamline and mean exit time patterns are illustrated in Figure 2 .
Note that in this small-Pe limit the enhancement to the integrated mean exit time is small, so this is not a very practical regime for heat exchange.
4.
Optimal stirring at large Pe and fixed m. In the previous section we derived Euler-Lagrange equations for optimal stirring in a disk, and examined the small-Pe (linear) limit. The more relevant limit for actual heat exchangers is large Pe, since in this case stirring should greatly decrease the conductive integrated mean exit time and make the heat exchanger more efficient. However, the analysis is more complicated than in the linearized small-Pe limit, and requires a boundary-layer approach.
Matched asymptotic solution.
For a given mode m, let us first consider the asymptotic behavior of (28) at large energy. This requires a boundary layer approach, where the solution is relatively smooth in the bulk but exhibits rapid variations near the boundary. We give an outline of this approach here, and the details are relegated to to Appendix B.
Large Pe is associated with fast flows, so we expect B to be large in (28a). In the bulk (away from the boundary layer), the cubic nonlinearity then dominates, and can only be balanced by the eigenvalue λ scaling as B
2 . This results in B(r) ∼ r at leading order for the outer solution in the limit of infinitely large Pe, as long as r is not too small. A peripheral boundary layer, of thickness ε, accommodates the homogeneous Dirichlet boundary condition at r = 1, while local analysis reveals a behavior of B ∼ r (This is obtained by multiplying the linear outer solution (78) with the inner solution (81) and normalizing appropriately; the result is valid asymptotically both inside and outside the boundary layer.) Van Dyke's principle of least degeneracy [27] , applied to the energy constraint (28b) after inserting (34), determines both B = O Pe 2/3 = O ε −1 and the value of λ at leading order:
The disk is split at radius 1 − δ with ε δ 1 to separate the respective contributions of the inner and outer regions. Using (22) , (27) and the approximation (34), the L 1 -norm of the mean exit time at fixed m, large Pe becomes at leading order
as detailed in Appendix B. The calculation of the integrated mean exit time in (88) shows that the contribution of the conductive mean exit time T 0 = π/8 = O(1) is exactly canceled by the leading-order flow in the bulk (outer region). On the other hand, the remaining, leading-order integrated mean exit time O(ε) = O(Pe −2/3 ) is solely determined by the peripheral boundary layer profile. The large Pe, fixed m integrated mean exit time (36) correctly describes the asymptotic behavior of the solution for a given mode, as will be seen by comparing to numerical solutions in section 4.2. However, asymptotics at fixed m do not provide any evidence for the existence of an optimal flow pattern, since the integrated mean exit time goes to zero if m is chosen arbitrarily large. The optimal flow pattern results from a penalty on large wavenumbers m, associated with the B ∼ r m dependence near the disk's origin, and arises from taking the distinguished limit for large m and large Pe. We will analyze this in detail in section 5. 
Numerical results.
For different values of the wavenumber m, we solve for the nonlinear eigenvalue problem (28) by means of a continuation method, using MATLAB's bvp5c function [19] with λ as a parameter. Starting from the Bessel function solution of section 3.2 as an initial guess in the quasi-linear regime (typically Pe 2 = 10 −3 -10 −1 depending on m), Pe is gradually increased up to Pe 2 = 10 8 , the output of each computation providing an initial condition for the next one.
The numerical results are in excellent agreement with the asymptotics and reproduce the scaling (35) of λ = O(Pe 4/3 ). As can be seen in Figure 3 , the numerical integrated mean exit time for a given m perfectly superimposes with the large-energy asymptotics, provided Pe is large enough, with a decay ∼ Pe −2/3 . A typical streamlines pattern is represented in Figure 4 for m = 8 and Pe 2 = 10 3 . The superposition of integrated mean exit times for various wavenumbers in Figure 3 clearly indicates the existence of an optimal m at a given Pe: the minimal integrated mean exit time corresponds to the lower envelope of the various m graphs, whose equation satisfies a Pe −1 power law. In the next section we will find this optimal m as a function of Pe.
5.
Optimal stirring at large Pe and large m. The penalty on large wavenumbers results from the presence of an internal layer (for m > 1): for large m, the streamlines of the incompressible flow strongly converge near the center of the disk where diffusion is likely to overpower radial transport. This creates a very-low velocity region (a "stagnant" zone) which widens at fixed Pe with increasing m, and shrinks with increasing Pe for fixed m. In this region, the flow is nearly ineffective and the mean exit time corresponds to the purely conductive one. Hence, for a given energy budget, an optimal flow has to be found by combining a large number of cells that efficiently expel particles toward the wall with a stagnation area of limited extent at the center of the disk. The signature of this competition between large-m-favored radial transport and the penalty associated with the growing stagnant zone can already be inferred from figure Figure 3 , and motivates our search for an optimal value of m, which we will find to scale as m ∼ Pe 1/2 below.
A composite solution for the large-Pe flow.
The outer solution (bulk). If we consider large wavenumbers and assume that m scales as some power of Pe, (28a) at leading order degenerates into
As in the fixed m case, balancing the eigenvalue and the cubic terms yields λr 2 ∼ m 2 B 2 . The difference in the solution arises from the m 2 term on the left-hand side of (37), whose magnitude becomes comparable to the λr 2 term below a typical radius
The positive solution of (37) (outer solution) is then
This solution breaks down for a radius of r ∼ r × , which is the typical thickness of the stagnation zone. Note that r × ∼ B −1 , implying that the stagnation zone shrinks as the energy budget increases.
The inner solution (r → 1). The homogeneous Dirichlet condition (B = 0 on ∂Ω) is accommodated by a boundary layer on the wall. Writing ε the typical thickness of this peripheral layer, we rescale the radial coordinate as r = 1 − ερ. Expressing (28a) in the fast variable ρ yields:
and retaining the highest-order derivative in the dominant balance implies λ ∼ ε −2 . Since λ ∼ m 2 B 2 we have at leading order
The solution of (41) (inner solution) satisfying the boundary condition in r = 1 (or ρ = 0) is
. This inner solution clearly matches asymptotically with the outer solution (39) as ρ → ∞.
The stagnation zone (internal layer). Local analysis in the vicinity of the center reveals that B ∼ r m as r goes to zero-the stirring there is largely ineffective. Thus the composite solution for B which is proposed in the next paragraph, where B = 0 is assumed everywhere in the stagnation zone, turns out to provide sufficient accuracy for the calculations to come. However the asymptotic solution can be calculated also in the overlap region between the bulk and the stagnant zone, and for that purpose we introduce the change of variables t := ln(r/r × ). Then (28a) becomes:
Linearizing around t = 0 (or equivalently r = r × = m 2 /λ) yields at leading order 
to which the bulk solution (39) is also equivalent as r → r × . Nevertheless, the calculation of the asymptotic integrated mean exit time in section 5.2 will be made considerably simpler by ignoring this last refinement and adopting the expression (48).
A composite solution. In the following, let us approximate the full solution by the composite solution
Indeed, comparison with the numerical solution of (28) in Figure 5 (obtained with MATLAB's bvp5c using the continuation method described in section 4.2) shows excellent agreement, except for the small region restricted to the vicinity of r × (inset), which we shall neglect in what follows.
5.2.
Optimal exit time at large Pe. Inserting (48) into the energy constraint (28b) and retaining only the leading order terms yields a compact expression as a function of m and λ: The details of the calculation parallel those for large Pe and fixed m from Appendix B; here we obtain an additional term λ compared to (85)-(86). Similarly, the integrated mean exit time at leading order is
which contains an additional term m 2 λ −1 compared to (88). From the energy constraint (49) we can now deduce the scaling for m and λ from the requirement that all the terms be of the same order, which yields m = O Pe 1/2 and λ = O Pe 2 . This in turn determines the thickness of both the stagnation zone and the peripheral layer:
(Recall that ε = O(Pe −2/3 ) for the fixed-m case, so the boundary layer is thinner here.) Accordingly, let us renormalize the problem with m = (2Pe 2 /π)
, λ = (2Pe 2 /π)λ, and T / T 0 = 8 π T = (2Pe 2 /π) −1/2T . The energy constraint then becomes a dispersion relation betweenm andλ:
and the integrated mean exit time estimate is now
For convenience we introduce the variable Z :=λ −1/2m2 . This allows the successive eliminations ofλ from (52) and then of bothm,λ from (53), yielding respectively
The asymptotic behavior of the conduction-normalized integrated mean exit timeT (Z) as Z → 0 and Z → ∞ already indicates the existence of a global minimum on R + , which is obtained for
Therefore the the flow parameters for optimal efficiency are (56)m = 2/3 andλ = For the optimal mode m, the optimal integrated mean exit time is then
As can be seen in Figure 3 , this is in excellent agreement with the numerical solutions of the eigenvalue problem (28) found with bvp5c: the dashed line corresponding to the asymptotic optimal integrated mean exit time perfectly matches the lower envelope of the different modes m for Pe 2 larger than approximately 10 4 .
6. Conclusions. The optimal integrated exit time (58) is expressed in terms of dimensionless quantities. Restoring dimensional units, this reads
The scaling Pe −1 of (58) leads to a dimensional integrated mean exit time (59) that is independent of the molecular diffusivity: κ may be chosen arbitrarily small (but nonzero) and the particles will be expelled from the domain in purely mechanical time. (Once they reach the peripheral boundary layer, diffusivity is still needed for the particles to exit the domain.) This result is consistent with the bound on mixing efficiency derived in [23] at large Péclet number, which turns out to be independent of the molecular diffusivity (and is expected to hold under turbulent or chaotic mixing). Although our problem is different from the source optimization addressed in [24] , and even though we use a different measure for quantifying the mixing efficiency (they consider the ratio of the L 2 -norms for the scalar concentration without and with stirring, see the case p = 0 in [24] ), we can also recast (58) in terms of a "mixing enhancement factor"
Pe as Pe → ∞ and recover a similar linear dependence of the enhancement factor with Péclet number in the asymptotic Pe → ∞ regime.
The sequence of flows we have constructed displaying this "mechanical time scaling" correspond to local extrema for the optimization problem, but we cannot guarantee that they are global extrema. Indeed, it remains an open challenge to prove that the mean exit time reduction realized by the flows constructed here are truly optimal by producing a rigorous upper bound on the enhancement with the same Pe dependence. Moreover, our analysis also only hints qualitatively at what optimal flows might look like for domains with more complex shape: while we expect to see cells reaching into the domain and mechanical scaling for the enhancement for large Péclet number, we cannot predict the number or orientation of cells in general. Furthermore, the direct solution approach we have used here offers limited insight into optimal flow patterns and scalings for multiply-connected domains, or for domains with mixed Neumann-Dirichlet boundaries.
It should also be emphasized that this analysis was performed assuming a steady flow under fixed energy constraint, within a domain bounded by impermeable walls. Following [8] , who studied optimal wall-to-wall transport of a passive scalar by a steady, incompressible flow in a channel, our analysis could be adapted for fixed enstrophy (fixed mean square vorticity) instead of energy budget, using stress-free boundary conditions. Hassanzadeh et al [8] found maximal transport (as quantified by the Nusselt number Nu) to follow a power law Nu ∼ Pe in the large, fixed energy budget case (just as we found E ∼ Pe for our minimal exit time problem), a scaling that becomes Nu ∼ Pe 2/3 (possibly with logarithmic corrections) in the fixed enstrophy case [25] . Finally, it is unlikely that the flow achieving minimal exit time is a stationary one. The transient problem, namely stirring optimization with a time-dependent flow achieving maximal mixing over a given time horizon (see for example [14] ), is therefore another important challenge that remains to be addressed for engineering purposes.
The energy constraint (28b) determines α: 
