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We address the question of how a non-equilibrium steady state (NESS) is reached in the Linbd-
ladian dynamics of an open quantum system. We develop an expansion of the density matrix in
terms of the NESS-excitations, each of which has its own (exponential) decay rate. However, when
the decay rates tend to zero for many NESS-excitations (the spectral gap of the Liouvillian is closed
in the thermodynamic limit), the long-time dynamics of the system can exhibit a power-law be-
haviour. This relaxation to NESS expectation values is determined by the density of states close
to zero spectral gap and the value of the operator in these states. We illustrate this main idea on
the example of the lattice of non-interacting fermions coupled to Markovian leads at infinite bias
voltage. The current comes towards its NESS value starting from a typical initial state as τ−3/2.
This behaviour is universal and independent of the space dimension.
I. INTRODUCTION
A. Overview
Recently, the structure of the non-equilibrium steady
states (NESS) in various open quantum systems has at-
tracted a lot of attention1–4. The non-equilibrium steady
state in open systems can exhibit properties fundamen-
tally different than in closed systems. For example, de-
pending on the coupling, different order parameters can
condense in the system5. The system can experience the
localization-delocalization transition driven by the cou-
pling to the bath.6–10 A separate direction of research is
focused on the construction of states via dissipation11–14.
An important question arises: how quickly is the NESS
reached? In the area of molecular junctions this ques-
tion has already been addressed by solving the evolution
equations15–17. There, both the system and the reservoirs
are fermionic in nature. Interesting phenomena such as
bistability due to the coupling with phonons were investi-
gated18. A precise treatment is possible here, as a molec-
ular junction itself is a small system. Another small sys-
tem where the relaxation has been studied in detail is the
spin in the spin-boson model. There the phase diagram
for coherent and incoherent relaxation regimes has been
obtained by combining real-time renormalization group19
and functional renormalization group20, as well as ana-
lytical considerations close to non-interacting resonant
level model.21 Different regimes of equilibration can be
visualized as the positions of poles of the propagator in
the complex energy plane. It is interesting to consider
how fast the equilibration happens in extended systems.
In open quantum systems in the thermodynamic limit
it is not yet well understood how the relaxation happens.
For small systems it is possible to solve the system plus
reservoirs by some means as mentioned above. For ex-
tended systems it is more complicated to use such meth-
ods as one would need to treat many more degrees of free-
dom. Therefore, some approximations have to be made.
We assume that the dynamics of the reservoirs is much
faster than the dynamics of the system. Then the relax-
ation dynamics is described by the Lindblad equation29,
which is a linear differential equation for the density ma-
trix. Finite systems will always have a discrete complex
spectrum of the evolution operator with at least one ex-
actly zero eigenvalue. The discreteness of the spectrum
assures that the smallest decay rate is finite, or in other
words that the Liouvillian has a spectral gap. There-
fore, the relaxation is exponential beyond the time-scale
determined by the gap. For large systems, the spec-
tral gap can go to zero in the thermodynamic limit30
(the system size goes to infinity). The time dynamics
in such systems can show power-law scaling for correla-
tion functions. Recently, for example, a numerical study
has been performed using time-dependent density ma-
trix renormalization group (t-DMRG) and a power-law
relaxation to a NESS has been observed.22 The system
studied is a spin chain coupled to the reservoirs at every
site. The Lindblad-type dissipation is expected to lead
to a well-defined steady state, which is an attractor of
the time-evolution. The authors connect the power-law
decay approach to a NESS to the closing of the spectral
gap. Slower-than-exponential dynamics has also been ob-
served in a number of works on relaxation in bosonic sys-
tems: algebraic relaxation has been reported in Ref. 27
and stretched exponential in Refs. 23–25. In a fermionic
system a stretched exponential coming towards a NESS
has been also observed26.
In this paper we provide an analytic consideration to
investigate why and when the observables have a power-
law relaxation in the case when the spectral gap closes
in the thermodynamic limit. We point out that not only
the closing of the spectral gap is important to character-
ize the approach to equilibrium, but also the density of
the decay rates close to zero and the values of the matrix
elements of the observables for different decay states. We
perform our analysis on the example of non-interacting
fermions coupled to the leads via Lindblad operators in
order to get analytical insights in the thermodynamic
limit. This is important because for any finite system
the approach to the NESS eventually becomes exponen-
tial. The NESS properties for such a system have been
considered before in Refs. 30–37, while in this paper we
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2are interested in the approach to the NESS.
Normally the relaxation in dissipative systems is stud-
ied by numerical methods. While many specific examples
can be studied numerically, it remains difficult to make
general statements for a broad class of systems. Also, it
can be a challenge to control the errors and obtain an
accurate description. Here we present an analytical ap-
proach. It provides the knowledge on the structure of the
density matrix during the time-evolution and therefore
applies to all observables. Our technique is independent
of the spatial dimension of the system.
B. Main idea
We consider an evolution of a system coupled to an
environment by the Lindblad operators, Lµ:
i
∂ρ
∂τ
= Lρ, (1)
Lρ = [H, ρ] + i
∑
µ
(
2LµρL
†
µ − {LµL†µ, ρ}
)
, (2)
where H is a Hamiltonian of the system and τ is time.
It is a linear differential equation for the density matrix,
unlike the Schro¨dinger equation which is written for the
wave function. The second significant difference with re-
spect to the Schro¨dinger equation is that the Liouvillian,
L, is non-Hermitian. The Liouvillian has at least one
zero eigenvalue, which determines the NESS solution.29
As a consequence, every initial state relaxes to the NESS.
The resulting density matrix ρNESS is time-independent
if there is only a single zero in the spectrum of L (oth-
erwise we could have one of the following situations: (i)
if there is a degenerate zero eigenvalue, then the non-
equilibrium steady states form a subspace in the state
space and the NESS depends on the initial state, (ii) if
only the imaginary part of several eigenvalues is zero,
but not real, there would be oscillations between differ-
ent modes of L). The main question we are going to
address is how does the relaxation to the NESS happen.
We consider a case when both the Hamiltonian and the
couplings to the baths are time-independent. The system
is prepared in an arbitrary (different from the NESS) and
the evolution is driven by the Lindblad equation (1), (2).
Assuming that L is a time-independent operator, the
solution of the Eq. (1) can be represented as
ρ(τ) = ρNESS +
∑
j
Cjυj exp(iΩjτ), (3)
where ρNESS is the kernel of the operator L, the NESS
density matrix has unit trace tr(ρNESS) = 1 and Ωj =
ωj + iγj and υj are (complex) eigenvalues and eigenvec-
tors of L. The coefficients Cj depend on the initial den-
sity matrix ρ(0). The structure of the dissipative term
in the Lindblad equation (1), (2) preserves the hermitic-
ity of the density matrix and its trace,29 hence the solu-
tion (3) of Eq. (1) can be rewritten as
ρ(τ) = ρNESS +
∑
γj
Ajρj(τ) exp(−γjτ), (4a)
ρj(τ) = ρ
†
j(τ), trρj(τ) = 0, (4b)
where we combine the terms υj exp(iΩjτ) with the same
decay rates γj into a single expression ρj(τ) exp(−γjτ)
which has a certain decay rate γj (the dependence on τ
in ρj(τ) comes from the oscillating part exp(iωjτ)). Ex-
pression (4) is valid for any dissipative system described
by the Lindblad equation with time-independent Liou-
villian as it is derived from the conservation of the trace
and the hermiticity of the density matrix during the time
evolution, and these requirements are always satisfied by
Lindblad-driven dynamics. The expansion (4) is made
around the NESS, therefore we call ρj(τ) excited states
above the NESS or NESS-excitations. It is in analogy
with the term ”excitation” used for the eigenstates above
the ground state of the Schro¨dinger equation. For the Li-
ouvillian the special state is NESS which is characterized
by the zero eigenvalue. The NESS-excitations are the
eigenstates of the Liouvillian with a certain non-zero de-
cay rate γj . The requirements ρj(τ) = ρ
†
j(τ), trρj(τ) = 0
make it possible to expand the initial density matrix in
the NESS-excitations. We cannot call ρj(τ) excited den-
sity matrix states as ρj(τ) are traceless, so they are not
density matrices.
Let us make a very simple estimate for how fast the
relaxation to the NESS of some operator happens. We
will show later in Secs. II, III that the assumptions in-
volved are valid. We assume the decay rates γj to follow
a power-law: γj = aj
β , j = 1, 2, 3, . . .; the coefficients Cj
are arbitrary and all of similar magnitude; for now let us
put all of them equal to some constant C. For simplic-
ity we assume that only pure imaginary eigenvalues Ωj
play a role in the equilibration (a complex Ωj will lead to
oscillations, and averaging over them reduces the expo-
nent of the power-law behaviour by one, see expressions
below). For computing the expectation value of some ob-
servable, we take into account its expectation value for
each NESS-excitation ρj(τ). Let us assume these expec-
tation values are proportional to jα. Then the approach
to the NESS-value of the observable at hand is estimated
as
〈Oˆ(t)−ONESS〉 ∝
∑
j
jα exp(−jβτa) (5a)
∝ τ−(α+1)/β , β − α > 1. (5b)
The power-law approach appears as a natural conse-
quence of the assumptions made above.
The above sketchy derivation can be reformulated in
terms of the density of the decaying states. Expectation
value of an observable Oˆ is 〈Oˆ〉 = tr(ρOˆ). It is often
convenient to represent the density matrix in the energy
basis (for example, for the system in the thermodynamic
equilibrium with environment). In this case the expec-
tation value can be rewritten using the density of states
3ν(ω): 〈Oˆ〉 = ∫ dων(ω)O(ω). For the non-equilibrium
situation the energy is complex, which we denoted by
ω + iγ. The decay rate of the operator approaching the
steady state value can be represented as an integral over
the density of the decay states dν(γ):
〈Oˆ(t)−ONESS〉 =
∫
dγν(γ)O(γ) exp(−γτ). (6)
As in the previous derivation we have neglected the os-
cillations in time as they lead to a faster decay rate. In
terms of the previously introduced exponents α and β
the density of states at γ → 0 is ν(γ) ∝ γ1/α−1, and
O(γ) ∝ γβ/α.
The main goal of our paper is to derive in a more pre-
cise way the expressions (4, 5) sketched above for the
case of the non-interacting fermionic chain coupled at its
ends to the Markovian reservoirs. We will also discuss
the role of the coefficients Cj which depend on the initial
state of the equilibration process. Numerically we find
that indeed for most states with a sparse density matrix
in position space the time-dependence of the equilibra-
tion is in a good agreement with an assumption of equal
coefficients Cj for all j. We illustrate the formalism by
computing the time-dependence of the expectation value
of the current.
II. FORMALISM
A. Diagonalization of the Liouvillian
Here we consider a chain of non-interacting fermions
of length N described by the tight-binding Hamiltonian:
Hˆ =
∑
i
t
(
a†iai+1 + h.c
)
+
∑
i
µia
†
iai, (7)
where t is the hopping matrix element between the neigh-
bouring sites and µi is an on-site potential. Evolution of
a system coupled to the memoryless bath is described by
the Lindblad equation (1), (2). The chain of fermions
is coupled to the source and the drain at infinite bias
voltage38,39 at the ends of the chain: L
(i)
1 =
√
Γ
(i)
1 a
†
1,
L
(o)
N =
√
Γ
(o)
N aN , where the superscript (i) stands for the
incoming electrons, and the superscript (o) for the outgo-
ing electrons from the lattice to the reserviors. In further
equations we measure the dissipation rates Γ in the units
of hopping matrix element t, and thus put t = 1.
The solution of the Lindblad equations for non-
interacting fermions is notably simplified in the super-
fermionic representation (for more details see Refs. 32,
37). In this method two types of operators are intro-
duced, acting on the density matrix from the left and
from the right {a˜, a˜†}. Those acting from the left are
”ordinary” operators and those acting from the right are
denoted by a tilde. In this representation, instead of
solving a differential equation for the evolution of the
2N × 2N density matrix, the calculations are done with
the 2N × 2N matrices.
The Liouvillian for non-interacting fermions in the
super-fermionic representation becomes quadratic after
performing the particle-hole transformation32,37. The
Liouvillian becomes diagonal in the transformed basis,
which we denote as {f, f‡, f˜ , f˜‡}:
Lf =
∑
i
λif
‡
i fi −
∑
i
λ∗i f˜
‡
i f˜i. (8)
where f and f˜ act on the vectors from the new state space
and f‡ and f˜‡ act on the vectors from the correspond-
ing dual space. Let us note that the operators f and
f‡ are not Hermitian conjugate, but only dual to each
other (they obey the fermionic anticommutation rules).
That is why we use the symbol ‡ instead of ordinary †
for the dual operators. The values λi are computed as
the eigenvalues of the matrix N that we introduced in
Ref. 37 (for a fast recapitulation see Appendix A). The
operators {f, f‡, f˜ , f˜‡} are linear combinations of the op-
erators {a, a†, a˜, a˜†}:
a†m =
∑
k1
C
(1)
mk1
f‡k1 + C
(2)
mk1
f˜k1, (9a)
am =
∑
k1
A
(1)
mk1
fk1 +A
(2)
mk1
f˜‡k1. (9b)
The coefficient matrices C(1,2) and A(1,2) are connected
to the matrix of the eigenvalues P of the matrix M (see
Ref. 37). The details about the transformation from
the {a}−basis to the {f}− basis are summarized in Ap-
pendix A. In the {f}-basis NESS is the vacuum state,
therefore observables in the NESS can be computed di-
rectly.
What are the λ’s which enter the diagonalized form of
the Liouvillian in Eq. (8)? In the absence of the cou-
pling to the environment they are λ
(0)
j = 2 cos
pij
N+1 . It
is a dispersion relation of the tight-binding model with
Hamiltonian (7), Ui = 0, t = const. → 1. Upon turning
on the coupling to the environment, λj gains an imag-
inary part. It indicates the decay rate of one-particle
modes towards the NESS. The real part of λj can still
be viewed as a determining the dispersion relation in the
dissipative tight-binding model.
B. Time evolution
We are interested in the time evolution of the den-
sity matrix and the expectation values of the observables.
The expectation value of an observable Oˆ in the super-
fermionic formalism35 is
tr(ρ(τ)Oˆ) = f‡,f˜‡〈0|Oˆfρf (τ)|0〉f,f˜ , (10)
where by ρf (τ) we have denoted the density matrix in
the f -basis. It can be viewed as a linear combination of
4the NESS and the NESS-excitations. The density ma-
trix of the NESS is ρNESS = f |0〉〈0|f , the vacuum in
the {f}-basis. The general density matrix can be ex-
pressed as a polynomial P in the operators f‡, f˜‡ acting
on ρNESS : P(f‡, f˜‡)ρNESS . The polynomial P should
have the structure assuring that the resulting density ma-
trix is Hermitian, positive definite and has unit trace.
The unit trace condition is trivially satisfied as the vac-
uum expectation value of the creation operators is zero,
only ρNESS contributes to the trace of the whole density
matrix, for which the trace is one from the normalization
of the vacuum37. We construct the terms of P in such a
way that their time evolution has the same form as the
time evolution of ρj in (4). The coefficients in front of
the terms with the same decay rates γj are determined
by requiring the hermicitity of the resulting sum with a
certain decay rate. The full spectrum of the Liouvillian
Ωk can be recovered from the 2N × 2N representation of
the problem as the sums of various combinations of the
λi and λ
∗
j parameters. Even more, using the definition
of the operators {f, f‡, f˜ , f˜‡} we can write the density
matrices ρj(τ), which appear as the combinations of the
excited states over the vacuum in the f -representation of
the problem. The corresponding density matrices can be
derived by induction as pointed out in the Appendix C.
In the Appendix B we give a systematic rewriting of the
excited states for the two-site chain taking into account
the phase factors. Positive definiteness of the density ma-
trix is determined by the coefficients Aj in (4). Positive
definiteness can be established only by calculating the
eigenvalues of the whole density matrix.
The expression for the λj in the thermodynamic limit
N →∞ in the first order in 1/N is:
λj = λ
(0)
j + δλj +O(1/N
2), (11)
δλj = −i2 sin
2 ψj
N
(
Γ
(i)
1
1 + Γ
2(i)
1
+
Γ
(o)
N
1 + Γ
2(o)
N
)
− (12)
− 2 sin
2 ψj
N
(
Γ
2(i)
1
1 + Γ
2(i)
1
+
Γ
2(o)
N
1 + Γ
2(o)
N
)
, 1 N(13)
with ψj =
pij
N+1 . The correction δλj is obtained di-
rectly from the characteristic polynomial of N , see Ap-
pendix D 1. The decay is the slowest for the modes with
the lowest energies and with the highest energies, Fig. 1.
If there is a coupling to the environment such as phonons
in a condensed matter system or decay of the excited
states of atoms in optical lattices, then the high-energy
modes can be damped by these processes. We do not
include this effect in our model.
C. Time evolution of the current
Let us consider the time evolution of a quadratic
observable. An observable which is quadratic in {a}-
basis remains ”quadratic” also in the {f}-basis. By
A
Π
4
Π
2
3 Π
4
Π
k
-2
2
Re Λ , Im Λ
B
Π
4
Π
2
3 Π
4
Π
k
-2
2
Re Λ , Im Λ
FIG. 1: The real (blue thick line) and imaginary (red
thick line) part of the dispersion relation of the Liouvillian
for couplings to environment Γ
(i)
1 ,Γ
(o)
N = (0.3, 0.4) (A), (3,4)
(B).Imaginary part: the red line is the exact imaginary part
of the eigenvalues of the matrix N , the dotted black line is the
first order correction (D2), the dashed black line is the 1/N
correction (13). For the real part the perturbative calcula-
tions are indistinguishable from the exact ones. The chain
length is N = 800 sites. The imaginary part is multiplied by
N + 1.
”quadratic” we mean any contributions of exactly two
operators, for example f‡f˜‡ is also ”quadratic” as it con-
tains only two operators.
Only the NESS-excitations involving two opera-
tors f‡j , f˜k
‡
contribute to the expectation value of a
”quadratic” operator, as follows from the expression for
the expectation value, Eq. (10). There are three types
of such NESS-excitations, Table I. We enumerate the
NESS-excitations as ρ
(h)
m,{k1...kh}, where the superscript
(h) stands for the order of the polynomial in f‡, f˜‡,
the set {k1 . . . kh} denotes the operators which enter
in the polynomial and the decay rate for each excita-
tion determined by the operators with indices {k1 . . . kh}
is
∑
k∈{k1...kh} Imλk. If several different polynomial in
f‡j , f˜k
‡
correspond the the same decay rate, then we dis-
tinguish the polynomials by the index m. Such NESS-
excitations are different physically, as they have different
oscillation frequencies.
5TABLE I: Three types of quadratic NESS-excitations. p, s, q are pre-factors which make sure that the excited density matrix
is Hermitian.
decay rate decay in time excited state
2Imλj exp(−2Imλjτ) ρ(2)jj = pf‡j f˜j
‡
,
Imλj + Imλk exp(−(Imλj + Imλk)τ) ρ(2)1,jk = s1,jkei(Reλj+Reλk)τf‡j f‡k + s2,jke−i(Reλj+Reλk)τ f˜‡j f˜‡k ,
Imλj + Imλk exp(−(Imλj + Imλk)τ) ρ(2)2,jk = q1,jkei(Reλj−Reλk)τf‡j f˜k
‡
+ q2,jke
−i(Reλj−Reλk)τf‡k f˜j
‡
The long-time behaviour is determined by the λk’s
with the smallest imaginary part. In the thermodynamic
limit they scale as k2/N3, k = 1, 2, . . . , ke, with ke  N
according to Eq. (13). It is the result which was an-
nounced in the Introduction.
Consider now a specific quadratic operator – the cur-
rent operator between the sites k and k + 1:
jˆk = −i(a†k+1ak − a†kak+1). (14)
The evolution of the operators in the {f}−basis is sim-
ple as the evolution operator, L, is diagonal, Eq. (8):
fj(τ) = e
−iλjτfj , f
‡
j (τ) = e
iλjτf‡j , (15)
f˜j(τ) = e
iλ∗j τ f˜j , f˜
‡
j (τ) = e
−iλ∗j τ f˜‡j . (16)
The time-dependent expectation value of the current is
expressed in the basis {f} taking into account the linear
relation between the basis {f} and {a} and time evolu-
tion of the {f}-basis:
〈a†man〉(τ) = f 〈0|(
∑
k1
C
(1)
mk1
f‡k1 + C
(2)
mk1
f˜k1)(
∑
k2
A
(1)
nk2
fk2 +A
(2)
nk2
f˜‡k2)ρf (τ)|0〉f (17)
The NESS expectation value is given by
∑
k1
C
(2)
mk1
A
(2)
nk1
.
The NESS-excitations which contribute to the expecta-
tion value are ρ
(2)
jj and ρ
(2)
2,jk. The expectation value for
ρ
(2)
jj is C
(1)
mjA
(2)
nj and for the ρ
(2)
2,jk it is C
(1)
mkA
(2)
nj . We can
estimate these contributions in the thermodynamic limit
knowing the perturbative corrections to the eigenvectors
of M, see Appendices D 2, D 3. Then the corrections to
the NESS value of the current close to the ends of the
chain are
δjˆm[ρ
(2)
kk ] = trjˆmρ
(2)
kk ∝ g1,m
(
Γ
(o)
N
1 + Γ
2(o)
N
,
Γ
(i)
1
1 + Γ
2(i)
1
)
k2
N3
,
(18a)
δjˆm[ρ
(2)
2,kl] = trjˆmρ
(2)
2,kl ∝ g1,m
(
Γ
(o)
N
1 + Γ
2(o)
N
,
Γ
(i)
1
1 + Γ
2(i)
1
)
kl
N3
,
(18b)
where the function gm1
(
Γ
(o)
N
1+Γ
2(o)
N
,
Γ
(i)
1
1+Γ
2(i)
1
)
approaches
Γ
(o)
N
1+Γ
2(o)
N
close to the drain and
Γ
(i)
1
1+Γ
2(i)
1
close to the source.
We see that the current equilibration as well as the cur-
rent itself37,42 experiences the quantum Zeno effect. The
large values of the coupling to the reservoirs acts as the
constant measurement at the ends of the system, leading
to the localization of the state at the ends of the chain
and consequently decreasing the current.
Now we can estimate the time-dependence of the ap-
proach to the NESS by summing over different NESS-
excitations, Eq. (4), Table I. The contribution coming
from ρ
(2)
j is
∑
k
δjˆm[ρ
(2)
k ]e
−2Imλkτ ∝
(
N + 1
τ
)3/2
, (19)
and the contribution from ρ
(2)
2,jk after averaging over fast
oscillations is∑
l,k
δjˆm[ρ
(2)
2,lk]e
−(Imλk+Imλl)τ ∝
(
N + 1
τ
)3
. (20)
Therefore, the main contribution to the decay comes from
the non-oscillating NESS-excitations. We have approxi-
mated the sum by an integral and taken the upper limit
to infinity, as the tail of the function contributes less then
the part close to zero.
It is possible to investigate the evolution of any opera-
tor in a similar way as we have discussed for the current.
First, one represents the operator in the {f}-basis, as in
Eq. (17). Second, one figures out what kind of NESS-
excitations play a role, depending on the representation
of the operator in the {f}-basis. Generically we can tell
61d
2d
3d
FIG. 2: The geometry of the current flow through the sample
for different dimensions.
that the number of the operators in the NESS-excitation
is not larger then the number of the operators in the
observable. Knowing the type of NESS-excitations in-
volved, we see which coefficients from the matrices A(1,2)
and C(1,2) contribute and perform the summation over
the repeating indices taking into account time depen-
dence. Therefore, the long-time behaviour of the observ-
able can differ depending on the density of the decay
rates ν(γ) and the expectation value O(γ) on the corre-
sponding NESS-excitations, see Eq. (6).
D. Influence of interactions
Let us consider an interacting one-dimensional
model with nearest-neighbor interaction of the form
Ua†iaia
†
i+1ai+1 and remove the interacting part per-
turbatively by applying a unitary transformation to
the Hamiltonian.41 The weak interactions in the lat-
tice model lead to a renormalization of the quasipar-
ticle dispersion. The Lindblad operators in the ini-
tial, non-renormalized problem, are connected to cre-
ation/annihilation operators. They change under the ap-
plied unitary transformation to the sum of initial cre-
ation/annihilation operators {a, a˜, a†, a˜†} with prefac-
tors proportional to the interaction strength. The cou-
plings to the bath (Lindblad operators) are thus mod-
ified. The structure of the decay rates is analogous
to (13). But the decay rates are now proportional to the
sum of j
2
N3
(
Γ
(i)
1
1+Γ
2(i)
1
+
Γ
(o)
N
1+Γ
2(o)
N
)
and Uj
2
N2 (the second term
comes from the renormalization of the Lindblad opera-
tors, which now become non-local). Therefore, the time-
scale when the power-law decay finishes is determined by
the maximum of these two contributions. The value of
the current on the NESS-excitations has the same decay
rate as previously. Therefore, weak interaction U in the
system does not change the power-law decay, but might
only influence the time-scale on which the power-law de-
cay to the NESS happens.
E. Different dimensions
One can perform a similar analysis of the decay rates
of the NESS-excitations and the value of the operator on
these NESS-excitations for uniform stripes in any dimen-
sion d connected uniformly to the source and the drain
at the ends via the surfaces of the dimension d−1, Fig. 2,
and obtain the same power-law decay rate as in one di-
mension. We do not provide an analytical calculation
here but give a numerical support of this statement for
two-dimensional geometry in the next section.
III. NUMERICAL SIMULATION
In the previous section we have seen that the decay
of the initial state towards the NESS can be estimated
by summing over the NESS-excitations ρ
(2)
k . We have
assumed the coefficients in front of these states are ap-
proximately equal when performing the summation. This
is only true for some initial states and one even can argue
that it is possible to create a state which will decay much
faster or much slower. That is why we check how valid the
above treatment is for the initial states given in the {a}-
basis. The transformation between the bases, although
linear, produces dense state operators in the {f}-basis
from the sparse density matrices in the {a}-basis and
vice versa. Here we demonstrate the statements from
the previous section on the example of the sparse ini-
tial density matrices in the {a}-basis (no matter whether
pure or mixed), and show that the power-law of the de-
cay towards the NESS is indeed the same as predicted
above.
A. Evolution via diagonalization
To conduct the evolution numerically we represent the
initial density matrix in the {a}-basis using the creation
operators a† and a˜†, then transform the state to the diag-
onal basis of the Liouvillian, the basis {f}, perform the
evolution on this basis, Eqs. (15), and make an inverse
transformation to the basis {a}.
The initial density matrix is represented as the sum
over the states of the chain of operators a and a˜:
ρ = ρdiag + ρnon−diag. (21)
7The diagonal part of the density matrix correspond to the operator expressions
ρdiag =
N∑
k=0
∑
{i1i2...ik}
γ{i1i2...ik}a
†
i1
a†i2 . . . a
†
ik
a˜†i1 a˜
†
i2
. . . a˜†ik |0 . . . 00 . . . 0〉{a,a˜}, (22)
where the summation is performed over all distinct sets of k non-repeating indices {i1i2 . . . ik}, 0 ≤ k ≤ N , ij ∈
(0, . . . , N), j ∈ (1, . . . , k), the state |0 . . . 00 . . . 0〉 (or, without using the tilde notation |0 . . . 0〉〈0 . . . 0|) is the vacuum
for the operators {a, a˜}. In this way many-particle states are taken into account as we are interested in an open
quantum system, where the number of particles is not conserved. The non-diagonal density matrices are represented
as the superposition of two states:
ρnon−diag =
∑
k,m
∑
{i1i2...ik},{j1j2...jm},
{i1i2...ik}6={j1j2...jm}
[
α{i1i2...ik},{j1j2...jm}a
†
i1
a†i2 . . . a
†
ik
a˜†j1 a˜
†
j2
. . . a˜†jm |0 . . . 00 . . . 0〉{a,a˜} +
β{i1i2...ik},{j1j2...jm}a
†
j1
a†j2 . . . a
†
jm
a˜†i1 a˜
†
i2
. . . a˜†ik |0 . . . 00 . . . 0〉{a,a˜}
]
, (23)
where α and β stand here to ensure the hermiticity of the
resulting density matrix. Both types of the density ma-
trices, diagonal and non-diagonal, are schematically rep-
resented in Fig. 3. Therefore, to evolve the whole density
matrix one needs to determine 2N diagonal coefficients
γ{i1i2...ik} and 2
N−1(2N − 1) the off-diagonal coefficients
α{i1i2...ik},{j1j2...jm}. The number of initial coefficients is
significantly decreased when one takes into account an
operator under considerations. For a quadratic operator
one needs to take into account only diagonal elements,
and those off-diagonal elements, for which the sets of the
indices {i1i2 . . . ik} and {j1j2 . . . jm} differ only in two
positions.
Using the representation of the initial density matrix
as sum over states of the chains, Fig. 3, we can perform
the evolution by transforming to the diagonal basis {f},
evolving following Eqs. (15) and transforming back to the
basis {a}.
The transformation between the bases {a} and {f} is
highly non-local, Eqs. (9). Therefore, to obtain generic
coefficients in the evolution of the density matrix in the
{f}-basis it is sufficient to investigate the initial states
containing only a small number of diagonal and non-
diagonal elements (some fluctuation) in the {a}-basis.
To get a physical understanding of the processes in the
system we also consider the initial density matrices for
completely empty chain (for example, if at the initial mo-
ment the chain was connected only to the drain) and for
completely filled (initially the chain was connected only
to the source). The case of the density matrices contain-
ing only a small number of diagonal and non-diagonal
elements corresponds to an empty chain with some fluc-
tuation.
The positive definiteness of the initial density matrix
for the arbitrary density matrices is checked explicitely
via diagonalization, as we choose a sparse density matrix.
There are fast-oscillating contributions coming from
the matrices ρ
(2)
jk in the {f}-basis when we consider an
a
a
a
a c -ic*
A:
B:
FIG. 3: Schematic representation of the A: diagonal, Eq. (22)
and B: off-diagonal, Eq. (23), parts of the density matrices.
Circles represent the structure of the tight-binding model.
Dark circles correspond to applied creation operators.
evolution of a quadratic operator. Therefore, while per-
forming the time evolution numerically we need to have
a time resolution of these fast oscillations. Having such a
time-resolution we average over them. The fits are per-
formed after averaging over the fast oscillations.
B. Results
The resulting equilibration can be separated into three
stages: the initial current-building plateau, with the du-
ration proportional to the length of the system, the inter-
mediate fast decay, whose duration is also proportional
to the system length, and the long time power-law tail,
which is followed by an exponential decay related to the
finite length of the system. The power-law decay starts
when both the decay rates and the value of the current
on the NESS-excitations can be approximated by the
power-law behaviour: τpow ≈ N
(
Γ
(i)
1
1+Γ
2(i)
1
+
Γ
(o)
N
1+Γ
2(o)
N
)−1
,
N  1. The beginning of the exponential decay is es-
timated from the smallest imaginary part of λj , lead-
ing to the start of the exponential decay at τexp ≈
N3
(
Γ
(i)
1
1+Γ
2(i)
1
+
Γ
(o)
N
1+Γ
2(o)
N
)−1
, N  1.
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FIG. 4: Dependence of the current on time in the open
quantum system starting from A: completely empty chain,
B: completely filled chain, C: some arbitrary density matrix
with five diagonal and five off-diagonal elements. Gray line:
raw data, blue line: data averaged over fast oscillations, red-
dotted line: fit, |j − jNESS | ∝ τν . A: ν = −1.516 ± 0.02, B:
ν = −1.515± 0.02, C: ν = −1.495± 0.01.
1. One-dimensional chain
The initial equilibration plateau is seen clearly at
Fig. 5A where the time dependence of the current is
shown for different system lengths. Such behaviour is
connected to the finite speed of propagation of excita-
tions in the system. It is best illustrated by analysing
the time-dependence of the current through the first and
the last site for the completely filled or completely empty
chain, Fig. 5B,C. For a chain which is initially completely
empty, we expect no current through the end of the chain
coupled to the drain. The current through this end of the
chain starts to flow only when the fastest excitation com-
ing from the source reaches it. The dispersion relation of
the excitations in zeroth order in 1/N is λ(k) = 2t cos k,
where k = pijN+1 , in accordance with Eqs. (11), (13). The
phase velocity of the excitation is v(k) = ∂λ∂k . Therefore,
the fastest excitation has the speed 2t. (In the expres-
sions of this section we have restored the energy scale t,
which is the hopping matrix element of the tight-binding
chain.) It travels through the whole system during the
time N/2t, which is in correspondence with Fig. 5B, red
dashed line. Then the system starts to leak to the drain.
This information again propagates to the opposite end
(to the end connected to the source), end during the time
N/2t. Hence, after the time N/t the equilibration at the
source end starts, Fig. 5B, blue dash-dotted line. There-
fore, the initial plateau is connected to the build-up of
correlations in the system.
Similar considerations are applicable for the com-
pletely empty chain. In this case the current through
the source end is initially zero, as there is no place in the
chain for new particles. The first information about the
emptying the chain through a connection to the drain
reaches the source end in the time N/2t, the equilibra-
tion of the current through the first chain site starts at
this time, Fig. 5C, blue dash-dotted line. The correla-
tions through the system start to build up and reach the
drain at time N/t. The equilibration towards the NESS
value of the current also starts at this time, through the
other (drain) end of the chain. Let us note that for the
case of equal couplings to the source and the drain, the
current through the first site of the empty chain is equal
to the current through the last site of the full chain and
vice versa.
The current-buildup plateau is generic for the initial
states which did not have a uniform current passing
through the system. The intermediate regime between
the current-building plateau and the power-law relax-
ation regime is clearly seen in the log-linear plot, Fig. 6.
Its duration is determined by the δλj which still do not
follow a quadratic behaviour. Around time τ ∼ τpow, the
relaxation to the equilibrium slows down, Fig. 4. It is
described by the power-law derived in the previous sec-
tion, Eq. (19). Indeed, the fit of the data averaged over
the fast oscillations gives approximately τ−3/2 decay rate
towards the NESS-value of the current. (The power-law
exponent is determined from a numerical fit and depends
slightly on the time interval in which we do the fit. We
include this uncertainty in the errors bars as well.)
In the long-time limit only the modes with k close
0 and close pi survive, Fig. 1, Eq. (13). The NESS-
excitations ρ
(2)
jm in {f}-basis ”connect” these two modes.
They have an oscillating behaviour with the period of or-
der 2t, Fig. 7. The NESS is unique in our problem. The
other name of NESS, as the state which does not evolve
with time, is dark state. The NESS-excitations corre-
sponding to the k values close 0 and close to pi can be
named non-equilibrium dark states. In the steady state
(NESS) they die out, but while approaching NESS they
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FIG. 5: A: Equilibration of the current at early times for
different lengths of the system N = 100, 200, 400 with an ar-
bitrary initial density matrix. The time of the initial equili-
bration is proportional to the length of the system. B: The
equilibration for the initially empty, C: for the initially filled.
The blue dash-dotted line is a current through the first site
of the chain, coupled to drain, the red dashed line represents
the current through the last site of the chain, coupled to the
source.
live very long. When the system has several dark states,
any linear combination of them is a dark state as well.
For non-equilibrium dark states it is also true that their
linear combination is a solution as well (though here it
cannot be an arbitrary linear combination, as the over-
all density matrix should be positive definite, which lim-
its the coefficients in the linear combination). But non-
equilibrium dark states can as well be connected by the
oscillating terms, which are the NESS-excitations ρ
(2)
jm.
One could argue that the modes with high momentum
are not physically relevant in real-world systems. They
can be coupled to some other degrees of freedom, for ex-
FIG. 6: Initial equilibration on the logarithmic scale shows
the existence of the initial exponential decay region. Green:
data for N = 400, gray: averaged over fast oscillations, black
dotted: exponential fit for time of order N .
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FIG. 7: Zoom-in of the oscillations of the current.
ample to phonons in condensed mater systems and dissi-
pate via phonons, or just decay in optical lattices. This
coupling would lead to damping. We can introduce the
damping in the model ”artificially”, adding an imaginary
part to λi, representing this additional damping for the
modes with large momentum, Fig. 8. The oscillations in
the long-time limit are decreased comparing to the case
without oscillations. One expects it as the oscillation
are connected to the density matrices ρ
(2)
jk which become
damped.
2. Two-dimensional lattice
Here we give a relaxation of the current through a two-
dimensional strip: we take a rectangular strip coupled
where each site at two opposite sides is coupled to the
source and to the drain with the same coupling strengths.
The simulation is done in a similar way as for the one-
dimensional system, Fig. 9. We obtain the same power-
law decay towards the equilibrium as in one-dimensional
case.
We have expected the same power-law in the current
relaxation also from analytical considerations. The con-
10
FIG. 8: Difference j(τ)−jNESS starting from some arbitrary
density matrix with three diagonal and one non-diagonal el-
ement. Light gray line is the current taking into account the
phenomenological decay rate of the high-energy modes, while
dark gray is the evolution without it. Blue and green lines rep-
resent the current averaged over the fast oscillations without
and with phenomenological decay rate. Dashed and dotted
lines are the fits: x−1.49±0.02 and x−1.51±0.05.
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FIG. 9: Current through a chain two-dimensional lattice
of the size N by N coupled at two ends to the memoryless
reservoirs with Γ
(i)
1st raw = 0.3 and Γ
(o)
Nth raw = 0.6, N = 29.
The current at the edges of the strip is almost the same as in
the middle (blue and red lines). A: initially empty chain, B:
an initial density matrix has three arbitrary non-zero diagonal
elements. The fit gives exponent of the power-law decay A:
x1.51±0.02, B: x1.49±0.05 .
clusion is that the analytical considerations used in the
previous section are valid for non-interacting fermions in
any dimension and lead to a independent of dimension
power-law relaxation rate in long-time dynamics of equi-
libration.
IV. CONCLUSIONS
In this paper we consider the equilibration in open
quantum systems by representing a time-dependent den-
sity matrix as an expansion around the NESS density ma-
trix. This expansion consists of NESS-excitations, each
of which has a fixed decay rate. In closed quantum sys-
tems, each excitation can be a state of the system. NESS-
excitations themselves cannot represent a state of the sys-
tem, as they are traceless matrices. They are meaningful
only when they are added to the NESS-density matrix,
which by definition has unit trace.
The expansion in NESS-excitations gives us a general
structure of the time-dependent density matrix. This
provides a way of understanding the time-dependence of
observables. The decay of any state to the NESS is given
by the sum over the values of the observables on the
NESS-excitations and the density of states of the decay
rates of the NESS-excitations.
We illustrate our viewpoint on equilibration on the ex-
ample of a chain of non-interacting fermions linearly cou-
pled to memoryless reservoirs. For this system the cal-
culation of the NESS-excitations and their decay rates
can be performed analytically. We identify three time
scales in the time evolution of the current: i) plateau of
buildup for times proportional to the length of the sys-
tem; ii) faster-than-power-law decay of the modes in the
middle of the spectrum; iii) algebraic decay towards the
NESS-value of the current, which turns into the expo-
nential at times proportional to the third power of the
system length for non-interacting systems due to the fi-
nite system size. The exponent of the power-law decay
for non-interacting fermions in the rectangular geome-
try does not depend on the dimension and has τ−3/2-
dependence.
The observables also experience universal oscillations
with the period pitm super-imposed on the power-law de-
cay due to the contribution of NESS-excitations which
have an oscillating behaviour, as for example ρ
(2)
1/2,jk, and
wherem is the order of the contributing NESS-excitation.
In the case of interacting fermions the exact form of
NESS-excitations is more complicated as it is impossible
to bring into the Liouvillian into the diagonal form. The
one-particle decay rate in the {f}-basis will be modified
by both the coupling to the reservoirs and the interac-
tion between the particles. At low interaction strength
the system has effective quasiparticles. Then the NESS-
excitations can be constructed starting from the effective
quasiparticles. The power-law decay towards the NESS is
still present, but the time-scale when it finishes is limited
by the interaction strength.
An interesting question which we have not touched
upon here is the influence of the geometry on the cur-
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rent relaxation. For example, would the exponent of
the power-law relaxation change for the non-rectangular
strips? For example, a current through a point junction
connecting two non-interacting fermionic reservoirs has
been studied recently43 and the power law which deter-
mines the relaxation is τ−2 at high temperatures and τ−1
at low temperatures in the reservoirs which is different
from our τ−3/2 approach to the NESS.
The power-law equilibration can be observed in the
transport experiments in cold-atom systems which have
recently been carried out.44 The difference with respect
to existing setups is that for testing of our-predictions
one should make a lattice of fermions in the transport
region.
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Appendix A: Transformation of the Liouvillian to the diagonal basis
We consider a lattice of non-interacting fermions described by the tight-binding Hamiltonian:
H =
∑
〈i,j〉
t
(
a†iai+1 + h.c
)
+
∑
i
Uia
†
iai,
where t is the hopping matrix element between the neighbouring sites, Ui is an on-site potential and 〈i, j〉 stands for
the connectivity of the lattice. Evolution of a system coupled to the memoryless bath is described by the Lindblad
equation:
i
dρ
dτ
= [H, ρ] + i
∑
µ,i/o
(
2L(i/o)µ ρL
†,(i/o)
µ − {L(i/o)µ L†,(i/o)µ , ρ}
)
where Lµ are the Lindblad operators responsible for the coupling to the bath. The lattice of fermions is coupled to the
source and the drain at infinite bias voltage38,39 at the ends of the chain: L
(i)
{in} =
√
Γ
(i)
1 a
†
{in}, L
(o)
{out} =
√
Γ
(o)
N a{in}.
The solution of the Lindblad equations for non-interacting fermions is notably simplified in the super-fermionic
representation32,37: operators acting from the right on the density matrix are introduced. They are denoted by
”tilde”. Then the Liouvillian can be written after the particle-hole transformation a˜ = b†, a˜† = b in the quadratic
form:
L = (a†b†)M
(
a
b
)
− i
∑
µ
Γoutµ − i
∑
µ
Γinµ . (A1)
For the one-dimensional chain with L
(i)
1 =
√
Γ
(i)
1 a
†
1, L
(o)
N =
√
Γ
(o)
N aN the matrix M has a structure:
M =

−iΓ(in)1 + U t 0 . . . 0 0 . . . . . . . . . 0
t U t
. . .
... 0 . . . . . . . . . 0
0
. . .
. . .
. . .
... 0 . . . . . . . . . 0
... . . .
. . . U t 0 . . . . . . . . . 0
0 . . . 0 t iΓ
(out)
2 + U 0 . . . . . . 0 2Γ
(out)
2
−2Γ(in)1 0 . . . . . . 0 iΓ(in)1 + U t 0 . . . 0
0 . . . . . . . . . 0 t U t
. . .
...
0 . . . . . . . . . 0 0
. . .
. . .
. . .
...
0 . . . . . . . . . 0
... . . .
. . . U t
0 . . . . . . . . . 0 0 . . . 0 t −iΓ(out)2 + U

(A2)
Due to this specific structure ofM the constant terms in the expression (A1) vanish after introducing a new set of
the operators {f, f‡, f˜ , f˜‡}37 and even more in this basis the Liouvillian becomes diagonal:
Lf =
∑
i
λif
‡
i fi −
∑
i
λ∗i f˜
‡
i f˜i.
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The operators {f‡, f˜‡} are dual to the operators {f, f˜}, but not Hermitian conjugated, though the operators obey
anti-commutation relations. The operators {f, f‡, f˜ , f˜‡} are linear combinations of the operators {a, a†, a˜, a˜†}:
a†m =
∑
k1
C
(1)
mk1
f‡k1 + C
(2)
mk1
f˜k1,
am =
∑
k1
A
(1)
mk1
fk1 +A
(2)
mk1
f˜‡k1.
The coefficient matrices C and A are connected to the matrix of the eigenvectors P of the matrix M (See Ref. 37):
P =
(
A(1) A(2)
A(3) A4)
)
, (P−1)T =
(
C(1) C(2)
C(3) C(4)
)
. (A3)
In P the eigenvectors are ordered in the following way: first N of eigenvectors correspond to eigenvalues with a
negative imaginary part, while the the second half have a positive imaginary part and are complex conjugated to the
first set. All matrices A(i) and C(i), i = 1, . . . , 4 have dimension N ×N .
In this formalism, instead of solving a differential equation for the evolution of the 2N × 2N density matrix, the
calculations are done with the 2N × 2N matrices.
The values λi are the eigenvalues of the matrix N 37 (we put Ui = 0):
N =

−iΓ(i)1 t 0 . . . 0
t 0 t
. . .
...
0
. . .
. . .
. . .
...
... . . .
. . . 0 t
0 . . . 0 t −iΓ(o)N

. (A4)
The density matrix of NESS is the vacuum for the operators f and f˜ : ρNESS = |00〉f,f˜ . Therefore, the observables
in NESS can be computed directly by transforming an operator from the {a}-basis to the {f}-basis.
Appendix B: NESS-excitations for the two-site problem
Here we write down explicitly the NESS-excitations and their decay rates first in terms of the creation operators in
the {f}-basis, Table II, and second we represent the NESS-excitations in {a}-basis, Eqs. (B1)-(B13). It can be done
in two ways. The first way involves as the first step the calculation of the NESS density matrix in the {a}-basis and
then acting on it with creation operators in the {f}-basis which are represented as operators in the {a}-basis. The
second way is to work explicitly with the Liouvillian of the problem which is a 16 by 16 matrix, finding its eigenvalues
and constructing the combinations from its eigenvectors which would have the same decay rate and obey properties
of NESS-excitations. In this Appendix we measure energy in the units of t, thus t = 1.
ρ0 =
Γ1Γ2
(Γ1 + Γ2)(1 + Γ1Γ2)

Γ2
Γ1(Γ1+Γ2)
0 0 0
0
(1+(Γ1+Γ2)2)
(Γ1+Γ2)
i 0
0 −i 1(Γ1+Γ2) 0
0 0 0 Γ1(Γ1+Γ2)Γ2
 (B1)
ρ1,1(τ) = exp(−(Γ1 + Γ2)τ/2)
(
e−iω1τR1,1 + eiω1τR
†
1,1
)
(B2)
R1,1 =
 0 0 0 0X1 0 0 0X2 0 0 0
0 X3 X4 0
 ,
X1 = Γ2(−2− Γ21 + Γ22)− iδΓ2(Γ1 + Γ2), X2 = −δΓ2 + iΓ2(Γ1 − Γ2),
X3 = Γ1(−δ − i(Γ1 + 3Γ2)), X4 = 2Γ1.
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TABLE II: NESS-excitations in {f}-basis and their decay rates for a two-site chain.
N decay rate NESS-excitation Fˆ in the {f}-basis Notation
Fˆ |00〉f,f˜ for ρ
0 0 1ˆ ρ0
1 − 12 (Γ1 + Γ2)± i2
√−(Γ1 − Γ2)2 ± iU i(eiω1τf‡1 + e−iω1τγf˜1‡), ω1 = δ/2 + U ρ1,1
1 − 12 (Γ1 + Γ2)∓ i2
√
4− (Γ1 − Γ2)2 ± iU i(eiω2τf‡2 + e−iω2τγf˜2
‡
), ω2 = −δ/2 + U ρ1,2
2 −(Γ1 + Γ2) twice eiφf‡1 f˜1
‡
, e−iφf‡2 f˜2
‡
, φ = arctan Γ1+Γ2δ ρ2,1, ρ2,2
2 −(Γ1 + Γ2)± 2iU eiω3τf‡1f‡2 + e−iω3τ |γ|2f˜‡1 f˜‡2 , ω3 = 2U ρ2,3
2 −(Γ1 + Γ2)± i
√
4− (Γ1 − Γ2)2 eiω4τf‡1 f˜2
‡
+ e−iω4τf‡2 f˜1
‡
, ω4 = δ ρ2,4
3 − 32 (Γ1 + Γ2)± i2
√
4− (Γ1 − Γ2)2 ± iU f‡2 f˜2
‡
(eiω1τf†1 + e
−iω1τγf˜1
‡
) ρ3,1
3 − 32 (Γ1 + Γ2)∓ i2
√
4− (Γ1 − Γ2)2 ± iU f‡1 f˜1
‡
(eiω2τf†2 + e
−iω2τγf˜2
‡
) ρ3,2
4 −2(Γ1 + Γ2) f†1 f˜1
‡
f†2 f˜2
‡
ρ4
ρ1,2(τ) = exp(−(Γ1 + Γ2)τ/2)
(
e−iω2τR1,2 + eiω2τR
†
1,2
)
(B3)
R1,2 =
 0 0 0 0X∗1 0 0 0−X∗2 0 0 0
0 −X∗3 X4 0
 .
ρ2,1(τ) = exp(−(Γ1 + Γ2)τ)

1 0 0 0
0 12
(
−1 + Γ1Γ2
)
i(Γ21−Γ22)−δ(Γ1+Γ2)
4Γ2
0
0
−i(Γ21−Γ22)−δ(Γ1+Γ2)
4Γ2
1
2
(
−1 + Γ1Γ2
)
0
0 0 0 −Γ1Γ2
 (B4)
ρ2,2(τ) = exp(−(Γ1 + Γ2)τ)

1 0 0 0
0 12
(
−1 + Γ1Γ2
)
i(Γ21−Γ22)+δ(Γ1+Γ2)
4Γ2
0
0
−i(Γ21−Γ22)+δ(Γ1+Γ2)
4Γ2
1
2
(
−1 + Γ1Γ2
)
0
0 0 0 −Γ1Γ2
 (B5)
ρ2,3(τ) = exp(−(Γ1 + Γ2)τ)
eiω3τ
0 0 0 00 0 0 00 0 0 0
1 0 0 0
+ e−iω3τ
0 0 0 10 0 0 00 0 0 0
0 0 0 0

 (B6)
ρ2,4(τ) = exp(−(Γ1 + Γ2)τ)
eiω4τ
Y1 0 0 00 Y2 Y5 00 Y ∗5 Y3 0
1 0 0 Y4
+ e−iω4τ
Y
∗
1 0 0 1
0 Y ∗2 −Y ∗5 0
0 −Y5 Y ∗3 0
0 0 0 Y ∗4

 (B7)
Y1 = −Γ2(−2 + (Γ1 − Γ2)(Γ1 − Γ2 − iδ)), (B8)
Y2 = −Γ1 − 3Γ2 + Γ21Γ2 − 2Γ1Γ22 + Γ32 − iδ(1 + Γ2(Γ1 + Γ2)), (B9)
Y3 = −Γ1 + Γ2 + iδ, Y4 = 2Γ1, Y5 = δΓ2 − i(2 + Γ1Γ2 − Γ22). (B10)
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ρ3,1(τ) = exp(−3(Γ1 + Γ2)τ/2)
(
eiω1τR3,1 + e
−iω1τR†3,1
)
(B11)
R3,1 =

0 1 δ2 +
i
2 (Γ1 − Γ2) 0
0 0 0 − δ2 − i2 (Γ1 − Γ2)
0 0 0 1
0 0 0 0
 .
ρ3,2(τ) = exp(−3(Γ1 + Γ2)τ/2)
(
eiω2τR3,1 + e
−iω2τR†3,1
)
(B12)
R3,1 =

0 1 − δ2 + i2 (Γ1 − Γ2) 0
0 0 0 δ2 − i2 (Γ1 − Γ2)
0 0 0 1
0 0 0 0
 .
ρ4(τ) = exp(−2(Γ1 + Γ2)τ)
1 0 0 00 −1 0 00 0 −1 0
0 0 0 1
 (B13)
Appendix C: Hierarchy of excited density matrices
Let us discuss the order of the excited density matrices. We have considered the example of the two-site system in
Appendix B. What is the order of different density matrix excited states for a long chain system?
For the setup we consider – a tight-binding chain coupled to the reservoirs at infinite bias voltages – the frequencies
λj in the diagonal form of the Liouvillian (8) come in pairs λ = ±a+ ib.
Let us assume the following order of the eigenvalues:
Imλm1 = Imλm2 < Imλm3 = Imλm4 < Imλm5 < . . . < ImλmN . (C1)
There are two NESS-excitations which correspond to the smallest decay rate Imλm1 :
α1f
‡
m1 + β1f˜
‡
m1 |00〉f , α2f‡m2 + β2f˜‡m2 |00〉f , (C2)
where the coefficients αi and βi restore the hermiticity in the {a}-basis.
The next NESS-excitation corresponds to either the quadratic expression in fm1 and fm2 (see the NESS-excitations
2 from the table in Appendix B) if 2Imλm1 < Imλm3 , or to the NESS-excitations of the type (C2) with the operators
fm3 and fm4 .
For one-dimensional system 3Imλm1 < Imλm3 (in the thermodynamic limit N → ∞ there is even a degeneracy
4Imλm1 ≤ Imλm3 , see Eq. D8). Therefore, the first, second and third states correspond to the NESS-excitations
1, 2, 3 of the table in Appendix B. The next NESS-excitation is of the type (C2) with the operators with numbers
m3 and m4. Then follow the states
eiω
′τf‡m1/2f
‡
m3/4
+ e−iω
′τ |γ|2f˜‡m1/2 f˜‡m3/4 , eiω
′′τf‡m1/2 f˜
‡
m3/4
+ e−iω
′′τf‡m1/2 f˜
‡
m3/4
.
Afterwards come the states of type 3 from the table in Appendix B with the index m1 or m2 for the operators
which enter twice with the same index and with index m3 or m4 for the other. All excited density matrices can be
constructed by similar induction arguments.
The spectrum of the initial Liouvillian (1) consists of the combinations of sets of different λj . The states corre-
sponding to λj itself have the form (C2), the overall number of these states is N . The states corresponding to the
sets of two λk have the structure of the states 2 from the table in Appendix B, there are N
2 of those. For the sets
consisting of three λ values there are C3N variants with all three λ values different, 3C
3
N variants with all three λ
different and one of the operators taken as tilde, and 2C2N variants with only two different λ values, which gives in
total (N − 1)N(2N − 1)/3 excited density matrices. The further density matrices can be constructed in a similar
combinatorial way.
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Appendix D: Eigenvalues and eigenvectors of the matrix M
1. Eigenvalues
The eigenvalues of the matrix N can be computed perturbatively in the thermodynamic limit, N → ∞. Indeed,
for Γ
(i)
1 = 0 and Γ
(o)
N = 0, the eigenvalues and the eigenvectors of the matrix N are known:
λ
(0)
j = 2 cos
pij
N + 1
, φ
(0)
j,k =
√
2
N + 1
sin
pijk
N + 1
, (D1)
where each of the eigenvectors φj is normalized to one. (In this Appendix the energy unit is t, thus t = 1.) The
first-order in Γ
(i)
1 and Γ
(o)
N correction to the eigenvalues is:
δλj = −2i(Γ
(i)
1 + Γ
(o)
N )
N + 1
sin2
pij
N + 1
. (D2)
The correction is small in the thermodynamic limit N →∞. Unfortunately, the perturbation theory gives the correct
result only for small values of Γ
(i)
1 and Γ
(o)
N , as the l-th order corrections in the perturbation theory with respect to
Γ
(i)
1 and Γ
(o)
N give corrections in the leading order with respect to 1/N proportional to (Γ
(i)
1 + Γ
(o)
N )
l/N . Fortunately,
however, for an open system of non-interacting fermions we can write explicitly the characteristic polynomial of the
matrix N :
C(Λ) =
−yNz2(z − 2i(Γ(i)1 − Λ))(2i+ y(Γ(o)N − Λ)) + y2zN (y − 2i(Γ(i)1 − Λ))(2i+ z(Γ(o)N − Λ))
2Ny2z2
√−4− Λ2 , (D3)
y = −iΛ−
√
−4− Λ2, z = −iΛ +
√
−4− Λ2,Λ = iλ. (D4)
(here t = 1). C(Λ) has its zeros at Λj = iλ
(0)
j for Γ
(i)
1 = 0 and Γ
(o)
N = 0. The Taylor expansion gives the value of the
correction of Λ:
C(iλ
(0)
j + δΛ,Γ
(i)
1 ,Γ
(o)
N ) = 0, (D5)
0 = C(iλ
(0)
j ,Γ
(i)
1 ,Γ
(o)
N ) + δΛC
′
Λ(iλ
(0)
j ,Γ
(i)
1 ,Γ
(o)
N ). (D6)
The straightforward calculation, which takes into account the functional form of λ
(0)
j and the expansion for ψj =
pij
N+1  1, leads us to
δλj = −i
2ψ2j
N
(
Γ
(i)
1
1 + Γ
2(i)
1
+
Γ
(o)
N
1 + Γ
2(o)
N
)
− 2ψ
2
j
N
(
Γ
2(i)
1
1 + Γ
2(i)
1
+
Γ
2(o)
N
1 + Γ
2(o)
N
)
, 1 N. (D7)
In first order in Γ
(i,o)
1,N the expansion of the imaginary part of (D7) coincides with the previously derived expression (D2)
for ψj  1. The real part of the correction has not been explicitly derived above, as it is only of the second-order
in Γ
(i,o)
1,N , so it was not derived in the first-order perturbation theory discussed above. Of course it coincides with the
result of the second order perturbation theory. (The first order correction with respect to Γ
(i,o)
1,N and 1/N for λ’s for
the XX-chain was derived in Ref. 36). Comparing the obtained correction with the perturbation theory expansion we
can rewrite (D7) as
δλj = −i2 sin
2 ψj
N
(
Γ
(i)
1
1 + Γ
2(i)
1
+
Γ
(o)
N
1 + Γ
2(o)
N
)
− 2 sin
2 ψj
N
(
Γ
2(i)
1
1 + Γ
2(i)
1
+
Γ
2(o)
N
1 + Γ
2(o)
N
)
, 1 N
as the all terms of order 1/N come in perturbation theory with the the prefactor sin2 ψj .
2. Eigenvectors
We will also need the corrections to the eigenvectors. The eigenvectors of the matrix M which determines the
transformation between the basis {a} and {f} should be determined from the secular equation40 in the perturbation
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theory as at the absence of a coupling to an environment the eigenvalues are two-fold degenerate. Turning on
couplings to reservoirs lifts this degeneracy and the eigenvectors for the eigenvalues with a negative imaginary part
are ( 1√
2
{φ(0)j },− i√2{φ
(0)
j }) and for the eigenvalues with a positive imaginary part are ( 1α{φ(0)j }, i
Γ
(i)
1
αΓ
(0)
2
{φ(0)j }), α =√
1 +
(
Γ
(i)
1
Γ
(o)
2
)2
, for the infinitesimally small Γ
(i)
1 and Γ
(o)
2 .
It is possible to notice that for the eigenvectors corresponding to the eigenvalues with a negative imaginary part the
structure ( 1√
2
{φj},− i√2{φj}) holds for any coupling to the reservoirs. Therefore, the first order correction to these
eigenvectors can be calculated from the simple-minded first-order perturbation theory for the matrix N :
δφk,j = i
1
N + 1
∑
m,m 6=k
(Γ
(i)
1 + (−1)m+kΓ(o)N ) sin pimN+1 sin pikN+1
(cos pimN+1 − cos pikN+1 )
φ
(0)
m,j . (D8)
In the limit of large N , 1 N , the summation over m is performed according to:
∑
m,m 6=k
sin pimN+1 sin
pimj
N+1
(cos pimN+1 − cos pikN+1 )
= −(N + 1)
(
1− j
N + 1
)
cos
pijk
N + 1
+ cot
pik
N + 1
sin
pijk
N + 1
, (D9)
∑
m,m 6=k
(−1)m sin
pim
N+1 sin
pimj
N+1
(cos pimN+1 − cos pikN+1 )
≈ (−1)k
[
j cos
pijk
N + 1
+ cot
pik
N + 1
sin
pijk
N + 1
]
. (D10)
This leads for the correction to the eigenvector of N :
δφImλ>0k,j = −
√
2i
(N + 1)3/2
(N + 1) sin
pik
N + 1
cos
pijk
N + 1
[
Γ
(i)
1
(
1− j
N + 1
)
− Γ(o)N
j
N + 1
]
. (D11)
The result (D11) with the substitution Γ
(i,o)
1,N →
Γ
(i,o)
1,N
1+Γ
2(i,o)
1,N
describes the eigenvectors with good precision, Fig. 10A,B.
It is also possible to do the calculation of the correction to these eigenvectors using the degenerate perturbation
theory40. For the problem at hand, the first order of the degenerate perturbation theory does not preserve the
symmetry ( 1√
2
{φj},− i√2{φj}). Apparently the summation should be done to higher orders of the perturbation
theory to restore the exact symmetry of the eigenvectors.
For the eigenvectors which correspond to the eigenvalues with positive imaginary part, we could not find a matrix
of the smaller size, for which the eigenvectors could be found by the first-order perturbation theory. Therefore, we can
perform only the degenerate perturbation theory for these eigenvectors. Taking into account the comparison between
the degenerate perturbation theory and the answer which describes the eigenvectors well, we have thrown away one
term from the degenerate perturbation theory (which describes the correction due to the paired-degenerate level), and
concluded that the correction to these eigenvectors can be described by the expression similar to (D11), Fig. 10C,D:
δφImλ>0k,j (f1, f2) =
i
√
2
N1/2
sin
pik
N + 1
cos
pijk
N + 1
[
f1(Γ
(i)
1 ,Γ
(o)
N )
(
1− j
N + 1
)
− f2(Γ(i)1 ,Γ(o)N )
j
N + 1
]
. (D12)
The coefficients f1,2 in this expression can not be found precisely from the first order degenerate perturbation theory.
We would like to argue that they are linear in Γ
(i,o)
1,N →
Γ
(i,o)
1,N
1+Γ
2(i,o)
1,N
.
Coefficients f1 and f2 in the expression (D12) can be found from the direct substitution into the matrix equation
and requiring that the precision of the found eigenvectors is O(1/N3/2) in the limit N →∞:
(M− λjI2N )
 1α{φ(0)j + δφj(b1, b2)}
i
Γ
(i)
1
αΓ
(o)
N
{φ(0)j + δφj(a1, a2)}
 = O(1/N3/2). (D13)
17
The requirements of the O(1/N3/2) precision of the eigenvectors leads to:
b1 =
Γ
(i)
1 − iΓ2(i)1 cos pikN+1
1 + Γ
2(i)
1 cos
2 pik
N+1
, (D14)
b2 = −
2Γ
(i)
1 · (−1)k+1 + Γ(o)N + iΓ2(o)N cos pikN+1
1 + Γ
2(o)
2 cos
2 pik
N+1
, (D15)
a1 =
Γ
(o)
N − iΓ2(o)N cos pikN+1
1 + Γ
2(o)
N cos
2 pik
N+1
, (D16)
a2 = −
2Γ
(i)
1 + 4 · (−1)k+1 · Γ(o)N + iΓ2(i)1 cos pikN+1
2 + Γ
2(i)
1 (1 + cos
2pik
N+1 )
. (D17)
Let us notice that all the coefficients multiplied by the k dependent term cos pikN+1 are of the second order in Γ.
Therefore, for small values of Γ we can neglect k-dependence of these coefficients.
We have also checked the validity of the procedure of the substitution of the form of the eigenvectors and finding
the relevant coefficients for the case of the eigenvectors corresponding to the eigenvalues with negative imaginary part
and have found that the coefficients b1 is the same as Eq. (D14) and b2 is opposite in sign to Eq. (D16) (the coefficient
for the lower part are found from the symmetry requirement of the structure of the eigenvectors). It is consistent with
the first order calculation and an insight that the couplings Γ
(i)
1 and Γ
(o)
2 should enter in the similar combination as
in the correction δλj , Eq. (D8).
There is one case where we can recover the symmetry of the eigenvectors corresponding to eigenvalues with a
positive imaginary part. It is Γ
(i)
1 = Γ
(o)
N = Γ. Then the eigenvectors have the symmetry (
1√
2
{φ2p}, i 1√2{φ2p}T ) or
( 1√
2
{φ2p+1},−i 1√2{φ2p+1}T ). Therefore, they can be found as eigenvectors corresponding to eigenvalues with positive
imaginary part of the matrices, correspondingly:
N ′ =

−iΓ t 0 . . . 0
t 0 t
. . .
...
0
. . .
. . .
. . .
...
... . . .
. . . 0 t
2iΓ . . . 0 t −iΓ

, N ′′ =

−iΓ t 0 . . . 0
t 0 t
. . .
...
0
. . .
. . .
. . .
...
... . . .
. . . 0 t
−2iΓ . . . 0 t −iΓ

(D18)
The eigenvectors after the first order calculation look similar to Eq. (D8):
δφk,j = −i
√
2Γ
(N + 1)1/2
∑
m,m 6=k
(1 + 3 · (−1)m+k) sin pimN+1 sin pikN+1
(cos pimN+1 − cos pikN+1 )
φ
(0)
m,j . (D19)
The summation leads to Eq. (D11), with coefficients consistent with expressions Eqs.(D14)-(D17). The answer for
larger Γ is obtained by substitution Γ→ Γ1+Γ2 , Fig. 10E,G.
3. Inverting the matrix of the eigenvectors
The matrix of the eigenvectors can be written in the form:
P =
 1√2φ+ δφ1 1αφ+ δφ2
−i 1√
2
(φ+ δφ1)
1
α
Γ
(o)
N
Γ
(i)
1
φ+ δφ3
 , (D20)
where all corrections are of the order 1√
N
Γ
(i,o)
1,N
1+Γ
2(i,o)
1,N
, δφ1 is (D11), all of the corrections δφ1,2,3 have the form (D12).
The inverse of matrix (D20) has structure:
T =
 √21+Γ(o)N /Γ(i)1 φ+ l1(δφ) √2i1+Γ(i)1 /Γ(o)N φ+ l3(δφ)
α
1+Γ
(i)
1 /Γ
(o)
N
φ+ l2(δφ)
−iα
1+Γ
(i)
1 /Γ
(o)
N
φ+ l4(δφ)
 , (D21)
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A
20 40 60 80 100 j
- 0.03
- 0.02
- 0.01
0.01
0.02
0.03
∆Φ
B
20 40 60 80 100 j
- 0.03
- 0.02
- 0.01
0.01
0.02
0.03
∆Φ
C
20 40 60 80 100 j
- 0.10
- 0.05
0.05
∆Φ
D
20 40 60 80 100 j
- 0.04
- 0.02
0.02
0.04
∆Φ
E
20 40 60 80 100 j
- 0.03
- 0.02
- 0.01
0.01
0.02
∆Φ
G
20 40 60 80 100 j
- 0.04
- 0.02
0.02
0.04
∆Φ
FIG. 10: The correction to the imaginary part of the eigenvectors. Parameters: Γ
(i)
1 = 2.6,Γ
(o)
N = 1.3. Blue solid line:
imaginary part of the eigenvector from the numerical calculation, black dashed line: the perturbative correction (D8) taking
into account the substitution Γ
(i,o)
1,N →
Γ
(i,o)
1,N
1+Γ
2(i,o)
1,N
, red dotted line: the approximation of the sum (D11). A: Correction to the
eigenvector corresponding to the eigenvalue with negative imaginary part for k ≤ N/2 and B: for k > N/2, dashed-dotted lines
represent the envelope. C, D, E: Correction to the eigenvector corresponding to the eigenvalue with positive imaginary part,
elements 1 to N (C), elements N + 1 to 2N (D). E,G: is the case of Γ
(i)
1 = Γ
(o)
N = 4.3, 0.3.
where li(δφ) are the transformations of the linear combinations of the corrections δφ1,2,3. This transformation is
determined using a standard expression for the inverse of the block matrix. Taking into account that for the matrix
of the unperturbed eigenvalues {φ} = {φ}−1 neglecting the k-dependence of the coefficients a1, a2, b1, b2, Eqs.(D14)-
(D17), and assuming that the correction to the matrix of unperturbed eigenvectors is small (they are small for
Γ
(i,o)
1,N
1+Γ
2(i,o)
1,N
 1), we get the correction for matrix T in the form:
lim
N→∞
ls(δφ)km =
1
(N + 1)3/2
i=N,j=N∑
i=1,j=1
sin
piim
N + 1
cos
piij
N + 1
sin
pii
N + 1
(
γ1 + γ2
j
N + 1
)
sin
pijk
N + 1
, (D22)
where the coefficients γ1 and γ2 stand for the coefficients f1 and f2 in the expression of the form Eq. (D12).
Let us perform the summation over index i first:
N∑
i=1
sin
piim
N + 1
cos
piij
N + 1
sin
pii
N + 1
=
N + 1
4
(−δm,j−1 + δm,j+1) . (D23)
Now the summation over index j is trivial and gives:
lim
N→∞
ls(δφ)km = − 1
2(N + 1)1/2
[(
γ1 + γ2
m
N + 1
)
cos
pikm
N + 1
sin
pik
N + 1
+
γ2
N + 1
cos
pik
N + 1
sin
pikm
N + 1
]
. (D24)
The expression above has the same function form as corrections to the eigenvalues, Eq. (D12), neglecting the term
proportional to γ2N+1 which is small in the limit of large N .
We are interested in the transpose of the matrix T to determine the coefficients C
(1)
mk. They are given by ls(δφ)mk.
The current is given by C
(1)
mjA
(2)
nj and C
(1)
mkA
(2)
nj . These are (18a) and (18b) from the main text close to the ends of
the chain and for small k ( knpiN+1  1) in the thermodynamic limit.
Far from the ends of the chain we are not allowed to expand the trigonometric functions of knpiN+1 in the Taylor
series. It suggests the possible deviation of the corrections Eqs. (18a), (18b) far from the ends of the chain. We do
not discuss these deviations in this work and leave it for further investigation.
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