Abstract -This paper focuses mainly on application of Partial Connected Back Propagation Neural Network (PCBP) instead of typical fully connected neural network (FCBP), as PCBP with less connections learns faster than FCBP. The initial neural network is fully connected, after training with sample data, a clustering method is employed to cluster weights between input to hidden layer and from hidden to output layer, and connections that are relatively unnecessary are deleted, thus the initial network becomes a PCBP network. PCBP can be used in prediction or data mining by training it with data that comes from database. At the end of this paper, several experiments are conducted to illustrate the effects of PCBP using the submersible pump repair data set.
I. INTRODUCTION
Artificial neural networks have been proved to be a useful tool in pattern recognition and classification tasks in diverse areas like data mining, millions of databases are being used in business data management, scientific and engineering data management and other applications [1] , and the most-widely used network is the standard Back Propagation (SBP) algorithm [2] . Indeed, the SBP learning algorithm has emerged as the standard algorithm for the training of multiplayer networks, and hence the one against which other learning algorithms are usually benchmarked. Actually, the SBP is fully connected, as called FCBP, and it has been commonly used as a matter of fact, since they usually do not need a priori information of data, of course, this is the feature of FCBP, but unfortunately, FCBP have several drawbacks, as reported by researchers [3] : it is extremely slow; training performance is sensitive to the initial conditions; it may become trapped in local minima before converging to a solution; oscillations may occur during learning (this usually happens when users increase the learning rate in an unfruitful attempt to speed up convergence); and, if the error function is shallow, the gradient is very small leading to small weight changes.
Also, as for FCBP, due to the learning style, the structure of the trained FCBP usually have unnecessary connections which induces the issue of the complexity of the networks and causes the slow training time, especially for large networks. The complexity problem has attracted the interest of researchers because of the advantages that would be obtained by solving it. One critical advantage is that the simpler the system, the better it is [4] . So, if these unnecessary connections can be removed from the network, then training times would be greatly reduced, it is especially important for data mining, where database usually contains large number of data records ranging from millions to even billions, without faster training time, data mining using neural network is mission impossible.
One way to reduce the complexity of the networks is to reduce the number of redundant connections, nodes [5] , or input features. The reduction of the connections or nodes can be achieved by removing the weights that contribute the least to the network outputs. To our best knowledge, most reduction methods have been done during training networks. Generally, there are two ways to build a PCBP, one is manually; the other is automatic generated by starting from a FCBP and then prune FCBP to remove the unnecessary connections. The previous way is mandated and requires a deep insight into the data patterns involved, or else the network structure is not properly set, it may need more training time than FCBP; the latter way does not require user participated, and could determined the would-be removed connections automatically, the process is illustrated in Figure 2 . Before training network, several things should be pre-defined, that is network structure including number of input and hidden and output nodes, generally speaking, numbers of input and output nodes depend on sample data, as for hidden nodes, it is usually determined by experience, some researchers have reported that a few number of hidden nodes is just enough. As for error function, the typical SBP employs Mean Squared Error (MSE) as follows: Although MSE is the most widely used error function, it requires more training time and may become trapped in local minima before converging to a solution. It has been suggested by several authors, for example Lang [6] and Ooyen [7] , that the cross-entropy error function improves the convergence of the training process, and can significantly reduce training time, the cross-entropy error function is as follows:
During our experiments, we also found that the cross entropy error function in equation 2 is pretty good, so we employ cross entropy as error function for both FCBP and PCBP.
Before deriving the equations, we need to introduce the notations used in deriving the mathematical expressions of FCBP and PCBP training.
Notations:
n For FCBP, the components of the gradient of cross-entropy error function are given by equation 3 to 4: After training FCBP achieved predetermined accuracy, take 0.98 for example, unnecessary connections should be removed from the network in order to get a simple but efficiency PCBP. The pruning process consists of five steps:
Step1: clustering weights between adjacent layers, it starts from the first node to the last one in the hidden or output layer, respectively.
Step2: automatically determine a pruning bias that satisfied, if absolute clustered weights of connections that below this bias are all deleted, the pruning ratio can be met.
Step3: removed all the connections that below the bias Step4: if network accuracy falls far below expected, then roll back pruning, set another pruning ratio, and go to step 2
Step5 For each node of hidden or output layer, do the following:
Step1: Initially, set 
B. Deleting unnecessary connections
We define the following criterion that evaluates which kinds of connections are unnecessary: connections that have relatively small weights. Small is an obscure word that it is difficult to determine exactly, especially facing the fact that the distribution of weights after training is unpredictable, as initial weights are random numbers usually ranging from zero to one. It is not practical to set pruning bias manually. In order to solve this problem, we propose a heuristic method to automatically generate such a pruning bias that depends on the distribution of weights. The algorithm is based on pruning ratio, which is defined as:
Definition 2: Pruning Ratio: numbers of pruned connections divided by total connections of the previous FCBP, it ranges from zero to one.
The algorithm is as follows: Step1: let ) 1 0 ( < < µ µ be a predetermined pruning ratio that indicates how much connections should be pruned; let ϖ be the best pruning bias; num is the accumulated number of connections;
Step2 When pruning FCBP, one thing should be paid special attention to which may ignored by other researchers. To illustrate it, look at figure 3, on the left part is a pruned network which has three hidden nodes marked as A, B and C respectively. Notice that, node A has two connections with nodes in output layer (in bold line), while none with input layer, as they have been deleted as unnecessary connections in the above pruning process, though the probability of happening is small, but if it does happen, it must be handled properly, or else some error would happen, for example, for any kind of input pattern, the output of node A is always one if activation function of node A is sigmoid, because sum of input plus weight is zero, if node A has a bias, then the output of node A can be any float number as long as it varies with the value of bias, thus the actual output of output node is affected. For this kind of conditions, we propose that node A be deleted too, that is to delete connections between A and the output layer, then A is totally removed from the network as illustrated at the right part of figure 2. If node A has connections with its previous layer but none with following layer, then delete its connections with its previous too. By doing this, pruning connections and nodes can be handled together. In the data warehouse architecture, from Staging Area to Enterprise Report are considered as Enterprise Data Warehouse, because every one of them is integral part of a warehouse, and they can satisfy the current and future needs for all the business users across the enterprise.
It is common understanding that data warehouse is basis for BI and DSS application, and implementing a successful data warehouse requires not only technologies but also methodology as well as culture and cooperation across the enterprise.
The experiment data set which recorded submersible pump repair history contains four attributes classification codes, these attributes are separately: Single rotor electric power (kW Per Rotor), Cable Temperature Level(℃), Casing size(inch), Protector Length(m). In the following experiments, we use the data set to train FCBP and PCBP.
First, we need to encode the numeric data into binary, as illustrated in table 1: Table 1 The data attribute encoding table  Attributes  Range  Encoded  Input  Single rotor  electric As for output, we encode "pump default" as (1,0,0), "well fluid corrosion" as (0,1,0) and "cable fault" as (0,0,1). We set number of hidden nodes to 4, hence the initial FCBP is a 3 4 12 × × network, and the learning rate is 0.15, clustering distance is 0.3, we did not use bias in the experiments. The initial weights are random numeric numbers ranging from zero to one.
A. Experiment 1: MSE vs. Cross-entropy
The experiment we conduct is: train a FCBP with error function of MSE and Cross-entropy five times each using the encoded data set, and records the training epoch they need to reach 95% accuracy of the data. The results are listed in table 2: From table 2, we can conclude that the cross-entropy error function improves the convergence of training process, it learns faster than MSE does. Figure 4 is the training process of experiment No 1 with Cross-entropy as error function, in fact, after 75 epochs of training, the network accuracy is 93.3%, and it needs 435 more epochs to reach 95%. The PCBP network structure is illustrated in figure 5 . The accuracy of PCBP is 94.63%, almost the same as the FCBP, but with its connections 30% less, from this experiment, we can conclude that, the 20 connections pruned are redundant. When conducting the experiments, we found that if the pruning ratio is above 0.3, then the accuracy of the PCBP dropped dramatically, so we have to retrain the PCBP to reach the expected accuracy. Anyway, the PCBP is simple but efficiency than FCBP. 
VII. CONCLUSION
We have presented here that how to construct a PCBP with cross-entropy as error function, and pruning algorithm was discussed in detail. Also the experiments showed that a PCBP had fewer connections, but still remained accuracy. When PCBP is applied in data recognition or other fields, like data mining, it learns faster than FCBP does, especially trained with a huge amount of sample data.
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