TAARAC : test d'anglais adaptatif par raisonnement à base de cas by Lakhlili, Zakia
 






Ce document a été numérisé par la Division de la gestion des documents et 
des archives de l’Université de Montréal. 
 
L’auteur a autorisé l’Université de Montréal à reproduire et diffuser, en totalité 
ou en partie, par quelque moyen que ce soit et sur quelque support que ce 
soit, et exclusivement à des fins non lucratives d’enseignement et de 
recherche, des copies de ce mémoire ou de cette thèse.  
 
L’auteur et les coauteurs le cas échéant conservent la propriété du droit 
d’auteur et des droits moraux qui protègent ce document. Ni la thèse ou le 
mémoire, ni des extraits substantiels de ce document, ne doivent être 
imprimés ou autrement reproduits sans l’autorisation de l’auteur.  
 
Afin de se conformer à la Loi canadienne sur la protection des 
renseignements personnels, quelques formulaires secondaires, coordonnées 
ou signatures intégrées au texte ont pu être enlevés de ce document. Bien 




This document was digitized by the Records Management & Archives 
Division of Université de Montréal. 
 
The author of this thesis or dissertation has granted a nonexclusive license 
allowing Université de Montréal to reproduce and publish the document, in 
part or in whole, and in any format, solely for noncommercial educational and 
research purposes. 
 
The author and co-authors if applicable retain copyright ownership and moral 
rights in this document. Neither the whole thesis or dissertation, nor 
substantial extracts from it, may be printed or otherwise reproduced without 
the author’s permission. 
 
In compliance with the Canadian Privacy Act some supporting forms, contact 
information or signatures may have been removed from the document. While 
this may affect the document page count, it does not represent any loss of 




Université de Montréal 
TAARAC : Test d'Anglais Adaptatif par Raisonnement 
'" ' A base de Cas 
par 
Zakia Lakhlili 
Département d'Infonnatique et de Recherche Opérationnelle 
Faculté des Arts et des Sciences 
Mémoire présenté à la Faculté des études supérieures 
en vue de l'obtention du grade de Maîtrise ès Sciences 
en Infonnatique 
Décembre, 2007 
© Zakia Lakhlili, 2007 o 5 JUIN 2008 
Université de Montréal 
Faculté des études supérieures 
Ce mémoire intitulé: 
T AARAC : Test d'anglais adaptatif par raisonnement à base de cas 
Présenté par: 
Zakia Lakhlili 
a été évalué par un jury composé des personnes suivantes: 
Claude Frasson, président-rapporteur 
Esma Aïmeur, directrice de recherche 




De nos jours, les tests assistés par ordinateur sont devenus une pratique courante 
dans les systèmes éducatifs, notamment les tests adaptatifs (Computerized adaptive tests). 
La plupart des tests de réputation internationale possèdent une version adaptative, en 
adaptant les questions selon le niveau d'habileté du candidat. Habituellement un test 
adaptatif par ordinateur est construit en se basant soit sur la théorie des réponses aux 
items (item response the ory) , ou sur les modélisations Bayesiennes. Nous présentons ici 
TAARAC, Test Adaptatif en Anglais par Raisonnement À base de Cas, construit à partir 
de deux techniques : la théorie des réponses aux items couplée au raisonnement à base 
de cas (case-based reasoning). Nous avons opté pour la première technique à cause de 
son pouvoir incrémentaI. Elle est utilisée pour adapter les questions selon le niveau 
d'habileté du candidat. Alors que la deuxième technique a permis le choix de la première 
question à présenter au candidat, celle dont la difficulté se rapproche le plus de son 
niveau d'habileté. Les résultats obtenus, après avoir testé T AARAC sur 102 personnes, 
ont montré que le raisonnement à base de cas a rendu le test: plus court, ainsi 67% des 
personnes dont la longueur du test est de 16 questions avaient pour niveau d'habileté 
initial celui déduit par le raisonnement à base de cas; plus précis, puisqu'avec un test plus 
court on atteint facilement la précision ou l'erreur type fixée au préalable à 0.2; et plus 
efficace, puisque le raisonnement à base de cas favorise le rapprochement entre le niveau 
d'habileté initial et celui estimé à la fin du test, ainsi tout au long du test les questions 
choisies par TAARAC sont de difficulté proche du niveau réel du candidat. 
Mots-clés: test adaptatif par ordinateur, théorie des réponses aux items, l'espérance à 




Nowadays, Computer-Based Tests have become a common practice III 
educational systems, specifically computerized adaptive testing. Most of the well-known 
tests have an adaptive version so as to adapt questions according to the candidate's skill 
level. Usually, a computerized adaptive test is built by using the item response theory or 
the Bayesien modelling. In this work, we present T AARAC, a case-based reasoning 
adaptive English test. T AARAC is based on item response theory coupled with case 
based reasoning. We opted for the first technique because of its incremental power: . it is 
used to adapt the questions according to the candidate's ski11level. The second technique 
allows a better choice of the first question presented to the candidate, whose difficulty 
best matches his skill level. The results obtained by testing TAARAC on 102 persons, 
showed that with the case-based reasoning the test becomes: shorter, because 67 % ofthe 
persons whose length of the test is 16 questions had the ski11level initially deduced by the 
case based reasoning; more precise, because a shorter test indicates reaching the desired 
precision or the standard error set beforehand to 0.2; and more effictive, because the case-
based reasoning estimates the initial skillievei close to that established at the end of the 
test, thus, throughout the test, the questions selected by T AARAC are those whose 
difficulty corresponds better to the real candidate' s level. 
Keywords: computerized adaptive testing, item response theory, expected a posteriori, 
estimation of skillievel, case-based reasoning, profile similarity. 
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Chapitre 1 : Introduction 
Le e-Iearning ou l'apprentissage à distance a vu une expansion considérable dans 
ces dernières années. Plusieurs systèmes éducatifs ont vu le jour grâce à l'intérêt 
croissant qu'on leur accorde, la disponibilité de plus en plus importante du matériel 
informatique et le développement considérable que connaissent les technologies de 
l'information ont largement contribué à cette expansion. Ainsi, la plupart des écoles et 
des universités possèdent un ou plusieurs systèmes d'apprentissage en ligne, qUI 
réduisent les contraintes du temps et de l'espace entre le formateur et l'apprenant 
Qui dit système éducatif, dit évaluation des compétences et des connaissances de 
l'apprenant qui se fait généralement à travers des tests. Dans le cas de l'apprentissage à 
distance, ces tests sont assistés par ordinateur. Au début ceux-ci, consistaient en une 
traduction et en une mise en ligne des tests papier existants. Leur avantage était 
l'automatisation de l'analyse des résultats, facilitant ainsi la tâche aux formateurs. Mais 
il reste que ces tests sont très demandeurs en matière de temps et de coût de production, 
puisque au fur et à mesure que l'apprenant avance dans sa formation, un nouveau test 
doit être conçu dépendamment du niveau atteint La durée de vie du test devient ainsi 
très courte et sa réutilisabilité limitée. Pour remédier aux contraintes des tests assistés 
par ordinateur, s'est très vite ajoutée la capacité adaptative des séries des questions 
selon le niveau de l'apprenant Ce sont les tests adaptatifs par ordinateur. 
Comme son nom l'indique, un test adaptatif par ordinateur est un test 
spécifiquement adapté à la personne à qui on administre le test C'est une forme de test 
sur mesure (tailored testing). Son utilisation en éducation est facilitée par l'apparition 
des propositions de la théorie des réponses aux items (item response theory) [Wainer 
2000] qui sont tout à fait différentes de celles suggérées dans le contexte de la théorie 
classique des tests qui se contente de faire l'analyse des scores obtenus dans le test 
Alors que la théorie des réponses aux items est fondée sur la réponse du sujet à l'item. 
Nous désignons ici par item, une question. 
2 
Afin de mieux comprendre l'approche d'un test adaptatif, nous allons prendre 
comme exemple le cas d'un enseignant qui veut déterminer oralement le niveau 
d'habileté d'un sujet donné. Ainsi si l'enseignant a une idée du niveau du sujet, il va lui 
proposer une question de difficulté proche de son niveau. Sinon, il se contentera de lui 
présenter une de difficulté moyenne. La réponse correcte entraînera la suggestion d'une 
question plus difficile. Alors qu'une réponse incorrecte amène l'enseignant à lui énoncer 
une plus facile. Ainsi de suite jusqu'à ce que ce dernier juge qu'il est capable de classer 
le sujet dans le niveau adéquat. 
Le test adaptatif par ordinateur utilise la même approche citée ci-dessus, 
puisqu'il présente tout le temps au candidat la question dont la difficulté se rapproche du 
niveau d'habileté du candidat. Au début du test, le niveau d'habileté du candidat n'est 
pas encore connu, c'est pourquoi il peut être estimé à partir des tests passés auparavant 
par le candidat, ou par la valeur de la moyenne des compétences des candidats ayant 
déjà passé le test si aucun préalable n'est connu sur le candidat. Une question de 
difficulté proche du niveau d'habileté estimé initialement est présentée au candidat. 
Dépendarnment de la réponse de ce dernier, son niveau d'habileté estimé sera soit 
augmenté ou diminué. Par la suite, la prochaine question présentée au candidat sera 
respectivement soit plus difficile ou plus facile. Ce processus se poursuit jusqu'à ce que 
l'erreur type (la précision) du niveau d'habileté estimé du candidat atteigne une valeur 
fixée au préalable, ou qu'un nombre bien défini de questions soient allouées au candidat. 
Ce genre de test est capable d'évaluer un apprenant tout au long de sa formation quelque 
soit le niveau atteint, sans que le formateur ne soit obligé de construire un nouveau test, 
car il est capable de classer les candidats dans une compétence selon le niveau atteint 
dans celle-ci. Plusieurs tests de classement de réputation internationale possèdent une 
version adaptative, notons par exemple: divers tests développés par l'ETS 
(l'Educational Testing Service) tel que GRE (Graduate Record Examination) [URL4], le 
TOEFL (Test Of English as a Foreign Language) [URL5], le GMAT (Graduate 
Management Test) [URL8] , et plusieurs autres, ainsi que les tests de certification de 
Microsoft. 
Dans la section suivante, nous allons définir la problématique du test adaptatif et 
présenter notre approche. 
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1.1. Notre approche 
Comme nous venons de voir, dans un test adaptatif les questions présentées au 
candidat ont une difficulté proche du niveau d'habileté du candidat. Alors qu'au début 
du test, le niveau d'habileté du candidat n'est pas encore connu. C'est pourquoi la 
plupart des tests adaptatifs choisissent comme première question: celle de difficulté 
moyenne, rendant ainsi le test plus long que nécessaire. T AARAC essaye de remédier à 
ce problème en estimant pour tout nouveau candidat, un niveau d'habileté initial. 
Afin de mieux comprendre notre approche, revenons à l'exemple cité 
précédemment. Supposons que notre enseignant est quelqu'un d'expérimenté dans sa 
matière, et a accumulé de nombreuses connaissances sur les différents sujets qu'il a vus 
au cours de ses multiples années d'enseignement. Ainsi, avant de commencer le test oral 
pour un nouveau sujet, l'enseignant va essayer de collecter le plus d'informations 
possibles sur ce sujet afin d'avoir une idée sur son profil. Au fil des années il a 
probablement fait une correspondance entre les profils des sujets qu'il a formés et leurs 
niveaux d'habileté. C'est pourquoi connaissant le profil du sujet, il sera capable de lui 
estimer un niveau d'habileté initial, et par conséquent lui présenter comme première 
question, celle qui sera de difficulté proche du niveau d'habileté estimé. 
C'est l'approche présentée dans l'exemple ci-dessus que nous avons adoptée 
dans TAARAC. Le fait de faire appel aux expériences déjà vécues par l'enseignant pour 
trouver une solution au nouveau problème, nous a fait penser au raisonnement à base de 
cas. C'est pourquoi nous avons choisi d'intégrer cette technique dans TAARAC. 
Puisque ce dernier est un test d'anglais adaptatif, nous avons essayé de recueillir un 
maximum d'informations, en relation avec l'apprentissage de l'anglais, de notre 
nouveau candidat, formant ainsi son profil. À partir des candidats qui ont déjà passé le 
test, dégager ceux dont le profil se rapproche de celui de notre candidat. La moyenne de 
leurs niveaux d'habileté estimés par TAARAC sera considérée comme le niveau 
d'habileté initial pour notre nouveau candidat. 
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Un niveau d'habileté initial propre à chaque candidat fait en sorte que le premier 
item présenté soit différent d'un candidat à un autre, rendant ainsi le test plus fiable. Car 
sinon un risque existe que les candidats ayant déjà passé le test vont informer le nouveau 
candidat sur la première question. Si celui-ci répond correctement alors que 
normalement il n'aurait su la réponse la suite du test sera biaisée. 
Raîche a montré [Raîche 2000] qu'en diminuant la longueur du test, la différence 
entre le niveau d'habileté estimé et le vrai niveau d'habileté du candidat augmente au fur 
et à mesure que la différence entre le niveau d'habileté initial et le vrai niveau d'habileté 
du candidat augmente. Ainsi le niveau d'habileté initial affecte considérablement le 
niveau d'habileté estimé, d'autant plus que la longueur du test diminue. L'objectif 
principal d'un test adaptatif est de faire une bonne estimation du vrai niveau d'habileté 
des candidats avec un nombre minimal d'items. En ajoutant le raisonnement à base de 
cas, nous cherchons à rendre le test plus court, plus précis et plus efficace. C'est ce que 
nous allons démontrer dans ce travail. 
1.2. Plan du mémoire 
Ce mémoire est organisé de la façon suivante: dans le deuxième chapitre nous 
décrivons la théorie des réponses aux items, en définissant la courbe caractéristique de 
l'item, en présentant ses différents modèles logistiques et en montrant ses différentes 
façons d'estimer le niveau d'habileté et les paramètres de l'item. Le troisième chapitre 
présente le test adaptatif à travers sa banque d'items, un algorithme qui représente son 
déroulement, et les différentes étapes qui le constituent. Le quatrième chapitre propose 
un état de l'art sur le raisonnement à base de cas, dans lequel son processus, son modèle 
et une description du cas sont expliqués. Au cinquième chapitre, l'architecture de 
T AARAC et les différents modules qui le composent, sont présentés. Le sixième 
chapitre décrit l'implémentation et la validation de notre système. Finalement, une 
conclusion et des perspectives futures sont présentées dans le dernier chapitre. 
Notons que dans la suite de ce mémoire, nous allons utiliser, de façon 
interchangeable, le mot « item» pour désigner « question », le mot « compétence» ou 
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« trait latent» pour désigner « niveau d'habileté» et le mot «précision» pour désigner 
« l'erreur type ». De plus, l'utilisation du masculin sera privilégiée pour des fins de 
clarté. 
Chapitre 2 : La théorie des réponses aux items (Item 
response theory) 
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Dans ce chapitre nous allons voir les fonctions de base de la théorie des réponses 
aux items en se basant sur l'aspect mathématique, ainsi nous montrons sa pertinence 
dans un test adaptatif par ordinateur. 
2.1. Introduction 
Comme nous connaissons tous, c'est à partir des scores obtenus dans un test 
qu'on peut retrouver le niveau de difficulté de ce dernier, ainsi analyser un test revient à 
étudier les scores obtenus dans celui-ci et leurs erreurs de mesure. Cette façon d'analyser 
les tests s'appelle généralement la théorie classique du test. C'est une théorie qui a été 
créée par Charles Spesrman en 1904, qui ne prend pas en considération ni la réponse à 
l'item, ni le niveau d'habileté des candidats et dont le niveau de difficulté! de l'item et. 
celui de discrimination2 dépendent directement des réponses du groupe passant le test. 
Ainsi dans un groupe où la plupart des candidats ont répondu correctement à un item, le 
niveau de difficulté de ce dernier va être supérieur à.celui déduit à partir d'un groupe 
dont la plupart des candidats ont une réponse incorrecte à cet item [Hambleton & 
Swaminathan 1985]. De même, puisque l'indice de discrimination classique de l'item 
est calculé à partir de la corrélation bisériale entre l'item et le score total du test [URL1], 
alors celui-ci dépend directement des scores des candidats dans un groupe donné. Ainsi, 
dans un groupe homogène, c'est-à-dire dont les scores se rapprochent, l'indice de 
discrimination de l'item est faible, alors qu'il est élevé dans un groupe hétérogène 
[Bertrand & Blais 2004]. 
1 Le niveau de difficulté de l'item est la proportion des candidats d'un groupe donné qui réussissent l'item, 
il est en fait un indice de facilité [Bertrand & Blais 2004]. 
2 Le niveau de discrimination de l'item est sa puissance de faire la distinction entre les candidats les plus 
habiles et les moins habiles. Il est souvent calculé par la corrélation de Pearson entre les scores à l'item et 
les scores au test, appelée corrélation item-total. Si l'item est corrigé de manière dichotomique, celle-ci est 
appelée corrélation bisériale [Bertrand & Blais 2004]. 
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C'est pourquoi, afin de faire une analyse adéquate au test et remédier à tous les 
problèmes rencontrés lors de la théorie classique de l'item, les chercheurs ont créé une 
nouvelle théorie appelée la Théorie des Réponses aux Items (TRI). 
2.2. Généralités 
La théorie des réponses aux items a vu le jour grâce aux différents travaux faits 
par plusieurs chercheurs au cours de ces cinq dernières décennies. Notamment Lawley, 
Lord, Birnbaum, Rasch, Wright et plusieurs autres [Hambleton & Swaminathan 1985]. 
Cette théorie est conçue afin de régler les faiblesses de la théorie classique de 
l'item. Ainsi, au lieu de s'intéresser au test au complet et aux scores obtenus dans ce 
dernier pour en faire une analyse, la théorie des réponses aux items prend en 
considération l'item et plus précisément la réponse à l'item, comme son nom l'indique. 
D'après [Lord & Novick 1968], la performance d'un candidat dans un test 
dépend directement de son niveau d'habileté [Frederiksen et al. 1993]. C'est la raison 
pour laquelle un modèle des réponses aux items est conçu, il détermine une relation 
entre le niveau de compétence d'un candidat et sa réponse à l'item. C'est un modèle 
mathématique capable de déterminer la probabilité qu'un candidat donné réponde 
correctement à un item donné, soit une fonction de son niveau de compétence et les 
caractéristiques de l'item [Frederiksen et al. 1993]. Il est appelé généralement la 
fonction caractéristique de l'item ou Courbe Caractéristique de l'Item (CCI), sur 
laquelle est fondée la théorie des réponses aux items . 
. Cette théorie a pour avantages [Hambleton & Swaminathan 1985] : 
(a) Une estimation du niveau d'habileté du candidat indépendamment du choix 
des items du test. (b) Une estimation des paramètres d'un item indépendamment du 
groupe des candidats passant le test. (c) Une précision dans l'estimation du niveau 
d'habileté qui diffère selon le niveau d'habileté. Ainsi, elle a fait en sorte de résoudre 
plusieurs problèmes dont les solutions étaient difficiles à trouver par la théorie classique 
de l'item. C'est pourquoi plusieurs chercheurs l'ont considérée comme un terrain fertile 
pour des nouvelles applications, notamment: 
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• Le test adaptatif[Lord 1980; Weiss 1984], en sélectionnant le meilleur item à 
administrer au candidat selon la quantité d'informations fournie par différents 
items, et en estimant son niveau d'habileté provisoire selon la réponse du 
candidat à l'item. 
• L'évaluation à large échelle en éducation [Bock et al. 1982; Choppin 1976; 
Messick et al. 1983], en mesurant la compétence d'une population au lieu de 
celle d'une personne afin d'évaluer un programme ou les tendances d'un 
formateur. 
Remarque: Nous ne parlons ici que du modèle dit unidimensionnel, celui avec 
un seul paramètre d'habileté, soit le niveau d'habileté. 
2.3. Courbe caractéristique de l'item 
C'est une fonction mathématique qui relie le niveau d'habileté d'un candidat, 
mesuré lors d'un test, avec la probabilité que ce candidat répond correctement à un item 
du test. De façon plus simple, c'est une fonction régressive non linéaire de la 
performance (réussite de l'item) dans différents niveaux d'habileté mesurés par le test 
[Hambleton & Swaminathan 1985]. Le niveau d'habileté est souvent représenté par la 
lettre grecque 8. Il est supposé être distribué de façon normale au sein de la population, 
ainsi il est définit entre -00 et +00. 
D'après [Bertrand & Blais 04], la CCI prend souvent la forme d'un « S», et cela 
apparaît évident dans la figure 2.1 où la représentation des proportions de réussite d'un 
item donné, retrouvées à partir des scores totaux centrés (moyen=O) et réduits (écart-
type=l) d'un test de mathématique, a la forme d'un «S». Ainsi on constate que, par 
exemple, 40% des candidats dont le score est de l'ordre de z = -1 ont répondu 
correctement à cet item. Alors que ceux dont le score est z = 1, environ 80% d'eux ont 
donné une bonne réponse à ce même item. 
Figure 2.1 : Proportions de réussite d'un item calculées à partir des scores totaux 
centrés et réduits d'un test de mathématique [Bertrand & Blais 2004] 
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Ainsi Lord en 1952 a proposé un modèle qui illustre bien la forme de « S », le 
modèle de l'ogive normale dont la formule algébrique est la suivante: 
la probabilité qu'un 
donné, avec un mveau d'habileté () 
correctement à un item i. 
candidat 
réponde 
a; et hi sont les paramètres qui caractérisent l'item i. 
z représente la déviation d'une distribution normale avec 
une moyenne de hi e(une déviation standard de 11 G.. 
(Formule 2.1) 
Bimbaum (1957) a simplifié cette formule par un modèle logistique dont la 
formule est la suivante: 
1 
1 + e- Da ,(8-b;) 
D est une constante qui est égale à l.7 afin de se 
rapprocher du modèle de l'ogive normale. 
ai est le paramètre de discrimination de l'item. 
bi est le paramètre de difficulté de l'item. 
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(Formule 2.2) 
Le choix de D=i.7 est pris de sorte que la différence entre les valeurs, de ~((}) 
dans le modèle de l'ogive normal et celles obtenues par le modèle logistique, soit de 
moins de 1 % pour tous les valeurs de e [Hambleton & Swaminathan, 1985]. 
Ce modèle logistique a donné naissance à trois modèles principaux selon le 
nombre de paramètres de l'item utilisés. 
2.3.1. Modèle logistique à un paramètre 
Rasch a travaillé séparément [Rasch, 1966], indépendamment des autres modèles 
de la théorie des réponses aux items, et il a conçu un nouveau modèle qui est considéré 
par la suite comme un cas particulier de celui de Birnbaum. Ce modèle prend en 
considération un seul paramètre de l'item, celui de difficulté, ainsi tous les items ont une 
puissance de discrimination égale et minimale. 
L'équation d'un modèle logistique à un paramètre pour la CCI est la suivante: 
P(B)- 1 
i - 1 + e -D(8-b;) 
(Formule 2.3) 
D=1.7 
bi est le paramètre de difficulté de l'item. 
On constate que le paramètre de discrimination de l'item a, =1. 
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Il existe d'autres modèles logistiques à un paramètre dont le paramètre de 
discrimination est constant mais différent de 1, alors que le plus utilisé c'est celui décrit 
précédemment qui est appelé fréquemment modèle de Rasch. 
Points d'inflexions 
-3 -2 -t 0 1 2 3 
Figure 2.2: CCI de trois items selon le modèle à un paramètre, avec b1=-1, b2=0 et b3=1 
[URL2] 
Dans la CCI de ce modèle, le paramètre de difficulté est représenté par la valeur 
du niveau d'habileté au point d'inflexion de la courbe. 
La figure 2.2 représente la CCI de trois différents items, on constate que la pente 
des trois courbes reste la même, et plus l'item devient difficile plus la probabilité de 
réussir l'item diminue. Ainsi plus bi augmente plus la courbe évaoue à droite. 
Cette courbe peut être interprétée d'une autre manière: c'est la représentation 
d'un ensemble d'items possédants le même paramètre de difficulté, peB) est la portion 
d'items réussis par un candidat dont le niveau d'habileté estB. 
Dans plusieurs applications de la TRI, le modèle à un seul paramètre reste très 
limité puisque il ne prend pas en considération les courbes avec différentes pentes, d'où 
la nécessité d'ajouter un autre paramètre, celui de discrimination [Wainer 2000]. 
2.3.2. Modèle à deux paramètres 
Le modèle de Bimbaum déjà cité précédemment représente le modèle à deux 
paramètres. Il prend en considération le paramètre de difficulté de l'item et celui de 




-3 -1 o 2 3 () 
Figure 2.3 : CCI de trois items selon le modèle à deux paramètres avec b4=bs=b6=0, 
~=0.5, as=1 et a.=2 [URL2]. 
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Nous constatons que plus le paramètre de discrimination augmente, plus la pente 
de la CCI devient grande aux environs du point d'inflexion. Ainsi, l'item 6 est plus 
discriminatoire que l'item 4, puisque la différen~e entre P6(l) et P6(-1) est largement 
supérieure par rapport à celle de P4{l) et P4(-1). 
Dans ces deux derniers modèles, l'asymptote inférieure des CCI tend toujours 
vers 0, ce qui signifie qu'avec un niveau d'habileté faible, le candidat n'a aucune chance 
de réussir l'item. Ce qui n'est pas toujours le cas, car dans un questionnaire à choix 
multiples, le candidat a une chance de répondre correctement à l'item, même s'il a un 
niveau d'habileté faible. Ainsi, [Lord 1974] a ajouté un troisième paramètre qui définit 
la probabilité minimale avec laquelle un candidat réussit l'item. 
2.3.3. Modèle à trois paramètres 
En prenant en considération le fait qu'un candidat avec un niveau d'habileté 
faible peut réussir l'item, un nouveau paramètre s'ajoutera aux deux premiers, le 
paramètre c de pseudo chance, ainsi l'équation de ce modèle prend la forme suivante: 
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1- c· P(B) = c. + 1 
1 1 1 + e Da;((}-b;) (Fonnule 2.4) 
i D=1.7 
ai est le paramètre de discrimination de l'item. 
hi est le paramètre de difficulté de l'item 
Ct est le paramètre de pseudo chance de l'item. 
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Figure 2.4 : CCI de trois items selon le modèle à trois paramètres (a=l, b=O et D=I.7). 
[Raîche 2000] 
Remarque : dans le modèle à un seul paramètre comme dans le modèle à deux 
paramètres, le point d'inflexion de la CCI i a pour coordonnées [hi, 0.5]. Alors que dans 
le modèle à trois paramètres, l'abscisse reste le même, hi le paramètre de difficulté de 
l'item, et l'ordonné devient (l+cj)/2. 
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Les trois modèles de la théorie des réponses aux items représentent, via la CCI, la 
relation qui existe entre le niveau d'habileté d'un candidat et les paramètres de l'item, 
tout en supposant que ces deux facteurs sont déjà connus, alors que ce n'est pas toujours 
le cas. Ainsi plusieurs techniques ont été utilisées afin d'en faire une estimation plus 
adéquate. Nous allons citer ci-dessous celles les plus connues. 
2.4. Estimation du niveau d'habileté 
Dans ce qui suit, nous supposons que les paramètres de l'item sont déjà connus, 
et nous désirons estimer le niveau d'habileté pour un candidat donné. Plusieurs 
méthodes ont été utilisées jusqu'à présent, parmi lesquelles nous citons quelques unes. 
2-.4.1. Méthode de vraisemblance maximale 
D'après [Hambleton & Swaminathan 1985] et [Bertrand & Blais 2004], 
peU; / B) est la probabilité qu'un candidat de niveau d'habileté B réponde à un item i par 
une réponse Ui. Dans notre cas celle-ci est binomiale, c'est-à-dire U/=O si la réponse est 
fausse et U FI sinon. 
Ainsi la probabilité qu'un individu de niveau d'habileté ttéponde à n items par 
Ul , U2, ••• ,Un selon le principe de l'indépendance locale est: 
n 
P(Up U2""Un / B) = Il p;u, QI-U, . 
;=1 
Une fois que le candidat réponde à ces items par les valeurs u" U2, ••• , Un; une 
nouvelle fonction est obtenue, on la nomme, fonction de vraisemblance. Elle est définie 
comme suit : 
n 
L(up u2""Un / B) = Il p;u'Q/-u, . 
;=1 
Ainsi chercher une bonne estimation de B revient à trouver sa valeUr pour 
laquelle la fonction de vraisemblance est maximale. Maximiser L revient à maximiser 
son logarithme naturel, c'est à dire, : 
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n 
lnL(up u2 ,···un / e) = ~)Uj lnp; + (1- u;)ln(1- P;)]. 
j;l 
, alnL Nous cherchons alors la valeur de e ou --= O. Afin de résoudre cette 
ae 
équation, nous utilisons la procédure de Newton-Raphson qui est la plus utilisée dans ce 
cas ci. Cette procédure est définit comme suit: 
Nous supposons que nous cherchons x tel que f(x) = 0 (voir la figure 2.5)3. Xo en 
est une solution approximative. x j est une solution plus précise tel que x j = Xo - h, avec 
h = f(x o) , tan 0. est la pente de la fonctionf(x) au point xo, tan 0. = f'(xo) la dérivé de 
tan a 
1 fi · . A·· h f(xo)· a onctIOn au pomt Xo. ms! = . f'(xo) 
De même si Xm est une solution approximative à la m-ième itération, une solution 
plus précise est donnée par x
m













------------------~-- - -- ------------------------------
,,/ Xj""'-""'xo 
__ .... .... h 
Figure 2.5 : Illustration de la méthode de Newton-Raphson. [Hambleton & 
Swaminathan 1985] 
3 La courbe représenté dans la figure 2.5 est celle d'une fonction convexe. Notons que la méthode de 
Newton-Raphson peut être aussi illustrée avec une fonction concave. 
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Ainsi l'estimation du maximum de vraisemblance il de B est obtenue lorsque la 
convergence entre Bm+1 et Bm prend place, avec 
Dans un modèle logistique à un paramètre cette formule devient: 
n 
r - LP,(Bm) 
B B __ ---'-';~=I----







Dans un modèle logistique à deux et trois paramètres, l'équation de 
. bl a ln L 0 ., d . , "1 diCo 1 . vrmsem ance -- = est expnmee e manIere genera e ans a lormu e SUIvante : 
aB 
La valeur de k; pour le modèle logistique à un, deux et 





La méthode de vraisemblance maximale donne de bons résultats sur un modèle 
logistique à un paramètre avec un nombre d'items supérieur à vingt. Mais elle nécessite 
un grand nombre d'items pour donner de bon résultat, pour les modèles à deux et trois 
paramètres. Par exemple, dans un modèle logistique à trois paramètres avec moins de 
vingt items, la fonction de vraisemblance possède plusieurs maximums. De plus, si un 
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A 
candidat répond correctement ou incorrectement à tous les items, B tend vers 
l'infini comme montré dans ce qui suit. 
Revenons à la formule 2.6 précédente. Comme le paramètre de discrimination a; 
est toujours positif, et P; - C; est aussi positif (c; est l'asymptote inférieure de Pi), alors k; 
est toujours positif dans un modèle logistique à trois paramètres. Ainsi, si un candidat 
. répond incorrectement à tous les items, la formule 2.6 devient: 
n 
LkJ~~ = 0 
;=\ 
Puisque k; est positif et P; est la probabilité d'avoir une bonne réponse à l'item i, 
alors cette équation n'est satisfaite que si B = -00. De même si un candidat répond 
correctement à tous les items, l'équation de vraisemblance devient: 
n n L k; = L k, P; est satisfaite seulement pour B = +00. 
;=1 ;=\ 
Comme nous avons vu, la méthode de vraisemblance maximale connaît 
beaucoup de problèmes. Pour y remédier, la méthode bayesienne de Maximisation À 
Posteriori (MAP) a été suggérée. 
2.4.2. La méthode bayesienne de maximisation à 
posteriori (MAP) 
Elle se base sur le théorème de Bayes, à partir duquel nous retrouvons la formule 
suivante: 
Avec Ba est le niveau d'habileté d'un candidat a et u est l'ensemble de ses 
réponses. 
Puisque peu) est constant, cette dernière formule sera écrite d'une autre 
manière, appelée formule de probabilité à posteriori: 
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f(Balu) est la fonction de probabilité à posteriori. (Fonnule 2.7) 
L(uIBa) est la fonction de vraisemblance. 
f(Ba) est la fonction de probabilité à priori. 
D'après [Hambleton & Swaminathan, 1985], f(BJ est presque équivalente à 
exp(- rzBa2). 
De la même manière que dans l'estimation du maximum de vraisemblance, 
estimer B revient à trouver sa valeur pour un f(Balu) maximal, tout en utilisant la 
procédure de Newton- Raphson. 
L'avantage de cette méthode est qu'elle pennet l'estimation du niveau d'habileté 
pour un score parfait de 0 ou de 1, voir [Hambleton & Swaminathan, 1985]. Mais 
puisque la procédure de calcul reste la même que celle utilisée dans la méthode de 
maximum de vraisemblance, la plupart des limites de cette dernière sont transférées à la 
méthode bayesienne de maximisation à posteriori. Ainsi pour un modèle à trois 
paramètres, il est nécessaire d'avoir un grand nombre d'items. Si ce dernier est inférieur 
à 20, il est fort probable de retrouver plus qu'un maximum, la solution de l'estimation 
du niveau d'habileté n'est plus alors unique [Raîche 2000]. 
2.4.3. Méthode de l'espérance à posteriori (EAP) 
La méthode baye sienne de maximisation à posteriori a été améliorée en utilisant 
1'espérance mathématique moyenne sur une distribution à priori obtenue à· partir des 
données [Raîche 2000]. L'estimation du niveau d'habileté obtenu par la méthode de 
l'espérance à posteriori est : 
k 
LBjL(ul'u2 ,···,un 1 B)f(B) 
E(B 1 UI'U2 ,···,UJ = -,--j=-:-~--------­
LL(ul'u2 ,···,un 1 B)f(Bj) j=1 
Bj est un des k points de quadrature. 
f(f!j) est le poids de quadrature associé à Bj' c'est la 
densité à priori. 
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(Formule 2.8) 
Et l'erreur type SEAP de l'estimation du niveau d'habileté par la méthode de 
l'Espérance À Posteriori est le suivant: 
k 1/2 
L(Bj - E(B))2 L(up u2, ... ,un 1 B)f(Bj) 
SEAP(B 1 U1,U2, ... ,uJ = -'--j-=1-----:-k ----------
LL(UI ,U2,···,un 1 B)f(Bj) j=1 
Selon [Ayala 1995], pour retrouver f(f!j), nous divisons l'intervalle de 
propagation de B (exemple -4 à 4) en k points équidistants (ces points sont les Bj' point 
de quadrature) , puis nous calculons la probabilité de densité selon la loi de distribution 
normale pour chaque point Bj' et nous la multiplions par la différence entre deux point 
de quadrature consécutifs (Bj - Bj_1 ), nous obtenons ainsi le poids de quadrature f(f!j), 
k . 
tout en tenant compte du fait que L f (Bj) = 1 . 
j=1 
Cette technique a beaucoup d'avantages, notamment le calcul est facile, puisque 
les itérations ne sont plus utilisées. Elle donne aussi de bons résultats même avec un 
nombre petit d'items et même si les réponses sont toutes correctes ou incorrectes, ainsi· 
l'estimateur du niveau d'habileté est plus efficace. C'est la raison pour laquelle cette 
méthode est la plus recommandée dans un test adaptatif. 
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2.5. Estimation des paramètres de l'item 
Après avoir estimé le niveau d'habileté, tout en considérant les paramètres de 
l'item connus. Supposons maintenant que ces derniers sont inconnus et que nous 
cherchons à faire une estimation de leurs valeurs. L'une des méthodes utilisée est 
l'estimation de vraisemblance marginale maximale. 
2.5.1. L'estimation de vraisemblance marginale maximale 
(MML) 
D'après ce qu'on a vu précédemment, la probabilité pour qu'un candidat 
, 
obtienne un vecteur de réponses U est: 
n 
peU / 0) = TI p;U, Qi l-U, . 
i=1 
Ainsi pour une population de candidats avec une distribution continue des 
niveaux d'habileté g(O) , cette équation devient: 
+co n 
peU / 0) = fTI p;U, Q/-U' g(o}io = 1ru 
-00 1=1 
Puisque pour n items binaires il existe 2n patrons de réponses, et SIon suppose 
que ru est le nombre de candidats dont le patron de réponses est u, alors la fonction de 
vraisemblance prend la forme suivante: 
2" 2" 
L oc TI 1rur. => lnL = k + <Lln1ru k est une constante. 
D'où l'estimateur de vraisemblance marginale maximale des paramètres d'un 
item i est obtenu en résolvant l'équation suivante: 
BlnL = 0 
BrjJ Où 
Avec ai est le paramètre de discrimination, b i est le paramètre de difficulté et Ci 
est celui de pseudo-chance. 
Cette équation est résolue de la même manière que l'estimateur du nIveau 
d'habileté par la méthode de vraisemblance maximale. C'est-à-dire par la procédure de 
Newton-Raphson. Pour en savoir plus, voir [Bock & Aikin 1981]. 
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D'autres techniques sont utilisées pour estimer les paramètres de l'item, 
notamment celle du maximum de vraisemblance conditionnelle (Conditional Maximum 
Likelihood, CML), mais cette dernière n'est utilisée qu'avec un modèle à un seul 
paramètre. Ainsi la procédure de MML reste la plus utilisée, et la plus efficace pour un 
modèle à trois paramètres. On la retrouve dans plusieurs logiciels de l'estimation des 
paramètres de l'item comme: TESTFACT; BILOG-MG, MULTILOG et PARS CALE 
développés par SSI (Scientific Software International) [URL3], des outils d'analyse pour 
différent type de tests et d'items, ainsi que PRAM-3PL (voir la section 5.3.1). 
Dans un test adaptatif, en plus de connaître les paramètres de l'item, il est 
primordial de savoir comment choisir l'item adéquat à présenter au candidat. De même, 
il faut connaître la précision avec laquelle le niveau d'habileté est estimé. Ainsi il est 
nécessaire d'ajouter une nouvelle notion: lafonction d'information. 
2.6. Erreur type et fonction d'information d'item et de 
test 
Cette fonction est particl,llièrement utile pour la construction et la comparaison 
des tests, ainsi que la sélection d'un item à présenter au candidat lors d'un test adaptatif. 
Elle est déduite à partir de l'estimateur du maximum de vraisemblance (). (le niveau 
d'habileté estimé du candidat) de () (le niveau d'habileté réel du candidat) qu'on a vu 
précédemment (voir la section 2.4.1). La distribution de l'estimateur est supposée 
normale asymptotiquement, avec une moyenne de () et un écart type de cr( ÔI(}) appelé 
aussi erreur type ou précision. Ainsi, la fonction d'information pour le niveau d'habileté 
() est définie par : 
Autrement, cette fonction est maximale au voisinage d'un niveau d'habileté () si 
et seulement si la différence entre ce dernier et celui estimé () est minimale, soit l'erreur 
type est petite et l'habileté () est connue de manière plus précise. 
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Cette formule est traduite par Lord (1980), pour un item i, avec un mveau 
d'habileté fixe 0 , en une fonction de la pente p;,(O) de la courbe caractéristique de l'item 
(CCI) à 0: 
p;,(O) est la dérivée première de P; (0). 
Dans un modèle à trois paramètres cette dernière équation devient: 
(Formule 2.9) 
o est le niveau d'habileté estimé. 
ai est le paramètre de discrimination de l'item. 
Ci est le paramètre de pseudo chance de l'item. 
p;(0) est la probabilité de réussite de l'item, indiqué dans 
la formule 2.4 
Ainsi plus l'item est discriminatoire, plus sa fonction d'information augmente. Et 
plus la valeur de son paramètre de pseudo chance diminue, elle devient de plus en plus 
grande. 
Pour un test à n items, avec 0 toujours fixe, la fonction d'information prend la 
forme suivante: 
Or nous savons que dans la CCI, la pente est maximale au point d'inflexion dont 
les coordonnés sont: (bi, (1 +ci)/2), par conséquent la fonction d'information d'un item 
est maximale au voisinage de bi, c'est-à-dire au point: 
De plus (Lord, 1980) a montré que le maximum de la fonction de l'information 
d'un item i dans un modèle à trois paramètres est le suivant: 
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Cette dernière devient I;(e)max = + pour un modèle à deux paramètres, et 
une constante de valeur I;(e)max = ~2 pour un modèle à un seul paramètre [Bertrand & 
Blais 2004]. 
Cette fonction est beaucoup utilisée dans un test adaptatif, notamment lors de la 
procédure de la sélection de l'item (nous l'expliquons en détail dans le chapitre 3). 
2.7. Autres modèles 
Dans tout ce qui est cité auparavant, nous ne tenons compte que des modèles 
dichotomiques (deux sorte de réponse, 1 pour une bonne réponse et 0 pour une mauvaise 
réponse) et unidimensionnels (un seul niveau d'habileté). Alors qu'ils en existent 
d'autres, notamment les modèles polytomiques qui prennent en considération les 
différentes options de réponses des items comme les tests à choix multiple4, et Les 
modèles multidimensionnels en optant pour plusieurs niveaux d'habileté. 
2.7.1. Modèle polytomique 
Dans les modèles à un, deux et trois paramètres que nous avons vu 
précédemment; la réponse à l'item prend deux sortes de valeurs fixes: soit 1 pour une 
bonne réponse, soit 0 pour une mauvaise réponse. Alors que parfois il est nécessaire 
d'étudier le cas d'un test dont les réponses aux items prennent plusieurs options. C'est 
ce qu'ont fait plusieurs chercheurs, en créant ainsi différents modèles polytomiques. 
Citons par exemple: 
• Le modèle nominal de Bock (1972) qui prend en considération la réponse à 
choix multiples dont les différentes options constituent une échelle nominale. 
Dans ce modèle, une courbe caractéristique est produite pour chaque option, 
4 Les tests à choix multiple sont des tests dont les items possèdent plusieurs types de réponses 
dépendamment de la performance du candidat à l'item. 
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permettant ainsi d'analyser le comportement de chaque choix de réponse 
[Bertrand & Blais 2004]. 
• Le modèle gradué de Samejima (1969) : c'est une généralisation du modèle 
dichotomique à deux paramètres (section 2.3), tout en prenant en 
considération pour un item donné, un seul paramètre de discrimination, et 
plusieurs paramètres de difficulté selon le nombre de choix de réponses 
[Bertrand & Blais 2004]. 
• Le modèle d'échelle d'évaluation (rating scale) d'Andrich (1978), idéalpour 
traiter les échelles de type Likert5. il peut être considéré comme un cas 
général du modèle dichotomique à un seul paramètre (voir la section 2.3), où 
chaque item possède plusieurs paramètres de difficulté, variant selon le 
nombre des options de ses réponses [Andrich 1978]. 
• Modèle à crédit partiel de Masters (1982) : il est aussi membre de la famille 
des modèles dichotomiques à un seul paramètre, comme celui cité ci-dessus. 
Sauf qu'ici les réponses de l'item ont des valeurs qui croissent selon leur 
exactitude [Bertrand & Blais 2004]. Une extension de ce dernier est faite par 
Muraki (1992), c'est le modèle à crédit partiel généralisé [Van Rijn et al. 
2002]. 
2.7.2. Modèle multidimensionnel 
Parfois il est nécessaire d'évaluer plusieurs niveaux d'habileté d'un candidat. Par 
exemple dans le cas d'un test de mathématique dont les items sont des problèmes sous 
forme d'un récit écrit, le candidat est évalué dans sa compétence en mathématique et son 
niveau vocabulaire. D'où l'utilité de considérer un modèle avec différentes 
compétences. C'est le modèle multidimensionnel. Il est défini, par Reckase (1997), 
comme une généralisation du modèle unidimensionnel à trois paramètres, tout en 
considérant le paramètre de difficulté et celui de pseudo-chance comme ceux de l'item. 
Alors que celui de discrimination est propre à chaque compétence [Marvelde et al. 
2006]. 
5 Échelle de Likert est un questionnaire psychologique en 5 ou 7 niveaux pour exprimer le degré de 
satisfaction. 
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Un autre modèle multidimensionnel est proposé par Embreston (1985), qui est 
considéré comme une généralisation du modèle unidimensionnel à un seul paramètre, 
appelé modèle de trait latent à plusieurs composantes' (multicomponent latent trait 
mode!) ML TM. Dans un tel modèle on suppose que la réussite d'un candidat à une tâche 
donnée (item total) dépend de la difficulté des différentes composantes de cette tâche 
ainsi qué de l'habileté du candidat à résoudre chacune des composantes de la tâche. Un 
exemple est l'item à deux composantes suivant: 
Chat: Tigre: Chien: ____ _ 
a) Lion b) Loup c) Aboiement d) Chiot e) Cheval 
La première composante est d'indiquer la règle sous-jacente à l'appariement des 
animaux cités. La deuxième composante est de compléter l'item d'analogie, une fois la 
règle connue. Chacune de ces deux composantes devrait normalement être réussies pour 
que l'item total le soit. 
Contrairement au modèle précédent, chaque item possède autant de paramètres 
de difficulté que ses composantes [Bertrand & Blais 2004]. 
L'application d'un tel modèle dans les tests est souvent limitée par des problèmes 
statistiques rencontrés lors de son analyse, et les difficultés de l'interprétation de ses 
paramètres [Raymond et al. 1997]. 
2.8. Conclusion 
, Les modèles cités précédemment sont tous capables de nous élaborer un test 
adaptatif. Mais nous nous sommes surtout attardés sur le modèle dichotomique 
unidimensionnel car c'est celui qui nous intéresse ici. Ainsi, nous constatons que le 
point fort de cette théorie est la fonction caractéristique de l'item. Cette dernière définit 
une relation entre la probabilité qu'un candidat réussisse un item et ses paramètres. Elle 
est la base de toutes autres formules de là théorie des réponses aux items, notamment 
celle qui donne une estimation du niveau d'habileté du candidat, de son erreur type ainsi 
que la fonction d'information de l'item. Ces trois notions, comme nous verrons plus 
tard, sont la base même d'un test adaptatif par ordinateur utilisant la théorie des réponses 
aux items. 
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Chapitre 3 : Test Adaptatif par Ordinateur (TAO) 
Comme son nom le décrit, un test adaptatif est un test adapté au candidat selon 
son niveau d'habileté. D'après [Salcedo et al. 2005] « l'idée de base d'un test adaptatif 
c'est d'imiter de façon judicieuse le comportement d'un examinateur ». Ainsi, une fois 
qu'un candidat répond correctement à un item (une question), une autre plus difficile lui 
sera présentée. Si le candidat échoue, c'est celle qui est la moins difficile qui lui sera 
présentée. Par conséquent, un candidat ne peut être évalué, comme dans un test 
ordinaire, par le nombre des réponses correctes; mais c'est une estimation de son niveau 
d'habileté qui va être retenue à la fin du test. 
Dans un test papier-crayon traditionnel, tous les candidats doivent répondre aux 
même nombre d'items. Alors que dans au test adaptatif, chacun d'eux reçoit un test 
différent, de longueur inégale avec un nombre d'items différent. Ainsi le test devient 
plus court, avec une estimation efficace du niveau d'habileté du candidat, et un résultat 
immédiat [Meijer & Nering 1999]. 
Les premiers principes du test adaptatif sont utilisés dans un test qui calcule 
l'âge mental de l'enfant en 1990, appelé le test d'intelligence de Binet [Raîche 2000]. 
Dans ce dernier, le rôle de l'ordinateur est joué par un administrateur qui choisit les 
items à présenter à l'enfant dépendamment de sa réponse. Avec l'apparition de la TRI 
(Théorie des Réponses aux Item) vers les années 70, qui est devenue la base 
mathématique des tests adaptatifs, et l'apparition de l'ordinateur qui a facilité les 
calculs; plusieurs travaux et applications ont été développés dans ce domaine. Il est 
même resté à nos jours, un terrain fertile pour d'autres recherches. 
Comme nous avons vu précédemment, la TRI était le fondement même d'un 
TAO et la seule technique qui était utilisée dans ce domaine. Avec l'apparition des 
systèmes tutoriels intelligents, dont la modélisation de l'étudiant est considérée comme 
une de ses principales composantes, plusieurs approches ont vu le jour, notamment, 
l'approche de modélisation Bayesienne qui est devenue de plus en plus utilisée pour 
modéliser l'habileté d'un candidat en se basant sur les réponses de ce dernier aux items 
dans un test. Cette méthode est fondée spécialement sur les réseaux Bayesiens, puisque 
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un graphe Bayesien est construit afin de modéliser le niveau d'habileté du candidat. 
Plusieurs chercheurs ont développé cette technique et ils y ont trouvé de bons résultats. 
Notamment Millàn [Millàn & Pérez-de-Ia-Cruz 2002], Vomi el [Vomlel 2004] et 
Desmarais [Desmarais & Pu 2005] avec son modèle POKS. 
Dans ce chapitre, nous allons voir ces deux différentes techniques, en insistant 
sur le TAO avec la TRI, ainsi nous expliquons toutes les étapes nécessaires pour une 
construction efficace de ce dernier. Notamment, la banque d'items, les règles de calculs 
basées sur la TRI et finalement son processus de déroulement. 
3.1. Test adaptatif par ordinateur basé sur une 
modélisation Bayesienne. 
Avant de retourner au TAO avec la TRI, nous décrivons ICI l'apport d'une 
modélisation Bayesienne dans un test adaptatif par ordinateur. 
Au début du 21ème siècle, plusieurs chercheurs ont introduit l'approche 
Bayésienne dans le domaine de la modélisation et de l'évaluation de l'étudiant. Ainsi un 
TAO est créé à partir d'une fonction de probabilité calculée pour un événement donné, 
en utilisant des informations tirées des occurrences d'un ou plusieurs tests passés 
précédemment. C'est la probabilité conditionnelle qu'un candidat réponde correctement 
à un item étant donné les réponses aux items précédents, en utilisant des échantillons 
contenant ces mêmes patrons de réponses. Or dans le cas où les réponses sont 
dichotomiques, retrouver cette probabilité exige le calcul de 2k probabilités 
conditionnelles, où k est le nombre des items posés précédemment. Ainsi avec le nombre 
des items qui augmente au cours du test, les probabilités conditionnelles augmentent de 
manière exponentielle. Afin d'éviter ce problème, seules les probabilités conditionnelles 
pertinentes sont retenues. 
Plusieurs chercheurs ont proposé d'utiliser ce modèle dans le test adaptatif. 
Notamment [Collins et al. 1996] qui a montré son utilité pour propager une 
connaissance le long d'une hiérarchie granulée faite sur des cours, et construire ainsi un 
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test adaptatif par ordinateur capable de mesurer plusieurs traits latents. La structure du 
réseau Bayésien est décrite ci-dessous. 
3.1.1. La structure d'un réseau Bayésien 
Un réseau Bayésien est un graphe hiérarchique où les nœuds représentent des 
variables et les arcs sont des probabilités de dépendances entres ces variables. Ainsi si 
{X"X2 , ••• ,XJ est l'ensemble de variables du réseau et pa(X;) représente l'ensemble 
des parents de Xi pour chaque i, {P(Xi / pa(X.»,i = 1, ... ,n} est la distribution des 
probabilités conditionnelles pour chaque variable étant donné la valeur de ses parents. 
La probabilité de l'ensemble dù réseau en supposant que chaque variable (nœud), étant 
donné ses parents, est indépendante des autres variables sauf de ses descendants. Elle est 
définit par :, 
n 
P(Xp ... ,XJ = ITp(X;/ pa(XJ) 
;=1 (Formule 3.1) 
Dans un modèle de l'étudiant, les variables peuvent être des règles, concepts, 
problèmes, habiletés, etc. indépendamment du domaine. Alors que les relations ont la 
forme de «partie de » ou «prés-requis de» etc. Pour bien comprendre ce concept, nous 
prenons ici comme exemple le modèle Bayésien de l'étudiant proposé par Millan 
[Millàn 2002]. Dans ce dernier les variables sont soit des items, des concepts, des 
thèmes ou un sujet dont nous cherchons à évaluer la connaissance pour un étudiant 
donné; ainsi le sujet est composé d'un ensemble de thèmes avec leurs poids 
respectivement, et de même chaque thème est composé à son tour de plusieurs concepts 
et de leurs poids. Un poids mesure l'importance du concept (thème) dans le thème 
(sujet). Les items font partie des concepts et parfois même de plusieurs concepts. Les 
items et les concepts dans un sujet donné sont déterminés par l'expert du sujet. 
Un cas concret de ce modèle est montré dans l'exemple d'un cours d'anglais, qui 
est considéré comme sujet d'apprentissage. Le poids d'un concept (thème) est mesuré 
par le pourcentage du temps accordé à son apprentissage par rapport au temps global 
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alloué à son thème (sujet). Dans le tableau 3.1 nous trouvons une décomposition de ce 
sujet avec le temps attribué pour chaque partie, dans le tableau 3.2 la hiérarchie ainsi 
construite et dans la figure 3.1 le graphe qui en résulte. 
Tableau 3.1 : Une décomposition fictive du cours d'anglais 
Pronoms et possessifs 50 
Grammaire 5 Les adjectifs 70 
Les auxiliaires modaux 30 
Anglais 12 Vocabulaire 4 Prononciation 40 
Verbe irrégulier 80 
Compréhension orale 3 Compréhension orale 45 
et écrite Com réhension écrite 45 
Tableau 3.2 : Une hiérarchie du sujet l'Anglais 
C11 : Pronoms et possessifs 0.33 
Tl : Grammaire 0.41 C12 : Les adjectifs 0.46 
C13 : Les auxiliaires modaux 0.2 
S: Anglais T2 : Vocabulaire 0.33 C21 : Prononciation 0.33 
C22 : Verbe irrégulier 0.66 
T3 : Compréhension orale 0.25 C31 : Compréhension orale 0.5 
et écrite C32: Com nsion écrite 0.5 . 
Figure 3.1 : La structure d'un réseau Bayésien (Il, 12, ... , III sont des items) 
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L'évaluation d'un étudiant dans ce modèle-ci, se déroule de la manière suivante: 
à partir des réponses de l'étudiant aux items d'un ou de plusieurs concepts, on détermine 
son niveau de connaissance dans ces derniers. À l'aide des résultats trouvés, des 
probabilités seront propagées afin de déterminer le niveau atteint par l'étudiant dans 
chaque thème et par conséquent dans le sujet. 
3.1.2. Le déroulement d'un test adaptatif par ordinateur dans un 
réseau bayésien 
Ce qui nous intéresse ici c'est la partie inférieure de la hiérarchie (les concepts et 
les items) puisqu'on cherche à déterminer le taux de connaissance d'un étudiant pour un 
ou plusieurs concepts. 
Une fois le modèle construit, une estimation initiale des taux de connaissance de 
l'étudiant pour les concepts est faite. Cette estimation est soit déduite à partir de 
l'historique de l'étudiant, ou elle a une valeur de 0.5 pour chaque concept. Ainsi un item 
est sélectionné de l'hiérarchie afin de le présenter à l'étudiant. Cette sélection est faite 
selon différents critères, une description bien détaillée de cette section est faite dans 
l'article de [Van Der Linden 1998] et celui de Millan [Millàn 2002]. Une fois la réponse 
de l'étudiant à cet item connue, une mise àjour des probabilités des concepts est faite, et 
un autre item est sélectionné et présenté à l'étudiant. Ainsi de suite jusqu'à ce qu'un 
nombre fixe des items soit présenté à l'étudiant ou que tous les concepts sont évalués 
(un concept est évalué si il est diagnostiqué comme étant connu ou non connu). 
L'inconvénient avec cette méthode est qu'elle n'est pas tout à fait automatique, 
puisque elle nécessite tout le temps l'expertise d'un expert pour la construction du 
modèle. La rendre totalement automatique est très demandant coté données, puisque 
l'élaboration, par exemple, d'un petit modèle de dix nœuds exige l'analyse des données 
empiriques de milliers de cas [Desmarais et Pu 2005]. 
Un des modèles les plus connus est celui de [Vomlel 2004], ce dernier est 
construit à partir des données en utilisant un algorithme d'induction des réseaux 
Bayésiens appelé Hugin, ainsi que l'expertise de l'expert en catégorisant les items dans 
des concepts. Desmarais (1996) [Desmarais & Maluf 1996] a aussi créé un nouveau 
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modèle automatiquement construit à partir des données appelé POKS (Partial Order 
Knowledge Structure). Ce modèle est décrit ci-dessous. 
3.1.3. Le modèle POKS 
Il est basé sur la théorie de la structure des connaissances un formalisme de 
représentation de l'ordre dans lequel les unités de connaissance sont apprises 
[Desmarais & Maluf 1996]. Dans ce cas-ci les unités de connaissance sont des items, 
les liens existant entre les unités des connaissances sont définis par une relation A ~ B 
signifiant que si un étudiant connait correctement A, il connaitra nécessairement B. Idem 
s'il ne connait pas B il ne connaitra pas A. Cette relation est déduite à partir des analyses 
faites sur des tests antérieurs tout en leur appliquant les trois conditions suivantes: 
P{B/A)?pc (1) 
P(Aj"B)? Pc (2) 
P{B/A)*P{B) (3) 
Avec Pc est la probabilité conditionnelle minimale dans (1) et (2). 
La condition (1) correspond à la probabilité conditionnelle de réussir B, étant donné le 
succès de A, qui doit être supérieure à Pc. De même (2) correspond à la probabilité 
conditionnelle de ne pas réussir B, étant donné l'échec dans A, qui doit être aussi 
supérieure à Pc. Alors que la condition (3) montre qu'il y a une différence entre la 
probabilité conditionnelle et celle non conditionnelle. 
Une des caractéristiques de POKS est que les parents (Xpp ... ,XpJ de X sont 
indépendants entre eux : 
p(Xj Xpp ... XpJ= fI p(Xj XpJ 
;=1 
Cette technique permet l'induction des structures de connaissance à partir d'un petit 
nombre des cas de données empiriques, puisque l'analyse sera limitée à des relations 
binaires [Desmarais et Pu 2005]. 
Une comparaison faite entre cette technique et celle utilisant les réseaux 
Bayésiens par Desmarais dans [Desmarais & al. 2006] montre que ces deux approches 
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sont efficaces, mais que POKS reste la meilleure puisqu'elle affiche une forte puissance 
de prédiction, et un faible temps de réponse. Alors que la comparaison faite par le même 
chercheur [Desmarais & Pu 2005] entre POKS et le modèle à deux paramètres de la 
théorie des réponses aux items dans un TAO montre que les deux approches classent 
efficacement et rapidement les étudiants dans un sujet donné. 
3.2. Test adaptatif par ordinateur basé sur la théorie des 
réponses aux items. 
Tous les modèles que nous venons de voir ne sont pas incrémentaux, c'est-à-dire 
si nous voulons ajouter de nouveaux items il faut reconstruire le modèle. Alors que dans 
le TAO à base de la TRI, il suffit d'ajouter les items et ses paramètres dans la base 
d'items pour qu'ils soient pris en charge par le programme, une des raisons essentielles 
qui nous a poussés à le choisir dans notre test d'anglais adaptatif. 
Comme nous avons dit précédemment, c'est la théorie des réponses aux items 
qui était à l'origine d'un test adaptatif, elle reste à nos jours la plus efficace et la plus 
utilisée. Afin de mieux comprendre ce processus, nous décrivons ici les étapes 
nécessaires pour la construction et le déroulement d'un TAO, notamment le choix des 
items qui composent la banque d'items, l'utilisation des règles de calculs à base de la 
TRI afin d'estimer le niveau d'habileté du candidat et la détermination de l'algorithme 
de sélection de l'item le plus efficace possible. 
3.2.1. Banque d'items 
La première étape à faire dans un TAO est de construire une banque d'items 
adéquate, puisque la qualité des items rend meilleure la tâche de l'algorithme du test 
adaptatif. Ainsi un bon programme adaptatif ne fonctionne pas de manière efficace si la 
banque d'items n'est pas bien construite, telle celle avec un nombre très petit des items 
ou ceux de mauvaise qualité [Wainer 2000]. 
Une Banque d'items contient en général, le texte de l'item, ses différentes 
réponses, correctes et incorrectes, ainsi que les paramètres de l'item. Ces derniers sont 
33 
choisis selon le modèle utilisé, ainsi dans un modèle à trois paramètres, il faut intégrer le 
paramètre de difficulté, celui de discrimination et celui de pseudo-chance de chaque 
item dans la banque. Afin de construire une base ou banque d'items, il faut passer par les 
étapes suivantes: 
3.2.2. 
1. Choisir un ensemble d'items reliés à un sujet ou un thème bien défini, 
où le candidat va être évalué. 
2. Faire passer ce test, qui va être au départ un test papier-crayon, à un 
ensemble très grand de candidats, avec différents niveaux d'habileté. 
Les résultats obtenus seront collectés pour être ensuite analysés. 
3. Analyser les résultats, en utilisant la théorie des réponses aux items, et 
extraire les paramètres de difficulté, de discrimination et de pseudo-
chance de chaque item. Comme nous avons vu précédemment, plusieurs 
logiciels font cette analyse automatiquement, nous avons utilisé dans ce 
travailPARAM-3PL (voir la section 5.3.1). 
4. Nettoyer la banque d'items en éliminant ceux qui sont peu 
discriminatoires ou qui ont un facteur de pseudo chance très grand. 
Ainsi d'après [Wainer 2000], pour un modèle à trois paramètres, une 
bonne banque d'items doit être composée par des items avec des valeurs 
des paramètres de discrimination élevées (supérieures à 1), par ceux 
avec des paramètres de pseudo-chance très petits (inférieures à 0.2) et 
avec à peu près le même nombre d'items pour chaque niveau de 
difficulté. 
Déroulement d'un test adaptatif par ordinateur 
La façon la plus claire et la plus évidente pour décrire le déroulement d'un test 
adaptatif c'est à travers un algorithme. En général même un test papier-crayon dont le 
déroulement est simple peut être décrit par un algorithme qui n'apparaît pas dans le 
processus du test : 
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1. Répondre à la première question. 
2. Répondre à la question suivante. 
3. Répéter l'étape 2 jusqu'à ce qu'une réponse à la dernière 
question est donnée ou que le temps du test est écoulé. 
Or nous savons que dans un test adaptatif, nous cherchons à estimer le niveau 
d'habileté d'un candidat, tout en utilisant les réponses aux items précédentes. Et cela en 
lui présentant la question de difficulté proche de son niveau d'habileté. Ainsi 
l'algorithme du test adaptatif peut être décrit de la manière suivante: 
1. Une estimation initiale du niveau d' habileté du candidat 
précisera le premier item à présenter. C'est l'étape du départ. 
2. Une fois la réponse du candidat connue, une estimation de son 
niveau d'habileté est calculée. L'item dont la difficulté est au 
voisinage de ce niveau d'habileté est par la suite sélectionné de 
la banque d'items et présenté au candidat. C'est l'étape de la 
succession. 
3. L'étape 2 est répétée jusqu'à ce qu'un nombre bien défini des 
items est présenté au candidat, ou que la précision souhaitée du 
niveau d'habileté du candidat soit atteinte. C'est l'étape 
d'arrêt ou la règle d'arrêt. 




Estimation initiale du niveau d'habileté du candidat 
Sélection et présentation de l'item adéquat au candidat 
Observation et évaluation de la réponse à l'item 
Révision du niveau d'habileté du candidat 
Non Oui 
Figure 3.2 : Organigramme du processus du test adaptatif 
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Afin de bien comprendre ce processus, une description bien détaillée de ces trois 
étapes s'en suit. 
3.2.2.1. Étape du départ. 
La règle de base d'un test adaptatif est l'estimation du niveau d'habileté du 
candidat tout en utilisant les réponses de ce dernier aux items qui lui sont présentés. Le 
problème qui se pose ici est comment faire pour avoir une estimation initiale du niveau 
d'habileté du candidat au début du test, c'est-à-dire au moment ou aucun item n'est 
encore présenté à celui-ci et par conséquent aucune réponse n'est encore connue. 
Plusieurs solutions ont été adoptées jusqu'ici: 
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Généralement c'est à partir de l'information à priori des mveaux d'habileté 
qu'une estimation initiale de celui-ci, pour un candidat donné, est déduite. Ainsi selon 
Thissen et Mislevy [Wainer 2000] cette dernière peut être, soit la moyenne des 
estimations des niveaux d'habileté dans une population à qui appartient le candidat, soit 
retrouvée à partir de l'historique, du candidat tel les tests qu'il a déjà passés dans le 
même domaine, soit inspirée du profil du candidat. Enfin, La manière la plus simple 
d'estimer initialement la compétence d'un candidat, est de lui affecter la valeur de la 
moyenne des compétences des candidats ayant déjà passé le test, généralement c'est 0, 
ou parfois lui administrer un pré-test à partir duquel, son niveau d'habileté initiale est 
déduit. 
D'après Raîche [Bertrand & Blais 2004] la détermination de l'estimateur du 
niveau d'habileté préliminaire peut affecter l'estimateur final du niveau d'habileté si le 
nombre des items administrés est petit. Ainsi, un bon choix est primordial à cette étape, 
c'est-à-dire une solution qui donne une meilleure estimation initiale à la compétence du 
candidat et par la suite l'estimation finale de cette dernière sera rapide, précise et avec 
un petit nombre d'items. C'est pourquoi nous avons intégré dans notre travail le 
raisonnement à base de cas à cette étape. Ainsi, en se basant sur le profil du candidat, 
une recherche est faite dans la base des cas (constituée par les profils des candidats ayant 
déjà passé le test avec leurs niveaux d'habileté estimés) des profils qui se rapprochent le 
plus à celui du candidat, et la moyenne des compétences estimées pour ces profils est par 
la suite considérée comme une estimation initiale du niveau d'habileté du candidat. 
3.2.2.2. Étape de succession 
Une fois l'estimateur du niveau d'habileté connu, soit initial dans le cas du début 
du test ou calculé par la TRI dans le cas contraire, ainsi que la réponse du candidat; une 
sélection de l'item dont la difficulté est proche du niveau d'habileté du candidat est faite. 
Or dans la section 2.6, nous avons vu que la fonction d'information est maximal pour un 
item au voisinage de son paramètre de difficulté. Ainsi l'item sélectionné sera celui le 
plus informatif au voisinage du niveau d'habileté estimé, et dont le taux d'exposition6 
6 Le taux d'exposition est le nombre de fois qu'un item est administré sur le nombre total des candidats. 
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est minimal. Cet item sera par la suite l'item suivant à être présenté au candidat. Une 
explication bien détaillée de chaque partie de ce processus est étalée dans ce qui suit. 
Nous avons déjà expliqué dans le chapitre de la TRI, les différentes méthodes 
pour l'estimation du niveau d'habileté, donc ce qu'il nous reste à faire est de donner les 
différentes façons de la sélection de l'item et expliquer c'est quoi un taux d'exposition et 
la manière dont nous pouvons le minimiser. 
a) La sélection de l'item 
La sélection de l'item dans un TAO est une stratégie qui permet de sélectionner 
un item de manière adaptative étant donné le niveau d'habileté du candidat. Les deux 
approches les plus utilisées jusqu'à présent sont: l'approche de maximisation de 
l'information (maximum information) et la stratégie Bayesiénne de sélection de l'item 
(Bayesian item selection) [Meijer & Nering 1999] . 
• :. Stratégie de maximisation de l'information. 
~ 
Théoriquement comme nous cherchons à estimer le niveau d'habileté e d'un 
candidat, il faut sélectionner l'item qui minimise l'espérance de l'erreur-type de 
l'estimateur du niveau d'habileté, ce qui revient à choisir l'item qui maximise le mieux 
~ 
la fonction de l'information à e, compte tenu du fait que cette dernière est l'inverse de 
l'erreur-type, comme nous avons mentionné dans la définition de la fonction de 
l'information de l'item dans le chapitre précédent (voir la section 2.6). Ainsi il faut 
Où p;(Ô) est la probabilité qu'un candidat de niveau d'habileté Ô répond 
correctement à l'item i, p;{Ô) est la dérivée première de la fonction de probabilité. 
Selon Thissen et Mislevy [Wainer 2000], la façon la plus efficace pour 
implémenter cette approche est de construire au préalable une table (table 
d'informations) où pour chaque niveau d'habileté est associé un nombre déterminé 
d'items triés selon l'information qu'ils fournissent à ce niveau d'habileté. Cette 
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approche ne demande pas beaucoup de calcul, en outre elle permet l'obtention de 
meilleurs résultats. Cette méthode peut être simplifiée en choisissant comme prochain 
. item celui dont le paramètre de difficulté se rapproche le plus de l'estimateur du niveau 
d'habileté [Bertarand & Blais 2004]. 
.:. La stratégie Bayesiénne de sélection de l'item 
Cette stratégie est souvent connue sous le nom de la méthode Bayésienne de 
Owen, en se référant à son fondateur Owen(l969). Ce dernier a développé une formule 
qui calcule approximativement la moyenne à postériori de e et sa variance. après 
l'administration de n items. À partir de cette formule une fonction de sélection de l'item 
est développée qui permet de choisir l'item qui réduit maximalement la variance à 
postériori. Selon Raîche [Bertarand & Blais 2004], dans cette méthode une 
approximation de la loi normale par une loi logistique est fréquemment appliquée. Pour 
avoir plus de détails sur cette méthode voir [Van Der Linden 1998]. 
D'après Thissen et Mislevy [Wainer 2000], même si cette méthode possède des 
équations complexes, elle a l'avantage de diminuer le temps de calcul puisqu'on n'a plus 
recours aux itérations. Son inconvénient c'est que l'approximation de e dépend de 
l'ordre dans lequel les items son présentés, ce qui est contradictoire avec les principes de 
la TRI où l'estimation de e est indépendante de la manière dont les items sont 
administrés au candidat. C'est pour cette raison que la méthode Bayésienne de Owen est 
de moins en moins utilisée. 
Ces deux dernières méthodes font en sorte que le meilleur item soit présenté au 
candidat pour chaque étape du déroulement du test, ce qui revient à choisir souvent les 
items possédant des paramètres de discriminations élevés. En outre, un certain nombre 
d'items sont fréquemment sélectionnés alors que d'autres ne le seront jamais. Le test 
sera ainsi non fiable, puisque la connaissance d'un de ces items et par conséquence sa 
réponse, cause une mauvaise estimation du niveau d'habileté du candidat. C'est 
pourquoi l'intégration d'un mécanisme qui contrôle le taux d'exposition de l'item est 
primordiale dans cette étape. 
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b) Contrôle du taux d'exposition 
Plusieurs procédures ont été créées jusqu'ici pour satisfaire cette condition. Selon 
[Boyd 2003], elles peuvent être classées en deux catégories: des procédures de sélection 
aléatoire, et des procédures de sélection conditionnelle. Dans la première catégorie, 
après avoir sélectionné un nombre bien défini d'items avoisinants le niveau d'habileté 
estimé en maximisant la fonction d'information, un de ces items est choisi aléatoirement 
pour être administré par la suite au candidat. Malgré qu'elles soient simples à intégrer, 
ces procédures n'arrivent pas à atteindre un taux d'exposition maximal. 
Par contre, les procédures de sélection conditionnelle permettent d'atteindre un 
taux d'exposition maximal prédéfini auparavant à l'aide des paramètres de contrôle 
d'exposition alloués initialement aux items en utilisant des simulations; or ces dernières 
nécessitent des procédures et un temps de calcul respectivement complexes et long. Une 
des procédures de sélection conditionnelle la plus connue est celle de Sympson-Hetter 
(1985) et d'autres s'en suivent. 
La méthode de Sympson-Hetter utilise des paramètres de contrôle d'exposition 
de l'item pour contrôler, à l'aide des probabilités, les fréquences avec lesquelles les 
items sont administrés. Ces paramètres de contrôle sont obtenus à partir d'une série de 
simulations de tests adaptatifs administrés à une population donnée. 
Plusieurs chercheurs ont amélioré ces dernières techniques en utilisant les tests 
fantômes (shadow tests), notamment [Van der Linden & Reese 1998], [Li & Schafer 
2005] et plusieurs autres. Avec ces tests f~tômes, en plus d'atteindre le maximum du 
taux d'exposition, d'autres contraintes plus complexes sont satisfaites, elles peuvent 
êtres spécifiques aux caractéristiques de l'item (nombre de mots, nombre de 
réponses, ... etc.), ou conditionnées par les caractéristiques de la personne passant le test 
(sa culture, sa langue, son sexe, ... etc.) Raîche [Bertarand & Blais 2004]. 
En plus de ces deux catégories, d'autres procédures appelées de stratification ont 
été créées par [Chang & Ying 1999] où les items avec des petits paramètres de 
discrimination sont les premiers à être administrés, alors que ceux avec des paramètres 
de discrimination élevés sont les derniers à être présentés, là où l'exactitude du niveau 
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d'habileté est plus forte. Ainsi ce n'est pas juste les items les plus discriminatoires qui 
sont administrés, comme c'est le cas dans la plupart des tests adaptatifs, mais même les 
items avec des petits paramètres de discrimination auront la chance d'être alloués. Nous 
nous attardons un peu plus sur cette dernière catégorie car c'est celle-ci qui nous 
intéresse dans ce travail. 
c) Procédures de stratification 
La sélection de l'item par une maximisation de la fonction de l'information, fait 
en sorte que c'est les items avec des paramètres de discrimination élevés qui sont les 
plus sélectionnés. Chang [Chang & Ying, 1999] a proposé une méthode appelée test 
adaptatif par ordinateur a-stratifié. Dans cette approche les items sont stratifiés selon 
leur paramètre de discrimination a. Ainsi au début du test, se sont ceux avec de faibles 
as qui sont sélectionnés, et au fur et à mesure que le test avance c'est les items avec as 
de plus en plus élevés qui sont choisis. L'algorithme de cette méthode est donné ci-
dessous . 
• :. Algorithme: 
1. Partitionner la banque d'items en K niveaux selon le 
paramètre de discrimination a. 
2. Partitionner le test dont la longueur maximale est toujours 
prédéterminée, en K étapes. 
3. A la k-ème étape, sélectionner ~ items du niveau k en se 
basant sur la similarité de b (paramètre de difficulté) 
~ 
avec B (notant que ~ +n2 + ... +nK = longueur du test) 
4. Recommencer l'étape 3 pour k =1, 2, ... , K. 
Pour déterminer K, le nombre des niveaux, plusieurs facteurs doivent être pris en 
considération: le premier facteur est la variation des valeurs de a dans le niveau. Ainsi, 
dans une banque d'items composée par des questions dont les valeurs de a sont presque 
égales, l'effet de stratification est minimisé, et par la suite le nombre des niveaux exigés 
est petit. Alors que dans une banque d'items composée par des questions dont les 
valeurs de a sont très différentes, le nombre des niveaux exigés est grand. Le second 
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facteur à considérer est la richesse de la banque d'items, en se référant au paramètre de 
difficulté b dont la valeur doit être similaire à la valeur de ê estimée dans le test. Ainsi 
dans chaque niveau, les valeurs de b doivent suffisamment couvrir une large gamme de 
valeur. Le troisième et le quatrième facteur sont respectivement la longueur du test et la 
taille de la banque d'items. Si celle-ci est suffisamment large, K peut être choisi dans le 
même ordre que la longueur du test. 
Nous constatons que la méthode de la maximisation de la fonction de 
l'information de l'item n'est pas utilisée ici dans la sélection de l'item suivant, mais 
plutôt la similarité entre le niveau de difficulté et l'estimateur du niveau d'habileté. 
Selon [Chang & Ying 1999], cette méthode donne un taux d'exposition équilibré 
dans certaines banques d'items. La moyenne des taux d'exposition de tous les items est 
très inférieure comparativement à celle récupérée lors des autres méthodes de sélection 
de l'item vues précédemment. En plus l'exactitude de l'estimateur du niveau d'habileté 
est maintenue. 
Le même chercheur a amélioré cette technique dans son article [Chang et al. 
2001] en essayant d'avoir plus d'exactitude dans l'estimateur du niveau d'habileté, il l'a 
appelé algorithme a-stratifié avec blocage de b décrit de la manière suivante: 
1. Partitionner la banque d' items en M blocs selon la valeur du 
paramètre de difficulté b. 
2. Partitionner chacun des M blocs en K niveaux selon le paramètre 
de discrimination a. 
3. Pour k=l, 2, ... , K recombiner les k-ième niveaux de chacun des M 
blocs pour former une nouvelle strate. 
4. Partitionner le test en K étapes. 
5. À la k-ième étape, sélectionner nk items du niveau k en se basant 
A 
sur la similarité de b avec (). 
6. Recommencer l'étape 5 pour k =1,2, ... , K 
C'est cette dernière technique que nous utilisons dans notre travail, tout en lui 
ajoutant la contrainte de maximisation de la fonction d'information. Ainsi nous utilisons 
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les deux contraintes ensemble: la minimisation du taux d'exposition et la maximisation 
de la fonction d'information. 
3.2.2.3. Étape d'arrêt 
Comme mentionné auparavant, dans l'algorithme du test adaptatif, il faut choisir 
un ou plusieurs critères qui font en sorte que le test s'arrête à un moment donné, et bien 
sûr avec un estimateur du niveau d'habileté le plus exact possible. Ces critères sont soit 
l'administration d'un nombre bien déterminé d'items, soit l'atteinte d'une certaine 
précision dans l'estimateur du niveau d'habileté, ou que le temps alloué au test soit 
écoulé. 
Si par exemple nous fixons la longueur du test, l'erreur type entre le niveau 
d'habileté réel et l'estimateur du niveau d'habileté variera d'un candidat à un autre, par 
conséquent pour certains candidats le test ne sera pas efficace. Par contre, d'après 
Raîche [Bertarand & Blais 2004], si c'est le niveau de précision qui est fixé sans tenir 
compte de la longueur du test, l'atteinte de ce niveau devient parfois difficile, en 
provoquant ainsi un test très long. 
Chang et Ying ont essayé d'atteindre un mveau de précision minimale 
prédéterminée [Chang & Ying 2003], tout en variant la longueur du test par candidat et 
cela en utilisant des simulations de tests. Les résultats sont satisfaisants, c'est-à-dire que 
la précision voulue est presque atteinte avec différents niveaux d'habileté. Mais il . 
s'avère que cette technique nécessite une banque d'item très grande, ce qui n'est pas 
toujours le cas. 
Une combinaison des deux critères précédents est préférée, ainsi le test se 
termine une fois qu'une précision prédéterminée du niveau d'habileté soit atteinte ou 
qu'un nombre bien précis d'items soit administré au candidat. Éventuellement il est 
nécessaire de fixer ces deux valeurs, l'erreur type de.1'estimateur du niveau d'habileté et 
la longueur du test, pour avoir un test adaptatif le plus efficace possible. 
Selon Raîche dans [Bertrand & Blais 2004], lorsque l'erreur type de l'estimateur 
du niveau d'habileté exigé par le test n'est pas assez petite, l'administration de 13 items 
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donnera une bonne estimation de la compétence du candidat. Si la précision (erreur type) 
exigée est de l'ordre de 0.2 ou moins, la longueur du test doit être égale à 40 au moins. 
En plus, comme mentionne dans l'article de [De Ayala et al. 1995], ilprès 
l'administration de 20 items, l'erreur type de l'estimateur du niveau d'habileté reste 
virtuellement inchangeable. Donc d'après ce qui précède, l'administration de 20 items 
donne probablement de bons résultats. 
De même [Raîche 2000] a montré que la précision de l'estimateur du niveau 
d'habileté ne peut pas dépasser 0.40, si un modèle logistique à un paramètre et une 
méthode de l'espérance à posteriori sont appliqués. 
Finalement, il ne faut pas oublier d'ajouter la notion du temps parmi les critères 
d'arrêt du test, surtout pour des raisons administratives, et bien sûr sans tenir compte ni 
de la longueur du test ni de l'erreur type de l'estimateur final du niveau d'habileté. 
3.2.3. L'estimateur final du niveau d'habileté 
Naturellement, toutes les méthodes utilisées pour l'estimateur intermédiaire du 
niveau d'habileté, restent aussi efficaces pour .l'estimateur du niveau d'habileté final. 
Toutefois, sel9n Thissen et Mislevy dans [Wainer 2000], arrivé à la phase finale du test, 
l'estimateur de la maximisation à posteriori et celui de l'espérance à postériori donnent 
les mêmes résultats après 20 items. En plus, selon [Raiche 2000], une très grande 
précision est obtenue en utilisant ces deux dernières méthodes, comparativement à la 
méthode de vraisemblance maximale. Ainsi, l'utilisation de la méthode de l'espérance à 
postériori donne de bons résultats depuis le début du test jusqu'à la phase finale. C'est 
pourquoi nous avons opté pour cette méthode dans notre travail. 
3.3. Conclusion. 
Comme nous avons vu précédemment, le test adaptatif par ordinateur a vu le jour 
depuis les années 80. Plusieurs recherches ont été faites dans chacune des étapes de son 
algorithme afin d'avoir un estimateur du niveau d'habileté le plus efficace possible avec 
un test le plus court possible. De nos jours, il reste un terrain fertile pour plusieurs autres 
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recherches. Plusieurs solutions sont de plus en plus utilisées, notamment la méthode 
Bayésienne et Poks, mais la théorie des réponses aux items reste la plus efficace. 
Avec la puissance des ordinateurs, les calculs complexes ne présentent plus 
aucun obstacle pour l'élaboration d'un bon test adaptatif. Reste son coût, qui est 
toujours élevé par rapport à celui du test papier-crayon. En plus, afin d'avoir une bonne 
estimation des paramètres des items, un échantillonnage d'une grande taille est exigible. 
Malgré ces contraintes plusieurs applications du test adaptatif ont vu le jour, 
notamment aux États-Unis où plusieurs tests possèdent une version adaptative par 
ordinateur opérationnelle. Tels que: GRE (Gradate Record Examinating) [URL4] et 
TOEFL (Test Of English as a Foreign Language) [URL5] des tests exigés pour étudier 
dans des grandes écoles ou universités anglophones faites par l'ETS (Educational 
Testing Service), NCLEX (National Condl Licensure EXamination) [URL6] un examen 
national des infirmiers développé par NCSBN (National Condl of State Boards of 
Nursing), ASV AB (the Armed Services Vocational Aptitude Battery) [Legree et al. 
1998] un test adaptatif de classement pour le recrutement de nouveaux militaires 
développé par l'institut de recherche de l'armée américain. En plus, Microsoft utilise le 
test adaptatif par ordinateur dans plusieurs de ses examens de certification. 
En Espagne, [Conejo et al. 2004] ont développé un outil de test adaptatif sur le 
Web appelé SIETTE (Spanish translation of Intelligent Evaluation system using Tests 
for TeleEducation). Au Canada, un test adaptatif de la langue française a vu le jour en 
1999 ,développé par Laurier [Laurier 1999], FrenchCapt (French Computerized 
Adaptive Placement Test). Les exemples cités jusqu'ici ne sont pas les seuls, il en existe 
plusieurs autres. 
Ainsi l'utilisation du test adaptatif n'est pas une technique récente, plusieurs 
chercheurs l'ont utilisé avant. Mais l'apport du raisonnement à base de cas n'est pas 
étudié jusqu'à présent, selon nos connaissances, qui représente notre contribution dans 
ce travail. 
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Chapitre 4 : Raisonnement à base de cas 
Le raisonnement de l'être humain est basé sur la mémorisation, chaque fois qu'il 
est confronté à un problème, il déduit sa solution à partir des solutions trouvées pour des 
problèmes semblables dans le passé. Prenons par exemple un médecin qui cherche à 
diagnostiquer le cas d'un malade. En étudiant les symptômes de ce dernier tout en 
ajoutant d'autres examens, si c'est nécessaire, le médecin aura assez de données afin de 
reconnaître la maladie, et par la suite, prescrire un remède au malade. Le médecin a 
adopté ici un raisonnement à base de cas, puisqu'un malade est considéré comme un 
nouveau cas. Puis, en se basant sur les caractéristiques de ce nouveau cas, il a essayé de 
trouver la maladie correspondante le plus à ce patient, tout en faisant une recherche soit 
dans ses connaissances, ou parfois dans ses livres. La maladie ainsi décelée, un 
traitement adéquat sera prescrit au malade. Par conséquent, on constate que le médecin 
s'est inspiré des vieux problèmes (cas) pour trouver une solution pour le nouveau. 
C'est un raisonnement qui nous parait facile et évident, mais très difficile pour 
une machine. Des chercheurs ont essayé de l'adapter pour celle-ci, et cela en 
rassemblant les expériences (les cas) dans une base des cas; ainsi devant chaque 
nouveau problème, la machine cherche l'expérience qUI se rapproche le plus au 
problème présent pour en extraire la solution. 
Les premières contributions du raisonnement à base de cas étaient de Schank et 
Abelson en 1977 [Kolodner 1993], en proposant de décoder notre connaissance générale 
des situations sous forme de scénarios qui nous permettent de fonder des espérances sur 
ce que nous venons d'entendre et inférer des rapports entre ce que nous avons entendu. 
Plusieurs applications ont vu le jour dans cette période notamment: 
CHEF: proposé par Hammond à l'université du Chicago [Hammond 1989], un 
planificateur à base de cas qui génère des recettes: à partir de caractéristiques 
recherchées dans un plat par un utilisateur (ingrédients et gouts), une nouvelle recette est 
construite satisfaisant les besoins de l'utilisateur. 
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CASEY: Un diagnostiqueur à base de cas, proposé par Koton à l'institut 
technologique du Massachusetts [Koton 1988]. Sa fonction consiste à chercher à partir 
des signes et des symptômes d'un nouveau patient, un diagnostique qui se rapproche le. 
plus au cas de ce patient dans la base de cas. 
HYPO: un interpréteur du raisonnement utilisé dans le domaine de la loi, 
proposé par Ashley à l'université du Massachusetts [Ashley & Rissland 1988], et 
capable de créer des arguments pour le client, pouvant aider soit la défense soit le 
plaignant, à partir des situations légales. 
Nous nous limitons à ces cas-ci, mais il en existe plusieurs autres. 
Dans ce chapitre, nous allons voir une explication détaillée du raisonnement à 
base de cas, tout en passant par chacune de ses étapes. 
4.1. Définitions 
D'après Riesbeck [Riesbeck & Schank 1989] un raisonnement à base de cas est 
le fait de résoudre de nouveaux problèmes en adaptant les solutions des anciens 
problèmes. 
Selon Kolodner [Kolodner 1993], un raisonnement à base de cas est l'adaptation 
des anciennes solutions pour satisfaire les nouvelles demandes. Des anciens cas sont 
utilisés pour expliquer, critiquer ou interpréter de nouvelles situations, ou même créer 
une solution équitable pour un nouveau problème. 
De la même façon, Leake [Leake 1996] a définit le raisonnement à base de cas 
comme une approche qui résout les problèmes, en retrouvant dans la mémoire, les cas 
les plus pertinents et les adapter par la suite aux nouvelles situations. 
Après avoir défini un raisonnement à base de cas, une question est soulevée qui 
demande une réponse: Qu'est-ce qui est alors un cas? 
D'après Kolodner [Kolodner 1993], un cas est «a contextualized piece of 
knowledge representing an experience that teaches lesson fundamental to achieving the 
goals of the reasoner». D'une autre façon, un cas est définit comme une partie 
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contextuelle d'une connaissance représentant une expérience qui aide à résoudre de 
manière facile de nouveaux problèmes dans le futur. 
En général un cas est composé d'un «problème}) et de sa « solution }). Il est 
parfois même construit à partir des conséquences déduites lors de l'application de la 
solution (succès ou échec). 
4.2. Le processus d'un raisonnement à base de cas 
Un raisonnement à base de cas (Case Based Reasoning «CBR ») est un 
processus qui peut être résumé en «se souvenir et adapter» ou «se souvenir et 
comparer )}. Ainsi à partir d'un nouveau cas, on cherche dans la base de cas celui qui se 
rapproche le plus de ce dernier en utilisant les techniques de similarité. La solution du 
cas retrouvée sera par la suite adaptée pour le nouveau cas. Le processus d'un CBR est 




Sortie: la solution à l'utilisateur 
et stocker le nouveau cas 
Entrée: un nouveau cas 
Évaluer la situation 
! 
Rechercher le cas 
! 
Adapter le cas 
Évaluer la solution proposée 
Succès? 
Expliquer l'échec et réparer la 
solution 
Figure 4.1 : Processus d'un système de CBR 
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Ce schéma représente les quatre étapes du cycle de vie d'un CBR, qui sont, 
rechercher, adapter, maintenir et apprendre (retieve, reuse, revise, retain) appelé 
souvent le modèle à « 4R ». Alors que Finnie et Sun [Finnie & Sun 2003] ont proposé 
un autre modèle à cinq étapes appelé « 5R » (repartition, retieve, reuse, revise, retain), 
mais le modèle « 4R » reste le plus connu et le plus utilisé. Nous expliquons chacune de 
ses étapes dans ce qui suit. 
4.2.1. La recherche 
Une fois un problème à résoudre ou une situation à interpréter est présentée au 
système de raisonnement à base de cas, une évaluation des caractéristiques du problème 
et de ses attributs est faite afin d'extraire ceux qui sont pertinents pour une meilleure 
recherche. Cette dernière qui se déroulera dans la base de cas (qui contient l'ensemble 
des problèmes précédents ainsi que leurs solutions) afin de sélectionner le problème qui 
se rapproche le plus de celui initial et cela en utilisant des métriques de similarité .. 
Selon [Azuaje et al. 2000], trois méthodes sont généralement utilisées afin de 
retrouver le cas le plus pertinent, soit l'approche calculatoire en se basant sur les 
mesures de similarité, l'approche représentative en se basant sur les structures de 
l'indexation, ou l'approches hybride qui combine les deux. 
Dans la première approche la similarité entre les cas est calculée· en mesurant les 
distances entre leurs attributs. D'après [Lopez et al. 2005], habituellement les cas 
retrouvés sont les k les plus similaires au nouveau problème, appelés k plus proche 
voisin (k Nearest Neighbor k-NN). C'est une procédure qui demande beaucoup de temps 
si la base des cas est large. Ainsi pour contourner ce problème, un arbre binaire est 
utilisé, en partitionnant les cas en groupes, chacun d'eux contient les cas qui sont 
similaires entre eux, c'est ce qu'on appelle l'arbre k-d (k-d tree). 
Dans la deuxième approche, la recherche est basée sur une similarité structurelle 
entre les cas, qui retourne en général les cas les plus pertinents. Selon [Lopez de 
Mantaras et al. 2006] la similarité structurelle est la structure de graphe la plus 
spécifique qui existe en commun entre le problème cible et le cas stocké, et un ensemble 
de règles de transformation utilisées pour déterminer cette structure en commun. Ces 
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stratégies de recherche sont basées généralement sur les arbres de décision, le 
regroupement (clustering) et autres méthodes de l'apprentissage machine (machine 
Learning). 
Alors que dans la dernière approche, les structures d'indexation et les mesures de 
distances sont combinées entre elles pour performer le processus de la recherche des cas 
les plus pertinents. 
4.2.2. L'adaptation 
Après avoir retrouvé le cas (solution et problème) recherché, sa solution ne sera 
pas automatiquement appliquée à notre nouveau problème, mais une adaptation est 
souvent nécessaire afin de générer une nouvelle solution. Cela se fait de trois façons 
différentes, substitutionnelle en utilisant quelques parties de la solution récupérée, 
transformationnelle en transformant la structure de la solution afin de satisfaire notre 
nouveau cas, ou dérivationnelle en regardant la façon dont le problème est résolu dans le 
cas retrouvé et déduire ainsi une nouvelle solution. 
Normalement en retrouvant le cas le plus similaire au nouveau problème, sa 
solution sera systématiquement appliquée au nouveau cas. Mais parfois la différence est 
assez évidente entre ces deux cas qu'il est nécessaire de faire une adaptation de la 
solution retrouvée afin qu'elle satisfasse notre nouveau cas. C'est dans le domaine de la 
médecine que l'adaptation est généralement utilisée. Puisque il n'y a pas deux malades 
qui se ressemblent parfaitement, il est toujours primordial d'adapter le diagnostique d'un 
cas semblable à un nouveau malade. 
4.2.3. La maintenance 
La solution retrouvée est par la suite testée et évaluée afin de voir si elle est 
satisfaisante ou non. Si un échec se produit, les raisons qui ont entraînées cet échec sont 
apprises afin de les éviter plus tard, en plus les explications foumis sur l'échec sont 
utilisées pour réparer cette solution de sorte que l'insuccès ne se reproduit plus. La 




Si le succès est atteint, ce nouveau cas sera ajouté à la base des cas, en plus d'une 
reconfiguration de cette base qui est parfois nécessaire, puisque l'ajout consécutif de 
nouveaux cas rend sa taille énorme, et par la suite la phase de recherche devient lourde 
et celle d'adaptation réduite puisque les cas les plus semblables à notre nouveau cas 
deviennent de plus en plus fréquents [Lopez de Mantaras et al. 2006]. 
Afin de réduire la taille de la base des cas, des techniques d'apprentissage 
machine sont utilisées pour éliminer les cas redondants de la mémoire, différents sortes 
de filtres sont ainsi utilisés pour supprimer la connaissance nocive dans différentes 
étapes du cycle du raisonnement à base de cas, et la notion de compétence du cas est 
ajuté afin de catégoriser les cas selon leurs compétences, ce qui va aider à leur 
élimination ou leur sélection et ainsi de suite. 
Dans cette dernière étape, ce n'est pas simplement le fait de savoir quels sont les 
cas appris qui sera traité, mais aussi quand et comment le faire. Ainsi [Reinartz et al. 
2001] a proposé une modification du modèle 4R du raisonnement à base de cas en un 
modèle à six étapes, ainsi la dernière étape est décomposée en trois sous étapes: 
retention (retain), la révision (review) en évaluant et supervisant la qualité du système 
de connaissance, puis la restauration (restore) en modifiant le contenu de la base de cas 
selon les recommandations résultant de la sous étape précédente. 
4.3. Les parties composant un cas 
Selon [Aamodt & Plaza 1994], un raisonnement à base de cas dépend étroitement 
de la structure et le contenu de la collection des cas. Ainsi, une description bien détaillée 
d'un cas est primordiale. Comme nous avons mentionné auparavant, un cas est composé 
principalement d'un problème (description de la situation), d'une solution (la solution au 
problème déjà décrit ou la réaction de sa situation) et d'un résultat (obtenu après 
l'application de la solution ou la réaction de la situation) [Kolodner 1993]. 
Un problème est composé des buts à atteindre une fois résolu, ces buts sont soit 
abstraits ou concrets avec une résolution totale ou approximative du problème; des 
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contraintes posées sur ces buts; et des attributs qui donnent une description plus ou 
moins détaillée sur la situation la plus pertinente pour atteindre les buts du problème 
[Kolodne 1993]. Ainsi un problème contient généralement des conditions considérées 
explicitement lors de la résolution d'un problème spécifique, en plus des informations 
utilisées normalement par les gens pour. décrire ce type de problème [Marling & 
Cheetham 2006]. 
Une solution représente en général les concepts et les objectifs que l'ensemble 
des buts du problème essaye d'atteindre, en tenant compte des contraintes déjà 
spécifiées et des attributs contextuels. Dépendamment du type du problème, la solution 
peut être soit une conception, un plan, une classification ou une explication ... etc. 
En plus de la solution elle-même, d'autres composantes sont intégrées au 
système du raisonnement à base de cas pour avoir une meilleur adaptation, 'notamment, 
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l'ensemble des étapes du raisonnement utilisées pour résoudre le problème, les 
explications faites sur la solution, les solutions acceptables qui ne sont pas choisies, les 
solutions non acceptables qui sont éliminées et les résultats espérés après l'application 
de la solution [Kolodner 1993]. 
Le résultat du cas spécifie ce qui va arriver une fois la solution est appliquée, soit 
le feedback ou l'interprétation du feedback de la solution. Plusieurs composantes 
peuvent lui être ajoutées, comme le fait que le résultat est un succès ou un échec, ou que 
ce dernier a satisfait ou non les espérances. Dans le cas de l'échec du résultat, ce dernier 
peut inclure, l'explication sur la cause de cet échec, une stratégie de réparation, ce qu'il 
faut faire pour éviter le problème et un pointeur sur une meilleure solution [Marling & 
Cheetham 2006]. 
4.4. Modèles de la représentation des cas 
À travers les formalismes de la représentation des connaissances les plus connus 
dans l'intelligence artificielle, un cas peut être représenté de plusieurs manières, cas à 
vecteurs d'attributs (propositionnel), cas structurés (relationnel) ou cas textuels (se mi-
structure') [Bergmann et al, 2006]. 
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Le modèle propositionnel: dans ce modèle un cas est représenté par un vecteur 
des paires <attribut, valeur> comme celui utilisé dans l'apprentissage machine qUi 
supporte le k-plus proche voisin. Un attribut est une composante caractérisant le cas. 
Le modèle relationnel: où chaque cas est représenté par un ensemble d'objets 
structurés selon l'ordre logique du déroulement du cas, de la même manière qu'une 
représentation relationnelle est faite dans l'apprentissage machine. Ainsi le cas est formé 
par un ensemble de groupe de relations entres des objets élémentaires qui constituent le 
cas. Il ressemble à une représentation orienté-objet de cas. Dans cette dernière 
représentation le cas est une collection d'objets, chacun d'eux est décrit par un ensemble 
de paires <attribut, valeur>. La structure de l'objet est décrite par un objet classe. 
Le modèle textuel: où le cas qui est sous forme de texte, est décomposé en un 
ensemble d'entités d'information. Ces dernières sont soit des mots ou des phrases 
pertinentes contenues dans le texte, de cette façon le cas sera facilement automatisé. 
Cette décomposition est faite de la même manière que dans la recherche d'information 
(information retrieval) en utilisant par exemple des algorithmes de lemmatisation. 
Cependant cette structure permet l'introduction de beaucoup plus de sémantiques afin 
d'avoir une meilleure interprétation pour la réutilisation du cas. 
D'autres représentations des cas ont été utilisées pour des domaines particuliers. 
Notons par exemple le domaine de conception ou de planification. Dans ce dernier les 
cas sont représentés sous forme de plans, où le problème est décrit par un état initial et 
un but final, et la solution est totalement ou partiellement ordonnée par une séquence 
d'actions. 
4.5. Mesure de similarité dans un système de 
raisonnement à base de cas 
Comme nous avons vu auparavant, la recherche des cas similaires est la première 
étape dans un système à base de cas. En plus elle joue un rôle très important dans la 
recherche de cas. C'est pourquoi il est nécessaire de décrire cette notion et voir les 
différentes façons de la calculer. 
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Souvent, dans un système de raisonnement à base de cas, la similarité est 
calculée soit à partir de l'inverse de la distance euclidienne normalisée dont la formule 
est la suivante: 
SIM(X, y) = I-D(X,Y)= 1- l w;2dist2(XpyJ 
;=1 (Formule 4.1) 
w; est le poids normalisé montrant l'importance de 
l'attribut i. 
n est le nombre des attributs dans le cas. 
Soit par l'inverse de la distance de Hamming dont la formule est la suivante: 
n 
SIM(X, y) = 1- D(X,Y)= 1- l w;dist(xpy;} 
;=1 (Formule 4.2) 
w; est le poids normalisé montrant l'importance de 
l'attribut i. 
n est le nombre des attributs dans le cas. 
La distance normalisée dist(x;, y;) est souvent calculée de la manière suivante : 
Pour les attributs numériques, max; et mm; sont respectivement la valeur 
maximale et minimale du ième attribut. Alors que pour les attributs symbolique 
dist(x;, y;} = 0 si x; = y; et dist(xp y;) = 1 si x; ;t: y; . Ainsi la similarité entre X et Y est 
maximale si les deux cas sont identiques. Par contre elle est égale à 0 si les deux cas sont 
complètement différents. 
En plus de ces deux équations, d'autres façons ont été utilisées pour calculer la 
similarité entre deux cas dans un système de raisonnement à base de cas. Cela est bien 
décrit dans l'article de Liao [Liao et al. 1998]. 
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4.6. Domaines d'application du raisonnement à base de 
cas 
Le raisonnement à base de cas est appliqué dans plusieurs domaines: l'industrie, 
la médecine, les sciences, l'art et le divertissement, l'éducation, la recherche 
d'information, la gastronomie et plusieurs autres domaines. Nous verrons ici quelques 
exemples de ces applications. 
4.6.1. L'art et le divertissement 
Le premier travail qui a appliqué le raisonnement à base de cas dans la musique 
est SaxEx proposé par Acros [Acros & Lopez de Màntaras 2001]. Ce système est 
capable de générer des mélodies de grandes qualités sous forme de balades de jazz à 
partir des cas représentant les performances humaines. C'est un travail qui lui a permis 
l'octroi du prix du meilleur papier dans la conférence internationale de la musique sur 
ordinateur en 1997. 
Dernièrement les jeux sur ordinateur utilisent de plus en plus le raisonnement à 
base de cas. Dans la conférence internationale du raisonnement à base de cas (the 
International Conference on Case-Based Reasoning ICCBR) à Chicago en 2005, les 
jeux sur ordinateur est le domaine qui a attiré plus d'attention, avec plusieurs ateliers 
réussis. Cependant, le premier prix du meilleur papier revient à celui de [Aha et al. 
2005] sur la planification à base de cas dans les stratégies des jeux sur ordinateur. 
4.6.2. La Science 
Le raisonnement à base de cas est appliqué aussi dans les sciences notamment le 
domaine de la biologie moléculaire, en essayant de résoudre plusieurs problèmes 
notamment ceux de l'analyse des séquences génomiques et la détermination de la 
structure de la protéine. Cette dernière se fait en comparant l'index de précipitation 
d'une nouvelle protéine avec les indexes de précipitation de toutes les protéines stockées 
dans la base de cas. Les· plans de cristallisation des protéines dont les index de 
précipitation sont les plus similaires sont pris en considération lors de la planification de 
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la cristallisation d'une nouvelle protéine. Pour plus d'informations, voir [Jurisica & 
Glasgow 2004]. 
En plus cette technique est utilisée aussi dans la géographie où une combinaison 
est faite entre le raisonnement à base de cas et les systèmes d'information géographique 
afin de résoudre des problèmes de raisonnement spatiaux. Le travail de [Holt & Benwell 
1999] est considéré comme le premier à utiliser cette notion. 
4.6.3. L'industrie 
CLAVER est un système fondé sur le raisonnement à base de cas, il est capable 
de déterminer de manière efficace les composantes d'un matériel utilisé dans le domaine 
aéronautique. Celui-ci sera traité par la suite dans un grand four appelé « Autoclave ». 
Ce système utilise le raisonnement à base de cas afin de comparer la liste des 
composantes à traiter, avec une librairie des composantes ayant donné des meilleurs 
résultats auparavant, et proposer ainsi une charge efficace dans le grand four [Hinkle & 
Toomey 1994]. 
De même GE plastics a employé le raisonnement à base de cas pour déterminer 
la formule de couleurs qui satisfait la requête d'un client donné. Cet outil appelé 
FormTool a sauvé plusieurs heures de travail et par conséquent plusieurs millions de 
Dollars nécessaires pour retrouver la formule de couleurs appropriée. [Cheetham 2005]. 
4.6.4. L'éducation 
Un raisonnement à base de cas dans le domaine de l'éducation aide surtout à 
superviser et à ordonner les activités d'apprentissage manuelles faites dans la classe tout 
en incluant le rôle du professeur. Plusieurs outils ont été développés afin d'améliorer la 
façon de raisonner et de réfléchir de l'étudiant. L'apprentissage par conception, par 
exemple, utilise les librairies de cas où l'apprenti peut retrouver des exemples annotés 
qui pourront l'aider au cours de son raisonnement. En plus, dernièrement des systèmes 
d'apprentissage à base de jeux sont de plus en plus développés afin de satisfaire ce 
besoin [Kolodner et al. 2006]. Notant par exemple JV2M une application développée par 
[Gomez-Martin et al. 2005] qui représente une simulation d'une machine virtuelle de 
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Java où les étudiants peuvent apprendre le langage de compilation Java et améliorer leur 
performance dans la programmation orienté-objet. Dans ce système, le raisonnement à 
base de cas est utilisé de différentes façons selon la méthodologie d'apprentissage 
utilisée. 
4.7. Conclusion 
Dans ce chapitre nous avons décrit le processus du raisonnement à base de cas, 
puis les différentes parties qui composent un cas et ensuite nous avons vu les trois 
modèles représentant un cas puis quelques différentes façons de mesurer la similarité 
dans un système de raisonnement à base de cas et enfin quelques domaines où ce dernier 
est appliqué. Ainsi le raisonnement à base de cas est utilisé dans presque tous les 
domaines où les solutions des problèmes précédents sont apprises afin de retrouver une 
solution pour un nouveau problème. 
Nous avons opté pour cet outil parce que dans notre travail nous avons besoin de 
savoir le niveau d'habileté initial d'un candidat, étant donné son profil. Ce que nous 
pouvons retrouver si nous avons des cas _ de profils similaires à notre candidat, ainsi'la 
moyenne de leurs niveaux d'habileté estimés précédemment sera par conséquent le 
niveau d'habileté initial pour notre candidat. Or, on constate que ce raisonnement est le 
même que celui d'un raisonnement à base de cas, tout en considérant notre problème 
comme le profil du candidat et la solution comme le niveau d'habileté estimé par le test 
adaptatif. Ainsi la base de cas sera l'ensemble des profils avec leurs niveaux d'habileté 
estimés. 
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~hapitre 5 : Conception et méthodologie 
Dans ce chapitre, nous présentons les objectifs de notre système TAARAC 
[URL Il], faire une présentation de notre approche, décrire l'architecture et l'algorithme 
de notre système et expliquer la méthodologie adoptée pour atteindre nos objectifs. 
5.1. Objectifs 
La plupart des gens essayent de prendre un ou plusieurs cours dans les langues 
secondes pour différentes raisons: soit à cause des exigences de leur travail, soit pour 
une passion, ou encore pour leurs intérêts personnels. Et comme nous connaissons tous, 
avant de prendre un cours dans une langue seconde, il est nécessaire de passer un test 
afin de se voir classer dans le niveau approprié. Ce test est souvent sous forme papier-
crayon. Le même test, avec le même nombre d'items, dans une durée bien déterminée, 
est proposé à tous les candidats sans tenir compte de leurs compétences. La correction 
est souvent, soit manuelle faite par un expert, soit semi automatique en lisant les feuilles 
des candidats sur une lecture optique. À partir des scores obtenus, le niveau d'habileté 
du candidat est déduit. Le test papier crayon consomme beaucoup de temps et croît avec 
l'augmentation du nombre des candidats. Ainsi le temps de correction est toujours long. 
Afin de remédier aux problèmes cités ci-dessus, une version sur ordinateur, 
adaptée selon le niveau d'habileté du candidat, est créée pour quelques uns de ces tests. 
Comme nous avons vu dans le chapitre 3, il existe plusieurs façons de construire un test 
adaptatif par ordinateur. Il reste à connaître celle qui donne une meilleure estimation 
pour le niveau d'habileté du candidat et cela avec un petit nombre d'items. 
Dans T AARAC, nous avons transformé le test de classement en anglais de la 
faculté de l'éducation permanente de l'université de Montréal, qui est sous forme papier 
crayon, en un test adaptatif par ordinateur. Notre objectif n'est pas simplement de 
construire un test adaptatif en anglais, mais d'avoir le meilleur test possible. C'est 
pourquoi nous avons combiné entre deux techniques totalement différentes : la théorie 
des réponses aux items et le raisonnement à base de cas. La première technique nous a 
permis de construire un test propre à chaque candidat, selon son niveau d'habileté: un 
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test sur mesure. Le nombre des items administrés au candidat et la duré du test sorit alors 
réduits. Grace à la deuxième technique une meilleure estimation du niveau d'habileté 
initial est obtenue. Par la suite le nombre des items administrés au candidat et le temps 
de réalisation du test sont encore plus réduits, et l'estimateur final est plus précis. Nous 
expliquons ceci plus tard dans ce chapitre. 
5.2. Approche de T AARAC 
Dans cette partie nous montrons le fonctionnement général de T AARAC, ainsi 
que les différentes étapes du déroulement du test avant que le niveau d'habileté du 
candidat lui soit affiché. 
5.2.1. Algorithme de TAARAC 
De manière générale, le fonctionnement global de T AARAC est présenté ici à 
l'aide de l'algorithme ci-dessous. Au fur et à mesure que nous avançons dans ce 
chapitre, les détails s'en suivent. 
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Existe N'existe pas 
Estimation du NH =moyenM dessolutions d~ cas EstÎlnation du NH:N HA par I~ candidat 
Ajouter l'utilisateur et son NH oui 
à la base de <aS 
fin du test 
À l'aide de l'algornhlliede séle(tiondes items 
chercher dans la base des items <elui ave< un 
IlldxilllUm d'Information au voisinage du NH 
estimé et le présenter à l'utilisateur 
Estimerle NH de l'utilisateur s~lon sa réponse 
ainsi que l'erreur type 
Figure 5.1 : L'algorithme de TAARAC 
non 
NH: niveau d'habiletê 
NHA: niveau d'habiletê auto évalué 
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5.2.2. Fonctionnement général 
Avant de passer le test, le candidat doit obligatoirement s'enregistrer, et cela en 
passant par les étapes suivantes. Premièrement, il est invité d'enter son nom, son 
prénom, son adresse électronique ainsi que son mot de passe. Puis, le candidat doit 
fournir quelques informations, par exemple, son âge, son pays d'origine, son niveau 
d'étude complété, sa langue maternelle, celle maîtrisée, et celle apprise. Le candidat doit 
aussi préciser le nombre d'année qu'il a passées dans l'apprentissage de l'anglais, s'il 
connaît cette langue depuis son enfance, s'il l'utilise dans son milieu de travail, ainsi que 
la raison qui l'a poussé à l'apprendre. Son niveau d'apprentissage doit aussi être 
déterminé et finalement il est invité à donner une estimation de son niveau d'anglais. 
Toutes ces informations représentent le profil du candidat. 
Un candidat qui s'est déjà enregistré doit s'identifier pour que le système le 
reconnaisse. S'il a déjà passé le test, il aura le choix entre refaire le test ou revoir ses 
résultats. Sinon, il est invité à le faire ou à le finir si le système a constaté que le 
candidat avait commencé le test sans le terminer. 
Le profil du candidat est comparé avec les profils de ceux qui ont déjà passé le 
test en appliquant l'algorithme des k-plus proches voisin (section 4.2.1). La moyenne 
des compétences des candidats dont les profils se rapprochent à celui de notre candidat, 
sera son niveau d'habileté initial. Si aucun profil ne satisfait cette condition, le niveau 
d'habileté initial sera celui auto évalué par le candidat. 
À l'aide de la théorie des réponses aux items, et plus précisément l'algorithme de 
sélection de l'item, nous sélectionnons l'item approprié et nous le présentons au 
candidat. Ce dernier a un délai bien déterminé dans lequel il doit répondre à l'item. S'il 
ne le fait pas dans le temps accordé, sa réponse est considérée comme fausse. Une fois la 
réponse connue, le nouveau niveau d'habileté du candidat et son erreur type7 sont 
calculés à l'aide de la méthode de l'espérance à postériori (section 2.4.3). 
7 L'erreur type d'un niveau d'habileté d'un candidat estimé est la différence entre celui-ci et le niveau 
d'habileté réel du candidat, autrement c'est la précision avec laquelle celui-ci est estimé (section 2.6). 
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De la même manière que précédemment, un autre item est affecté au candidat. Et 
par la suite, un nouveau niveau d'habileté est calculé ainsi que son erreur type. Si le 
nombre des items présenté au candidat a atteint 20, ou que l'erreur type est inferieur ou 
égale à 0.2 le test sera arrêté automatiquement. Enfin, le dernier niveau d'habileté 
calculé sera affiché au candidat. La correction du test et un histogramme qui représente 
son niveau par rapport à ceux des autres qui ont déjà passé le test seront aussi affichés. 
5.2.3. Raisonnement à base de cas 
Dans la première étape du test adaptatif, nous cherchons à déterminer le niveau 
d'habileté initial. Puisque nous n'avons comme données que le profil du candidat et les 
niveaux d'habileté des candidats qui ont déjà passés le test, nous avons pensé à utiliser le 
raisonnement à base de cas (ce choix est justifié dans la section 3.2.2.1). Nous avons 
choisi comme problème, le profil du candidat dont on cherche à estimer la compétence 
en anglais. Et comme solution le niveau d'habileté en anglais estimé. Ainsi nous passons 
par toutes les étapes du raisonnement à base de cas à savoir la recherche, l'adaptation, 
la maintenance et l'apprentissage: 
La recherche: La première étape consiste à choisir les attributs qui déterminent 
le problème (le profil du candidat). L'expertise d'un professionnel de l'université de 
Montréal nous a aidés à choisir ces attributs et leurs poids respectifs. Le résultat de notre 
collaboration est montré dans le tableau 5.1. Ainsi chaque profil candidat est représenté 
par ces attributs. Un nouveau candidat est considéré comme un nouveau problème dont 
on cherche la solution qui est son niveau d'habileté en anglais. Celui-ci est obtenu à 
partir des profils des candidats qui ont déjà passé le test. Ainsi une recherche est faite 
dans la base des profils de ceux qui se rapprochent le plus à celui du nouveau candidat, 
et cela en appliquant les métriques de similarité à savoir l'inverse de la distance 
euclidienne normalisée (section 4.5). 
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Niveau d'étude complété 
Langue maternelle 
Langue la plus maîtrisée 
Langue apprise (environnement académique) 
Nombre d'années passées dans l'apprentissage d'anglais 
Connaissance de l'anglais dès l'enfance 
Utilisation de l'anglais en milieu de travail 
Autoévaluation du niveau d'anglais 
Motivation (travail, intérêt personnel, passion) 
Aptitude d'apprentissage 
L'adaptation: les niveaux d'habileté en anglais des candidats dont les profils les 
plus proches sont adaptés pour former une solution au nouveau problème. Ainsi la 
moyenne de ces compétences sera le niveau d'habileté initial en anglais pour le nouveau 
candidat. 
La maintenance: le candidat passe le test. Après chaque réponse, le nIveau 
d'habileté du candidat et recalculé ainsi que son erreur type. Une fois le niveau le plus 
précis est atteint, le test s'arrête et la compétence finale est considérée comme solution 
au nouveau problème. 
L'apprentissage: dans l'étape de la recherche, si au moins une des similarités 
calculées est égale à 1, alors le nouveau profil n'est pas stocké dans la base des cas, 
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limitant ainsi l'extension de cette dernière. Dans le cas échéant, nous nous contentons de 
stocker le profil du nouveau candidat ainsi que son niveau d'habileté final sans y faire 
aucune modification. 
5.3. Méthodologie de T AARAC 
Comme nous avons mentionné auparavant, T AARAC est un test adapté en 
anglais, avec un raisonnement à base de cas, capable de retrouver le niveau d'habileté du 
candidat en anglais, après avoir passé un test adapté à son niveau. Afin de réaliser ce 
système, nous avons passé par les étapes suivantes : 
5.3.1. Banque d'items 
Dans un test adaptatif, il faut bien choisir nos items, comme mentionné dans la 
section 3.2.1. En même temps il faut être capable de trouver ses paramètres. Cette 
dernière procédure nécessite un nombre très large de données. 
C'est à partir du test de classement en anglais de la faculté de l'éducation 
permanente à l'université de Montréal que nous avons extrait nos items. Ces derniers 
sont indépendants entre eux comme l'exige les techniques du test adaptatif. Le test est 
sous forme papier crayon que l'on fait passer à tous les candidats qui veulent suivre un 
cours d'anglais dans cette faculté. Une fois les items choisis, il faut estimer leurs 
paramètres, notamment le paramètre de difficulté, celui de discrimination et celui de 
pseudo-chance (section 2.3). Nous avons vu dans la section 2.5.1 qu'il existe plusieurs 
logiciels qui peuvent faire l'affaire. Nous avons opté pour PARAM-3PL [URL7] car il 
est gratuit et il est nouveau, selon nos connaissances. C'est une application faite par 
Lawrence M. Rudner de l'université de Maryland, Département de mesures statistiques 
et évaluation en 2005 et modifiée en 2007. Elle prend comme entrée un fichier de 
réponses à tous les items pour l'ensemble des candidats (voir figure 5.2), et a pour sortie 
un fichier des valeurs des paramètres de chaque item (voir figure 5.3). L'estimation y est 
faite par la méthode de l'estimation de vraisemblance marginale maximale (section 
2.5.1) en utilisant la méthode de Newton-Raphson (section 2.4.1): Une bonne estimation 
de ces paramètres exige un très grand nombre de candidats. Ainsi à partir d'un 
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échantillon de 1029 candidats qui ont passé le test en automne 2006 et hiver 2007, 
comprenant les réponses de chaque candidat pour chacun des 50 items du test, et à l'aide 
de PARAM-3PL, nous avons' obtenus les valeurs des paramètres de difficulté, de 
discrimination et de pseudo-chance de chacun de ces items. 
Browsel· .. · 
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-1.5841 011010000001000 00010000010001001001011101 
-1.6890 001000100000010000101101100100100011000001 
0.4940 111111111110110111110011111110100111001111100'. 
-0.9810 100000011000 100000 00100000001011111111 0100 
1.4221 111111101111111111111011111111110111101111111 
0.0353 0110110011100000110100 1011010100100011101111 
0.7333 111011101110011111011010111110101111101011101 




-0.3552 011111101110100011000011100110001110101 00111 










Figure 5.3 : Fichier de données qui représente l'entrée de PARAM-3PL 
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.~.· .•• ·1IïïI 
Seqltem,AccNo, Nobs, a calib, b calib,c calib, seea, seèb, seec 
If , 1983, .. 0.900, 0.796, 0.197, 0.065, 0.052, 0.01"1 
2, , 1981, 1.066, -0.603, D~I"12, 0..055, 0..0."10., 0..0.21 
3, , 198"1, 1.571, -0..360., 0..221, 0.0.9"1, 0..0.33, 0..0.19 
"1, . , 1977, 0.8"10., D~D"I"I, 0..20.6, 0.0.5"1, 0..0."19, 0..0.18 
5, , 1981, 0.980, -0..878, 0..20.5, 0·;0.51, 0..0."16, 0..0.25 
6, , 1971, 1.296~ -0..18"1, 0.192, .0.:0.77, 0..0.36; 0..0.17 
7, , 198"1, 1.16"1, -0..0.2 0..20."1·, 0..0.71, 0..0.39, 0.0.17 
8, , 1976, 1.0.32, 2.0.0.5, 0..135, 0..0.88, 0..0.70., 0..0.0.9 
9, , 1983, 1.327, 1.."ID9~ 0 .• 169, 0.0.70., 0..0."13, 0..0.33 
ID, , 1983, 1.053, . 0..213, 0.318, 0.0.77, 0..0."18, 0..0.17 
II, , 1975, 1. "127, -0..66"1, 0.1"18, 0. .0.76, 0.0.3"1, 0..0.20. 
12, , 1978, 1.631, 1.2"19, 0.150, 0.137, 0..0."10., 0..0.10. 
13, , 1982, O.; 70.9,· .-1.327, 0.181, D. 5, 0..0.59, 0..032 
1"1, , 1980, 1.299, . .-0..03.6, O..; 1"17, D. 0..0.3"1, D~OIS 
15, , 1979, 1.0.77, 0..632, 0..20.3,. 0..0.77, 0..0."15, 0.,0.1"1 
16, , 1981, 0..713, 0.099, 0..25.9, 0..0.51, 0.0.59, 0 .• 0.18 
17, 1975, 1.2"18, -0."165, 0. .·211,·· 0..0.71, 0..0.38, 0..0.20. 
18., , 1985, 1.218, -0.899, 0..132, 0.,0.61; 0..0.38, 0..0.2"1 
1.9, ., 1970., 1.760., 0. .• 553, 0..237, D. 133 ~ 0..03."1,. 0..0.13 
20., ,. 1978, 1. "186, 0..6"12, 0..20.9, 0..10.9, 0..0.37,. 0..0.13 
21, , 1979, 0..913, 1.125> 0..133, 0..0. 62, ·0..0.52·; 0..0.11 
Figure 5.4 : Fichier des paramètres de l'item représentant la sortie de PARAM-3P 
(a_calib est le paramètre de discrimination, b_calib est celui de difficulté et c calib est 
celui de pseudo-chance) 
Après l'analyse des données obtenues (section 3.2.1), nous avons construit une 
banque d'items, composée de 46 questions d'anglais, les différentes réponses possibles, 
les réponses correctes parmi celles-ci ainsi que leurs paramètres de difficulté, de 
discrimination et de pseudo-chance. 
5.3.2. Étape de départ 
La première des choses à faire dans un test adaptatif est de trouver le niveau 
d'habileté initial. Comme nous avons mentionné dans la section 5.3.2, nous avons utilisé 
le raisonnement à base de cas dans cette partie. Ainsi une fois le nouveau candidat entre 
ses données, qui constituent son profil, un calcul de similarité est fait entre ce dernier et 
chacun des autres profils dans la base. Ce calcul est fait à l'aide de l'inverse de la 
distance euclidienne de la formule 4.1. À partir des trois profils qui ont donné une plus 
grande similarité, tout en restant supérieur à un certain seuil prédéterminé, nous 
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retrouvons le niveau d'habileté initial, qui est la moyenne des niveaux d'habileté finaux 
des trois profils similaires. Si nous ne trouvons que deux candidats qui sont les plus 
proches alors le niveau d'habileté initial est la moyenne des niveaux d'habileté finaux 
des deux candidats. Si seul un candidat est trouvé, alors le niveau d'habileté initial est le 
niveau d'habileté final du candidat le plus proche. Et si aucun candidat n'est proche au 
profil du nouveau candidat, alors le niveau d'habileté initial sera la valeur auto évaluée 
par celui-ci. Cette valeur est ajustée pour qu'elle soit entre -4 et 4. Puisque 
théoriquement, le niveau d'habileté dans la théorie des réponses aux items est toujours 
compris entre -00 et +00 avec une moyenne de 0 (voir la section 2.3). Pratiquement, il est 
très rare qu'il soit inférieur à -4 ou supérieur à 4 [Bertrand & Blai 2004]. C'est pourquoi 
nous avons limité le niveau d'habileté dans l'intervalle de [-4,4]. 
5.3.3. Étape de succession 
Une fois le niveau d'habileté du candidat initial connu, il faut sélectionner l'item 
adéquat à présenter au candidat, celui qui maximise la fonction d'information au 
voisinage du niveau d'habileté initial et minimise le taux d'exposition. Pour réussir cela, 
nous avons opté pour l'algorithme a-stratifié avec blocage. de b qui donne un taux 
d'exposition minimal, cité dans la partie c de la section 3.2.2.2. Pour ajouter la notion de 
maximisation de la fonction de l'information, nous sélectionnons alors l'item qui 
maximise la fonction de l'information au voisinage du niveau d'habileté initial du 
candidat, au lieu de choisir l'item dont le paramètre de difficulté est proche de sa 
compétence initiale. L'algorithme ainsi modifié est présenté ci-dessous: 
1. Partitionner la banque d' items en M blocs selon la valeur du 
paramètre de difficulté b. 
2. Partitionner chacun des M blocs en K niveaux selon le paramètre 
de discrimination a. 
3. Pour k=l, 2, ... , K recombiner les k-ième ni veaux de chacun des M 
blocs pour former une nouvelle strate. 
4. Partitionner le test en K étapes. 
5. À la k-ième étape, sélectionner nk items du niveau k en se basant 
sur la maximisation de la fonction de l'information au voisinage 
du niveau d'habileté estimé. 
6. Recommencer l'étape 5 pour k =1,2, ... , K. 
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.:. Exemple 
Dans ce cas, nous avons choisi le nombre de bloc M=5 et le nombre de niveaux 
K=5. Ainsi après avoir classé les items de la base selon leurs paramètres de difficulté 
(tableau 5.2). Les 46 items de la base sont partagés en 5 blocs. Quatre des blocs 
contiennent 9 items et les autres 10. Puis les items de chaque bloc sont classés selon 
leurs paramètres de discrimination, comme montré dans le tableau 5.3. Chaque bloc est 
partagé en 5 niveaux. Dans chaque niveau, il y a 2 items, sauf pour les quatre premiers 
blocs, où le dernier niveau contient un seul item. Et enfin, à chaque niveau du bloc, les 
. items sont combinés pour former 5 nouveaux blocs de 10 items, sauf bien sûr le dernier 
ou il n'y a que 6 (tableau 5.4). Chaque bloc contient à peu près le même nombre d'items 
car à chaque étape du test, le même nombre d'items est sélectionné du bloc 
correspondant pour être administré au candidat. 
Tableau 5.2 : Les items classés selon leurs paramètres de difficulté 
Numéro du bloc' Numér'o de l'item. P. de discriminationP.dedifficulté! 
~ ~. '" ,. . .... { 
.. 1, 9 i ..........................•• 0,439 .~... -:2,419j 
1, 25, . 0,729 '. . -2,40~! 
l' 15 .. 0,!).tJ~.~~........:1,809.1 
·· .. ··· .. ··,······· .. ···1·' .. ····· .. ····,···,,··············· .. ·ii' .... ......................... 0,56 -1,788! 
1 16 ......... 0.98 .-1 .. 241 
1 17: 0.361 -1.2071 
. 1 6 1;2. '. .,. ~0.9881 . 
· .. · .. · .......... · .... ···· ........ ·1·'· ...... · .......... ·, .... · .. · ...... 32T· .. · .... ·.............. . ...... 1 ;2 ...... • .. • .... :'O~9881 
.' 34. . . ...• ..... ...1,661 .' -0;964 '. 
2 ... '.' T 1,438 ..~O.936 
2 ...... , ..................... :?g.~ ....... ' ...................... :.'~.3 6 ............... ~0.,S.6f:j1 
~~ •. ' .~;~~~ L~:.~~;~.!~l 
2' ..•............. =9,:;64 
2' -0;486 
· .• ·• ..•.. ~q,459 . 
2~0,41E!I· 
.......................... . .. ~; ................ , ....... , ................. ~ .... :: .................................. , ....;',." .. ,~,,,:l,,,""-~i 
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Tableau 5.3 : Les blocs d'items classés selon le paramètre de discrimination 
Tableau 5.4 : Les blocs d'items formés par ceux du tableau 5.3, en regroupant les items 
du même niveau 
Numéro du bloc Numéro de l'item P. de discrimination P.de difficulté 
---,--~--,--,-, 
.... ".,.:._ ...• __ ..................... _.1.c+_. __ .... __ ~_ .••• ]1.; ............ , ..... ' O.36.~ :~!?Q?: . 
....... : ........................ 1+ ................................... ~: ............. ""' ..... "'" .• o.,~.:3.9 .............. :?è.4,.1.!}. 
39: 0.908 ~O,658 
46'1,191 . -0,567, 
49 . 0,687; 0,027 
29'O,877! -0,35 . 
o,ooT .............. 0,333 
...... ....... ..... ... .... "·0: f3aL· 0,4#7 
0,719 






















... §,~8L·· -1,24 
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Les 5 blocs ainsi construits, font en sorte que le test est décomposé en 5 niveaux. 
À chaque niveau, 4 items sont sélectionnés, puisque le test est en général de longueur 
20. D'après le tableau 5.4, nous constatons que dans chaque bloc, les items sont repartis 
de façon presque égale entre une difficulté minimale et celle maximale. Ainsi quel que 
soit le niveau d'habileté estimé, l'item approprié sera retrouvé dans chaque bloc. En 
plus, dans ce dernier, le pàramètre de discrimination est presque pareil pour tous les 
items qui le composent. Ce paramètre augmente d'un niveau à l'autre. Ainsi les items 
qui sont sélectionnés au début du test ont un paramètre de discrimination faible. Et à la 
fin du test, ce sont les items dont le paramètre de discrimination est élevé qui sont 
sélectionnés. 
À chaque niveau du test, nous calculons la fonction d'information de tous les 
items du bloc correspondant, au voisinage du niveau d'habileté estimé. L'item qui 
maximise cette fonction sera sélectionné et présenté au candidat. Le calcul est fait à 
l'aide de la formule 2.9 de la section 2.6. 
Une fois la réponse du candidat connue, le nouveau niveau d'habileté ainsi que 
son erreur type sont calculés à l'aide de la méthode de l'espérance à postériori de la 
formule 2.8. Afin de diminuer l'effet de l'erreur type sur les calculs, le niveau d'habileté 
est ajusté à l'aide de la méthode d'estimation avec correction adaptative pour biais 
[Raîche & Blais 2002] en utilisant la formule de correction du niveau d'habileté 
suivante: 
- ê B =---::-
c 1-8_2 
(J 
B est le niveau d'habileté estimé. 
e c est le niveau d'habileté corrigé. 
8 if est l'erreur type au niveau de B 
(Formule 5.1) 
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5.3.4. Étape d'arrêt 
Dans l'étape précédente, le niveau d'habileté et son erreur type sont calculés. 
Si ce dernier est plus grand que 0.2 et que nous n'avons pas encore présenté les 20 
questions au candidat, un autre item est sélectionné et le niveau d'habileté est recalculé 
de la même manière que dans la section précédente. Nous avons vu dans la section 
3.2.2.3 que dans un test adaptatif, l'administration de 20 items donne une bonne 
précision dans le calcul du niveau d'habileté, qui pourrait atteindre 0.2. C'est pourquoi 
nous avons choisi d'arrêter le test, une fois le nombre d'item administré est égale à 20, 
ou que l'erreur type est de l'ordre de 0.2. 
5.4. Architecture de TAARAC 
Dans cette section, nous allons voir l'architecture de T AARAC, et les différents 
modules qui la composent, notamment le test adaptatifet le raisonnement à base de cas, 
ainsi que les différentes bases de données: celle des cas et celle des items. Cette 
architecture est représentée dans la figure 5.3. 
1· Donnees utilisateur 
2· Profil utilisateur 
3· Profil similaire 
4· Estimateur du niveau d'babilete initial 
5·Code de l'item possédant le maximum d'information 
6· L'item possedant le maximum d'information 
7·Affichage de l'item à1'utilisateur 
8· R~onse de l'utilisateur 
9a· Estimateur du niveau d'habilete proviso~e 
9b, 9c· E~irnateur du niveau d'babileté final 
Figure 5.5 : Architecture de T AARAC 
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5.4.1. Le module du raisonnement à base de cas 
Au début TAARAC invite le candidat à s'enregistrer en entrant ses données 
personnelles. L'enregistrement se fait une seule foi, et en deux étapes. Dans la première, 
le candidat entre son nom, son prénom, son adresse courriel et un mot de passe. Dans la 
deuxième étape, il est invité à entrer d'autres informations personnelles, citées dans la 
section 5.2.2, qui constituent son profil. Si l'enregistrement est déjà fait, le candidat doit 
s'identifier en entrant son courriel et son mot de passe. Le système le reconnaît, et 
charge son profil de la base des cas. Son profil est utilisé par le module recherche d'un 
cas similaire afin de faire une recherche, dans la base, des profils qui s'en rapprochent le 
plus, en utilisant les métriques de similarité. À partir des profils les plus proches, nous 
retrouvons le niveau d'habileté initial. Le pseudo-code suivant montre de manière 
explicite, la façon dont on retrouve ce niveau d'habileté initial. 
.:. Pseudo-code de l'algorithme de l'étape de départ 
Dans le pseudo-code suivant, s est le seuil que nous avons choisi pour considéré 
que deux profils sont similaires. Nous avons opté pour s=0.7 car c'est celui qui nous a 
donné de bons résultats. k est le nombre des profils proches au candidat. C'est le k de 
l'algorithme k-plus proches voisins. Nous avons pris k=3, mais il est à noter qu'il est 
modifiable en tout temps. 
Si 
.-
la base des profils n'est pas vide 
Calculer la similarité entre le profil du candidat c et chacun des 
profils de la base (voir l'exemplel suivant). 
Tant gue la similarité est supérieure au seuil s et le nombre des 
profils similaires n'a pas encore atteint la valeur k 
extraire le niveau d'habileté estimé à partir du profil 
similaire. 
Fin tant gue 
Calculer la moyenne des niveaux d'habileté estimés. 
Le Sauvegarder comme étant le niveau d'habileté initial de c. 
Sinon 
Le niveau d'habileté initial de c sera son niveau auto-évalué ajusté 
(voir la section 5.3.4). 
Fin si 




Soient Fatima, Rachid et Marc des candidats dont les profils sont représentés 
dans le tableau 5.5. Calculons la similarité entre chaque paire de ces trois candidats. 












moyenne Très forte 
Le calcul de la similarité se fait à l'aide de la formule 4.1. Les poids sont ceux du 
tableau 5.1. Pour calculer la similarité entre deux candidats, il faut calculer la distance 
qui existe entre chacun de leurs attributs. Le tableau 5.6 représente les distances entre les 
attributs de chaque paire des candidats. 
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Tableau 5.6 : Les distances des attributs de chaque paire de profils. 
La distance entre deux profils, pour un attribut donné, se calcule comme dans la 
section 4.5. Ainsi: 
Distage(Fatima, Marc) = IAgeFatima-AgeMarc III MaxAge-MinAge 1 =125-301130-241 =5/6=0.83 
Distniveau d'étudelF atima, Rachid) = 1 car Niveau d'études Fatima f.Niveau d'études Rachid 
Distniveaud'étudelRachid, Marc)=O car Niveau d'étudesRachid =Niveau d'étudesMarc 
Distlangue apprise(Fatima, Rachid)=O même si la langue apprise par Fatima est le français, 
et celle apprise par Rachid est l'anglais. Puisque ces deux langues s'écrivent par des 
lettres latines, nous les considérons comme égales. D'après l'expert, ce qui nous 
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intéresse ici, à propos d'une langue, est de savoir si celle-ci est latine ou non. Car en 
connaissant une ou plusieurs langues latines, on peut apprendre facilement l'anglais. 
Puisque SIM(Fatima, Rachid)=l-D(Fatima, Rachid), alors calculons d'abord D(Fatima, 
Rachid). 
13 
D(Fatima, Rachid) = Lw/dist2 (xi'Yi)= 
i=1 
~xO.162 +~XO+~XO+~XO+~XO+~XO+~X O+-..!....xO.33 2 +~xo+~xo+-..!....XO.52 +~xO+~xO-
24 24 24 24 24 24 24 24 24 24 24 24 24 
. . 1lf·37 A· . D(Fatlma ,Rachid) = -- = 0.12 mSl : 
. 24 
SIM(Fatima, Rachid) =1-0. 12=0.88. De même SIM(Rachid,Marc)=0.28 et SIM(Fatima, 
Marc) =0.25. 
Nous constatons alors que c'est le profil de Fatima et celui de Rachid qUI 
donnent la plus grande similarité, ainsi se sont eux qui sont les plus proches parmi les 
trois. 
Une fois le niveau d'habileté initial trouvé, il sera transmis au module suivant, 
celui du test adaptatif. En fait, le test peut commencer. 
5.4.2. Le module du test adaptatif 
Dans ce module, nous montrons, comment choisir la question adéquate, 
(sélection de l'item), comment la présenter au candidat (l'administration de l'item), 
comment calculer le niveau d'habileté et son erreur type, et à quel moment le test doit 
s'arrêter. 
Avant de passer à la sélection de l'item, comme nous avons expliqué dans la 
section 5.3.3, il faut décomposer la banque d'items en M blocs, afin de minimiser le 
taux d'exposition de l'item. Le pseudo-code suivant décrit le processus utilisé pour 
réaliser cette décomposition. 
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.:. Pseudo-code de la décomposition de la banque d'items 
Début 
-,--
, Trier les items selon leurs paramètres de difficulté. 
Fin 
Décomposer ces items en M blocs. 
Trier chaque bloc selon le paramètre de discrimination. 
Décomposer chaque bloc en K niveaux. 
Combirier chaque niveau pour former de nouveaux blocs. 
Met K sont respectivement, le nombre de blocs et le nombre de niveaux. Nous 
avons choisi de donner à ces deux paramètres la valeur 5. De ce fait, chaque bloc 
contient le maximum d'items possibles, et par conséquent un large choix d'item. 
Les K blocs des items ainsi construits, le test est partagé, par conséquent, en K 
niveau. À chaque niveau, 20/K items seront sélectionnés. La sélection de l'item le plus 
approprié, à présenter au candidat, est montré de manière explicative dans le pseudo 
code suivant. 
.:. Pseudo-code de la procédure de sélection de l'item 
Si le nombre des items alloués au candidat jusqu'à présent est 
inférieur à 20 et l'erreur type est supérieur à 0.2. 
Sinon 
Trouver le ni veau courant N, étant donné le nombre des items 
présentés au candidat. 
Calculer la fonction d'information pour tous les items du niveau 
N, au voisinage du niveau d'habileté initial, à l'aide de la 
formule 2.9. 
Présenter au candidat l' item dont la fonction d'information au 
voisinage de son niveau d'habileté estimé est maximale. 
Supprimer cet item du tableau des blocs des items. 
Arrêter le test. 
Fin si 
La fonction d'information se calcule à l'aide de la formule 2.9. L'exemple 2 
donne une idée sur la démarche suivie afin de la calculer. 
.:. Exemple 2 
Soit un candidat dont le niveau d'habileté initial est de l'ordre de 50%, soit 0 sur 
l'échelle de -4 et 4. On cherche à calculer la fonction d'information de l'item 9, par 
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exemple, au vOIsmage de O. Cet item à pour paramètres, de difficulté -2.419, de 
discrimination 0.439 et de pseudo chance 0 (voir la section 5.3.1). 
Dans un modèle à trois paramètres, la fonction d'information de la formule 2.9, 
déjà vu dans le chapitre 2 a la forme suivante: 1,(0) ~ D'a,' ;: i: l [ p i~~; )' J 
1 - C 
Pi ( ()) = Ci + _ D (B _ b)' Q (()) = 1 - p; (() ), D= 1. 7 1 + e a, , Avec 
ai, bi, et Ci sont respectivement les paramètres de discrimination, de difficulté et 
de pseudo-chance. 
En substituant ces variables par les valeurs citées précédemment, les calculs 
auront l'allure suivante: 
. 1-0 
P9 (0) = 0 + 1 + e -1.7x0.439(O+2.419) = 0.858 puis 
Q9(0) = 1- 0.858 = 0.142 
Après avoir sélectionné l'item approprié, on le présente au candidat. C'est la 
phase de l'administration de l'item. La question et ses différentes réponses sont ainsi 
affichées au candidat. Ce dernier a un délai de 60 secondes pour répondre, sinon la 
réponse sera considérée fausse. La notion du temps est ajoutée ici afin d'éviter des tests 
trop longs. La position des différentes réponses est modifiée, avant chaque affichage, 
afin de minimiser les chances à un candidat, de se rappeler des réponses à partir de leurs 
positions. 
Une fois la réponse du candidat connue, il faut calculer le niveau d'habileté, ainsi 
que l'erreur type. Ces derniers sont calculés à l'aide de la méthode de l'espérance à 
postériori, selon la formule 2.8. L'exemple 3 montre de manière explicative, comment 
ces deux données sont calculées. 
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.:. Exemple'3 
Supposons que nous ayons présenté jusqu'ici, trois questions au candidat, les 
items, 33, 21 et 39 dont les paramètres sont représentés dans le tableau 5.7, et que les 
réponses du candidat sont respectivement, 1, ° et 1. 
Tableau 5.7 : Les paramètres des items, 33, 21 et 39. 
D'après la formule 2.8, le nIveau d'habileté estimé et l'erreur type sont 
respectivement: 
~ ~ 
LOfL(I,O,I IO)f(O) L(Of - E(0))2 L(1,O,11 O)f(O) 
1/2 
E(B Il,0,1) = ""-f=-:-:;o------, SEAP(O Il,0,1) = -,-f=_I---:3""'0 --------
LL(I,O,II B)f(B) LL(1,0,11 0)f(0) 
f~ f=1 
avec Of est un des 30 points de quadrature etf(Bj) est le poids associé à ce point, soit la 
densité de probabilité normale calculée à ce point. 
vraisemblance. 
Soit L(1,O,11 0) = ~3(0)X Q21(0) X ~9(0), avec P;(O) est la probabilité de 
réussite de l'item i avec le niveau d'habileté Of (voir formule 2.4) et Q(O) = 1- P;(O) . 
Le détail des calculs est montré dans le tableau 5.8. 
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Tableau 5.8 : Le récapitulatif des étapes du calcul de niveau d'habileté. 
Les points Densité 
de f(Bj} 
Donc E(B Il,0,1) = 0.073 = 0.347 et SEAP(B Il,0,1) = -'- = 0.639 [
0086]1/2 
0.210 0.210 
Si l'erreur type obtenue est supérieure à 0.2 et le test n'a pas encore atteint une 
longueur de 20, on passera encore une autre fois à la sélection de l'item tout en 
substituant dans son pseudo code, le niveau d'habileté initial par celui calculé. Alors que 
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si le nombre des items présentés est 20 ou la précision du niveau d'habileté. est inferieure 
à 0.2, le test s'arrête et le niveau d'habileté du candidat est affiché sur l'écran. Après 
l'avoir ajusté, en le passant de l'échelle -4 à 4, à l'échelle 0 à 100 à l'aide de la formule 
5.2 suivante. 
NA = 12,5 xe + 50 
e estle niveau d'habileté estimé dans l'échelle de -4 à 4. (Formule 5.2) 
NA est le niveau d'habileté ajusté dans une échelle de 0 à 
100. 
En plus du niveau d'habileté affiché au candidat, ce dernier peut VOIr la 
correction du test qu'il vient de passer, ainsi qu'un histogramme qui représente sa 
compétence en anglais par rapport aux celles des autres candidats qui ont déjà passé le 
test. 
Afin de mieux comprendre le déroulement d'un test adaptatif, nous présentons 
dans ce qui suit, un vrai scénario d'un test adaptatif passé par un candidat appelé Marc . 
• :. Scénario 
Marc est un candidat qui a passé notre test. Nous montrons ici la procédure 
utilisée, afin de trouver son niveau d'habileté en Anglais. 
Marc possède un niveau d'habileté initial en Anglais égale à 0, soit 50%. Après 
la décomposition de la banque d'items en 5 blocs, comme montré précédemment, le test 
est décomposé aussi en 5 niveaux. À chaque niveau nous sélectionnons 4 items. 
- Le rr niveau qui correspond au rr bloc est constitué des items dont les numéros 
sont les suivants: 9, 17,39,33,29,49, 18,21,2,23. 
o Ces items sont classés selon leur fonction d'information au voisinage 
du niveau d'habileté initial, soit O. On obtient ainsi, en ordre 
décroissant, les items: 33, 39,49,21,29, 18, 17,9,2,23. 
o L'item 33 possède le maximum de la fonction d'information au 
voisinage de O. Ainsi, c'est celui-ci qui est présenté à Marc (11=33). 
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o Marc répond correctement à cet item (ul=I). 
o À l'aide de la méthode de l'espérance à posteriori, comme montré dans 
l'exemple 3, le niveau d'habileté 01 et son erreur type SI sont calculés, 
ainsi que le niveau d'habileté corrigé Oel en utilisant la formule 5.1. 
Soit: 01=0.445, SI=0.807 et Oel=1.30. 
o Après suppression de l'item 33, les autres qui restent dans le 1 erbloc 
sont eux aussi classés selon leur fonction d'information au voisinage de 
1.30 en ordre décroissant: 2, 21, 49, 18,39, 17,29,9,23. 
o De même, l'item 2 sera présenté à Marc (I2=2). 
o Sa réponse est encore correcte, soit u2=1. 
o Après le calcul, comme montré précédemment, O2=0.799, S2=0.807 et 
Oc2=2.29. 
o L'item 2 est supprimé aussi du 1er bloc. Les items qui restent sont 
classés selon leur fonction d'information au voisinage de 2.29. Soit 21, 
49,18,17,39,9,29,23. 
o L'item 21 sera présenté alors à Marc (I3=21). 
o Cette fois ci, sa réponse est incorrecte (U3=0). 
o Une fois les calculs sont faits, 03=0.407, S3=0. 749 et Oc3=0.929. 
o Les items restants après suppression du numéro 21, sont classés de la 
même manière que précédemment. Nous avons ainsi 49,39,18,17,29, 
9,23. 
o L'item 49 est présenté à Marc (14=49). 
o La réponse est correcte, donc li4= 1. 
o Les calculs sont faits, 04=0.975, S4=0. 755 et Oc4=2.269. 
- Passons maintenant au 2éme niveau. Le bloc correspondant contient les items 
suivants: 27, 6, 46,30,26, 19,35,3,8,41. 
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o De même, ces items sont classés selon leur fonction d'infonnation au 
voisinage de 2.269, soit 41,3,8,27, 19,35,26,46,6,30. 
o L'item 41 est présenté à Marc (ls=41). 
o Sa réponse est correcte (us=l). 
o Les calculs nous donnent, 85=1.278, S5=0. 761 et 8c5=3.039. 
o Ainsi de suite pour les autres items et les autres niveaux jusqu'à la fin 
du test. 
-Le test s'arrête lorsque le nombre des items atteint 20, puisque l'erreur type est 
supérieure à 0.2. Le niveau d'habileté de Marc en Anglais a ainsi la valeur de 
8C20=0.825, soit 60.8% d'après la fOl!llule 5.2, avec une erreur type S5=0.256. 
De manière plus claire, un résumé de ce scénario est montré dan le tableau 5.9. 
Tableau 5.9 : Le récapitulatif du test de Marc. 
Errnur 
Niveau N-item l'. Discrimination P. difficulté P. pseudo..chance Rèponse , EAP Type 
1 33 1,281 -0,403 0,026 1 1,307 0,807 
1 2 1,287 0,967 0,222 1 2,295 0,807 
1 21 0,738 0,487 0,113 0 0,929 0.749 
1 49 ,0,687 0,027 0,111 1,: 2,269 0,755 
2 41 1,2 1,716, 0,211 1 3,039 0,761 
2 3 1,286 0,719 0,113 1 2,668 0,66 
"2' " 8 1,496 0,87 0,23 " 0 1,354 0,564 
2 26 1,182 -0,353 0,181' 0 0,581 0,588 
, 
3 14 1,335 0,494 0,085 1 0,863 0,509 
3 10 , 1,611 1,465 0,083 0 0,549 0,467 
:3 24 1,5 0,816 " 0,229 ' 1 0.,717 0,444' 
3 5 1,531 0,256 0,289 1 0,794 0,401' 
4 45 2 0,992 0;213 ' 0 0,632 0,38 
4', 42 1;88 ' 0,781 0;272 0 0,486 0,367 
4 22 2 0,381 0,368 1 0,561 0,34 
4 20 1,438 -0,866 0 1 0,573 ' ,0,325 
5 4 2 O,6B3 0,18 1 0,68 0,298 
, 
5 43, 1,947 0,872 0,162 1, 0,178 0,278 
5 50 2 0,471' 0,244 1 0,823 0,258 
" 
,5 16, 0,98 -1,24 0 1 ·~,;T .. ,o.,~n, oc O,2!i:!L: 
Après aVOIr expliqué le déroulement dans chacun de nos modules, nous 
présentons, dans ce qui suit, nos bases de donnés, notamment, celle des cas, et celle des 
items. 
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5.4.3. Base des cas 
Comme nous avons vu précédemment, un cas est composé d'un ensemble 
d'attributs que le candidat entre une seule fois, lors de son enregistrement, ainsi que le 
niveau d'habileté calculé à la fin de chaque test. En plus des attributs qui composent le 
cas, d'autres données sont stockées dans la base pour assurer le bon fonctionnement du 
test. Notamment : 
Le niveau d'habileté initial, qui change au fur et à mesure que le candidat repasse 
le test. Puisque avant de commencer le test, le système fait une nouvelle recherche dans 
la base des cas pour y extraire cette donnée ci. 
Les données du test, nous en aurons besoin pour afficher la correction au 
candidat, et aussi pour construire l'histogramme de comparaison entre la compétence du 
candidat qui vient de passer le test et les autres qui l'ont déjà fait. Les attributs du test 
nécessaires sont : 
- idcandid : le numéro du candidat qui passe le test. 
- iditem : le numéro de l'item présenté au candidat courant. 
- candresp': la réponse du candidat courant à l'item. 
- hablevel: le niveau d'habileté du candidat courant calculé après sa réponse à 
l'item. 
- errortyp : l'erreur type correspondant à ce niveau d'habileté. 
- numtest : le nombre de fois que le candidat courant passe le test. 
-timeresp : le temps écoulé avant la réponse du candidat courant à l'item. Il est 
toujours inférieur ou égale à 60 secondes, sinon la réponse est considérée 
comme fausse. 
Qui dit test, dit un ensemble de questions. Ainsi il nous faut une base où nous 
stockons les items du test, appelée, base d'items. 
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5.4.4. Base d'items 
La base d'items est composée d'un ensemble d'attributs, nécessaires pour le 
déroulement du test et dans le calcul du niveau d'habileté. Ces attributs sont définis 
comme ce qui suit: 
- iditem : le numéro de l'item. 
- textitem : le texte de l'item affiché au candidat. 
- Responsi: les différentes réponses de l'item que nous affichons au candidat, 
puisque toutes les questions sont à choix multiple, ... 4. 
- trueresp : La réponse correcte parmi les réponses affichées. 
- param_a: paramètre de discrimination de l'item. 
- param _b : paramètre de difficulté de l'item. 
- param _ c : paramètre de pseudo chance de l'item. 
Jusqu'à présent, nous avons 46 questions d'anglais dans notre base d'items. 
Mais, cette dernière peut être enrichie par d'autres items d'anglais, à condition de les 
avoir préparés avant, comme mentionné dans la section 3.2.1. 
Pour des raisons de confidentialité, l'Université de Montréal ne nous a pas 
permis de divulguer les questions, c'est pourquoi nous n'avons pas donné des exemples 
des items se trouvant dans la base. 
Cette base peut être chargée par les items d'un autre concept, mais il faut changer 
la deuxième partie de l'enregistrement. C'est-à-dire supprimer lès attributs liés à 
l'anglais et les remplacer par ceux qui dépendent du nouveau concept. 
5.5. Comparaison 
Dans cette section, nous allons faire une comparaison entre TAARAC et 
quelques systèmes qui utilisent le test adaptatif sur ordinateur. Notant par exemple 
GMAT (Graduate Management Admission Test) [URL 8] , un test utilisé à travers le 
monde pour évaluer leS compétences verbales, mathématiques et de rédaction 
analytique. Ces aptitudes qui sont essentielles pour la réussite des études dans un 
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programme de gestion, tel le MBA (Master of Business Administration). Depuis sa 
création en 1953, Ce test est développé et administré par l'ETS (Educational Testing 
Service) jusqu'à la fin de 2005. À partir du 1er janvier 2006, ces deux tâches sont 
partagées entre ACT Inc. et Person Vue [URL9]. Nous avons choisi dans cette 
comparaison, la partie mathématique du test qui est adaptative. 
Le TOEFL (the Test Of English as a Foreign Language) [URL5] est un outil 
d'évaluation de l'anglais universitaire pour les candidats dont l'anglais n'est pas la 
langue maternelle. C'est un test qui est reconnu à l'échelle internationale, créé en 1964 
par l'ETS. Actuellement, il est devenu un IBT test (Iinternet based test), c'est à dire 
accessible par Internet. Il n'est plus adaptif, car l'évaluation des sections qui le 
composent ne se fait plus de manière séparée, et les questions posées regroupent souvent 
deux à trois sections. Dans cette comparaison, Nous avons choisi le TOEFL comme il 
était auparavant, CBT test (Computer Based Test), et plus précisément, sa section de 
structure qui est adaptative. Et finalement, MCSE (Microsoft Certified Systems 
Engineer) une certification des spécialistes de Windows 2000 et Windows server 2003 
de Microsoft [URL10]. 
Comme T AARAC, ces tests utilisent tous la théorie des réponses aux items, avec 
un modèle logistique à trois paramètres. La comparaison est faite sur ces thèmes-ci: 
• Le concept utilisé: quels sont les concepts à évaluer par le test. 
• L'estimation du niveau d'habileté initial: la procédure utilisée pour estimer le 
niveau d'habileté initial. 
• Le premier item alloué: quelles sont les caractéristiques du premIer item 
présenté. 
• Type des questions: quel est le type des items constituants le test. 
• La sélection de l'item: quelles sont les techniques utilisées au cours de la 
sélection de l'item. 
• Les critères d'arrêt: quels sont les critères choisis afin d'arrêter le test. 
• La longueur de test: le nombre maximal des items alloués au candidat. 
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• Le test peut il être suspendu? : est ce que le test peut être arrêté et repris là où il 
est suspendu? 
• Le feedback : après le test, quelles sont les différentes fonctions présentées par le 
système. 
Tableau 5.10 : Comparaison des tests adaptatifs. 
multiple À choix multiple (4 Glisser et déposer À choix multiple (4 choix) 
choix) 
N'existe pas 
difficulté De difficulté 
moyenne 
de la Maximum de la 
fonction 
d'information et d'information et 
minimum du taux minimum du taux 
d'exposition. d'exposition. 
(drag and drop) 
N'existe pas Un raisonnement à base de 
cas 
De difficulté faible Selon l'algorithme de 
ou moyenne 
ND 
sélection de l'item 
Maximum de la fonction 
d'information et minimum du 
taux d'exposition. 
maximal Nombre maximal Nombre maximal Nombre maximal d'items est 
est d'items est atteint. d'items est atteint atteint ou une certaine 
ou une certaine précision est atteinte. 
précision est 
atteinte. 
20 à 25 35 20 
Non Non Oui 
score du Le score du Le score du Le score du candidat, sa 
de candidat. Pas de candidat .et s'il a comparaison avec ceux des 
correction et pas correction et pas de passé ou non. la autres candidats qui ont déjà 
de comparaison. comparaison correction et pas de passé le test et la correction 
comparaison. du test. 
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.:. Interprétation du tableau 
Même si deux des trois tests choisis pour cette comparaison traitent un sujet 
différent que celui de T AARAC, ce sont tous des tests adaptés selon la compétence du 
candidat. Ainsi les items constituant leurs banques des items sont différents 
dépendamment du thème traité. Mais il reste que leurs types est le même. C'est à dire 
qu'ils sont tous à choix multiple. Sauf ceux de MCSE qui sont de type « glisser et 
déposer ». 
Comme montré dans le tableau 5.10, la grande différence entre TAARAC et les 
autres tests réside dans le fait que TAARAC est capable d'estimer un niveau d'habileté 
initial au candidat en utilisant un raisonnement à base de cas (voir la section 5.2.3). Et 
par conséquence, le premier item est sélectionné de la même manière que les autres, 
c'est-à-dire, à l'aide de l'algorithme de sélection de l'item. Ainsi le premier item sera 
celui dont la difficulté est proche à la compétence du candidat. Alors que les autres tests 
choisissent toujours comme premier item celui avec une difficulté moyenne ou faible. 
Un choix qui allongera le test, puisque il est nécessaire d'ajouter d'autres items au début 
du test avant de tomber sur celui dont la difficulté se rapproche de la compétence du 
candidat. 
La sélection de l'item alloué au candidat se fait dans TAARAC, de la même 
manière que dans tous les autres tests internationaux, en choisissant celui qui maximise 
la fonction d'information au voisinage du niveau d'habileté du candidat tout en 
minimisant son taux d'exposition des items (le nombre de fois qu'un item est administré 
sur le nombre total des candidats). Chacun de ces tests utilise une technique différente 
que celle utilisée dans T AARAC pour réaliser ceci. 
Le test s'arrête une fois un nombre fixe des items est présenté au candidat, qui est 
37 pour GMAT et 20 à 25 pour la section de structure du TOEFL. Alors que dans MC SE 
et TAARAC, un autre critère est ajouté pour que le test s'arrête, c'est l'obtention d'une 
certaine précision dans le calcul du niveau d'habileté du candidat. Ainsi, si ce critère est 
atteint, le test s'arrête, même si le nombre maximal des items n'est pas encore présenté 
au candidat. Ce nombre est de l'ordre de 35 pour MCSE et 20 pour TAARAC. Comme 
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nous le constatons, c'est seulement avec TAARAC que nous pouvons estimer un niveau 
d'habileté avec un test très court. 
Un autre point fort de T AARAC, est que ce dernier peut être suspendu à tout 
moment par le candidat. Lors de sa prochaine connexion, ce candidat est invité à 
continuer le test là où il l'a arrêté, ou le rep!endre depuis le début. Ce qu'on ne peut pas 
faire dans les autres tests. 
À la fin du test, T AARAC affiche le score du candidat. Ce dernier peut même 
voir la correction de son test, en plus d'un histogramme qui représente une comparaison 
entre son ou ses scores et ceux des candidats ayant déjà passé le test. Alors que dans les 
. autres tests, le candidat n'est capable de voir que son score, sauf MCSE qui peut en plus, 
annoncer au candidat sa réussite ou son échec et lui afficher une correction sur demande. 
Comparé aux trois tests, T AARAC reste faible coté nombre de données, puisque 
sa banque d'items ne contient que 46 items, alors que les autres tests possèdent des 
banques avec un nombre très large d'items, ce nombre croît au fil des années. Or la base 
d'items peut être enrichie en tout moment. Nous ne l'avons pas fait dans ce travail car, 
comme nous avons vu dans la section 5.3.1, une bonne estimation des paramètres de 
l'item exige la réponse de plusieurs candidats à cet item dans un test papier-crayon. Des 
données qui ne sont pas faciles à avoir puisque la plupart des responsables des tests ne 
sauvegardent que les scores totaux obtenus dans tout le test. En ce qui concerne les 
données collectées pour construire notre base, il nous fallait attendre deux sessions afin 
de les rassembler au fur et à. mesure que les candidats passent le test papier-crayon. 
Autrement elles seront détruites dès l'obtention des scores. 
5.6. Conclusion 
Nous avons expliqué dans ce chapitre, la méthodologie utilisée pour la 
conception de TAARAC, l'algorithme de son déroulement, l'apport du raisonnement à 
base de cas pour notre système et les différentes étapes de notre test adaptatif. Nous. 
avons vu aussi son architecture en expliquant en détail les différents modules qui la 
composent. Ainsi T AARAC est un test adaptatif en anglais, capable de trouver le niveau 
d'habileté d'un candidat avec un nombre minimal de. questions. Afin d'atteindre cet 
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objectif, nous avons utilisé le raisonnement à base de cas ainsi que la théorie des 
réponses aux items. À la fin de ce chapitre nous avons fait une comparaison entre 
T AARAC et trois des tests les plus connus au niveau international, tout en insistant sur 
les points forts de T AARAC. 
Dans le chapitre suivant nous allons montrer les différentes technologies utilisées 
dans T AARAC, et expliquer en détail son implémentation. 
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Chapitre 6 : Implémentation et validation 
Dans ce chapitre nous allons voir les techniques utilisées dans l'implémentation 
et le développement de T AARAC, les outils et les langages de programmation choisis 
afin de réaliser ce système. Une vue bien détaillée de T AARAC est montrée à travers 
des captures d'écran. 
6.1. Implémentation de TAARAC 
TAARAC a été développé par PHP (Hypertext Preprocessor) version 5.0.4, un 
langage de développement d'applications web, facile à intégrer dans les pages HTML. 
Sous le système d'exploitation Windows XP et le serveur web Apache Tomcat version 
2.0.54. Le développement est fait sous l'environnement Macromedia Dreamweaver 8 
version 8.0. La base de données a été conçue à l'aide du système de gestion de base de 
données MySql version 4.120. 
TAARAC est une application web avec une architecture client-serveur. C'est-à-
dire que le client envoie une requête à travers le réseau vers le serveur web et ce dernier 
la traite et envoie la réponse au client. Le serveur peut être scindé en un serveur 
application et un serveur base de données. C'est ce qu'on appelle l'architecture trois-
tiers. 
6.1.1. Architecture trois-tiers 
Une application développée sous l'architecture trois-tiers VIse à être séparée 
logiquement et de manière très nette en trois couches ou niveaux, présentation, 
traitement ou métier et accès aux données. 
La première couche est la partie de l'application qui est visible et interactive avec 
l'utilisateur, elle affiche les données, prend la requête de l'utilisateur et lui présente les 
résultats. Elle est souvent représentée en HTML pour être interprétée par un navigateur 
web. 
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La deuxième couche correspond à la partie fonctionnelle de l'application, c'est 
elle qui traite la requête de l'utilisateur et envoie les résultats à la couche présentation. 
Elle décrit les opérations faites sur les données et met en œuvre les différentes règles de 
gestion et de contrôle du système. 
La troisième couche est la partie correspondante à la gestion de l'accès aux 
données du système. Ces données peuvent être propres au système ou gérées par une 
autre application. Ce sont ces données qui seront traitées par la couche métier. 
Dans notre système, nous avons utilisé l'architecture MVC (Modèle-Vue-
Contrôleur) qui est une architecture trois-tiers ou trois niveaux. Nous expliquons dans 
ce qui suit, le fonctionnement général de ce modèle. 
6.1.2. Le modèle MVe 
Dans une application web basée sur le modèle MVC (Modèle-Vue-Contrôleur), 
il y a une nette distinction entre les couches de présentation, traitement et accès aux 
données. Ainsi cette application est développée de manière à être partagée en trois 
parties fondamentales: le modèle, la vue et le contrôleur. 
• Le modèle: représente le comportement de l'application, il fait le traitement et la 
description des données manipulées par l'application, comme il décrit les 
méthodes d'accès. 
• La vue: c'est l'interface utilisateur. Elle présente les résultats renvoyés par le 
modèle, elle ne fait aucun traitement, comme elle permet à l'utilisateur 
d'interagir avec le système. 
• Le contrôleur: il fait la gestion et ·la synchronisation des événements dans 
l'application. Il ne fait aucun traitement ni présentation. Son travail consiste à 
analyser la requête de l'utilisateur, appeler le modèle adéquat et renvoyer la vue 
correspondante. 
Une application qui respecte le modèle MVC aura l'architecture présentée dans 
la figure 6.1 ci-dessous. 
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Couche présentation Couche traitement Couche accès aux donnée 
Contrôleur 
adèle Données 
Figure 6.1 : Modèle MVC. 
Dans un modèle MVC, Comme illustré dans la figure 6.1, l'utilisateur fait sa 
demande au contrôleur. Ce dernier fait appelle au modèle qui traite la demande et 
accède aux données, s'il y a lieu. Puis dépendamment de la demande, une ou plusieurs 
réponses sont expédiées au contrôleur. Celui-ci choisit parmi les vues de l'applicatio~, 
celle qui sera envoyée à l'utilisateur. 
Cette architecture à pour avantage la clarté de la programmation, puisqu'il est 
facile de faire un changement dans l'application, ça suffit de connaître la partie désignée 
par le changement et y faire les modifications voulues sans affecter les autres parties. 
Dans le développement de TAARAC, nous avons suit l'architecture MVC. Ainsi 
on peut y distinguer : 
• Un bloc composé d'un programme principal (main.php) qui est la porte d'entrée 
de notre application, et d'un ensemble de scripts qui exécutent les demandes de 
l'utilisateur, c'est le Contrôleur. 
• Un bloc composé d'un ensemble de modules qui assurent la logique de 
l'application, indépendamment du client (exemple: c-calcul-habilete.php qui a 
pour paramètres le numéro de l'item présenté au candidat et sa réponse. Il calcule 
le niveau d'habileté du candidat indépendamment de celui-ci). Ce bloc est aussi 
composé d'un ensemble de modules qui rapportent les données nécessaires au 
contrôleur (exemple: c-taarac-data.php qui s'occupe de tous ce qui fait appelle à 
la base de données), c'est le Modèle. 
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• Finalement un bloc qui rassemble l'ensemble des vues envoyées au client 
(exemple: v-accueil.php qui est une page HTML qui contient le format de la 
page d'accueil telle qu'elle est présentée au candidat) c'est la Vue 
Dans se qui suit nous allons se rapprocher encore plus de TAARAC en montrant 
toutes les étapes franchies par un candidat au cours de son passage du test, tout en 
utilisant des captures d'écran. 
6.2. Environnement d'un candidat 
Dans cette partie nous allons voir toutes les étapes passées par un candidat avant 
de commencer le test. 
6.2.1. Page d'accueil de TAARAC 
La page d'accueil, comme son nom le montre, accueille le candidat en lui 
présentant T AARAC et expliquant de manière générale son fonctionnement et toutes les 
tâches qu'il a à faire avant et pendant le déroulement du test (voir la figure 6.2). 
Bienvenue il TAARAC, un test adaptatif de clas~ement en anglais, 
. .. 
En premier lieu une înscnptlon est obligatoire ~insl Que la rêponse é un bref Qu~sûonnalre ~fin Que ;'apPhc·~tI~·n es~~e ·u~·ni;eau 
d'habileté initial. ..
. . . . ~ . . . 
Une fois ces deux étapes taltes: le" test peut commencer, ainsi la question appropnée à votre compétence vous sera p'résentée et 
une e5ti~ajon de votre notNeau m'IeBU d'habileté eS,t fai~e aprés votr~ réponse AinsI de suite Jusqu'é la fin du test . 
Aprés avoir passé le test, votre nlvàau d'habllelé es/uné, sera affiché il i'écran 
vo~s ~·OI.~ez m'ême visualiser la correctIOn de votre test, a;nsi qu'un histogramme qU(Sjtu'~~a'~6'tre compétence par rapport é' 
celle des autres candidats ayant déjà pass~ le test: 
. 
Votre avis nous intéresse, c'est pourquoi nous vous demandons de faire une évaluation du système en dernier lieu. 
----
Déjil inscnt? l''iis:idenlifiêr; 1 
Figure 6.2: Page d'accueil de TAARAC. 
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En plus le candidat est invité à s'inscrire ou s'enregistrer si c'est la première fois 
qu'il visite TAARAC, ou à s'identifier dans le cas contraire. 
6.2.2. Enregistrement 
Un nouveau candidat doit s'enregistrer avant de passer le test. L'enregistrement 
se fait en deux étapes. 
Dans la première, le candidat est invité à remplir un formulaire simple, 
constituant son nom, son prénom, son adresse courriel et un mot de passe (figure 6.3). 
Figure 6.3: Première partie de l'enregistrement dans TAARAC. 
À partir d'un lien qui se trouve dans la partie gauche de la page, le candidat peut 
vider le formulaire en tout moment. 
Un candidat qui a omis de bien écrire son adresse mail, verra afficher un écran 
mettant en évidence l'erreur commise (figure 6.4) 
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'. Las 9rro)urs SUlvantês 6e sont produlto)s : 
• Votre ar1reso;", cour,lél ~101t C'r)mport~r un point 
Figure 6.4 : Page d'erreur. 
Une fois les données de l'enregistrement sont correctement saisies, Le candidat 
passe à la deuxième étape de l'enregistrement (figure 6.5), où ce dernier est invité à 
saisir un ensemble d'informations personnelles qui constitueront par la suite son profil. 





Vous êtes le (Ia)blenvenu(e) è notre test de classement en anglais: 
Afin que nous PUiS~ions~stlmér vo~eriiv~au d'habileté initiai, les informations suivantes so~t nécessaires. 
Figure 6.5 : Deuxième étape de l'enregistrement. 
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6.2.3. Identification 
Un candidat qui est déjà enregistré, peut simplement s'identifier à l'aide de son 
adresse courriel et son mot de passe (figure 6.6). 
. . 
. -.. V9tdllez s'il ~~U5 Plait entre;voire coumel et VOtr~ mo~ de passé." . 
. t·?·~~~~~( ~. N 
M6~.d~~~:"',-i··_··_·of!.....-______ ---,1 
Figure 6.6: Page d'identification 
TAARAC reconnaît le candidat. Dépendamment-de l'état dans lequel ce dernier 
à quitter le test lors de sa dernière connexion, l'écran correspondant s'affiche. 
Pour quelqu'un qui a quitté le système sans passer le test, ou après avoir arrêté le 
test avant de l'avoir terminé, verra afficher l'écran de la figure 6.7. 
CHOUKRI 
Mérèi (lé réVén]( a TAARAC, vOus n:~ez pas encore passé le test 
Désirez-vous le laire maintenBnt? Si oui. cliquez sur le bouton Cl-dessous 
l, Fàire le tes1!, ' 
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Figure 6.7: Page affichée après l'identification d'un candidat qui n'a pas passé le test. 
Si le candidat identifié a déjà passé le test, le système affiche un écran qui lui 
donne le choix entre refaire le test ou revoir les résultats (figure 6.8) 
.' ",'. 
ZAK1A-
Vous avei: déjé passé le to-st 
Figure 6.8: Page affichée après l'identification d'un candidat qui a passé le test. 
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Si après l'identification du candidat le système s'aperçoit que ce dernier a 
suspendu le test avant de quitter TAARAC, il va l'inviter dans ce cas à reprendre le test 
là où il l'a arrêté (figure 6.9). 
CHOÜKRI. 
MsfCI de revemr" T AAR AC. vous êtes en état de superman: le test va être repris lâ Ou vous l'a'0'9z suspendu 
Désirez-vous le taire mSlntenanr? SI OUI, cliquez sur le bOUlon SI dessoJs: . 
1 Reprendrè le tes'H. : "1 
Figure 6.9 : Page affichée après l'identification d'un candidat qui a suspendu le test. 
6.2.4. Pendant le test du candidat 
Le candidat ainsi enregistré ou identifié, voulant débuter le test, un écran 
expliquant les démarches à suivre pendant le test lui sera affiché (figure 6.10). 
CHOUKRI 
Les questions sont toutes é choix 'Du1t1ples li est nécessaire de choisir un~ répon.s.e avant de passer è la question SUIvante. 
Une tois la question répondue. vous ne pOlNez pas ravenir en ~rrière. 
Vous avez 50 secondes pour répondre li chaque question. si vous dépassezle temps accordé, le système considérera votre 
réponse comme étant fausse . . 
Au cours du test. Il ne faut ni rafrafchlr m passer â la page précédente ou suivante car cela perturbera le déroulement de yorre 
test. . 
Figure 6.10 : Page affichée avant de commencer le test. 
99 
Ainsi le système signale au candidat qu'il faut répondre à la question avant de 
passer à la suivante, qu'après la confirmation de la réponse il ne peut plus retourner en 
arrière, et que le temps accordé pour répondre est 60 secondes. Si le candidat les 
dépasse, la réponse est considérée comme fausse. Il ne faut surtout pas toucher aux 
boutons de navigation dans le fureteur au cours du test. 
En appuyant sur le bouton « Commencer le test », le système commence par 
chercher les profils similaires au profil courant, c'est-à-dire celui du candidat. Puis il 
estime son niveau d'habileté initial, comme expliqué dans la section 5.4.1. Il sélectionne 
par la suite l'item approprié pour l'afficher au candidat, voir la section 5.4.2. La manière 
dont cet item est présenté au candidat est montrée dans la figure 6.11. 
:,':, ' ,,' 









.,' . : 
·~'·~·_~._·. ___ • _________ • ______ v, ___ ,_ 
. Imlmlfill 125 
Figure 6.11 : Page représentant la question affichée au candidat. 
Ainsi l'ordre de l'item, son texte et les choix de réponses sont affichés au 
candidat. Ces choix changent d'emplacement d'un appel à l'autre, renforçant ainsi la 
sécurité du test. Puisque les candidats qui sont capables de se rappeler des questions à 
partir de leurs emplacements n'auront plus aucune chance de le faire. Dans la partie 
gauche de la page, deux liens pennettent au candidat d'arrêter le test ou de le suspendre 
s'il le désire. En cliquant sur l'un ou l'autre, l'écran de la figure 6.12 ou de la figure 6.13 
respectivement sera affiché au candidat l'invitant à confinner son choix. Une fois le test 
arrêté, toutes les infonnations sauvegardées jusqu'à présent sur le test disparaitront. Lors 
de la prochaine connexion, le candidat doit refaire le test depuis le début. Alors que s'il 
est suspendu, le système retiendra toutes les étapes passées dans le test et le candidat 
pourra continuer le test là où ill 'a suspendu. 
Dans le coté droit de l'écran de la figure 6.11, une image donnant une idée sur le 
thème de la question est exposée. De même qu'une barre montrant le temps qui s'écoule 
avant de répondre à la question. Dans les dix dernières secondes, un autre message 
apparaitra au dessus de la barre mettant en valeur le temps qui reste (figure 6.14). 
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Qu'est ce que 'Vous vctdez fairs réellement? 
!~, ' ;Revenir au test·: ] 
Figure 6.12 : Page affichée en cliquant sur le bouton de l'arrêt du test. 
Voulez-vous vous déconooCWr ou cononuer le test? 
.: ' 




Figure 6.14: Page affichant l'item dans les dix dernières secondes. 
Le même écran est affiché pendant tout le test, les seules différences sont le 
numéro, le texte, l'image et les choix des réponses qui changent au fur et à mesure que 
la question change. Le choix de l'item à présenter au candidat est expliqué dans la partie 
5.4.2. 
6.2.5. À la fin du test du candidat 
Une fois le test est arrêté, un écran montrant le niveau d'habileté du candidat 
(figure 6.15) est présenté à ce dernier, tout en lui rappelant son niveau auto évalué avant 
le test. Deux liens dans la partie gauche de l'écran donnent le choix au candidat entre 
voir la correction du test, ou voir ses résultats qui sont accumulés au fur et à mesure 
qu'il repasse le test, en même temps qu'une comparaison avec les niveaux des candidats 
qui ont déjà passé le test, représentée sous forme d'un histogramme. 
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Félicitation! 
Vous venez de terminer le test 
Vo~. esDmaDon en AnglaIs étM dé l'ordr,, de : 40%. 
Mals votre niveau .d'habileté en Anglais après le teS! est I~ suivant: 59,33% 
Figure 6.15: Page affichant le niveau d'habileté du candidat. 
Si le candidat choisi de visionner la correction du test, une infobulle sous forme 
d'avertissement est affichée au candidat. L'infobulle rappelle au candidat qu'il vient de 
passer un test adaptatif, et par conséquent son niveau en anglais ne peut pas être 
interpréter à partir du nombre des questions correctes (figure 6.16). 
Figure 6.16: Avertissement affiché avant la correction. 
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La correction est affichée par la suite sous forme d'un tableau (voir figure 6.17) 
rassemblant les numéros des questions posées dans le test, leurs textes, les réponses 
correctes et celles du candidat. Les réponses fausses sont mises en évidence par leurs 
couleurs rouges. 
éorrectlon du test 
",,,,,,,0,=,,"lë==;::;:==:=::;:=::=;::::;:~:::::;,',: -ihr~ë 'times the di~;~~~e"thatM8rëo Polo r"''';''''''''''''''';''''''''''';'''''''' 
-,--____ Montreal ____ _ 
.: Réponses'inéorrectes" 
Figure 6.17 : Page affichant la correction du test. 
Nous constatons qu'à partir de cette page le candidat peut voir ses résultats, 
refaire le test ou se déconnecter complètement en passant à la page d'accueil. 
La page résultat, comme nous avons mentionné auparavant, est une page 
récapitulative des résultats obtenus par le candidat lors de ses différents passages au test, 
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en plus d'un histogramme comparant ces résultats avec les nIveaux d'habileté des 
candidats qui ont déjà passés le test (figure 6.18). 
1 
. Ill. Les niveaux d'habiletés des candidats ayant déjà passé le test. Les nombres en dessous représentent le nombre de candidats possédant le même niveau 
... ' d'habileté. . . . .. 
. m: Votre niveau d'habileté est de: 66 34 au 1er test, de 46.83 au 2éme test . 
1" Page d'accueil/;I" 
Figure 6.18 : Page affichant les résultats du candidat. 
Ainsi la page résultat comprend un histogramme représentant les niveaux 
d'habileté en anglais de tous les candidats qui ont passé le test. Les niveaux sont classés 
du plus grand au plus petit. Les colonnes· vertes (gris foncé) représentent les 
compétences en anglais du candidat courant. Alors que les colonnes orange (gris clair) 
représentent les niveaux d'habileté en anglais obtenus. au dernier test pour les autres 
candidats. Les numéros en bas de 1 'histogramme désignent le nombre des candidats 
ayant le même niveau d'habileté en anglais. Grace à cet histogramme, le candidat sera 
capable de se positionner par rapport aux autres candidats. 
À partir de cette page, le candidat peut revoir la correction du dernier test passé, 
refaire le test s'il en a envi, ou même se déconnecter et revenir à la page d'accueil. 
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6.3. Validation 
Dans cette section nous présentons la validation de notre système ainsi que les 
différents résultats obtenus. 
6.3.1. Mise en contexte 
TAARAC est un test de classement en anglais. Étant donné le domaine de 
l'application, qui est l'anglais, nous avons fait subir le test à un nombre très hétérogène 
de personnes ayant des profils différents, et par conséquent des niveaux d'habileté en 
anglais bien différents. 
102 personnes ont testé T AARAC avec un âge variant entre 18 et 53 ans. Leurs 
origines sont diverses : Algérie, Argentine, Brésil, Cameroun, Canada, Chine, Liban, 
Maroc, Mexique, Pologne, Romanie, Rwanda, Tunisie et Viêt Nam. Leur champ de 
profession varie entre étudiant, ingénieur, employé, professeur et autres. Alors que leur 
niveau d'étude passe du collégial, baccalauréat, maîtrise au doctorat. Leur niveau en 
anglais varie entre faible et plus fort, selon leur auto évaluation. Cette fluctuation est 
montrée dans le graphe de la figure 6.19. 
Nombre de candidats pour chaque valeur 
du niveau auto évalué 
Il Nombrede candidats 
30 
1 
1 2 3 4 5 6 7 8 9 10 
le niveau du candidat auto évalué sur 10 
Figure 6.19 : Graphe répartitif des candidats selon leur niveau auto évalué. 
107 
Comme nous avons déjà vu dans le chapitre précédent, notre base d'items 
contient 46 items, leurs paramètres de difficulté obtenus par PARAM-PL3 (voir la 
section 5.3.1) varient entre -2.4 et 1.7. TAARAC est un test adaptatif c'est-à-dire qu'il 
essaye de présenter au candidat des items dont la difficulté est proche de son niveau 
d 'habileté. Et puisque se dernier vari entre -4 et 4, alors les candidats qui sont très forts, 
verront que leur niveau n'est pas bien estimé. Car TAARAC va chercher à leur présenter 
des items plus difficiles, mais il n'en trouvera pas dans la base d'items. Ainsi TAARAC 
n'est pas efficace pour estimer le niveau d'habileté pour des personnes de niveau très 
fort. D'après les résultats obtenus, les personnes très fortes ont un niveau de l'ordre de 
2.7 soit 84.5%, avec une erreur type égale à 0.45, une valeur qui montre parfaitement 
que le niveau trouvé est biaisé. Cela ne change en rien notre validation, puisque ce que 
nous voulons prouver ici, c'est que TAARAC est bien un système capable d'adapter le 
test selon le niveau d'habileté du candidat, et que l'apport du raisonnement à base de cas· 
est bien évident. Ainsi nous allons nous baser dans cette étude sur les résultats obtenus 
avec des candidats de niveau moyen et faible, soit 96 candidats. 
6.3.2. L'adaptabilité de TAARAC 
Nous mettons en évidence le premier objectif recherché par TAARAC, 
l'adaptabilité du test selon le niveau d'habileté du candidat. De manière plus précise, 
montrer que si le candidat répond correctement à un item, il aura par la suite un item 
plus difficile, sinon un plus facile. Nous avons choisi deux candidats de niveau 
différents, sur qui nous avons testé T AARAC. Le premier a un niveau plutôt moyen 
puisque il a obtenu 0.27 dans une échelle de -4 et 4 soit 53.3%. Alors que le deuxième 
possède un niveau supérieur au premier, il est estimé à 1.84 soit 73%. Les résultats 
obtenus sont résumés dans le tableau 6.1 pour le premier candidat et 6.2 pour le 
deuxième. 
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Tableau 6.1 : Résumé des résultats obtenus par un candidat de niveau moyen. 
46 1.19 1.33 0 0.79 
9 0.43 0 1 0.75 
39 0.90 0.08 1 0.69 
49 0.68 0.11 1 0.67 
33 1.28 0.02 1 0.59 
3 1.28 0.11 0 0.52 
30 1.30 0.29 1 0.49 
27 0.56 0 1 0.48 
14 1.33 0.08 0 0.44 
20 1.43 0 1 0.41 
26 1.18 0.18 1 0.39 
16 0.98 0 1 0.39 
12 1.44 0.11 1 0.37 
32 1.2 0 1 0.36 
4 2 0.18 1 0.38 
43 1.94 0.16 0 0.35 
50 2 0.24 0 0.32 
34 1.66 0 1 0.31 
31 2 0.29 1 0.29 
36 1.85 0.33 1 o'fd§ 
L'erreur type est calculée de la même manière que dans l'exemple 3 de la section 5.4.2. 
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Tableau 6.2 : Résumé des résultats obtenus par un candidat de niveau assez fort. 
41 
46 1.19 0.13 1 0.79 
21 0.73 0.11 1 0.73 
49 0.68 0.11 1 0.68 
3 1.28 0.11 1 0.6 
8 1.49 0.23 1 0.55 
2 1.28 0.22 0 0.51 
33 1.28 0.02 1 0.47 
10 1.61 0.08 1 0.45 
14 1.33 0.08 1 0.41 
24 1.5 0.22 1 0.39 
37 1.46 0.3 1 0.38 
43 1.94 0.16 1 0.35 
32 2 0.18 1 0.34 
4 1.88 0.27 1 0.33 
42 1.53 0.28 l ' 0.33 
5 2 0.19 1 0.33 
44 2 0.21 1 0.32 
45 2 0.24 1 0.32 
22 2 0.36 1 0.31 
.:. Interprétation des tableaux 6.1 et 6.2. 
Le premier candidat avait pour niveau d'habileté initial ~0.8, celui auto évalué. 
La question dont la difficulté est proche de cette valeur est l'item 46. Le candidat ne 
répond pas correctement à cette question, d'où la diminution de son niveau -2.27. Le 
système cherche alors l'item de difficulté proche de cette valeur, c'est la question 
numéro 9. Le candidat répond cette fois ci correctement, et son niveau augmente par 
conséquent et devient -1.7. L'item qui existe dans la base ou plus précisément dans le 
premier bloc, (section 5.3.3) dont la difficulté est proche de cette valeur est le 39. La 
réponse du candidat étant correcte, le niveau augmente et devient -0.81 et ainsi de suite 
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jusqu'au 20ième item dont la réponse était correcte, ainsi le test termine par un niveau 
égale à 0.27 avec une erreur type de l'ordre de 0.28. 
Le deuxième candidat possédait un niveau d'habileté initial égale à 2.4. Cette 
fois-ci l'item choisi par T AARAC est le 41. Mais puisque le candidat n'a pas bien 
répondu, alors son niveau diminue et devient -0.93. L'item 'dont la difficulté est proche 
de cette valeur est l'item 46. Une réponse correcte à ce dernier augmente le niveau 
d'habileté du candidat, soit 0.51. Ainsi de suite jusqu'au dernier item dont la réponse 
était correcte, ce qui a donné un niveau de l'ordre de 1.84 avec une erreur type égale à 
0.31. 
Dans le premIer tableau comme dans le deuxième, nous remarquons que 
TAARAC choisi souvent les items les moins discriminants en premier, et laisse les plus 
discriminatoires jusqu'à la fin du test, là où le niveau d'habileté doit être le plus précis 
possible. Cette précision nous la constatons au fur et à mesure que le test s'avance, 
puisque l'erreur type devient plus petite à la fin du test. 
D'après ce qu'on a vu, L'adaptation est belle et bien évidente dans TAARAC, 
car dépendamment du niveau d'habileté du candidat, le système choisi toujours l'item 
dont la difficulté est proche du niveau de ce dernier. Ainsi, si le candidat ne répond pas 
correctement à la question courante, la prochaine sera moins difficile et vice versa. 
6.3.3. L'apport du raisonnement à base de cas 
Dans cette section nous verrons comment le raisonnement à base de cas a 
amélioré notre test, en le rendant plus court et plus efficace. 
6.3.3.1. Un test plus court 
Comme nous avons mentionné précédemment, les résultats se basent sur 96 
candidats qui ont testé T AARAC dont le niveau varie entre assez fort et faible. Pour 
montrer l'effet du raisonnement à base de cas sur le test, nous allons comparer la 
longueur du test entre les candidats dont le niveau d'habileté initial est celui auto évalué, 
avec ceux dont ce dernier est déduit par le RBC (le Raisonnement à Base de Cas), soit 
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55 candidats. Or nous avons constaté que 13 parmi ces derniers ont un niveau d'habileté 
initial (NHI) proche de celui auto évalué avec une différence de 6% près. Cette marge 
n'a aucun effet sur le choix du premier item à présenter au candidat (voir section 5.4.1). 
Ainsi, soit que le niveau d'habileté initial est déduit par le RBC ou que c'est celui auto 
évalué, le test reste le même. C'est pourquoi nous avons décidé de n'utiliser que les 
candidats dont le niveau d'habileté initial n'est pas très proche de celui auto évalué, soit 
42 candidats. Le tableau 6.3 montre la répartition de ces candidats selon la longueur du 
test, ainsi que le pourcentage de ceux dont le NHI est celui déduit par le RBC parmi eux. 
Tableau 6.3 : Les candidats répartis selon la longueur du test et le niveau d'habileté 
initial. 
13 5 38% 
18 8 44% 
18 11 61% 
9 6 67% 
96 42 44% 
D'une manière plus représentative, un graphe est construit pour mettre en valeur 
les résultats trouvés, dans la figure 6.20. 
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Figure 6.20 : Diagramme représentant le nombre des candidats selon la longueur du test 
et leurs niveaux d'habileté initial. 
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.:. Interprétation du tableau 6.3 
Comme nous avons vu précédemment, l'un des grands avantages du test 
adaptatif est que le test devient plus court qu'un test papier crayon. Et puisque dans 
T AARAC les critères d'arrêts sont la longueur du test ou la précision de l'estimateur du 
niveau d'habileté. Il est évident que la longueur du test variera d'un candidat à l'autre. 
C'est ce que nous résume la deuxième colonne du tableau. Dans la troisième colonne, 
nous avons placé les candidats dont le niveau d'habileté initial est déduit à partir du 
raisonnement à base de cas. Et dans la quatrième, le pourcentage de ces derniers pour 
chaque longueur du test. Nous constatant alors qu'au fur et à mesure que la longueur du 
test diminue, le pourcentage des candidats dont le NHI est déduit par le RBC augmente. 
Autrement, avec l'application du RBC, le test a la tendance d'être de plus en plus court. 
Nous constatons aussi que les candidats qui ont atteint rapidement (avec un test 
de longueur égale à 16 ou17 items) l'erreur type de l'ordre de 0.2, plus de 60% avaient 
un NHI déduit par le RBC. Ainsi avec un RBC le test atteint rapidement la précision 
minimal, le test est par conséquent plus précis. 
6.3.3.2. Un test plus efficace 
Un test efficace pour un candidat donné, est un test dont le niveau d'habileté 
initial est proche à celui estimé à la fin du test. Nous allons faire alors une comparaison 
entre les candidats dont le NHI est déduit à partir du RBC et ceux avec un NHI auto 
évalué, tout en se basant sur la différence entre le NHI et celui estimé à la fin du test. 
Compte tenu du nombre des candidats dont le NHI est celui estimé par le RBC, 
soit 55 candidats, regardons le pourcentage de ceux dont le NHI est proche à celui 
obtenu à la fin du test et comparons le avec celui obtenu à partir des candidats dont le 
NHI est celui auto évalué. Ceci est résumé dans le tableau 6.4. Nous supposons que deux 
niveaux d'habileté 'sont proches, si leur différence est de l'ordre de 0.5 dans l'intervalle 
[-4,4], soit 6,5%. 
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Tableau 6.4 : Les candidats répartis selon le niveau d'habileté initial et l'exactitude du 
test. 
D'après le tableau 6.4, nous constatons que le pourcentage des candidats dont le 
NHI est proche à celui obtenue à la fin du test, est plus grand pour ceux dont le NHI est 
déduit par RBC par rapport aux candidats dont le NHI est celui auto évalué. Ainsi, avec 
un raisonnement à base de cas le candidat a plus de chance d'avoir un niveau d'habileté 
à la fin du test proche de celui qu'il avait au début. Si le NHI est différent du niveau 
d'habileté final, les items présentés au candidat au début du test seront de difficulté très 
différente de son vrai niveau d'habileté, et c'est vers la fin du test qu'il aura des items de 
difficulté proche de son niveau. Alors que si le NHI est proche du niveau d'habileté 
final, du début jusqu'à la fin du test, les items présentés au candidat seront de difficulté 
très proche de son vrai niveau, soit un test plus efficace. 
6.3.4. Feedback du candidat 
Nous allons voir dans cette section le feedback du candidat, soit celui inféré à 
partir des résultats obtenus de T AARAC, ou celui fait par le candidat. 
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6.3.4.1. Feedback inféré 
Avant de passer, au feedback réel du candidat, nous allons nous mettre à la place 
du candidat et voir si T AARAC satisfait ses attentes ou non. Autrement dit, faire une 
comparaison entre le niveau auto évalué et le niveau d'habileté estimé à la fin du test. 
Cette comparaison est montrée d'une façon plus détaillée dans le tableau 6.5 et la figure 
6.21. 
Tableau 6.5 : Les candidats répartis selon la différence entre le niveau auto évalué et 
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Figure 6.21 : Diagramme représentant le nombre des candidats selon les tranches de 
différence entre le niveau auto évalué et le niveau estimé à la fin du test. 
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Le tableau comme le diagramme montrent que presque la moitié des candidats 
verront leur niveau d'habileté estimé par T AARAC proche du niveau qu'ils pensaient 
avoir en anglais, avec une différence de 10% près. Ainsi, il y a une grande chance que le 
candidat soit satisfait du résultat obtenu par TAARAC. C'est ce que nous allons voir 
dans ce qui suit, en analysant le feedback réel des candidats. 
6.3.4;2. Feedback réel 
Une fois que le candidat termine le test et visualise ses résultats, il est invité à 
travers un lien dans la page résultat à donner son avis sur le système. Ce lien le dirige 
directement vers la page de la figure 6.22. 
VeuillQz s'il vous pla t donnQrvotre aVIs sur le système. 
1 : En désaccord. 5 : Totalement, en accord. 
. .. 
iL'inte~face est claite ,0 ,0 ,0 .0 ,0 
'. i La conception est bonne : .• 0 ,0 ,0 .0· ,0 
i Le "Bystè~e est convivial . ,0 ,0 ,0 .0 ,0 
1 Le:' b~t du système e~'t com~réhenSi f ,0 ,0 30 .0 ,0' 
:~ou~ {!tes en accord '8v'ec ,l'e ,niveau estimé • 0 ,0 lO . " 40'· ,0 
Figure 6.22 : Le formulaire du feedback du candidat. 
À partir de ce formulaire le candidat peut donner son appréciation sur, la clarté 
de l'interface, la conception, la convivialité et la compréhension du but du système. 
Comme il pourra nous communiquer son avis sur le résultat obtenu par T AARAC. Cette 
évaluation se fait dans une échelle de J à 5, J signifiait que son avis est complètement 
défavorable, alors que 5 signifie l'avis le plus favorable. La moyenne des appréciations 
de tous les candidats est rassemblée dans le tableau 6.6. 
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Tableau 6.6 : Les moyennes des appréciations de 42 candidats. 
Nous remarquons ainsi que la plupart des appréciations sont favorables pour 
T AARAC. En plus les commentaires reçus sont encourageants et satisfaisants. 
6.3.5. Conclusion 
Comme nous savons tous, contrairement au test papier crayon, le but essentiel 
d'un test adaptatif est d'estimer le niveau d'habileté du candidat de manière précise avec 
un test de longueur minimal. Dans cette évaluation, malgré la modestie de la base 
d'items, nous avons montré que le raisonnement à' base de cas a amélioré le test 
adaptatif, en le rendant plus court, plus précis et plus efficace, répondant ainsi aux 
objectifs visés par cette étude. 
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Chapitre 7 : Conclusion 
L'objectif principal visé par ce travail, est de concevoir un test adaptatif capable 
d'estimer un niveau d'habileté de manière efficace et avec un nombre minimal d'items. 
Comme nous avons expliqué au chapitre 3, un test adaptatif est un test adapté selon le 
niveau d'habileté du candidat. Les questions sont choisies de telle sorte que leurs 
difficultés soient proches du niveau d'habileté du candidat. Ainsi ce dernier ne se sentira 
pas frustré devant un test qui est soit très dur ou trop facile pour lui. 
Afin d'atteindre cet objectif, nous avons effectué une combinaison de deux 
techniques totalement différentes: la théorie des réponses aux items et le raisonnement 
à base de cas. La première technique nous a permis de construire notre banque d'items, 
faire la sélection de l'item et estimer le niveau d'habileté au cours du test et à la fin du 
test. La deuxième technique est utilisée pour estimer le niveau d'habileté initial du 
candidat. 
La banque d'items est conçue à partir d'un test d'anglais de la faculté de 
l'éducation permanente de l'Université de Montréal (section 5.3.1). Au cours du test, 
l'item est sélectionné en maximisant sa fonction d'information au voisinage du niveau 
d'habileté estimé, et en minimisant le taux d'exposition (section 5.4.2). Après chaque 
réponse du candidat, son niveau d'habileté ainsi que l'erreur type sont estimés à l'aide 
de la méthode de l'espérance à postériori (l'exemple 3 de la section 5.4.2). Le test est 
arrêté lorsque le nombre des items présentés au candidat est égal à 20 ou lorsque l'erreur 
type est de l'ordre de 0.2. 
, Le niveau d'habileté initial est inféré à partir des nIveaux d'habileté des 
candidats qui ont déjà passé le test. Ainsi une comparaison est faite entre le profil du 
nouveau candidat et ceux stockés dans la base des profils. La moyenne des niveaux 
d'habileté des candidats dont le profil se rapproche le plus de celui du nouveau candidat 
sera son niveau d'habileté initial (voir la section 5.4.1). C'est la technique du 
raisonnement à base de cas. 
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L'intégration du raisonnement à base de cas a rendu le test adaptatif plus court et 
plus efficace et précis. Ceci est confirmé dans la partie validation avec les résultats 
obtenus après avoir testé le système sur une centaine de candidats. T AARAC est bien un 
test adaptatif puisque tout le long du test les questions sélectionnées sont de difficulté 
proche du niveau d'habileté estimé du candidat (la section 6.3.2). De plus, au fur et à 
mesure que la longueur du test diminue, le pourcentage de l'utilisation du raisonnement 
à base de cas augmente. Ainsi pour les candidats dont la longueur du test était de l'ordre 
de 16,67% avaient pour niveau d'habileté initial celui déduit à partir du raisonnement à 
base de cas, et par conséquent la précision désirée est atteinte rapidement (la section 
6.3.3.1). De même avec le raisonnement à base de cas nous avons une grande probabilité 
que le niveau d'habileté initial soit proche du niveau d'habileté estimé à la fin du test, 
ainsi toutes les questions choisies au cours du test seront de difficulté très proche du 
niveau réel du candidat. Le tableau 6.4 montre que le pourcentage des candidats dont le 
niveau d'habileté initial est proche de celui estimé à la fin du test est égal à 38% pour 
ceux dont le niveau d'habileté initial est déduit à partir du raisonnement à base de cas, et 
de l'ordre de 26% pour les autres candidats (section 6.3.3.2). 
Dans ce travail, afin de montrer l'efficacité du raisonnement à base de cas dans 
un test adaptatif, nous nous sommes contentés de faire une comparaison entre les 
candidats dont le niveau d'habileté initial est celui déduit par le raisonnement à base de 
cas avec ceux dont le niveau d'habileté initial est celui auto évalué. Mais nous comptons 
utiliser une autre évaluation, ~otamment un niveau d'habileté initial déduit à partir de 
l'historique du candidat. 
En comparant T AARAC avec trois des tests les plus connus au nIveau 
international, notamment le TOEFL (the Test Of English as a Foreign Language), Le 
GMAT (Graduate Management Admission Test) et le MCSE (Microsoft Certified 
Systems Engineer), nous avons constaté que seul TAARAC fait une estimation du 
niveau d'habileté initial du candidat. Toutefois, les autres tests choisissent comme 
première question, celle de difficulté moyenne ou faible. Un choix qui peut rendre le test 
plus long, puisque le candidat est obligé de répondre au début du test à quelques 
questions de difficulté éloignée du niveau du candidat avant de recevoir celles de 
difficulté proche de son niveau d'habileté. 
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Comme nous l'avons déjà dit précédemment, la banque d'items de TAARAC est 
conçue à partir d'un test papier d'anglais de la faculté de l'éducation permanente de 
l'université de Montréal qui ne comprend que 50 questions de grammaire. Pour estimer 
les paramètres de ces questions, il nous fallait un échantillon d'au moins mille candidats 
qui avaient passés le test papier. Nous n<?us sommes quand même contenté de ce test-ci, 
puisque les responsables du test étaient prêts à nous fournir tous les données dont nous 
avions besoin. Ces responsables ne gardent généralement pas de grandes quantités de 
données puisqu'ils s'en débarrassent rapidement. Or, pour nous, ces données sont utiles. 
Après l'estimation des paramètres des items, et leurs analyses, nous nous sommes 
retrouvés avec 46 items de difficulté moyenne ou faible. Par conséquent, seuls les 
candidats qui sont de niveau moyen ou faible en anglais seront bien classés par 
TAARAC. 
La méthodologie de TAARAC peut être généralisée à n'importe quel 
domaine d'application: il suffit de remplir la base d'items par des données propres au 
domaine, et de remplacer les attributs qui constituent le profil du candidat par ceux qui 
sont significatifs pour ce domaine. De plus, le langage de programmation utilisé est 
multiplateforme, donc nous pouvons intégrer TAARAC dans différents systèmes 
d'apprentissage. Enfin il existe plusieurs applications où TAARAC peut être exploité, 
notamment les systèmes d'apprentissage à distance ou les tests de classement en ligne. 
Dans un environnement d'apprentissage à distance où nous intégrerons 
TAARAC, l'apprenant peut être évalué à tout moment par TAARAC et ceci tout le long 
de sa formation indépendamment du niveau d'apprentissage atteint par celui-ci. Ainsi 
nous évitons la conception d'un nouveau test pour chaque niveau atteint par l'apprenant. 
La plupart des formations nécessitent un ou plusieurs tests préalables, pour 
évaluer le niveau des apprenants. D'autres formations comme celles des langues 
secondes exigent le passage d'un test de classement afin d'affecter le candidat dans le 
niveau adéquat. Avec T AARAC, le test est plus efficace et plus court et le candidat ne 
sera pas ennuyé. Puisque la plupart des personnes qui ont évalué T AARAC le trouvent 
agréable, convivial et clair comme nous l'avons vu dans la partie validation. Nous avons 
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omis de prendre l'avis des enseignants sur TAARAC à cause de la contrainte du temps, 
mais c'est un cas que nous envisageons faire prochainement. 
Actuellement TAARAC se focalise sur la partie grammaire en anglais. Nous 
comptons intégrer dans le futur, d'autres aspects d'anglais à TAARAC, notamment le 
vocabulaire, la compréhension orale et écrite. Nous comptons également étendre les 
fonctionnalités de TAARAC à d'autres domaines autres que l'anglais. 
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