The 351.1 nm photoelectron spectrum of the 1-pyrazolide-d 3 anion has been measured. The photoelectron angular distributions indicate the presence of nearly degenerate electronic states of the 1-pyrazolyl-d 3 radical. Equation-of-motion ionization potential coupled-cluster singles and doubles ͑EOMIP-CCSD͒ calculations have been performed to study the low-lying electronic states. The calculations strongly suggest that three electronic states, energetically close to each other, are accessed in the photodetachment process. Strong interactions of the pseudo-Jahn-Teller type in each pair of the three states are evident in the calculations for the radical at the anion geometry. Model diabatic potentials of the three states have been constructed around the anion geometry in terms of the anion reduced normal coordinates up to the second order. An analytic method to parametrize the quadratic vibronic coupling ͑QVC͒ model potentials has been introduced. Parameters of the QVC model potentials have been determined from the EOMIP-CCSD and CCSD͑T͒ calculations. Simulations of the 1-pyrazolide-d 3 spectrum have been performed with the model Hamiltonian, treating all vibronic interactions amongst the three states simultaneously. The simulation reproduces the fine structure of the observed spectrum very well, revealing complicated nonadiabatic effects in the low-lying states of the radical. The ground state of the 1-pyrazolyl-d 3 radical is 2 A 2 and the electron affinity is 2.935± 0.006 eV. The first excited state is 2 B 1 with a term energy of 32± 1 meV.
I. INTRODUCTION
We have recently conducted a series of investigations on five-membered carbon-nitrogen heterocyclic compounds in order to better understand the effects of nitrogen versus carbon atoms on the electronic and thermochemical properties of these species. [1] [2] [3] Photoelectron spectroscopy of the deprotonated anions has provided information on the vibronic structure of low-lying electronic states of the corresponding neutral radicals. Particularly interesting vibronic features have been found for the 1-pyrazolyl-h 3 radical. 3 The photoelectron angular distributions indicate that the electronic ground and first excited states of 1-pyrazolyl-h 3 are separated adiabatically by only 32± 1 meV. While such a near degeneracy is expected on the basis of electronic structure calculations, Franck-Condon ͑FC͒ simulations based on the results of density functional theory ͑DFT͒ calculations ͓B3LYP/ 6 -311+ + G͑d , p͔͒ fail to satisfactorily reproduce the observed spectrum. 3 Such a failure is not surprising if the electronic states are subject to large nonadiabatic interactions. In the present study, we explore nonadiabatic effects in the low-lying states of the 1-pyrazolyl radical.
The model diabatic Hamiltonian technique, as advocated and developed by Köppel et al., 4 has been widely used to study nonadiabatic effects in spectroscopy. A number of photoelectron as well as electronic absorption spectra have been analyzed with this approach, which have found varying degrees of success. Application of the model Hamiltonian technique to the 1-pyrazolyl radical is especially challenging because of the large number of active normal modes that need to be included in the model potential energy functions. This radical has three close-lying electronic states that interact nonadiabatically with each other. 3, 30, 31 There have only been a few studies reported in the literature that analyze spectroscopic manifestation of vibronic coupling between three nearly degenerate ͑or degenerate͒ states. 19, 25 Meanwhile, nonadiabatic effects on photochemistry due to a threestate conical intersection have been a topic of recent theoretical studies. [32] [33] [34] In the present study of the nonadiabatic effects in 1-pyrazolyl, we have measured the photoelectron spectrum of the 1-pyrazolide-d 3 anion. The 1-pyrazolyl-d 3 radical turns out to be a better system for this study than the normal isotopomer because the vibronic coupling scheme is simpler in the model potentials; this simplification allows the full three-state interaction problem to be computationally tractable. In this work, we report an analysis of nonadiabatic effects in the photoelectron spectrum of the 1-pyrazolide-d 3 anion, using the model Hamiltonian technique.
It is important to choose an appropriate electronic structure method to evaluate nonadiabatic couplings in order to provide an accurate picture of nonadiabatic effects in spectra. The equation-of-motion coupled-cluster methods 35, 36 are well suited for this purpose, as the wave functions can handle multireference effects while dynamic electron correlation is also taken into account. 37 The equation-of-motion ionization potential coupled-cluster singles and doubles ͑EOMIP-CCSD͒ method 36 is employed in our study to parametrize the model potentials. This method has been applied successfully in the past for spectral simulations. 21, 22, [26] [27] [28] It is known that a qualitative understanding of the nonadiabatic effects manifest in spectra can be achieved with a so-called linear vibronic coupling ͑LVC͒ approximation of the model potentials. 4 Recently, a number of studies have been reported in the literature where higher-order terms are included to improve the quality of the simulations. 12, 16, 19, [24] [25] [26] [27] We employ a quadratic vibronic coupling ͑QVC͒ model in the present study and provide a full description of the parametrization of the QVC model. This parametrization, which we call the "adiabatic parametrization" in this paper, is similar to that used in conventional FC overlap calculations 38, 39 with respect to the Duschinsky mode mixing. 40 In order to compare the performance of the adiabatic parametrization with that of the parametrization method usually used ͑i.e., the "vertical parametrization"͒, the photoelectron spectrum of the 1-imidazolide anion 2 is studied. The 1-imidazolyl radical is a structural isomer of 1-pyrazolyl, but exhibits considerably less profound nonadiabatic effects in its spectrum. 2 The adiabatic parametrization gives a better simulation of the 1-imidazolyl spectrum than the vertical parametrization. Subsequently, we find that our simulation reproduces the spectrum of the 1-pyrazolide-d 3 anion very well, revealing complicated nonadiabatic effects in the low-lying states of the 1-pyrazolyl-d 3 radical.
This article is organized as follows. In Sec. II, a brief description of negative ion photoelectron spectroscopy is given. Details of the computational methodology are described next, namely, electronic structure calculations and spectral simulations with the model Hamiltonian. In Sec. III the photoelectron spectrum of the 1-imidazolide anion is simulated with the model Hamiltonian technique to test our parametrization method for a related, albeit simpler, problem. Then, nonadiabatic effects in the photoelectron spectrum of the 1-pyrazolide-d 3 anion are analyzed systematically, with vibronic interactions within each pair of the three low-lying states of the 1-pyrazolyl-d 3 radical studied individually. With the full, three-state nonadiabatic simulation, unambiguous assignments of the electronic states of the 1-pyrazolyl-d 3 radical are greatly facilitated. Reasonable assignments are also given to the observed vibronic peaks. An analysis of the photoelectron spectrum of the 1-pyrazolide-h 3 anion is provided in the supplementary materials. 41 In Sec. IV, the applicability of the model Hamiltonian method to this complicated nonadiabatic system is discussed. The topology of the potential energy surfaces and conical intersections are discussed as well. Section V presents our conclusion.
II. METHODS

A. Experimental procedure
Details of the photoelectron spectrometer have been described in the literature, [42] [43] [44] and experimental procedures for the measurements of photoelectron spectra of the 1-pyrazolide-d 3 anions are virtually identical to those given in our previous paper. 3 Briefly, atomic oxygen anion ͑O − ͒ is generated by microwave discharge in a helium buffer gas at ϳ0. 4 Torr with a trace amount of oxygen in a flowing afterglow ion source. O − reacts with methane introduced downstream to form the hydroxide anion ͑HO − ͒. Deuterated pyrazole is introduced into the flow tube further downstream and reacts with HO − to form the 1-pyrazolide-d 3 anion. The ions are thermalized through collisions with the He buffer gas in the flow tube. The flow tube is cooled with liquid nitrogen so that thermal equilibration leads to an ion temperature of Ͻ200 K. The ions are extracted into the low pressure region, accelerated to 740 eV, and focused into a Wien velocity filter. The mass-selected ion beam is refocused and decelerated to 35 eV into the interaction region where it crosses an argon ion laser beam operating at 351.1 nm ͑3.531 eV͒ with ϳ100 W of circulating power in an external buildup cavity. A typical beam current for the pyrazolide ion is ϳ100 pA. Of all the photoelectrons, those emitted in a small solid angle around the axis perpendicular to both the ion and laser beams are collected for the kinetic energy analysis. After passing through the hemispherical energy analyzer, the photoelectron signals are amplified via microchannel plates and detected on a position sensitive detector. The kinetic energy resolution is 8 -10 meV. The photoelectron spectra are constructed as a function of electron binding energy ͑eBE͒, which is the laser energy minus the photoelectron kinetic energy ͑eKE͒. The absolute eKE is calibrated by a measurement of the photoelectron spectrum of the iodide anion ͑I − ͒ with the known electron affinity ͑EA͒ of the iodine atom. 45, 46 A linear energy compression factor 42 is determined from the measurements of the photoelectron spectra of O − and I − . A rotatable halfwave plate is placed in the laser beam path so that the angle ͑͒ between the electric field vector of the laser beam and the photoelectron collection axis can be controlled. The angular dependence of photoelectrons 47 is given by
where 0 is the total photodetachment cross section, ␤ is the anisotropy parameter, and P 2 ͑cos ͒ is the second Legendre polynomial. The photoelectron spectra measured at the magic angle ͑ = 54.7°͒ is free from the angular dependence.
The ␤ values are determined from the measurements at = 0°, 90°, and the magic angle. Deuterated pyrazole was prepared according to the literature procedure. 48 In a heavy-wall, borosilicate glass tube ͑Ace͒, 10.0 g of pyrazole ͑0.15 mol; Aldrich, 98%͒ was placed with 1. After cooling, the isotopomers of pyrazole were extracted with 50 ml of methylene chloride and 1.5 ml of 37 wt % DCl in D 2 O to neutralize the solution. The methylene chloride extraction was repeated three times. The combined methylene chloride solution was dried over magnesium sulfate.
With magnesium sulfate filtered out, methylene chloride was evaporated to obtain partially deuterated pyrazole. The extent of deuteration was checked with gas chromatographic mass spectrometry ͑GCMS͒ and 1 H-NMR. The whole procedure was repeated for the partially deuterated sample. After three cycles, the extent of deuterium exchange is 76% in GCMS measurements. The NMR spectrum shows that most of the remaining 1 H͑ϳ90% ͒ is located at the N atom. The mass spectrometric measurements for HO − reaction with the deuterated pyrazole sample show that 92%-93% of the product ions have m / z of 70. It should be remembered that while the majority of HO − deprotonates pyrazole at the N atom, a small fraction of HO − deprotonates pyrazole at a C atom to produce the 5-pyrazolide anion. 3 Therefore, the extent of replacement of C-H with C-D in pyrazole is Ͼ95%, which represents the isotopic purity of the 1-pyrazolide-d 3 anion in our photoelectron spectroscopic measurements. We have not noticed contamination of photoelectrons from the 5-pyrazolide anion in the corresponding eKE region of the photoelectron spectra of the 1-pyrazolide-d 3 anion. 
B. Electronic structure calculations
The ab initio calculations were performed with the ACES II program package. 49 For the 1-pyrazolide and 1-imidazolide anions, the CCSD method 50 was employed to optimize the geometry of the ground states using analytic energy gradients. 51 The quadratic force constants were calculated with analytic second derivatives. 52 For the open-shell systems, i.e., the 1-pyrazolyl and 1-imidazolyl radicals, the EOMIP-CCSD was employed to optimize the geometry of the states of different electronic symmetries, using analytic energy gradients. 36 Finite differences of analytic first derivatives were calculated to obtain the quadratic force constants. In these calculations, the Huzinaga-Dunning double-zeta plus polarization ͑DZP͒ basis set 53, 54 was used. When potential energies were calculated at single points with a perturbative estimate of triples taken into account ͓CCSD͑T͔͒, 55 the cc-pVTZ basis set of Dunning 56 was used. Table I shows calculated harmonic vibrational frequencies of the 1-pyrazolide-d 3 anion and 1-pyrazolyl-d 3 radical. Relative energies of the electronic states of the 1-pyrazolyl radical at the corresponding equilibrium geometry ͑i.e., adiabatic energies͒ and at the anion equilibrium geometries ͑i.e., vertical energies͒ are given in Table II 57 The adiabatic energies have been corrected for the zero-point vibrational energies calculated from the harmonic frequencies. Corresponding information for the 1-imidazolyl radical is also provided in Table II . A compilation of other relevant results of electronic structure calculations is available from EPAPS. 41 These include the optimized geometries of the 1-pyrazolide anion, 1-pyrazolyl radical, 1-imidazolide anion, and 1-imidazolyl radical, and the harmonic vibrational frequencies of the 1-pyrazolide-h 3 anion, 1-pyrazolyl-h 3 radical, 1-imidazolide anion, and 1-imidazolyl radical.
C. Model Hamiltonian
Nonadiabatic effects in the photoelectron spectra are investigated using the model diabatic Hamiltonian approach advocated and developed by Köppel et al. 4 Details of the 1  2423  2487  2458  2494  2  2360  2433  2424  2442  3  1454  1494  1546  1622  4  1222  1413  1184  1377  5  1127  1055  949  1185  6  898  884  883  879  7  790  799  755  809  8  a 2  698  717  656  600  9  559  492  312  486i  10  b 1  675  680  745  618  11  522  562  547  562  12  502  386  389  571i  13  b 2  2374  2444  2439  2474  14  1407  1260  1456  1405  15  1347  1135  1188  1273  16  988  873  936  946  17  897  736  737  760  18  714  629  634  540   TABLE II . Vertical and adiabatic energies ͑eV͒ of the 1-pyrazolyl radical and the 1-imidazolyl radical calculated at the EOMIP-CCSD level of theory with the DZP basis set and the CCSD͑T͒ level of theory with the cc-pVTZ basis set. The adiabatic energies have been corrected for the zero-point vibrational energies evaluated from the harmonic frequencies. method as well as the physical principles underlying it have been well documented; 4 so only a brief description is given below.
EOMIP-CCSD CCSD͑T͒
It is difficult to treat nonadiabatic interactions in the adiabatic representation because the electronic wave functions are highly sensitive to the nuclear coordinates when degeneracies are nearby. The electronic wave functions can be transformed into the diabatic representation where the nuclear kinetic energy part of the Hamiltonian is approximately diagonal, while the potential energy part becomes nondiagonal. Since the potential energy in the diabatic representation is a smoothly varying function of nuclear coordinates, it can be expanded around a reference geometry where the adiabatic and diabatic potential energies coincide. The adiabatic potential energy surfaces can be obtained by diagonalizing the potential energy matrix.
Thus, our task is to construct model diabatic potentials and to solve the Schrödinger equation defined by the model potentials. The model Hamiltonian in the diabatic representation is given by
where
Here, T N is the nuclear kinetic energy operator, V 0 is the potential energy of the reference state, and I is the unit matrix. In the present study, the electronic ground state of the anion is taken as the reference state; i.e., the potential energy is expanded around the equilibrium geometry of the anion ground state. Thus, the natural choice of the nuclear coordinates in the model Hamiltonian is the normal coordinates of the anion ground state. Note that the reduced normal coordinates q i are used in the above expressions with the harmonic vibrational frequencies i . The expansion of the potential energy is represented by the last matrix in Eq. ͑2͒. The diagonal blocks, a and b, account for "intrastate coupling" terms taken up to the second order for the neutral states ͑i.e., radical͒, A and B, respectively. The potential energy of the corresponding state at the reference geometry ͑i.e., vertical energy͒ is denoted by E 0 ͑A or B͒ which is relative to the energy of the reference state. The off-diagonal block x contains only linear terms that account for "interstate couplings." For the sake of simplicity, only two states are considered in the model Hamiltonian in Eq. ͑2͒, but extension to a three-state problem is straightforward. Parametrization of the model potential entails determination of E 0 , , and . Since the model potential is expanded around the anion geometry, the parameters are the derivatives of the potential energies with respect to the anion reduced normal coordinates at the anion geometry, Q 0 ,
͑4͒
The so obtained is called the "vertical " in this paper. Symmetry considerations immediately tell that only totally symmetric normal modes have nonzero linear intrastate coupling constants for nondegenerate electronic states. Also, for quadratic coupling constants to be nonzero, the two modes have to belong to the same symmetry. Evaluation of the derivatives at the reference geometry has been almost exclusively used in the literature to determine when the model potential is parametrized by ab initio calculations. This method is not only consistent with the underlying physical picture, but is also consistent in a sense with the time-dependent interpretation of spectroscopy which focuses on the short-time dynamics that are necessarily restricted to regions close to the vertical geometry. 4, [58] [59] [60] It has been recognized, however, that the model potentials so obtained can conflict with correct vibrational levels around the equilibrium geometries of the corresponding states. Standard FC overlap calculations under the adiabatic approximation take the associated effects of Duschinsky rotation and anharmonicity into account by comparing the normal modes of the initial and final states at the corresponding equilibrium geometries. 38, 39 These effects can be treated in the parametrization of the model potentials. Specifically, the massweighted quadratic force constant matrix of a particular electronic state of the radical, which is evaluated at its equilibrium geometry, is transformed into a matrix in a basis of the reduced normal coordinates of the anion ground state. Diagonalization of this matrix gives precisely, by construction, the harmonic frequencies and normal modes of the ab initio method at the equilibrium geometry of the final ͑i.e., radical͒ state. The elements of the resultant matrix F correspond to the quadratic intrastate coupling constants. This transformed Hessian is multiplied by a vector ⌬Q representing the displacements of the equilibrium geometries from the anion ground state to the neutral state projected onto the anion reduced normal coordinates. The components of the resultant vector are the linear intrastate coupling constants. In short,
͑6͒
where all the quantities have the reduced normal coordinates of the anion ground state as a basis. The set of so obtained is called the "adiabatic " in this article. It should be noted that a linear version of Eq. ͑5͒ has been used for model potentials of NO 2 and cyclopentadienyl. 18, 61, 62 Also, a treatment similar to Eq. ͑6͒ has been used in the simulation of the photoelectron spectrum of ethylene. 26 In our implementation, Eq. ͑6͒ is used to determine the intrastate quadratic coupling constants only for the totally symmetric modes. However, diagonal quadratic coupling constants for nontotally symmetric modes are included as well in the model potentials, as explained later. The vertical and adiabatic are given in Tables III and IV for the 1-pyrazolyl-d 3 and 1-imidazolyl systems. Corresponding information for the 1-pyrazolyl-h 3 radical is given as supplementary materials. 41 The same distinction applies to how one can parametrize the vertical energies in the model potentials. It is apparently most obvious to set the vertical energies to coupled-cluster energy calculations of the neutral states at the anion geometry. Table II shows the vertical energies of the neutral states evaluated with EOMIP-CCSD/DZP and CCSD͑T͒/cc-pVTZ calculations at the anion geometry. The vertical energies so obtained can be combined with the aforementioned vertical to construct the model potentials. On the other hand, the vertical energies can also be treated in a way that conforms to the adiabatic evaluation. A fundamental idea in the adiabatic parametrization is to place emphasis on the potential energy surface around the equilibrium geometry of the final state. In this sense, the potential energy of the neutral state at the corresponding equilibrium geometry ͑i.e., the adiabatic energy͒ is more important for the simulation than that at the anion geometry. Accordingly, the vertical energy can be set to reproduce the adiabatic energy obtained with coupledcluster calculations within the model potential framework. In other words, the vertical energy is the adiabatic energy of the CCSD͑T͒ calculations plus the energy difference between the anion and neutral equilibrium geometries calculated with the adiabatic model potential. It should be mentioned that the solution of the Schrödinger equation depends on the vertical energy difference ͑E 0 A − E 0 B ͒, not on the absolute energy per se. The absolute energy in the model potential is set to best fit the final simulated spectrum to the observed one. The lack of diffuse functions in the basis set accounts for most of the discrepancy in the electron affinity between the CCSD͑T͒/ccpVTZ calculations and the experimental results ͑Table II͒.
The remaining parameters are the linear interstate coupling constants , which account for nonadiabatic interactions. Evaluation of the coupling constants is made at the anion geometry, following a standard procedure. 4 Namely, the mass-weighted quadratic force constant matrices of the neutral states, which are calculated at the reference anion geometry, are transformed into the basis of the reduced normal coordinates of the anion ground state. Comparison with the adiabatic potential energies obtained from the model diabatic Hamiltonian provides the relation 11,63
where f i A and f i B are the diagonal elements of the transformed matrices, and ⌬E = E 0 A − E 0 B is the energy separation between the two states at the anion geometry. Symmetry considerations dictate that is nonzero for normal modes with symmetries such that the direct product with the corresponding two neutral states contains the totally symmetric irreducible representation. This derivation of implicitly assumes that the quadratic force constants of the two diabatic states are the same. Therefore, the average of the two force constants is used to derive the intrastate quadratic coupling constant ͑di-agonal͒ for the corresponding nontotally symmetric modes.
The linear interstate coupling constants as well as the diabatic force constants are given in Table V . See the supplemen- 
where ͉ A,B ͘ and ͉ l,m ͘ represent the electronic and nuclear parts, respectively. It should be noted that the electronic parts include scattering states for the departing photoelectrons in the treatment of photoelectron spectra. Looking at the form of the model Hamiltonian in Eq. ͑2͒, it is logical to use the harmonic oscillator eigenfunctions ͉n i ͘ of the anion ground state for the neutral state nuclear basis functions,
Here, n i denotes the vibrational quantum number of normal mode i. Then, the matrix elements of the model Hamiltonian diagonal blocks are obtained in a straightforward manner, viz.,
The constant term ͑V 0 ͒ is omitted above, since its inclusion acts only to uniformly shift all the eigenvalues. Also, the matrix elements in off-diagonal blocks are
͑11͒
The Hamiltonian matrix is sparse, and the Lanczos algorithm is used to transform the matrix into a tridiagonal form, which is then diagonalized. 4 Typically, a thousand Lanczos iterations suffice to give a well-converged spectral profile.
Intensities in the photoelectron spectrum can be expressed as follows: 
Here, T is the transition operator and E ␣, represents a vibronic energy level belonging to the neutral electronic state ␣ and the vibrational state . The wave function of the initial state, i.e., the anion ground state, ͉⌽ 0 ͘, is
It is obvious that we need to know the transition dipole matrix elements to simulate the spectra. In the diabatic picture, we assume that the transition operator is independent of the nuclear coordinates and all the electronic states of the radical have the same magnitude of the electronic integral of the transition dipole with the anion ground state. At the final stage of simulations, we relax the assumption of identical cross sections to best fit the calculated spectra. It should also be mentioned that the photoelectron kinetic energy dependence of the cross sections is neglected. This approximation appears valid in the range of the photoelectron kinetic energies in our systems, according to the results of the photodetachment cross section measurements reported in the literature for similar molecules. 64, 65 As for the nuclear part of the integrals, we consider transitions originating only from the vibrational ground state ͑zero temperature approximation͒,
This approximation is particularly good when the ions are synthesized in the flow tube cooled with liquid nitrogen. Therefore, the transition intensities depend on the projection of nuclear wave functions of the neutral states onto the vibrational ground state of the anion. In practice, these quantities are easily retrieved from the Lanczos eigenvectors if an appropriate seed ͑first trial͒ vector is used. The transition intensities are convoluted with a Gaussian function to simulate the experimental line shape.
III. RESULTS
A. Electronic structure of the 1-pyrazolyl and 1-imidazolyl radicals
Before investigating nonadiabatic effects in the 1-pyrazolyl radical, we briefly describe its electronic structure in comparison to that of the 1-imidazolyl radical. Figure  1 shows schematic representations of the highest occupied molecular orbitals of the 1-pyrazolide and 1-imidazolide anions. There are significant differences in electronic structure between these two structural isomers, which are associated with different extents of nonadiabatic effects in the corresponding neutral radicals.
The two highest occupied molecular orbitals of the 1-pyrazolide anion, which have a 2 and b 1 symmetries, are almost degenerate. This quasidegeneracy stems from the fact that both orbitals have comparable contributions from the atomic orbitals of the two N atoms. Indeed, they correspond to a degenerate pair of orbitals in the isoelectronic cyclopentadienide anion. 66 Therefore, photodetachment from the two molecular orbitals leads to formation of nearly degenerate 2 A 2 and 2 B 1 states of the 1-pyrazolyl radical. These two states can have pseudo-Jahn-Teller interactions with each other along b 2 normal coordinates. This near degeneracy may make the nonadiabatic interactions substantial, leading to a complicated vibronic structure in the photoelectron spectrum.
There is another nearby orbital for the 1-pyrazolide anion. Unlike the other two, this orbital, which has a b 2 symmetry, is an in-plane molecular orbital, mainly represented by an out-of-phase combination of the two N atom lone-pair orbitals. The repulsive interaction between the two atomic orbitals destabilizes this molecular orbital, such that it approaches the a 2 and b 1 orbitals in energy. This energy destabilization is related to the rather low ionization energy of pyridazine. 67 Photodetachment from this in-plane orbital yields the 2 B 2 state of the 1-pyrazolyl radical which can interact vibronically with the 2 A 2 and 2 B 1 states along b 1 and a 2 normal coordinates, respectively. These additional nonadiabatic interactions may also affect the vibronic structure of the low-lying states.
On the other hand, the highest occupied molecular orbital of the 1-imidazolide anion ͑b 1 symmetry͒ is somewhat far above the a 2 orbital in energy. While the b 1 orbital mainly comprises the C atom p orbitals, the a 2 orbital has major contributions from the N atom p orbitals. Thus, the a 2 orbital is much more stabilized than the b 1 orbital in the 1-imidazolide anion. The in-plane b 2 molecular orbital is not very close to the b 1 orbital in energy, either, for 1-imidazolide. The difference in the extent of the energy stabilization of the b 2 orbital between the 1-pyrazolide and 1-imidazolide anions is reminiscent of the difference in the ionization energy between pyridazine 67 and pyrimidine. 68 Consequently, nonadiabatic effects in X 2 B 1 1-imidazolyl are expected to be much less significant. Simulations of the photoelectron spectrum of the 1-imidazolide anion using the model Hamiltonian are discussed in the next section, so that we can demonstrate the quality of our simulation technique for a system well described by an adiabatic ͑Franck-Condon͒ treatment. Also, through simulations of the 1-imidazolide spectrum, we seek to justify our parametrization method for model potentials. Figure 2 shows the 351.1 nm magic angle photoelectron spectrum of the 1-imidazolide anion which has been reported in the literature, where a detailed analysis is given. 2 The spectrum reflects the level structure of the X 2 B 1 state of the 1-imidazolyl radical. The laser energy is not high enough to access the 2 A 2 and 2 B 2 excited states ͑Table II͒. The main vibronic features observed in the spectrum have been reproduced reasonably well by FC overlap calculations, under the adiabatic approximation, based on the B3LYP/ 6-311+ +G͑d , p͒ optimized geometries and normal modes of X 1 A 1 1-imidazolide and X 2 B 1 1-imidazolyl. 2 The most intense peak ͑peak a͒ in the spectrum is the vibrational origin of X 2 B 1 1-imidazolyl. The other peaks in the spectrum represent the fundamentals, overtones, and combinations of a CC stretching mode and an NC stretching mode. These two totally symmetric modes correspond to 6 and 3 modes obtained with EOMIP-CCSD calculations ͑see EPAPS 41 ͒. The small shoulder ͑peak d͒ has been attributed to the overtone of a b 2 mode as a result of Fermi resonance. Figure 3 shows our simulations of the 1-imidazolide spectrum using the model Hamiltonian technique superimposed on the observed spectrum. In both Figs. 3͑a͒ and 3͑b͒, the adiabatic approximation is assumed in the simulations; i.e., only one state, the X 2 B 1 state of the 1-imidazolyl radical, is considered in the model Hamiltonian. Only totally symmetric modes are taken into account in the nuclear wave functions because nontotally symmetric modes have negligible contributions to the simulations under the adiabatic approximation.
B. The photoelectron spectrum of the 1-imidazolide anion
69 Table VI provides the number of harmonic oscillator basis functions for each mode used in the calculation. Convergence is reached in the simulations with this size of the nuclear basis; further increase in the basis dimension does not affect the simulated spectral profiles. Among the a 1 modes, the two high-frequency modes, which involve CH stretching motion, are not included. These modes ͑ 1 and 2 ͒ have negligible effects on the simulations, which is expected from their small linear and quadratic coupling constants ͑Tables III and IV͒. The positions and relative intensities of individual vibronic transitions are represented by sticks, and the spectral profile is constructed by convolution with a 
084312-9
Photoelectron spectrum of the pyrazolide anion J. Chem. Phys. 125, 084312 ͑2006͒
Gaussian function ͑15 meV full width at half maximum͒, which is represented by the solid line in the figures.
The difference between the simulations in Figs. 3͑a͒ and 3͑b͒ lies in the way the model Hamiltonian is parametrized. Figure 3͑a͒ shows a simulation with the vertical used in the model potential, while the model potential with the adiabatic gives a simulated spectrum shown in Fig. 3͑b͒ . The peak positions of the fundamentals of the 6 and 3 modes ͑peaks b and c, respectively͒ are well reproduced when the adiabatic is used, even though the intensity of peak c is somewhat overestimated. Peak positions of the fundamentals in the simulation with the vertical are much less satisfactory. Also, the vertical simulation predicts three modes with significant fundamental intensities instead of two. These observations are consistent with the way the corresponding intrastate coupling constants are evaluated. For the adiabatic , the quadratic coupling constants are derived from the force constant matrix of X 2 B 1 1-imidazolyl at its equilibrium geometry, which necessarily provides more correct positions of the vibrational levels of the radical; the positions of the simulated peaks corresponding to peaks b and c match the harmonic vibrational frequencies for the 6 and 3 modes, respectively. 41, 70 On the other hand, for the vertical , the quadratic coupling constants are derived from the force constant matrix of the radical at the anion geometry, where anharmonicity in the true potential gives rise to "shifts" in the harmonic frequencies. The vertical are quite different from the adiabatic , as seen in Table IV . In light of this comparison, we choose to use the adiabatic in the model potentials for spectral simulations. It should be noted that all of the simulations in the present study use the coupling constants shown in Tables III-V, which are ab initio values, scaled by 0.95, an empirical factor which improves the correspondence between our simulation and experimental result. 71 While the prediction of the fundamental peak positions in Fig. 3͑b͒ is satisfactory, the overestimation of the intensity for peak c compromises the overall quality of the simulation. This problem is carried over to the corresponding combination and overtone peaks. A similar overestimate was observed in our previous adiabatic FC simulation based on the DFT calculations. 2 In this publication, we have noted that the fundamental level of the 3 mode is in Fermi resonance with two quanta of a nontotally symmetric mode, which explains the overestimation of the peak intensity as well as the absence of peak d in the adiabatic, harmonic FC simulation. 72 We have further discussed the origin of the relatively large anharmonic effect and attributed it to the vibronic interaction between the X 2 B 1 and Ã 2 A 2 states.
72 Figure 3͑c͒ shows a simulation of the spectrum with the vibronic interaction between the two states taken into account. However, differences are apparent between the simulations in the presence ͓Fig. 3͑c͔͒ and absence ͓Fig. 3͑b͔͒ of the pseudo-Jahn-Teller interactions. The simulated intensity for peak c is significantly reduced once the vibronic coupling is taken into account. At the same time, a new peak is predicted right at the higher eBE side of peak c, as shown in Fig. 3͑c͒, corresponding with respect to resonance effects on the X 2 B 1 spectrum. This study confirms that the model Hamiltonian technique works very well for a system without strong nonadiabatic effects and sets the stage for our study of nonadiabatic effects in the 1-pyrazolyl radical, presented in the next section.
C. The photoelectron spectrum of the 1-pyrazolide-d 3 anion
We have recently reported the photoelectron spectrum of the 1-pyrazolide-h 3 anion. 3 The photoelectron angular distri- The nonadiabatic problem in the 1-pyrazolyl radical demands a sizeable basis set for the model Hamiltonian. For comparison, the 1-imidazolide spectrum shown in Fig. 2 73 This reduction in the size of the model Hamiltonian leads to the possibility that the full, three-state vibronic interactions in the pyrazolyl-d 3 radical can be studied. The size of the basis set used for the full, three-state simulation of the pyrazolyl-d 3 system is about 80ϫ 10 6 ͑Table VI͒. The difference in the vibronic coupling scheme between the 1-pyrazolyl isotopomers is somewhat reminiscent of the cyclopentadienyl system. 61, 62 Figure 4͑a͒ shows the photoelectron spectrum of the 1-pyrazolide-d 3 anion measured at the magic angle. Measurements have been made at different ͓see Eq. ͑1͔͒, and the spectra taken at the magic angle, = 0, and = 90°are displayed in Fig. 4͑b͒ . The anisotropy parameters ␤ have been determined for each peak and reported in Table VII together with the observed peak positions.
The observed spectrum has resemblance to the spectrum of the 1-pyrazolide-h 3 anion reported previously 3 Figure 5 shows model Hamiltonian simulations of the 2 A 2 , 2 B 1 , and 2 B 2 states under the adiabatic assumption. The sticks indicate the positions and relative intensities of individual vibronic transitions, and the solid lines are the results of the Gaussian convolution with a 10 meV full width at half maximum. As in the case of the adiabatic simulation for the 1-imidazolyl system, only totally symmetric modes are included in the model Hamiltonian, with two high-frequency CD stretching modes excluded. Convergence is reached in the simulations with the number of harmonic oscillator basis functions displayed in Table VI. In the 2 A 2 spectrum ͓Fig. 5͑a͔͒, five sticks next to the origin peak represent transitions to the fundamental levels of the five a 1 modes of the 2 A 2 1-pyrazolyl-d 3 . Due to the adiabatic in the model Hamiltonian, the positions of these fundamental levels match the EOMIP-CCSD harmonic vibrational frequencies of the 2 A 2 state ͑Table I͒. Among the five a 1 modes, the fundamental peak of the 4 mode has the largest intensity, comparable to that of the origin peak. This mode represents CC symmetric stretch and NN stretch motion. The 5 fundamental peak also has large intensity. This mode corresponds to CN stretch and CC symmetric stretch. All the other vibronic peaks at higher eBE are combinations and overtones of the five a 1 modes.
The origin peak of the 2 B 1 spectrum, shown in Fig. 5͑b͒ , is located higher in energy than that of the 2 A 2 spectrum ͑see Table VIII for the vertical energy of the 2 B 1 state relative to that of the 2 A 2 state used in the simulation͒. Three vibronic transitions next to the origin peak represent the fundamental levels of the 7 , 6 , and 5 modes. Among them, the 6 and 5 transitions have larger intensities, but the positions of the transitions are very close to each other, so the two transitions are not resolved when a width of 10 meV is used. The 6 mode represents CCC bend and CCN bend, while NN stretching and CCC bending motion are involved in the 5 mode. The 4 mode has negligible intensity according to the simulation, so that transition to the fundamental level is not visible in the spectrum. On the other hand, the 3 mode has the largest intensity among the transitions to the fundamental levels of the a 1 modes. This mode corresponds to a mixture of CN stretch and CCC bend. Figure 5͑c͒ shows the simulation of the 2 B 2 spectrum. The most intense peak appears at eBE of ϳ3.46 eV, which is the transition to the fundamental level of the 3 mode. An extensive vibrational progression of this NN stretch mode is predicted in the simulation, although peaks of up to only two quanta are shown in the energy scale of Fig. 5͑c͒ . The 6 mode, which represents CCC bending and CCN bending motion, is also quite active in the simulated spectrum. The transitions to the vibrational levels of the 7 and 5 modes are rather weak, while that of the 4 mode is negligible. 74 In Fig. 6 , the adiabatic simulations of the 2 A 2 and 2 B 1 states are superimposed on the observed spectrum. Here, the 
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Ichino et al. J. Chem. Phys. 125, 084312 ͑2006͒ positions and intensities of the 2 A 2 and 2 B 1 simulations are adjusted to match those of peaks a and b, respectively. We will demonstrate later that peaks a and b are the origins of the 2 A 2 and 2 B 1 states, respectively, when we discuss the final, three-state simulation. The solid line in the figure is the Gaussian convolution of vibronic transitions to both states ͓full width at half maximum ͑FWHM͒ = 10 meV͔. This summation of the adiabatic simulations provides an extremely unfaithful representation of the observed spectrum. Peaks c and d are completely missed in the simulation. Addition of the adiabatic simulation of the 2 B 2 state will not remedy this failure because the calculated adiabatic energy of this state is much higher ͑Table II͒. There are several vibronic transitions with considerable intensities predicted in the region of peaks e and f, but the overall shape of the simulated peaks does not match the observed peaks well. At the higher eBE, the intensities of several peaks are grossly overestimated. Thus, this figure displays the inadequacy of the adiabatic treatment, as in the case of the pyrazolyl-h 3 system discussed before. 3 Next, we study how vibronic coupling between the 2 A 2 and 2 B 1 states affects the spectrum. Figure 7͑a͒ shows the results of the simulation where the two states are vibronically coupled. Convergence of the simulation is achieved effectively with the number of harmonic oscillator basis functions shown in Table VI for the additional b 2 modes. In order to demonstrate the nonadiabatic effects, the adiabatic simulations for the two states from The positions and intensities of the adiabatic spectra are adjusted such that the corresponding origin peaks match each other. A peak at eBE= ϳ 3.03 eV with considerable intensity in Fig. 7͑a͒ has an a 2 symmetry. There is no peak of comparable intensity in this energy region in the adiabatic simulation of the 2 A 2 state. This peak arises from nonadiabatic interactions of the 2 A 2 and 2 B 1 states. In other words, this peak represents the fundamental vibrational level of a b 2 mode of the 2 B 1 state, while its intensity originates from the transition dipole moment of the 2 A 2 state. The most intense peak of a 2 symmetry, besides the origin peak, in the nonadiabatic simulation ͑at eBE= ϳ 3.12 eV͒ seems to correspond to the fundamental level of the 4 mode of the 2 A 2 state. Its vibrational energy is slightly shifted upwards and its relative intensity is significantly reduced due to the nonadiabatic interactions. Analogously, the relative intensity of the fundamental peak of the 5 mode of the 2 A 2 state ͑at eBE= ϳ 3.07 eV͒ is considerably diminished when the nonadiabatic interactions are included. It is noticeable that the overtone and combination peaks of the a 1 modes are affected substantially by the nonadiabatic interactions as well.
A huge impact of the nonadiabatic interactions is also apparent on the vibronic transitions of b 1 symmetry. While the transitions to the fundamental levels of the 6 , 5 , and 3 modes have large intensities in the adiabatic simulation of the 2 B 1 state, these peaks are all diminished considerably, in addition to exhibiting slight energy shifts, in the nonadiabatic simulation. On the other hand, the fundamental peak of the 7 mode appears to gain intensity through the nonadiabatic interactions, as its energy level shifted downwards. Another feature in the nonadiabatic simulation is a large number of peaks of small intensities, both of a 2 and b 1 symmetries, particularly at higher eBE.
The two-state nonadiabatic simulation is compared to the experimental spectrum in Fig. 8 . Note that this nonadiabatic simulation reflects the vertical energy parameters shown in Table VIII The correspondence of the nonadiabatic simulation to the other peaks in the observed spectrum is also much better than that of the adiabatic simulations. Particularly, the intensities of many peaks are reduced by the nonadiabatic interactions, improving the match between the simulation and the observed spectrum. Also, the relative intensities of the two origin peaks in the simulation are in good agreement with those in the observed spectrum. However, for the other observed main peaks, the two-state nonadiabatic simulation does not reproduce the relative intensities very well, and the agreement of peak positions is certainly not perfect.
The effects of couplings with the 2 B 2 state are studied next. Figure 9͑a͒ shows Fig. 10͑a͒ shows a simulation of the photoelectron spectrum of the 1-pyrazolide-d 3 anion, where all vibronic couplings among the 2 A 2 , 2 B 1 , and 2 B 2 states are included in the model Hamiltonian. This simulation is superimposed on the observed spectrum in Fig. 10͑b͒ . While equal magnitudes of the transition dipole integrals are assumed for the three states in Fig. 10͑a͒ , that for the 2 A 2 state is scaled by a factor of 0.92 in the simulation in Fig. 10͑b͒ such that the relative intensities of the 2 A 2 and 2 B 1 origin peaks in the simulation match those observed experimentally. The overall quality of this three-state simulation is striking and represents a further improvement on the two-state simulation shown in Fig. 8 .
The success of the nonadiabatic simulation confirms that 
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Photoelectron spectrum of the pyrazolide anion J. Chem. Phys. 125, 084312 ͑2006͒ peaks a and b represent the origins of the 2 A 2 and 2 B 1 states, respectively. These assignments are consistent with the distinct ␤ values observed for these two peaks ͑Table VII͒. The fully coupled three-state simulation gives an energy separation between the X 2 A 2 and Ã 2 B 1 origin peaks of 30 meV, in remarkable agreement with the experimental value of 32± 1 meV. Notice the decrease in the energy separation from 39 meV predicted in the two-state simulation ͑Fig. 8͒. This decrease is a manifestation of the stronger vibronic interactions between the B 2 B 2 and Ã 2 B 1 states than those between the B 2 B 2 and X 2 A 2 states. The electron affinity of the 1-pyrazolyl-d 3 radical is 2.935± 0.006 eV.
The assignment of peak c remains uncertain. According to the simulation, there seem to be two candidates. One is the fundamental level of a b 2 mode of the X 2 A 2 state. This peak of b 1 symmetry in the simulation appears closest to peak c energywise, but the relative intensity is predicted to be quite small. The other candidate is the fundamental level of an a 2 mode of the Ã 2 B 1 state. The position of this peak of b 2 symmetry is off that of peak c to the higher energy side, but the intensity seems to match that of peak c very well. It is appropriate to point out that the parameters for these vibronic coupling modes in the model Hamiltonian have been evaluated at the vertical position. Therefore, these parameters are not expected to lead to correct positions of the vibrational levels for the nontotally symmetric modes, which are quantities associated with the potential energy surface around the equilibrium geometry. It is relevant to consider the ␤ value of peak c in the discussion of the assignment. If peak c has a b 1 symmetry, then the observed ␤ value should be similar to that of peak b, the 2 B 1 origin, which is indeed the case ͑Table VII͒. Unfortunately, in the absence of any distinct peaks of b 2 symmetry in the spectrum ͑see below͒, this information cannot be used to assess the assignment of peak c as a b 2 symmetry. It should be mentioned that photoelectrons detached from in-plane molecular orbitals localized on a C atom of aromatic anions tend to have positive ␤ values at low kinetic energies.
3, 75 The b 2 molecular orbitals are also in-plane orbitals, but the highest occupied molecular orbital of b 2 symmetry in the anion is composed mainly of an outof-phase combination of the lone-pair orbitals of the two adjacent N atoms. Photoelectrons detached from such a b 2 orbital may have negative ␤ values in the low kinetic energy region. It has been known that detachment from bonding and antibonding combinations of s orbitals gives photoelectrons with quite different angular distributions in the coinage metal dimers. 76, 77 Thus, peak c could be assigned to be either of the two levels, or a mixture of both.
Peak d is assigned to be the fundamental level of a b 2 mode of the Ã 2 B 1 state, following the analysis of the twostate simulation ͑Fig. 8͒. This assignment conforms to the observed photoelectron angular distributions as discussed earlier.
As for the eBE region near peaks e and f, the simulation predicts a rather intense peak of b 1 symmetry. Experimentally, peak e has a shoulder to the higher eBE side, which is labeled as peak f. When two Gaussian peaks are assumed to represent this profile, the energy separation of the two peaks is only 11 meV ͑Table VII͒. This feature of the band is not precisely reproduced by the simulation. To the lower eBE side of the intense b 1 vibronic transition, however, the simulation predicts two, almost coincident vibronic transitions with significant intensities, one of which is a 2 symmetry and the other is b 1 symmetry. The contributions from these two vibronic transitions may constitute peak e, although its intensity is severely underestimated. Then, the intense b 1 peak in the simulation corresponds to peak f. At least, these assignments do not contradict the observed ␤ values. The ␤ values of both peaks are quite negative, analogous to peak b, indicating a b 1 character. Also, the fact that the ␤ value of peak e is less negative than that of peak f may reflect a partial contribution from a 2 transition to peak e. As compared with the adiabatic simulation and the two-state simulation, the fundamental levels of the 7 ͑CCD bend+ NN stretch͒ and 6 ͑CCC bend+ CCN bend͒ modes of the Ã 2 B 1 state may correspond to peaks e and f, respectively, while that of the 5 mode ͑CN stretch+ CCC symmetric stretch͒ of the X 2 A 2   FIG. 10 . ͑Color online͒ A nonadiabatic simulation with the adiabatic in the model Hamiltonian that includes the X 2 A 2 , Ã 2 B 1 , and B 2 B 2 states of the 1-pyrazolyl-d 3 radical, which are fully coupled. ͑a͒ The sticks represent the positions and relative intensities of individual vibronic transitions of a 2 ͑red͒, b 1 ͑blue͒, and b 2 ͑green͒ symmetries. The solid line is the simulated spectra with a Gaussian convolution of a 10 meV full width at half maximum. ͑b͒ The simulated spectrum superimposed on the experimental spectrum ͑dots͒. The magnitude of the transition dipole moment for the X 2 A 2 state has been scaled down by a factor of 0.92 in this simulation to match the relative intensities of the origin peaks for the X 2 A 2 and Ã 2 B 1 states to those observed experimentally.
state may contribute to peak e significantly. In light of the discrepancy between the observed spectrum and the full nonadiabatic simulation, these assignments are considered highly tentative.
Peak g is assigned as the fundamental level of the 4 mode ͑CCC symmetric stretch+ NN stretch͒ of the X 2 A 2 state. The ␤ value of peak g is very similar to that of peak a, the 2 A 2 origin peak, in agreement with the assignment. It is noticeable in the simulation that the nonadiabatic interactions result in the splitting of the intensity of the 4 fundamental peak into two resonance peaks. The simulation also suggests that peak h represents the fundamental level of the 3 mode ͑CN stretch+ CCC bend͒ of the Ã 2 B 1 state. This assignment is consistent with the observed ␤ value. At the higher eBE, many vibronic levels with relatively small intensities contribute to the spectrum. Experimentally, there are no well resolved fine structures observed in the high eBE region. Correspondence between the observed spectrum and the simulation may not be very good in this energy region due to the limited size of the basis set of the model Hamiltonian and the neglect of the higher-order terms in the model potential. Nevertheless, the main features of the observed spectrum are very well reproduced by the nonadiabatic simulation where all three states are fully coupled.
As mentioned earlier, a full nonadiabatic simulation of the 1-pyrazolide-h 3 spectrum is computationally unfeasible. Instead, we have studied one-state and two-state simulations and utilized the similarity of the photoelectron spectra of the isotopomers to identify each peak of the 1-pyrazolide-h 3 spectrum. The results of our analysis of the nonadiabatic effects in the 1-pyrazolyl-h 3 radical are given as supplementary materials.
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IV. DISCUSSION
A. Spectral simulation with a model Hamiltonian technique
The subject under study in this paper-the photoelectron spectrum of the 1-pyrazolide anion-is a complicated and technically challenging problem; the system has 18 vibrational modes, and the spectrum exhibits profound effects arising from strong nonadiabatic coupling between three closely spaced electronic states. Given these complications, it is truly remarkable that the model Hamiltonian method employed here succeeds in reproducing the experimental spectrum so faithfully. It is especially noteworthy that this congruence of the measured and simulated spectra has been achieved without resort to a procedure in which the Hamiltonian parameters are fit to the spectra. Indeed, apart from a uniform scaling of the model potential parameters, 71 the simulation shown in Fig. 10 is fully ab initio.
Historically, the model potential approach of Köppel et al. has been applied within the framework of the linear vibronic coupling ͑LVC͒ model. 4 In this approach, the quadratic force fields of the final states are not allowed to "relax" from that of the state-usually the absorbing state in the spectroscopic experiments-used to define the normal coordinates and diabatic force field for the problem at hand. Hence, a quantitative reproduction of spectra in which the initial and final states have appreciably different frequencies or normal coordinates is not possible in principle when the LVC model is used. Typically, the parameters of the LVC potential are adjusted to improve agreement with experiment. However, qualitative agreement with experiment-as seen, for example, in studies of the electronic absorption spectrum of pyrazine, 14, 15 the photoelectron spectrum of p-benzoquinone, 28 and the photodetachment of the nitrate anion 13 to the ground state of NO 3 -is generally adequate to assist in assigning the observed spectra and in understanding general features of the electronic states and their coupling mechanisms.
The quadratic vibronic coupling ͑QVC͒ model has seen considerably less application in the literature, becoming commonplace only in recent years. 12, 16, 19, [24] [25] [26] [27] 78, 79 Most previous applications of this method have used an approach akin to the vertical parametrization that was discussed earlier in this paper. As well studied previously for the LVC model, 4 the vertical parametrization has advantages of reproducing the spectral intensity distribution of vibrationally highly excited levels very well. 58, 59 This character has made application of the QVC model with the vertical parametrization successful in treating nonadiabatic dynamics, for example, in photoionization of allene, 19 where the conical intersection is located near the vertical geometry. However, the vertical parametrization will give harmonic frequencies that are related to the quadratic force fields of the final states at the absorbing state equilibrium geometry, and anharmonicity associated with the diabatic potentials is completely neglected. Hence, intensities ͑via mode mixing͒ and the level structure ͑via anharmonicity͒ of the spectrum are compromised. This point is important for the photodetachment of the 1-imidazolide and 1-pyrazolide anions because only a few vibrational levels, which are located below the conical intersection, are observed in the spectra ͑Figs. 2 and 4͒.
In this work, we have introduced a new method for parametrizing the QVC model. While involving more computation than the vertical parametrization procedure, the adiabatic parametrization has a number of practical advantages. Harmonic frequencies of the final state are, by construction, equal to those of the quantum chemical model used in the parametrization procedure, as is the adiabatic energy separation apart from zero-point vibrational energies. Favorable features of the adiabatic parametrization have been noted in a study of the photoelectron spectrum of ozone. 12 In this case, the potential energy surfaces were mapped out from first principles, and the coupling constants were subsequently determined by fitting the model potentials to the ab initio surfaces around the final state geometries. Our treatment is essentially the same, except that our potential constants are determined analytically ͓see Eqs. ͑5͒ and ͑6͔͒.
As mentioned above, the quantitative agreement of the model Hamiltonian simulation ͑as parametrized by the adiabatic approach͒ with the 1-pyrazolyl-d 3 spectrum is excellent ͓Fig. 10͑b͔͒. The fact that such an excellent nonadiabatic simulation is obtained without any arbitrary adjustments to the ab initio values attests to the quality of both the EOMIP-CCSD method and the model Hamiltonian approach itself. For the systems studied in this paper, the superiority of the adiabatic parametrization relative to the vertical approach is apparent. The issue of parametrization methods associated with the model Hamiltonian technique is irrelevant for spectral simulations using time-dependent quantum wave packet ab initio molecular dynamics, 80 where electronic structure calculations are performed "on the fly." This time-dependent technique has recently been applied to the electronic absorption spectrum of ethylene. [81] [82] [83] Such calculations, however, will be extremely expensive for a large molecule such as the pyrazolyl radical, and proper incorporation of nonadiabatic effects into the spectral simulation with ab initio molecular dynamics has yet to be explored.
During the course of this investigation, we have found that the simulated spectra are extremely sensitive to the vertical energy spacing of the 2 A 2 and 2 B 1 states. Due to the near degeneracy of these two states, many excited vibrational levels of the two states are also quasidegenerate. Hence, shifting the gap by roughly 5 -10 meV tends to dramatically affect the appearance of the simulated spectrum, particularly in the vicinity of peaks e and f. 84, 85 3 anion in terms of the reduced normal coordinates of the anion ground state. These equilibrium geometries of the model potentials are, by construction, identical to those optimized with the CCSD/DZP ͑anion͒ and EOMIP-CCSD/DZP ͑neutral͒ calculations. 41 Also, the relative model potential adiabatic energies of the 2 A 2 , 2 B 1 , and 2 B 2 states are identical to those from the CCSD͑T͒ calculations by construction. The absolute energy is set by the spectral simulation ͓Fig. 10͑b͔͒. The vertical energies are derived from the model potentials based on the CCSD͑T͒ adiabatic energies. We have also located a saddle point in C s symmetry with the EOMIP-CCSD/DZP calculations, whose geometry is also given in Table VIII. As mentioned in Sec. III A, the 1-pyrazolyl radical is isoelectronic with the cyclopentadienyl radical. 86 Due to this nonadiabatic interaction, the minimum adiabatic energy points are not located at high symmetry ͑D 5h ͒, but at geometries of lowered symmetry ͑C s or C 2v ͒ along the pseudorotation path. Since the linear Jahn-Teller active modes in X 2 E 1 Љ cyclopentadienyl ͑e 2 Ј modes͒ are not active quadratically, 61 there is no potential energy barrier along the pseudorotation path in the absence of any higher-order effects.
B. The topology of the potential energy surfaces
The corresponding pseudorotation path in the lowest adiabatic potential energy surface of the 1-pyrazolyl radical finds two minima, i.e., the X 2 A 2 and Ã 2 B 1 stationary points. These two minima are connected through the saddle point of C s symmetry shown in Table VIII The nonadiabatic effects of the B 2 B 2 state on the pseudorotation path can be elucidated through the model potentials. For the sake of arguments, the saddle point geometry is constrained to have a C 2v symmetry; i.e., the displacements from the anion geometry along the b 2 modes shown in Table  VIII are ignored. At this C 2v -constrained geometry, the model potentials yield the energies of the 2 A 2 , 2 B 1 , and 2 B 2 diabatic states to be 3.253, 3.286, and 3.682 eV, respectively; the energy separation between the 2 B 2 and 2 B 1 states is 0.396 eV. With this rather small separation, the coupling constant of an a 2 mode ͑ 8 ͒ is large enough ͑Table V͒ to turn the high-symmetry point into a maximum along the normal coordinate for the lower adiabatic potential energy surface. This character must be carried over to the actual saddle point of C s symmetry. In the meantime, the energy separation of the 2 B 1 and 2 A 2 diabatic states is only 33 meV at the C 2v -constrained geometry. The large vibronic coupling constants for two b 2 modes, 14 and 16 ͑Table V͒, are the driving forces to lower the energy for the lower adiabatic potential energy surface along these normal coordinates, as evident in the C s geometry of the saddle point shown in 
C. Conical intersections
Nonadiabatic interactions often play key roles in chemical dynamics. A primary factor that dictates the course of nonadiabatic dynamics are the potential energy surfaces around conical intersections. A few methods have been reported to locate conical intersections of minimum energies via electronic structure calculations. 87, 88 In the model potential method, geometries of minimum-energy conical intersections are given in an analytical expression under the LVC model. 4 Here, we utilize the formulation for the LVC model to locate conical intersections with the QVC model. Two characteristics can be pointed out for minimumenergy conical intersections defined under the LVC model. One is that the energies of the two states are degenerate at the intersections. The other is that when the intersection geometry is defined relative to the equilibrium geometries of the two states in terms of the reference normal coordinates, the corresponding two vectors are parallel ͑or antiparallel͒. The former must hold for model potentials of any order. On the other hand, the latter is valid only for the LVC model. However, a corollary of the second feature of minimumenergy conical intersections is that the products of the corresponding harmonic frequencies and the two vectors are also parallel ͑or antiparallel͒. The definition of the resultant vectors has a direct analogy to that of the linear intrastate coupling constants ͓Eq. ͑5͔͒. Thus, the "conical intersection ͑CI͒ " is defined as the product of the vector representing the geometry difference between the intersection and the neutral equilibrium geometry and the force constant matrix of the corresponding state in terms of the anion reduced normal coordinates. Under the QVC model used in the present study, this force constant matrix accounts for mode mixing, unlike the LVC model where the corresponding matrix is diagonal. The two CI are parallel ͑or antiparallel͒ at the minimumenergy conical intersections. Practically, the search of the minimum-energy conical intersections is carried out with the intersection under the LVC model as a starting geometry. Then, a vector is calculated based on the corresponding CI . This vector is composed of two orthogonal vectors: one represents the energy difference of the two diabatic states, and the other represents the perpendicular component of the difference vector of the two CI . A gradient of each component of the vector is calculated numerically for each a 1 mode. The resultant matrix is inverted and applied back to the original vector to define a new conical intersection geometry following the standard Newton's method. The solution is obtained iteratively and given in Table VIII . The same procedure can be implemented with the ab initio calculations. The corresponding conical intersection information from the ab initio calculations is also provided in Table VIII. The geometry of the conical intersection between the X 2 A 2 and Ã 2 B 1 states clearly indicates that photodetachment from the 1-pyrazolide anion accesses the immediate vicinity of the conical intersection. The model potential energy of the conical intersection is 3.246 eV, which is only 9 meV below the vertical energy of the 2 B 1 state and 24 meV below that of the 2 A 2 state. Thus, it is inevitable that the wave packet motion is enormously influenced by the nonadiabatic interactions between the two states in the photodetachment process, considering the large vibronic coupling constants ͑Table V͒. The two-state simulation ͑Fig. 7͒ certainly demonstrates such huge nonadiabatic effects. The energy of the conical intersection is 0.302 and 0.242 eV higher than those of the 2 A 2 and 2 B 1 states at the corresponding minima, respectively, according to the model potentials. These values compare to the adiabatic energy of the conical intersection of X 2 E 1 Љ cyclopentadienyl, 0.183 eV, relative to that of the pseudorotation path, calculated at the CASSCF/ 6-31G * level of theory. 61, 62 On the other hand, the conical intersections between the 
V. CONCLUSION
The photoelectron spectrum of the 1-pyrazolide-d 3 anion has been measured. The photoelectron angular distributions indicate the presence of nearly degenerate electronic states of the 1-pyrazolyl-d 3 radical. EOMIP-CCSD calculations have been performed to study the low-lying states of the radical. The calculations strongly suggest that three electronic states, energetically close to each other, are accessed in the photodetachment process. The calculations also find substantial nonadiabatic interactions in each pair of the three states. The effects of the vibronic interactions among the three states are investigated with spectral simulations using a model diabatic Hamiltonian technique. Model potentials have been constructed for the three states as a function of the anion reduced normal coordinates up to quadratic terms. The parameters of the quadratic vibronic coupling ͑QVC͒ model potentials have been evaluated based on the EOMIP-CCSD and CCSD͑T͒ calculations using a new analytic method, which is analogous to a procedure used in conventional Franck-Condon overlap calculations. The good quality of the QVC parametrization method, which accounts for the mode mixing effects correctly, has been demonstrated in simulations of the photoelectron spectrum of the 1-imidazolide anion.
The model Hamiltonian simulation successfully reproduces the fine structure of the 1-pyrazolyl-d 3 spectrum and reveals the complicated nonadiabatic effects in the spectrum. The ground state of the 1-pyrazolyl-d 3 
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