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Abst ract  
We derive and investigate three families of direct boundary integral equations for the solution of the plane, fundamental 
biharmonic boundary value problem. These three families are fairly general so that they, as special cases, encompass various 
known and applied equations as demonstrated by giving many references to the literature. We investigate the families by 
analytical means for a circular boundary curve where the radius is a parameter. We find for all three combinations of 
equations (i) that the solution of the equations is non-unique for one or more critical radius/radii, and (ii) that this lack 
of uniqueness can always be removed by combining the integral equations with a suitable combination of one or more 
supplementary condition(s). We conjecture how the results obtained can, or cannot, be generalized to other boundary 
curves through the concept logarithmic apacity. A few published general results about uniqueness are compared with our 
findings. (E) 1998 Elsevier Science B.V. All rights reserved. 
AMS classification." 45F99; 35J40 
Keywords." Boundary integral equation; Fundamental biharrnonic problem; Uniqueness of solution; Logarithmic apacity 
. Formulation of the problem 
We derive and investigate three families of direct integral equations for the solution of the plane, 
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fundamental biharmonic boundary value problem for the function u = u(r), viz. 
A2u(r)=O, rED, (la) 
u(r) =Fo(r), ~-(r) =El(r), r C F, (lb) 
ov 
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where A means the Laplacian operator, D is a bounded, simply connected omain, and F its boundary 
which is assumed to be closed, smooth and simple; the outward normal derivative to F at the point 
r C F is denoted ~?/Ov; further Fo(r) and Fl(r) are prescribed continuous functions of the arc length 
sonF .  
The plane biharmonic problem arises in connection with a variety of branches within applied 
mathematics, most notably within: 
(1) the theory of plane elasticity: (i) elastic plates: the deflection of the plate is biharmonic [67, Ch. 
4], (ii) elastic sheets: the Airy stress function (from which stresses are determined) is biharmonic 
[65, Ch. 5]; 
(2) the theory of plane "slow" viscous flow: a velocity potential (from which the velocity components 
are determined) is biharmonic [56]. 
The solution of the problem (1) is unique; in particular are Au and ~Au/~?v on F uniquely 
determined. If Au and ~?Au/~?v on F were available, the value of u at a point r' inside F can be 
found from the identity 
u(r')=-- fr {~(r )G  - Au(r)~3--G-Gov 
+N(r)AO- u(r) ds, r' E D, r E F, (2a) 
with 
G=G(r , r , /~) :=-  p2( lnp /u), P=I r ' - r I , /~ER,  (2b) 
where the point r' is a parameter which is kept fixed during the integration; the derivative O/Ov 
acts here and in what follows on r C F. For/~ = 0 the identity (2) is known [69, Section 36] and 
because A2p 2 = 0 it is still valid for /~ ~ 0. The introduction of the term with factor /~ creates a 
whole family of identities which gives a great flexibility. 
• Harmonic problems: The plane Dirichlet boundary value problem, for Laplace's equation, can 
be solved by means of Green's third identity [60, pp. 73f.], which leads to a direct first kind integral 
equation. This equation does not have a unique solution for certain boundary curves. We denote them 
critical curves (in [39, Section 4.2], called F-contours) and they are characterized by means of the 
concept logarithmic apacity, LC (discussed thoroughly in [36]) (or exterior/outer mapping radius, 
external conformal radius, transfinite capacity/diameter). By amending one supplementary integral 
condition which the unknown function must satisfy, it is possible to eliminate this non-uniqueness 
[8]. The analytical part of the investigation in [8] is carried out for a circular boundary curve; to 
generalize the analytical investigation to elliptical boundary curves should be tractable. By a suitable 
quadrature method the integrals of the equation and the supplementary condition are replaced by 
a matrix. The condition number of this matrix is used to detect critical geometries for the integral 
equation and the supplementary condition [9]. 
• Biharmonic problems: Here we consider the plane, fundamental boundary value problem for the 
biharmonic equation (1) and our purpose is 
(i) to derive from (2), in a systematic manner, three families of direct boundary integral equations 
with Au and ~Au/Ov as unknown functions, 
(ii) to analyze the equations with respect o non-uniqueness, 
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(iii) to find how to eliminate the non-uniqueness by amending one or more supplementary condi- 
tion(s) which the unknown functions must satisfy, and 
(iv) to relate the present findings to some published results. 
In the following we 
-(Section 2) derive the equations; state the possible supplementary conditions; specify the boundary 
curve; give reference to the appearance of the equations, 
-(Section 3) investigate, by analytical means for a circular boundary curve, the three families with 
respect o uniqueness and critical radius/radii; find how to combine the equations with 
the supplementary integral conditions; illustrate by examples, and 
-(Section 4) conjecture how to generalize our findings to other curves (in some cases by means of 
the logarithmic apacity of the curves); relate our findings to a few published results; 
point out some unsolved problems about how to characterize the critical curves. To 
generalize the present analytical investigation to non-circular curves seems prohibitive, 
but we shall subsequently [12] treat the problem by numerical methods. 
There is a great amount of literature on application of integral equations to the solution of boundary 
value problems within the theory of elasticity and the theory of viscous flow; see the textbooks [37, 
39, 42, 50, 53, 58, 61] and the literature cited therein. Here we solely consider integral equations 
for the boundary value problem (1) derived from the identity (2). However, other classes of integral 
equations are available for solving the fundamental biharmonic problem (Section 4.3). 
2. Three families of direct integral equations 
2.1. Derivation of equations 
The derivation of the three families of direct integral equations departs from the identity (2) which 
depends on the parameter point r'. With the point r' as origo there is introduced a local, right-handed, 
orthogonal coordinate system ( f ' ,C)  where ^ denotes a unit vector. In this system the identity (2) 
is differentiated at the point r' with the three operators: L t3/Ov' and A' := ~2/~v'2 + 02/Or '2 where I
is the identity operator which reproduce the identity (2) unchanged. Hereby we get three identities 
which we for easy reference denote by the number of differentiations performed, namely 0, 1 and 
2. Each of the three identities contain the quantity # which however need not to be the same in the 
three identities; in fact, we choose three quantities which we denote P0,/21 and #2. Let r0 be a point 
on F. With r0 as origo there is similarly introduced a local, right handed, orthogonal coordinate 
system (f0,'~0) where f0 is the outward normal to F at r0. 
The limiting process r' ~ r0 is now carried out in the three identities o that the direction f' 
becomes coincident with the direction f0. Thereby the directional derivatives t3/t3v' and O/&' become 
O/t3Vo and O/&0, respectively; furthermore, the Laplacian A' becomes ~2/0v2 o + ~2/&2 which we, for 
mnemotechnical reasons, denote A0. However, this limiting process can not immediately be carried 
out under the sign of integration; the following precautions are needed: 
(i) The integrals with the kernels ~AG/Ov, OA'G/Ov and OAG/Ov' correspond to the logarithmic 
potential of a double layer or to the normal derivative of the logarithmic potential of a single layer 
[60, p. 125ff.], so that the limiting value of the integrals are obtained using the jump relations with 
1 1 a factor - ~ or +5, respectively. 
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(ii) The integral with the kernel c32AG/t~v'Ov becomes divergent. Because of the form of dAG/t3v 
this difficulty can be overcome [52, p. 138], using Cauchy-Riemann's equations, integration by parts 
and an integration around F giving 
r OAG , 
~brU(r)--~v-v (r 'r ;#)ds= J; ~-s(r) cz'OAG , ~-7( r ,  r; #) ds. c3v ~ 
When r' -~ r0 the last integral is to be considered as Cauchy principal value, denoted by f*. 
When the above-mentioned rewritings are performed in the three identities, and the prescribed 
boundary values ( lb) are inserted, we arrive at the following three families of direct boundary 
integral equations with the unknowns W(r) and V(r) 
O: /r { W(r)G(ro, r;#o) - V(r)7-v (ro, r;#o)} ds 
1 ~AG 
- - Fo(r)-ff~-v(rO, r; #o)} ds, =~Fo(ro) fr {Fl(r)AG(ro, r;#o) (3-0) 
1 : ~r{ OG 02G #,)} ds w(r)T-vo(rO, r; #1) - Z(r) r; 
_1F  _ * - -~  , (ro) J rF, (r)~-G-o(ro,  r;pl)dS + Jr ~F° OAG -~-s (r)~-~Zo (ro, r; #l ) ds, (3-1) 
2" W(r)AoG(ro, r;#2) - V(r) (ro, r;#z) ds - ~V(ro) = O. (3-2) 
For easy reference the three families of equations are also denoted 0, 1 and 2. For a more specific 
reference the actual value of #, viz., #0, #1 or #2, is added as a superscript in parentheses, e.g., 
2 {1). Because AoG(ro, r; #) = AG(ro, r; #) = -(1/2rQ(ln p + 1 - #) equation 2~1) can be Green's third 
identity [60, p. 73f.], for W(r) = (OAu/~v)(r) and V(r) = Au(r) because Au(r) is harmonic. 
By way of constructing the three families of integral equations, the solutions W(r) := (OAu/Ov)(r) 
and V(r) := Au(r) must satisfy the equations. But the questions arise naturally: Are the solutions 
of the integral equations unique ? Are there other solutions ? These questions can not simply be 
answered just by referring to the method of deriving the equations. In Section 3 we shall investigate 
this question using analytical means. 
2.2. Supplementary conditions 
When u is biharmonic inside F the boundary values of u, Ou/Ov, Au and OAu/Ov must satisfy 
some conditions. They have the form of curve integrals along F where the point of integration is 
r = (x,y) E F with r =l r I, and the outward unit normal at r is f = (Vx, Vy). Below we quote from 
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[14] (Appendix A) those conditions which turn out to be useful; we have inserted the prescribed 
boundary values ( lb) ,  
fr OAu A" --~-v (r)ds = 0, (4-A) 
Bx" ~r f ~Au vxAu(r)} (4-Bx) _ ~x--~--v ( r )  - ds = O, 
f 8AU(r) - vyAu(r)} ds = 0, (4-By) By" Jr ~ Y--~-v 
C__" fr { rZ~(r ) -  2f.rAu(r)}ds= - fr4Fl(r)ds. (4-C) 
For easy reference the conditions are also denoted A__, Bx, By and C. 
When u represents an Airy stress function, the conditions (4) can be given an elastostatic inter- 
pretation [11 ]. 
2.3. Equations in parametrized form 
Assume that the boundary curve F has a 2~-periodic C°~ parametrization z(O) = x(O) + iy(0) -- 
y((0) = y(~(0) + i~/(0)) ; 0 ~< 0 ~< 2r~, with ] z'(O) [ > 0 and where 7 > 0 is a scaling parameter. 
Hereby r and r0 correspond to z(O) and Z(Oo), respectively. Instead of using the functions W(r) = 
(8Au/8v)(r) and V(r) = Au(r) we express the integral equations and the supplementary conditions 
in terms of w(O):= W(z(O)) I z'(0) I and v(O):= V(z(O)) I z'(0) I, Further are G(ro, r;#.) and p 
expressed as g(Oo, O;l~o):= G(z(Oo),z(O);l~,) and p :=1 z(Oo)- z(0)] with similar expressions for 
the derivatives. 
Subsequently, we shall only consider the integral equations and the supplementary conditions in 
the homogeneous case, i.e., with Fo(r) - 0 and Fl(r)  --- 0, in which case we get 
• The homogeneous integral equations: 
0_" g(Oo, O;#o)w(O)dO - ~v(Oo, O;#o)v(O)dO = 0, (5-0) 
_1 • fo 2~ ~g I~l f2~ OVoOvO2g (0o, O; 1~1 )v(O) dO = 0, (5-1) - -~vo(Oo, ; )w(O) dO - Jo 
/?  (00, 
2. Aog(Oo, O;m)w(O)dO 2 ]z ' (00)  ] (Oo, O;m)v(O)dO = O. (5-2) 
For easy reference we still denote the equations by 0, 1 and 2. The detailed form of the six kernels 
in (5) is lengthy for a general curve z(O). The formulas are not given here [12]. 
• The homogeneous supplementary conditions: 
A" wd0 = 0 (6-A) 
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ff (xw Y' - dO = 0, (6-Bx) 
By" f02rt Qyw-~ - x! ~7~v)  dO = 0, (6-By) 
x+)/ 
C" z w-2  x -y  v d0=0,  (6-C) 
where w,v,x,y,z,x',y',z' all depend on 0. For easy reference we still denote the conditions by 
A, B x, By and C. 
2.4. Appearance of the equations 
It is not our aim here to promote some of the equations, or to discriminate among the three 
families of equations. We just want to analyze the derived equations with respect o uniqueness. The 
reason for doing this is that all three (families of) equations appear in the literature (in the form 
here considered or in an analogous form): 
The three integral equations (3) with #0 = #1 = ]12 = 0 were derived by Hougaard [59] (and the 
present author) for use in plane elasticity (stresses in elastic sheets). Some of these equations (or 
some closely related to them) have been used for formulating and solving problems within (i) stresses 
in elastic sheets [13, 44, 54, 59, 62] (ii) deflection of elastic plates [3, 5, 29, 63] and (iii) plane 
"slow" viscous flow [4, 25, 30--32, 45-49, 54]. For deflection of Kirchhoff's plates the identity (2) 
can be reformulated using physical quantities (bending moments, etc.) leading to integral equations 
involving physical quantities [1, 6, 26, 33, 43, 57, 64, 66, 68, 70-73] giving the possibility to treat 
further physical phenomena [2, 55, 72]; in these "plate" equations no quantities p are introduced. 
An analysis of the numerical solution of all three combinations of the complete system (3) has 
apparently not been carried out. But for the system 0 (°) & 2 (1) a thorough numerical analysis is 
available [21]. For the systems 0 (°) & 1 (°) and 0 (°) & 2 (1) a comparative study of the numerical 
feasibility has been performed [22]. 
We have introduced the quantities /~ in the equations (3) in order explicitly to encompass ome 
published equations as special cases: 
• The system 0 (°) & 2 (1) is treated in [14]: Introduced; investigated analytically for circular curves 
where critical geometries and relevant supplementary conditions are found (cf. Section 3.3.4). By 
numerical means it is conjectured that the supplementary conditions hold in general and that the 
critical boundary curves are characterized by means of their LC. 
• The systems 0 (°) & 2 (1) and 0 (1) & 2 (1) are treated in [24]: The second system is introduced. Both 
systems are investigated thoroughly with respect o critical geometry and supplementary conditions 
whereby the above conjectures are proved. The system 0 (°) &_2 (1) has two critical geometries (cf. 
Section 3.3.4), but the system 0 (1) & 2 (1) has only one critical geometry (cf. Section 3.3.5). 
• The systems 0 (u°) & _2(~2) have recently been investigated [19], claiming that "uniqueness on any 
boundary curve" [19, p. 885], is guaranteed. Supplementary conditions are not taken into account. 
• A pair of indirect boundary integral equations with the same four kernels as for 0 (°) & 1 (°) 
(but with other unknowns) has recently been investigated [20] with respect o invertibility using 
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functional analysis, proving that there is between one and four critical geometries (cf. Sections 
3.3.1-3.3.2). 
• Equation 0 (1) is used in [4, 5, 23, 25, 43, 45-49, 54]. 
• Equation 1 (°) is used (directly) in [44, 59] and (in the corresponding "plate" formulation) in [2, 
29, 64]. 
• Equation 2 (~) is used in [3-5, 23, 25, 32, 43, 45-49, 54, 63]. 
The abundant appearance of the equations in the literature should justify our analysis. 
3. Analytical investigation of the uniqueness of solutions 
The purpose of the present section is to investigate, by analytical means, whether the integral 
equations (3) have a unique solution. Such an investigation should precede any attempt to solve the 
equations; here, however, we do not carry out such an attempt. To investigate uniqueness we shall 
find out whether the homogeneous version of (3), which is formulated in (5) using the parameter 
0, possesses other solutions than the trivial one, viz. w(O) - 0 and v(O) - O. The analysis is carried 
out for a circular boundary curve (Section 3.1) leading to some results (Section 3.2) which are 
illustrated by seven examples (Section 3.3). The results obtained are based on a circular boundary 
curve, but to repeat he present analytical reasoning for a more general curve would be prohibitive, 
even for an elliptical boundary curve. For a general boundary curve numerical methods (cf. Section 
4.2) can be used for obtaining conjectures about uniqueness, etc. 
3.1. Analysis 
We follow the analytical reasoning introduced in [14] for treating the system 0 (°) & 2 (~). We 
choose as curve F a special curve, viz. a circle Fc with radius c, where ~(0) = cos(0)+is in(0)  and 
I z'(O) l=  c I ~'(0) l=  c, so that e plays the r61e of the scaling parameter 7. In (5) the derivatives 
O/Ov and O/OVo become O/Or and O/Oro evaluated at 0 and 00, respectively; the various directional 
derivatives of g are expressed in terms of p, 0 and 00. After some lengthy algebra the kernels of 
(5) can be expressed in a fairly tractable form, written below in { }, so that (5) is formulated as 
. fo2~ {-lpz([~o -1)} w(O)dO 
- fo2= {-~p2(2£o-1)~ } v(O)dO = 0, (7-0) 
:. /o 
= O, (7-1) 
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. foe~{-8-~4L2}w(O)dO 
V(Oo, fo2~{ 12)  
2c - 8-~ c V(0) d0 
where 
Lm = In p + 1 -/~m, 
with 
p2 = 4c 2 sin 2 0 - 0_____2o 
2 
=0,  
m = 0,1,2 
For easy reference we still denote the equations by 0, 1 and 2. 
Similarly, the conditions (6) can be reformulated as 
f[ A" w(O) dO = O, 
f[ B__ x " cos O(cw(O) - v(O)) dO = O, 
f[ By • sin O(cw(O) - v(O)) dO = O, 
fo 
2 ( 








For easy reference we still denote the conditions by A, Bx, By and C. 
Obviously, the homogeneous equations (7) have the solution w(O)=O and v(O)=O. In order to 
find out if the equations have other solutions, the unknowns are written as the following Ansatz: 
OG 
cw(O) = Ao + ~ n(An cos nO + Bn sin nO), (10a) 
n=l  
o0 
v(O) = ao + ~--~(a, cos nO + b, sin nO). (10b) 
n=l  
The Ansatz (10) is inserted in the three integral equations (7) and a very lengthy algebra is carried 
out, including evaluation of complicated efinite integrals using tables of integrals [28]. As a partial 
check a computer algebra system (CAS) (also called a symbolic computation system (SCS)) may be 
used. Here we have tried Maple V [7], which- -wi th  some help- -could confirm the results given 
below, provided In p in (8a) is expressed by means of [28, No. 1. 441-2], 
In 2sin = coskx 0<x<2n 
k=l k ' 
For each integral equation there results an infinite sum of terms having the trigonometric factors 
1, cos 00, sin 00, cos200, sin 200, , . . . ,  Because the infinite sum must be zero, each expression mul- 
tiplying the trigonometric factors must be zero. Below these expressions are presented as follows: 
For 
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n = 0 they are shown for A0 and a0; for n = 1 and n/> 2 they are shown separately, but only for 
Ao and ao; analogous expressions for Bo and b° could have been shown, because the expressions 
for n = 1 and n/> 2 have multiplicity two. The numbering 0, 1 and 2 indicate the integral equation 
from which the expression originate. From Lm (8a) we are led to introduce 
Lm=lnc+l -#, , ,  m = 0,1,2 (11) 
which are used in the following: 
n=O:  
O: 
! ;  
2: 
n- - - - - l :  
(2L0 - 1)A0 - 2L0a0 = 0, (12-00) 
LIAo - a0 = 0, (12-01) 
L2A0=0. (12-02) 
n~> 
0" (4L0 --  1)A1 -- (4L0 + 1)al = 0, (12-10) 
1 • (4L1 + 1)A1 - (4L1 - 1)al = 0, (12-11) 
2 • A1 -a l  = 0. (12-12) 
2" 
O" nA. - a. =- 0, (12-20) 
I 'A .  -na .  = 0, (12-21) 
2"A .  - a. = 0. (12-22) 
The homogeneous equations (12) are to be understood as follows: For each value of n we have three 
linear algebraic equations with two unknown coefficients, A, and ao ; from these three equations 
three combinations of two equations are formed; for each combination the corresponding determinant 
of the 2 × 2 matrix is determined. The determinants are given in Table 1. We see that they are 
nonzero for n >/2 and that they may become zero for n = 0 and n = 1. For n = 1 the multiplicity 
is two. When a determinant is zero, the corresponding unknown coefficients are not all necessarily 
equal to zero. In Section 3.2 we find in which cases the various determinants are zero for certain 
critical values of c and indicate the coefficients not yet determined. For the determination of these 
Table 1 
The determinants of the three combinations (indicated in col- 
umn C) of the three equations (12), for different values of 
n, expressed using the quantities L,.; m = 0, 1,2 ; cf. (11). 
C n=0 n=l  n~>2 
O&l 2LoLI-2Lo+I 8(Lo+LI )  1 -n  2 
0 & 2 2LoL2 2 1 - n 
I & 2 L2 -2  n -  1 
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undetermined coefficients we invoke the supplementary conditions (9) and insert the Ansatz (10) in 
(9) which results in the following relations for some of the coefficients: 
AA0 = 0, (13-A) 
B x "A1 -- al = 0, (13-Bx) 
By " Bl -- bl = 0, (13-By) 
C 'A0-  2a0 = 0, (13-C) 
which in fact furnish the lacking information about the undetermined coefficients. The two relations 
(13-Bx) and (13-By) reflect the multiplicity two for n = 1. 
3.2. Results 
By combining the determinants given in Table 1 with (12) and (13) we find (i) the critical 
radius/radii which result(s) in a zero for the determinant of the corresponding system taken from 
(12), (ii) the corresponding coefficient(s) which is/are not necessarily equal to zero according to 
(12), and (iii) the conditions(s) from (13) which is/are needed to force the above coefficient(s) to 
be zero. The results obtained are presented below for the three combinations of two equations in 
five main cases. 
3.2.1. Equation 0 and Equation 1 
Case I: 0&! ;  n=0;  /21-#0 > x /2 -  1 
1 . Case I(=): /11 -/10 = 5 . 
or /~- /~0 < -v~- l "  
c = exp(/10 - ½ )
Non-zero coefficient: A0 
Supplementary conditions: A or C 
c = exp(#0) 
Non-zero coefficients: A0 and a0 
Supplementary condition: A 
1 . Case I (¢):  #1 - P0 # 
Non-zero coefficients: Ao and a0 
Supplementary conditions: A or C 
Case II: 0 & 1 ;  n -- 1: One value of c, but with multiplicity two, viz., 
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Supplementary conditions: B x and By 
Case I I (+):  /tl - ~ = +½ " 
Non-zero coefficients: A1 and B~ 
1 . Case II(-): / t l -  #0 = - i .  
Non-zero coefficients: al and b~ 
Case 11(5): /tl - ~ ~ +½ " 
Non-zero coefficients: A1, al,B1 and bl 
3.2.2. Equation 0 and Equation 2 
CaseI I I :  0&2;  n - -0 ;  / to=/ t2"  
c = exp(/t0 - 1 ) 
Non-zero coefficient: a0 
Supplementary condition: C 
Case IV :_0&2;  n=0;  / t0¢ / t2"  
Case IV(0): 
c = exp(/to - 1 ) 
Non-zero coefficient: a0 
Supplementary condition: C 
Case IV(2): 
c = exp(/t2 - 1 ) 
1 . 
Case  IV(2)½:/t2 - - / t0  = 
Non-zero coefficient: Ao 
Supplementary conditions: A or C 
Case IV(2)l" / t z -Po  = 1 • 
Non-zero coefficients: A0 and ao 
Supplementary condition: A 
i and 1" Case IV(2)¢:  /~2 - / to  ¢ 
Non-zero coefficients: Ao and a0 
Supplementary conditions: A or C 
3.2.3. Equation ! and Equation 2 
Case V: 1 &2_; n=0"  
c = exp(/t2 - 1 ) 
Case V(=) :  Pl = P2 " 
Non-zero coefficient: Ao 
Supplementary conditions: A or C 
Case V(¢) :  P l¢  P2 " 
Non-zero coefficients: Ao and ao 





242 S. Christiansen / Journal of Computational nd Applied Mathematics 91 (1998) 231-247 
Supplementary condition: A 
1 . Case V(~¢) :  P2 -  #1 ~ 
Supplementary conditions: A or C 
3.3. Examples 
Below we illustrate the use of the various Cases by seven Examples. We point to the relevant 
Case(s), give the critical value(s) of c, and state the supplementary conditions. All the Examples 
will subsequently be treated numerically [12]. 
Example a. The three systems 0 (°) & 1_ (°) , 0 (°) & 2 (0) and 1 (°) & 2 (°), i.e., #0 = 0, #1 = 0 and 
/~2 = 0. They relate to the Cases I I(¢), III and V(=),  respectively. All three systems have the 
critical radius c = e -1 (~- 0.3679) with multiplicity two, one and one, respectively. Supplementary 
conditions B, C, and A or C__, respectively. (These systems were derived and considered in [59].) 
Example b. The system 0 (°) & 1 (1/2), i.e., #0 = 0 and ~1 = 1/2. Case I(=): c = e -~/2 
(-~ 0.6065), conditions A or C, and c = 1, condition A. Case II(+): c : e -3/4 ( '~  0.4724) with 
multiplicity two, and with two conditions B_ x and By. Counted with multiplicity there are four radii. 
(This observation has some relation to [20].) 
Example c. The system 0 (~) & 1 (°), i.e., #o = 1 and Pl = 0. Case 11(5) gives only one critical 
radius c = e -~/2 (~- 0.6065) with multiplicity two, and with two conditions B x and By. (This system 
relates to Section 4.2.) 
Example d. The system 0 (°) & 2 (1), i.e., /~0 = 0 and ~2 • 1. Case IV(0) with c : e -~ 
(--~ 0.3679), only condition C _. Case IV(2)l with c = 1, only condition A. (Introduced and considered 
in [14] and analysed in detail in [24].) 
Example e. The system 0 (l) & 2 (1), i.e., #0 : 1 and ]~2 : 1. Case III with only one critical radius 
c : 1, only condition C. (Introduced and analysed in detail in [24].) 
Example f. The system 0 (°) & 20/2), i.e., ~0 = 0 and #2 = 1/2. Case IV(0): c = e -1 
(~- 0.3679), condition C. Case IV(0)½: c = e -1/2 ("~ 0.6065), conditions A_ or C. (This system has 
relation to [19].) 
Example g. The system 1 (0) & 2 (1/2), i.e., #o = 0 and ~22 = 1/2. Case V(¢ : ) :  c = e - ' /2  ( '~  0.6065), 
condition A. (Also this system will be treated numerically in [12].) 
4. Conclusions, conjectures, comments 
4.1. Conclusions 
For the solution of the plane, fundamental biharmonic boundary value problem (1) we have 
presented three families of direct boundary integral equations (3) which depend on three parameters; 
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the three equations are combined to form three pairs of equations. For each pair (irrespective of how 
the parameters are chosen) there will always exist at least one critical geometry where the solution is 
not unique. The critical geometry depends on the parameters, and by choosing the parameters suitably, 
the critical geometry can be moved away from the actual geometry. But a complete limination of 
the critical geometry can only be obtained by the amendment of one or more of the supplementary 
conditions (4). The actual combinations of pairs of equations, critical geometries and supplementary 
conditions are presented as a collection of Cases (Section 3.2). These results have been obtained for 
a circular boundary curve. For a circle the logarithmic apacity, LC, is equal to the radius [51, p. 
172], Hereby we can conclude: 
• For the systems 0 (°) & 2 (1) and _0 (1) & 2 (1) our results are in accordance with [24], cf. Sections 
3.3.4-3.3.5. 
• For the systems 0 (u°) & 2 (u2) we find always a critical geometry, cf. Section 3.2.2, in contrast 
to what has been claimed in [19]. But our result is in accordance with the proof [19, p. 888], 
which turns out to be valid only when LC is different from the values given in (14-IV(0)) and 
(14-IV(2)), cf., Sections 3.3.1, and 3.3.4-3.3.6. 
4.2. Conjectures 
For non-circular boundary curves it is necessary to apply other methods, e.g., numerical ones. 
Naturally, numerical methods cannot replace mathematical proofs, but they can provide conjectures 
to be proved afterwards, just as [14] was followed by [24]. A preliminary diagnostic investigation 
of the integral equations with respect o the critical geometries and the supplementary conditions 
has been carried out using numerical methods [10, Section 4], where the integrals are replaced by 
a corresponding matrix, for which the condition number is found. A more thorough investigation is
in preparation [12] using the singular value decomposition of the matrix [27]. 
When the preliminary numerical method is applied to circles, cf. Section 3.3, it confirms (i) the 
critical radius/radii in accordance with (14), and (ii) the supplementary condition(s) stated. When 
the method is applied to other curves, primarily ellipses, it leads to the following conjectures: 
• The critical circles with multiplicity one, i.e., all the Cases, except Case II, generalize through 
the concept LC to other curves having LC equal to the value given in (14). The supplementary 
condition(s) derived for circles is/are still to be used. 
• The critical circles with multiplicity two, i.e., Case II, do not directly generalize through the 
concept LC, because one critical size (with multiplicity two) normally split into two critical sizes 
(each with multiplicity one). (Example b, Section 3.3.2, does split, but Example c, Section 3.3.3, 
does not.) The supplementary condition(s) derived for circles is/are still to be used. It is an open 
question how to characterize the critical geometries in Case II for non-circular geometries. (The 
numerical determination of multiplicity and non-zero coefficients is carried out in [12].) 
These conjectures are compared with the literature: 
• The systems 0_ (°) & 2._ (1) and QO) & 2o): Our conjectures are proved in [24]. 
• The systems 0_ ~u°) & 2~2): The proof in [19] is not valid for curves having the values of LC here 
conjectured, viz. (14-IV(0)) and (14-IV(2)). 
• The system 0 ~°) & 1~°): According to our conjecture, the critical geometry is not simply expressed 
by means of LC of the curve, as it has preciously been conjectured [22, p. 21], An investigation 
[20] of a pair of indirect boundary integral equations with the same four kernels (but other 
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unknowns) has proved that there is between one and four critical geometries. This general proof 
corroborates our conjectures for the system _0 & 1, cf. Sections 3.2.1, 3.3.1 and 3.3.2: For #0 = 
#l = 0 we get, for a circle, only one radius with multiplicity two, cf., [20, p. 61], while for general 
choices of #0 and/x~, we get one, three or four critical geometries, counted with multiplicity. 
4.3. Comments 
As mentioned above, plane elastostatic problems can be formulated (in terms of biharmonic func- 
tions) as integral equations with critical geometries. Such problems can also be formulated as integral 
equations in terms of the inherent elastical quantities [15, 16, 18, 34, 35]. Also for such equations 
critical geometries exist [16, 34, 35]; in particular for an integral equation with a circular boundary 
curve the critical radius is e -1 [16, p. 268], 
As seen above the integral equations (3) for a simply connected region do not have a unique 
solution for certain critical geometries. This result is not to be confused with the fact that for some 
integral equations for a multiply connected region [13, 41, 54] it is necessary for all geometries to 
amend some supplementary conditions in order to ensure uniqueness, e.g., the three conditions A 
and B. 
We have derived the integral equations (3) for the fundamental biharmonic problem (1) by using 
the representation (2) as the point of departure. Representations, other than (2), are available for the 
construction of biharmonic functions. This leads to other integral equations: 
• (a) The Goursat representation: u = ~[~46(z)+ ~(z)], where q$ and Z are analytic functions of the 
complex variable z [53] (5.2.5), leads to integral equations of Muskhelishvili [53] (Ch. 5, § 3) 
and Lauricella-Sherman [53] (Ch. 5, § 6). For these integral equations no critical geometry exists. 
• (b) The Almansi representation: u : rZq~-+-~t, where q$ and Ip are harmonic functions of the polar 
coordinates (r, 0) [38] (23). This approach may lead to (bl)  a pair of coupled integral equations 
for the boundary values of ~b and O~p/Ov [38] (26), or (b2) a pair of coupled integral equations for 
two single layer densities used to generate ~ and ~b, respectively [40] (p. 311 ). To try to create a 
connection between the pair (bl)  and the system 0 (°) & 2 tl) is not easy [59] (§ 3.3). Therefore it 
is not known whether the present analysis concerning critical geometries for the system 0_Q (°) & 2 o) 
can be carried over to the pair (b 1). 
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