We describe a modification to a standard correlation model for the development of the geniculocortical projection that relays visual input to the visual cortex. The modification is to include threshold-activation of cortical cells as opposed to linear activation and it is shown that this can account for topographic map refinement (TMR). This contrasts with other models that require cortical cells to compete for activation or for neurotrophic support. Simulations are conducted for the joint development of ocular dominance columns and TMR in normal animals and parameter variations are used to both confirm robustness and to simulate some experimental conditions.
Introduction
One of the characteristics of the adult mammalian visual system is that neurons at each anatomical level are ordered according to their properties. Neurons in both the lateral geniculate nucleus (LGN) and in the primary visual (striate) cortex are distributed according to their ocular dominance: left-and right-eye dominant neurons are distributed in discrete layers in the LGN and in ocular dominance columns (ODCs) in the striate cortex. Superimposed on that structure is an ordered topographic distribution that preserves a retinotopic map in each layer of the LGN and across the striate cortex. Evidence suggests that both endogenous and exogenous activity is crucial for the development of this circuitry (for a review, see Penn & Shatz, 1999) .
During prenatal development afferent neurons in the LGN project their axons towards the striate cortex and when these geniculate axons reach the visual subplate they extend widespread terminal branches before entering layer 4. Once in layer 4 of the striate cortex axons then turn and run tangentially for a limited distance of from hundreds of microns to a millimeter (Ghosh & Shatz, 1992) . This widespread subplate branching and tangential growth is likely to contribute to the poor retinotopic precision of the early cortical receptive fields. Later, selected portions of the arbors are found to have grown considerably in length and complexity (Antonini & Stryker, 1993) , and to be segregated into well-defined ODCs and the retinotopic precision of the cortical receptive fields is increased (Fagiolini, Pizzorusso, Berardi, Domenici, & Maffei, 1994) . However, if activity in the brain is blocked, the axons fail to arborize in layer 4 and instead continue to grow, without branching, into the pial surface where they form a very degraded topographic map (Catalano & Shatz, 1998) . Such results indicate that activity is required for, and may drive, developing axons to first branch out profusely and then to correct topographic target selection errors and form ODCs by focusing their arbors in the appropriate areas. Therefore, models of the development of the geniculocortical projection to layer 4 of the striate cortex often assume activity dependence (for an early example, see Von der Malsburg, 1973) .
There are studies that argue for the role of molecular cues, for example that of Crowley and Katz (1999) in which the eyes of ferrets were removed just after birth and months later some evidence of ocular dominance columns was found. Also Crowley and Katz (2000) suggest that ocular dominance segregation is present as early as a week after LGN axons enter layer 4. However, removal of the eyes after birth does not eliminate prenatal spontaneous retinal activity or endogenous activity from other sources, such as the LGN and cortex, and some activity-dependent segregation may occur over one week, so the role of mechanisms other than activitydependent ones remains in doubt.
There is significant physiological evidence suggesting that the activity-dependent development of ODCs and topographic map refinement (TMR) are driven by the synchronous activity of neighbouring cells in the LGN (for reviews, see Udin & Fawcett, 1988; Penn & Shatz, 1999) . Thus we describe the evolution of synaptic connections over time in terms of the correlation in the activity of two LGN cells as a function of the distance separating them. Previous modelling studies that have taken this approach are Linsker (1986) and Miller, Keller, and Stryker (1989) .
The joint development of ODCs with orientation columns (OCs) has been successfully modelled under the assumption that cortical cells do not compete with each other for activation or for neurotrophic support (Erwin & Miller, 1995 Piepenbrock, Ritter, & Obermayer, 1997 ; for review, see Swindale, 1996) . Here we show that TMR can also be modelled under this assumption. This differs from the current, competitive Hebbian models for TMR that require cortical cells to compete for activation (Kohonen, 1982; Goodhill, 1993; Piepenbrock & Obermayer, 1999a,b) and neurotrophic models that require cortical cells to compete for neurotrophic support (Elliott & Shadbolt, 1999) . The activity-dependent joint development of ODCs and TMR is simulated by assuming threshold-activation of cortical cells, modelled by setting the activity in each cortical cell to be a semilinear function of its total input. Accounting for TMR with threshold-activation is consistent with noncompetitive-cortical-cell models for the concurrent and proceeding joint development of OCs and ODCs. Such models are referred to as correlationbased (Erwin & Miller, 1995; Linsker, 1986; Miller et al., 1989; Miller, 1994) . We report here the range of threshold values for model cortical cells that permit TMR.
The approach taken here is to assume the activity in the LGN is random while having fixed statistical properties, such as mean, variance, spatiotemporal correlation etc., that are represented as parameters in the model and determine the progress of TMR and ODC development. Simulations of the simultaneous development of TMR and ODCs are conducted and the effect of varying parameters is studied. This is done to both confirm robustness and to simulate experimental conditions such as monocular deprivation and strobe-light illumination.
Methods

Model of the geniculocortical projection
The present model can most easily be derived by making several crucial alterations to the set of synaptic modification rules that form the basis of a standard correlation model (Miller et al., 1989) . Before giving these alterations, the structure of their model will be described (Fig. 1) . Geniculate cells are arranged in two layers representing the two major layers in the LGN, one receiving topographically arranged input from the right-eye (R) and the other from the left-eye (L). Cortical cells are arranged in one layer representing cortical layer 4. The location of a cell in the LGN is denoted by a Greek letter (a; b; c; . . .) and the location of a cell in the cortex by a Roman letter (x; y; z; . . .). These geniculate and cortical cells do not correspond to a single cell in the real LGN and cortex but rather to a functional column of cells. For simplicity, the present model is discrete and all but one of the simulations are done using a onedimensional LGN and cortex. It will become clear in the results section that the ODC development and TMR can be easily represented in these one-dimension simulations. To have a one-to-one correspondence between the LGN coordinates and the cortex coordinates, the scales are chosen so that they have the same range: 0 < a; b; c; . . . < n; 0 < x; y; z; . . . < n.
The quantity of interest is the strength of the synaptic connection between a cell in the LGN and a cell in the cortex. The strength of the connection from the righteye geniculate cell at location a in the LGN to the cell at location x in the cortex is denoted S R ðx; a; tÞ; similarly S L ðx; a; tÞ denotes the left-eye LGN cell connection strength.
Inputs and interactions
The random activity (firing rate) in the LGN at location a is denoted by the time-independent random variables X L a and X R a which are given the same distribution for all a. This model, like other correlation models, assumes distance-dependent correlations in the activity of any pair of cells in the LGN (Goodhill, 1993; Linsker, 1986; Miller et al., 1989; Von der Malsburg, 1973; Von der Malsburg & Willshaw, 1976) . The above authors assumed correlation between two LGN cells to be a monotonic decreasing function of the distance between them and this assumption will also be used here.
Inputs and interactions: Method 1
LGN cell activity was simulated and a Hebbian rule applied to calculate the dynamics of the connection strengths. Two separate methods are used to generate the appropriate correlations in the activity of the model LGN cells. First, the method used by Linsker (1986) and others (Goodhill, 1993; Elliott & Shadbolt, 1999 ) is used where random dot patterns with short-range spatial correlations are generated by first setting the activity in each model cell to a value of zero with probability p, or one with probability 1 À p (p ¼ 0:5 for the results presented here), and then convolving this with the Gaussian function G 1 shown in Fig. 1b . Then, to introduce between-eye correlation, each activity in the left-eye, X L a , is replaced by ð1 À jÞX L a þ jX R a and a similar replacement is made for the right-eye where j controls the level of between-eye correlation.
Inputs and interactions: Method 2
The second method of generating the input, also used by Piepenbrock and Obermayer (1999a,b) and Dayan (2000) , simulates locally-synchronous activity centred at random locations. A Gaussian function of random height X in eye i (i ¼ R; L) at location m (1 < m < n) and height jX in the other eye is used with i and m varied throughout the simulation. This type of input simulates synchronized activity over short separations. Over longer separations the probability of synchronized activity is uniform for each location so any synaptic modification caused over a long term can be approximated by a space-independent term in the Hebbian rule (see Appendix B for further details). We now define activity centred in the left-eye by XG LL , where G LL ¼ G 2 , with the simultaneous activity in the right-eye, XG LR , where G LR ¼ jG 2 (G 2 is shown in Fig. 1b ). L and R are interchanged for activity centred in the right-eye. It will be shown that Methods 1 and 2 give similar results and most calculations will be done using Method 2.
Cortical interactions
There is also assumed to be a distance-dependent interaction within the cortex causing correlated inputs to strengthen synapses locally and weaken them at slightly longer ranges about an active cortical neuron. A postulated mechanism for this is that local excitation and long-range inhibition of activity in the cortex leads to such local strengthening and long-range weakening of synapses via Hebbian learning, but there are other mechanisms that could also underlie the process (Miller et al., 1989) . Miller et al. (1989) derived an equation for the activity in the cortex, cðx; tÞ, in terms of a function Bðx À yÞ that measures the connection strength between points x and y in the cortex: where net LGN ðx; tÞ is the net input from the LGN to x in the cortex at time t, P y Bðx À yÞcðy; tÞ is a simple linear approximation for the input from the rest of the cortex and c 0 ðxÞ is any intrinsic activity in the cortex. We modify this to include threshold-activation by setting the activity at x to be a nonlinear function of the input plus the intrinsic activity:
Unconstrained development of connections to the cortex
where H is defined by
where h is the activation threshold of the cortical cell.
There is some evidence to support the choice of the form of H; for example, an experimental study of the rat visual cortex in which the activity of cortical cells was plotted as a function of the cell's input revealed functions of this form (Treves & Rolls, 1991 Miller et al., 1989) . Here k, c and 0 are constants, C LR , C LL are correlation functions and the function Iðx À yÞ governs the interactions within the cortex. It is derived through algebraic manipulations involving Bðx À yÞ and has the general shape shown in Fig. 1c . Aðx À aÞ is an 'arbor' function that artificially enforces the topographic map and is positive if a projects to x but zero otherwise.
Appendices A and B contain derivations in which the threshold-activation function H is used to determine the change in synapse strength. Appendix A gives the details leading to the following modified version of Eq. (2) where the LGN activities are generated as described in Section 2.2.1:
are random dot patterns with short-range spatial correlations. Appendix B gives the details leading to the following averaged version where the LGN activities are generated as described in Section 2.2.2:
and h i denotes the average over X. This averaging is permissible because change in synapse strength occurs on a much slower time scale than change in geniculate cell activity. Eq. (4) differs from Eq. (2) in that H is included, Aðx À aÞ has been removed and the equation is summed over m and i ¼ R, L with X and the activity functions, G LL ða À mÞ and G LR ða À mÞ, included. The equations for S R ðx; b; tÞ are the same with L and R interchanged everywhere.
Eqs. (3) and (4) are two separate versions of the model with Method 1, involving G 1 , used to generate the LGN activities in Eq. (3) and Method 2, involving G 2 , used to generate the LGN activities in Eq. (4). Method 1 gives activity patterns that extend over the entire model LGN whereas Method 2 gives patterns that are confined spatially to a single bump. Method 1 was found to be more effective if the Gaussian function used to generate the correlations, G 1 , had a higher standard deviation so G 1 is given twice the standard deviation of G 2 . Simulations performed using both equations (see Results section) show that they give essentially the same result, so Eq. (4) has been used for most calculations.
Normalization constraint on connections
A normalization constraint forces the total connection strength to each cortical cell to remain close to a constant level throughout the simulation. In the present model, normalization is reconciled with Hebbian learning by adding a term to Eqs. (3) and (4); each connection is adjusted in proportion to its strength according to
where g and g 0 are the normalization rates. Eq. (5) was used for the simulations presented in this paper and the parameter c of Eqs. (3) and (4) is absorbed into g 0 . The strength of a synapse cannot be negative so when a synapse decreases to zero it is fixed at zero.
Initial conditions
An important feature of the initial conditions of the present model is that they form a very rough topographic map with many spurious connections. Each geniculocortical axon has a large arbor and some do not connect exactly to their target location in the cortex. This can be seen in Fig. 2 where there is a large fanning out of connections about the diagonal rather than a narrow line of connections along the diagonal. Goodhill's (1993) algorithm, which was also used by Elliott and Shadbolt (1999) , was used to generate the initial conditions but was modified so that cells at the centre of the cortex that had a greater total connection strength than those near the boundary had their smallest connections set to zero. This was done so that the initial connections would be normalized (see Section 2.4). Specifically, Goodhill (1993) set S L ðx; a; 0Þ ¼ U ðjx À aj= 2n; 1=2 þ jx À aj=2nÞ where U denotes the uniform distribution, but this leads to connections that are not quite normalized. To normalize the initial conditions for a given location in the cortex, say x 0 ¼ x, Min a ðS L ðx 0 ; a; 0Þ; S R ðx 0 ; a; 0ÞÞ was set to zero and this process was repeated until P b ½S L ðx 0 ; b; tÞ þ S R ðx 0 ; b; tÞ 6 N , this being done for all x.
Simulations of development
The method of finite differences was used to simulate the evolution of Eq. (5) with H L taken from either Eqs. (3) or (4). The inputs to the simulation were S L ðx; a; 0Þ and S R ðx; a; 0Þ (see Section 2.5). A time step, Dt, was chosen to be small enough to ensure that the simulation was stable and the nth update was done using the expression,
Simulations using a more accurate solution for the activity on the cortex (cðx; tÞ) were more complicated (see Appendix C). The derivative oS L ðx; a; tÞ=ot was calculated using Eq. (5). When H L ðx; a; tÞ was calculated using Eq
were generated between each iteration as described in Section 2.2. When H L ðx; a; tÞ was calculated using Eq. (4), X was given a normal distribution N ðl; rÞ with l ¼ 2 and r ¼ 1 (truncated at zero so as not to include negative values). Letting gðXÞ denote the expression inside the h i in Eq. (4), the formula used for averaging over X is the numerical integration, where f X is the distribution of X. The same procedure was used to calculate the evolution of S R ðx; a; tÞ. The ocular dominance of the cortical cell at location x at time t, mðx; tÞ, is defined by
so that positive values indicate left-eye dominance, negative values indicate right-eye dominance and mðx; tÞ ¼ AE1 indicates complete dominance by one eye.
Results
Parameter choice
The basic parameter values used in the simulations are given in Tables 1 and 2 ; when other values are used this is explicitly indicated. In the calculations reported here, h was assigned the value 10 as shown in Table 1 but, as described in Section 3.6, a large range of values were tried. Dt determined only the rate at which the simulation progressed and could be given any value as long as it was small enough to allow the simulation to evolve smoothly. It was found, through exploratory simulations, that g 0 served only to prevent the connection strengths from diverging to AE1 and to keep the total connection to each cortical cell close to constant, so g 0 was given a sufficiently large value to accomplish this. The value of k could be varied to control the duration of the ODC development in simulations. The correlation functions, G LL ðaÞ, etc., were chosen to be monotonic decreasing and the intracortical interaction function, IðxÞ, was chosen to have the 'Mexican hat' shape (Fig. 1c) . The parameters of the distribution of X were chosen to allow a plausible range of input activity to the cortex; reducing X had an effect similar to increasing h (see Section 3.6). There was a small permissible range for j (Section 3.5) and an arbitrary value was chosen from this. Reducing N reduces the connection strengths and input to the cortex and had a similar effect as increasing h (see Section 3.6).
The threshold model leads to simultaneous development of ODCs and TMR
Simulations were performed to demonstrate that the present formalism leads to the simultaneous development of ODCs and TMR in the absence of any ''arbor'' function that artificially enforces a topographic map. The initial connection strengths S L ðx; a; 0Þ and S R ðx; a; 0Þ between cells in the LGN and the cortex were chosen as described in Section 2.5 and illustrated in Fig. 2 . The temporal evolution of these connection strengths was then found using Eq. (5) and an analogous equation for the right-eye connection strengths. H L ðx; a; tÞ and H R ðx; a; tÞ were calculated using Eq. (3) for results shown in Fig. 3a and Eq. (4) for Fig. 3b (equations for H R ðx; a; tÞ were obtained by interchanging L and R). Fig. 3a shows the result of a simulation using Eq. (3) and parameter values as given in Table 1 . The left column shows the connection strengths that remain above 0.5 after a specified number of iterations, i. The top panel shows an early stage of the simulation (i ¼ 1000) where there is little obvious change from the initial situation (compare the top left panel in Fig. 3a with Fig. 2a and b) but later (i ¼ 3000), as shown in the second-top panel, a topographic map has started to emerge with a clear band of strong connections along the diagonal and connections missing elsewhere, indicating that neurons in corresponding positions in the LGN and the cortex have retained their connections while others are losing theirs. There is also some evidence of emergence of ODCs, with the left-eye connections (indicated by 'þ') showing some separation from the right-eye connections (indicated by 'Á'). In the next panel (i ¼ 8000) the TMR is almost complete and the ODC structure is becoming Between-eye activity function
Remaining parameters have the values given in Table 1. clearer. For the bottom panel (i ¼ 15 000) the process is complete, with only a diagonal band of connections remaining that shows well-defined ODCs where most cortical cells are monocular with some binocular overlap at the edges. The right column of Fig. 3a gives another view of the emergence of ODCs by showing the function mðx; tÞ, as defined by Eq. (6), at the same number of iterations as in the left column; mðx; tÞ > 0 corresponds to left-eye dominance and mðx; tÞ < 0 corresponds to right-eye dominance, with the dominance becoming complete as mðx; tÞ approaches AE1. Fig. 3b shows the result of a corresponding simulation but now using Eq. (4) for H R ðx; a; tÞ and parameter values as given in Table  2 . The simulation progresses in the same way as in Fig.  3a but the number of iterations required for convergence is much less: 1600 rather than 15 000. Fig. 3c is a threedimensional plot of S L ðx; a; tÞ (top) and S R ðx; a; tÞ (bottom) for the simulation shown in Fig. 3b with i ¼ 1600, which is the final state of the simulation. By this stage all connections have reduced to zero except for a narrow band of alternating left-and right-eye patches along the diagonal.
The removal of simplifying assumptions does not disrupt TMR or ODC development
To demonstrate that the above results do not depend on the system being one-dimensional, simulations were performed using a two-dimensional LGN and cortex, using Eq. (5) and H L ðx; a; tÞ given by Eq. (3). The form of the equation does not change, but a; b; x and y are Tables 1 and 2. now two-dimensional vectors with a À b and x À y now denoting distances ja À bj and jx À yj respectively. Fig. 4 shows the stages of such a two-dimensional simulation. The extreme left column shows the development of the ocular dominance columns and the remaining columns illustrate the development of the topographic map, with the 'left-eye' and 'right-eye' columns indicating that each eye develops complete cortical representation.
In all the simulations presented so far, the approximation shown in Appendix A, Eq. (A.2) was used. This approximation can be avoided by performing simulations as described in Appendix C and the results of such a calculation are shown in Fig. 5 . It can be seen that TMR and ODC development are not disrupted but there are some differences in the refinement process.
In the absence of a threshold on the cortical cells TMR does not occur
The simulation shown in Fig. 3b was repeated, but without imposing an activation threshold on the cortical cells. The initial conditions were as in Fig. 2 and again Eq. (5) was used, only now H L ðx; a; tÞ was calculated using Eq. (2) with the arbor function Aðx À aÞ set to one, thus removing the artificial enforcement of the topographical map. The results are shown in Fig. 6 , where it is seen that TMR does not occur; instead, patches of connections are formed over the whole cortex.
Other simulations were performed in which the initial conditions were chosen to give a partially formed topographic map, but even in these cases the final map Fig. 4 . The results of a two-dimensional simulation corresponding to the one-dimensional simulation of Fig. 3a . A 16 Â 16 grid is used for the LGN and a 32 Â 32 grid for the cortex; h ¼ 2 and the other parameters are as in Table 1 . The extreme left column shows the cortical grid with the ocular dominance of each unit indicated in gray-scale, with white corresponding to complete left-eye dominance and black to complete right-eye dominance. The other columns illustrate the topographic map on the cortex for the left-eye LGN, the right-eye LGN and both combined. The centre of the cortical projection from each LGN unit is plotted with that of the neighbouring LGN units connected by lines to illustrate the topographic map. The centre of each projection was found by calculating the 'centre of mass' as in Goodhill (1993). was similar to that shown in Fig. 6 . The only way in which Eq. (2) could simulate correct development was by using the arbor function to enforce the topographic map.
The effect of different levels of inter-ocular (betweeneye) correlation
The amount of between-eye correlation is governed by the parameter j. The simulations shown in Fig. 3 used j ¼ 0:03 (Table 1) , corresponding to a moderate amount of correlation. Fig. 7a gives the results of reducing the correlation to zero (j ¼ 0) and Fig. 7b shows the effect of a larger correlation, j ¼ 0:066; the remaining parameter values are from Table 1 and H R ðx; a; tÞ is taken from Eq. (4). Effects of increased betweeneye correlation, as demonstrated by the simulations in Figs. 3a and 7a and b, are the development of fewer monocular cells with larger overlapping regions of binocular cells (this effect was also noted by Goodhill (1993) and Miller (1990) ) and the delayed completion of ODCs but accelerated completion of TMR. For large between-eye correlation ODC development was disrupted with no ODCs appearing at all for the extreme case of j ¼ 1 (see Fig. 7c ). For j ¼ 1 there is twice as much simultaneous input as the j ¼ 0 case so G 2 (the function describing the input activity) was replaced with G 2 =2; for the lesser values of j (j ¼ 0:03; 0:06) mentioned above the effect was negligible so G 2 was not altered. When j was increased to j ¼ 1 without making this replacement, the minimum value of the activation threshold h that would allow TMR was increased due to the additional input (see Section 3.6). Table 2 . 2) with the arbor function set to one for all x and a (Aðx À aÞ ¼ 1). The simulation is displayed using the same plotting procedure as in Fig. 3a (left column) .
To simulate the conditions of synchrony in all input the Gaussian function G 2 was replaced by G 2 ¼ 0:1 with j ¼ 1--that is, a uniform value for all inputs. Fig. 7d shows the result of such a simulation and it can be seen that ODC development is disrupted and in addition to this TMR is completely disrupted. This effect has been observed in fish and frogs in experiments where animals are reared under strobe-light illumination that synchronizes the activity of all ganglion cells (Brickley, Dawes, Keating, & Grant, 1998; Schmidt & Eisele, 1985) .
To simulate monocular deprivation we reduced the amount of input to the left-eye by multiplying G Li ða À mÞX of Eq. (4) by 0.6. Fig. 8 shows two effects that resulted from this--the ODCs for the deprived eye were reduced in width relative to those for the other eye; also the total number of ODCs across the cortex was reduced. Greater deprivations were also simulated and it was found that the ODCs corresponding to the deprived eye were even smaller at the end of the simulation and the total number of ODCs across the cortex was reduced further, eventually reaching zero. These effects of monocular deprivation have been observed in animal experiments in which one eye is covered during development (Hubel, Wiesel, & LeVay, 1977) .
The effect of threshold value on development
This was examined by keeping all the parameters constant except for the threshold value, h (H R ðx; a; tÞ taken from Eq. (4)). It was found that TMR did not develop reliably for small values of h (h < 5) but for all h > 5 it did, although the time taken increased with increasing h. Since OCD development was always completed after TMR, a suitable measure of simulation progress is R x jmðx; tÞj which is 0 when all cortical cells are binocular and 100 when all 100 cortical cells are monocular. Fig. 9a shows the time evolution of R x jmðx; tÞj for h ¼ 20, 40 and 60, indicating that more iterations are needed for convergence as h increases. This is further quantified in Fig. 9b where the number of iterations required for convergence is plotted as a function of h.
Another aspect of increasing h is that the connections to cortical cells become larger, as illustrated in Fig. 9c for the three cases shown in Fig. 9a . The effect of this Fig. 7 . The effect of varying the between-eye correlation. The simulations were performed as in Fig. 3b except that the parameter j governing the amount of between-eye correlation was taken to be zero in (a) and 0.066 in (b). (c) The effects of extremely high between-eye correlation simulated using the parameters shown in Table 2 but with j ¼ 1 and G 2 replaced with G 2 =2. (d) The effects of synchrony in all input; G 2 was set to 0.1 with j ¼ 1. Fig. 8 . The effects of monocular deprivation. Deprivation of the left eye is simulated by setting the input to that eye to 60% of the normal input and allowing the right-eye to receive 100% of the normal input.
The parameters values shown in Table 2 are used but with XG Li ða À mÞ replaced by 0:6XG Li ða À mÞ. The graph shows the final state after 480 iterations. The simulation is displayed using the same plotting procedure as in Fig. 3a. strengthening is to ensure that at the end of the simulation one model geniculate cell with activity 1 (X ¼ 1) was approximately the minimum input that would generate an above threshold response in the cortex; since one model geniculate cell corresponds to 0.5% of the LGN this means that activity in this percentage of the LGN will elicit a response in the cortex, regardless of the value chosen for h ðh > 5Þ.
Discussion
Joint development of ODC and TMR
The question arises as to why the imposition of a threshold on the cortical cells has such a dramatic effect on the development of a refined topographic map (compare Fig. 3a where a threshold is used with Fig. 6 where it is not). Some insight into this is provided in Appendix E, where perturbation theory is used to show that in the threshold case a small initial topographic bias (such as that shown in Fig. 2 ) leads to pattern formation in the topographic connections only, whereas in the nothreshold case it leads to pattern formation in all connections.
Experimental tests
Tests of the model can be done by altering the retinal input and observing the effects that this has on behaviour. The present model predicts that between-eye correlation slows development of ODCs and increases the number of binocular cells (see Fig. 7a-c) . It is possible to synchronize all the input from both retinas by rearing Fig. 9 . The effect of varying the value of the activation threshold of cortical cells, h. The quantity R x jmðx; tÞj, used as a measure of ocular dominance in the cortex, is 0 when all the 100 cortical cells are binocular and 100 when they are all fully monocular. The parameter values are as in Table 2 animals under strobe-lights that synchronize the activity of all ganglion cells. This disrupts TMR in fish (Schmidt & Eisele, 1985) and ODC development in frogs (Brickley et al., 1998) and both these effects are predicted by the present model (see Fig. 7d ).
Depriving one eye of input during the critical period of development leads to narrower ODCs corresponding to the deprived eye (Hubel et al., 1977) . When this is simulated in the present model by reducing the input from one eye, narrow ODCs for the deprived eye appear in the final pattern of the simulation, as observed in animal experiments (see Fig. 8 ).
The role of the activation threshold has been studied experimentally. A threshold level of postsynaptic activity has to be reached in order to induce long term potentiation (LTP) in slices of rat visual cortex (Artola, Brocher, & Singer, 1990; Hansel, Artola, & Singer, 1996) and other results show that at least a threshold level of activity in the retina is required for the development of ODCs in kittens (Greuel, Luhmann, & Singer, 1987 ). The present model predicts that increasing the activation threshold of cortical cells, relative to synapse strength and input activity during development, could result in slower development of ODCs and TMR ( Fig. 9a and c) and stronger connections from the LGN to the cortex in the adult (Fig. 9b) .
Comparison with other models: linear and competitive
Linear correlation models such as that of Miller et al. (1989) assume that a regular topographic map exists before ODCs begin to develop. With the topographic map enforced throughout the simulation, ODCs can develop but, as illustrated in Fig. 6 , without this artificial enforcement TMR does not result.
Linear correlation models have not been able to reproduce joint TMR and ODC development. The only models able to simulate this are those that involve cortical cells that compete for activation or neurotrophic support in the way first proposed by Kohonen (1982) (Goodhill, 1993 ; for a review see Swindale (1996) ). Kohonen's competitive process, often referred to as the 'winner take all' mechanism, involves 'selecting' the cortical cell that is most active as the 'winner'. Then the synapses connecting to the 'winner' and its neighbours are strengthened but all other synapses are not. This nonlinear competition between cortical cells is hypothetical and requires a complex, nonlinear interaction amongst cortical cells. There is little evidence that cortical cells do interact in this way and the details of individual interactions that would lead to such an ensemble effect are not specified in the models. Here we have introduced a simpler mechanism (threshold-activation of cortical cells) into Miller's correlation model that also allows the simulation of joint TMR and ODC development.
Appendix E contains a mathematical analysis of map formation. The analysis shows that in the threshold model presented in this paper only the topographic connections are heterogeneously unstable (i.e. disposed to pattern formation) and all other connections are decreasing. This contrasts with the no-threshold, linear model in which all connections are equally heterogeneously unstable. Both linear and competitive models have also been mathematically analysed in order to provide insight into why they reproduce biological processes (e.g. Bauer, Brockmann, & Geisel, 1997; Miller et al., 1989) .
Conclusion
Animal studies show a requirement for activity in the development of the complex structure observed in the mature visual cortex but such results do not determine whether or not activity drives the development (instructive) or simply permits the action of other mechanism such as neurochemically guided development (permissive). The simulations performed with the present model argue for the first alternative, namely that activity drives the development of complex structure in the visual cortex.
The correlation-based model presented here is derived by following the formulation of a previous correlation-based model (Miller et al., 1989) but without assuming linear activation in the cortex. This assumption is replaced with one of threshold activation and simulations show that now there is simultaneous development of the retinotopic map and ocular dominance columns in the cortex. The model makes predictions that are consistent with experimental results: synchrony in all retinal input disrupts TMR and ODC development and monocular deprivation leads to narrower ODCs corresponding to the deprived eye. The model also makes some predictions that have not been tested: between-eye correlations may influence the rates of TMR and ODC development and the number of binocular cells in the adult cortex; the level of the activation threshold relative to cortical input during development may influence the strength of the connections from the LGN to the cortex in the adult.
Appendix A. Derivation of Eq. (3)
In this section, Eq. (3) is derived using a procedure similar to that used by Miller et al. to get Eq. (2) (Miller et al., 1989 ; Appendix 1 of Miller, 1990 ). An approximate solution for cðx; tÞ is gained by assuming that most of the input to the cortical cells comes from the LGN rather than from the rest of the cortex: Miller et al. (1989) take the input from the LGN to be
ðA:4Þ
The function f 2 ð Þ (Appendix 1 of Miller (1990) ), that limits the activation of individual synapses, is omitted since it is assumed that such limits are accounted for when choosing the distribution of X R b and X L b . The Hebbian rule used by Miller et al. (1989) Miller et al. (1989) with
2) is not necessary to get the results given in this paper. Appendix C shows how an exact solution can be gained leading to qualitatively equivalent results.
Appendix B. Derivation of Eq. (4)
This equation is derived the same way except with a different method of generating the LGN activities. Here they are simulated by a Gaussian function in eye i (i ¼ R; L), at location m (1 < m < n) and of random height, X in eye i and jX in the other eye. This is done by making the replacements,
in Eq. (3) and then summing over i ¼ R; L and 1 < m < n, dividing by 2n and averaging over X to get the average effect. The between-eye correlations are generated in a similar way to that of Appendix A; 
where Eq. (5) cannot be solved analytically but an approximate solution can be obtained for the initial dynamics of the system if we consider the equation on a small set, B, about the point ðx 0 ; a 0 Þ defined by, B x 0 ;a 0 ¼ fðx; aÞ: jx À x 0 j < r 1 ; ja À a 0 j < r 2 g; where r 1 , r 2 ( n (n is the size of the model cortex and LGN). We can then compare the approximate solution of Eq. (5) on B when x 0 and a 0 are topographically corresponding with the solution when x 0 and a 0 are not topographically corresponding. The initial dynamics of Eq. (5) on B can now be analysed by considering the connection strength function as the sum of two components: S L ðx; a; tÞ ¼ S B þ u L ðx; a; tÞ where S B is a constant equal to the average value of S i ðx; a; 0Þ on the set B and u L ðx; a; tÞ is a random perturbation that reflects the spurious connections of the initially rough topographic map. Eq. (5) is then linearized about the spatially uniform state: S L ðx; a; tÞ ¼ S R ðx; a; tÞ ¼ S B and using convolution notation (f Ã gðiÞ ¼ P j f ðjÞgði À jÞ), ou In order for heterogeneous spatial patterns to form aðS B Þ w wðkÞ À b must be greater than zero for some k 6 ¼ 0, otherwise u u ! 0 as t ! 1 indicating a spatially homogeneous state. In the no-threshold case the function H is linear so aðS B Þ which is proportional to H 0 takes a fixed value that is a independent of S B and has the same value for all possible sets B. Therefore in a linear, no-threshold model a heterogeneous pattern forms in uðx; a; tÞ as t ! 1 at the same growth rate, ½a w wðkÞ À b, for all sets B whether the set includes topographic connection or not.
In the threshold case presented in this paper aðS B Þ is an increasing function of S B and although the value of S B is initially random, it is on average greater when B includes topographic connections due to the topographic bias of the initial conditions (Section 2.5). When B does not include topographic connections aðS B Þ is small and aðS B Þ w wðkÞ À b is small or negative leading to a homogeneous state on the set B. By inspection of Eqs. (E.1)-(E.3), b ¼ 0 when the cortical cells are normalized and ou L =t, ou R =t < 0 and both S 0 þ u L and S 0 þ u R ! 0 as t ! 1, the connection strength being reduced to its lower constraint of zero as described in Section 2.4. When B includes topographic connections aðS B Þ w wðkÞ À b is large and positive for some k 6 ¼ 0, as in the linear model, and the pattern of ocular dominance forms in B with dominant frequency k m which is equal to the centre of mass of w wðkÞ (for the parameter values in Table 1 k m ¼ 3:7 cycles over the cortical grid which agrees with the results shown in the figures).
If a high threshold is used, initially all or most input to the cortex is subthreshold and Eq. (5) reduces to
The small connections,
are reduced to zero and are fixed there by a constraint (see the end of Section 2.4). In order to renormalize the cortical cell the larger connections increase at a rate proportional to their size as can be seen by inspection of Eq. (E.6). This continues until inevitably some connections become large enough to generate above threshold input and pattern formation begins. Because this process increases the large connections and reduces the smaller ones, the initial topographic bias is not degraded.
