This paper studies how firm-level export performance is affected by Real Exchange Rate (RER) volatility and investigates whether this effect depends on existing financial constraints. Our empirical analysis relies on export data for more than 100,000 Chinese exporters over the period [2000][2001][2002][2003][2004][2005][2006]. We confirm a trade-deterring effect of RER volatility. We find that the value exported by firms, as well as their probability of entering new export markets, decrease for destinations with higher exchange rate volatility and that this effect is magnified for financially vulnerable firms. As expected, financial development does seem to dampen this negative impact, especially on the intensive margin of export. These results provide microfounded evidence that financial constraints may play a key role in determining the macro impact of RER volatility on real outcomes.
Introduction
The increasing volatility of exchange rates after the fall of Bretton Woods agreements has been a source of concerns for both policymakers and academics. An increasing number of countries, both emerging (e.g., China) and developed (e.g., euro area members) have chosen more or less fixed exchange rate systems as a way to protect themselves from the effects of an excessive volatility, especially on trade. In a context where firms are risk averse, exchange rate risk increases trade costs and reduces the gains to international trade (Ethier, 1973) . Initial macroeconomic evidence on the effect of exchange rate volatility on trade has been however quite mixed, concluding to an effect either significant but small or insignificant (see Greenaway and Kneller, 2007, or Byrne et al., 2008 , for a survey). Even Rose (2000) , who finds a very large effect of currency union on international trade, concludes to a small effect of exchange rate volatility. However, more recent works have emphasized that these results could be due both to an aggregation bias (Byrne et al., 2008; Broda and Romalis 1 , 2010) and an excessive focus on richer countries with highly developed financial markets since much more substantial negative effects of the exchange rate volatility on trade are found for developing countries (Grier and Smallwood, 2007) .
There is still a strong lack of firm-level evidence on both the impact of exchange rate volatility on exporting behavior, and on how this relationship may be influenced by financial constraints, which are likely to be much stronger and more binding in developing countries.
A careful firm-level study of these relationships may bring us some more clear-cut evidence regarding the exacerbating role of exchange rate volatility for export costs, and how financial development may help to alleviate these additional costs. This paper aims to fill these gaps.
We study both the impact of Real Exchange Rate (RER) volatility on the exporting behavior and the way financial constraints, together with financial development, shape this relationship at the firm level. Our empirical estimations rely on export data for more than 100,000 Chinese exporters over the period [2000] [2001] [2002] [2003] [2004] [2005] [2006] . China is an highly relevant case for several reasons. Firstly, the country displays an especially high export rate given it size, leading to substantial exposure to exchange rate fluctuations. Secondly, China is interesting because it is characterized by low financial development but rather high regional heterogeneity on that ground, which will be useful to identify a non-linear effect of exchange rate volatility depending on credit constraints.
Finally, the Chinese yuan has been strongly pegged with the US dollar over practically all the considered period 2 , implying that the volatility we identify is truly exogenous to Chinese economic developments.
We expect a negative impact of exchange rate volatility on trade through an increase in both variable and sunk costs of exporting. The former effect is the one implicitly addressed in Ethier (1973) , and is the most intuitive one: exchange rate risk creates an uncertainty for the exporter's earnings in its own currency, similar to an increase in variable costs. But exchange rate volatility may also increase sunk costs of exports, which can be seen as a form of investment in intangible capital. In practice, most investment expenditures are at least in part irreversible,
i.e. made of sunk costs that cannot be recovered if market conditions turn out to be worse than expected. The combination of investment irreversibility and asymmetric adjustments costs induce a negative relationship between price volatility and investment (Pindyck 1988 (Pindyck , 1991 , especially in developing economies (see Pindyck and Solimano, 1993) . In such a context, high volatility is consistently shown to reduce growth and investment, especially private investment (Ramey and Ramey, 1995; Aizenman and Marion, 1999; Schnabl, 2007) . Bloom et al. (2007) find similar results within a firm-level framework with partial irreversibility: higher uncertainty reduces the responsiveness of investment to a firm-level demand shock.
It is however only recently that the macro literature explicitly identified a relationship between credit constraints and the size of volatility's impact. Aghion et al. (2009) show that local financial development plays a key role for the magnitude of the exchange rate volatility's repercussions. Relying on a panel of 83 countries over the period 1960-2000, they show that the negative impact of the RER volatility on productivity growth decreases with the country's financial development. Within an identical framework, but focusing on foreign currency (dollar) liabilities, Benhima (2012) shows over a panel of 76 emerging and industrial countries between 1995 and 2004 that the higher the share of foreign currency in external debt, the more exchange rate volatility is detrimental to growth. This tends to support the idea that the effect of RER volatility depends critically on the existence of credit constraints.
The link between volatility and export performance has been mostly investigated using macro, and less frequently, disaggregated data at the sectoral level.
3 Some papers do look at the impact of the exchange rate on exporting firms (e. g., Berman et al., 2012, on France; Li et al.,
2 China defended a pegged exchange rate versus the US dollar until July 2005, when the government decided to switch to a reference to a basket of other currencies. However, Frankel and Wei (2007) find the de facto regime remained a peg to a basket that put virtually all weight on the dollar. Subsequently some weight was shifted to a few nondollar currencies. In any case the peg was still fairly strong in 2006.
3 Some of them look at the impact of exchange rate variations on Chinese trade, including: Marquez and Schindler (2007) , Ahmed (2009 ), Freund et al. (2011 and . Park et al., 2010, on China) , but they focus on the impact of the level of the exchange rate instead of the volatility, and do not account for the role of financial constraints. Firm-level studies of the impact of exchange-rate volatility on economic or trade performance for developing countries are scarce. Carranza et al. (2003) find a negative impact of volatility on a sample of 163 Peruvian firms; Cheung and Sengupta (2012) study simultaneously the impact of RER variations and volatility on the share of exports to sales ratio for a sample of a few thousands Indian non-financial sector firms, and find support for a negative effect of volatility. When coming to the role of credit constraints in modelling the impact of RER volatility, especially on export performance, research is almost nonexistent. To our knowledge, Caglayan and Demir (2012) is the only firm-level study connecting firm productivity, exchange rate movements and the issue of access to external finance. Based on a dataset of 1000 private Turkish firms, their results support a negative impact of exchange rate volatility on productivity growth which is downplayed by better access to external finance. We depart from these previous works by using a much wider dataset of firms, by looking at whether firms reallocate their export away from partners characterized by higher exchange rate volatility, and more importantly, by investigating the presence of a non-linear effect of exchange rate volatility on performance depending on the level of financial constraints, in the Chinese context. The latter is apprehended through two complementary dimensions. First, we infer firm-level financial vulnerability from the financial dependence of their activities. This approach pioneered by Rajan and Zingales (1998) has been shown to be a robust methodology to detect credit constraints and assess their evolution (Kroszner et al., 2006, and Manova et al., 2011) . Second, we exploit Chinese cross-provincial heterogeneity to study how financial development may mitigate both credit constraints and exchange rate volatility. This paper contributes to the existing literature at various levels. First, we provide a microfounded investigation of Aghion et al. (2009) 's prediction that exchange rate volatility is specially harmful to firms that have high liquidity needs when local financial development is low. Second, our methodology allows to circumvent a number of endogeneity problems which may have flawed some of the related studies. Indeed, the use of firm-level data mitigates the issue of reverse causality from trade to exchange rate volatility (cf. Broda and Romalis, 2010) , and the well-known simultaneity bias between exporting behavior and financial proxies for credit constraints at the firm-level. It is very unlikely that a Chinese firm shock impacts exchange rate volatility or measures of financial dependence based on US firms data. Besides, using cross-regional data within a single country instead of cross-country data makes the risk 4 of confusion between financial development and other macro characteristics less severe. Third, our results give insight on what could be the main sources of the apparent lack of macro impact of exchange rate volatility: the level of financial constraints and financial development appear indeed more important than the aggregation bias in explaining that puzzle.
Our results are consistent with the above-mentioned macro studies, especially Aghion et al.
(2009): both the value exported and the probability of entering a new export market decrease for destinations with higher exchange rate volatility. This export-deterring effect is magnified for financially vulnerable firms : for the most dependent on external finance, a 10% increase in RER volatility decreases the value exported by 14%, and the probability of entering by 3%. As expected, financial development does seem to dampen this negative impact, especially on the intensive margin of export. These results are robust to various definitions of trade margins, measures of RER volatility and financial dependence, sub-samples, and inclusions of additional controls. We provide therefore micro support to the macro literature pointing at financial development as a key determinant in identifying the impact of RER volatility on real outcomes.
In the next section, we survey different theoretical mechanisms underlying our approach, before discussing our general methodology and presenting our database in section 3. In section 4, we start by presenting the results on the intensive margin, then on the extensive margin, before introducing some robustness checks and a general discussion of our findings. Section 5 concludes.
2 Exchange rate volatility, financial constraints and exports: theoretical underpinnings
Our approach stands at the crossroad of two strands of the literature. Firstly, there is a quickly increasing number of papers dealing with behavior of firms manufacturing and exporting several products to several destinations. It is now widely known that aggregate exports are concentrated in a small number of major players (Eaton et al., 2004) and that large exporters are involved in exporting more than one product (Bernard et al., 2011; Eckel et al., 2011) . Bernard et al. (2011) show that the proportion of multi-product firms that export, the number of destinations for each product, and the range of products they export to each market all increase in response to reduced variable trade costs. Even closer to our work is Berthou and Fontagné (2013) , who document the impact of the introduction of the euro on French firms' 5 export decisions, the number of products exported and average sales per product. Their result point to a heterogeneous trade creation effect across euro area destinations: for those firms exporting to destinations characterized by lower monetary policy coordination (that is, higher exchange rate volatility) before 1999, exports grew by 12.8% following the introduction of the euro, with 20% of the effect being due to an increase in the number of exported products. By contrast no effect arises on the decision to export. Conversely, they find a negative effect on all three definitions of trade margins for euro area destinations with closer monetary policy coordination before 1999, indicating that the additional competitive pressure did more than offset the benefits of zero volatility.
Secondly, there is growing empirical evidence that credit constraints impact exporting behavior (Greenaway et al., 2007; Berman and Héricourt, 2010; Minetti and Zhu, 2011) . These papers consistently find that the effect is magnified when firms belong to industries relying more on external finance (Minetti and Zhu, 2011) , and in developing countries (Berman and Héricourt, 2010) compared to developed ones (Greenaway et al., 2007) . In a recent paper, Manova (2013) incorporates financial frictions into a heterogeneous-firm model, before bringing it to aggregate trade data. She finds that 20%-25% of the impact of credit constraints on trade is driven by reductions in total (domestically sold and exported) output. Of the additional, trade-specific effect, one third reflects limited firm entry into exporting, while two thirds are due to contractions in exporters' sales. Both extensive and intensive margins are therefore affected by credit constraints.
Our paper explores the possibility of a negative impact of exchange rate volatility on trade,
proportionally stronger for financially vulnerable firms -and consequently weaker with high levels of financial development. This can be generated by several mechanisms. One can think of exchange rate risk, which creates uncertainty for the exporter's earnings, equivalent to uncertainty on variable trade costs. The results by Bernard et al. (2011) and Berthou and Fontagné (2013) show that potentially all trade margins are concerned. The existence of well-developed financial markets should allow agents to hedge exchange rate risk, thus dampening or eliminating its negative effects on trade. This effect has not been clearly established, either empirically (Dominguez and Tesar, 2001) or theoretically (Demers, 1991) , so that it is interesting to see if micro data help to deliver clearer insights. Another mechanism, more focused on sunk costs of exports and therefore especially fitted for the probability of exporting to new markets, may also come into effect. On the one hand, export capacity may indeed be considered as a type of investment in intangible capital (like R&D); on the other hand, exchange rate movementsgive rise by themselves to additional sunk costs (Greenaway and Kneller, 2007) . The negative impact of exchange rate volatility on exports can be rationalized through the asymmetry of adjustment costs leading to investment irreversibility. When facing a real depreciation of its own currency, the current earnings of a firm rise. The firm may use this additional income to fund the sunk costs of entering new markets. But once these investments are made, it will be impossible to back out and recover the cost of those investments even in the case of an abrupt subsequent currency appreciation. If firms are credit constrained, they will face additional difficulties to fund new investments, and will be even more reluctant to take the chance of engaging in exports to markets characterized by highly volatile exchange rates.
Several approaches may theoretically rationalize this mechanism. In Aizenman and Marion (1999) , the introduction of credit rationing leads to a nonlinearity in the intertemporal budget constraint. In their framework, the supply of credit facing a developing country is bounded by a credit ceiling, independently of the level of demand. The credit ceiling hampers the expansion of investment in the high-demand state, without moderating the drop in investment in the lowdemand state. Thus, this asymmetric pattern implies that higher volatility reduces the average rate of investment, and that this effect is magnified with credit constraints. An alternative mechanism is proposed in Aghion et al. (2009) . Suppose an exporter faces fixed wage costs in local currency. When the bilateral exchange rate vis-à-vis that of the exporting market fluctuates, the exporter is not able to completely pass through the cost change to the exporting market, because of competitive pressures, for example. Then, exchange rate volatility leads to fluctuations in profits, which can lower investment in an environment where external finance is more costly than internal one. Then, following an exchange rate appreciation, firms' current earnings decline. This reduces their ability to borrow in order to survive idiosyncratic liquidity shocks and thereby invest in the longer term. Depreciations have the opposite effect. However, the existence of a credit constraint implies that in general the positive effects of a depreciation will not fully compensate the negative effect of an appreciation. By reducing the cost of external finance, financial development relaxes credit constraints and consequently should decrease the impact of volatility on the sunk cost activity, in our case exports.
We can summarize the testable predictions from these models for export performance, that is both the intensive (the export value) and the extensive (probability of entering the export market) margin:
Testable Prediction 1. Export performance decreases with exchange rate volatility. Naming α the parameter of interest, we expect therefore the link between volatility on the one handand the exported value and the probability of entering the export market on the other hand, to be negative: α < 0.
Testable Prediction 2. The negative impact of exchange rate volatility on export performance is magnified for financially vulnerable firms. The sign of the interaction -hereafter named β -between the volatility of the real exchange rate and financial vulnerability is expected to be negative: β < 0.
Testable Prediction 3. By relaxing credit constraints, financial development decreases the impact of exchange rate volatility on export performance, proportionally more for financially vulnerable firms. The expected signs on both interactions, between volatility and financial development on the one hand (parameter γ), and between volatility, financial development and financial vulnerability on the other hand (parameter δ), are positive: δ, γ > 0.
Note also that the relative size and significance of α in comparison with the other parameters will give us interesting insights about the respective roles of the two potential explanations previously invoked to justify the lack of impact of exchange rate volatility on exports in the macro literature, namely the aggregation bias and the heterogeneity in terms of financial development. More precisely, a smaller (or even non-significant) α compared to β, γ and δ will suggest that the impact of exchange rate volatility on exports is not unconditional but emerges mainly due to firms' credit constraints and low financial development.
3 Data sources and empirical methodology
Exchange rate volatility
Exchange rate volatility is computed as the yearly standard deviation of monthly log differences in the real exchange rate. We compute real exchange rate as the ratio of nominal exchange rate of the yuan with respect to the partner's currency divided by the partner's price level.
Monthly data on nominal exchange rates and prices are taken from the IFS. As a robustness check, we consider two alternative measures of volatility, the two-year standard deviation of monthly log differences in the real exchange rate and the yearly standard deviation of monthly log differences from the HP detrended real exchange rate (Hodrick and Prescott, 1997 
Financial vulnerability and financial development
We compute the firm-level financial vulnerability as the weighted average of the financial vulnerability of its activities, with the weights being the sectors' share in the firm's exports in
2000.
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We use three different measures of a sector's financial vulnerability F inV uln s , in line with other studies on the same topic. These variables are meant to capture technological characteristics of each sector which are exogenous to firms' financial environment, and determine the degree of reliance of each sector's firms on external finance. While firms in all industries may face liquidity constraints, there are systematic differences across sectors in the relative importance of up-front costs and the lag between the time production expenses are incurred and revenues are realized. We capture these differences with a measure of sectors' external finance dependence (referred hereafter as "financial dependence"), constructed as the share of capital expenditures not financed out of cash flows from operations. For robustness, we also use an indicator of firms' assets intangibility. This measure is the ratio of intangible assets to fixed assets. It thus captures another dimension of a firm's dependence on access to external financing:
the difficulty to use assets as collateral in obtaining financing. As a third indicator, we follow Manova et al. (2011) who use the share of R&D spending in total sales (R&D), based on the fact that as a long-term investment, research and development often implies greater reliance on external finance.
As is standard practice in the literature, these indicators are computed using data on all publicly traded U.S.-based companies from Compustat's annual industrial files; the value of the indicator in each sector is obtained as the median value among all firms in each sector. Indicators of sectors' financial vulnerability are available for 27 3-digit ISIC sectors. 5 We borrow the values computed from Kroszner et al. (2006) . As explained in Manova et al. (2011) , the use of US data is not only motivated by the lack of data for most other countries, including China, but it has several advantages. Rajan and Zingales (1998) In addition to these firm-sector indicators of financial vulnerability, we also use the level of financial development at the regional level. We thus adapt the methodology first used in Rajan and Zingales (1998), which consists in filtering the impact of financial liberalization by the financial vulnerability, in order to isolate its direct finance-related causal effect. We measure local financial development as the share of total credit over GDP in the province. Finally, Descriptive statistics of key variables are given in Tables 1 and Tables 2 below. 
Empirical specification
We estimate the following specification:
where ExportPerf F ijt is a measure of export performance of firm F in province i for export destination j in year t. We use two alternative measures of export performance capturing the intensive and extensive margin of exports respectively, the log of the total free-on-board export sales towards destination j in year t, and the probability of entering the export market j in year t. Our regressions (performed with the linear Within estimator for the intensive margin, and the conditional logit model for the extensive margin) include firm-country fixed effects λ F j and year dummies θ t . Firm-fixed effects capture the impact of local endowments and of sector-specific characteristics (including the financial vulnerability). Our conditioning set Z is made of destination-year specific variables. In standard models of international trade, exports depend on the destination country's market size and price index. We use the country j's GDP 7 and effective real exchange rate. 8 We also account for the partner j's demand for goods of the main sector of the firms (identified as the one with the highest export share in 2000, the initial year of our dataset). We use the log of total import value for the country-sector in the year taken from BACI.
9
We first present the results of a benchmark specification with β restricted to 0, which 7 GDP data come from the World Development Indicators.
gives us the unconditional effect of volatility on export performance. In a second step, we condition the impact of volatility on firm's financial vulnerability by introducing an interaction term between these two variables. Note that the financial vulnerability variable alone does not appear, since it is captured by the firm-country fixed effects. We further modify our empirical specification in a third and final step to allow α and β to vary depending on the development of the local financial sector. In that case, our main parameters of interest are those on the double interaction between RER volatility and financial development (γ) and on the triple interaction between RER volatility, financial vulnerability and financial development (δ).
Finally, Moulton (1990) shows that regressions with more aggregate indicators on the righthand side could induce a downward bias in the estimation of standard-errors. All regressions are thus clustered at the province level 10 using Froot (1989) correction.
Results
We study the joint effects of exchange rate volatility and financial constraints on both margins of trade, i.e. the size of exports by firm (the intensive margin) and the probability of entering the export market (the extensive margin) separately. Table 3 presents the estimations of the impact of RER volatility on the value exported by firm.
Intensive margin
Column (1) reports the estimates of a specification based only on the two proxies for destination countries' market size and price index (which are significant and display the positive expected signs), and column (2) investigates the unconditional relationship between RER volatility and export performance. Column (3) includes an alternative measure of market size, namely the country-sector imports, which appears positive and significant. The following columns add a variable interacting RER volatility with a measure of firm-level financial dependence. Column (2) and (3) show that exchange rate volatility appears negatively associated with export performance (i.e., the α parameter of equation 2 is significant and negative). Checking the robustness of this negative relationship with a volatility computed using yearly standard deviation of monthly log differences from the HP detrended real exchange rate, column (1) of Table 10 in the Appendix confirms a negative impact of RER volatility. Overall, the unconditional impact of RER volatility on the intensive margin is negative and significant. Subsequent results suggest that the magnitude of this effect depends on the extent of financial constraints. Indeed, columns (4) to (6) of Table 3 show that the interaction with the financial vulnerability enters with a negative and significant coefficient, whatever the indicator of financial dependence used: external dependence in column (4), asset intangibility in column (5) and R&D intensity in column (6). Across our three indicators, we observe consistently that the negative impact of RER volatility on exports grows with financial vulnerability. These results give us a first insight that the negative impact of exchange rate volatility on export performance going through financial vulnerability (β) may actually dominate the unconditional effect (α).
12
These results are robust to various robustness checks. First, Table 10 also confirm an export deterring effect of RER volatility that rises with financial vulnerability when HP-filtered RER volatility is used. Second, in unreported results available upon request, we check that the estimates of equation 2 are robust to the inclusion of sector-year fixed effects. This allows to verify that although a large component of the variance in exchange rate volatility may be year-specific, our results do not solely reflect the sector-specific trends. Results are qualitatively 12 This result is also robust in specifications based on variables measured using two-year windows. This additional set of results is available upon request. 13 identical.
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To illustrate these results we can compare the reduction in the export performance due to RER volatility for firms at the 10 th and 90 th percentiles of the distribution of financial vulnerability. Table 2 above reports summary statistics on the distribution of the three indicators of financial vulnerability. Using coefficients from Column (4) in Table 3 In Table 4 , we check the robustness of our results to the inclusion of additional controls.
Financial vulnerability is measured using external dependence. We rely on our benchmark specification from column (4) in Table 3 . In column (1), we add the level of RER to check that our measured impact of RER volatility is not simply capturing the level impact of RER. The log of RER enters positively but fails to be significant. In column (2) we add the interactive term between the level of RER and financial dependence. The interactive term attracts a positive and significant coefficient, which is expected. The reasoning is symmetrical to the one exposed concerning RER volatility: financially constrained firms disproportionately take advantage of a depreciating exchange rate. respectively denote significance at the 1%, 5% and 10% levels.
In the remaining columns, we verify that RER volatility does not act as a mere proxy of economic fluctuations. We look at the repercussions of the volatility of the partner's GDP. It is computed as the standard deviation of year-to-year changes in quarterly GDP taken from the IFS. As argued by Baum et al. (2004) and Grier and Smallwood (2007) , foreign income uncertainty may equally matter for trade. Consistently with their story, the GDP volatility enters with a negative sign: income volatility has a significant deterrent effect on the value exported. In columns (4) and (5), we see that this inclusion does not affect our benchmark result of a negative impact of RER volatility that grows with financial vulnerability. In column (6), we further include the interactive term between GDP volatility and financial dependence.
It is significant only at the 10% level (the negative impact of income volatility seems to vary, but only weakly, with firm's level of credit constraints), while our main message on the impact of RER volatility is not altered: the interaction between RER volatility and financial dependence remains negative and significant. Table 5 verifies that our results are robust to various changes in the sample. Here again, financial vulnerability is measured using external dependence. Column (1) restricts the sample to firms exporting to more than one country while column (2) concentrates on multi-product firms. The point estimates are virtually unaffected. In column (3) we exclude observations for Macao and Hong Kong since we are concerned that RER volatility in the case of those two "Greater China" territories may have different implications than for other international partners.
Once again, the negative coefficient on the interactive term between RER volatility and financial vulnerability remains. In columns (4) to (7), we investigate whether our results vary across firmlevel productivity, proxied as the number of products or the number of product-country pairs that a firm exports. This is done by regressing our main specification on subsamples divided around the median of our productivity proxies. Our main findings remain unchanged in all specifications, indicating that they apply to both low and high productivity firms.
We now ask if recent developments in China's financial system have helped to reduce the export losses from real exchange rate uncertainty. As previously mentioned, Aghion et al.
(2009) suggest that the effect of RER volatility depends critically on the level of local financial development. We modify our empirical specification to allow β in Equation 2 to vary depending on the development of the local financial sector. Our main parameter of interest is that on the triple interaction between RER volatility, financial vulnerability and financial development (δ in Equation 2).
We first split the provinces into two groups depending on whether their financial developmentis below or above the national median or the national mean in 2000 (the initial year of our sample). Corresponding results are reported in columns (1) and (2) of Table 6 . The positive coefficient attracted by the interactive terms between RER volatility and financial vulnerability in the case of high-financial developed provinces indicate that the negative effect of RER volatility on firms' export value is less present when credit is abundant. In the following columns we use the time-varying proxy of financial development and interact it directly with RER volatility and financial dependence; the interaction between local financial development and financial dependence is also included. We also add the level of financial development and its interaction with RER volatility (the γ parameter) in columns (4) and (5). In column (5), we include provinceyear fixed effects to account for time-varying characteristics of the local economy (including financial development that drops as a consequence). In this way, any variable correlated with financial development which could impact firms export performance will be captured by these fixed effects, but should not affect our coefficients of interest (β, γ and δ), unless its effect runs through a financial channel.
Our results confirm our previously measured negative interaction between RER volatility and financial vulnerability but suggest that the losses are mitigated with high local financial development. In all columns, we find that financial development dampens the negative impact of real-exchange-rate volatility on exports, the relaxation effect increasing with firms' level of As an additional check we verified in Table 11 in the Appendix that our main results hold when measuring the intensive margin based on the average export value for the firm-country pair computed as the ratio of total export value over the number of exported products (expressed in natural logarithms). All our key results remain: the negative impact of RER volatility on the intensive margin increases with firm's credit constraints, whatever definition of financial vulnerability is used (columns (3) to (5)). This result still holds when taking into account income uncertainty (column (6)). Finally, the relaxing effect of financial development also persists (columns (7) to (11)), with an even stronger significance compared to our preferred 
Extensive margin
In this section, we assess the joint effect of RER volatility and financial constraints on the extensive margin of trade, i.e. how they affect the entry decisions. Columns (1) to (6) of Table 7 replicate Table 3 , the explained variable being now the probability for a firm of entering the export market j, that is, exporting to j in year t while not having exported to j in year t − 1.
Once again, the unconditional impact of RER volatility (α parameter) appears negative and significant (columns (2) and (3)), but adding interactive terms with each of our measures of firmlevel financial dependence shows that the magnitude of this effect is most of the time conditioned by the extent of financial constraints (columns (4) to (6)): the β parameter appears negative and highly significant, α becoming insignificant except when the financial dependence indicator is the share of R&D spending in total sales. Quantitatively, the impact of an unconditional 10% increase of exchange rate volatility (α parameter in column (3)) decreases the probability of entering by 1.29%.
14 Similarly, if we distinguish between firms at the 10 th and 90 th percentiles of the distribution of financial vulnerability, we can compare the reduction in the extensive margin due to RER volatility conditioning on financial vulnerability. Using coefficient β from column at the 10 th percentile.
As before, we check the robustness of these results using yearly standard deviation of monthly log differences from the HP detrended real exchange rate as an alternative measure of RER volatility (columns (5) to (8) of Table 10 in the appendix), leading to qualitative similar results. In unreported additional checks, we show that our results also hold when adding interactions between year dummies and our proxies for financial vulnerability. 15 Overall, the negative impact of RER volatility on the probability of entry is magnified by financial vulnerability. 
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In the subsequent columns ( (7) to (10)) of Table 7 , we check as before the robustness of our results to the inclusion of additional macro controls, namely the log of RER and the volatility of GDP. The level of RER enters positively and significantly (column (7)), and its interaction with financial vulnerability is also correctly signed (positive) and significant (8): financially constrained firms disproportionately take advantage of a depreciating exchange rate to enter the export market. In columns (9) and (10), GDP volatility fails to enter significantly, but its interaction with financial dependence is negative and significant: financially constrained firms are more harmed by foreign demand instability. In any case, these additional estimates do not affect our benchmark result of a negative impact of RER volatility that grows with financial vulnerability. Table 8 checks the robustness of these results across various subsamples, financial vulnerability being still measured using external dependence. Results are unchanged for multidestinations (column (1)) and multi-product (column(2)) firms, likewise when observations for Macao and Hong Kong are excluded (column (3)): the β parameter remains negative and significant, entry on the export market keeps being disproportionately more harmed by exchange rate volatility in case of financially constrained firms. This result also holds when we divide the sample around the median of our proxies for firm-level productivity, the number of exported products (columns (4) and (5)) or the number of products-destinations by firm (columns (6) and (7)). Interestingly, the unconditional impact of RER volatility on entry (coefficient α) also remains negative and significant for firms with a low number of products or a low number of products-destinations: the probability of entry of low-diversified firms is also harmed by RER volatility, even for a zero financial vulnerability. For these firms, RER volatility appears by itself as an additional sunk cost of export. respectively denote significance at the 1%, 5% and 10% levels. Standard errors are clustered at province level; a , b and c respectively denote significance at the 1%, 5% and 10% levels.
We complete this overview by examining the impact of local financial development heterogeneity on these results. Once again, we measure local financial development as the share of total credit over GDP in the province, and we perform estimations replicating the ones presented in Table 6 . 16 We do find that the triple interaction between exchange rate volatility, financial dependence and financial development (the δ parameter) is positive and significant in most specifications, whether we consider groups above the national mean/median of financial development in 2000 (columns (1) and (2)) or use the time-varying proxy of financial development (column (3)): financially constrained firms' entry into export markets is less hampered by RER volatility when financial development is high. In column (4), the significance switches from the δ to the γ parameter, however: financial development still reduces the negative impact of RER volatility, but independently of the level of firms' financial constraints. Overall, the evidence seems less strong than for the intensive margin, but the presumption that financial We check how our results behave using the probability of simply being an exporter at the firm-destination-year level, instead of the probability of entering the export market, as the definition of the extensive margin. Still based on a conditional logit specification with firmcountry fixed-effects, results are reported in Table 12 in the Appendix. Results are qualitatively identical to the ones presented in Table 9 above: we do find some evidence of a unconditional negative impact of RER volatility (column (1)). This negative impact is once again magnified by firm-level financial dependence (columns (2) to (4)). Finally, there is still some evidence that financial development produces a significant relaxation effect in that context (columns (5) to (8)).
Finally, Table 13 in the Appendix reports the results of an alternative definition of the extensive margin, namely the (log) number of HS6 products shipped to a country, in the spirit of Manova et al. (2011) . We still find a negative impact of RER volatility on export performance, magnified for financially vulnerable firms. The evidence is much weaker regarding the relaxing impact of financial development: the δ coefficient is correctly signed (positive), but fails to be significant.
Additional robustness and general discussion
Our empirical work so far has exploited variation in export performance over time across destinations for firms of different sectors. Since a great proportion of firms in our sample export goods in more than one ISIC 3-digit sector, in what follows we also use variation across sectors within firms. Our proxy for intensive margin becomes the firm's (log) export value for a given sector/country pair in a year. The extensive margin is defined as the (log) number of HS6 products for a given sector/country pair in a year. Otherwise identical to Equation 2, these regressions include firm-sector-country fixed effects so that the coefficients are thus identified purely from the within-variation in export performance across sector-country pairs within multisector firms. Therefore, our estimates apprehend the way in which firms choose to allocate their limited financial resources between different sector-country export markets. This ensures that our results are not driven by some endogenous sorting of single-sector firms into sectors and export markets for reasons other than credit constraints. Results are reported in Tables 14   and 15 , for intensive and extensive margins respectively. In both cases, exchange rate volatility impacts negatively export performance, disproportionately more for financially vulnerable 25
firms. The relaxing impact of financial development still arises for this specific definition of the intensive margin. No evidence of a such an effect of financial development can be identified for the range of products exported, however.
In additional, unreported checks available upon request, we assess the robustness of our results to the exclusion of the USA as an export destination in the sample, in order to be sure Besides, we verify that our results hold for exporters irrespective of their ownership structure (whether domestic or foreign). We also performed estimations on a subsample excluding intermediary firms as we worry that our measure of financial constraints which is computed from information based on the production technology may be less relevant for those firms which do not produce the goods they sell. We follow Ahn et al.'s (2011) approach to identify them based on Chinese characters that have the English-equivalent meaning of "importer", "exporter", and/or "trading" in the firm's name. 17 We also estimated specifications adding firm-country level imports from the countries where the firm is also exporting. In all these checks, once again, the negative impact of exchange rate volatility appears magnified for financially vulnerable firms, and relaxed by a high level of financial development.
Finally, we also verified that the differentiated impact of RER volatility depending on financial development does not simply reflect a correlation between financial development and trade costs. We worry that provinces with a more developed financial system also benefit from easier and cheaper international access: in that case, our results would be rather identifying a story about uncertainty related to distance. We replicate our benchmark result looking at the double interaction between RER volatility and financial dependence (columns (4) of Tables 3 and 7) and the triple interaction depending on financial development (columns (4) of Tables 6 and 9) when adding interactive terms with three proxies of geographical trade advantages that are coastal location, western location and distance to partner country 18 , respectively. Our findings of a trade-deterring effect of RER volatility that is proportional to financial constraints and that is relaxed by financial development appear fully robust to these controls for geography.
Put together, Tables 3 to 9 shed new light on the joint role of exchange rate volatility and financial constraints exporting behavior. Our results suggest that exchange rate volatility does impact negatively both intensive (total value exported by firm and destination) and extensive (probability for a firm of entering a new export destination) margins, but that this impact is mainly conditioned on the extent of firm-level financial constraints. Our findings also support that a higher financial development offsets this negative impact, both for the intensive margin and the probability of entering new export market -but not the range of exported products.
Overall, these results give insight on what could be the main sources of the apparent lack of macro impact of exchange rate volatility: the level of financial constraints and financial development clearly dominate the aggregation bias hypothesis, since β and δ are regularly higher and more significant than α. Doing so, we provide micro support to the macro literature pointing at financial development as a key determinant in determining the impact of RER volatility on real outcomes.
Conclusion
This paper relies on a firm-level database covering exporters from China to study how export performance is affected by real exchange rate volatility. Our results confirm a trade-deterring effect of RER volatility but suggest that its magnitude depends mainly on the extent of financial constraints. While firms tend to export less and to reduce their entry in destinations with higher exchange rate volatility, this negative effect is even stronger for financially vulnerable firms. Also financial development appears to dampen this negative impact, especially on the intensive margin of export.
These results suggest that the development of credit markets would help firms to overcome the additional export (both variable and sunk) costs related to RER volatility. It would support the expansion of firms' exports particularly to those destinations characterized by RER-related uncertainty. More generally, our study emphasizes that emerging countries should be careful when relaxing their exchange rate regime. Hard-fixed pegs for developing countries are certainly not always a panacea, but moving to a fully floating regime without the adequate level of financial development could also prove to be very hazardous for trade performance. (1) respectively denote significance at the 1%, 5% and 10% levels. respectively denote significance at the 1%, 5% and 10% levels. respectively denote significance at the 1%, 5% and 10% levels. respectively denote significance at the 1%, 5% and 10% levels. respectively denote significance at the 1%, 5% and 10% levels.
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