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Ž . Ž .nq 1 Žy1. Žy1.Let f z s zr 1 y z , n g N , and f be defined such that f ) fn o n n n
z Ž .s , where ) denotes convolution Hadamard product . Let f be analytic in1 y z
the unit disc E. We define a new operator I f s f Žy1.) f which is analogous ton n
one defined by Ruscheweyh. Using this operator, the classes MU are defined. AŽn.
function f , analytic in E, is in MU if and only if I f is close-to-convex. TheŽn. n
properties of f g MU are discussed in some detail. It is shown that MU ; MUŽn. Žn. Žnq1.
for n g N and for n s 0, 1, MU consists entirely of univalent functions. Closureo Žn.
properties of some integral operators defined on MU are also given. Q 1999Žn.
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1. INTRODUCTION
Let A denote the class of analytic functions defined in the unit disc
 < < 4 Ž . XŽ . UE s z : z - 1 and normalized by f 0 s 0 , f 0 s 1. Let S, K, S , and
C be the subclasses of A which contain, respectively, the univalent,
close-to convex, starlike and convex functions.
Let f g A. Denote by Da: A “ A the operator defined by
z
aD f z s ) f z , a ) y1,Ž . Ž .aq11 y zŽ .
which implies that
Ž .nny1z z f zŽ .Ž .
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 4 Ž .for n g N j 0 s N and the operator ) stands for the Hadamardo
o Ž . Ž . X Ž . XŽ .product or convolution. We note that D f z s f z and D f z s zf z .
The operator Dn f is called the Ruscheweyh derivative of nth order of f.
Several classes of analytic functions, defined by using this operator, have
w xbeen studied, see 1, 2, 8, 10 and others.
Analogous to Dn f , we here define an integral operator I : A “ A asn
follows.
Ž . Ž .nq1 Žy1.Let f z s zr 1 y z , n g N , and let f be defined such thatn o n
z
Žy1.f z ) f z s . 1.1Ž . Ž . Ž .n n 1 y z
Then
Ž .y1z
Žy1.I f s f ) f s ) f . 1.2Ž .n n nq11 y zŽ .
Ž . Ž . nUsing 1.1 , 1.2 , and a well-known identity for D f , we have
X
n q 1 I f y nI f s z I f . 1.3Ž . Ž . Ž .n nq1 nq1
Ž .Using hypergeometric functions F , we can write 1.2 as2 1
I f s z F 1, 1; n q 1, z ) f .Ž .n 2 1
We note that I f X s zf and I f s f. We now define0 1
DEFINITION 1.1. Let f g A. Then f g NU , n g N if and only ifŽn. o
I f g SU for z g E. It is clear that NU s C and NU s SU. The classesn Žo. Ž1.
U w x U UN have been studied in 7 and it is shown that N ; N for eachŽn. Žn. Žnq1.
n g N .We here extend the classes NU aso Žn.
DEFINITION 1.2. Let f g A. The f g MU for n g N if and only ifŽn. o
there exists g g NU such that, for z g E,Žn.
X
z I f zŽ .Ž .n
Re ) 0.½ 5I g zŽ .n
We note that MU s K and MU s CU , where CU is the class of quasi-Ž1. Žo.
w xconvex functions first introduced and studied in 6 .
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2. PRELIMINARY RESULTS
In order to develop some results for the classes MU , we needŽn.
w x < <LEMMA 2.1 4 . Let v be analytic in E. If v assumes its maximum
XŽ . Ž .¤alue on the circle z s r at a point z , then z v z s kv z where k G 1.o o o o
w x ULEMMA 2.2 9 . Let f g C and g g S in E. Then for F analytic in E
Ž . U U Ž .with F 0 s 1, f Fgrf g is contained in the con¤ex hull of F E .
w x Ž .LEMMA 2.3 5 . Let u s u q iu and ¤ s ¤ q i¤ and let c u, ¤ be a1 2 1 2
complex-¤alued function satisfying the conditions:
Ž . Ž . 2i c u, ¤ is continuous in D ; C ,
Ž . Ž . Ž .ii 1, 0 g D and c 1, 0 ) 0,
1 2Ž . Ž . Ž . Ž .iii Re c iu , ¤ F 0 whene¤er iu , ¤ g D and ¤ F y 1 q u .2 1 2 1 1 22
Ž . ‘ k Ž Ž . XŽ ..If h z s 1 q Ý c z is a function analytic in E such that h z , zh zks2 k
Ž Ž . XŽ .. Ž .g D and Re c h z , zh z ) 0 for z g E, then Re h z ) 0 in E.
Ž . Ž .LEMMA 2.4. Let p be analytic in E with p 0 s 1 and Re p z ) 0,
< <z g E. Then, for z s r, z g E,
1 y r 1 q rŽ . Ž . < Ž . <i F Re p z F p z F1 q r 1 y r
Ž . < XŽ . < Ž . Ž 2 .ii p z F 2 Re p z r 1 y r .
3. MAIN RESULTS
The following is an inclusion result for the family MU .Žn.
THEOREM 3.1. MU ; MU for each n g N .Žn. Žnq1. o
U U a w xIn particular M ; M which implies C ; K. This result is known 6 .Žo. Ž1.
Proof. Let f g MU . Then, for z g E,Žn.
X
z I f zŽ .Ž .n URe ) 0, for some g g N .Žn.½ 5I g zŽ .n
Ž .Define v z in E such that
U
z I z 1 y v zŽ . Ž .Ž .nq1 s , 3.1Ž .
I z 1 q v zŽ . Ž .nq1
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Ž . Ž . < Ž . < Ž .where v 0 s 0 and v z / y1. We show that v z - 1. From 3.1 and
Ž .the identity 1.3 , we have
X X
z I f z z I g z 1 y v zŽ . Ž . Ž .Ž . Ž .n nq1
n q 1 sŽ .
I g z I g z 1 q v zŽ . Ž . Ž .nq1 z
XI g z y2 zv z 1 y v zŽ . Ž . Ž .nq1q q n .2½ 5I g z 1 q v zŽ . Ž .1 q v zŽ .n
3.2Ž .
Ž . U UWe now apply 1.3 for the function g and since N ; N , there existsŽn. Žnq1.
Ž . Ž . < Ž . <an analytic function v z with v 0 s 0 and v z - 1 such that1 1 1
I g z 1 y v zŽ . Ž .n 1s . 3.3Ž .
I g z 1 q v zŽ . Ž .nq1 1
Ž . Ž .Thus, from 3.2 and 3.3 , we have
X Xz I f z 1 y v g 1 1 q v z 2 zv zŽ . Ž . Ž . Ž .Ž .n 1s q . 3.4Ž .2ž / ž /I g z 1 q v g n q 1 1 y v zŽ . Ž . Ž . 1 q v zŽ .n 1
Suppose now that, for z g E,
max v z s v z s 1 v z / y1 .Ž . Ž . Ž .Ž .o o
< < < <z F zo
Then, from Lemma 2.1, it follows that
z vX z s kv z , where k G 1.Ž . Ž .o o o
Ž . iu Ž . if Ž .Setting v z s e and v z s re in 3.4 gives uso 1 o
X
z I f zŽ .Ž .o n o
Re ½ 5I g zŽ .n o
1 y2k eiu q eyi u q 2 1 q r 2 q 2 r cos fŽ . Ž .
s Re ? 2 2if iu½ 5n q 1 < < < <1 q re 1 q e
y4k cos u q 1 1 q r 2 q 2 r cos fŽ . Ž .
s .2 2if iu½ 5n q 1 < < < <1 q re 1 q e
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pHence, if f s ,2
X
z I f zŽ .Ž .o n o URe - 0, where g g N and k G 1.Žn.½ 5I g zŽ .n o
U < Ž . <This contradicts our hypothesis that f g M . Thus v z - 1 and so, fromn
Ž . U U3.1 , f g M . Since it is known that C ; K and f g K is univalent,Žnq1.
Uwe note that f g M is univalent in E for n s 0, 1.Žn.
Ž .Remark 3.1. From 1.2 and Definition 1.2, it follows that
f g MU if and only if I f g K . 3.5Ž .Žn. n
U Ž . ‘ kTHEOREM 3.2. Let f g M and be gi¤en by f z s z q Ý a z . ThenŽn. ks2 k
k q n y 1 !Ž .
< <a F , k G 2, n g N .k on! k y 1 !Ž .
This result is sharp.
Proof. f g MU implies that F s I f g K. Therefore F s f Žy1.) f andŽn. n n
zso f ) F s ) f.n 1 y z
Ž . ‘ kLet F z s z q Ý b z . Thenks2 k
n q k y 1 ! n q k y 1 !Ž . Ž .
< < < < < <a s b F b F since F g K ,Ž .k k kn!k! n! k y 1 !Ž .
and this gives us the required result. The sharpness follows if we take
‘z k q n y 1 !Ž .
Ž z . kI f z s ; f s z q z .Ž . Ýn 0 02 n! k y 1 !Ž .1 y zŽ . ks2
Ž . U U < <Special Cases. i f g M ’ C implies a F 1 for all k G 2. ThisŽ0. k
w xresult is known 6 .
Ž . U < < w xii For f g M ’ K, a F k for all k G 2, see 3 .Ž1. k
Ž .iii Let n g N and k s 2. Theno
< <a F n q 1 .Ž .2
Using Theorem 3.2 and the fact that f g MU is univalent for n s 0, 1, weŽn.
can immediately prove the following covering result.
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THEOREM 3.3. Let f g MU , n s 0, 1. If B is the boundary of the imageŽn.
1of E under f , then e¤ery point of B is at distance at least from the origin.n q 3
U U < < Ž .THEOREM 3.4. Let f g M . Then f g M for z - r s 1 q n rŽnq1. Žn. n
2'Ž .2 q n q 3 . This result is sharp.
Proof. Since f g MU , we can writeŽnq1.
X
z I f zŽ .Ž .nq1 s H z , Re H z ) 0,Ž . Ž .
I g zŽ .nq1
z g E for some g g NU .Žnq1.
Ž .Identity 1.3 together with some computations yields
X Xz I f z zH zŽ . Ž .Ž .n s H z q ,Ž .½ 5½ 5I g z h z q nŽ . Ž .n
where
X
z I g zŽ .Ž .nq1
h z s and Re h z ) 0 in E.Ž . Ž .
I g zŽ .nq1
Therefore
X Xz I f z zH zŽ . Ž .Ž .n
Re s Re H z qŽ .½ 5½ 5I g z h z q nŽ . Ž .n
2 r 1
G Re H z 1 y ?Ž . 2½ 51 y r r 1 q r q n1 y r Ž . Ž .
1 q n y 4 r q 1 y n r 2Ž . Ž .
s Re H z ,Ž . 2 2½ 51 y r q n 1 y rŽ . Ž .
where we have used Lemma 2.4.
< <The right-hand side of the above inequality is positive for z s r -
2'wŽ . Ž .xr 1 q n r 2 q n q 3 .n
2Ž . Ž .By taking I f z s z 1 y z we see that the radius r is exact.n n
To prove our next result, we need
LEMMA 3.1. Let G g NU and let, for 0 - l F 1, g g A be defined byŽn.
z1
1y1rl 1rly2g z s z t G t dt. 3.6Ž . Ž . Ž .H
l 0
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Then
X
z I g zŽ .Ž .n
Re ) a 0 - a - 1 ,Ž .½ 5I g zŽ .n
where
2l
a s . 3.7Ž .
2'l y 2 q 9l y 4l q 4Ž .
Ž Ž ..X Ž . Ž . Ž . Ž .Proof. Set z I g z rI g z s 1 y a p z q a , p z s 1 q c z qn n 1
c z 2 q ??? .2
Ž .Then, from 3.6 , we have
X Xz I g z l 1 y a zp zŽ . Ž . Ž .Ž .n s 1 y a p z q a q .Ž . Ž .
I g z 1 y l q al q l 1 y a p zŽ . Ž . Ž .n
Ž . XWe now form the functional c u, ¤ by taking u s p and ¤ s zp . So
l 1 y a ¤Ž .
c u , ¤ s 1 y a u q a q .Ž . Ž .
1 y l q al q l 1 y a uŽ .
For
1 y l q al
D s C y = C,½ 5l 1 y aŽ .
Ž . Ž .the conditions i and ii of Lemma 2.3 are clearly satisfied. We proceed to
Ž .verify condition iii .
l 1 y a ¤Ž . 1
Re c iu , ¤ s a q ReŽ .2 1 1 y l q al q il 1 y a uŽ . 2
a q l 1 y a 1 y l q al ¤Ž . Ž . 1s 2 22 21 y l q al q l 1 y a uŽ . Ž . 2
1 l 1 y a 1 y l q al 1 q u2Ž . Ž . Ž .2F a y 2 2ž / 2 22 1 y l q al q l 1 y a uŽ . Ž . 2




2A s 2a 1 y l q al y l 1 y a 1 y l q al ,Ž . Ž . Ž .
22B s 2al 1 y a y l 1 y a 1 y l q al ,Ž . Ž . Ž .
2 22 2C s 1 y l q al q l u 1 y a ) 0.Ž . Ž .2
Ž .Re c iu , ¤ F 0 if and only if A F 0 and B F 0. From A F 0, we obtain2 1
Ž .a as given by 3.7 and B F 0 gives us 0 - a - 1.
THEOREM 3.5. Let F g MU and let f be defined byŽn.
z1
1y1rl Ž1rl.y2f z s z t F t dt 3.8Ž . Ž . Ž .H
l 0
for 0 - l F 1. Then there exists a function g with
X
z I g zŽ .Ž .n
Re ) a½ 5I g zŽ .n
such that
X
z I f zŽ .Ž .n
Re ) b , for z g E,½ 5I g zŽ .n
Ž . Ž . Ž .where a is gi¤en by 3.7 and b 0 F b - 1 is defined by 3.14 .
U Ž .Proof. Let G g N and let, for 0 - l F 1, g be given by 3.6 . ThenŽn.
we can write
X
I G z s 1 y l I g z q l z I g z ,Ž . Ž . Ž . Ž .Ž .n n n
and
X
I F z s 1 y l I f z q l z I f z .Ž . Ž . Ž . Ž .Ž .n n n
Set
X
z I f zŽ .Ž .n s 1 y b h z q b , h 0 s 1. 3.9Ž . Ž . Ž . Ž .
I g zŽ .n
Ž .We show that Re h z ) 0 in E.
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From the above relations, we have
XX X X
z I F z 1 y l z I f z l z z I f zŽ . Ž . Ž . Ž .Ž . Ž . Ž .n n ns q½ 5I g z I g z I g zŽ . Ž . Ž .n n n
X
l z I g zŽ .Ž .n
1 y l q . 3.10Ž . Ž .
I g zŽ .n
From Lemma 3.1,
X
z I g zŽ .Ž .n s 1 y a p z q a , Re p z ) 0 in E. 3.11Ž . Ž . Ž . Ž .
I g zŽ .n
Ž . Ž .From 3.9 and 3.11 we obtain
XX
z z I f zŽ .Ž .n s 1 y a p z q a 1 y b h z q b 4  4Ž . Ž . Ž . Ž .
I g zŽ .n
q 1 y b zhX z . 3.12Ž . Ž . Ž .
Ž . Ž . Ž . Ž .Using 3.9 , 3.11 , and 3.12 in 3.10 , we have
X Xz I F z l 1 y b zh zŽ . Ž . Ž .Ž .n s b q 1 y b h z q .Ž . Ž .
I G z 1 y l q l 1 y a p z q aŽ . Ž . Ž . Ž .n
3.13Ž .
Ž . Ž . XŽ . Ž .We now define c u, ¤ by taking u s h z and ¤ s zh z in 3.13 as
l 1 y b ¤Ž .
c u , ¤ s b q 1 y b u q .Ž . Ž .
l 1 y a p y l 1 y a q 1Ž . Ž .
Ž . Ž . Ž .It is clear that c u, ¤ satisfies conditions i and ii of Lemma 2.3. To
Ž .verify condition iii , we note that
l 1 y b ¤ l 1 y a p y l 1 y a q 1 4Ž . Ž . Ž .1 1
Re c iu , ¤ s b q ,Ž .2 1 2 22 2l 1 y a p y l 1 y a q 1 q l 1 y a p 4Ž . Ž . Ž .1 2
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Ž .where p z s p q ip , p , p being functions of x and y and Re p s p1 2 1 2 1
1 2Ž .) 0 in E. By putting ¤ F y 1 q u , we obtain1 22
Re c iu , ¤Ž .2 1
2l 1 y b 1 q u l 1 y a p y l 1 y a q 1Ž . Ž . Ž .Ž .2 1F b y 2 22 22 l 1 y a p y l 1 y a q 1 q l 1 y a p 4Ž . Ž . Ž .1 2
A q Bu22s ,
2C
where
2 22 2C s l 1 y a p y l 1 y a q 1 q l 1 y a p ) 0, 4Ž . Ž . Ž .1 2
2 22 2A s 2b l 1 y a p y l 1 y a q 1 q l 1 y a p 4Ž . Ž . Ž .1 2
y l 1 y b l 1 y a p y l 1 y a q 1 ,Ž . Ž . Ž .1
and
B s yl 1 y b l 1 y a p y l 1 y a q 1 .Ž . Ž . Ž .1
Ž .We note that Re c iu , ¤ F 0 if and only if A F 0 and B F 0. From2 1
A F 0, we obtain b F b , whereA
22 2l 1 y a p q l l 1 y a p y l 1 y a q 1Ž . Ž . Ž .2 1
b s . 3.14Ž .A 2 22 22 l 1 y a p y l 1 y a q 1 q l 1 y a p 4Ž . Ž . Ž .1 2
q l 1 y a p y l 1 y a q 1Ž . Ž . 41
Ž .Also, from B F 0, we have b - 1 and the condition iii is satisfied toA
Ž .give Re h z ) 0 for z g E. This completes the proof.
1Ž . Ž .Let, for f g A and n s y 1 in 3.8 ,l
zn q 1
ny1f z s L F s t F t dt ,Ž . Ž . Ž .Hnz 0
‘ ‘n q 1 n q 1 1Ž . Ž .k kkL F s z z ) F s z ) FŽ . Ý Ýž / ž /n q k q 1 n q 2 k!Ž . kks0 ks0
s z F 1, n q 1; n q 2, z ) FŽ .2 1
3.15Ž .
Ž .y1z z
s ) ) Fnq1 nq21 y z 1 y zŽ . Ž .
s f ) f Žy1.) F .n nq1
ON INTEGRAL OPERATORS 351
This implies that
I L F s I F .Ž .n nq1
Thus we have
U Ž . UTHEOREM 3.6. Let F g M . Then f s L F g M for each n g NŽnq1. Žn. 0
Ž . Ž .and f s L F is defined by 3.15 .
Next we prove that the classes MU are closed under convolution withŽn.
convex functions. Many results on MU can be deduced as applications ofŽn.
this result.
THEOREM 3.7. Let f g C and f g MU . The f )f g MU .Žn. Žn.
Proof. Let
I f )f s f Žy1.) f )fŽ . Ž .n n
s f Žy1.) f )fŽ .n
s I f )f .Ž .n
w xSince I f g K and f g C, it follows that I f )f g K, see 9 . Conse-n n
Uquently f )f g M .Žn.
We can apply Theorem 3.7 to note that the classes MU are invariantŽn.
under the following operators.
Ž .f tzŽ . Ž .i f z s H dt1 0 t
Ž . Ž .f t y f xtzŽ . Ž . < <ii f z s H , x F 1, x / 12 0 t y xt
Ž . Ž . Ž . c t cy1 Ž .iii f z s 1 q c rz H t f t dt, Re c ) 0.3 0
The proof follows immediately since we can write
f s f )f , i s 1, 2, 3,i i
with
‘ kz
f z s s ylog 1 y z ,Ž . Ž .Ý1 kks1
‘ k1 y x 1 1 y xz
k < <f z s z s log x s 1, x / 1 ,Ž . Ž .Ý2 k 1 y x 1 y x 1 y zŽ .ks1
‘ 1 q c
kf z s z , Re c ) 0,Ž . Ý3 k q cks1
and f is convex for each i s 1, 2, 3.i
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