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Energy Efficiency and Capacity for TCP Traffic in Multi-Hop Wireless
Networks
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IBM India Research Laboratory, Block 1, Indian Institute of Technology, Hauz Khas, New Delhi 110016, India
ARCHAN MISRA
IBM T J Watson Research Center, 19 Skyline Drive, Hawthorne, NY 10532, USA
Abstract. We study the performance metrics associated with TCP-regulated traffic in multi-hop, wireless networks that use a common
physical channel (e.g., IEEE 802.11). In contrast to earlier analyses, we focus simultaneously on two key operating metrics—the energy
efficiency and the transport-layer (TCP) throughput. Using analysis and simulations, we show how these metrics are strongly influenced
by the radio transmission range of individual nodes. Due to tradeoffs between the individual packet transmission energy and the likelihood
of retransmissions, the total energy consumption is a convex function of the number of hops (and hence, of the transmission range). On
the other hand, the throughput of a single TCP session decreases with a decrease in the transmission range. The overall achievable TCP
throughput in an ad-hoc network thus involves a tradeoff between the reduced throughput of an individual flow and the greater degree of
spatial reuse possible. As a consequence of this tradeoff, the overall network capacity turns out to be a concave function of the transmission
range. We analyze how parameters such as the node density and the radio transmission range affect the overall network capacity under
different operating conditions. Our analysis shows that capacity metrics at the TCP layer behave quite differently from the capacity results
previously presented in literature. We then extend the work and examine the sensitivity of the TCP-layer capacity to the speed of the nodes
and the number of TCP connections in an ad hoc network. By incorporating the notion of a minimal acceptable QoS metric (loss) for an
individual session, we show why the QoS-compliant capacity is a more accurate metric for studying the capacity of TCP traffic in an ad
hoc network. Finally, we study the dependence of capacity on the source application (Telnet or FTP traffic) and on the choice of the ad hoc
routing protocol (AODV, DSR or DSDV).
1. Introduction
Analyses of the transmission capacity of multi-hop, ad hoc
wireless networks typically relate bounds on the maximal
achievable throughput to spatial reuse constraints and MAC-
layer effects. In networks where all nodes uses the same phys-
ical channel (such as IEEE 802.11 [7] based ad hoc LANs),
a packet transmission by a node effectively precludes any si-
multaneous transmissions by neighboring nodes (within its
interference range). In such networks, the total network ca-
pacity, defined as the cumulative number of bits received by all
destination nodes from all traffic flows, is clearly dependent
on the transmission range of each node. For a similar reason,
this maximum achievable throughput is also a function of the
node density, which implicitly determines the average num-
ber of one-hop neighbors (who are subject to constraints on
concurrent transmissions). In recent work, Gupta and Kumar
[6] showed how an increase in N , the total number of nodes,
causes the throughput of an individual node to degrade as
O( 1√N log N ) when the nodes are randomly distributed. Li
et al. [11] studied the behavior of the IEEE 802.11 MAC layer
and showed how the end-to-end throughput for an individual
node degrades as O( 1√
N
) for random traffic patterns, and re-
mains constant if the sessions exhibit appropriate localization
properties.
In this paper, we examine how the characteristics of
the transport-layer protocol (TCP) affect the achievable
transmission capacity in such ad-hoc networks. The analysis
presented in this paper differs from prior work in the
following key aspects:
(i) In contrast to the use of greedy traffic sources used in
earlier studies on the the maximum achievable capac-
ity, we consider TCP regulated flows. The two metrics
can be very different, since TCP flow control may pro-
hibit certain packet transmissions, even if they satisfy
the underlying MAC-layer constraints. It is well-known
that the achievable throughput of a TCP connection is
a function of both its round-trip time (RTT) and the
packet loss rate—we shall show how both those param-
eters are affected by the underlying radio transmission
range.
(ii) Besides the total number of bits received by all desti-
nation end-points per unit time (achievable throughput),
we also concentrate on another metric of interest: the en-
ergy efficiency, defined as the average total transmission
energy required to reliably transmit a single packet (or
byte) to its destination. Our metric includes the energy
spent in potential retransmissions needed to overcome
possible errors in the traffic path.
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(iii) We examine how variations in the mobility rates impact
the throughput1 achieved at the TCP layer. Since the
cumulative TCP throughput is also a function of the
traffic load (number of TCP sessions), we take care to
ensure that the offered load is feasible (in the sense that
the resulting network performance does not violate any
associated Quality of Service (QoS) constraints).
(iv) To ascertain the sensitivity of our TCP-centric analyses
and results, we also study the behavior for two different
traffic sources, representing two extremes of TCP-based
applications. We consider both persistent or greedy (e.g.,
FTP) traffic, as well as non-persistent or intermittent
(e.g., Telnet, HTTP) traffic.
(v) We also study the sensitivity of our results to the choice
of a specific ad-hoc routing protocol (AODV, DSR or
DSDV) and demonstrate that our analytical conclusions
are essentially independent of protocol-specific features.
For the analysis in this paper, we assume that all nodes are
identical in the sense that they all use the same transmission
range R; we study the properties of TCP traffic as R is varied.
Our focus is on treating R as a design parameter, and evaluat-
ing how changes in R affect the overall network performance
in different operating conditions. We shall also study how
changes to N , the number of ad-hoc nodes, affect the net-
work performance for different values of R. We also assume
that the maximum capacity of the physical channel is inde-
pendent of the transmission range and is denoted by C ; for our
studies with IEEE 802.11 LANs, we have used C = 2 Mbps.
We first demonstrate how the energy-efficiency metric is a
function of the transmission range. In a variety of multi-hop
wireless networking scenarios, the energy efficiency is indeed
the most critical metric, since it directly affects the network
lifetime. Energy-aware ad hoc routing algorithms typically
choose a path that results in the minimum total transmission
energy for a single packet; Banerjee and Misra [1] shows
why a more accurate objective should be the minimum to-
tal effective transmission energy, which focuses on reliable
packet reception and includes the energy spent in one or more
retransmissions.
We then study how the radio transmission range affects the
achievable throughput of a TCP session in such wireless net-
works. It is well known that the throughput of a TCP session
(whose capacity is determined by the error rate and not by
network buffering constraints) varies as O( 1RT T ∗√p ) [4,12] if
the path error rate p is small, and as O( 1RT T ∗p ) [13] if p is
moderately high. We study how the range parameter, R, in-
directly affects both p and RT T and hence, bounds the TCP
session throughput. Additionally, we also consider the TCP
throughput achieved over a chain of nodes using the 802.11
1 When referring to TCP traffic, we shall use the terms ‘throughput’ and
‘goodput’ interchangeably—both refer to the number of unique packets
correctly delivered to the eventual destination node, and do not consider
retransmitted packets.
MAC layer, and observe how this throughput varies from the
ideal maximum presented in [11].
Both studies mentioned above are compared with practi-
cal results obtained via simulations performed using IEEE
802.11. We subsequently use the analytical results to derive
the total network transmission capacity with TCP traffic for
such ad hoc networks and its relation to the number of nodes
N and the transmission range R. Since the capacity defini-
tion for TCP traffic is not immediately apparent, we define
the network’s TCP-centric capacity as the total (cumulative)
goodput achieved by all TCP sessions. We consider two differ-
ent scenarios. In the first scenario, we assume that the number
of TCP sessions, as well as the number of nodes are fixed. We
then vary the total area A of the wireless network (implicitly
varying the node density) and then observe how the cumula-
tive goodput varies with changes in the transmission range of
individual nodes. In the second scenario, we assume that the
network is dispersed over a fixed area A and that the number
of TCP sessions is proportional to the total number of network
nodes. Our analysis shows, that in contrast to earlier studies
based on maximal link-layer throughput, the throughput of
the individual TCP is O( 1
N
3
2
) and the total network goodput
is O(N 14 ) for moderate link error rates. We also use simula-
tion studies with 802.11-based multi-hop wireless networks
to quantitatively explore the validity of our analysis. After es-
tablishing the accuracy of our analysis for static networks, we
extend the framework to consider the impact of node mobility
on the total transmission capacity. Simulation-based studies
are also used to investigate the behavior of network capac-
ity subject to reasonable QoS constraints and to demonstrate
that our results hold for a variety of routing protocols and
application environments.
The paper is organized as follows. In Section 2 we discuss
the related work. Transmission energy efficiency and trans-
mission range of nodes are discussed in detail in Section 3. We
consider the impact of the transmission range on the through-
put achieved by an idealized TCP session in Section 4. Having
studied both the energy-efficiency and the individual TCP ses-
sion behavior with varying R, we focus on the total capacity
of the ad hoc network in Section 5. In Section 6, we extend the
work to study the transmission capacity for different levels of
node node mobility and with varying number of TCP connec-
tions. We argue why the incorporation of QoS constraints is
essential for determining a useful TCP-centric notion of ca-
pacity in an ad hoc network. We also study the dependence of
this ‘QoS-compliant’ capacity on the source application (Tel-
net or FTP), and, on the choice of the ad hoc routing protocol
(AODV, DSR and DSDV). We conclude in Section 7 with a
brief description of our future work in this area.
2. Related work
It is widely recognized that low network capacity (or the ag-
gregate throughput achieved by different sessions) is a major
constraint in the effective deployment of multi-hop wireless
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networks. In networks where nodes use the same physical
channel, the transmission range of individual nodes is a key
determinant of this capacity, since it effectively determines the
extent of spatial reuse possible. When seesion end-points are
chosen at random and the transmission range is fixed, Gupta
and Kumar [6] demonstrated that the capacity of each individ-
ual session would degrade as O( 1√N log N ) with an increase in
N (the number of nodes) and presented the design of an ide-
alized MAC which would achieve this bound. Gupta and Ku-
mar [6] also showed that, even if nodes were placed optimally,
the maximum average per-session throughput would degrade
as O( 1√
N
) as long as the session end-points were chosen at ran-
dom. Shepard [17] considered the design of an optimal MAC
layer to maximize the total utilization of the shared channel
over all the nodes in a multi-hop network. Li et al. [11] consid-
ered how the IEEE 802.11 MAC algorithm performed relative
to the bounds enumerate in [6], and also showed that if the
traffic patterns showed appropriate stochastic locality (more
accurately, if the probability of the session distance decayed
faster than D−2), then the ideal throughput per session would
remain a constant. These studies, however, consider ideal-
ized sources that are completely greedy and are constrained
purely by the MAC layer. In particular, they do not consider
the use of TCP traffic and the impact of transmission errors
in the link layer on the maximal link utilization by such TCP
sources.
Studies on energy-efficient communication for wireless
networks typically focus on the routing problem alone: they
are concerned solely with maximizing some measure of the
total transmission energy or minimizing some function of the
battery drainage. For example, [18] adapts Dijkstra’s min-
imum cost path selection algorithm to find minimum total
energy paths, by setting the link cost to the associated trans-
mission energy. Such energy-efficient routing protocols as-
sume that, when the physical distance of a hop is smaller, the
wireless nodes are able to appropriately reduce their trans-
mission power. Similarly, newer routing algorithms (e.g, [5])
replace a long-distance hop with a series of short-distance
ones, thereby minimizing the total power usage. Battery-
aware routing protocols [19,22] often consider the residual
energy level of the node’s battery as a metric, and hence at-
tempt to form routes using potentially less-drained nodes.
Since modification of the transmission range implies modifi-
cation of the session throughput, such power-conscious rout-
ing algorithms implicitly affect the networkcapacity. Current
studies do not however analyze how the selection of such
energy-efficient paths impact other metrics such as session
throughput.
The performance of TCP congestion avoidance under
varying loss rates and RTT has been extensively analyzed in
literature (e.g. [4,12,13]), especially for point-to-point links.
For moderate to low loss rates, the TCP throughput varies
inversely as the square-root of the loss probability. The inter-
action of TCP performance with the contention-based MAC
scheduling in multi-access media is less clearly understood.
3. Energy efficiency and transmission range
We consider a scenario where the transmitter radios are capa-
ble of dynamically altering their transmission power; accord-
ingly, the transmission energy of a node is a non-decreasing
function of the transmission distance. We first focus solely on
the packet transmission cost, and then show how the energy
budget may change substantially if we additionally consider
the computing cost.
The power attenuation with distance D in wireless envi-
ronments is is usually proportional to DK : K ≥ 2. Under
the assumption of omni-directional antennas, it follows that
the transmission power needed to communicate over a radial
distance R is proportional to RK . Moreover, a transmission
range of R implies a coverage area (within which concurrent
transmissions are not allowed) ∝ R2. Accordingly, an energy-
efficient transmission scheme will ensure that the transmis-
sion energy over a single hop (or link), E(R), of distance R
is:
E(R) ∝ RK (1)
Given the above relationship between the transmission en-
ergy and the total transmission distance, it is easy to see
that the total energy associated with a single transmission
event actually decreases if a hop is sub-divided into multi-
ple smaller ones: clearly, if D1 + D2 = D, then DK1 + DK2 <
DK if K > 2. Energy-efficient routing protocols thus usually
seek to transmit a packet between a source S and a destination
D using multiple short-distance hops, as opposed to a smaller
number of long-distance hops. Indeed, minimum total-energy
routing algorithms, such as [18], result in the formation of
routes with a large number of short-range hops. This intu-
ition is, however, misleading: the formulation neglects the
fact that an increase in the hop-count leads to an increase
in the packet error rate over the entire path, and thereby in-
creases the likelihood of retransmissions and thus decreasing
the session throughput. Accordingly, Banerjee and Misra [1]
proposes the use of the effective transmission energy (which
includes the energy spent in retransmissions) as the appropri-
ate metric.
Analysis in [1] shows that, in the absence of reliable link
layers (or what is called the end-to-end retransmission or
EER model), the actual effective energy per reliably trans-
mitted packet over a H − hop path (with nodes indexed as
(1, . . . , H + 1)) is given by:
E E E Rtotal ∝
∑H
i=1 D
K
i,i+1
∏H
i=1(1 − pi,i+1)
, (2)
where pi,i+1 indicates the packet error rate of the i th hop
(between nodes i and i+1). On the other hand, if the number of
permitted retransmissions on each link is unbounded (hence,
each link ensures accurate delivery to the next hop), the total
effective energy per packet (in the so called hop-by-hop or
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HHR model) is given by:
E H H Rtotal ∝
H∑
i=1
DKi,i+1
1 − pi,i+1 . (3)
Analysis of the expression for the EER mode shows that,
even if all the links have identical error rates, there is an op-
timal value for the number of hops associated with a specific
transmission path. If the number of hops is smaller, the en-
ergy budget is dominated by the larger transmission energies
needed to transmit over larger distances; if the number of
hops is larger, it is the overhead associated with retransmis-
sions that negates the energy gains associated with smaller
individual hops. In contrast, if each link is allowed poten-
tially unlimited number of retransmission attempts, the total
effective transmission energy always decreases with increas-
ing H .
3.1. Transmission energy efficiency and transmission range
Before proceeding further, it is necessary to extend the analy-
sis of effective transmission energy mentioned above. To ap-
ply our insights quantitatively to technologies, such as IEEE
802.11, we need to analyze the case where each link has
an upper bound on the maximum number of retransmission
attempts. This bound is a practical necessity to avoid abnor-
mally large latencies and buffer overflows at the link layer.
We assume that each link layer is permitted a total of max
transmissions; clearly, such a restriction resurrects the possi-
bility of end-to-end retransmissions in the case of forwarding
failure at an intermediate link. Also, for analytical ease, we
assume that all links have the same packet error rate p and
the same transmission energy E . We relegate the complete
mathematical analysis to the Appendix, mentioning only the
relevant results here.
Result 1. If each link has a transmission packet error rate
p, then the conditional expected number of distinct trans-
missions, given the successful forwarding over the link, is
given by:
Tgood = 11 − p −
max ∗pmax
1 − pmax ,
and the expected number of distinct transmissions, given
the failure of the link forwarding process is given by:
Tbad = max .
Result 2. In case of an end-to-end failure in reliable packet
delivery (one of the H intermediate links failed to reliably
forward the packet), the total number of expected distinct
transmissions is given by:
T totalbad = Tbad + Tgood ∗ (1 − q) (4)
∗
{
1 − H ∗ (1 − q)H−1 + (H − 1) ∗ (1 − q)H
q ∗ {1 − (1 − q)H }
}
,
where q = pmax. Similarly, if the packet was indeed suc-
cessfully forwarded to the destination node, the total num-
ber of expected distinct transmissions is:
T totalgood = H ∗ Tgood (5)
By combining the above two results with the fact that
the probability of successful packet end-to-end delivery is
given by (1 − q)H (where q = pmax), we can finally derive
the following result:
Result 3. The total effective number of distinct packet trans-
missions needed for reliable packet delivery is given by:
T = T totalbad ∗
Pf ail
1 − Pf ail + T
total
good, (6)
where Pf ail = 1 − (1 − q)H .
Since T is really a function of H, p and max, we rep-
resent this result generically as T (H, p, max). We defer the
quantitative comparisons of our analytical expression with
simulation results to the next sub-section and, instead, focus
on the expected qualitative behavior. Clearly, in the limited-
retransmission case, there is an optimal value for H , the num-
ber of hops: if H becomes too large, then the probability of an
end-to-end error becomes non-negligible and the consequent
effects of end-to-end retransmissions begin to dominate the
energy budget. In fact, the approximate value of this optimal
value can be obtained by realizing that, from the standpoint of
energy consumption alone, a link with a packet error rate of
p and a transmission bound of max is essentially equivalent
to a link with no retransmissions but a link packet error rate
of pmax. (This is not completely accurate when we consider
the effects on protocols at higher layers; for example, link-
layer retransmissions are likely to result in greater variation
in the forwarding latency and hence, the possibility of spuri-
ous TCP-layer timeouts.) Accordingly, using the analysis in
Banerjee and Misra [1], the optimal value of H is, to a good
approximation, given by −1log(1−pmax) .
For a generalized ad hoc network, it is now easy to see
the connection between the transmission radius and effective
energy. If we assume that the average distance between the
end-points of a session is ¯L , then a transmission range of R
implies that the average number of hops, H is given by  ¯LR , or
to a good approximation by ¯LR . Accordingly, with a link layer
bound of max on the number of retransmissions, equation
(6) shows that the effective energy efficiency of the ad hoc
network is given by (ignoring proportionality constants):
Etotal = RK ∗ T
(
¯L
R
, p, max
)
(7)
Clearly, as long as the decrease in R in the expression (7)
dominates over the corresponding increase in T (·), the energy
consumption per byte decreases. Beyond the optimal value for
R, the decrease in the energy spent in any single transmission
activity is negated by the larger increase in T (·). From an
energy efficiency perspective, there is an optimal value to the
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radius of acceptable reception quality R in an ad hoc network;
decreasing the transmission range below this optimal value
does not lead to greater energy savings.
3.1.1. Applicability to the 802.11 environment
We applied this analytical model to the 802.11-specific envi-
ronment, using the 802.11 implementation in the ns-2 [21]
simulator. For our simulations, the distance between the
source and destination was kept at 750 meters, while the
transmission range was varied between (30, 700) meters; H
was thus varied from 2 to 24. The energy associated with
each transmission was assumed to be (ignoring proportion-
ality constants) given by E ∝ R2; the simulations were run
for both uncorrelated (i.e., i.i.d) and correlated error models.
For the results plotted here, we set the transmission power for
a distance of 250 meters to 0.03346 W, and then computed
the corresponding power for other transmission distances by
appropriate scaling.
The effective transmission energy per packet was com-
puted by determining the total transmission energy spent in
transferring a 10 MB-sized file using a TCP flow from the
source to the destination. Since the number of packets trans-
ferred reliably by TCP is the same for all simulations, the total
communication energy consumption is a direct indicator of
the transmission energy efficiency. The number of hops H
was varied by simply inserting the corresponding number of
intermediate nodes between the source and destination. The
total energy consumption is clearly a function of the maxi-
mum number of retransmissions supported at each link (the
T × Thresh parameter in ns-2). We present results here for T
× Thresh equal to 1 and 4; the corresponding value of max
(see equation (7)) was thus 2 and 5 respectively. We sim-
ulate the energy efficiency for TCP file transfer using two
standard models for the link error: a) the two-state Markov-
modulated channel model with correlated errors and b) the
independent identically distributed (i.i.d) model with inde-
pendent and identically distributed bit error rates.
Figure 1 plots the simulated total transmission energy con-
sumption, under the i.i.d model, as H varies between 2 and
23 for two different values of p, 0.1 and 0.2, and T × Thresh
equal to 1. The figure also includes the energy efficiency val-
ues (with appropriate scaling) predicted by equation (7). We
can see that the theoretical model, while an accurate reflector
of the overall trend, underestimates the energy consumption,
especially for larger values of H . This is to be expected, since
our analytical formulation does not include the energy spent
in the 802.11 signaling (such as RTS/CTS/ACK packets), as
well as the energy wastage in potential MAC layer collisions
(which can be expected to occur more often for higher val-
ues of H ). It is easy to see that, when the link layer permits
only one retransmission, the optimal value of H (from simula-
tions) is larger than 23 for p = 0.1; even when the error rate is
fairly large (p = 0.2), the optimal number of hops is approx-
imately 15. The number of TCP level retransmissions for the
two cases have also been plotted in figure 2; as expected, the
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Figure 2. Number of TCP retransmissions vs. number of hops (T ×
Thresh = 1).
number of source-initiated retransmissions needed increases
with increasing H .
To further study the impact of link-layer retransmissions,
we also studied the total energy consumption with T × Thresh
equal to 4 and three link error rates:
(a) The two-state Markov model where the average sojourn
times in the Good and Bad states were 1.0 and 0.3 ms
respectively.
(b) The two-state Markov model where the average sojourn
times in the Good and Bad state were identical and equal
to 1.0 ms.
(c) The i.i.d model with p set to 0.5 (a very high value).
Figure 3 plots these simulation results for the total transmis-
sion energy with T × Thresh = 4; it is again seen that under
all these operating conditions, the transmission energy con-
sumption decreases as long as H is increased over any realistic
range.
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3.2. Total energy efficiency
The discussion and results of the previous section show that
a larger number of hops, or equivalently a smaller transmis-
sion range, typically always increases the energy efficiency.
This argument is, however, misleading, since this formulation
ignores the computing energy– any node engaged in packet
transmissions also expends ambient energy in addition to that
consumed by the radio interface. In particular, we shall see
in the next section that an increase in H typically leads to a
corresponding drop in the TCP goodput, even if the phys-
ical distance between the source and destination nodes is
unchanged. Hence, while the transmission energy efficiency
may indeed increase with H , the resultant loss in throughput
implies that the transfer of a fixed number of bytes will take a
longer time. Since the total computing energy can be assumed
to be proportional to the total activity duration, it should be
clear that this cost will only increase with H .2
To formally explore this concept, we repeated the energy-
related simulations, taking care to measure the total time taken
by TCP to reliably transfer the entire 10 MB file. If we then
assume then Pa is the ambient or standby power spent by
each node during the lifetime of the session, the computing
energy expenditure over all the H nodes is equal to Pa ∗ H ∗
simulation duration. Denoting E(transmission) to be the total
transmission energy spent in transferring a 10 MB-sized file
using a TCP flow from the source to the destination, the total
2 To keep the analytical framework simple, we have ignored the energy spent
by nodes in packet reception, although earlier studies [20] have documented
that packet reception in current wireless cards is almost as expensive as ac-
tual packet transmission. For one thing, the packet reception energy is really
dependent on the receiver hardware implementation and can be expected
to reduce as more efficient receiver circuits are designed in the future.
Moreover, including the reception energy does not alter our qualitative
conclusions, since it really serves to increase the energy cost associated
with an increase in the number of hops H . The inclusion of the computing
energy is itself adequate for illustrating the point that a significant piece of
the energy budget actually increases with increasing H .
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energy consumption is now given by:
Etotal = E(transmission) + H ∗ Pa ∗ simulation duration.
Figure 4 plots the variation in this total energy with chang-
ing H for the experiments using the two-state error model
with Good and Bad sojourn times of 1.0 msec and 0.3 msec
respectively (T × Thresh = 4). Similarly, figure 5 plots the
total energy consumption versus the number of hops for the
two-state error model with Good and Bad sojourn times of
1.0 msec and 0.3 msec respectively (T × Thresh = 1), and
the i.i.d error model with p = 0.1 (T × Thresh = 1). These
results correspond to a choice of Pa = 0.004 W.
It is easy to see that, when the total energy is considered,
the energy consumption is minimized for realistically small
values of H . For example, if we consider only the transmis-
sion energy, the optimal value of H was certainly greater than
23 for the i.i.d channel with an error rate of 0.1. However,
when the total energy consumption is considered, it is clear
that increasing the number of hops beyond ∼10–12 hops will
prove to be disadvantageous. (In our simulated environment,
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Figure 5. Total energy vs. number of hops (T × Thresh = 1).
ENERGY EFFICIENCY AND CAPACITY FOR TCP TRAFFIC 11
an optimal hop count of 12 corresponds to an optimal trans-
mission range, Re, of ∼65 meters.) Our studies thus clearly
show that any adjustments to the transmission range to im-
prove the network capacity (which we shall define appropri-
ately in the Section 5) must also consider the potential effect
on the energy efficiency of the resulting network. If the trans-
mission range is decreased beyond an optimal value Re such
that the average number of hops traversed by a session in-
creases beyond ∼10–15, then any increase in network capac-
ity comes only at the expense of higher energy consumption.
4. Maximum throughput of a single TCP session
After analyzing the energy-related metrics of an ad hoc net-
work, we now consider the impact of the transmission range
on the throughput achieved by an idealized TCP session. In
this section, we assume the absence of any cross-traffic from
other sessions; the path for the session of interest is thus sim-
ply a node-chain. Analysis in [11] showed that, for such a
chain topology (where the nodes could interfere with their
one and two-hop neighbors), the maximum ideal capacity is
C
4 ; with 802.11 MAC-based scheduling, the maximum ob-
tained throughput is usually around C7 . To achieve such an
ideal throughput, the MAC layer must be the only bottleneck;
in contrast to these analyses, we consider a persistent flow
subject to the dynamics of TCP flow control. The throughput
of a persistent TCP flow depends on the range of the mag-
nitude of the error rates and the buffer capacity available at
intermediate nodes.
If the TCP losses occur primarily due to link errors, and if
buffer overflow is a fairly rare event, then the throughput of a
TCP connection as a function of p and RT T is given by the
well-known square-root formula:
ρ(RT T, p) ∼ κ ∗ M SS ∗ 8
RT T ∗ √p , (8)
where RT T equals the round-trip delay, p equals the effective
error rate, M SS indicates the packet size (in bytes) and where
κ is an implementation-specific constant. (For example, κ is
∼ √2 for TCP without delayed acknowledgments and ∼1
with delayed acknowledgments.) The above equation holds
as long as p does not become much larger than ∼15–20%
for most TCP versions; larger values of p lead to undesirable
transients such as retransmission timeouts and a sharper drop
in the TCP throughput.
On the other hand, if TCP losses occur primarily due to
buffer overflows, the dynamics of the connection becomes
much harder to analyze in the presence of multiple hops. In
such a situation, the RT T is dominated by the various queuing
delays; however, in general, the throughput of the TCP flow
decreases with an increase in the RTT.
For practical ad hoc topologies, the propagation delays are
usually small–consequently, the RT T is dominated by the
queuing and transmission delays. Assuming that nodes are
homogeneous, the RT T is thus directly proportional to H , the
number of hops, since each additional hop introduces queuing
and transmission delays. If the error probability of each link is
a constant p, the end-to-end error probability is given exactly
by 1 − (1 − p)H ; if H ∗ p << 1, the end-to-end packet error
rate is then approximately H ∗ p. Accordingly, for ad hoc
networks operating under relatively small end-to-end packet
error rates (say, less than ∼10%), the maximal throughput of
a TCP connection should behave as the following function of
H :
ρ ∝ 1
H ∗ √H ∝
1
H 32
. (9)
However, if the error rates are so low that the TCP flow
almost never halves its window in response to a link loss, it
should be clear that the throughput becomes independent of
the link error probabilities. In such a case, since RT T ∝ H ,
the TCP throughput will vary as:
ρ ∝ 1
H
(10)
For a fixed mean distance ¯L (in absolute units) between
the end-points of an ad hoc session, the average number of
hops, H , as a function of the transmission range R is given by
H = ¯LR . Accordingly, the maximum throughput of a persis-
tent TCP flow will vary ∝ R 32 if the flow is link-loss con-
trolled, and ∝ R if the flow is buffer-loss controlled. Of
course, the above equations hold good only when ρ is less
than the theoretical goodput of the chain topology. For ex-
ample, in a linear topology with ideal MAC scheduling and
interference radius equal to the acceptable reception radius,
the dynamics of TCP flow control act as the primary flow ca-
pacity constraint as long as ρ ≤ C3 . If the inequality does not
hold, then the session throughput is constrained, not by TCP
dynamics, but by the interference at the MAC layer among
simultaneous transmissions by neighboring nodes.
4.1. Applicability to the 802.11 environment
To study the variation of TCP session throughput with the
number of hops in the 802.11 environment, we performed
simulations with our chain topology. As before, the distance
between the session end-points was kept constant– the number
of intermediate hops was varied by varying the transmission
range. Moreover, we plotted log(ρ) against log(H ); in this
case, the slope of the resultant curve determines the exponent
in the relationship between ρ and H .
Figure 6 plots the TCP throughput (in terms of packets/sec
for an MSS of 512 bytes) against H on a logarithmic scale
when the link error rate is very small (0.001) and T × Thresh
= 1; in this case, the resultant end-to-end loss rate is negligible
and TCP is primarily buffer controlled. The slope of the curve
is ∼ −1, indicating fairly good agreement with our analysis.
On the other hand, figure 7 plots the TCP throughput (again
in units of packet/sec for 512 byte packets) against H for
p = 0.1 and T × Thresh = 1. In this case, the resultant error
12 BANSAL ET AL.
1
10
100
1000
10
TC
P 
Th
ro
ug
hp
ut
 (L
og
 S
ca
le)
Hop Count of Path (Log Scale)
TCP Reno. 802.11 LAN
"Error Prob. = 0.001"
Figure 6. Throughput vs. number of hops (T × Thresh = 1).
1
10
100
1 10 100
TC
P 
Th
ro
ug
hp
ut
 (L
og
 S
ca
le)
Hop Count of Path (Log Scale)
TCP Reno. 802.11 LAN
Error Prob. = 0.1
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rate is moderately high; the slope of the curve is around −1.7
in this case, which indicates fairly close agreement with our
theoretical analysis.
The results on the TCP throughput in such multi-hop net-
works are important from the capacity analysis standpoint.
The results show that for TCP-controlled traffic, decreasing
the transmission range actually penalizes the maximum ses-
sion throughput, since the consequent increase in the number
of hops increases both the RT T and the end-to-end loss rate.
As we shall see in the next section, this phenomenon impacts
the amount of TCP traffic that such a multi-hop, wireless net-
work may be expected to carry.
5. TCP-based ad-hoc network capacity
Having studied both the energy-efficiency and the individual
TCP session behavior with varying R, we now focus on the
total capacity of the ad hoc network. Most literature defines
the network capacity Cap as the total “one-hop throughput”
or the “bit-distance product”—fundamentally speaking, this
is a weighted sum of all the session throughputs, with the
weight of each session equal to the distance (or the number
of hops) over which it passes. We recall from Section 1 that
the network’s TCP-centric capacity is defined as the total (cu-
mulative) goodput achieved by all TCP sessions in an ad hoc
network. It is to be noted that the number of TCP sessions in
an ad hoc network cannot be arbitrary. An unbounded increase
in the number of TCP connections can ultimately lead to a
drop in the system capacity since it degrades the performance
metrics of an individual session. It is with this in mind, we
study the QoS-compliant network throughput in Section 6.4.
From a theoretical perspective, if the transmission (and
interference) range of the ad hoc nodes are R, then a node
transmitting packets at the channel capacity C effectively pro-
hibits any transmission activity for all nodes within the cov-
erage area, which is ∝ R2. Accordingly, if the area of the ad
hoc network is A, and the transmission and interference radii
are both R, the maximal ideal (MAC-constrained) capacity of
the ad hoc network is C∗A
π∗R2 . In a more generic context, where
reception and interference radii are not necessarily identical,
the maximal network capacity Cap is ∝ AR2 . In general, we
would thus expect the maximal ideal throughput to increase
quadratically with a reduction in the transmission radius.
Since a greedy TCP flow (where cwnd is the only con-
straint for packet generation at the transport layer) can-
not avail of the maximal capacity, the concept of maxi-
mal TCP throughput and network capacity becomes trick-
ier. It is also apparent that attempting to attain ∼100%
link utilization by pumping up the number of parallel
TCP sessions is also not feasible, especially in wireless
networks where the buffer capacity on individual nodes
is fairly limited. We thus study the expected through-
put behavior for two different, but interesting, operational
scenarios.
5.1. The fixed session, variable area framework
In the fixed session, variable area framework, the number of
simultaneous TCP sessions and the total number of network
nodes is assumed to be a constant. We study changes to the
total TCP throughput when the area of the ad-hoc network
(or equivalently, the node density) is varied. We recall from
the previous section on capacity of a single TCP session that
for a fixed mean distance ¯L between the end-points of an ad
hoc session, the average number of hops, H , as a function
of the transmission range R is given by H = ¯LR . From the
standpoint of the MAC layer, the number of permissible con-
current transmissions decreases with increasing range R; on
an average,
Cap ∝ A
R2
(11)
Now, for a fixed number of TCP sessions, the total
throughput is proportional to the throughput of an individ-
ual TCP session (as long as the MAC layer bounds are not
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violated), i.e.,
Cap ∝ 1(
¯L
R
) 3
2
(12)
If R is very small, the average degree of connectivity of
the graph is fairly small. The resultant sub-optimal paths im-
ply that each packet has to travel a large number of hops
(H ) to reach to the destination. Accordingly, the TCP ses-
sion throughput decreases with decreasing R, if R is below
a certain value. Therefore the sum of the throughputs (over
the fixed number of sessions) becomes smaller. On the other
hand, if R is larger than a certain value, then the resultant
MAC-layer channel interference and collisions limit the ca-
pacity of the TCP sessions. In this range of R, the TCP ses-
sions are prevented from better exploiting the network by
the larger delays caused due to collisions and backoffs at the
MAC layer. We can thus expect an optimal value of R, de-
noted by R∗. To values of R larger than R∗, the network is
MAC-layer constrained, with the channel interference dom-
inating the throughput; to the left of this value (smaller R),
the network is TCP-layer constrained (equation (12)), with
the TCP sessions unable to pump enough packets into the
network.
Accordingly, it follows that for R smaller than this opti-
mal value, the network capacity will degrade in proportion to
the TCP throughput degradation (∝ R 32 from equation (9)),
if p lies within a sensible operating range. To the right of this
optimal value, the resultant throughput is determined by the
competing effects of higher TCP-layer throughput (lower loss
rates due to smaller H ) and greater MAC contention. Thus,
from equations (12) and (11), we would expect the ‘capac-
ity’ in this range to vary as the product of two conflicting
components:
Cap ∝ A
R2
1
(
¯L
R
) 3
2
∝ R −12 . (13)
Figures 8–10 show results for capacity as transmission
range R is varied. In these simulations, 50 nodes were ran-
domly distributed in a square grid area. 25 TCP connections
were chosen randomly and every node was either a TCP
source or a TCP destination, but not both. All our simulations
with random topologies use DSR for computing the session
paths; in the absence of mobility, the choice of paths (and con-
sequent network performance) is expected to be independent
of the choice of a specific ad hoc routing protocol.
In figure 8 we plot the capacity versus R for an error-free
channel model and a square grid of 500 m × 500 m. We see
that the optimal value of R (from a capacity standpoint) is
∼35–40 meters.
In figure 9, we have plotted TCP goodput versus the trans-
mission range for various link Packet Error Rates (PER) (for a
constant 500 m × 500 m grid) under the IID error model. We
see that as PER increases, the TCP goodput decreases and the
the optimal transmission range (i.e., the range corresponding
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to maximum TCP goodput) increases. This can be explained
by observing that a larger packet error rate implies a faster
degradation in TCP throughput with the number of hops in
a path. Thus, a value of R that is optimal for smaller p will
prove sub-optimal for larger p. As R is increased, the average
value of H , and hence H ∗ p, the end-to-end error rate, de-
creases leading to more aggressive behavior. Of course, the
resultant increase in the value of R∗ cannot be very large,
since a larger R also implies greater delays and interference
at the MAC layer.
It is also interesting to see what happens if the total area A
of the wireless, multi-hop network is increased without vary-
ing the total number of nodes N or the transmission range R.
If η is the node density, then clearly A = N
η
. Further, for net-
works where the source and destination are chosen at random,
the average distance of a session, ¯L is clearly ∝ A 12 . If the
transmission radius R is chosen to be greater than the optimal
value, then equation 13 shows that the total ‘TCP capacity’ is
given by:
Cap ∝ N
1
4
R 12 η 14
(14)
Thus, in the fixed session, variable area and constant range
framework, the capacity of the system is inverse in proportion
to η
1
4 , or proportional to A 14 . In networks where the radio
ranges cannot be adjusted, one must thus guard against pack-
ing too many nodes into too small an area.
In figure 10, we plot the system capacity versus the trans-
mission range for varying node densities by changing the area
(300 m × 300 m, 500 m × 500 m, 700 m × 700 m). The sim-
ulation is done for an error-free channel (i.e, PER = 0). It
is seen from the plot that for a fixed transmission range, the
capacity decreases with an increase in the density.
5.2. The variable sessions, fixed area framework
In contrast to the assumptions of the previous section, now
consider an operational mode where the coverage area, A, of
the ad hoc network is fixed. Further, the number of simultane-
ously active TCP sessions in the network, denoted by T A, is
directly proportional to N , the total number of ad hoc nodes.
Thus. mathematically
T A = γ ∗ n, (15)
where γ indicates the probability that any given node is en-
gaged in a TCP-based transfer at any instant.
This formulation is a useful model for understanding net-
work dynamics under certain very practical situations. Con-
sider, for example, the problem of covering a geographic area
with a certain number of sensor (say thermal sensor) nodes.
Each node is autonomously programmed to periodically ac-
tivate itself, monitor the temperature and communicate it to a
central authority. Thus, if the communication process happens
for 15 minutes every hour, we have a model where the number
of active sessions is 14 th of the total number of nodes N . The
network designer would clearly be interested in evaluating
how his choice of the nodal density (how closely to place the
wireless nodes), denoted by η, affects the achievable network
capacity.
To study the dependence of total capacity on η, we make
the fundamental assumption that a larger η leads to a smaller
transmission range R. In well-designed networks, the choice
of R is actually based on the need to keep the average degree
of each node, defined as the number of one-hop neighbors,
moderately high; in fact, classical results [10] state that the
optimal number of one-hop neighbors is ∼6. As η increases, a
node is able to find one-hop neighbors within a smaller radial
distance, and consequently, can lower its transmission radius.
Then, since each TCP session, by our previous section, has
ρ ∝ either ( R
¯L
) 3
2 (for moderate values of p) or ∝ ( R
¯L
) (for low
values of p), it follows that the total capacity utilized by the
ad hoc network is then:
Cap ∝ γ ∗ η ∗ A ∗
(
R
¯L
) 3
2
for moderate p
∝ γ ∗ η ∗ A ∗
(
R
¯L
)
for very low p (16)
We consider a fixed area A and progressively increase ad
hoc node density η. Since the transmission radius needed to
maintain a constant nodal degree decreases as the square-root
of the number of nodes, it is easy to see that node density and
the transmission radius are related as
R ∝ 1√
η
By substituting this into equation (16), we finally get the
‘capacity’ of the TCP-based ad hoc network as
Cap ∝ γ ∗ η ∗ A
η
3
4 ∗ ¯L1.5
∝ γ ∗ A ∗ η
1
4
¯L 32
, (17)
or,
Cap ∝ γ ∗ η ∗ A
η
1
2 ∗ ¯L0.5
∝ γ ∗ A ∗ η
1
2
¯L 12
, (18)
where equation (17) holds for moderately low values of link
error rates, and equation (18) holds for very low values of link
error rates.
To illustrate the validity of our conclusions, we ran simu-
lations where the area was kept constant and the number of
nodes was progressively increased. Figure 11 plots the TCP
throughput against the logarithm of the node density, for an
operating environment where the link packet error rate (i.i.d.)
was only 0.001 and T × Thresh = 1. The slope of the graph in
this case is ∼ 0.6, showing the applicability of equation (18)
to this case (since the effective end-to-end error rate was very
low).
It is interesting to contrast these results with those on the
idealized link capacity in [11], which showed that, under sim-
ilar operating conditions, the idealized link-layer network ca-
pacity would increase as O(√η). Clearly, the bursty nature
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Figure 11. Cumulative TCP throughput vs. node density (log scale) for op-
timum range.
of TCP traffic (which prevents us from indiscriminately in-
creasing the total number of sessions), and the dependence
of TCP session throughput on the link error rate can prevent
TCP-based data traffic from achieving this ideal value.
6. Sensitivity of capacity to network parameters, routing
protocols and applications
The previous sections of the paper dealt with energy efficiency
and transport-layer throughput in a static, multi-hop network
with N nodes. We had also assumed a greedy model (FTP
transferring a large file) for source traffic, with TCP’s conges-
tion window acting as the only constraint on the injection of
new packets into the network. In this section, we firstly study
the TCP-centric transmission capacity in ad hoc networks for
different rates of node mobility and for varying number of
TCP connections. Studying the cumulative network through-
put as a function of solely the number of TCP flows can be
misleading; while the total throughput may increase, individ-
ual flows may see an unacceptable degradation in their quality
of service. Accordingly, we incorporate bounds on the max-
imum acceptable loss rate in our computation on the maxi-
mum achievable cumulative TCP throughput. We then study
the dependence of capacity on the source application (Telnet
or FTP traffic). As we shall see, applications, such as Telnet,
with very intermittent traffic, result in very low offered loads.
In such environments, the network is almost never MAC-layer
constrained, but is largely source constrained. Accordingly,
the cumulative throughput behavior in this case is very differ-
ent from scenarios involving greedy (FTP) sources. Finally,
we investigate the manner in which this computed capacity
varies with the choice of a specific ad-hoc routing protocol.
In principle, it is clear that different routing protocols (e.g.,
DSR [9], DSDV [15], AODV [14], etc) result in the selection
of different paths, and will, consequently, result in different
values for the total throughput. Through our studies, we pri-
marily examine the sensitivity of our throughput results to
variations in the ad-hoc routing protocol; for example, does
the optimal value of the transmission radius (which results
in peak network capacity) vary appreciably across different
routing protocols?
6.1. Simulation parameters
The performance studies in this section are also carried out
using simulations performed on the ns-2 simulator [21]. While
we have experimented with a variety of node densities and
layouts, we report all results using a representative 50 node
ad hoc network. The nodes are distributed randomly and move
about in an area of 500 m × 500 m. For our studies, we set
the interference range to be twice the transmission range. A
fixed number of TCP connections are run for a duration of
500 seconds and the capacity is calculated by summing the
TCP goodputs over all the connections. Results are averaged
over a minimum of 10 separate runs. While TCP Reno is used
as the transport layer, the data sources (“the application”) are
chosen to be either persistent (FTP) or intermittent (Telnet).
Unless otherwise specified, results are reported using DSR as
the ad hoc routing protocol. Node mobility is modeled using
the Random Waypoint model [2], with the pause time of all
nodes set to 0 in all simulations.
6.2. Capacity with varying node mobility
To begin with, we study the effects of mobility on two different
classes of application – persistent and non-persistent. While
the persistent traffic (FTP) is greedy and attempts to inject
packets whenever permitted by TCP’s congestion window, the
non-persistent traffic (Telnet) produces only sporadic bursts
of packets. Hence, as will be seen later, while the effects of
interference are clearly visible in the case of FTP, the MAC-
layer interference is not so critical in applications such as
Telnet.
The capacity of a network with 40 FTP connections with
different mobilities has been plotted in figure 12. In figure 13,
we plot capacity versus transmission range with varying mo-
bility for Telnet traffic. The speed of a node is uniformly
distributed between 0 m/s and a maximum value (shown in
the figures).
In figure 12, we see that the capacity of the network de-
creases with increasing node speed. Clearly, the overhead of
route re-establishment, and the fraction of packets dropped
due to routing failures, increases with with increasing node
mobility. Furthermore, the optimal transmission radius R∗
(corresponding to maximum capacity) shifts to the right (i.e.,
R∗ is higher) with an increase in the node speed. In other
words, we need a higher transmission range to counteract
the high mobility in the network. Note that, as in the case
of a static topology used in figure 8, the shape of the capac-
ity versus transmission range plot is bell-shaped for mobile
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networks as well. Moreover, we observe that the increase in
R∗ with larger mobility rates is not very dramatic; accord-
ingly, it appears that a single well-chosen value of R∗ will
ensure reasonably good (although not necessarily optimal)
network performance, even if the node speeds cannot be pre-
dicted precisely.
For Telnet traffic (figure 13) and fixed node speeds, the
capacity increases with increasing transmission radius till a
value of R′, after which the capacity does not change appre-
ciably with R. Since telnet traffic is sporadic in nature, we do
not observe the interference effect visible with FTP. In other
words, due to the lower average packet arrival rate, the net-
work is never MAC-layer constrained; even at large values
of R, there are very few requests for concurrent access to the
802.11 channel. While the number of non-interfering concur-
rent transmissions possible in the network does dip with an
increase in R, the telnet goodput remains unaltered. This is
also the reason that the network capacity with Telnet applica-
tion is significantly lower than that with the FTP (persistent)
source. Increasing R beyond R′ does not result in any further
increase in the throughput; the number of packets transferred
in a single burst is usually too small to allow TCP to take
advantage of the smaller loss probability and round-trip de-
lays. Hence for light non-persistent traffic, the TCP goodput
depends solely on the connectivity of the network.
6.3. Varying number of TCP connections
We now study how changes to T A, the number of active TCP
flows, affects the overall system throughput. In general, we
can clearly expect the TCP goodput for an individual session
to degrade with an increase in the offered load. In essence,
an increase in T A leads to a potential increase in both p
and RT T , since the larger load leads to more frequent buffer
overflow and larger buffering delays. Accordingly, equation 8
implies a drop in the TCP throughput. However, the effect on
the overall system capacity is unclear, since this reduction
may or may not be offset by an increase in the number of
distinct flows.
This phenomenon is studied in figure 14 where the number
of FTP connections is varied from 5 to 2000 in an ad hoc net-
work with 50 nodes. Node speeds are uniformly distributed
between 0 m/s and 1 m/s. As the number of TCP connections
increase, the network capacity increases initially. However,
the capacity begins to degrade beyond 750 TCP connections in
the ad hoc network. It is worth noting that the drop in through-
put for values of R larger than R∗ is more acute for larger
values of T A. When the network becomes MAC-constrained
and nodes must perform exponential backoff more frequently
to access the channel, the individual nodes are unable to clear
their packet buffers at a sufficiently high rate. Accordingly,
the buffering losses and delays are higher for higher values of
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T A, leading to a sharp drop in system throughput–in essence,
the system is now nearer to congestion collapse. Figure 14
thus illustrates an important point: if the number of persistent
TCP flows cannot be accurately estimated in advance, it is
better to adopt a conservative approach and set R to a smaller
value. If the chosen value of R is larger than R∗, the network
suffers a much stiffer penalty.
Figure 15 plots the results obtained by varying the num-
ber of Telnet sessions. Due to the rather sporadic injection
of packets, the overall traffic load is always rather low for
Telnet sources. Accordingly, the network is always source-
constrained, even at large values of R. Accordingly, the ca-
pacity of the network is seen to linearly increase with an
increase in the number of TCP sessions. As seen earlier in
figure 13, the system capacity saturates at a certain value R′
of the transmission range.
6.4. QoS-compliant capacity
We have seen that an unbounded increase in the number of
persistent (FTP) connections can ultimately lead to a drop in
the system capacity. Figure 14, however, does not consider
the associated issue of QoS; in particular, it does not incor-
porate the fact that an increase in the number of sessions,
typically leads to a decrease in the performance metrics of an
individual session. For a more accurate characteristics of the
maximum permissible TCP throughput, we have to limit the
maximum number of active sessions to ensure that the quality
of an individual session does not degrade below an acceptable
threshold.
We now attempt to answer the question—what is the max-
imum number of TCP connections (and the resulting QoS-
compliant network throughput) that can be sustained in an
ad hoc network with K nodes, without causing a violation of
the QoS metrics of each individual connection? This leads to
the notion of QoS-compliant capacity, or the maximum total
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Figure 16. Total QoS-compliant network capacity vs. transmission radius.
throughput that may be achieved without causing the QoS
bounds of any individual flow to be violated. As an illustra-
tion of possible QoS constraints, we consider the metric of
packet loss rate and assume that the maximum acceptable
loss rate is fixed at 1%. Metrics other than the loss rate can
also be considered, but are often too application-specific. For
example, different applications often have appreciably differ-
ent bounds on the permissible end-to-end delay; moreover,
most TCP applications are fairly insensitive to delay varia-
tions among individual packets.
In figure 16, we plot the maximal total capacity (subject to
the constraint of an upper bound of 1% on the packet loss rate)
versus the transmission radius R for our 50 node network. We
see that capacity is maximum when R is approximately 75
meters. Figure 17 plots the maximum permissible number of
TCP connections (subject to the 1% loss constraint) versus R.
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We see that the maximum acceptable number of TCP connec-
tions shows a peak as well, and begins to drop fairly sharply
as R is increased beyond an optimal value. Further, we see
that a transmission radius of ∼ 75 meters corresponds to the
maximum number of TCP connections, i.e., ∼ 140. Note that
figure 17 conveys more information than figure 16: it enables
us to obtain an upper bound on the number of simultaneous
TCP connections (for 1% loss bound) that can be permitted
in a K node ad hoc network. These graphs also convey the
appropriate value of the transmission radius R that yields
maximum system capacity and maximum number of TCP
connections. It is therefore clear that, even with QoS con-
straints imposed in the network, the total capacity versus R
behavior exhibits the bell-shaped behavior seen earlier in fig-
ures 8 and 14.
6.5. Ad hoc routing protocols
In this section, we investigate whether the shape of the capac-
ity versus transmission radius curve is affected by a change
in the choice of the ad hoc routing protocol. We also examine
whether the optimal transmission radius, R∗, is appreciably
different for different ad hoc routing protocols.
Several earlier studies (e.g., [2,8]) have compared the per-
formance of different ad hoc routing protocols. These studies
have, however, primarily studied the variation in throughput
and loss rates as a function of the node mobility rates and
network density, but not as a function of the transmission
range. Our primary aim in this section is not to perform a
comparative study of the routing protocols with varying R.
Instead, we investigate whether the bell-shaped curves ob-
tained earlier using the DSR routing protocol hold true for
other well known ad hoc routing protocols such as DSDV
[15] and AODV [14]. We compare DSDV, DSR and AODV
in a 50-node network with (i) low node mobility (figure 18)
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and (ii) high node mobility (figure 19). Both these graphs
correspond to FTP traffic.
It can be seen that for almost all values of the transmis-
sion radii, AODV protocol yields the lowest capacity as com-
pared to the DSDV and the DSR protocols. The difference in
capacity of DSR, AODV and DSDV protocols is more pro-
nounced at higher mobility and at higher transmission ranges.
However, for our purposes, it is more important to note that
the shape of the capacity versus R curve and the value of the
optimum transmission range R∗, is fairly similar for all three
ad hoc routing protocols. In other words, the results of our ca-
pacity analysis are fairly independent (at least qualitatively)
of the precise choice of the ad hoc routing protocol. Since
routing protocols will continue to evolve with time, verifying
this protocol-independence is essential to making our results
and observations meaningful for future ad hoc networks.
7. Conclusion
In this paper, we focus on the theoretical performance of TCP
traffic over a multi-hop, wireless network where all links share
the same physical channel. In contrast to earlier studies that
largely focus on the throughput achievable at the MAC layer,
we concentrate on the goodput achievable at the TCP layer.
Our studies show that the TCP-layer throughput is a function
of the transmission range, R, of an individual node, since this
parameter directly affects the path length (in terms of hop
count), and implicitly, the loss rate and round trip delay of a
TCP session.
Our most important contribution lies in establishing how
the TCP-centric capacity differs from the idealized MAC-
layer capacity. The achievable TCP throughput depends on
the tradeoff between two mutually antagonistic effects:
(a) the degree of spatial reuse, which determines the number
of permitted concurrent transmissions, and
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(b) TCP’s flow control algorithm, which reduces the packet
transmission rate in reaction to packet losses or increases
in the round trip delay.
A smaller value of R results in a smaller interference area,
and thus a larger value of the maximal MAC-layer through-
put. However, a smaller transmission radius also increases
the loss rate and RTT encountered by TCP packets, both of
which lead to a reduction in TCP’s transmission rate. In gen-
eral, the goodput of an individual TCP flow decreases as ei-
ther O( 1
H
3
2
), or as O( 1H ) (where H is the number of hops),
depending on the link error rate. The overall network through-
put thus exhibits a bell-shaped curve with an optimal value R∗
for R; for R > R∗,the network is MAC-constrained, while for
R < R∗, the network is TCP-constrained. Due to these con-
straints, the maximal TCP-layer network throughput (when
the number of sessions is variable) varies between between
O(N 14 ) and O(N 12 ), in contrast to the MAC-layer bound of
O(N 12 ) obtained in earlier studies. On the other hand, when
the area of the network and the number of active sessions is
fixed, the capacity is a concave function of the transmission
range.
We have also showed how the communication energy-
efficiency is also strongly dependent on the transmission ra-
dius R. When packet retransmissions, needed for reliable
communication, and end-to-end latencies are taken into ac-
count, we see that it does not pay to reduce R beyond a certain
value—any apparent reduction in the transmission energy of
a single packet is swamped out by an increase in the number
of retransmissions and the overall communication latency.
Our simulation studies also show that the energy consumed
per byte is minimized for a certain transmission range Re,
that can often be distinct from R∗. Accordingly, the choice
of a transmission range R, at least in the range (R∗, Re), es-
sentially involves a tradeoff between network throughput and
energy efficiency.
In the second part of the paper, we studied the sensitivity of
TCP capacity to various network parameters (node mobility,
number of TCP connections), different ad hoc routing proto-
cols and different applications (Telnet, FTP). Our results show
the existence of a sharply defined optimal transmission range
R∗ in the case of persistent (FTP) traffic; for Telnet traffic, the
system capacity increases with increasing R and eventually
saturate at a value R′. Moreover, we have observed that R∗
is higher for higher mobility rates–clearly, a larger R helps
to reduce the frequency of mobility-related link breakages
and the consequent loss of data packets. By incorporating the
notion of a minimal acceptable QoS metric (loss) for an in-
dividual session, we defined and studied the QoS-compliant
capacity as a more accurate metric of network performance.
Our simulations demonstrated that the QoS-compliant capac-
ity is a bell-shaped function of the transmission range R and
exhibits a rapid decrease if the transmission range exceeds
an optimal value R. Accordingly, if the network load can-
not be estimated accurately in advance, it is better to set the
transmission range and power level of the ad hoc nodes to a
smaller, rather than a larger, value.
We expect that the work in this paper will yield useful in-
sights into the performance of multi-hop wireless networks.
In future work, we propose to study QoS-compliant capacity
for additional applications such as HTTP, each of which has
its own unique packet arrival pattern and distinct QoS con-
straints. Our studies also need to be extended to cover UDP
traffic and UDP-based applications, which often have strin-
gent constraints on additional QoS metrics such as delay, jitter
and packet loss. The results in this paper assume the Random
Waypoint model. In a recent paper [16], the authors explore
the tradeoff between the number of hops in a traffic path and
and the overall bandwidth available to individual nodes as
the transmission power is varied. These results assumed UDP
traffic and a modified random direction mobility model [16].
It will be interesting to study the sensitivity of our TCP-based
studies to different mobility models.
Appendix
In this appendix, we derive the expression for the total number
of packet transmissions necessary for reliable delivery of a
packet over an H hop path. The packet error rate for each hop
is p and the maximum number of retransmissions at the link
layer is max .
Since reliable link forwarding fails only when all max
transmissions fail, the unconditional probability of link packet
transmission failure, which we call q, is given by q = pmax;
the corresponding probability of reliable link delivery (po-
tentially using between (1, . . . , max) transmissions) is then
1 − q. Since the total number of link transmissions, given
that the link has reliably forwarded the packet, is a truncated
geometric distribution with parameter p, the conditional ex-
pected number of transmissions, Tgood, over a single link, is
given by:
Tgood =
max∑
i=1
i ∗ pi ∗ (1 − p) = 1
1 − p −
max ∗pmax
1 − pmax . (19)
Since link packet delivery fails only after exactly max trans-
missions, the corresponding conditional number of transmis-
sions, given forwarding failure is:
Tbad = max .
Now since each link fails to forward the packet independently
with q, the unconditional probability of successful end-to-
end delivery (without another source retransmission) is given
by Psucc = (1 − q)H , and the unconditional probability of
unsuccessful end-to-end delivery is given by
Pfail = 1 − (1 − q)H . (20)
Next, we determine the expected number of total packet
transmissions (over all the links that attempted to transmit a
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packet), T totalbad , given that the end-to-end forwarding attempt
was unsuccessful. Since a downstream node forwards packets
only when all the upstream nodes successfully transmitted the
packet, it is easy to see that the conditional probability that
failure occurs at the i th link is given by:
Prob f ail(i | end-to-end failure) = Probfail(i)Pfail
= (1 − q)
i−1 ∗ q
Pfail
.
If failure occurs at the i th link, the expected number of total
link-layer transmissions (over all the upstream nodes) is (i −
1) ∗ Tgood + Tbad. Accordingly, the conditional mean number
of total link-layer transmissions during link failure is:
T totalbad = Tbad + Tgood ∗ (1 − q) (21)
∗
{
1 − H ∗ (1 − q)H−1 + (H − 1) ∗ (1 − q)H
q ∗ {1 − (1 − q)H }
}
.
On the other hand, if the packet has been successfully re-
ceived at the end-destination, it is clear that the total expected
transmission energy is
T totalgood = H ∗ Tgood. (22)
Since each end-to-end transmission attempt (initiated at
the transport layer by the source) is independent of prior end-
to-end retransmissions, the total number of end-to-end trans-
missions for reliable delivery is geometrically distributed with
a mean of 11−Pfail ; hence, on average, the successful transmis-
sion of a packet involves 11−Pfail − 1 failed end-to-end trans-
missions, followed by the final successful one. Accordingly,
the total effective number of distinct packet transmissions is
T = T totalbad ∗
Pfail
1 − Pf ail + T
total
good, (23)
where T totalbad , T totalgood and Pfail are given by equations (23), (22)
and (20) respectively.
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