We consider Steklov eigenvalues of reflectionsymmetric, nearly circular, planar domains. Treating such domains as perturbations of the disc, we obtain a second-order formal asymptotic estimate in the domain perturbation parameter. We conclude with a discussion of implications for isoperimetric inequalities. Namely, our results corroborate the results of Weinstock and Brock that state, respectively, that the disc is the maximizer for the area and perimeter constrained problems. They also support the result of Hersch, Payne and Schiffer that the product of the first two eigenvalues is maximal among all open planar sets of equal perimeter. In addition, our results imply that the disc is not the maximizer of the area constrained problems for higher even numbered Steklov eigenvalues, as suggested by previous numerical results.
Introduction
We consider the Steklov eigenproblem on a simply connected, open, bounded domain Ω ⊂ R 2 with smooth boundary, ∂Ω, u = 0 in Ω (1.1a) and ∂ n u = λu on ∂Ω.
Here, is the Laplacian on H 1 (Ω) and ∂ n denotes the outward normal derivative on the boundary of Ω (e.g. [1, p. 344] ). It is well known that the Steklov spectrum is discrete and we enumerate the eigenvalues in increasing order, 0 = λ 0 (Ω) < λ 1 (Ω) ≤ λ 2 (Ω), . . . → ∞. We refer the reader to [2] for a general description of the Steklov spectrum. The Steklov spectrum coincides with the spectrum of the Dirichlet-to-Neumann map, D : H 1/2 (∂Ω) → H −1/2 (∂Ω), which maps a function f to Df = ∂ n (Hf ) where Hf is the harmonic extension of f to Ω. Steklov eigenvalues have applications in electromagnetics [3, 4] . For example, they have recently been used in a non-destructive testing method, where defects in a medium can be located from measured far-field data [5] . For this inverse problem, numerical results reveal that a localized defect of the refractive index in a disc perturbs only a small number of Steklov eigenvalues. Although the eigenvalue problem and type of defect considered in this paper are different, the results are consistent with the behaviour predicted by the present work.
It was recently observed that certain star-shaped domains with m-fold symmetry and at least one axis of symmetry have extremely large mth Steklov eigenvalue, in the sense that they are maximal within the classes of domains considered in [6, 7] . Motivated by this work, we consider a nearly circular planar domain of the form Ω ε = {(r, θ ): r ≤ 1 + ερ(θ)}.
(1.2)
Furthermore, assuming that Ω ε is reflection-symmetric, after possibly translating and rotating Ω ε , we may assume that ρ is a smooth 2π -periodic function and ρ is even, i.e. ρ(θ) = ρ(−θ). Thus, ρ may be expressed in terms of a Fourier-cosine decomposition, In this paper, we use asymptotic methods to study the Steklov eigenvalues, λ m (Ω ε ), for domains, Ω ε , of the form in (1.2) , where the radial function ρ(θ) is given as in (1.3) . Before conducting a computational experiment to motivate our results, we recall the Steklov eigenvalues of a unit disc, Ω 0 .
(i) Steklov eigenvalues of a unit disc
The Steklov eigenvalues of the unit disc are given with multiplicity by λ = 0, 1, 1, 2, 2, 3, 3, . . .
Here, 0 is a simple eigenvalue with corresponding constant eigenfunction (as it is for any domain Ω ε ). All other eigenvalues have multiplicity 2 and the eigenspace corresponding to λ = m ∈ N is spanned by the basis, given by, in polar coordinates, {r m sin(mθ), r m cos(mθ)}.
(ii) A motivating computational experiment
How do the Steklov eigenvalues change as we perturb the kth coefficient of ρ(θ)? To facilitate our discussion, we conduct a computational experiment. In figure 1 , we plot the non-zero Steklov 
for k = 7 (figure 1a) and k = 8 (figure 1b). Every other line is plotted as a dashed line to help show the multiplicity of the eigenvalues. Let λ m (ε) denote the mth Steklov eigenvalue of the domain Ω ε (counting multiplicity). We make the following observations.
(a) For the disc (ε = 0), indeed the positive integers are eigenvalues of multiplicity 2.
(b) For k = 7, the figure suggests that dλ m /dε| ε=0 = 0 for all m computed. Eigenvalues which are an integer multiple of 7 at ε = 0 (i.e. λ 13 , λ 14 , λ 27 , λ 28 , λ 41 , λ 42 . . .) split at ε = 0, but do so at higher order in ε. (c) For k = 7, we have that λ 7 (ε) = λ 8 (ε) is increasing on an interval [0, ε * ] where ε * ≈ 0.16 at which point there is an eigenvalue crossing, where it appears to have multiplicity three. For ε > ε * , λ 7 (ε) is decreasing and is the eigenvalue that is smoothly continued from λ = 7 at ε = 0. (d) For k = 8, the figure suggests that dλ m /dε| ε=0 = 0, for all m except m = 7, 8. At ε = 0, the eigenvalue λ 7 (0) = λ 8 (0) = 4 has multiplicity 2. For ε > 0 small, these eigenvalues split. We anticipate that
for some constants c 1 , c 2 > 0. Eigenvalues which are a higher integer multiple of 4 = 8 2 at ε = 0 (i.e. λ 15 , λ 16 , λ 23 , λ 24 , λ 31 , λ 32 , . . .) split at ε = 0, but do so at higher order in ε. (e) For k = 8, λ 8 (ε) is a simple eigenvalue and increases with ε on an interval (0, ε * ) where ε * ≈ 0.15, at which point there is an eigenvalue crossing, where it appears to have multiplicity two. For ε > ε * , λ 8 (ε) is decreasing and is the eigenvalue that is smoothly continued from λ = 8 at ε = 0. (f) For both k = 7 and k = 8, the kth eigenvalue is locally maximized at the respective values of ε * referenced above. These observations are consistent with the computational results for extremal Steklov eigenvalues in [6] . Namely when maximizing the 7th eigenvalue, the 7th coefficient was perturbed and when maximizing the 8th eigenvalue, the 8th coefficient was perturbed.
We comment that the k = 7 and k = 8 experiments are qualitatively similar to the same computational experiment performed for other odd and even values of k, respectively.
(a) Results
In this paper, we use formal asymptotic methods to make precise some of the above observations in the computational experiment. In §3, we consider general domains of the form in (1.2) with ρ given in (1.3). We make the following smoothness assumption in the shape perturbation parameter, ε. The results of the asymptotic calculations are summarized in our main theorem, theorem 3.1. Here, we state a simplified result for a domain of the form in the numerical experiment above,
That is, ρ(θ) = cos(kθ ) for k ∈ N fixed. 
The O(ε 2 ) asymptotic expressions can be obtained from theorem 3.1.
A proof that corollary 1.2 follows from theorem 3.1 is given in §3. The proof of theorem 3.1 relies on the decomposition
into functions that are symmetric and anti-symmetric with respect to the x-axis, as described in §2. With this decomposition in hand, we formally expand the symmetric and anti-symmetric Steklov eigenfunctions separately in ε, as well as their eigenvalues, as in [8, 9] . Also, expanding the normal vector asymptotically in ε, we use (1.1) to solve for the first two terms in this formal series. Of course, without a rigorous proof of analyticity of the eigenvalues with respect to the shape-perturbation parameter ε (see assumption 1.1), such results are purely formal: a rigorous treatment of analyticity is forthcoming.
We illustrate corollary 1.2 for k = 10 and k = 11 in figure 2 . For small values of m, we plot λ m (ε) and its second-order expansions as given in corollary 1.2. Corollary 1.2 explains some of the observations in the above computational experiment. In particular, it implies that dλ m /dε| ε=0 = 0 except for the 7th and 8th eigenvalues in the case when k = 8 (even). Looking at figure 1a, corollary 1.2 implies that only 13th and 14th eigenvalues split at O(ε 2 ). Looking at figure 1b, corollary 1.2 implies that the 15th and 16th as well as the 23 and 24th eigenvalues split at O(ε 2 ). In both cases, the splitting of larger multiplies occurs at higher order in the asymptotic expansion, which is plausible from figure 1. In §4, we use the asymptotic results to study some isoperimetric inequalities for Steklov eigenvalues. After obtaining asymptotic expansions for both perimeter and area for nearly circular domains of the kind given by (1.2), one readily obtains 'local' versions of previously established results by Weinstock [10] and Brock [11] on isoperimetric inequalities for the first non-zero Steklov eigenvalue. We also consider isoperimetric inequalities for higher Steklov eigenvalues, using theorem 3.1 together with the asymptotic expansion for area to deduce that the ball is not a maximizer for
Our results also support the result of Hersch, Payne and Schiffer that the product of the first two Steklov eigenvalues is maximal among all open planar sets of equal perimeter [12] .
(i) Comparison to the asymptotic expansion of Laplace-Dirichlet Eigenvalues for nearly circular domains [8, 9] Consider the Laplace-Dirichlet eigenproblem on Ω ⊂ R 2 with smooth boundary, ∂Ω,
The spectrum for this problem is well studied. For a nearly circular domain with boundary
the first eigenvalue was computed by Lord Rayleigh in the 1890s [8] . Denoting the area of Ω by A, he found that
Wolf & Keller [9] continued this work, finding the asymptotic expansions for higher eigenvalues,
This expansion was used to prove that the disc is a local minimum of the third Laplace-Dirichlet eigenvalue among equal volume domains. Similar asymptotic arguments were used in [13, 14] to study minimal convex combinations of the first three Laplace-Dirichlet eigenvalues. We note the similarity in the O(ε) term of (1.5) and that of the expansion obtained in theorem 3.1; in particular, the O(ε) terms in both expansions depend explicitly only on the 2mth Fourier coefficient. It is also noteworthy that, at O(ε 2 ), both expressions exhibit dependence on all Fourier coefficients.
These asymptotic approach was recently used in [15] to show that, except for the first four, no Laplace-Dirichlet eigenvalue can be minimized by discs or disjoint unions of discs in the Euclidean plane.
Decomposition of L 2 (Ω) and L 2 (∂Ω) into symmetric and anti-symmetric functions
Let R be the reflection operator R :
denote the Dirichlet-to-Neumann map, which maps a function f to Df = ∂ n (Hf ) where Hf is the harmonic extension of f to Ω. We say that Ω is symmetric or reflection invariant if RΩ = Ω. It is not difficult to prove the following Proposition. 
R acting on L 2 (∂Ω) decomposes L 2 (∂Ω) into the orthogonal sum of symmetric and antisymmetric functions,
Each of these subspaces is invariant under action by R. Since D and R commute on H 1/2 (∂Ω), the spectral theory of D can be reduced to the eigenspaces in the orthogonal sum. 
Remark 2.3 (Notational Warning!).
In §1, we enumerated the eigenvalues counting multiplicity for the operator acting on H 1 (Ω). In §3, we will enumerate the eigenvalues counting multiplicity for the operators acting on H 1 a (Ω) and H 1 s (Ω). For ε = 0, this corresponds to counting the eigenvalues without counting multiplicity. We give the correspondence in §3g.
3. Perturbation theory for Steklov eigenvalues of reflection-symmetric, nearly circular planar domains Ω ε , ε > 0
In this section, we derive an asymptotic expression for the Steklov eigenvalues, as stated in theorem 3.1. In § §3f and g, we prove corollary 1.2. Let Ω 0 ⊂ R 2 be the unit disc, and let Ω ε be as in (1.2). We seek solutions to the Steklov eigenvalue problem (1.1). By proposition 2.2, when restricted to the subspaces L 2 s and L 2 a , the eigenvalues of the Steklov operator are simple and standard perturbation methods can be used (e.g. [16, p. 445] ). In what follows we will derive the perturbation expansion for these two spaces separately.
(i) Symmetric solutions
Since the family {r k cos(kθ )} k∈N forms a complete orthonormal basis for L 2 s (Ω ε ) with ε = 0, we follow [9] and, supposing Assumption 1.1 holds, make the following perturbation ansatz in ε for 
Definingr = (cos θ, sin θ) andθ = (− sin θ , cos θ ), and using the identity ∇ = ∂ rr + r −1 ∂ θθ , we have that
This ansatz satisfies (1.1a) exactly and we will find the terms in the expansion so that (1.1b) is satisfied at each order. Denoting the expansion of the normal vector byn ε = n 0 + εn 1 + ε 2 n 2 + o(ε 2 ), we have the left-hand side (LHS) and right-hand side (RHS) of (1.1b) given by
and
At O(ε 0 ), we recover the symmetric Steklov eigenpairs of the disc, λ (ii) Antisymmetric solutions Similarly, the family {r k sin(kθ )} k∈N forms a complete orthonormal basis for L 2 s (Ω ε ) with ε = 0. We make the perturbation ansatz in ε for the eigenvalue λ ε and corresponding eigenfunction u ε
We compute
The LHS and RHS of (1.1b) are similar to (3.3), with v j replaced by w j and cos( jθ) replaced by sin( jθ ), 
At O(ε 0 ), we recover the antisymmetric Steklov eigenpairs of the disc, λ (a) Asymptotic expansions for geometric quantities
In this subsection, we compute the asymptotic expressions for area and perimeter of Ω ε , along with the outward normal vector to ∂Ω ε .
(i) Area
The area of Ω ε is given by
We also compute
(ii) Normal vector
We first seek the first three terms in the expansion ofn =n(ε). We begin by calculating the tangent vector of ∂Ω ε for a given θ . Noting that
the (non-normalized) tangent vector τ ε is given by
wherer = (cos(θ ), sin(θ )) andθ = (− sin(θ ), cos(θ)). Thus a (non-normalized) vector that is outward normal to the boundary is given bỹ
We now seek to normalizeñ ε . It is easy to check that
Taking the square root, we find that Taking the reciprocal, we have that
Finally, we obtain the unit-normalized outward normal vector,
where n 0 =r, (3.10a)
The perimeter of Ω ε is given by
We compute the O(ε 1 ) term for λ ε corresponding to symmetric and anti-symmetric modes.
(i) Symmetric modes
We collect terms of first order in ε in (3.3) to obtain
Using (3.10) and the expression for v j in (3.2), the above equation simplifies to
Multiplying by cos(mθ) and integrating over ∂Ω 0 , we obtain and
14)
The computation of the constants A and B s can be found in appendix A. From (3.12), we conclude (
ii) Antisymmetric modes
Collecting terms of first order in ε and using the expression for w j in (3.5), we obtain the equation
Multiplying by sin(mθ ) and integrating over ∂Ω 0 , we obtain
where A is defined in (3.13) and
The computation of the constants A and B a can be found in appendix A. From (3.16), we conclude
In this section, we compute the conditions on the terms in the expansions (3.1) and (3.4) so that the eigenfunctions are normalized, satisfying
at each order in ε.
(i) Symmetric modes
Using (3.1) and (3.19), we obtain
Collecting zeroth-and first-order terms, we obtain the equation
At O (1), we obtain 
Using B a in (3.17), we obtain
We compute the O(ε 2 ) term for λ ε corresponding to symmetric and antisymmetric modes.
We now collect O(ε 2 ) terms in (3.3a) and (3.3b) to calculate λ (2) . The left-hand side (3.3a) has the terms
Collapsing terms with Kronecker deltas, this simplifies to
The right-hand side (3.3b) yields the sum
Substituting λ (0) = m and λ (1) from (3.15) , and collapsing terms with Kronecker deltas, this simplifies to (2) term reveals the following equality:
Substituting (3.20) into (3.24), multiplying by cos(mθ), and integrating over [0, 2π ) yields
where B is as in (3.14), and C, D s , E s , F s j and G s j are defined as follows:
These constants are evaluated in appendix A. In (3.25), we substitute (A 2), (A 4), and (A 7), (A 8) and (A 10), and simplify to obtain (
ii) Antisymmetric modes
We now collect O(ε 2 ) terms in (3.6a) and (3.6b) to calculate λ (2) . Simplifying the left-hand side (3.6a), we obtain
The right-hand side (3.6b) can be simplified to
Equating (3.28) and (3.29) and isolating the λ (2) term reveals the following equality: 
where C is defined in (3.26a) and D a , E a , F a j and G a j are defined by
These constants are evaluated in appendix 4. In (3.31), we substitute (A 3), (A 5), and (A 7), (A 9) and (A 11), and simplify to obtain 
where λ (2) m is given in (3.27) .
Eigenvalues corresponding to anti-symmetric modes
where λ (2) m is given in (3.33).
(f) Proof of corollary 1.2
For a k with k = 0, the result is simply derived from the homothety property of Steklov eigenvalues, λ m (tΩ) = t −1 λ m (Ω) by taking t = 1 + ε and Ω the unit disc.
(i) Symmetric modes
We fix n ∈ N and take a k = δ(n − k). Using theorem 3.1, we find that an eigenvalue corresponding to a symmetric mode satisfies
Separating out the terms, we have that 
where we have ordered the eigenvalues with multiplicity. This implies that the disc is locally maximal in a 2 , which is a local version in dimension two of the following theorem, due to F. Brock.
Theorem 4.2 ([11]). Let Ω ⊂ R d be a bounded Lipschitz domain and denote by ω d the volume of the d-dimensional ball. Then
with equality if and only if Ω is a ball.
Theorem 3.1 and (3.11) can be combined to show that
This implies that the ball is stationary at O(ε), which is consistent with the following result of J. Hersch, L. Payne and M.M. Schiffer.
Theorem 4.3 ([12]). Among all planar open sets,
with inequality attained by the disc.
For m ∈ N, we now consider the higher eigenvalue optimization problem
where we have ordered the eigenvalues with multiplicity. Combining theorem 3.1 and (3.8), we have
This result shows that for even numbered eigenvalues, the ball is not a local maximum for the area constrained problem. 
We will use the following product-to-sum trigonometric identities in the forthcoming calculations:
We next calculate F s j and F a j . Using (A 1b) and (A 1c), we have that
and 
