Abstract. Let B ⊂ R n (n ≥ 1) be a unit ball and D ⊂ R m be a bounded domain. We study the global branch consisting of interior single-peak solutions of the elliptic Neumann problem ∆u + λ(−u + u p ) = 0 in B, ∂ν u = 0 on ∂B and the monotonicity of the first eigenvalue along the branch for large λ, where
Introduction and Main results
Let Ω ⊂ R n be a bounded domain. We are concerned with the solution structure of the elliptic Neumann problem Throughout the present paper we define f (u) := −u + u p , B := {x ∈ R n ; |x| < 1}, and λ := 1/ε 2 . In this paper we mainly consider (1.1) with Ω = B. It is convenient to study the problem Singularly perturbed elliptic equations arise in physical and biological models. In particular, the Neumann problem (1.1) on a bounded domain appears in the stationary problem of the Keller-Segel model for chemotaxis aggregation [10] and the shadow system of the Gierer-Meinhardt model for biological pattern formations [6] . For these two decades the problem (1.1) has attracted considerable attention and solutions with various shapes have been found. See [24, 26] for single-peak solutions, [8] for multi-peak solutions, and [17] for boundary concentrating solutions.
An interior single-peak solution u(x) of (1.2) is a concentrating one such that
, where u * (x) is the radially symmetric and radially decreasing solution of the problem
Note that the uniqueness of u * was proved by Kwong [13] . Let D ⊂ R m be a bounded set with smooth boundary. We consider (1.1) Then v is a solution of (1.1) which concentrates on {0}×D. The aim of this paper is to study the monotonicity of the first eigenvalue along the branch of concentrating solutions u and global structures of the branches {(λ, u)} and {(λ, v)}. The monotonicity of the first eigenvalue plays an important role in the proof of secondary bifurcations.
We study the radial branch of the single-peak solutions of (1.2). We easily see that u ≡ 1 is a solution of (1.2) and that a radial branch C bifurcates from (λ, u) = (µ 1 (B)/(p − 1), 1), where µ 1 (B) is the first positive eigenvalue of the Neumann Laplacian on B in the space of radial functions. In Proposition 3.1 we will show that this branch is parametrized by u(O). (Another radial branch does not emanate from the branch of the single-peak solutions (Proposition 3.1).) Moreover, we will see that this branch C is unbounded in λ and that if λ is large, then each solution u is non-degenerate (Proposition 2.4), i.e., the associated linearized problem (1.5) ∆ϕ + λf ′ (u(λ))ϕ = µϕ in B, ∂ ν ϕ = 0 on ∂B does not have a zero eigenvalue. Therefore, u(λ) is a smooth graph of λ provided that λ is large. The first main result is about the global bifurcation diagram of this branch.
Theorem A. Assume that n ≥ 2. There is a radial branch emanating at (λ 0 , 1) on the trivial branch {(λ, 1)} such that the following hold: (i) The branch is parametrized by the L ∞ -norm and it can be written as {(λ(α), u(r, α))} 1<α<α * (∥u( · , α)∥ ∞ = α).
(ii) lim α↓1 λ(α) = λ 0 and lim α↑α * λ(α) = ∞. In relation to (v) in Theorem A we conjecture the following:
Conjecture 1.1. The branch of interior single-peak solutions has exactly one turning point.
The second main result is the monotonicity of the first eigenvalue of (1.5) in λ when λ is large.
Theorem B.
Suppose that 2 ≤ n ≤ 5 and 2 ≤ p < p S . Let µ 0 (λ) be the first eigenvalue of (1.5) . Then
where µ * 0 is the first eigenvalue of the eigenvalue problem
See Remark 2.5 for a formal derivation of (1.6). The assumption p ≥ 2 guarantees that f ′′ (u) is bounded near u = 0. The term f ′′ (u) appears in the calculation of Next, we consider the case n = 1. We easily see that the branch consists of even solutions. This branch emanates from (λ, u) = (π 2 /(p − 1), 1). Using ODE techniques, we prove the non-degeneracy of every solution of the branch when p ≥ 2 is an integer. Note that for each p > 1, the non-degeneracy of monotone solutions is known when λ is large [4] . In the proof we use the fact that f (u) is a polynomial. We thus need the assumption that p is an integer.
One of the authors [18, Lemma 3.3] studied the eigenvalue problem associated to the boundary-single-peak solution in the interval [0, 1] which concentrates at x = 0. An interior single-peak solution can be constructed by even reflection and the first eigenfunction is also the even reflection of the first eigenfunction associated to the boundary-single-peak solution. Thus the first eigenvalue associated to the interior single-peak solution in [−1, 1] is the same value. When n = 1, the first eigenvalue of the linearized problem
can be written explicitly, namely, µ * [4, 18] for example.) An immediate consequence of [18, Lemma 3.3] is Proposition 1.2. Suppose that n = 1 and p ≥ 2. Let µ 0 (λ) be the first eigenvalue of (1.5) . Then
Theorem B is a high-dimensional version of Proposition 1.2. When p = 3, the first eigenvalue and eigenfunction can be written explicitly (Lemma 4.6). We can prove the strict monotonicity of the first eigenvalue along the whole branch.
Theorem D. Suppose that n = 1 and p = 3. Then
We may expect the following: Let us consider the radial solutions of (1.2). Let r := |x|. Substitutingũ(s) := u(r) and s = √ λr into (1.2), we havẽ
if n = 1. Here we are interested in a solutionũ decreasing in (0, √ λ). Since √ λ is the first positive zero ofũ s , we call √ λ the time-map (or the period function). Table 1 shows the results about the monotonicity of the time-map and the first eigenvalue µ 0 (λ). Note that the monotonicity of the time-map ((i) and (iii) in Table 1 ) easily follows from the non-degeneracy of the solution and that (iv) in Table 1 corresponds to Proposition 1.2. Table 1 . Monotonicity of the time-map and first eigenvalue. Theorems B, C, and D correspond to (vi), (ii), and (v), respectively, while (i), (iii), and (iv) have been known previously.
Next we consider the case Ω = B × D and study the bifurcation from the branch {(λ, v(λ))}. Then the eigenvalue problem is
This problem is split into two equations:
where Φ(x, y) := ϕ(x)ψ(y). Hence we have
As mentioned below, in order to apply the bifurcation theorem of Crandall and Rabinowitz [3] we show that a simple real eigenvalue passes the origin at non-zero speed. Since η is an eigenvalue of the Neumann Laplacian on D, η does not change in λ. As an application of Theorem B, we show that secondary bifurcations occur. Wei [26] studied the eigenvalue problem associated to an interior single-peak solution. By [26, Theorem 1.3] (Proposition 2.4 in the present paper) we see that a single-peak solution is non-degenerate when λ is large and that the bifurcation does not occur. However, if the concentration occurs not at one point but on a one-or multi-dimensional set, then the bifurcation occurs and the peak of a concentrating solution splits into many peaks through the bifurcation (Corollary E). See [18, Theorems A and B] for the cases of an annulus and a rectangle. Therefore the topology of Ω is not directly related to the phenomenon of infinitely many bifurcations. Rather, it depends on the dimension of the concentration set.
Let us explain some technical details. We assume that {(λ, u(λ)); λ ∈ R} is a smooth curve of solutions of (1.2). When the linearized eigenvalue problem
has a simple zero eigenvalue, the Crandall and Rabinowitz bifurcation theorem [3] (Proposition 2.1 in the present paper) guarantees that another curve consisting of solutions of (1.2) emanates from (λ 0 , u(λ 0 )) provided that
where ϕ 0 is an eigenfunction associated to the simple zero eigenvalue and u λ := du dλ . This condition is called the transversality condition (or non-degeneracy condition). See (b) in Proposition 2.1. It is well known that (1.12) is equivalent to
Here µ(λ) is a unique near-zero eigenvalue of the eigenvalue problem
and µ(λ 0 ) = 0. We briefly show this equivalence below. First, we can show that the eigenpair (µ, ϕ) is continuously differentiable in λ. Differentiating (1.14) in λ, we have
, ϕ λ ⟩ and evaluating it at λ = λ 0 , we have
which indicates the equivalence between (1.12) and (1.13). Because of (1.13), the strict monotonicity of eigenvalues is important in proving the secondary bifurcation.
When u(λ) depends on λ, i.e., u λ ̸ ≡ 0, it is hard to check (1.13), because it is almost impossible to obtain exact expressions of u λ and ϕ 0 and it is difficult to determine the sign of the RHS of (1.16). (There are several exceptional cases where the transversality condition can be checked. See Lin [14] for example.) In order to show that a bifurcation occurs topological methods using the degree theory are usually used. See [7, 15, 16, 19, 22] for example. However, when λ is large, we directly check (1.13), using a blow-up argument. In particular, we show that as
, and λu λ (r/ √ λ) → ru * r (r)/2 in some sense. Here ϕ * is the first eigenfunction of (1.7). Using the dominated convergence theorem and a key equality (3.6), we can show that the limit of the RHS of (1.16) is µ * 0 (Theorem B). It is perhaps interesting to note that a Pohozaev type identity (3.11) is involved in the proof of (3.6).
When n = 1, the time-map is explicitly given by the integral (4.6). In the proof of Theorem C we use Chicone's sufficient condition [2] which requires that a function determined by f (u) is convex and to conclude the monotonicity of the time-map (see Proposition 4.2). See also [5] and references therein for results about timemaps. Our proof involves a nontrivial manipulation of polynomials. Specifically, we show that a polynomial g(U ) given by (4.10) is positive for U > 0 in order to prove the corresponding sufficient condition (4. Shi [21] studied the solution structure of the Neumann problem (1.2) with general nonlinearity in a rectangle. Among other things, he showed that the branch of onedimensional monotone solutions has secondary bifurcation points, assuming the transversality condition. By Theorem D and Corollary E we show that there are infinitely many bifurcation points when f (u) = −u + u p (p > 1).
Corollary 1.4.
Assume that Ω is a rectangle and f (u) = −u+u 3 . Every degenerate solution on the branch of the one-dimensional monotone solutions is a bifurcation point. In particular, the branch has infinitely many secondary bifurcation points. This paper consists of four sections. In Section 2 we recall known results. In Section 3 we study the case n ≥ 2 and prove Theorems A and B and Corollary E. In Section 4 we prove Theorems C and D and Corollary 1.4.
Preliminaries

2.1.
Bifurcation from a simple eigenvalue. Let B 0 , B 1 be two Banach spaces. We consider the abstract functional equation E(λ, u) = 0, where E : R × B 0 → B 1 is a nonlinear smooth mapping. We assume that E(λ, 0) = 0 for λ ∈ R. Crandall and Rabinowitz [3] studied nontrivial solutions near the trivial branch {(λ, 0)} and gave a sufficient condition for bifurcation. The celebrated Crandall-Rabinowitz bifurcation theorem [3] is the following: 
2.2. Notation. Throughout the present paper, we denote R + := {x > 0} and B R := {x ∈ R n ; |x| < R}. In particular, by B we denote B 1 . By L q (Ω) and W 2,q (Ω) we denote the usual Lebesgue and Sobolev spaces on Ω ⊂ R n , respectively. We define 
By u * (s) we denote the unique positive solution of (1.4). We first mention the eigenvalue problem of (1.7).
Proposition 2.2. The eigenvalue problem (1.7) admits eigenvalues:
The first eigenfunction is radial and the eigenfunctions corresponding to 0 are nonradial.
It is well known that u * , u * s , and u * ss decay exponentially. Therefore, u *
. . , n), and they are independent eigenfunctions of (1.7) corresponding to 0. Since
is invertible in the space of radial functions. Thus the equation L * w = −f (u * ) has a unique solution in the space of radial functions. On the other hand, by direct calculation we have
2.4. Single-peak solution. Wei [25] constructed an interior single-peak solution in rather general domains, and in [26] he studied the associated eigenvalue problem. In this paper we study only radially symmetric solutions in B. Hence we mention results of [25, 26] in the case where the domain is B.
Proposition 2.4. Suppose that n ≥ 2. (i) When λ is large, (1.2) has an interior single-peak solution u(r; λ). This solution is radially symmetric and radially decreasing.
(ii) The associated eigenvalue problem (1.5) admits eigenvalues:
, where c is a positive constant. The eigenfunctions corresponding to µ 1 are nonradial. In particular, this single-peak solution is non-degenerate, and there is λ 0 > 0 such that {(λ, u(r; λ)); λ > λ 0 } is a smooth curve of single-peak solutions of (1.2).
Remark 2.5. (1.6) can be formally obtained by differentiation of
µ 0 = µ * 0 λ + o(λ).
Theorem B is a rigorous justification of this formal differentiation.
Let L := ε 2 ∆ + f ′ (u) be an operator with the Neumann boundary condition. Then in the space of radial functions L does not have an eigenvalue in the interval
is uniformly bounded in λ.
Proofs of Theorems A and B and Corollary E
We consider the case n ≥ 2.
3.1. Notation. In this section we consider a radially symmetric single-peak solution of (1.2). It is well known that this solution is radially decreasing, i.e., u r < 0 (0 < r < 1). Let u(r) be the radially decreasing solution. We sometimes use the stretched variable s := √ λr(= r/ε). We defineũ(s) := u(r). Thenũ(s) satisfies
Since u(r) andũ(s) depend on λ, we also write u(r; λ) andũ(s; λ). Let (µ, ϕ(r)) (ϕ(0) = 1) be the first eigenpair of (1.5). Then ϕ(r) is radially symmetric. We defineφ(s) := ϕ(r). Thenφ satisfies
denote the first eigenfunction of (1.7). Since u is radially symmetric, we also consider the initial value problem of the following ODE:
We denote the solution of (3.2) by U (s, α).
Parametrization of the radial branch.
To begin with, we study the local parametrization of the radial branch.
Proposition 3.1. Let (λ 0 , u 0 ) be a nonconstant radial solution of (1.2) , and let
The local parametrization result for Dirichlet problems was obtained in [9, 12] . The authors could not find the proof for Neumann problems in the literature. We give the proof for readers' convenience.
Proof. Let s :=
√ λr andũ(s) := u(r). Thenũ is not constant andũ satisfies (3.1). We consider the initial value problem (3.2) and denote the solution by U (s, α) .
, it is enough to show that U ss ( √ λ, α) ̸ = 0. Suppose the contrary, i.e., U ss ( √ λ, α) = 0. Differentiating (3.2) with respect to s, we have
, we see by the uniqueness of the ODE that U s (s, α) ≡ 0. Thus U is a constant solution of (3.2) which contradicts that u is not constant. Hence U ss ( √ λ, α) ̸ = 0. We can apply the implicit function theorem to (ii)ũ
Proof. We briefly prove the lemma.
(i) Kwong [13] showed that there is a unique α * > 0 such that the following hold: We also have
where J n 2 −1 (r) represents the Bessel function of the first kind of order 
which is positive by (3.4). □
Since the zero eigenvalue is simple, the Rabinowitz global bifurcation theorem [20] is applicable and the branch is unbounded or it meets the trivial branch. Using the zero number and the Sturm-Liouville theory, we can show that the branch does not meet the trivial branch, hence the branch is unbounded. Because of Proposition 3.1 and Lemma 3.3, λ = λ(α) is defined on (1, α * ). Another radial branch does not emanate from the branch (Remark 3.2). Thus the branch can be written as {(λ(α), u(r, α))} 0<α<α * and the branch of interior single-peak solutions connects to the trivial solution. Theorem A (i)-(iii) holds. (iv) follows from Lemma 3.4. Finally, (v) follows from (iii) and (iv). Thus we obtain Theorem A.
A priori bounds. Lemma 3.5. (i)φ
Proof. Differentiating (3.1) in s, we havẽ
Multiplying both sides byũ s s
n−1 and integrating it over (0, √ λ), we have
where we use integration by parts. It follows from a variational characterization of the first eigenvalue that
Because of the proof of Lemma 3.3, there is r 0 > 0 such that f ′ (ũ) −μ < −1 for r > r 0 provided that λ is large. Because of (3.5), 0 <μ ≤ ∥f ′ (ũ)∥ ∞ . Sincẽ u is bounded (Lemma 3.3 (i)), ∥f ′ (ũ)∥ ∞ and henceμ is bounded. By Harnack's inequality applied to the bounded set
, we obtain the conclusion of (ii) by standard comparison argument in R n \B r0 (O). We prove (i). Because of (3.5), (0 <)μ ≤ ∥f
On the other hand, it easily follows
By the interior Schauder estimate we see that
Using the Ascoli-Arzelá theorem and a diagonal argument with expandin g domain (R j → ∞), we see that there are ϕ * ∈ C 2 (R n ) ∩ R and µ * ∈ R, which is guaranteed by the boundedness ofμ, such thatφ
denote the characteristic function. It follows from Fatou's lemma and the pointwise convergence of |∇φ|
is the first eigenpair of (1.7), because ϕ * ≥ 0. In particular,φ pointwisely converges to ϕ * as λ → ∞, because of the
(ii) follows from (i), the elliptic interior L q -estimate, and the continuous embedding
Proof. Let L := ε 2 ∆+f ′ (u) be an operator with the Neumann boundary condition. Since u is radial, L is an operator from 
where we use
Using an argument similar to one used in the proof of Lemma 3.5 (i), we see that there is v
Since v is bounded andũ decays uniformly in λ, ∥∇v∥
It follows from Fatou's lemma and the pointwise convergence of |∇v| 
In the proof of Lemma 3.8 we use the following:
Lemma 3.9. 
Using (3.9), we have
where L * is defined by (2.1). Substituting (3.8) and (3.10) into (3.11), we have (3.7). □
We have used the Pohozaev type identity (3.11). Now we prove Lemma 3.8.
Proof of Lemma 3.8. Since f
Using Lemma 3.9, we have (3.13)
Adding (3.12) and (3.13), we have
Substituting (3.15) into (3.14), we have (3.6). □ 3.6. Proof of Theorem B. Using the boundedness and pointwise convergence of u, λũ λ , andφ, we can prove Theorem B
Proof of Theorem B. It is clear that (1.16) holds for not only a near-zero eigenvalue but also the first eigenvalue, because it is simple. Changing variables s = √ λr, we have
We study the numerator of the RHS of (3.16), i.e.,
Because of Lemma 3.3 (i), Lemma 3.5 (ii), and Lemma 3.7 (i), there is C 0 > 0 such that |f ′ (ũ)φ + f ′′ (ũ)λũ λφ | < C 0 uniformly in λ. Moreover, we see by Lemma 3.5 (ii) that there is ζ(s) > 0 such that |φ(s)| ≤ ζ(s) and ζ(s) decays exponentially. Thus |f
The dominated convergence theorem is applicable. Because of Lemma 3.3 (ii), Lemma 3.5 (i), and Lemma 3.7 (ii), we have (3.17)
Using Lemma 3.5, we have
Two limits imply that (the RHS of (3.16)) →
Because of Lemma 3.8, (3.16) , and (1.16), we obtain (1.6). □ 3.7. Proof of Corollary E. Using the monotonicity of the first eigenvalue µ 0 and the smallness of the second eigenvalues µ 1 , . . . , µ n , we prove Corollary E.
Proof of Corollary E. We consider the case n ≥ 2. Let {µ i } i≥0 and {η j } j≥0 be the sets of the eigenvalues of (1.5) and the second equation of (1.9), respectively. As mentioned in Section 1, each eigenvalue of (1.8) can be written as (1.10). Therefore we define ν ij (λ) := µ i (λ) + η j . We consider the case where λ is large. Because of Proposition 2.4, ν ij ≤ µ n+1 < 0 for i ≥ n + 1. Since η 0 = 0, η 1 < 0, and 0 < µ 1 
, we see that ν ij ̸ = 0 for i ∈ {1, 2, . . . , n}. Thus when there is a large λ 0 such that ν ij (λ 0 ) = 0, i = 0. Using Theorem B, we have
Since transversality condition (1.12) holds and ν 0j is a simple eigenvalue, Proposition 2.1 is applicable. Thus a local bifurcation occurs at (λ 0 , v(λ 0 )). Moreover, µ 0 → ∞ as λ → ∞, there are infinitely many bifurcation points when η j (j ∈ N) is simple. The case n = 1 can be proved similarly, since in the space of even functions the second eigenvalue of (1.5) 
where the prime represents differentiation with respect to y. Let
.
The algebraic equation
and the ODE of (4.1) has a periodic solution U (y) satisfying (U (0),
, where T represents the period. The periodic solution U (y) satisfies the boundary value problem (4.1) if and only if an integral multiple of its half period T /2 is equal to the interval length 2 √ λ. Let h = F (U 1 ). We can regard T as a function of h and write T = T (h). Note that
, and h(1) = 0. Now we are interested in an interior single-peak solution u(x) of (1.3). This solution corresponds to the decreasing solution of the half problem of (1. 
See [11, (I.6.3) and (I.6.11)] for details of these formula. We easily see that
) ,
This inequality means that the bifurcation at (λ 0 , 1) is a supercritical pitchfork one for p ≥ 2.
It is well known that the branch of nontrivial solutions of (1.3) (and (4.1)) does not emanate from another branch of nontrivial solutions. Hence if a secondary bifurcation occurs, then it should be a turning point. Since
the bifurcation diagram is determined by the graph of T (h). Moreover, the Morse index of the solution of (1.3) (and (4.1)) is also determined by T . Let U (y) (U ( √ λ) = U 1 ) be a solution of (4.1), and let m(U ) denote the Morse index of U . Then 
Recall that positive solutions of (1.3) correspond to periodic ones of the ODE in (4.1). This implies that their bifurcation diagram is completely determined by Theorem 4.1.
Since F (U ) has a critical point at U = 0, (ii) holds. It remains to prove (i). Although the period T (h) is explicitly given by the integral
it is not so easy to determine the sign of T h .
Proof of Theorem 4.1 (i).
We use a result of Chicone [2] . For the reader we first recall his result. Let I = (ξ 1 , ξ 2 ) ⊂ R with ξ 1 < 0 < ξ 2 , and let V : I → R be a C 3 function such that V (ξ 1 ) = V (ξ 2 ) and
i.e., V (ξ) has a local minimum V (0) = 0 at ξ = 0 and no other extremum on I. We consider the second-order differential equation
Eq. (4.7) has the trivial solution ξ = 0, and any solution ξ = ξ(t) of (4.7) with ξ(0) ∈ I\{0} and ξ ′ (0) = 0 is periodic. Let T (h) be its period with h = V (ξ(0)) as above. We define a function φ(ξ) by
Chicone [2] proved the following result. We now prove Theorem 4.1 (i).
Proposition 4.2 (Chicone [2]). If
We easily see that
Hence, the functions g ℓ (U ), ℓ = 1, 2, 3, are factored as
whereḡ ℓ (U ), ℓ = 1, 2, 3, are (p − 3)-or (p − 2)th order polynomials. This means via (4.11) that the function g(U ) is also divisible by (U −1) 4 . So we define a polynomial
If all coefficients ofḡ(U ) are positive, then the condition (4.8) holds, as in the case of 2 ≤ p ≤ 5.
Lemma 4.4. Let q > 3 be an integer. Suppose that
for some a j ∈ R, j = 1, . . . , q − 1, and α j , β j ∈ R, j = 1, 2, 3. Then The linearized eigenvalue problem becomes (4.17)
We essentially follow the method of [23] . We find the eigenfunction of the form Φ(U (y)). Since
In the case where f (U ) = −U + U 3 the above equation becomes (4.19)
In general it is difficult to find the pair (µ, Φ). However, we can find the exact expression of the first eigenpair for the special nonlinearity. Proof. By direct calculation (Φ, µ) satisfies (4.19) and satisfies the Neumann boundary condition. In order to show that µ is the first eigenvalue we prove Φ(U (y)) > 0. Since U (y) ≥ U 1 , Φ(U (y)) ≥ 3U 
