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ABSTRACT
Higher Order Ambisonics (HOA) is a popular method for
rendering spatial audio. However, the desired sound field
can be reproduced over a small reproduction area at lower
ambisonic orders. This problem can be handled by up-
scaling B-format signals using several methods both in the
time and frequency domain. In this paper, a novel Se-
quential Multi Stage DNN (SMS-DNN) is developed for
upscaling Ambisonic signals. The SMS-DNN allows for
training of a very large number of layers since training is
performed in blocks consisting of a fixed number of lay-
ers. Additionally, the vanishing gradient problem in DNN
with a large number of layers is also effectively handled
by the proposed SMS-DNN due to its sequential nature.
This method does not require prior estimation of the source
locations and works in multiple source scenarios. Re-
constructed sound field analysis, subjective and objective
evaluations conducted on the upscaled Ambisonic sound
scenes indicate reasonable improvements when compared
to the benchmark HOA reproduction.
1. INTRODUCTION
Spatial sound reproduction using Higher Order Ambison-
ics (HOA) is one of the most promising techniques for spa-
tial audio reproduction [1, 2]. The knowledge of spherical
harmonic decomposition is used to render spatial sound
herein. But such a rendering has the limitation of low
spatial resolution. Spatial resolution can be improved by
increasing the number of loudspeakers during reproduc-
tion [3–5]. The preferred number of loudspeakers (L) is
computed using the inequality L ≥ (N +1)2, N being the
order of HOA [5]. Additionally, a large number of loud-
speakers results in an under-determined system of equa-
tions. Consequently increase in number of loudspeakers
is not a good choice [6]. However, it can be improved by
the combined effort of upscaling the Ambisonic order and
increasing the number of loudspeakers during sound re-
production. The upscaling can be done using compressed
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sensing technique [7] in time domain. Alternatively, in the
frequency domain it can performed as in [8]. These are the
sparsity based methods where the source and its direction
are computed using an overcomplete spherical harmonics
dictionary. The accuracy of this method depends on se-
lection of the dictionary and estimation accuracy of the
source location. These techniques have a limitation on the
number of sources that can be rendered accurately. Real
time upscaling can also be performed from multi channel
recordings using spherical microphone array (SMA) such
as Eigenmiker [9] and Visisonicsr [10]. The number of
microphones available and the design of spherical micro-
phone array limits the order of HOA to 4 and 7 respec-
tively.
In this work, a Sequential Multi Stage Deep Neural Net-
work (SMS-DNN) for upscaling the order of Ambisonic
signals is proposed and developed. The source sound is
recorded using a tetrahedron microphone which gives a
B-format (order-1 ambisonics) encoded signal [11]. The
recordings are represented as four channels: W (omnidi-
rectional) and (X,Y, Z) channels (bidirectional sounds in
the direction of x, y, and z axes) respectively. These sig-
nals are upscaled into order-N HOA encoded plane wave
sounds using the SMS-DNN in this work. Subsequently a
complete framework is developed for upscaling Ambisonic
signals using the SMS-DNN.
The rest of the paper is organized as follows. In Section
2 the problem for upscaling the lower order Ambisonics
is described. The proposed SMS-DNN for upscaling Am-
bisonic signals is described in Section 3. The performance
of the proposed method is evaluated in Section 4. Section
5 concludes the paper.
2. PROBLEM FORMULATION
A source vector consisting of P plane waves is given by
s = [s1, s2, . . . , sP ]
Where (θs1 , φs1), (θs2 , φs2), . . . , (θsP , φsP ), represent the
location of the plane wave sources. Individually, θ repre-
sents the elevation, and φ the azimuth measured anticlock-
wise from x−axis. In general the HOA encoded signal is
computed as [3]
B , Ys (1)
where Y = [Ynm(θs1 , φs1), . . . , Ynm(θsP , φsP )] defines
the spherical harmonics matrix, n = 0, . . . , N and m =
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0, . . . , n being the order and degree of spherical harmonic
coefficients respectively. The spherical harmonic coeffi-
cients are defined as
Ynm(θ, φ) =
1
2
√
(2n+ 1)(n− |m|)!
pi(n+ |m|)! P
|m|
n (cos θ)e
imφ
(2)
P
|m|
n (·) is defined as the normalized associated Legendre
function of degree n and order m. From (2), it can be ob-
served that every increase in order adds a pair of lobes.
A simple way of decoding the encoded HOA is to place
speakers in alignment with the direction of spherical har-
monic functions and assign gains proportional to the direc-
tivity pattern of the source [6]. The sound field produced
in such a decoding method is influenced by the interfer-
ence width of the directivity pattern. For higher order Am-
bisonics the directive patterns are narrower, which results
in improved spatial resolution. In the case of loudspeakers
which are arranged uniformly in an icosahedron pattern on
a sphere, the simplest way of obtaining the loudspeaker
feeds (decoding) using HOA method is given by
g = DnmB (3)
where Dnm = [Ynm(θl1 , φ11), . . . , Ynm(θlL , φlL)]
†, L
being the number of loud speakers satisfying L ≥ (N +
1)2, and † representing the pseudo inverse of a matrix. In-
creasing the number of loudspeakers results in an undeter-
mined system of equations. Hence for any improvement
in the area of reproduction it is required to increase the
ambisonic order. Due to the limitation on the number of
microphones in spherical array processing, the order can-
not be arbitrarily increased. In case of lower order am-
bisonic (B-format) audio recordings, the order can be up-
scaled only if the source direction is known. Additionally
this method is limited to single source scenarios only. In
this context the problem of upscaling can be modeled as a
transfer F(·), that transfers the lower order spherical har-
monics Ynm(θ, φ)|N=1 to the higher order spherical har-
monics Ynm(θ, φ)|N>1. Due to the linear dependency be-
tween the HOA coefficients and the source signal the up-
scaling process can be defined as
Ynm(θ, φ)|N=1s F−→ Ynm(θ, φ)|N>1s (4)
For multiple sources this can be formulated as
Ynms
F−→ Yupscalednm s (5)
Where Ynm is the spherical harmonic matrix correspond-
ing to the location of sources. In-order to develop a flex-
ible, scalable, and high resolution method for upscaling
Ambisonic signals, a Sequential Multi Stage DNN (SMS-
DNN) is proposed and developed in this work. The ad-
ditional novelty of this method also lies in the fact that
no prior estimation of source locations is required even in
multiple source scenarios.
3. SMS-DNN FOR HOA ENCODING
The SMS-DNN consists of sequentially stacked DNNs,
where each of the stacked DNNs upscales the order of
the signal by 1. One of the most important properties of
spherical harmonics is that the components of the signals
are independent of each other. Additionally for a particu-
lar (θ, φ), increase in the order of signal only adds coeffi-
cients to the higher order Ambisonics, keeping the lower
order Ambisonic coefficients unchanged. This property
motivated the training of the DNNs independently for each
order upscaling. Fig.1 shows the structure of the DNN for
upscaling a signal from order 1 to order N .
3.1 Training the DNN
In this section, development of the dataset for training the
DNN and subsequent upscaling is discussed. An algorithm
is also detailed for the proposed method of upscaling Am-
bisonic signals.
Figure 1. Sequential Multi Stage Deep Neural Network
structure for upscaling Ambisonic signals.
3.1.1 Dataset for Training
The input training data of the deep neural network consists
of an order Nl encoding of a mixture of sound signals lo-
cated at K random locations (with random θ and φ). The
output training data consists of a higher order encoding of
the same mixture of sound sources with similar locations
as the input data. For upscaling a signal from order Nl
to Nu, we generate Nu − Nl sets of training data, where
the jth dataset corresponds to the upscaling of the signal
from order Nl + j − 1 to Nl + j. Additional details on the
sequential training of the DNN is as follows.
3.1.2 Algorithm development for upscaling Ambisonic
signals using SMS-DNN
Training a deep neural network for upscaling is a non-
trivial problem, since the input to the DNN is a mixture
of signals generated at different locations, hence there can
exist multiple solutions for θs, φs and the amplitude of the
sound sources given only the mixture. However, such solu-
tions can be complex for a simple feed-forward network to
compute. Also, we note that, for Nu > Nl, the order Nu
Routray, Basu, Baldev, HegdeEAA Spatial Audio Sig. Proc. Symp., Paris, Sept. 6-7, 2019
doi:10.25836/sasp.2019.142
signal of length (Nu + 1)2 has the initial (Nl + 1)2 val-
ues exactly equal to an order Nl signal. Further, note that
the essential information that a DNN should extract from
the input is a very small number of unknowns, such as lo-
cation and amplitude parameters of the sound source for
reproducing the entire higher order signal. The proposed
SMS-DNN model for Ambisonic upscaling is capable of
using a large number of layers without facing the typical
problems such as vanishing gradient faced while increas-
ing the number of layers in a single DNN [12]. The pro-
posed method also uses a sequential approach to train the
neural network. If the required upscaling task is from or-
der Nl to Nu, then Nu −Nl separate networks are trained
independently. The jth DNN is used to upscale from order
Nl + j − 1 to Nl + j. Further, while upscaling a signal
from orderNl+j toNl+j+1, only the last 2(Nl+j)+3
entries of the upscaled values are required to be trained.
Thus only 2(Nl + j) + 3 output nodes are required in the
jth DNN, which makes the DNN fast and efficient even
for large values of Nl and Nu. Finally, since the relevant
information that needs to be extracted from the input lay-
ers is very small, a bottleneck hidden layer is introduced at
the middle of the neural network with a smaller number of
nodes [13, 14]. It was observed that using the bottleneck
layer helps in faster convergence of the DNN compared to
standard feed-forward DNN.
Algorithm 1: SMS-DNN for upscaling ambisonics
signal to order N
1 Training:
2 Generate B-format dataset for K randomly located
sound sources.
3 for j = 1 : N − 1 do
4 Train the jth DNN with order j sound signals as
input and last 2j + 3 elements of order j + 1
signal as desired output.
5 Concatenate the 2j + 3 output to the order j input
signal to form the order j + 1 signal.
6 The order j + 1 signal obtained from the
concatenation is the input for the next DNN.
7 Return: Trained SMS-DNN.
8 Upscaling:
9 Input: Order 1 encoded signal of K sound sources.
10 for j = 1 : N − 1 do
11 Feed the ith DNN with the order j input and get
2j + 3 output elements.
12 Concatenate the 2j + 3 output to the order j input
signal to form the order j + 1 signal.
13 The order j + 1 signal obtained from the
concatenation is the input for the next DNN.
14 Return: Order N signal.
4. PERFORMANCE EVALUATION
Performance of the proposed method is evaluated using
sound field reconstruction analysis, subjective and objec-
tive evaluations.
4.1 Experimental Conditions
The proposed method produces high resolution Ambison-
ics encoded signals from B-format encoded signals. Hence
three sound scenes are created having five sounds each to
evaluate the method. The scenes are created such that at
any interval all the five sounds are overlapping. Each of the
sound scenes are of length 10 to 15 seconds. B-format am-
bisonics signal of all the three sound scenes are upscaled
to order 2 -order 7 using the SMS-DNN 1 .
At the same time upscaled signal is also obtained us-
ing (1), which is referred to as benchmark encoded HOA
signal. The mean square error between these two encoded
signals is obtained and plotted in Figure 2. From the Fig-
ure 2, it is clear that the error propagates with the upscaling
of ambisonic signals but it is bounded to −5dB.
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Figure 2. MSE between the reference and upscaled am-
bisonic encoded signals of various sound scenes for order
2 to 7.
4.1.1 Architecture of SMS-DNN
The proposed DNN for upscaling Ambisonic signals con-
sists of a sequence of N-1 fully connected feed-forward
neural networks, where each network is trained separately
[15]. Each of the DNNs have 5 hidden layers, which con-
sists of 300 nodes except the 3rd layer where only 20 nodes
used to introduce bottleneck DNN structure.
4.1.2 Training Dataset
SMS-DNN was trained using 4 × 105 number of sample
data points, where each of the training data is represented
as a mixture of five randomly located sound sources. The
elevation and azimuth were chosen randomly in the inter-
val θ ∈ (0, pi/2) and φ ∈ (0, pi) respectively.
4.2 Analysis of Reconstructed Sound Field
A monochromatic source of frequency 2kHz, with a re-
production area of 0.64m2 centered around the receiver
is considered. Spatially decoded signals are obtained us-
ing the conventional HOA decoder for the arrangement of
loudspeaker as described in section 4.3. The sound density
plots are shown in Figure 3 which illustrates improvement
in spatial resolution as the ambisonics order increases. Av-
erage Error Distribution (AED) were calculated for the re-
produced sound field using the proposed SMS-DNN by
1 http://home.iitk.ac.in/˜groutray/upscale_
demo.html
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Figure 3. Sound pressure plots for order n = 2 to 7 (left - right) for a frequency 2kHz. Row-1 and row-2 represent
the reference and SMS-DNN upscaled sound fields respectively. Row-3 illustrates Average Error Distribution for the
reconstructed sound fields for order n = 2 to 7.
varying the order of n, from 2 to 7, as shown in 3rd row
of Figure 3. From the Figure 3, it can be observed that the
error of reconstruction reduces as the order of ambisonic is
increased. Figure 3 shows significant improvement in the
area of error free reproduction as the order increases.
4.3 Subjective and Objective Evaluations
For the analysis of spatial sound reproduction quality, a
conventional HOA decoding procedure is adopted. For
this 12, 24, 32, 42, 52, and 64 number of loudspeakers
are used for orders from 2 to 7 respectively. The loud-
speaker positions are found using the spherical t-design
structure [16], such that the spherical harmonic matrix is
well conditioned. Both subjective and objective evalua-
tions were conducted for all the three sound scenes created
earlier.
4.3.1 Subjective Evaluation
MUlti Stimulus test with Hidden Reference and Anchor
(MUSHRA) [17] test is conducted for perceptual evalua-
tion. First order Ambisonics is used as the anchor. The
reproduced signal using the VisiSonics [18] spherical mi-
crophone array is used as the reference signal for the test.
Fifteen participants were asked to rate the three scenes in a
progressive scale of 0 for bad to 5 for excellent. The results
of the MUSHRA test are shown in Figure 4. From Figure 4
it is observed that as the order of ambisonics increases the
mean opinion scores for these three sound scenes also in-
creases. The scores for the order 5 to 7 are clearly indicate
an improvement in perceptual quality in comparison to the
lower orders. The improvement is due to the fact that the
area of perceptual reception of spatial audio increases as
order increases. Hence it cam be anonymously conveyed
that as order increases, the quality perception of the spatial
audio also increases.
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Figure 4. Mean perception score for various scenes (a)
Cocktail (b) Orchestra1, and (c) Orchestra2.
4.3.2 Objective Evaluation
For objective evaluation, the methods as in [19, 20] are
adopted. The perceptual quality of the sound was mea-
sured in terms of Perceptual Evaluation of Audio Qual-
ity (PEAQ) and Perceptual Similarity measure (PSM). The
results for these tests are listed in Table 1. PEAQ is an
objective measure in a scale 0 (for excellent) to -5 (for
annoying). The measure Distortion index (DI) that com-
pares the observed audio with the reference audio to find
the distortion between the two audios. The absolute value
closer to unity represents reduced distortion in the repro-
duced audio. PSM measures the similarity between the
observed and reference audio. PSMt represents the fifth
percentile of the sequence of instantaneous audio quality.
In both the situation unity represents the perfect matching
between the observed audio and reference audio. From the
Table-1, it is observed that at higher orders, especially n=7
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for PEAQ and PSMt show performance score decreasing
towards annoying, while subjective results show increas-
ing performance as order is increasing. The objective per-
formance tends to annoying as order increases due to the
propagation of error. But the area of error free reproduc-
tion increases as the order increases. Hence the perceptual
quality improves as the spatial resolution is improved due
to upscaling.
Table 1. Objective evaluation scores for various sound
scenes
N Sound Scene PEAQ DI PSM PSMt
3
Cocktail -1.8840 - 0.9630 0.8428
Orchestra1 -2.5177 -0.1146 0.9577 0.7566
Orchestra2 -2.1330 - 0.9781 0.8145
4
Cocktail -2.5968 -1.0520 0.9312 0.7316
Orchestra1 -3.0070 -1.3530 0.9232 0.6274
Orchestra2 -2.7488 -1.0696 0.9559 0.6937
5
Cocktail -2.9960 -1.9506 0.9002 0.6390
Orchestra1 -3.2704 -2.0800 0.8923 0.5209
Orchestra2 -3.0970 -1.9139 0.9317 0.5913
6
Cocktail -3.2382 -2.5109 0.8674 0.5674
Orchestra1 -3.4343 -2.5387 0.8643 0.4448
Orchestra2 -3.3090 -2.4445 0.0982 0.5087
7
Cocktail -3.3956 -2.8780 0.8428 0.5103
Orchestra1 -3.5407 -2.8367 0.8440 0.3939
Orchestra2 -3.4480 -2.8030 0.8889 0.4458
5. CONCLUSION
In this work a sequential multi stage DNN is proposed and
developed for upscaling ambisonics signals. HOA encoded
signal obtained from the trained SMS-DNN is compared
with the reference HOA signal for evaluation. Analysis of
sound field shows that the proposed upscaling technique
improves the spatial resolution and reduces the error vari-
ance as observed from AED at varying higher ambisonic
orders. This work can be extended to provide various per-
ceptual quality improvements by infusing novelty into the
training methodology followed. The extension of this ap-
proach to model based and parametric methods of spatial
audio reproduction is currently been investigated.
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