Abstract. In this paper we consider a shape optimization problem in which the data in the cost functional and in the state equation may change sign, and so no monotonicity assumption is satisfied. Nevertheless, we are able to prove that an optimal domain exists. We also deduce some necessary conditions of optimality for the optimal domain. The results are applied to show the existence of an optimal domain in the case where the cost functional is completely identified, while the right-hand side in the state equation is only known up to a probability P in the space L 2 (D).
Introduction
In this paper we consider a shape optimization problem of the form min F (Ω) : Ω ∈ A where F is the shape cost function and A the class of admissible domains. For this kind of problems in general one should not expect the existence of an optimal domain, since minimizing sequences could be made of finely perforated domains, leading at the limit to existence of only relaxed solutions that are not domains but Borel measures. In some particular cases however an optimal domain exists; the most general existence result providing optimal solutions that are domains and not measures is still given by Theorem 2.5 of [5] (see also [7] ), where the crucial assumption is that the shape cost functional F is monotone decreasing with respect to the set inclusion. A similar result for monotone costs in the framework of optimization problems for Schrödinger potentials has been obtained in [6] .
The cost functional F we consider here is not in general monotone decreasing for the set inclusion; nevertheless we are able to prove the existence of an optimal domain for it. We fix:
and we consider the admissible class of domains
where | · | denotes the Lebesgue measure in R d . In order the problem be nontrivial we assume that |D| > 1.
1.1. Statement of the problem and main results. For every Ω ∈ A we denote by u Ω the unique solution of the Dirichlet problem
where H 1 0 (Ω) is the Sobolev space of functions in H 1 (R d ) vanishing capacity quasi everywhere outside Ω. The optimization problem we are dealing with is min D g(x)u Ω (x) dx : Ω ∈ A .
(1.3)
Note that, by the definition of u Ω , problem (1.3) is an optimal control problem, where H 1 0 (D) is the space of states, A is the set of controls, (1.2) is the state equation, and D g(x)u Ω (x) dx is the cost function. We stress the fact that we do not assume any sign condition on the data f, g.
It is well known that in the special case g = −f /2 the optimization problem (1.3) can be written, through an Euler-Lagrange derivation and an integration by parts, as min E(Ω) : Ω ∈ A where E(Ω) is the Dirichlet energy
This would allow to see easily, thanks to the inclusion of the Sobolev spaces
that the shape function E(Ω) is decreasing with respect to the set inclusion, and then an immediate application of the existence Theorem 2.5 of [5] would give a solution Ω opt of problem (1.3), with the additional property that |Ω opt | = 1. The same conclusion would easily hold when f ≥ 0 and g ≤ 0; indeed, in this case, thanks to the maximum principle, the solutions u Ω would be monotonically increasing with respect to Ω, and again the shape cost function Ω → D g(x)u Ω (x) dx would turn out to be decreasing with respect to Ω, providing then (again by the existence Theorem 2.5 of [5] ) an optimal solution Ω opt of problem (1.3), with |Ω opt | = 1.
On the contrary, when f and g are general functions in L 2 (D), the existence Theorem 2.5 of [5] cannot be applied and the existence of an optimal domain for the minimization problem (1.3) requires a deeper investigation. Our main existence result is the following. Theorem 1.1. Let f, g ∈ L 2 (D) be given; then the minimization problem (1.3) admits a solution Ω opt in the admissible class A.
Moreover we prove that
• if g ≥ 0 we have either |Ω opt | = 1 or |Ω opt | < 1 and {f < 0} ⊂ Ω opt (Theorem 4.4); similarly, if f ≥ 0 we have either |Ω opt | = 1 or |Ω opt | < 1 and {g < 0} ⊂ Ω opt ; • if Ω opt is smooth, the state functions u and v on Ω opt , corresponding to the solutions of the PDE (1.2) with right-hand side f and g respectively, satisfy
the constant being zero if |Ω opt | < 1 (Subsection 3.1); • if |Ω opt | < 1 and f ≥ 0, then the function v Ω , corresponding to the function g, is a solution of an obstacle problem (Proposition 5.4) and thus, under some appropriate assumptions on the regularity of g, the optimal set Ω opt is open and its boundary is smooth (Corollary 5.5); • if D = R d and f, g are radially symmetric functions, f radially decreasing and g radially increasing, then the optimal set Ω opt is a ball centered in zero (Proposition 6.1).
1.2.
A stochastic optimal control problem. A probabilistic counterpart of the optimization problem (1.3) is given by the case when the function g appearing in the cost functional (1.3) is completely known, while the right-hand side f in (1.2) has the form f = f 0 + h, where f 0 is given and h is some random perturbation. The purpose of such a model is to obtain shapes corresponding to mechanical structures that are robust and reliable even if the data are not completely known. Several models involving uncertainties has been already studied; from the numerical point of view we refer for instance to [1] and the references therein, while in most of the cases there are no available theoretical results, even in some simplified situations. An interesting result in this spirit is concerned with the existence of optimal domains for the worst-case functional
and was proved in [2] under the assumptions that g ≤ 0, f 0 > 0, and the perturbation h is small. Here R Ω denotes the resolvent operator which associates to every f ∈ L 2 (D) the solution u Ω of (1.2).
Another situation of practical interest is when the perturbation h belongs to some probability space and the cost functional is given by the average over all possible choices of h. The existence of minimizer in this situation can be deduced from Theorem 1.1 without any smallness assumption on the incertainty h.
More precisely, given a probability P on L 2 (D), our goal is to minimize the averaged cost
over the admissible class A given by (1.1). We assume that the barycenter B P of P , given by
belongs to L 2 (D). We notice that B P is well defined when P is such that
Thus, using the fact that the resolvent operator R Ω is self-adjoint, the cost functional in (1.4) can be written as
and we are then in the framework of the existence Theorem 1.1.
1.3.
Organization of the paper. In Section 3 we prove the existence of an optimal domain Ω opt (Theorem 1.1). The study of the regularity properties of the optimal domains is an interesting and difficult issue; in Subsection 3.1 we compute the so called shape derivative assuming that Ω opt is regular enough. Obtaining the regularity of a general solution Ω opt from its minimality would be a very interesting result. In Section 4 we study the minimizers for which the constraint |Ω opt | ≤ 1 is not saturated. Note that this is a rather general situation, since no monotonicity of the shape cost function is assumed. Nevertheless, in several cases (f ≥ 0 and |{g < 0}| ≥ 1) we may still obtain that the optimal domain verifies |Ω opt | = 1 as we see in Theorem 4.4. In Section 5 we show that Ω opt is a solution of an obstacle problem and as a consequence we obtain that it has a regular free boundary in the sense of Corollary 5.5.
Finally, in Section 6 we study the case of radially symmetric functions f and g. It is natural to expect that under this assumption the optimal domains are balls centered at zero. Also in this case the lack of monotonicity of the functional represents a difficult issue since the energy does not necessarily decrease under symmetrization. Nevertheless, we are able to prove that for every Ω there is a ball B (not necessarily of the same measure as Ω) having a smaller energy. We also provide an example of an optimal set Ω opt of measure strictly smaller than one.
Sobolev spaces, quasi-open sets and capacitary measures
In this section we briefly recall several notions related to capacity theory, quasi open sets, and capacitary measures; we refer to the book [4] for more details concerning these notions.
Sobolev functions and their representatives. The Sobolev space H
• E u has capacity zero, that is cap(E u ) = 0, where for a set
We notice that a Sobolev function u is defined up to a set of zero capacity, that is u 1 ∼ u 2 if and only if cap({u 1 = u 2 }) = 0.
2.2.
Quasi-open sets and the space H 1 0 (Ω). We say that a set Ω ⊂ R d is quasi open if it is of the form Ω = {u > 0} for some u ∈ H 1 (R d ). We notice that all the open sets are quasi-open. Given a quasi-open set Ω ⊂ R d we define the Sobolev space
We notice that
, then up to a subsequence u n → u pointwise outside of a set of zero capacity. If Ω is open then H 1 0 (Ω) coincides with the usual Sobolev space defined as the closure of C ∞ c (Ω) with respect to the H 1 norm. Let Ω ⊂ R d be a quasi-open set of finite measure and let f ∈ L 2 (Ω). We say that a function u ∈ H 1 0 (Ω) is a solution of the equation 
For a given function f ∈ L 2 (Ω) we say that u ∈ H 1 µ (Ω) is a solution of the equation
Let µ be a capacitary measure in R d . The set of finiteness Ω µ of µ is defined as
We notice that the set Ω µ is a quasi-open set due to the fact that 
For every capacitary measure µ ∈ M cap (D) we consider the torsion function w µ , solution of the equation
. We notice that w µ uniquely determines the measure µ. In fact, we have
The set M cap (D), endowed with the distance
is a compact metric space (see for instance [9] ). Moreover, the family of capacitary measures I Ω associated to smooth domains Ω ⊂ D is dense in M cap (D), where the measure I Ω is defined by
Existence of optimal shapes
In this section we prove the existence Theorem 1.1. We first relax the problem to the class of capacitary measures M cap (D) that represents the closure of the admissible class A with respect to the γ-convergence. The relaxed problem is written again as an optimal control problem, with admissible class given by
being Ω µ the set of finiteness of µ. For every admissible µ ∈ M we consider the state equation
and we indicate its unique solution by u µ . The relaxed optimization problem related to (1.3) can be then stated as
It is convenient to introduce the resolvent operator
the solution u µ of (3.1). Thanks to the fact that R µ is self-adjoint we can write the cost function as
Proof of Theorem 1.1. It is well known that the relaxed admissible class M is compact with respect to γ-convergence and that the cost function is γ-continuous (see for instance [4] ); therefore an optimal relaxed solution µ to problem (3.
and by u the solution of
µ . By the minimality of µ we have
Denoting by w ε the function (u ε − u)/ε we have that w ε satisfies the PDE
µ . Since µ ε γ-converges to µ we have that u ε → u weakly in H 1 µ ; hence w ε → w weakly in H 1 µ , where w is the solution of the PDE −∆w
Since φ is arbitrary, we obtain that
Since u = 0 where µ = +∞, by the form of the cost functional, without loss of generality we may assume that Ω µ = {u = 0}. Analogously, since the cost functional can also be written as D R µ (g)f dx, we may assume that µ = +∞ on R µ (g) = 0. Thus by (3.4) the capacitary measure µ takes only values 0 and +∞ and hence it is a domain.
3.1. Optimality condition on the boundary of the optimal sets. We now formally deduce the optimality condition on the boundary of an optimal set Ω ⊂ D (for the rigorous proof we refer to [11, Chapter 5] ). We assume that Ω is sufficiently regular (∂Ω ∈ C 2,α ) and we set for simplicity u = R Ω (f ) and v = R Ω (g). For a smooth vector field V ∈ C ∞ c (D; R d ) we consider the perturbation Ω t = (Id + tV )(Ω) and the solutions u t = R Ωt (f ) and v t = R Ωt (g). The formal derivatives
are solutions respectively of the problems:
Thus, the derivative of the cost functional is given by
We now consider two cases:
• If the volume constraint is saturated, that is |Ω| = 1, then we have to consider perturbations only with respect to divergence-free vector fields V . In this case we obtain
which gives the optimality condition ∂u ∂n ∂v ∂n = const on ∂Ω.
• If the volume constraint is not saturated, that is |Ω| < 1, then we have
which gives the optimality condition ∂u ∂n ∂v ∂n = 0 on ∂Ω.
In the case when f ≥ 0, we have that |∇u| > 0 on the boundary of the optimal set Ω = {u > 0}. Thus the optimality condition can be written in the simplified form
This situation is untypical for the shape optimization problem, where the cost functional is usually monotone with respect to the set inclusion. We give an explicit example of a case when the constraint is not saturated in Section 6.
In the next section we analyze this type of solutions and their connection with the obstacle problem.
Minimizers with nonsaturated constraint
In this section we consider minimizers Ω which do not saturate the volume constraint, that is |Ω| < 1. We restrict our attention to the case f ≥ 0 on D, while the cost coefficient g may change sign. Equivalently, since the resolvent operators are self-adjoint, we may consider g ≥ 0 and f changing sign. In Subsection 4.1 we prove that an optimal set Ω necessarily contains the set {g < 0}. In Subsection 5 we establish a relation of the minimizer Ω with the obstacle problem. It is well-known that ν := ∆u + f is a (positive) measure. Moreover, ∆u + f is a Radon measure in D. In fact, if B r (x 0 ) ⊂ D, there is a nonnegative function ϕ ∈ C ∞ c (D) such that ϕ = 1 on B r (x 0 ); thus
In what follows we use an important characterization of ∆u+f to construct competitors for the solution of the problem (3.2). For the proof we refer to [10] 
Let now Ω ⊂ R d be a bounded quasi-open set and let u ∈ H 1 0 (Ω) be the solution of
The following lemma describes the behavior of u around the boundary points of low density for Ω. The result is classical and we give the proof for the sake of completeness.
Then there exists a constant ε > 0, depending only on the dimension d and on M , such that if Ω satisfies the hypothesis
then for the solution u of (4.1) we have the estimate
Proof. Suppose, without loss of generality, that x 0 = 0. Let 0 < r < r 0 and φ ∈ C ∞ 0 (B r ) be a function such that 0 ≤ φ ≤ 1 on B r , φ = 1 on B r/2 and |∇φ| ≤ 3/r. The proof is obtained by iteration of the following Caccioppoli inequality:
. Now, since the ball is an extension domain, there are constants Λ 1 > 0 and δ 0 > 0 such that if |Ω ∩ B r | ≤ δ 0 |B r | and v ∈ H 1 (B r ) is such that v = 0 on B r \ Ω, then
Thus, we obtain,
Dividing by r 2 |B r | we get
Let us indicate by r n and a n the quantities r n = r 0 2 −n , a n = 1 r 2 n |B rn | Br n |∇u| 2 dx.
Then, for ε small enough we have
which gives that a n ≤ sup{1, a 0 }, for every n ≥ 1.
Proof. Suppose by contradiction that this is not the case. Then there is a point x 0 ∈ D such that x 0 is a point of density 0 for Ω and x 0 is a Lebesgue point for f and g with f (x 0 > 0 and g(x 0 ) < 0, that is
Let r > 0 be fixed. Consider the functions u, v solutions of the problems
In particular, by the maximum principle, we have that v − u > 0 on B r (x 0 ). We now show that
2) in sense of distributions. Let φ ∈ C ∞ c (D) be a nonnegative function. For every ε > 0, consider the function
0 (B r (x 0 )) and so we have
which, by developing the gradient, gives
Passing to the limit as ε → 0, we obtain
which concludes the proof of (4.2). Define nowũ ∈ H 1 0 (D) bỹ
We aim to show that ∆ũ + f ½ {ũ>0} ≥ 0 on D. In fact, using φ as a test function for ∆ũ + f ½ {ũ>0} we have
which proves the claim. Thus, by Lemma 4.2, we have that there is a capacitary measurẽ µ ∈ M cap (D) such that Ωμ = {ũ > 0} = Ω ∪ B r (x 0 ) and
. Now, by the optimality of Ω we have that for r > 0 sufficiently small
In order to conclude it is now sufficient to study the asymptotic behavior of the integral on the right-hand side as r → 0. Assume for simplicity that x 0 = 0. We consider the functions w and h solutions of the equations
, and we set
We notice that:
(i) Since x 0 = 0 is a Lebesgue point for both f and g, we have that f r → f (0) and
The function w r is a solution of the equation
, and w r → w 0 strongly in H 1 0 (B 1 ), where w 0 (x) = f (0)(1 − |x| 2 )/(2d) is the solution of
There is a constant C, not depending on r, such that
The first inequality is due to the harmonicity of h r , while the second one is a consequence of Lemma 4.3. Thus, h r − u r 2 H 1 ≤ C and so, up to a subsequence, we may assume that z r = h r − u r converges weakly in H 1 0 (B 1 ) and strongly in L 2 (B 1 ) to some function z 0 ∈ H 1 0 (B 1 ). We now prove that z 0 = 0. In fact, given a function φ ∈ C ∞ c (B 1 ) we have that
where the equality is due to the fact that h r is harmonic, the first inequality is by Cauchy-Schwartz, and the last inequality is due to the estimate (4.4). Now since the density of Ω is zero in 0, passing to the limit as r → 0, we obtain
Since φ is arbitrary we obtain that z 0 is harmonic in B 1 and since z 0 = 0 on ∂B 1 we get that z 0 = 0. Thus we conclude that
By the results from (i), (ii) and (iii), we get that
which is strictly negative, for r > 0 sufficiently small, so contradicting (4.3).
Remark 4.5. Since the resolvent operator is self-adjoint, in Theorem 4.4 we may equivalently assume g ≥ 0 and deduce that if |Ω| < 1 then {gf < 0} ⊂ Ω. By a simple change of sign in the data we also have that if f ≤ 0 (or if g ≤ 0) and |Ω| < 1, then {gf < 0} ⊂ Ω.
Unconstrained minimizers and the obstacle problem
Let D ⊂ R d be a bounded open set. We say that Ω ⊂ D is an unconstrained minimizer if it is a solution of the optimization problem
where we removed the measure constraint on Ω. In Proposition 5.4 we prove that the solution of (5.1) is related to the solution of the obstacle problem
We first prove the following lemma characterizing the solutions of (5.2). 
and consider the test functions v ∨v Ω and v ∧v Ω . Since v ∨v Ω ≤ 0 in D and v ∧v Ω ∈ H 1 0 (Ω), we have the inequalities
On the other hand, by the definition of J we have
Thus, we obtain 
which concludes the proof.
As a corollary we obtain the following result. Proof. We first notice that since Ω is such that |Ω| < 1, it is an unconstrained minimizer of (5.1) in the setD = Ω∪B r (x 0 )∩D, for every sufficiently small ball B r (x 0 ). By Proposition 5.4, the function R Ω (−g) is a solution of the obstacle problem (5.2) inD. Thus, all the regularity result for the obstacle problem are valid for v = R Ω (g), in particular the statements (i), (ii) and (iii). For the proof of (i) we refer to [3] , while for (ii) and (iii), we refer to [8] , [12] and [14] .
In the next subsection we establish which is the optimal function a on a ball of fixed radius R. Integrating in r we get that u a,R is explicitly given by We consider a radial nondecreasing function g : R d → R such that g(0) < 0 and the associated cost functional F(a, R) given by By Lemma 6.4 we get that
where R is the radius of Ω * . Now the inequality (6.5) gives that F(a(u * ), R) ≥ F(0, R ∧ R g ) ≥ F(0, ω
If B is the ball of radius ω
, by the definition of F we have that
g(x)u B (x) dx, which concludes the proof of Proposition 6.1.
