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ABSTRACT. We apply the technique of formal geometry to give a nec-
essary and sufficient condition for a line bundle supported on a smooth
Lagrangian subvariety to deform to a sheaf of modules over a fixed de-
formation quantization of the structure sheaf of an algebraic symplectic
variety.
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1. INTRODUCTION
1.1. LetX be a smooth algebraic symplectic variety over a field k of char-
acteristic zero. Let ω denote the symplectic 2-form and {−,−} the associ-
ated Poisson bracket on OX , the structure sheaf of X. A formal quantiza-
tion of X is, by definition, a sheaf O~ on X (in the Zariski topology) of flat
associative k[[~]]-algebras (which is complete and separated in the linear
topology of a k[[~]]-module), equipped with an isomorphism O~/~O~ ∼=
OX and such that
1
~
(ab− ba)mod ~ = {amod ~, bmod~} for all a, b ∈ O~.
We will be interested in the problem of quantization of OX -modules.
Thus, given a coherent OX -module L and a formal quantization O~ of X,
we are looking for O~-modules L~, flat over k[[~]], such that L~/~L~ ∼= L.
A necessary condition for the existence of such an L~ is provided by the
fundamental integrability of characteristics theorem, due to Gabber [Ga]. It
says that if L admits a flat deformation to an O~/~
3O~-module then the
(smooth locus of) every irreducible component of SuppL, the support of
the coherent sheaf L, must be a coisotropic subvariety of X.
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In this paper we restrict ourselves to a special case where the support of
L is a smooth Lagrangian subvariety Y ⊂ X and, moreover, L is a direct
image to X of (the sheaf of sections of) a line bundle L on Y . Our main
result provides a complete classification of all formal quantizations L~, of
L, in terms of the Atiyah-Chern class of L and a ‘noncommutative period
map’ introduced by Bezrukavnikov and Kaledin [BK].
In more detail, let Y be a smooth Lagrangian subvariety ofX, letΩ≥1Y de-
note the truncated de Rham complex 0 → Ω1Y → Ω
2
Y → . . ., a subcomplex
of the algebraic de Rham complex (Ω
q
Y , d). Thus, one has a canonical map
H2(Ω≥1Y ) = H
2(Y,Ω≥1Y ) → H
2(Y,Ω
q
Y ) = H
2
DR(Y ), α 7→ αDR. For any line
bundle L on Y there is an associated Atiyah class c1(L) ∈ H
2(Ω≥1Y ) such
that its image c1(L)DR is the usual first Chern class of L.
In section 5.3 we construct a class At(O~, Y ) ∈ H
2(Y,Ω≥1Y ) canonically
associated with any quantization O~ of OX . This class corresponds to a
natural Atiyah algebra
0→ OY → Tor
O~
1 (OY ,OY )→ TY → 0, (1.1.1)
where OY is viewed as an O~-module via the projection O~ → OX .
On the other hand, Bezrukavnikov and Kaledin have constructed, see
[BK, Definition 4.1], a class
per(O~) = [ω]+~ω1(O~)+~
2ω2(O~)+~
3ω3(O~)+. . . ∈ H
2
DR(X)[[~]], (1.1.2)
where [ω] stands for the de Rham cohomology class of the closed 2-form ω
and ωi(O~) ∈ H
2
DR(X). We show in Lemma 5.3.5 that the two constructions
are compatible in the sense that one has
At(O~, Y )DR = i
∗
Y (ω1(O~)), (1.1.3)
where i∗Y : H
2
DR(X) → H
2
DR(Y ) is the restriction map induced by the
imbedding iY : Y →֒ X.
Now, let KY = Ω
dimY
Y denote the canonical bundle. Our main result
reads
Theorem 1.1.4. Let (X,ω) be an algebraic symplectic manifold, let iY : Y →֒ X
be a closed imbedding of a smooth Lagrangian subvariety, and let L be the sheaf of
sections of a line bundle on Y . Then, we have
(i) The sheaf (iY )∗L admits a quantization, i.e. there exists a complete flat
left O~-module L~ such that L~/~L~ ∼= (iY )∗L if and only if the following two
conditions hold:
c1(L)−
1
2
c1(KY ) = At(O~, Y ) holds in H
2(Ω≥1Y );
i∗Y ωi(O~) = 0 holds in H
2
DR(Y ), ∀ i ≥ 2.
(ii) If the set Q(X,ω, Y ) of isomorphism classes of quantizations of line bun-
dles on Y is non-empty, then this set affords a free and transitive action of the group
of isomorphism classes of (OY [[~]])
∗-torsors on Y with a flat algebraic connection.
2
For a line bundle L the Atiyah-Chern class c1(L) ∈ H
2(Ω≥1Y ) measures
the obstruction to the existence of a flat algebraic connection on L. There-
fore, in a special case where At(O~, Y ) = 0 and i
∗
Y ωi(O~) = 0, i ≥ 2, our
theorem claims that L admits a deformation quantization if and only if the
line bundle L⊗2 ⊗ K∨Y has a flat algebraic connection. In such a case, one
says, abusing terminology somewhat, that L is a square root of the canoni-
cal class.
The existence of quantization for square roots of the canonical bundle
seems to have been first discovered (without proof) by M. Kashiwara [Ka],
in the framework of complex analytic contact geometry. Later on, D’Agnolo
and Schapira [DS] established a similar result for Lagrangian submanifolds
of a complex analytic symplectic manifold. In theC∞-context, some closely
related constructions can be found in the work of Nest and Tsygan [NT].
Remark 1.1.5. Our main result can be applied in a slightly more general
setting where Y is a (possibly singular) normal subvariety of X such that
Y reg, the smooth locus of Y , is a Lagrangian submanifold, and where L is
a coherentOY -module isomorphic to the direct image of a line bundle L
reg
on Y reg. In this case, our theorem tells when Lreg admits a deformation
quantization L
reg
~
. This is a sheaf on X r (Y r Y reg) and the direct image
of L
reg
~
to X is a coherent O~-module, since dim(Y r Y
reg) ≤ dimY − 2. It
is clear that the latter module provides a deformation quantization of the
original sheaf L.
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2. BASIC CONSTRUCTIONS
2.1. Fix n ≥ 1 and a 2n-dimensional vector space v equipped with a sym-
plectic form ω ∈ ∧2(v∗).
Associated with ω, there is a Heisenberg Lie algebra with an underlying
vector space v ⊕ k~, where ~ denotes a fixed base element, and the Lie
bracket is defined by the formulas
[x, y] = ω(x, y) · ~, [x, ~] = 0, ∀x, y ∈ v.
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LetD be the universal enveloping algebra of this Heisenberg Lie algebra.
Thus, D is an associative k[~]-algebra, also known as the ‘homogeneous
version of theWeyl algebra’. The algebraD comes equippedwith a natural
grading D = ⊕i≥0 D
i such that the vector space v is placed in degree 1
and the element ~ is assigned grade degree 2. Let D =
∏
i≥0 D
i and, for
any j ≥ 0, put D≥j =
∏
i≥j D
i. Thus, D is an associative k[[~]]-algebra
equipped with a descending filtration D = D≥0 ⊃ D≥1 ⊃ . . ., by two-sided
ideals. This filtration makes D a complete topological algebra with D≥1
being the unique maximal ideal of D.
Let 1
~
D denote a free rank oneD-submodule of k((~))⊗k[[~]]D generated
by the element 1
~
. Let Gi := 1
~
D≥i+2. The commutation relations in D
imply that [Gi,Gj ] ⊂ Gi+j , where [a, b] = ab− ba denotes the commutator
in the algebra k((~)) ⊗k[[~]] D, so that G is a graded Lie algebra. We have
G−2 = k and G−1 = v. The vector spaceG−1⊕G−2 ⊂ G is a Lie subalgebra
isomorphic to the Heisenberg algebra.
The homogeneous component G0 ⊂ G is also a Lie subalgebra. There
is a canonical direct sum decomposition G0 = kG ⊕ [G
0,G0], where the
first summand, the image of the imbedding εG : k →֒ G
0, c 7→ 1
~
(c~), is the
center of the Lie algebraG0. The commutatormap [−,−] : G0×G−1 → G−1
gives an action of the Lie algebra G0 on G−1 = v. The center kG ⊂ G
0 acts
trivially; the action of the second summand yields a canonical Lie algebra
isomorphism
σ : sp(v) ∼→ [G0,G0] ⊂ 1
~
D2, (2.1.1)
where sp(v) is the Lie algebra of the symplectic group Sp(v).
We put G = 1
~
D/1
~
k, a quotient of the Lie algebra 1
~
D by a central sub-
algebra. The filtration on D induces a descending filtration G = G≥−1 ⊃
G≥0 ⊃ G≥1 ⊃ . . ., where G≥i =
∏
j≥i G
j . Here, G≥0 is a Lie subalgebra
of G and G≥1 is a pronilpotent Lie ideal of G≥0, moreover, the natural map
G0 → G provides a canonical ‘Levi decomposition’:
G≥0 = kG ⊕
(
sp(v)⋉G≥1
)
. (2.1.2)
2.2. We recall the following definition, see [BB].
Definition. A Harish-Chandra pair over k is a pair 〈G, h〉 where with G is a
connected affine (pro)algebraic group, h is a Lie algebra equipped with a
G-action, and with a Lie algebra an embedding g → h of the Lie algebra g
of G such that the adjoint action of g on h via the imbedding equals is the
differential of the given G-action.
The reason for introducing the notion of a Harish-Chandra pair is that
there exist infinite dimensional Lie algebras which cannot be integrated
to algebraic groups. However, they have Lie subalgebras which can be
integrated to an algebraic group. Here is an important example.
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Let Der(D) denote the Lie algebra of k[[~]]-linear continuous derivations
of the ring D and Der≥j(D) ⊂ Der(D) the space of derivations δ : D → D
such that δ(D≥1) ⊂ D≥j+1. It is clear that Der≥0(D) is a Lie subalgebra and
Der≥1(D) is a pronilpotent Lie ideal of that subalgebra.
Let Aut(D) be the group of k[[~]]-linear automorphisms of the algebra
D. The group Aut(D) has the natural structure of a proalgebraic group
with Lie algebra LieAut(D) = Der≥0(D). The pair 〈Aut(D), Der(D)〉 is a
Harish-Chandra pair.
The group Sp(v) acts on the Heisenberg algebra v ⊕ k~, hence also on
the objects D,G,G≥1, and G≥1, by automorphisms. In particular, one has a
natural group homomorphismΘD : Sp(v)→ Aut(D) and an associated Lie
algebra homomorphism θD : sp(v) → Der(D). It is well-known, and easy
to verify, that the map θD is related to the map in (2.1.1) by the equation
θD(a)(x) = [σ(a), x], ∀a ∈ sp(v), x ∈
1
~
D. (2.2.1)
Next, let G≥1 be a prounipotent group associated with G≥1, a pronilpo-
tent Lie algebra. We have the natural central imbedding ~k[[~]] →֒ G≥1,
of pronilpotent Lie algebras. This induces an injective homomorphism
1 + ~k[[~]] →֒ G≥1, of the corresponding prounipotent groups.
Folowing [BK], we consider the group G := k×G ×
(
Sp(v)⋉ G≥1
)
. Here,
the semidirect product Sp(v) ⋉ G≥1 is taken with respect to the natural
Sp(v)-action on G≥1 by automorphisms. The group G has the structure
of a proalgebraic group.
A cartesian product of the natural maps k → kG and 1 + ~k[[~]] → G
≥1
provides, via the obvious isomorphism k[[~]]× = k××(1+~k[[~]]), a central
imbedding k[[~]]× →֒ G, of proalgebraic groups. By construction, one also
has a canonical imbedding Σ : Sp(v) →֒ G. One may view the group
k
×
G ×Σ(Sp(v)) as a Levi subgroup of G. By (2.1.2), we have an isomorphism
LieG = k ⊕
(
Sp(v) ⊕ G≥1
)
∼= G≥0. Furthermore, it follows from equation
(2.2.1) that the natural imbedding LieG ∼= G≥0 →֒ Gmakes the pair 〈G, G〉
a Harish-Chandra pair.
The space D is a Lie ideal in 1
~
D. Hence, there is a well-defined action
1
~
D×D → D, a×x 7→ [a, x]. This action descends to a Lie algebra homomor-
phism ϕD : G → Der(D) with kernel
1
~
k[[~]]/1
~
k = k[[~]]. It is easy to see
that for all i ≥ 0, one has ϕD(G
≥i) ⊂ Der≥i(D). For i = 1, exponentiating
the mapG≥1 → Der≥1(D), of pronilpotent Lie algebras, yields a homomor-
phism Φ1D : G
≥1 → Aut≥1(D), of the corresponding prounipotent groups.
One can further extend the latter homomorphism to a homomorphism
ΦD : G = k
×
G ×
(
Sp(v)⋉ G≥1
)
→ Aut(D), c× (g ⋉ u) 7→ Θ(g)Φ1D(u).
The differential ofΦD agreeswith the homomorphismϕD : G
≥0 → Der≥0(D),
of Lie algebras. Moreover, as has been observed in [BK], the maps ΦD and
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ϕD give rise to a central extension
1→ 〈k[[~]]×, k[[~]]〉 −→ 〈G, G〉
〈ΦD ,ϕD〉
−→ 〈Aut(D), Der(D)〉 → 1 (2.2.2)
of Harish-Chandra pairs, see [BK, Section 3.3].
2.3. It is often convenient to choose a basis x1, . . . , xn, y1, . . . , yn, of v, such
that
ω(xi, xj) = 0 = ω(yi, yj), ω(xi, yj) = δij , ∀i, j = 1, . . . , n. (2.3.1)
The algebra D is (topologically) generated by ~ and the basis elements of
v subject to the commutation relations
[xi, xj ] = 0 = [yi, yj], [yj, xi] = δij~, [~, xi] = [~, yj ] = 0, ∀i, j.
In particular, one has a canonical algebra imbedding k[[x1, . . . , xn, ~]] →֒
D, resp. k[[y1, . . . , yn, ~]] →֒ D. Further, one proves the following identity
in D:
yi · f − f · yi = ~ · ∂if, ∀f ∈ k[[x1, . . . , xn]], i = 1, . . . , n, (2.3.2)
where we have used the notation ∂i =
∂
∂xi
.
Let A = D/~D. This is a complete topological commutative algebra that
comes equipped with a Poisson bracket defined by the formula
{amod ~, bmod~} = (1
~
[a, b])mod ~, ∀a, b ∈ D.
There is a natural isomorphism A ∼= k[[x1, . . . , xn, y1, . . . , yn]], of topologi-
cal algebras. The resulting Poisson bracket on k[[x1, . . . , xn, y1, . . . , yn]] has
the standard form
{f, g} =
∑
1≤i≤n
(
∂f
∂xi
∂g
∂yi
−
∂f
∂yi
∂g
∂xi
)
. (2.3.3)
The algebra D may be viewed as a quantization of the Poisson algebra A.
From now on, we fix a Lagrangian subspace x ⊂ v. Let M = D/Dx.
This is a left D-module and we haveM/~M∼= A/Ax as an A-module. Let
1M = 1modDx denote the generator ofM.
We will assume (as we may) that the symplectic basis of v, cf. (2.3.1), is
chosen in such a way that y1, . . . , yn is a basis of x. It follows readily that
the composite k[[x1, . . . , xn, ~]] →֒ D ։ D/Dx = M is an isomorphism
of k[[x1, . . . , xn, ~]]-modules. Using (2.3.2) one finds that the action of yj on
M goes, via the isomorphism, to the operator ~∂i on k[[x1, . . . , xn, ~]].
The group P := {g ∈ Sp(v) | g(x) ⊂ x} is a parabolic subgroup of Sp(v).
Let p = LieP ⊂ sp(v) be the corresponding parabolic subalgebra, u the
nilradical of p. Restriction to the subspace x ⊂ v gives a map p→ gl(x), a 7→
a|x, that induces a canonical isomorphism p/u ∼= gl(x), of Lie algebras.
By (2.1.1), we have the map sp(v) → D2, a 7→ ~σ(a). The following
formula is well-known.
Lemma 2.3.4. For any a ∈ p, we have (~σ(a))(1M) =
1
2 Tr(a|x) · 1M.
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Proof. Using the basis x1, . . . , xn, y1, . . . , yn, the Lie algebra p may be de-
scribed as a subalgebra of sp(v) formed by the matrices
a =
(
g h
0 −gT
)
, g = ‖gij‖, h = ‖hij‖ where hij = hji, ∀i, j = 1, . . . , n.
For such a matrix a, one finds:
~ · σ(a) = 12
∑
ij
gij(xiyj + yjxi) +
1
2
∑
ij
hijyiyj.
The formula of the lemma follows from this by a straightforward com-
putation using that yi(1M) = 0. 
Lemma 2.3.5. Let M be a complete topological finitely generated left D-module
without ~-torsion. Then, any isomorphism M/~M ∼= A/Ax, of A-modules, can
be lifted to an isomorphism M ∼=M of D-modules.
Proof. We will use the identification M ∼= k[[x1, . . . , xn, ~]], resp. A/Ax ∼=
k[[x1, . . . , xn]]. Let 1M ∈ M be any element that maps to 1 ∈ k[[x1, . . . , xn]]
under the composition M ։ M/~M ∼→ k[[x1, . . . , xn]]. Then, the map
p : k[[x1, . . . , xn, ~]] → M, u 7→ u(1M ) is a k[[x1, . . . , xn, ~]]-linear map
that induces a bijection k[[x1, . . . , xn]]
∼→M/~M . It follows by Nakayama’s
lemma that themap p is an isomorphism of k[[x1, . . . , xn, ~]]-modules. There-
fore, for each j = 1, . . . , n, there exists a unique element fj ∈ k[[x1, . . . , xn, ~]]
such that yj(1M ) = fj(1M ). Furthermore, the power series fj is divisi-
ble by ~, since yj(1M )mod ~M = 0. Thus, we have fj = ~ · gj for some
gj ∈ k[[x1, . . . , xn, ~]].
For any 1 ≤ i, j ≤ n, using the commutation relation in (2.3.2), we find
yiyj(1M ) = yi(fj(1M )) = ~∂ifj(1M )+fj(yi(1M )) = ~
2
(
∂igj(1M )+gj ·gi(1M )
)
.
Since yiyj = yjyi, we deduce that ∂igj = ∂jgi for all i, j. Hence, there exists
a formal power series g ∈ k[[x1, . . . , xn, ~]] such that we have gj = ∂jg
for all j. Furthermore, we may (and will) choose g to be contained in the
ideal generated by the elements x1, . . . , xn. Thus, the element e
−g is a well-
defined element of k[[x1, . . . , xn, ~]].
We putm := e−g(1M ) ∈M . We compute
yi(m) = yi(e
−g(1M )) = ~∂i(e
−g)(1M ) + e
−g(yi(1M ))
= −~∂ig · e
−g(1M ) + e
−g · ~gi(1M )
= −~gi · e
−g(1M ) + e
−g · ~gi(1M ) = 0.
Hence the map D → M, u 7→ u(m) descends to a map F : D/Dx → M .
The latter map is an isomorphism of rank 1 free k[[x1, . . . , xn, ~]]-modules,
since e−g ∈ k[[x1, . . . , xn, ~]] is an invertible element. We conclude that F is
an isomorphism of D-modules that lifts the isomorphism A/Ax ∼= M/~M .

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3. COMPARISON OF HARISH-CHANDRA PAIRS
3.1. We introduce various Harish-Chandra pairs canonically associated to
the Lagrangian subspace x ⊂ v. We will use the notationK = k[[~]].
Let J ⊂ D be the preimage of the ideal Ax ⊂ A under the natural alge-
bra projection D ։ D/~D = A. Thus J is a two-sided ideal of D. Let
Aut(D)J , resp. Der(D)J , be the subset of Aut(D), resp. Der(D), formed by
the maps f : D → D such that f(J ) ⊂ J . The pair 〈Aut(D)J , Der(D)J 〉 is
a Harish-Chandra subpair of 〈Aut(D), Der(D)〉.
Let 〈GJ , GJ 〉 be the preimage of the pair 〈Aut(D)J , Der(D)J 〉 under
the morphism 〈ΦD, ϕD〉 in (2.2.2). Thus, by construction, one has a central
extension
1→ 〈K×,K〉 −→ 〈GJ ,GJ 〉
〈ΦD ,ϕD〉
−→ 〈Aut(D)J ,Der(D)J 〉 → 1 (3.1.1)
Below, we will identify the space 1
~
J ⊂ 1
~
D with its image in G under
the composite map 1
~
J →֒ 1
~
D ։ 1
~
D/1
~
D0 = G, which is injective since
J ∩D0 = 0.
Lemma 3.1.2. We have GJ =
1
~
J .
Proof. Let a ∈ G and put f := (~a)mod ~D. We view f as an element of A
without constant term. Then, since J /~D = Ax, an inclusion [a,J ] ⊂ J is
equivalent to {f,Ax} ⊂ Ax. Using formula (2.3.3), one shows that the latter
inclusion holds if and only if one has f = c + f ′ for some constant c ∈ k
and some f ′ ∈ Ax. We must have c = 0. Hence, a ∈ 1
~
J . 
Let Der(D,M) be the Lie algebra of derivations, resp. Aut(D,M) the
group of automorphisms, of the pair (D,M). By definition, an element of
Der(D,M) is a pair (Dδ,Mδ) where Dδ ∈ Der(D) and Mδ : M → M is a
continuous k[[~]]-linear map such that
Mδ(um) = Dδ(u)m+ u(Mδ(m)), ∀u ∈ D,m ∈ M. (3.1.3)
Similarly, an element of Aut(D,M) is a pair (Df,Mf) where Df ∈ Aut(D)
and Mf : M →M is a continuous k[[~]]-linear bijection such thatMf(um) =
Df(u)Mf(m). Thus, 〈Aut(D,M), Der(D,M)〉 is a Harish-Chandra pair.
The assignment c 7→ (IdD, c · IdM) gives a natural central imbedding
εAut : K
× →֒ Aut(D,M). Similarly, one has a central Lie algebra imbed-
ding εDer : K →֒ Der(D,M) given by a 7→ (0, a · IdM). This gives an injec-
tive morphism ε = 〈εAut, εDer〉 : 〈K
×,K〉 →֒ 〈Aut(D,M),Der(D,M)〉 of
Harish-Chandra pairs.
Further, it is clear that forgetting the action onM yields a morphism of
Harish-Chandra pairs:
F = 〈FAut,FDer〉 : 〈Aut(D,M), Der(D,M)〉 → 〈Aut(D),Der(D)〉.
Lemma 3.1.4. One has an inclusion
F
(
〈Aut(D,M),Der(D,M)〉
)
⊂ 〈Aut(D)J ,Der(D)J 〉. (3.1.5)
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Proof. Observe that the ideal J is equal to Ann(M/~M), the annihilator
of the D-module M/~M, since M/~M = A/Ax. Further, it follows from
equation (3.1.3) that, for any pair (Dδ,Mδ) ∈ Der(D,M), the map Mδ takes
the annihilator of M/~M to itself, that is, takes J to J . We deduce that
the image of the map FDer : Der(D,M)→ Der(D) is contained in Der(D)J .
A similar argument yields the inclusion involving the map FAut, proving
(3.1.5). 
Next we note that since J = Ann(M/~M), one has JM ⊂ ~M. Hence,
there is a well-defined action 1
~
J × M → M, 1
~
u × m 7→ 1
~
um, of the
Lie algebra 1
~
J on M. For a ∈ 1
~
J , let ϕM(a) : M → M denote the
map m 7→ am. It is immediate to check that equation (3.1.3) holds for the
pair of maps 〈ϕD(a), ϕM(a)〉, i.e., this pair gives an element of Der(D,M).
We deduce that the assignment a 7→ 〈ϕD(a), ϕM(a)〉 yields a map ϕD,M :
1
~
J → Der(D,M). Note that ϕD,M|K = εDer.
Lemma 3.1.6. The map ϕD,M is a Lie algebra isomorphism.
Proof. Let ϕJ be the restriction of the map ϕD to the subalgebra GJ ⊂ G.
Using Lemma 3.1.2 we obtain the following diagram
K 

// 1
~
J
ϕD,M

Lemma 3.1.2
GJ
ϕJ


Der(D,M)
FDer
// Der(D)J
(3.1.7)
It is immediate from definitions that the square in the diagram com-
mutes. The map ϕJ being surjective, it follows that the map FDer is sur-
jective. The kernel of this map is formed by the pairs (0,Mδ)where the map
Mδ : M → M commutes with the D-action, i.e. is a D-module endomor-
phism. All D-module endomorphisms of M are given by multiplication
by an element of K . We deduce that KerFDer = ϕD,M(K). Also, since
KerϕJ = K we getKerϕD,M ⊂ K . Furthermore, it is clear that multiplica-
tion by a nonzero element of K gives a nonzero endomorphism ofM. We
conclude that the map ϕD,M is injective.
Now, let δ = (Dδ,Mδ) be an element of Der(D,M). The map ϕJ being
surjective, there exists a ∈ 1
~
J such that we have Dδ = ϕJ (a). We know
that ϕD,M(a) ∈ Der(D,M) and it is clear that FDer(δ − ϕD,M(a)) = 0. It
follows that δ − ϕD,M(a) = ϕD,M(c) for some c ∈ K and, hence, we have
δ = ϕD,M(a+ c). We deduce that the injective map ϕD,M is also surjective,
proving the lemma. 
As a consequence of the above proof we obtain
Corollary 3.1.8. The following sequence is exact
1→ 〈K×,K〉
ε
−→ 〈Aut(D,M),Der(D,M)〉
F
−→ 〈Aut(D)J ,Der(D)J 〉 → 1.
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3.2. Below,we identify the subgroup {±1} ⊂ k×with its images in εAut(k
×)
and k×G , respectively.
The main result of this section is the following
Proposition 3.2.1. There is an isomorphism
ΦD,M : GJ /{±1}
∼→ Aut(D,M)/{±1},
of proalgebraic groups, that fits into a commutative diagram
〈
K×
{±1} ,K
〉


//
Id
〈 GJ
{±1} ,GJ 〉
〈ΦD ,ϕD〉
// //
〈ΦD,M,ϕD,M〉∼=

〈
Aut(D)J ,Der(D)J
〉
Id〈
K×
{±1} ,K
〉

 ε
//
〈Aut(D,M)
{±1} ,Der(D,M)
〉
F
// //
〈
Aut(D)J ,Der(D)J
〉
of central extensions of Harish-Chandra pairs.
The rest of the section is devoted to the proof of the proposition.
Let G≥iJ = G
≥i ∩ GJ . It is clear that G
≥0
J is a Lie subalgebra of GJ , and
G
≥1
J is a pronilpotent Lie ideal ofG
≥0
J . Thus there is a prounipotent normal
subgroup G≥1J ⊂ GJ that corresponds to the ideal G
≥1
J .
Claim 3.2.2. We have
GJ = k
×
G ×
(
Σ(P ) ⋉ G≥1J
)
,
where Σ was introduced in the paragraph following (2.2.1) and the group
GJ in the beginning of this section. In particular, one has LieGJ = G
≥0
J .
Proof of Claim. Observe first that, for any g ∈ Aut(D), we have g(D≥1) ⊂
D≥1 and g(D≥2) ⊂ D≥2, since D≥2 = ~D≥1 + (D≥1)2. It follows that g
induces an automorphism τ(g) of the vector space D≥1/D≥2 = v. The map
g 7→ τ(g) yields a homomorphism τ : Aut(D) → Sp(v). Clearly, one has
τ(Aut(D)J ) ⊂ P . We also have the homomorphismΦD : G → Aut(D) such
that ΦD(k
×
G ) = 1 and ΦD(GJ ) ⊂ Aut(D)J , by definition. Thus, there is a
well defined composition GJ /k
×
G
ΦD−→ Aut(D)J
τ
−→ P , to be denoted by
τJ . Note that G
≥1
J ⊆ Ker(τJ ).
It is clear that we have LieGJ ⊂ G
≥0
J . Furthermore, the Lie algebra map
τLieJ : Lie(GJ /k
×
G )→ p induced by the group homomorphism τJ is equal to
the composition of natural maps
Lie(GJ /k
×
G ) →֒ G
≥0
J /kG → G
≥0
J /(kG ⊕G
≥1
J ) = (G
0 ∩GJ )/kG ∼= p.
where we have used that G0 ∩GJ = kG ⊕ σ(p), so (G
0 ∩GJ )/kJ ∼= p.
Using the inclusion G≥1J ⊆ Ker(τJ ), we deduce
LieG≥1J ⊆ Lie(Ker(τJ )) ⊆ Ker(τ
Lie
J ) = G
≥1
J = LieG
≥1
J .
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This implies an equality Ker(τJ ) = G
≥1
J , since both groups are prounipo-
tent. The proof is completed by observing that the map Σ|P provides a
section P → GJ → GJ /k
×
G of the map τJ . 
We use the isomorphism ϕD,M and put Der
≥i(D,M) := ϕD,M(G
≥i
J ).
Thus,Der≥0(D,M) is a Lie subalgebra ofDer(D,M), resp. Der≥1(D,M) is
a pronilpotent ideal of Der≥0(D,M). Let Aut≥1(D,M) be a prounipotent
subgroup of the groupAut(D,M) corresponding to the idealDer≥1(D,M).
Next, we observe that, for any g ∈ P , the left ideal Dx is stable under
the map ΘD(g) : D → D. Hence, this map descends to a map ΘM(g) :
M → M. The assignment g 7→ (ΘD(g),ΘM(g)) gives an injective homo-
morphism ΘD,M : P → Aut(D,M).
Claim 3.2.3. We have
Aut(D,M) = εAut(k
×)×
(
ΘD,M(P ) ⋉ Aut
≥1(D,M)
)
,
in particular, one has LieAut(D,M) = Der≥0(D,M).
Using the Claim, we see that the first projection of the direct product in
the RHS of the isomorphism above provides a canonical homomorphism
κ : Aut(D,M)→ k×. (3.2.4)
Sketch of Proof of Claim. First one shows, similarly to the Lie algebra case,
that Ker(FAut) = εAut(K
×). Further, we know that τ(Aut(D)J ) ⊂ P and
Ker(τ) is a prounipotent group. It follows that τ ◦FAut(Aut(D,M)) ⊂ P
and that Ker(τ ◦FAut)/εAut(k
×) is a prounipotent group. The proof is now
completed by showing that the Lie algebra of the latter group equals the
Lie algebra of the group Aut≥1(D,M).
We leave details to the reader. 
Write a 7→ θD,M(a) = (θD(a), θM(a)) for the Lie algebra homomorphism
θD,M : p→ Der(D,M) induced by the group homomorphismΘD,M. There
is a diagram
p
θD,M
$$❍
❍
❍
❍
❍
❍
❍
❍
❍
❍
❍
σ
// 1
~
J
ϕD,M

Der(D,M)
(3.2.5)
It is immediate from definitions that θD = ϕD ◦σ. However, the cor-
responding diagram involving the module M does not commute; indeed,
one has an equation
(ϕM ◦σ)(a) = θM(a) +
1
2 Tr(a|x) · IdM, ∀a ∈ p. (3.2.6)
To prove (3.2.6), note that for u ∈ D, we have θD(a)(u)(1M) = θM(a)(u(1M)),
by (3.1.3). Hence, using (2.2.1) and Lemma 2.3.4, we compute
(ϕM ◦σ)(a)(u(1M)) = (σ(a)u)(1M) = [σ(a), u](1M) + u(σ(a)(1M))
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= θD(a)(u)(1M) + u(
1
2 Tr(a|x) · 1M)
= θM(a)(u(1M)) +
1
2 Tr(a|x) · u(1M).
This proves equation (3.2.6) since any element ofM has the form u(1M)
for some u ∈ D. 
Proof of Proposition 3.2.1. The isomorphism ϕD,M : G
≥1 ∼→ Der≥1(D,M),
of pronilpotent Lie algebras, can be exponentiated to an isomorphismΦ≥1D,M :
G≥1 ∼→ Aut≥1(D,M), of the corresponding prounipotent groups. We de-
fine a map
k
×
G /{±1}×
(
Σ(P ) ⋉ G≥1J
)
→ εAut(k
×)/{±1}×
(
ΘD,M(P ) ⋉ Aut
≥1(D,M)
)
by the formula
c×
(
Σ(p)⋉ g
)
7→ εAut
(
c ·
√
det(p|x)
)
×
(
ΘD,M(p)⋉ Φ
≥1
D,M(g)
)
.
It is clear that thismap is an isomorphismof proalgebraic groups. Thanks
to Claims 3.2.2 and 3.2.3, the above map gives an isomorphism
ΦD,M : GJ /{±1}
∼→ Aut(D,M)/{±1}.
Moreover, equation (3.2.6) insures that the map LieGJ → LieAut(D,M),
the Lie algebra homomorphism induced by ΦD,M, is equal to the map
ϕD,M|G≥0
J
: G≥0J → Der
≥0(D,M). The latter map is a Lie algebra iso-
morphism. We conclude that the pair of maps 〈ΦD,M, ϕD,M〉 yields an iso-
morphism of Harish-Chandra pairs as required in the statement of Propo-
sition 3.2.1. 
4. HARISH-CHANDRA TORSORS
4.1. We will use the notation ⊗ := ⊗k and write TY for the tangent sheaf
of a smooth variety Y .
The following definition, that has been used in [BK], is due to Beilinson
and Drinfeld [BD].
Definition. Let Y be a smooth algebraic variety and 〈G, g〉 aHarish-Chandra
pair. A transitive Harish-Chandra torsor (or transitive torsor for short) over Y
is a G-torsor P over Y equipped with a G-equivariant Lie algebra homo-
morphism g → H0(P,TP ) that extends the map LieG → H
0(P,TP ), the
differential of theG-action on P, and induces an isomorphism g⊗OP ≃ TP ,
of locally free sheaves on P.
Let a be a vector space viewed as an additive algebraic group. The Lie
algebra of this group is identified with a, so the pair 〈a, a〉 is a Harish-
Chandra pair. Further, let
1→ 〈a, a〉 → 〈G˜, g˜〉 → 〈G, g〉 → 1. (4.1.1)
be a central extension of Harish-Chandra pairs, to be denoted c.
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In [BK, Proposition 2.7], the authors associate to any transitive 〈G, g〉-
torsor P on Y a class Loc(P, c) ∈ a ⊗ H2DR(Y ), sometimes also denoted
Loc(P, G˜, g˜), such that the existence of a lift of P to a transitive torsor P˜
over 〈G˜, g˜〉 is equivalent to the vanishing of the class Loc(P, c).
We now recall the construction of Loc(P, c) since some functorial prop-
erties of the construction will be used later in the paper.
CONSTRUCTION: We startwith the following exact sequence of g-modules:
0→ a→ U+(g˜)/
(
a · U+(g˜)
)
→ U(g)→ k→ 0, (4.1.2)
where U(−) denotes the universal enveloping algebra of a Lie algebra and
U+(−) its augmentation ideal. Note that the adjoint action of the Harish-
Chandra pair 〈G˜, g˜〉 on itself factors through 〈G, g〉. Therefore, (4.1.2) is an
extension of g-modules. This extension provides an explicit representative
for the class in H2(g, a) = Ext2g(k, a) that corresponds to the Lie algebra
central extension a →֒ g˜ ։ g.
TheG-action on each term in (4.1.2) gives an associated vector bundle on
Y corresponding to the G-torsor P. Moreover, the g-action provides each
of these vector bundles with a flat connection. Further, the exact sequence
(4.1.2) induces an exact sequence of the associated vector bundles, which is
compatible with the connections. The latter exact sequence gives an exten-
sion class in Ext2loc syst(OY , a⊗OY ), where Ext
2
loc syst denotes the Ext-group
in the category of vector bundles with flat connections, i.e., the category
of local systems (not necessarily of finite rank, in general). One defines
Loc(P, c) ∈ a⊗H2DR(Y ) to be the element that corresponds to the extension
class via the canonical isomorphism Ext2loc syst(OY , a⊗OY ) = a⊗H
2
DR(Y ).
The following result is immediate from the above construction of the
class Loc(P, c).
Corollary 4.1.3. Fix a Harish-Chandra pair 〈G, g〉 and a central extension c as
in (4.1.1).
(i) Let f : 〈H, h〉 → 〈G, g〉 be a morphism of Harish-Chandra pairs and let
f∗(c) denote the extension of 〈H, h〉 by 〈a, a〉 obtained by pull-back of (4.1.1) via
f . Then, in a⊗H2DR(Y ), we have Loc(P, f
∗(c)) = Loc(P, c).
(ii) Let f : a → a′ be a linear map, and let f∗(c) be the extension of 〈G, g〉
by 〈a′, a′〉 obtained by push-out of (4.1.1) via f . Then, we have Loc(P, f∗(c)) =
(f ⊗ Id)(Loc(P, c)), where f ⊗ Id : a ⊗ H2DR(Y ) → a
′ ⊗ H2DR(Y ) is the map
induced by f .
4.2. Fix a central extension c of Harish-Chandra pairs
c : 1→ 〈k×,k〉 → 〈G˜, g˜〉 → 〈G, g〉 → 1. (4.2.1)
and a splitting ι : G → G˜ of the projection G˜ → G (the Lie algebra projec-
tion g˜ → g is, however, not assumed to be split, in general). The splitting
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induces a group isomorphism G˜ ≃ k× ×G (that may depend on the choice
of ι).
In the above setting, to any transitive Harish-Chandra 〈G, g〉-torsor f :
Z → Y one associates a class α(Z, c, ι) ∈ H2(Ω≥1Y ) as follows.
Tensoring the Lie algebra central extension k →֒ g˜ ։ g by OZ and
using the isomorphism g⊗OZ ∼= TZ yields an exact sequence
0→ OZ −→ g˜⊗OZ
η
−→ TZ → 0, (4.2.2)
ofOZ -modules. As explained in [BB, §1.2.2], there is a natural Lie algebroid
structure on g˜ ⊗ OZ such that the corresponding anchor map is the map η
in (4.2.2). Further, the group G acts on g˜ and on Z , giving the sheaf g˜ ⊗OZ
a G-equivariant structure. Moreover, the composition of Lie algebra maps
LieG
dι
−→ Lie G˜ →֒ g˜ = g˜⊗ 1 →֒ g˜⊗OZ
gives a partial splitting of η. Using the terminology of [BB, §2.1.3], the above
data gives the sheaf g˜⊗OZ the structure of a G-equivariant Picard algebroid
on Z . Applying equivariant descent for Picard algebroids, as explained in
[BB, §1.8.9], one obtains from g˜⊗OZ a Picard algebroid g˜Y on Y . Explicitly,
g˜Y is the quotient of [f∗(g˜⊗OZ)]
G by the image of [f∗(LieG⊗OZ)]
G.
We define α(Z, c, ι) ∈ H2(Ω≥1Y ) to be the Atiyah class of g˜Y .
Remark 4.2.3. The class α(Z, c, ι) only depends on the action ofG on G˜ and
the differential of ι.
Let P be 〈G˜, g˜〉-torsor on Y . Given an extension (4.2.1), one obtains a
G-torsor k×\P → Y , a push-out of P via the projection G˜ → G. Further,
given a section ι : G → G˜, as above, one obtains a group decomposition
G˜ ≃ k× × G → k×. Hence, there is k×-torsor G\P → Y , a push-out of P
via the first projection G˜ ≃ k× ×G→ k×.
Lemma 4.2.4. The assignment P 7→ (k×\P, G\P) yields a bijective map from
the set (of isomorphism classes) of transitive 〈G˜, g˜〉-torsors on Y onto the set (of
isomorphism classes) of pairs (Z,L), where Z is a transitive 〈G, g〉-torsor and L
is a k×-torsor on Y satisfying an equation α(Z, c, ι) = c1(L).
Proof. Given any G˜-torsor P, put L := G\P, Z := k×\P, and let the group
k
× × G act on L ×Y Z by t × g : l × z 7→ t(l) × g(z) (i.e. k
× acts on the
L factor and G on the Z factor). Then the map p 7→ (Gp) × (k×p) gives a
G˜-equivariant isomorphism P ∼→ L ×Y Z . Conversely, given a G-torsor Z
and a k×-torsor L, put P := Z ×Y L and let G˜ act on P as above. It is clear
that this makes P → Y a G˜-torsor.
Thus, proving the lemma amounts to showing that the equation c1(L) =
α(Z, c, ι) insures that there exists aG-equivariant Lie algebroid structure on
g˜⊗OP which is compatible with the second projection pr : P = L×Y Z → Z
(in the sense that the projection of g˜ onto its quotient mod k agrees with the
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differential TP → pr
∗TZ). It suffices to construct the corresponding anchor
map η : g˜ ⊗OP → TP . To this end, let At(P/Z) = (pr∗TZ)
k× be the Atiyah
algebra of the k×-torsor pr : P → Z . Since this torsor P → Z is a pull-back
of the torsor L→ Y , for the Atiyah classes we have
At(P/Z) = pr∗c1(L) = pr
∗α(Z, c, ι).
The class on the right equals, by construction of α(Z, c, ι), the class of the
extension (4.2.2) (we use the fact that Atiyah classes on Y are in bijective
correspondence with G-equivariant Atiyah classes on Z). We deduce that
there is an isomorphism g˜⊗OZ
∼→ At(P/Z), ofG-equivariant Lie algebroids
on Z . We define η to be this isomorphism. 
4.3. We return to the setup of §3.2.
We put G¯J = GJ /k
×
G , resp. G¯J = GJ /kJ . From Claim 3.2.2 we de-
duce a natural isomorphism G¯J ∼= Σ(P )⋉ G
≥1
J and hence a direct product
decomposition
GJ ∼= k
× ×
(
Σ(P )⋉ G≥1J
)
∼= k× × G¯J . (4.3.1)
The above decomposition yields a splitting ιJ : G¯J → GJ of the canonical
projection GJ → G¯J . Observe next the assumptions formulated at the be-
ginning of section 4.2 hold in the case where G = G¯J , g˜ = GJ , and ιJ is
the natural imbeding.
We also consider a Harish-Chandra pair
〈Aut(D,M),Der(D,M)〉 := 〈Aut(D,M)/εAut(k
×), Der(D,M)/εDer(k)〉.
The isomorphism of Claim 3.2.3, yields a direct product decomposition
Aut(D,M) ∼= k× ×Aut(D,M). (4.3.2)
and we denote by ιDer : Aut(D,M) → Aut(D,M) the homomorphism
that results from the imbedding of the second factor. Again, the data G =
Aut(D,M), g˜ = Der(D,M), and ιDer, satisfy the assumptions formulated
at the beginning of section 4.2.
The isomorphism 〈ΦD,M, ϕD,M〉, of Proposition 3.2.1, induces an isomor-
phism 〈Φ¯D,M, ϕ¯D,M〉, of Harish-Chandra pairs, in the following diagram
〈K×/k×,K/k〉 

//
Id
〈G¯J , G¯J 〉 // //
∼= 〈Φ¯D,M,ϕ¯D,M〉

〈Aut(D)J ,Der(D)J 〉
Id
〈K×/k×,K/k〉 

// 〈Aut(D,M),Der(D,M)〉 // // 〈Aut(D)J ,Der(D)J 〉
(4.3.3)
of central extensions of Harish-Chandra pairs.
Remark 4.3.4. Wenote that because of noncommutativity of diagram (3.2.5),
the map ϕD,M does not respect the Lie algebra decompositions resulting
from decompositions (4.3.1) and (4.3.2), respectively. Therefore, the pair of
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maps (Φ¯D,M, ϕD,M) : 〈G¯J ,GJ 〉 → 〈Aut(D,M),Der(D,M)〉 does not form
a morphism of Harish-Chandra pairs. ♦
Given a 〈Aut(D,M),Der(D,M)〉-torsor Z , let Φ¯∗Z denote the 〈G¯J , G¯J 〉-
torsor obtained by transporting the torsor structure via the isomorphism
〈Φ¯D,M, ϕ¯D,M〉, of Harish-Chandra pairs. We also denote by cDer, resp. cJ ,
the natural central extension of 〈Aut(D,M),Der(D,M)〉, resp. 〈G¯J , G¯J 〉,
by 〈k×,k〉.
Proposition 4.3.5. For any 〈Aut(D,M),Der(D,M)〉-torsor Z , on Y , we have
in H2(Ω≥1Y )
α(Z, cDer, ιDer)− α(Φ¯∗Z, cJ , ιJ ) =
1
2c1(LZ),
where LZ is the k
×-torsor on Y induced from Z via the composition of homomor-
phisms:
Aut(D,M)→ Aut(D)J → Σ(P )→ k
×
where the last arrow is the character Σ(p) 7→ det(p|x).
Proof. In the notation of 4.2 we observe that for both central extensions cJ ,
cDer the Lie algebra part g˜ can be identified with
1
~
J . Although this identi-
fication of Lie algebras does not extend to a homomorphism on the group
parts, only on their quotients by the image of {±1}, for the construction of
the α classes we only need the adjoint action of G on g˜, which does match
for the two extensions, and the differentials dι : g→ g˜ of the splitting maps
ι : G→ G˜, which are different for cDer and cJ , respectively.
In fact, identifying Der(D,M) with GJ and applying (3.2.6) we see that
(dιJ − dιDer) is the composition
Lie(Aut(D,M))→ Lie(Aut(D)J )→ p→ k ⊂ GJ
where p → k is given by 12 Tr(a|x). We will denote this composition also by
1
2 Tr(a|x). Thereforewe see that the classes α(Z, cDer, ιDer) and α(Φ¯∗Z, cJ , ιJ )
arise from the same Lie algebroid GJ ⊗ OZ but equipped with different
Aut(D,M)-equivariant structures. More precisely, the group action on the
sheaf is the same in both cases but the partial connection along the fibers
of the projection Z → Y differs by the map 12 Tr : Lie(Aut(D,M)) → k
described above.
Using the group structure on the set of isomorphism classes of Lie alge-
broids, it suffices to check that 12c1(LZ) is the class of the trivial Lie alge-
broid OZ ⊕ TZ with the equivariant structure in which the canonical em-
bedding
Lie(Aut(D,M))⊗OZ →֒ Der(D,M)⊗OZ ≃ TZ →֒ OZ ⊕ TZ
is adjusted by 12 Tr⊗OZ . Furthermore since the group of isomorphism
classes of Lie algebroids is a vector space over a field of characteristic zero,
it suffices to show the statement without both factors 12 . Then the trace
map Tr : Lie(Aut(D,M)) → k integrates to the group homomorphism
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Aut(D,M) → k× described in the statement of the proposition. Applying
equivariant descent with respect to the kernel U of Aut(D,M) → k× we
reduce the statement to the assertion that c1(LZ) is the class of the Atiyah
algebra of U\Z = LZ , which holds by definition of the first Chern class
cz(LZ)with values in H
2(Y,Ω≥1Y ). 
5. TORSORS ASSOCIATED WITH A QUANTIZATION
5.1. LetX be a smooth symplectic variety and for any point x ∈ X let Ôx
denote the completion of the local ring at x. A choice of a formal symplec-
tic coordinate system at x is equivalent to a choice of a topological k[[~]]-
algebra isomorphism η : Ôx
∼→ A of Poisson algebras. Composing η with
an automorphism of A yields another isomorphism Ôx
∼→ A. This shows
that the pairs (x, η), as above, form the set of (closed) points of a transitive
Harish-Chandra 〈Aut(A),Der(A)〉-torsor PX , on X (both automorphisms
are derivations are assumed to preserve the Poisson structure on A).
Next, letO~ be a formal quantization ofOX and letOx,~ denote the com-
pletion of O~ at a point x ∈ X. The algebra Ox,~ is isomorphic to D as a
topological k[[~]]-algebra. Furthermore, the pairs (x, η~), where x ∈ X and
η~ : D
∼→ Ox,~ is an isomorphism of topological k[[~]]-algebras, form the set
of (closed) points of a transitive Harish-Chandra 〈Aut(D),Der(D)〉-torsor
P~, onX.
The algebra projection D ։ D/~D = A induces a canonical projection
〈Aut(D),Der(D)〉 ։ 〈Aut(A),Der(A)〉, of Harish-Chandra pairs. Accord-
ing to an observation of [BK], a choice of deformation quantization O~, of
OX , is equivalent to a choice of lift of the torsor PX over 〈Aut(A),Der(A)〉
to a transitive Harish-Chandra torsor P~ over 〈Aut(D),Der(D)〉 (we just
choose an identification of the completion Ox,~, of O~ at x, with D).
From now on, we fix a quantization O~ and an associated torsor P~ as
above. Recall that the period map assigns to the quantization O~ a class
per(O~), of the form (1.1.2). This class is defined in terms of the torsor P~
as follows.
First, one introduces a proalgebraic group G+ := k ×
(
Sp(v) ⋉ G≥1
)
,
which is almost isomorphic to the group G except that the multiplicative
group k×G , in the center of G, is replaced by a copy of the additive group k.
There is, in fact, a copy of the additive group k[[~]] contained in the center
of G+. The imbedding k[[~]] →֒ G+ is defined, via the natural group de-
composition k[[~]] = k× ~k[[~]], to be a cartesian product of the imbedding
k →֒ G+, as the first factor, and the composition ~k[[~]] ∼→ 1 + ~k[[~]] →֒
G≥1, where the first map is the exponential map and the second map was
discussed after formula (2.2.1). Further, using that the morphism 〈ΦD, ϕD〉
vanishes on the subpair 〈k×G ,kG〉 ⊂ 〈G,G〉 one constructs an ‘additive coun-
terpart’ of (2.2.2), a central extension of Harish-Chandra pairs of the form:
1→ 〈k[[~]],k[[~]]〉 −→ 〈G+, 1
~
D〉
φ+
−→ 〈Aut(D),Der(D)〉 → 1, (5.1.1)
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of Harish-Chandra pairs. Then, one defines per(O~) := Loc(P~,G
+, 1
~
D),
the obstruction class to lifting the torsor P~, over 〈Aut(D),Der(D)〉, to a
transitive torsor over the Harish-Chandra pair 〈G+, 1
~
D〉.
5.2. Let iY : Y →֒ X be a closed imbedding of a smooth Lagrangian
subvariety and IY the ideal sheaf of Y . Let JY be the preimage of the
ideal IY under the natural projection O~ ։ OX . For y ∈ Y , let IY,y,
resp. Jy, denote the completion of IY , resp. JY , at y. It is clear that one
can choose a k[[~]]-algebra isomorphism η : Oy,~ ∼= D in such a way that
η(Jy) = J . Moreover, the pairs (y, η) form the set of (closed) points of
a transitive torsor PJ over the Harish-Chandra pair 〈Aut(D)J ,Der(D)J 〉
(for transitivity, observe that the bracket with 1
~
J preserves J and that
the conormal bundle to Y is identified with its tangent bundle, due to the
Lagrangian condition).
Write q× : K× → K×/k×, resp. q+ : K → K/k, for the natural projec-
tions. Let
1→ 〈K×/k×,K/k〉 → 〈G¯J , G¯J 〉 → 〈Aut(D)J ,Der(D)J 〉 → 1 (5.2.1)
be a push-out of the extension (2.2.2) via the morphism 〈q, q+〉 : 〈K×,K〉 →
〈K×/k×,K/k〉. Associated with the central extension (5.2.1) one has the
obstruction class Loc(PJ , G¯J , G¯J ) for lifting the torsor PJ to a transitive
torsor over 〈G¯J , G¯J 〉.
Lemma 5.2.2. InH2(Y )[[~]], we have
Loc(PJ , G¯J , G¯J ) = i
∗
Y (~
2 ω2(O~) + ~
3 ω3(O~) + . . .)).
Proof. First of all, it is immediate to see that the 〈Aut(D),Der(D)〉-torsor
i∗Y P~, the restriction of the torsorP~ to the subvariety Y , is induced from the
torsor PJ via the imbedding 〈Aut(D)J ,Der(D)J 〉 →֒ 〈Aut(D),Der(D)〉.
Let c be a pull-back of the central extension (5.1.1) with respect to this
embedding and let 〈G+J ,
1
~
DJ 〉 be the preimage of the Harish-Chandra pair
〈Aut(D)J , Der(D)J 〉 under the morphism φ
+ in (5.1.1). Applying Corol-
lary 4.1.3(i) we deduce that the obstruction for lifting the torsor PJ to a
〈G+J ,
1
~
DJ 〉-torsor is equal to i
∗
Y ([ω] + ~ω1+ ~
2 ω2+ ~
3 ω3+ . . .). The variety
Y being Lagrangian, we have i∗Y ([ω]) = 0.
Note that the Lie algebra 1
~
DJ breaks up into a direct sum
1
~
k⊕ 1
~
J . Let
1→ 〈K/k,K/k〉 → 〈G+J /k,
1
~
J 〉 → 〈Aut(D)J ,Der(D)J 〉 → 1,
be the push-out of the resulting extension via the morphism 〈q+, q+〉 :
〈K,K〉 → 〈K/k,K/k〉. Applying part (ii) of Corollary 4.1.3 we conclude
that the obstruction for lifting the torsor PJ to a torsor over 〈G
+
J /k,
1
~
J 〉 is
equal to i∗Y (~
2 ω2 + ~
3 ω3 + . . .) (i.e. the term i
∗
Y (~ω1) disappears when we
take the quotient by 〈k,k〉).
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On the other hand, one has natural isomorphisms G+J /k
∼= Σ(P )⋉G
≥1
J
∼=
GJ /k
×
G , cf. Claim 3.2.2. Furthermore, it is straightforward to see by com-
paring the constructions that the central extension in the displayed formula
above is isomorphic to the one in (5.2.1); the isomorphism being induced
by the exponential map exp : K/k ∼→ K×/k×. The isomorphism of exten-
sions implies an equality of the corresponding obstruction classes, and the
result follows from the conclusion of the preceeding paragraph. 
5.3. In this subsection, we are going to associate to the quantization O~
and the Lagrangian subvariety Y ⊂ X a Picard algebroid of the form (1.1.1).
To this end, let J ′Y be the preimage of the ideal I
2
Y under the projection
O~ ։ OX , and write J
2
Y := (JY )
2. It is clear that one has inclusions
J 2Y ⊂ J
′
Y ⊂ JY .
Lemma 5.3.1. There are canonical isomorphisms
JY /J
′
Y
∼= TY , J
′
Y /J
2
Y
∼= OY , and JY /J
2
Y
∼= Tor
O~
1 (OY ,OY ).
Proof. By definition, the projection pr : O~ ։ OX induces an isomor-
phism JY /J
′
Y
∼→ IY /I
2
Y . Further, the symplectic form on X provides an
isomorphism between IY /I
2
Y , the conormal sheaf to Y , and the tangent
sheaf TY . The first isomorphism of the lemma follows.
To prove the second isomorphism, note that we have pr(J 2Y ) = I
2
Y =
pr(J ′Y ). It follows that the natural imbedding ~O~ →֒ J
′
Y induces an
isomorphism ~O~/(J
2
Y ∩ ~O~)
∼→ J ′Y /JY . Clearly, one has an inclusion
~JY ⊂ J
2
Y ∩ ~O~. Furthermore, for any y ∈ Y , an explicit computation
in local coordinates shows that the inclusion ~JY,y →֒ J
2
Y,y ∩ ~O~,y is, in
fact, an equality. It follows that J 2Y ∩ ~O~ = ~JY . Thus, we deduce a chain
of isomorphisms
J ′Y /JY
∼= ~O~/(J
2
Y ∩ ~O~)
∼= ~O~/~JY
∼= ~(O~/JY ) ∼= ~(OX/IY ) ∼= ~OY .
The second isomorphism of the lemma follows.
To prove the third isomorphism we use the long exact sequence of Tor-
sheaves associated with the short exact sequence JY →֒ O~ ։ OY . A
final part of that long exact sequence reads
. . . −→ TorO~1 (OY ,O~) −→ Tor
O~
1 (OY ,OY )
a
−→ OY
⊗
O~
JY
−→ OY
⊗
O~
O~
b
−→ OY
⊗
O~
OY −→ 0.
We have TorO~1 (OY ,O~) = 0 and the map b above is, essentially, the iden-
tity map OY → OY . It follows from the exact sequence that the map a is an
isomorphism. It remains to note that one has isomorphisms OY
⊗
O~
JY =
(O~/JY )
⊗
O~
JY = JY /J
2
Y . 
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It is easy to see using {IY , IY } ⊂ IY that the bracket O~ ×O~ → O~, a×
b 7→ 1
~
(ab − ba) descends to a well-defined Lie bracket on JY /J
2
Y , resp.
J ′Y /J
2
Y and JY /J
′
Y . Furthermore, the bracket on JY /J
′
Y goes, via the first
isomorphism of Lemma 5.3.1, to the commutator of vector fields.
Now, there is an obvious short exact sequence
0→ J ′Y /J
2
Y → JY /J
2
Y → JY /J
′
Y → 0. (5.3.2)
All the maps in this sequence respect the brackets and the image of the
element ~ ∈ J ′Y /J
2
Y is contained in the center of the Lie algebra JY /J
2
Y .
Thus, we see from Lemma 5.3.1 that our short exact sequence takes the
form of the extension in (1.1.1).
Remark 5.3.3. It is not difficult to see that the extension (1.1.1) may be in-
terpreted in a natural way as a short exact sequence of the form
0→ OY ⊗O~ Tor
O~
1 (OX ,OX )→ Tor
O~
1 (OY ,OY )→ Tor
OX
1 (OY ,OY )→ 0,
where the tensor product in the first term involves the O~-module struc-
ture on TorO~1 (OX ,−) induced by the O~-action on OX = O~/~O~ on the
left. The above exact sequence is a noncommutative version of the Jacobi-
Zariski sequence, cf. [Lo, §3.5.5], associated with the algebra homomor-
phisms O~ ։ OX ։ OY . ♦
We let At(O~, Y ) ∈ H
2(Ω≥1Y ) be the Atiyah class of the extension (1.1.1),
equivalently, of the extension (5.3.2).
Remark 5.3.4. There is an alternative construction of the class At(O~, Y ) in
terms of Cech cocycles as follows.
Locally in the Zariski topology we can write O~/~
3O~ as OX + ~OX +
~
2OX and JY = IY + ~OX + ~
2OX , J
′
Y = I
2
Y + ~OX + ~
2OX . On an open
subsetXi the truncated product looks like
a ∗ b = ab+ ~αi1(a, b) + ~
2αi2(a, b)
while on double intersections the two direct sum splittings are related by
the k[[~]] linear map
a 7→ a+ ~βij1 (a) + ~
2βij2 (a).
It follows from the standard associativity equations on the ∗ product that
antisymmetrizing αi2, then choosing a, b only from the ideal of functions
vanishing on Y , and finally restricting to Y we obtain, due to N∗ ≃ TY ,
a closed 2-form ηi on Yi = Xi ∩ Y . On the double intersections, since
the transition functions βij1 agree with products and since by assumption
αi1(a, b) =
1
2P (da, db), we can conclude that each β
ij
1 is a derivation, i.e. in-
duced by a vector field on Xi. Projecting its restriction to Y on the normal
bundle N and then using N ≃ Ω1Y we obtain 1-forms ξ
ij on Yi ∩ Yj , such
that ηi|Yi∩Yj−η
j |Yi∩Yj = dξ
ij . Then the collection ηi, ξij defines a class inH2
of the truncated de Rham complex (i.e. the 1-forms ξij satisfy the cocycle
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condition on triple intersections, rather than up to a differential of function,
since the cocycle condition holds for the original vector fields βij). ♦
We now consider the setting of §4.2 in a special case where 〈G, g〉 =
〈Aut(D)J ,Der(D)J 〉 and 〈G˜, g˜〉 = 〈GJ /(1 + ~K),GJ /~K〉. We have a nat-
ural extension c˜ as in (4.2.1), and also a section ι˜ : G → G˜ that comes from
the direct product decomposition (4.3.1). Thus, the construction of §4.2 as-
sociates to this data a class α
(
PJ , c˜, ι˜
)
∈ H2(Ω≥1Y ).
Lemma 5.3.5. (i) In H2(Ω≥1Y ), one has an equality α
(
PJ , c˜, ι˜
)
= At(O~, Y ).
(ii) The canonical morphismH2(Ω≥1Y )→ H
2
DR(Y ) sendsAt(O~, Y ) to i
∗
Y (ω1(O~)).
Proof. By definition, the class α
(
PJ , c˜, ι˜
)
is the class of the equivariant de-
scent of the Lie algebroid g˜ ⊗ OPJ and we need to identify this with the
Atiyah algebra JY /J
2
Y (as Lie algebroids on Y ). Instead, we can pull back
the latter algebra to PJ and identify the pullback with the quotient of
g˜ ⊗ OPJ by dι˜(Lie(G)) ⊗ OPJ . But by definition of PJ at every (closed)
point of this torsor the completion of JY is identified with J and
J /J 2 ≃ (1
~
J mod ~K)/dι˜(Lie(Aut(D)J )),
as required. This finishes the proof of (i) .
For (ii) recall that the class in H2DR(Y ) is represented by a sequence of
flat bundles on Y induced by PJ from the sequence (4.1.2) with a = k. On
the other hand, for any Atiyah algebraOY → L → TY the image of its class
in H2DR(Y ) is represented by the extension
0→ OY → U+(L)/OY · U+(L)→ DY → OY → 0
where DY is the sheaf of algebraic differential operators on Y and the last
arrow sends an operator to its value on the constant function 1. If the
Atiyah algebra in question is the equivariant descent of g˜ ⊗ OPJ then the
above long extension is obtained from a sequence very similar to (4.1.2), ex-
cept that the two middle terms are replaced by their quotients by the ideal
generated by the image of Lie(G). But it is easy to check that these two
ideals are isomorphic, hence the class in Ext2 is the same, as required. 
6. PROOF OF THE MAIN RESULT
6.1. We keep the notation of the previous section. In particular, we have
the obstruction class per(O~) = [ω] + ~ω1(O~) + ~
2 ω2(O~) + . . ., associated
with the extension (5.1.1).
Lemma 6.1.1. A choice of line bundleL on Y and its deformation quantization L~
is equivalent to the choice of a lift of the torsor PJ to a transitive Harish-Chandra
torsor PD,M over 〈Aut(D,M),Der(D,M)〉.
Proof. For y ∈ Y , let η : Oy,~ ∼= D be an isomorphism such that η(Jy) =
J . Given a line bundle L and its quantization L~, let Ly := OY,y ⊗OY L,
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resp. Ly,~ := Oy,~ ⊗O~ L~. A choice of local section of L at y provides an
isomorphism Ly ∼= OY,y . We obtain a chain of isomorphisms
Ly,~/~Ly,~ ∼= Ly ∼= OY,y ∼= Oy,~/(~Oy,~ + Jy) ∼= D/J ∼=M/~M,
where the fourth isomorphism is induced by the isomorphism η. Thus, ap-
plying Lemma 2.3.5, we deduce that the D-module η∗Ly,~, obtained from
Ly,~ by transporting the module structure via η, is isomorphic toM. Var-
ious choices of an isomorphism η∗Ly,~ ∼= M for all y ∈ Y give the re-
quired lift of the torsorPJ to a transitive Harish-Chandra torsorPD,M over
〈Aut(D,M),Der(D,M)〉.
In the opposite direction, let PD,M a lift of PJ . Then Aut(D,M) acts on
M and, therefore, one has a vector bundleMP associated to theAut(D,M)-
module M and PD,M, viewed as an Aut(D,M)-torsor. Moreover, the Lie
algebra action of Lie(Aut(D,M)) extends to the action of the full algebra
Der(D,M) ≃ GJ which implies that the bundleMP admits a flat algebraic
connection. Now L~ may be recovered as the sheaf of flat sections with
respect to this connection.
Finally, we note that the (non-quantized) line bundle L may also be re-
covered fromPD,M. Specifically, one has an isomorphism L ∼= k
×⊗κPD,M,
of k×-torsors on Y , where k× ⊗κ PD,M denotes the push-out of the tor-
sor PD,M via the canonical homomorphism κ : Aut(D,M) → k
×, see
(3.2.4). 
By Lemma 6.1.1 a choice of a quantized line bundle L~ on Y is equivalent
to a choice of the following data:
• A lift of the 〈Aut(D)J ,Der(D)J 〉-torsor PJ to a transitive
torsor P¯D,M over 〈Aut(D,M),Der(D,M)〉.
(6.1.2)
• A lift of P¯D,M to a transitive 〈Aut(D,M),Der(D,M)〉-torsor
PD,M such that one has an isomorphism L ∼= k
× ⊗κ PD,M.
(6.1.3)
Lemma 6.1.4. The existence of a lift P¯D,M, as in (6.1.2), is equivalent to an
equation i∗Y (~
2 ω2(O~) + ~
3 ω3(O~) + . . .) = 0 in H
2(Y )[[~]].
Proof. Diagram (4.3.3) provides an isomorphism of central extensions of
Harish-Chandra pairs. Therefore, the torsor PJ can be lifted to a transitive
〈Aut(D,M),Der(D,M)〉-torsor if and only if it can be lifted to a transitive
〈G¯J , G¯J 〉-torsor. The latter holds if and only if the class Loc(PJ , G¯J , G¯J )
vanishes, see §4.1. The result now follows from Lemma 5.2.2. 
6.2. Proof of Theorem 1.1.4. From now on, we assume that the equation
i∗Y (~
2 ω2(O~)+ ~
3 ω3(O~)+ . . .) = 0 holds and hence there is a torsor P¯D,M,
over 〈Aut(D,M),Der(D,M)〉, as in (6.1.2).
Lemma 6.2.1. The 〈Aut(D,M),Der(D,M)〉-torsor P¯D,M can be lifted to a
〈Aut(D,M),Der(D,M)〉-torsor PD,M, as in (6.1.3), if and only if one has: c1(L)
= 12c1(KY ) +At(O~, Y ).
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Proof. By (4.3.2) any lift PD,M must be isomorphic as an Aut(D,M)-torsor
toL×Y P¯D,M for some line bundleL on Y . By Lemma 4.2.4 thisAut(D,M)-
torsor structure extends to the structure of a transitive Harish-Chandra tor-
sor over 〈Aut(D,M),Der(D,M)〉 if and only if c1(L) = α(P¯D,M, cDer, ιDer)
in H2(Y,Ω≥1Y ).
FromProposition 4.3.5 the latter class is also equal toα(Φ¯∗P¯D,M, cJ , ιJ )+
1
2c1(KY ). By equivariant descent with respect to (1+~K) and Lemma 5.3.5
we identify the first of the two terms as At(O~, Y ).
We conclude that the equation c1(L) =
1
2c1(KY )+At(O~, Y ) holds if and
only if the 〈Aut(D,M),Der(D,M)〉-torsor P¯D,M can be lifted to a torsor
PD,M as in (6.1.3). 
We now discuss the set of isomorphism classes of the lifts PD,M for a
fixed PJ to , assuming it is non-empty. Assume that L is a flat (OY [[~]])
×
torsor (but we do not fix a choice of a flat connection), then PD,M(L) :=
(PD,M ×Y L)/K
× is again a torsor over Aut(D,M), since K× is central
in Aut(D,M). The fact that this extends to a transitive Harish-Chandra
torsor structure on PD,M(L) can be established as follows. We have a direct
product decomposition (OY [[~]])
× ∼= O×Y × (1+~OY ). Therefore, choosing
L is equivalent to choosing a pair (L0, L1) consisting of a flat O
×
Y -torsor L0
and a flat (1 + ~OY )-torsor L1.
It is clear that the lift P¯D,M can be adjusted by passing to P¯D,M(L1)
(which is defined similarly), since L1 has a trivial class in ~H
2
DR(Y )[[~]].
By Proposition 2.7 in [BK], any lift of PJ to a 〈Aut(D,M),Der(D,M)〉-
torsor has the form P¯D,M(L1) for a unique L1. Similarly, with fixed choice
of P¯D,M, any two lifts to a 〈Aut(D,M),Der(D,M)〉-torsor PD,M differ by a
twist by a unique L0, as follows from Lemma 4.2.4. Hence, every lift of PJ
is isomorphic to PD,M(L) for a unique flat (OY [[~]])
×-torsor L, as required.
This finishes the proof of Theorem 1.1.4. 
6.3. Final remarks. Given a line bundle L, one Y , one can consider a prob-
lem of quantization ofL up to a finite order in ~. That is, for any s = 1, 2, . . .,
one can study deformations of L to an O~/~
s+1O~-module Ls, which is flat
over k[~]/~s+1. The corresponding ‘finite order’ counterpart of Theorem
1.1.4 is more complicated, in a sense, than Theorem 1.1.4 itself.
To explain this, for each N ≥ 1, consider the following condition
(⋆N ) : c1(L)−
1
2
c1(KY ) = At(O~, Y ) & i
∗
Y ωi(O~) = 0 ∀i = 1, . . . , N.
Then, it turns out that one has implications
(⋆s+1) ⇒ ∃Ls ⇒ (⋆s−1),
however, none of the two implications is an equivalence, in general. The
origin of this phenomenon comes from the fact that the classes in the se-
quence ωi(O~), i = 1, 2, . . ., are, essentially, the obstructions to extending
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a torsor over the Harish-Chandra pair 〈G/G≥i,G/G≥i〉 to a torsor over
〈G/G≥i+1,G/G≥i+1〉. Thus, the sequence ωi(O~), i = 1, 2, . . ., is closely re-
lated to the descending filtrationD≥i on the algebraD. On the other hand,
associated with the choice of a Lagrangian subspace x there is another de-
scending filtration, F≥ix D, onD. It is defined as the multiplicative filtration
on the enveloping algebra of the Heisenberg algebra v⊕ k~ induced by the
3-step filtration
F 0 = v⊕ k~ ⊃ F 1 = v ⊃ F 2 = x,
on the vector space v⊕k~. The obstructions for the existence of finite order
deformations of the line bundleL are more naturally related to the filtration
F≥ix D rather than toD
≥i.
We illustrate the above in the case s = 1. Assume for simplicity that Y is
(smooth) projective and that the sheafO~/~
2O~ splits globally asOX+~OX .
Then, by Hodge theory, the cohomology group H2(Ω≥1Y ) is a subspace of
H2DR(Y ) and we have At(O~, Y ) = i
∗
Y ω1(O~).
By [BGP], a first order deformation exists Zariski locally onX if and only
if ω|Y = 0, which corresponds to i = 0 and a vanishing in the H
0(Y,Ω2Y )
component of H2DR(Y ). The local first order deformations can be adjusted
so that they are isomorphic on the double intersections of our Zariski cov-
ering, if and only if 2c1(L) = c1(KY ) in H
1(Y,Ω1Y ), which is a part of our
equation on i∗Y ω1(O~) (since it is represented by a closed 2-form on Y under
our assumptions and the projection ontoH1(Y,Ω1Y ) is zero).
Further, the isomorphisms on double intersections can be chosen to sat-
isfy the cocycle condition on triple intersections precisely when a certain
class inH2(Y,OY ) vanishes. In [BGP] we were unable to evaluate this class
explicitly, but very recently a formula for it was found by K. Behrend and
B. Fantechi and we expect that the corresponding vanishing condition is
theH2(Y,OY ) component of i
∗
Y ω2(O~) = 0.
Finally, by [BGP], theH0(Y,Ω2Y ) component of the equation for i
∗
Y ω1(O~)
is precisely the condition that L admits a local second order deformation.
Again, local second order deformations can be globalized when the projec-
tions of i∗Y ω2(O~) to H
1(Y,Ω1Y ) and i
∗
Y ω3(O~) to H
2(Y,OY ) vanish, respec-
tively, and so on.
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