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LARGE DEVIATIONS OF THE REALIZED (CO-)VOLATILITY VECTOR
HACE`NE DJELLOUT, ARNAUD GUILLIN, AND YACOUBA SAMOURA
Abstract. Realized statistics based on high frequency returns have become very pop-
ular in financial economics. In recent years, different non-parametric estimators of the
variation of a log-price process have appeared. These were developed by many authors
and were motivated by the existence of complete records of price data. Among them are
the realized quadratic (co-)variation which is perhaps the most well known example, pro-
viding a consistent estimator of the integrated (co-)volatility when the logarithmic price
process is continuous. Limit results such as the weak law of large numbers or the central
limit theorem have been proved in different contexts. In this paper, we propose to study
the large deviation properties of realized (co-)volatility (i.e., when the number of high
frequency observations in a fixed time interval increases to infinity. More specifically, we
consider a bivariate model with synchronous observation schemes and correlated Brown-
ian motions of the following form: dXℓ,t = σℓ,tdBℓ,t + bℓ(t, ω)dt for ℓ = 1, 2, where Xℓ
denotes the log-price, we are concerned with the large deviation estimation of the vector
V nt (X) =
(
Qn
1,t(X), Q
n
2,t(X), C
n
t (X)
)
where Qnℓ,t(X) and C
n
t (X) represente the estima-
tor of the quadratic variational processes Qℓ,t =
∫ t
0
σ2ℓ,sds and the integrated covariance
Ct =
∫ t
0
σ1,sσ2,sρsds respectively, with ρt = cov(B1,t, B2,t). Our main motivation is to
improve upon the existing limit theorems. Our large deviations results can be used to
evaluate and approximate tail probabilities of realized (co-)volatility. As an application we
provide the large deviation for the standard dependence measures between the two assets
returns such as the realized regression coefficients up to time t, or the realized correlation.
Our study should contribute to the recent trend of research on the (co-)variance estimation
problems, which are quite often discussed in high-frequency financial data analysis.
AMS 2000 subject classifications: 60F10, 60G42, 62M10, 62G05.
1. Introduction, Model and Notations
In the last decade there has been a considerable development of the asymptotic theory for
processes observed at a high frequency. This was mainly motivated by financial applications,
where the data, such as stock prices or currencies, are observed very frequently.
Asset returns covariance and its related statistics play a prominent role in many important
theoretical as well as practical problems in finance. Analogous to the realized volatility
approach, the idea of employing high frequency data in the computation of daily (or lower
frequency) covariance between two assets leads to the concept of realized covariance (or
covariation). The key role of quantifying integrated (co-)volatilities in portfolio optimization
and risk management has stimulated an increasing interest in estimation methods for these
models.
It is quite natural to use the asymptotic framework when the number of high frequency
observations in a fixed time interval (say, a day) increases to infinity. Thus Barndorff-Nielsen
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and Shephard [?] established a law of large numbers and the corresponding fluctuations for
realized volatility, also extended to more general setups and statistics by Barndorff-Nielsen
et al. [?] and [?]. Dovonon, Gonc¸alves, and Meddahi [?] considered Edgeworth expansions
for the realized volatility statistic and its bootstrap analog. These results are crucial to
explore asymptotic behaviors of realized (co-)volatility, in particular around the center of its
distribution. There are also different estimation approaches for the integrated covolatility
in multidimensional models and limit theorem, and we can refer to Barndorff-Nielsen et al.
[?] and [?] where the authors present, in an unified way, a weak law of large numbers and a
central limit theorem for a general estimator, called realized generalized bipower variation.
For related work concerning bivariate case under a non-synchronous sampling scheme,
see Hayashi and Yoshida [?], Bibinger [?], Dalalyan and Yoshida [?], see also A¨ıt-Sahalia
et al. [?] and the references therein. Estimation of the covariance of log-price processes
in the presence of market microstructure noise, we refer to Bibinger and Reiß [?], Robert
and Rosenbaum [?], Zhang et al. [?] and [?]. See also Gloter, or Comte et al. [?] for non
parametric estimation in the case of a stochastic volatility model.
We model the evolution of an observable state variable by a stochastic process Xt =
(X1,t, X2,t), t ∈ [0, 1]. In financial applications, Xt can be thought of as the short interest
rate, a foreign exchange rate, or the logarithm of an asset price or of a stock index. Suppose
both X1,t and X2,t are defined on a filtered probability space (Ω,F , (Ft),P) and follow an
Itoˆ process, namely, {
dX1,t = σ1,tdB1,t + b1(t, ω)dt
dX2,t = σ2,tdB2,t + b2(t, ω)dt
(1.1)
where B1 and B2 are standart Brownian motions, with correlation Corr(B1,t, B2,t) = ρt.
We can write dB2,t = ρtdB1,t +
√
1− ρ2tdB3,t, where B1 = (B1,t)t∈[0,1] and B3 = (B3,t)t∈[0,1]
are independent Brownian processes.
We will suppose of course existence and uniqueness of strong solutions, and in what
follows, the drift coefficient b1 and b2 are assumed to satisfy an uniform linear growth
condition and we limit our attention to the case when σ1, σ2 and ρ are deterministic
functions. The functions σℓ, ℓ = 1, 2 take positive values while ρ takes values in the interval
]− 1, 1[.
In this paper, our interest is to estimate the (co-)variation vector
[V ]t = ([X1]t, [X2]t, 〈X1, X2〉t)T (1.2)
between two returns in a fixed time period [0; 1] when X1,t and X2,t are observed syn-
chronously, [Xℓ]t, ℓ = 1, 2 represente the quadratic variational process of Xℓ and 〈X1, X2〉t
the (deterministic) covariance of X1 and X2:
[Xℓ]t =
∫ t
0
σ2ℓ,sds, 〈X1, X2〉t =
∫ t
0
σ1,sσ2,sρsds.
Inference for (1.2) is a well-understood problem if X1,t and X2,t are observed simultane-
ously. Note that X1,t and X2,t are not observed in continuous time but we have only discrete
time observations. Given discrete equally space observation (X1,tn
k
, X2,tn
k
, k = 1, · · · , n) in
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the interval [0, 1] (with tnk = k/n), a limit theorem in stochastic processes states that
V nt (X) =
(
Qn1,t(X), Q
n
2,t(X), C
n
t (X)
)T
commonly called realized (co-)variance, is a consistent estimator for [V ]t, with, for ℓ = 1, 2
Qnℓ,t(X) =
[nt]∑
k=1
(∆nkXℓ)
2 Cnt (X) =
[nt]∑
k=1
(∆nkX1) (∆
n
kX2)
where [x] denote the integer part of x ∈ R and ∆nkXℓ = Xℓ,tnk −Xℓ,tnk−1 .
When the drift bℓ(t, ω) is known, we can consider the following variant
V nt (X − Y ) =
(
Qn1,t(X − Y ), Qn2,t(X − Y ), Cnt (X − Y )
)T
with for ℓ = 1, 2 and Yℓ,t :=
∫ t
0
bℓ(t, ω)dt,
Qnℓ,t(X − Y ) =
[nt]∑
k=1
(∆nkXℓ −∆nkYℓ)2 ,
and
Cnt (X − Y ) =
[nt]∑
k=1
(∆nkX1 −∆nkY1) (∆nkX2 −∆nkY2) .
If the drift bℓ(t, ω) := bℓ(t, X1,t(ω), X2,t(ω)), where bℓ(t, x1, x2) is some deterministic func-
tion (a current situation), Xt = (X1,t, X2,t) verifies{
dX1,t = σ1,tdB1,t + b1(t, Xt)dt
dX2,t = σ2,tdB2,t + b2(t, Xt)dt.
(1.3)
When bℓ(t, x) is known, and only the sample Xtn
k−1
= (X1,tn
k−1
, X2,tn
k−1
), k = 0 · · ·n is ob-
served, we can also consider the following estimator V˜ nt (X) =
(
Q˜n1,t(X), Q˜
n
2,t(X), C˜
n
t (X)
)T
with for ℓ = 1, 2
Q˜nℓ,t(X) =
[nt]∑
k=1
(
∆nkXℓ − bℓ,tnk−1(Xtnk−1)(tnk − tnk−1)
)2
,
C˜nt (X) =
[nt]∑
k=1
(
∆nkX1 − b1,tnk−1(Xtnk−1)(tnk − tnk−1)
)(
∆nkX2 − b2,tnk−1(Xtnk−1)(tnk − tnk−1)
)
.
In the aforementionned papers, and under quite weak assumptions, it is proved the
following consistency
V n1 (X), V
n
1 (X − Y ), V˜ n1 (X) −→ [V ]1 a.s.
and the corresponding fluctuations
√
n(V n1 (X)− [V ]1),
√
n(V n1 (X − T )− [V ]1),
√
n(V˜ n1 (X)− [V ]1), L−→ N (0,Σ).
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The purpose of this paper is to furnish some further trajectorial estimations about the
estimator V n. , deepening the law of large numbers and central limit theorem. More precisely,
we are interested in the estimation of
P
(√
n
bn
(V n. (X)− [V ].) ∈ A
)
,
where A is a given domain of deviation, and (bn)n>0 is some sequence denoting the scale of
the deviation.
When bn = 1, this is exactly the estimation of the central limit theorem. When bn =√
n, it becomes the large deviations. And when 1 << bn <<
√
n, it is called moderate
deviations. In other words, the moderate deviations investigate the convergence speed
between the large deviations and central limit theorem.
The large deviations and moderate deviations problems arise in the theory of statistical
inference quite naturally. For estimation of unknown parameters and functions, it is first of
all important to minimize the risk of wrong decisions implied by deviations of the observed
values of estimators from the true values of parameters or functions to be estimated. Such
important errors are precisely the subject of large deviation theory. The large deviation
and moderate deviation results of estimators can provide us with the rates of convergence
and an useful method for constructing asymptotic confidence intervals.
The aim of this paper is then to focus on the large and moderate deviation estimations
of the estimators of volatility and co-volatility. Despite the fact that these statistics are
nearly 20 years old, there has been remarkably few result in this direction, it is a surprise
to us. The answer may however be the following: the usual techniques (such as Ga¨rtner-
Ellis method) do not work and a very particular treatment has to be considered for this
problem. Recently, however, some papers considered the unidimensional case. Djellout et
al. [?] and recently Shin and Otsu [?] obtained the large and moderate deviations for the
realized volatility. In the bivariate case Djellout and Yacouba [?], obtained the large and
moderate deviations for the realized covolatility. The large deviation for threshold estimator
for the constant volatility was established by Mancini [?] in jumps case. And the moderate
deviation for threshold estimator for the quadratic variational process was derived by Jiang
[?]. Let us mention that the problem of the large deviation for threshold estimator vector,
in the presence of jumps, will be considered in a forthcoming paper, consistency, efficience
and robustnesse were proved in Mancini and Gobbi [?]. The case of asynchronous sampling
scheme, or in the presence of micro-structure noise is also outside the scope of the present
paper but are currently under investigations.
Two economically interesting functions of the realized covariance vector are the realized
correlation and the realized regression coefficients. In particular, realized regression coef-
ficients are obtained by regressing high frequency returns for one asset on high frequency
returns for another asset. When one of the assets is the market portfolio, the result is a
realized beta coefficient. A beta coefficient measures the assets systematic risk as assessed
by its correlation with the market portfolio. Recent examples of papers that have obtained
empirical estimates of realized betas include Andersen, Bollerslev, Diebold and Wu [?],
Todorov and Bollerslev [?], Dovonon, Gonc¸alves and Meddahi [?], Mancini and Gobbi [?].
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Let us stress that large deviations for the realized correlation can not be deduced from
unidimensional quantities and were thus largely ignored. As an application of our main
results, we provide a large and moderate deviation principle for the realized correlation and
the realized regression coefficients in some special cases. The realized regression coefficient
from regressing is βnℓ,t(X) =
Cnt (X)
Qn
ℓ,t
(X)
which consistently estimates βℓ,t =
Ct
Qℓ,t
and the realized
correlation coefficient is ̺nt (X) =
Cnt (X)√
Qn
1,t(X)Q
n
2,t(X)
which estimates ̺t =
Ct√
Q1,tQ2,t
. The appli-
cation will be based essentially on an application of the delta method, developped by Gao
and Zhao ([?]).
As in Djellout et al. [?], Shin and Otsu [?], it should be noted that the proof strategy of
Ga¨rtner and Ellis large deviation theorem can not be adapted here int he large deviations
case. We will encounter the same technical difficulties as in the papers of Bercu et al. [?] and
Bryc and Dembo [?] where they established the large deviation principle for quadratic forms
of Gaussian processes. Since we cannot determine the limiting behavior of the cumulant
generating function at some boundary point, we will use an other approach based on the
results of Najim [?], [?] and [?], where the steepness assumption concerning the cumulant
generating function is relaxed. It has to be noted that the form of the large deviations
rate function is also original: at the process level, and because of the weak exponential
integrability of V nt , a correction (or extra) term appears in rate function, a phenomenon
first discovered by Lynch and Sethuraman [?].
To be complete, let us now recall some basic definitions of the large deviations theory (c.f
[?]). Let (λn)n≥1 be a sequence of nonnegative real number such that limn→∞ λn = +∞.
We say that a sequence of a random variables (Mn)n with topological state space (S, S),
where S is a σ − algebra on S, satisfies a large deviation principle with speed λn and rate
function I : S → [0,+∞] if, for each A ∈ S,
− inf
x∈Ao
I(x) ≤ lim inf
n→∞
1
λn
log P
(
Mn ∈ A
)
≤ lim sup
n→∞
1
λn
log P
(
Mn ∈ A
)
≤ − inf
x∈A¯
I(x)
where Ao and A¯ denote the interior and the closure of A, respectively.
The rate function I is lower semicontinuous, i.e. all the sub-level sets {x ∈ S | I(x) ≤ c}
are closed, for c ≥ 0. If these level sets are compact, then I is said to be a good rate function.
When the speed of the large deviation principle correspond to the regime between the central
limit theorem and the law of large numbers, we talk of moderate deviation principle.
Notations. In the whole paper, for any matrix M , MT and ‖M‖ stand for the trans-
pose and the euclidean norm of M , respectively. For any square matrix M , det(M) is
the determinant of M . Moreover, we will shorten large deviation principle by LDP and
moderate deviation principle by MDP. We denote by 〈·, ·〉 the usual scalar product. For
any process Zt, ∆
n
kZ stands for the increment Ztnk − Ztnk−1. In addition, for a sequence of
random variables (Zn)n on R
d×p, we say that (Zn)n converges (λn)−superexponentially fast
in probability to some random variable Z if, for all δ > 0,
lim sup
n→∞
1
λn
log P
(
‖Zn − Z‖ > δ
)
= −∞.
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This exponential convergence with speed λn will be shortened as
Zn
superexp−→
λn
Z.
The article is arranged in three upcoming sections and an appendix comprising some
theorems used intensively in the paper, we have included them here for completeness.
Section 2 is devoted to our main results on the LDP and MDP for the (co-)volatility vector.
In Section 3, we deduce applications for the realized correlation and the realized regression
coefficients, when σℓ, for ℓ = 1, 2 are constants. In section 4, we give the proof of these
theorems.
2. Main results
Let Xt = (X1,t, X2,t) be given by (1.1), and Yt = (Y1,t, Y2,t) where for ℓ = 1, 2 Yℓ,t :=∫ t
0
bℓ(t, ω)dt. We introduce the following conditions
(B) for ℓ = 1, 2 b(·, ·) ∈ L∞(dt⊗ P)
(LDP) Assume that for ℓ = 1, 2
• σ2ℓ,t(1− ρ2t ) and σ1,tσ2,t(1− ρ2t ) ∈ L∞([0, 1], dt).
• the functions t→ σℓ,t and t→ ρt are continuous.
(MDP) Assume that for ℓ = 1, 2
• σ2ℓ,t(1− ρ2t ) and σ1,tσ2,t(1− ρ2t ) ∈ L2([0, 1], dt).
• Let (bn)n>1 be a sequence of positive numbers such that
bn −−−→
n→∞
∞ and bn√
n
−−−→
n→∞
0
and for ℓ = 1, 2
√
nbn max
16k6n
∫ k/n
(k−1)/n
σ2ℓ,tdt −−−→
n→∞
0. (2.1)
We introduce the following function, which will play a crucial role in the calculation of
the moment generating function: for −1 < c < 1 let for any λ = (λ1, λ2, λ3) ∈ R3
Pc(λ) :=


−1
2
log
(
(1− 2λ1(1− c2))(1− 2λ2(1− c2))− (λ3(1− c2) + c)2
1− c2
)
if λ ∈ D
+∞, otherwise
(2.2)
where
Dc =
{
λ ∈ R3, max
ℓ=1,2
λℓ <
1
2(1− c2) and
2∏
ℓ=1
(
1− 2λℓ(1− c2)
)
>
(
λ3(1− c2) + c
)2}
.
(2.3)
Let us present now the main results.
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2.1. Large deviation. Our first result is about the large deviation of V n1 (X), i.e. at fixed
time.
Theorem 2.1. Let t = 1 be fixed.
(1) For every λ = (λ1, λ2, λ3) ∈ R3,
lim
n→∞
1
n
logE(exp(n 〈λ, V n1 (X − Y )〉)) = Λ(λ) :=
∫ 1
0
Pρt(λ1σ
2
1,t, λ2σ
2
2,t, λ3σ1,tσ2,t)dt,
where the function Pc is given in (2.2).
(2) Under the conditions (LDP) and (B) , the sequence V n1 (X) satisfies the LDP on
R3 with speed n and with the good rate function given by the legendre transformation
of Λ, that is
Ildp(x) = sup
λ∈R3
(〈λ, x〉 − Λ(λ)) . (2.4)
Let us consider the case where diffusion and correlation coefficients are constant, the rate
function being easier to read (see also [?] in the purely Gaussian case, i.e. b = 0). Before
that let us introduce the function P ∗c which is the Legendre transformation of Pc given in
(2.2), for all x = (x1, x2, x3)
P ∗c (x) :=


log
( √
1− c2√
x1x2 − x23
)
− 1 + x1 + x2 − 2cx3
2(1− c2)
if x1 > 0, x2 > 0, x1x2 > x
2
3
+∞, otherwise.
(2.5)
Corollary 2.2. We assume that for ℓ = 1, 2 σℓ and ρ are constants. Under the condition
(B), we obtain that V n1 (X) satisfies the LDP on R
3 with speed n and with the good rate
function IVldp given by
IVldp(x1, x2, x3) = P
∗
ρ
(
x1
σ21
,
x2
σ22
,
x3
σ1σ2
)
, (2.6)
where P ∗c is given in (2.5).
Now, we shall extend the Theorem 2.1 to the process-level large deviations, i.e. for tra-
jectories (V nt (X))0≤t≤1, which is interesting from the viewpoint of non-parametric statistics.
Let BV ([0, 1],R3) (shortened in BV ) be the space of functions of bounded variation on
[0, 1]. We identify BV with M3([0, 1]), the set of vector measures with value in R3. This is
done in the usual manner: to f ∈ BV there corresponds µf caracterized by µf([0, t]) = f(t).
Up to this identification, C3([0, 1]) the set of R3-valued continuous bounded functions on
[0, 1]), is the topological dual of BV . We endow BV with the weak-* convergence topology
σ(BV, C3([0, 1])) (shortened σw) and with the associated Borel σ−field Bw. Let f ∈ BV
and µf the associated measure in M3([0, 1]). Consider the Lebesgue decomposition of µf ,
µf = µfa + µ
f
s where µ
f
a denotes the absolutely continous part of µ
f with respect to dx and
µfs its singular part. We denote by fa(t) = µ
f
a([0, t]) and by fs(t) = µ
f
s ([0, t]).
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Theorem 2.3. Under the conditions (LDP) and (B), the sequence V n· (X) satisfies the
LDP on BV with speed n and with the rate function Jldp given for any f = (f1, f2, f3) ∈ BV
by
Jldp(f) =
∫ 1
0
P ∗ρt
(
f
′
1,a(t)
σ21,t
,
f
′
2,a(t)
σ22,t
,
f
′
3,a(t)
σ1,tσ2,t
)
dt
+
∫ 1
0
σ22,tf
′
1,s(t) + σ
2
1,tf
′
2,s(t)− 2ρtσ1,tσ2,tf ′3,s(t)
2σ21,tσ
2
2,t(1− ρ2t )
1[t;f ′
1,s>0,f
′
2,s>0,(f
′
3,s)
2<f
′
1,sf
′
2,s]
dθ(t),
where P ∗c is given in (2.5) and θ is any real-valued nonnegative measure with respect to
which µfs is absolutely continuous and f
′
s = dµ
f
s/dθ = (f
′
1,s, f
′
2,s, f
′
3,s).
Remark 2.1. Note that the definition of f ′s is θ−dependent. However, by homogeneity,
Jldp does not depend upon θ. One can choose θ = |f1,s|+ |f2,s|+ |f3,s|, with |fi,s| = f+i,s+f−i,s,
where fi,s = f
+
i,s − f−i,s by the Hahn-Jordan decomposition.
Remark 2.2. As stated above, the problem of the LDP for Qnℓ,·(X) and C
n
· (X) was alreay
studied by Djellout et al. [?] and [?], and the rate function is given explicitly in the last
case. This is the first time that the LDP is investigated for the vector of the (co-)volatility.
Remark 2.3. By using the contraction principle, and if σℓ is strictly positive, we may find
back the result of [?], i.e. that Qnℓ,· satisfies a LDP with speed n and rate function
Jσℓldp(f) =
∫ 1
0
P∗
(
f ′a(t)
σ2ℓ,t
)
dt+
1
2
∫ 1
0
1
σ2ℓ,t
d|fs|(t)
where P∗(x) = 1
2
(x − 1 − log(x)) when x is positive and infinite if non positive, using the
same notation as in the theorem (with θ = |fs|). One may also obtain the LDP for Cn·
by the contraction principle, recovering the result of Djellout-Yacouba [?] (see there for the
quite explicit complicated rate function).
Remark 2.4. The continuity assumptions in (LDP) of σℓ,· and ρ· is not necessary, but in
this case we have to consider another strategy of the proof, more technical and relying on
Dawson-Ga¨rtner type theorem, which moreover does not enable to get other precision on
the rate function that the fact it is a good rate function.
However it is not hard to adapt our proof to the case where σℓ,· and ρ· have only a finite
number of discontinuity points (of the first type). This can be done by applying the previous
theorem to each subinterval where all functions are continuous and using the independence
of the increments of V nt (X − Y ).
2.2. Moderate deviation. Let us now considered the intermediate scale between the
central limit theorem and the law of large numbers.
Theorem 2.4. For t=1 fixed. Under the conditions (MDP) and (B) , the sequence
√
n
bn
(V n1 (X)− [V ]1)
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satisfies the LDP on R3 with speed b2n and with the rate function given by
Imdp(x) = sup
λ∈R3
(
〈λ, x〉 − 1
2
〈λ,Σ1 · λ〉
)
=
1
2
〈
x,Σ−11 · x
〉
(2.7)
with
Σ1 =


∫ 1
0
σ41,tdt
∫ 1
0
σ21,tσ
2
2,tρ
2
tdt
∫ 1
0
σ31,tσ2,tρtdt∫ 1
0
σ21,tσ
2
2,tρ
2
tdt
∫ 1
0
σ42,tdt
∫ 1
0
σ1,tσ
3
2,tρtdt∫ 1
0
σ31,tσ2,tρtdt
∫ 1
0
σ1,tσ
3
2,tρtdt
∫ 1
0
1
2
σ21,tσ
2
2,t(1 + ρ
2
t )dt

 .
Remark 2.5. If for some p > 2, σ21,t, σ
2
2,t and σ1,tσ2,t(1−ρ2t ) ∈ Lp([0, 1]) and bn = O(n
1
2
− 1
p ),
the condition (2.1) in (MDP) is verified.
Let H be the banach space of R3-valued right-continuous-left-limit non decreasing func-
tions γ on [0, 1] with γ(0) = 0, equipped with the uniform norm and the σ−field Bs
generated by the coordinate {γ(t), 0 6 t 6 1}.
Theorem 2.5. Under the conditions (MDP) and (B), the sequence
√
n
bn
(V n. (X)− [V ].)
satisfies the LDP on H with speed b2n and with the rate function given by
Jmdp(φ) =


∫ 1
0
1
2
〈
φ˙(t),Σ−1t · φ˙(t)
〉
dt if φ ∈ AC0([0, 1])
+∞, otherwise,
(2.8)
where
Σt =


σ41,t σ
2
1,tσ
2
2,tρ
2
t σ
3
1,tσ2,tρt
σ21,tσ
2
2,tρ
2
t σ
4
2,t σ1,tσ
3
2,tρt
σ31,tσ2,tρt σ1,tσ
3
2,tρt
1
2
σ21,tσ
2
2,t(1 + ρ
2
t )


is invertible and Σ−1t his inverse such that
Σ−1t =
1
det(Σt)


1
2
σ21,tσ
6
2,t(1− ρ2t )
1
2
σ41,tσ
4
2,tρ
2
t (1− ρ2t ) −σ31,tσ52,tρt(1− ρ2t )
1
2
σ41,tσ
4
2,tρ
2
t (1− ρ2t )
1
2
σ61,tσ
2
2,t(1− ρ2t ) −σ51,tσ32,tρt(1− ρ2t )
−σ31,tσ52,tρt(1− ρ2t ) −σ51,tσ32,tρt(1− ρ2t ) σ41,tσ42,t(1− ρ4t )

 ,
with det(Σt) =
1
2
σ61,tσ
6
2,t(1− ρ2t )3,
and AC0 = {φ : [0, 1]→ R3 is absolutely continuous with φ(0) = 0} .
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Let us note once again that it is the first time the MDP is considered for the vector of
(co)-volatility.
In the previous results, we have imposed the boundedness of b(t, ω) which allows us to
reduce quite easily the LDP and MDP of V n(X)to those of V n(X − Y ) (no drift case). It
is very natural to ask whether they continue to hold under a Lipchitzian condition or more
generally linear growth condition of the drift b(t, x), rather than the boundedness. This is
the object of the following
Theorem 2.6. Let Xt = (X1,t, X2,t) be given by (1.3), with (X1,0, X2,0) bounded. We
assume that the drift bℓ satisfies the following uniform linear growth condition: ∀s, t ∈
[0, 1], x, y ∈ R2
|bℓ(t, x)− bℓ(s, y)| 6 C[1 + ‖x− y‖+ η(|t− s|)(‖x‖+ ‖y‖)], (2.9)
where C > 0 is a constant and η : [0,∞)→ [0,∞) is a continuous non-decreasing function
with η(0) = 0.
(1) Under the condition (LDP), the sequence V˜ n· (X) satisfies the LDPs in Theorem
2.1 and Theorem 2.3.
(2) Under the condition (MDP), the sequence
√
n
bn
(V˜ n· (X) − [V ]·) satisfies the MDPs
in Theorem 2.4 and Theorem 2.5.
As it can be remarked, the LDP and the MDP are established here for V˜ n instead of V n.
If we conjecture that the MDP may still be valid in this case with V n, we do not believe
it should be the case for the LDP, and it is thus a challenging and interesting question to
establish the LDP in this case for V n. However for the statistical purpose, if the drift b is
known, the previous result is perfectly satisfactory.
3. Applications: Large deviations for the realized correlation and the
realized regression coefficients
In this section we apply our results to obtain the LDP and MDP for the standard depen-
dence measures between the two assets returns such as the realized regression coefficients
up to time 1, βℓ,1 =
C1
Qℓ,1
for ℓ = 1, 2 and the realized correlation ̺1 =
C1√
Q1,1Q2,1
which are
estimated by βnℓ,1(X) =
Cn1 (X)
Qn
ℓ,1
(X)
and ̺n1 (X) =
Cn1 (X)√
Qn
1,1(X)Q
n
2,1(X)
respectively. To simplify the ar-
gument, we focus in the case where σℓ for ℓ = 1, 2 are constants and we denote ̺ :=
∫ 1
0
ρtdt.
The consistency and the central limit theorem for these estimators were already studied see
for example Mancini and Gobbi [?]. Up to our knowledge, however no results are known
for the large and moderate deviation principle.
3.1. Correlation coefficient.
Proposition 3.1. Let for ℓ = 1, 2, σℓ are constants and ̺ :=
∫ 1
0
ρtdt. Under the conditions
(LDP) and (B), the sequence ̺n1 (X) satisfies the LDP on R with speed n and with the good
rate function given by
I̺ldp(u) = inf{(x,y,z)∈R3:u= z√
xy
}
Ildp(x, y, z)
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where Ildp is given in (2.4).
Once again, let us specify the rate function in the case of constant correlation.
Corollary 3.2. We suppose that for ℓ = 1, 2, σℓ and ρ are constant. Under the condition
(B), we obtain that ̺n1 (X) satisfies the LDP on R with speed n and with the good rate
function given by
Iρldp(u) =


log
( √
1− ρu√
1− ρ2√1− u2
)
− 1 + σ
4
1 + σ
4
2 − 2ρσ21σ22u
2σ21σ
2
2(1− ρu)
, −1 < u < 1
+∞, otherwise.
(3.1)
As the reader can imagine from the rate function expression, it is quite a simple appli-
cation of the contraction principle starting from the LDP of the realized (co)-volatility. As
will be seen from the proof, in this case, the MDP is harder to establish and requires a
more subtle technology: large deviations for the delta-method.
Proposition 3.3. Let for ℓ = 1, 2, σℓ are constants and ̺ :=
∫ 1
0
ρtdt. Under the conditions
(MDP) and (B), the sequence
√
n
bn
(̺n1 (X)− ̺) satisfies the LDP on R with speed b2n and
with the rate function given by
I̺mdp(u) = inf
{(x,y,z)∈R3:u= z
σ1σ2
−̺σ
2
1
y+xσ2
2
2σ2
1
σ2
2
}
Imdp(x, y, z)
where Imdp is given in (2.7).
Corollary 3.4. We suppose that for ℓ = 1, 2, σℓ and ρ are constant. Under the condition
(B), we obtain that
√
n
bn
(̺n1 (X)− ρ) satisfies the LDP on R with speed n and with the good
rate function given for all u ∈ R by
Iρmdp(u) =
2u2
(1− ρ2)2 . (3.2)
3.2. Regression coefficient. The strategy initiated for the correlation coefficient is even
simpler in the case of regression coefficient.
Proposition 3.5. Let for ℓ = 1, 2, σℓ are constants . Under the conditions (LDP) and
(B), for ℓ = 1 or 2, the sequence βnl,1(X) satisfies the LDP on R with speed n and with the
good rate function given by
I
βℓ,1
ldp (u) = inf{(x1,x2,x3)∈R3:u=x3xℓ }
Ildp(x1, x2, x3)
where Ildp is given in (2.4).
Once again, this Proposition is a simple application of the contraction principle. Let us
specify the rate function in the case of constant correlation.
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Corollary 3.6. We suppose that for ℓ = 1, 2, σℓ and ρ are constant. Under the condition
(B), we obtain that βnl,1(X) satisfies the LDP on R with speed n and with the good rate
function given for ι = 1, 2 with ℓ 6= ι and for all u ∈ R by
Iβlldp(u) =
1
2
log
(
1 +
(σℓu− ρσι)2
σ2ι (1− ρ2)
)
. (3.3)
We may also consider the MDP.
Proposition 3.7. Let for ℓ = 1, 2, σℓ are constants and ̺ :=
∫ 1
0
ρtdt. Under the conditions
(MDP) and (B) and for ℓ, ι ∈ {1, 2} with ℓ 6= ι, the sequence
√
n
bn
(βnℓ,1(X)− ̺σισℓ ) satisfies
the LDP on R with speed b2n and with the rate function given by
I
βℓ,1
mdp(u) = inf{(x,y,z)∈R3:u= z
σ2
ℓ
−̺ σι
σ3
ℓ
x}
Imdp(x, y, z)
where Imdp is given in (2.7).
Corollary 3.8. We suppose that for ℓ = 1, 2, σℓ and ρ are constant. Under the condition
(B) and for ℓ, ι ∈ {1, 2} with ℓ 6= ι, we obtain that
√
n
bn
(βnℓ,1(X)− ρσισℓ ) satisfies the LDP on
R with speed n and with the good rate function given for all u ∈ R by
I
βc
ℓ,1
mdp(u) =
2σ2ℓu
2
σ2ι (1− ρ2)
. (3.4)
4. Proof
Let us say a few words on our strategy of proof. As the reader may have guessed, one
of the important step is first to consider the no-drift case, where we have to deal with
non homogenous quadratic forms of Gaussian processes (in the vector case). In these
non essentially smooth case (in the terminology of Ga¨rtner-Ellis), we will use (after some
technical approximations) powerful recent results of Najim [?]. In a second step, we see
how to reduce the general case to the no-drift case.
4.1. Proof of Theorem 2.1.
Lemma 4.1. If (ξ, ξ
′
) are independent centered Gaussian random vector with covariance(
1 c
c 1
)
,−1 < c < 1.
Then for all (λ1, λ2, λ3) ∈ R3
logE exp
(
λ1ξ
2 + λ2ξ
′2 + λ3ξξ
′
)
= Pc(λ1, λ2, λ3),
where the function Pc is given in in (2.2).
Proof : Elementary.
Lemma 4.2. Let Xt = (X1,t, X2,t) given (1.1) and Yt = (Y1,t, Y2,t) where for ℓ = 1, 2 Yℓ,t :=∫ t
0
bℓ(t, ω)dt. We have for every λ ∈ R3
Λn(λ) :=
1
n
logE (exp (n 〈λ, V n1 (X − Y )〉)) 6 Λ(λ) :=
∫ 1
0
Pρt(λ1σ
2
1,t, λ2σ
2
2,t, λ3σ1,tσ2,t)dt,
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where the function Pc is given in in (2.2), and
lim
n→∞
Λn(λ) = Λ(λ).
Proof : For ℓ = 1, 2, we have
Qnℓ,t(X − Y ) =
[nt]∑
k=1
aℓ,kξ
2
ℓ,k and C
n
t (X − Y ) =
[nt]∑
k=1
√
a1,k
√
a2,kξ1,kξ2,k
where
ξℓ,k :=
∫ tk
tk−1
σℓ,sdBℓ,s
√
aℓ,k
and aℓ,k :=
∫ tn
k
tn
k−1
σ2ℓ,sds. (4.1)
Obviously ((ξ1,k, ξ2,k))k=1···n are independent centered Gaussian random vector with co-
variance matrix (
1 cnk
cnk 1
)
where
cnk :=
ϑnk√
a1,k
√
a2,k
and ϑnk :=
∫ tn
k
tn
k−1
σ1,sσ2,sρsds. (4.2)
We use the lemma 4.1 and the martingale convergence theorem (or the classical Lebesgue
derivation theorem) to get the final assertions (see for example [?, p.204] for details).
Proof Theorem 2.1.
(1) It is contained in lemma 4.2.
(2) We shall prove it in three steps.
Part 1. At first, we consider that the drift bℓ = 0. In this case V
n
t (X) = V
n
t (X −Y ). We
recall that since B2,t = ρtdB1,t +
√
1− ρ2tdB3,t, we may rewrite (1.1) as{
dX1,t = σ1,tdB1,t
dX2,t = σ2,t(ρtdB1,t +
√
1− ρ2tdB3,t) (4.3)
Using the approximation Lemma in [?], we shall prove that
V n1 (X − Y ) =
(
n∑
k=1
(∆nkX1)
2 ,
n∑
k=1
(∆nkX2)
2 ,
n∑
k=1
(∆nkX1) (∆
n
kX2)
)T
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will satisfy the same LDPs as
W n1 :=


1
n
n∑
k=1
σ2
1, k−1
n
N21,k
1
n
n∑
k=1
(
σ2, k−1
n
ρk−1
n
N1,k + σ2, k−1
n
√
1− ρ2k−1
n
N3,k
)2
1
n
n∑
k=1
σ1, k−1
n
N1,k
(
σ2, k−1
n
ρk−1
n
N1,k + σ2, k−1
n
√
1− ρ2k−1
n
N3,k
)


,
where Nℓ,k :=
∫ tn
k
tn
k−1
√
ndBℓ,s, for ℓ = 1, 3.
Let us first focus on the LDP of W n1 . We will use Najim result (see Lemma 5.1) to prove
that.
It is easy to see that W n1 can be reritten as
W n1 =
1
n
n∑
k=1
F
(
k − 1
n
)
Zk
where
F
(
k
n
)
=


f1(
k
n
)
f2(
k
n
)
f3(
k
n
)

 =


σ2
1, k
n
0 0
σ2
2, k
n
ρ2k
n
σ2
2, k
n
(1− ρ2k
n
) 2σ2
2, k
n
ρ k
n
√
1− ρ2k
n
σ1, k
n
σ2, k
n
ρ k
n
0 σ1, k
n
σ2, k
n
√
1− ρ2k
n

 (4.4)
and
Zj =
(
N21,j , N
2
3,j, N1,jN3,j
)T
. (4.5)
Obviously (N1,k, N3,k)k=1···n are independent centered Gaussian random vector with iden-
tity covariance matrix.
For the LDP ofW n1 we will use Lemma 5.1, in the case where X := [0, 1] and R(dx) is the
Lebesgue measure on [0, 1] and xni := i/n. One can check that, in this situation, Assump-
tions (N-2) hold true. The random variables (Zk)k=1,··· ,n are independent and identically
distributed. By the definition of Zk, the Assumptions (N-1) hold true also.
So W n1 satisfies the LDP on R
3 with speed n and with the good rate function given by
for all x ∈ R3
I(x) = sup
λ∈R3
(
〈λ, x〉 −
∫ 1
0
L
(
3∑
j=1
λi · fi(t)
)
dt
)
,
with
3∑
i=1
λifi(t) =


λ1σ
2
1,t + λ2σ
2
2,tρ
2
t + λ3σ1,tσ2,tρt
λ2σ
2
2,t(1− ρ2t )
2λ2σ
2
2,tρt
√
1− ρ2t + λ3σ1,tσ2,t
√
1− ρ2t


T
,
and for λ ∈ R3
L(λ) := logE exp 〈λ, Z1〉 = P0(λ1, λ2, λ3),
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where P0 is given in (2.2). In this cas it takes a simpler form wich we recall here:
P0(λ1, λ2, λ3) = −1
2
log
(
(1− 2λ1)(1− 2λ2)− λ23
)
.
An easy calculation gives us that∫ 1
0
P0
(
3∑
j=1
λi · fi(t)
)
dt =
∫ 1
0
Pρt
(
λ1σ
2
1,t, λ2σ
2
2,t, λ3σ1,tσ2,t
)
dt,
so
I(x) = Ildp(x),
where Ildp is given in (2.4).
Part 2. Now we shall prove that V n1 and W
n
1 satisfy the same LDPs, by means of the
approximation Lemma in [?]. We have to prove that
V n1 (X − Y )−W n1 superexp−→
n
0.
We do this element by element. We will only consider one element, the other terms can
be dealt with in the same way. We have to prove that for q = 1, 2, 3
Rnq,1 superexp−→
n
0, (4.6)
where
Rn1,t :=
[nt]∑
k=1
(∆nkX1)
2 − 1
n
[nt]∑
k=1
σ2
1, k−1
n
N21,k, (4.7)
Rn2,t :=
[nt]∑
k=1
(∆nkX2)
2 − 1
n
[nt]∑
k=1
(
σ2, k−1
n
ρk−1
n
N1,k + σ2, k−1
n
√
1− ρ2k−1
n
N3,k
)2
, (4.8)
and
Rn3,t :=
[nt]∑
k=1
∆nkX1∆
n
kX2−
1
n
[nt]∑
k=1
σ1, k−1
n
N1,k
(
σ2, k−1
n
ρk−1
n
N1,k + σ2, k−1
n
√
1− ρ2k−1
n
N3,k
)
. (4.9)
At first, we start the negligibility (4.6) with the quantity Rn1,1 which can be rewritten as
Rn1,1 =
n∑
k=1
R−,kR+,k,
with R±,k :=
∫ tn
k
tn
k−1
(σ1,s ± σ1, k−1
n
)dB1,s, where ((R−,k, R+,k))k=1···n are independent centered
Gaussian random vector with covariance(
εn−,k η
n
k
ηnk ε
n
+,k
)
where
εn±,k =
∫ tn
k
tn
k−1
(
σ1,s ± σ1, k−1
n
)2
ds and ηnk =
∫ tn
k
tn
k−1
(
σ21,s − σ21, k−1
n
)
ds (4.10)
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So by Chebyshev’s inequality, we have for all r, λ > 0,
1
n
logP
(Rn1,1 > r) 6 −rλ + 1n logE exp (nλRn1,1) (4.11)
A simple calculation gives us
1
n
logE exp
(
nλRn1,1
)
=
1
n
n∑
k=1
logE exp (nλR+,kR−,k)
= − 1
2n
n∑
k=1
log
[
εn+,kε
n
−,k −
(
nλ(εn+,kε
n
−,k − (ηnk )2) + ηnk
)2
εn+,kε
n
−,k − (ηnk )2
]
= − 1
2n
n∑
k=1
log
[
1− n2λ2(εn+,kεn−,k − (ηnk )2)− nληnk
]
=
∫ 1
0
K(fn(t))dt (4.12)
where K is given by
K(λ) :=


−1
2
log (1− 2λ) if λ < 1
2
+∞, otherwise,
and
fn(t) =
n∑
k=1
1(tn
k
−tn
k−1)
(t)
[
λ2
(
εn+,k
tnk − tnk−1
εn−,k
tnk − tnk−1
−
(
ηnk
tnk − tnk−1
)2)
+ 2λ
(
ηnk
tnk − tnk−1
)]
where εn±,k and η
n
k are given in (4.10).
By the continuity condition of the assumption (LDP) and the classical Lebesgue deriva-
tion theorem, we have that
fn(t) −→ 0 as n→∞.
By the classical Lebesgue derivation theorem we have that the right hand of the equality
(4.12) goes to 0.
Letting n goes to infinity and than λ goes to infinity in (4.11), we obtain that
lim
n→∞
1
n
log P
(Rn1,1 > r) = −∞.
Doing the same things with −Rn1,1, we obtain (4.6) for Rn1,1.
Now we shall prove (4.6) with Rn2,1. We have
Rn2,1 =
n∑
k=1
E−,kE+,k +
n∑
k=1
E−,kB+,k +
n∑
k=1
E+,kB−,k +
n∑
k=1
B−,kB+,k,
where
E±,k :=
∫ tn
k
tn
k−1
(σ2,sρs ± σ2, k−1
n
ρk−1
n
)dB1,s,
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and
B±,k :=
∫ tn
k
tn
k−1
(σ2,s
√
1− ρ2s ± σ2, k−1
n
√
1− ρ2k−1
n
)dB3,s.
where (E−,k, E+k),(E−,k, B+,k),(E+,k, B−,k),(B−,k, B+,k), k = 1 · · ·n are four independent
centered Gaussian random vectors with covariances respectively given by


∫ tn
k
tn
k−1
(σ2,sρs − σ2, k−1
n
ρk−1
n
)2ds
∫ tn
k
tn
k−1
(σ22,sρ
2
s − σ22, k−1
n
ρ2k−1
n
)ds
∫ tn
k
tn
k−1
(σ22,sρ
2
s − σ22, k−1
n
ρ2k−1
n
)ds
∫ tn
k
tn
k−1
(σ2,sρs + σ2, k−1
n
ρk−1
n
)2ds


and


∫ tn
k
tn
k−1
(σ2,sρs − σ2, k−1
n
ρk−1
n
)2ds 0
0
∫ tn
k
tn
k−1
(σ2,s
√
1− ρ2s + σ2, k−1
n
√
1− ρ2k−1
n
)2ds


and


∫ tn
k
tn
k−1
(σ2,sρs + σ2, k−1
n
ρk−1
n
)2ds 0
0
∫ tn
k
tn
k−1
(σ2,s
√
1− ρ2s − σ2, k−1
n
√
1− ρ2k−1
n
)2ds


and


∫ tn
k
tn
k−1
(σ2,s
√
1− ρ2s − σ2, k−1
n
√
1− ρ2k−1
n
)2ds
∫ tn
k
tn
k−1
(σ22,s(1− ρ2s)− σ22, k−1
n
(1− ρ2k−1
n
))ds
∫ tn
k
tn
k−1
(σ22,s(1− ρ2s)− σ22, k−1
n
(1− ρ2k−1
n
))ds
∫ tn
k
tn
k−1
(σ2,s
√
1− ρ2s + σ2, k−1
n
√
1− ρ2k−1
n
)2ds.


So (4.6) for Rn2,1 is deduced if
n∑
k=1
E−kE+,k
superexp−→
n
0,
n∑
k=1
E−,kB+,k
superexp−→
n
0,
n∑
k=1
E+,kB−,k
superexp−→
n
0,
n∑
k=1
B−,kB+,k
superexp−→
n
0.
Each convergence is deduced by the same calculations as for (R−,k, R+,k)k=1···n.
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Now we shall prove (4.6) with Rn3,1. We have
Rn3,1 =
n∑
k=1
R−,kE−,k +
n∑
k=1
R−,kB−,k +
n∑
k=1
R−,k
(∫ tn
k
tn
k−1
σ2, k−1
n
ρk−1
n
dB1,s
)
+
n∑
k=1
R−,k
(∫ tn
k
tn
k−1
σ2, k−1
n
√
1− ρ2k−1
n
dB3,s
)
+
n∑
k=1
E−,k
(∫ tn
k
tn
k−1
σ1, k−1
n
dB1,s
)
+
n∑
k=1
B−,k
(∫ tn
k
tn
k−1
σ1, k−1
n
dB1,s
)
,
where we have used the same notation as before. By the same calculations used to prove
(4.6) for Rn1,1 and Rn2,1, we obtain (4.6) for Rn3,1.
Then V n1 (X − Y ) and W n1 satisfy the same LDP.
Part 3. We will prove that V n1 (X) and V
n
1 (X − Y ) satisfy the same LDP. We need to
prove that
‖V n1 (X)− V n1 (X − Y )‖ superexp−→
n
0.
This will be done element by element : for ℓ = 1, 2
Qnℓ,1(X)−Qnℓ,1(X − Y ) superexp−→
n
0 and Cn1 (X)− Cn1 (X − Y ) superexp−→
n
0. (4.13)
We have ∣∣Qnℓ,1(X)−Qnℓ,1(X − Y )∣∣ ≤ ε(n)Qnℓ,1(X − Y ) +
(
1 +
1
ε(n)
)
Znℓ ,
and
|Cn1 (X)− Cn1 (X − Y )| ≤ ε(n)
(
Qn1,1(X − Y ) +Qn2,1(X − Y )
)
+
(
1
2
+
1
ε(n)
)
(Zn1 + Z
n
2 ) .
with
Zℓ,n =
n∑
k=1
(∫ tn
k
tn
k−1
bℓ(t, ω)dt
)2
≤ ‖bℓ‖
2
∞
n
.
We chose ε(n) such that nε(n) → ∞, so (4.13) follows from the LDP of Qℓ,1(X), Cn1 (X)
and the estimations above.
4.2. Proof of Corollary 2.2.
From Theorem 2.1, we obtain that V n1 (X−Y ) satisfies the LDP on R3 with speed n and
with the good rate function given by for all x ∈ R3
IVldp(x) = sup
λ∈R3
(〈λ, x〉 − Pρ(σ21λ1, σ22λ2, σ1σ2λ3)) = P ∗ρ
(
λ1
σ21
,
λ2
σ22
,
λ3
σ1σ2
)
.
where Pρ and P
∗
ρ are given in (2.2) and (2.5) respectively. So we get the expression of I
V
ldp
given in (2.6).
The Legendre transformation of Pc is defined by
P ∗ρ (x) := sup
λ∈R3
(〈λ, x〉 − Pρ(λ)) .
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The function λ → 〈λ, x〉 − Pρ(λ) reaches the supremum at the point λ∗ = (λ∗1, λ∗2, λ∗3)
such as 

λ∗1 =
1
2
x1x2 − (1− ρ2)x2 − x23
2(1− ρ2)(x1x2 − x23)
,
λ∗2 =
1
2
x1x2 − (1− ρ2)x1 − x23
2(1− ρ2)(x1x2 − x23)
,
λ∗3 =
x23ρ− x1x2ρ+ (1− ρ2)x3
(1− ρ2)(x1x2 − x23)
.
So we get the expression of the Legendre transformation P ∗ρ given in (2.5).
4.3. Proof of Theorem 2.3.
Now we shall prove the Theorem 2.3 in two steps.
Step 1. We start by proving that the LDP holds for
W nt =
1
n
[nt]∑
k1
F
(
k − 1
n
)
Zk,
where F is given in (4.4) and Zk is given in (4.5).
This result come from an application of LDP of Lemma 5.2 derived in the case where
X := [0, 1] and R(dx) is the Lebesgue measure on [0, 1] and xni := i/n. One can check that,
in this situation, Assumptions (N-2) and (N-3) hold true.
The random variables (Zk)k=1,··· ,n are independent and identically distributed. And we
will apply the Lemma with the random variables Znk := F
(
k − 1
n
)
Zk. The law of Z
n
k
depends on the position xni := i/n This type of model was partially examined by Najim see
section 2.4.2 in [?].
By the definition of Znk , the Assumptions (N-1) and (N-4) hold true.
Finally, we just need to verify that if xni and x
n
j are close then so are L(Zni ) and L(Znj )
for the following Wasserstein type distance between probability measures:
dOW (P,Q) = inf
η∈M(P,Q)
inf
{
a > 0;
∫
R3×R3
τ
(
z − z′
a
)
η(dzdz′) 6 1
}
,
where η is a probability with given marginals P and Q and η(z) = e|z| − 1.
In fact, consider the random variables Y = F (x)Z and Y˜ = F (x′)Z, since F is continuous
Eτ
(
Y − Y˜
ǫ
)
= Eτ
(
(F (x)− F (x′))Z
ǫ
)
≤ 1
for x′ close to x. Thus dOW (L(Zni ),L(Znj )) ≤ ǫ. This gives the Assumption (N-5).
So we deduce that the sequence W n· satisfies the LDP on BV with speed n and with the
rate function Jldp given by
Jldp(f) =
∫ 1
0
Λ∗t (f
′
a(t))dt +
∫ 1
0
~t(f
′
s(t))dθ(t).
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where for all z ∈ R3 and all t ∈ [0, 1]
Λ∗t (z) = sup
λ∈R3
(〈λ, z〉 − Λt(λ)) ,
with
Λt(λ) = log
∫
R3
e〈λ,z〉P (t, dz) = Pρt(λ1σ
2
1,t, λ2σ
2
2,t, λ3σ1,tσ2,t),
so Λ∗t coincide with P
∗
ρt given in Theorem 2.3.
And θ is any real-valued nonnegative measure with respect to which µfs is absolutely
continuous and f ′s = dµ
f
s/dθ and for all z ∈ R3 and all t ∈ [0, 1] the recession function ~t
of Λ∗t defined by ~t(z) = sup{〈λ, z〉 , λ ∈ DΛt} with DΛt = {λ ∈ R3,Λt(λ) < ∞} = {λ ∈
R3, Pρt(λ1σ
2
1,t, λ2σ
2
2,t, λ3σ1,tσ2,t), <∞}.
The recession function α of P ∗c , see Theorem 13.3 in [?] is given by
α(z) := lim
h→∞
P ∗c (hz)
h
=
z1 + z2 − 2cz3
2(1− c2) 1[z1>0,z2>0,z23<z1z2].
Using this expression, we obtain the rate function given in the Theorem 2.3.
Step 2. Now we have to prove that
sup
t∈[0,1]
‖V nt (X − Y )−W nt ‖ superexp−→
n
0.
To do that, we have to prove that for q = 1, 2, 3
sup
t∈[0,1]
∣∣Rnq,t∣∣ superexp−→
n
0, (4.14)
where the definition of Rnq,t arge given in (4.7), (4.8) and (4.9) for q = 1, 2, 3 respectively.
We start by proving (4.14) for q = 1, the other terms for q = 2, 3 follow the same line of
proof.
We remark that (Rn1,t − E(Rn1,t)) is a (F[nt]/n)-martingale. Then
exp(λn
[Rn1,t − E(Rn1,t)])
is a sub-martingale. By the maximal inequality, we have for any r, λ > 0,
P
(
sup
t∈[0,1]
[Rn1,t − E(Rn1,t)] > r
)
= P
(
exp
(
λn sup
t∈[0,1]
[Rn1,t − E(Rn1,t)]
)
> enλr
)
≤ e−nλrE (exp (λn [Rn1,1 − E(Rn1,1)]))
and similarly
P
(
inf
t∈[0,1]
[Rnq,t − E(Rn1,t)] < −r
)
≤ e−nλrE (exp (−λn [Rn1,1 − E(Rn1,1)])) .
So we get
1
n
log P
(
sup
t∈[0,1]
[Rn1,t − E(Rn1,t)] > r
)
≤ −λr + 1
n
logE
(
eλnR
n
1,1
)− λE(Rn1,1).
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It is easy to see that E(Rn1,1) → 0 as n goes to infinity. We have already seen in (4.12)
that 1
n
logE
(
eλnR
n
1,1
)→ 0 as n gos to infinity. So we obtain for all λ > 0
lim sup
n→∞
1
n
log P
(
sup
t∈[0,1]
[Rn1,t − E(Rn1,t)] > r
)
≤ −λr.
Letting λ > 0 goes to infinity, we obtain that the left term in the last inequality goes to
−∞.
And similarly, by doing the same calculations with
P
(
inf
t∈[0,1]
[Rnq,t − E(Rn1,t)] < −r
)
,
we obtain that
sup
t∈[0,1]
∣∣Rn1,t − E(Rn1,t)∣∣ superexp−→
n
0.
Since
E(Rn1,1) superexp−→
n
0,
we obtain (4.14) for q = 1.
4.4. Proof of Theorem 2.4.
As is usual, the proof of the MDP is somewhat simpler than the LDP, relying on the
same line of proof than the one for the CLT. Namely, a good control of the asymptotic of
the moment generating functions, and Ga¨rtner-Ellis theorem. We shall then prove that for
all λ ∈ R3
lim
n→∞
1
b2n
logE exp
(
b2n
√
n
bn
〈λ, V n1 − [V ]1〉
)
=
1
2
〈λ,Σ1 · λ〉 . (4.15)
Taking the calculation in (4.2),we have
1
b2n
logE exp
(
b2n
√
n
bn
〈λ, V n1 − [V ]1〉
)
=
1
b2n
n∑
k=1
[
Hnk (λ)− bn
√
n 〈λ, [V ]1〉
]
,
with
Hnk (λ) := Pcnk
(
λ1bn
√
na1,k, λ2bn
√
na2,k, λ3bn
√
n
√
a1,k
√
a2,k
)
,
where aℓ,k are given in (4.1) and c
n
k is given in (4.2).
By our condition (2.1),
ε(n) :=
√
nbn max
16k6n
max
ℓ=1,2
aℓ,k −−−→
n→∞
0.
By multidimensional Taylor formula and noting that Pcn
k
(0, 0, 0) = 0, ∇Pcn
k
(0, 0, 0) =
(1, 1, cnk)
T and the Hessian matrix
H(Pcn
k
)(0, 0, 0) =


2 2(cnk)
2 2cnk
2(cnk)
2 2 2cnk
2cnk 2c
n
k 1 + (c
n
k)
2

 ,
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and after an easy calculations, we obtain once if ||λ|| · |ε(n)| < 1
4
, i.e. for n large enough,
Hnk (λ) = bn
√
n 〈λ, [V ]1〉+ nb2n
1
2
〈λ,Σnk · λ〉+ nb2nν(k, n),
where
Σnk :=


a21,k (ϑ
n
k)
2 a1,kϑ
n
k
(ϑnk)
2 a22,k a2,kϑ
n
k
a1,kϑ
n
k a2,kϑ
n
k
1
2
(a1,ka2,k + (ϑ
n
k)
2)

 ,
where ϑnk is given in (4.2), and ν(k, n) satisfies
|ν(k, n)| 6 C||λ|| · |ε(n)|,
where C = 1
6
sup||λ||≤1/4
∣∣∣∣∂3P (λ1, λ2, λ3)∂3λ
∣∣∣∣.
On the other hand, by the classical Lebesgue derivation theorem see [?], we have
n∑
k=1


∫ tn
k
tn
k−1
g(s)ds
tnk − tnk−1




∫ tn
k
tn
k−1
h(s)ds
tnk − tnk−1

 (tnk − tnk−1)→
∫ 1
0
g(s)h(s)ds
by taking different chosse of g and h: once g(s) = h(s) = σ2ℓ,s or g(s) = h(s) = σ1,sσ1,sρs,
or g(s) = σ2ℓ,s and h(s) = σ
2
ℓ′,s ℓ 6= ℓ′, and g(s) = σ2ℓ,s and h(s) = σ1,sσ1,sρs, we obtain that
n
n∑
k=1
Σnk →n→∞ Σ1 =


∫ 1
0
σ41,tdt
∫ 1
0
σ21,tσ
2
2,tρ
2
tdt
∫ 1
0
σ31,tσ2,tρtdt∫ 1
0
σ21,tσ
2
2,tρ
2
tdt
∫ 1
0
σ42,tdt
∫ 1
0
σ1,tσ
3
2,tρtdt∫ 1
0
σ31,tσ2,tρtdt
∫ 1
0
σ1,tσ
3
2,tρtdt
∫ 1
0
1
2
σ21,tσ
2
2,t(1 + ρ
2
t )dt

 = Σ1.
Then the (4.15) follows.
Hence (2.4) follows from the Ga¨rtner-Ellis theorem.
4.5. Proof of Theorem 2.5.
It is well known that the LDP of finite dimensional vector(√
n
bn
(V ns1(X)− [V ]s1 , · · · , V nsk(X)− [V ]sk)
)
, 0 < s1 < · · · < sk 6 1, k > 1
and the following exponential tightness: for any s ∈ [0, 1] and η > 0
lim
ε↓0
lim sup
n→∞
1
b2n
log P
(√
n
bn
sup
s6t6s+ε
‖∆tsV n· (X)−∆ts[V ]·‖ > η
)
= −∞
with ∆tsV
n
· = V
n
t − V ns , are sufficient for the LDP of
√
n
bn
(V n· (X)− [V ]·) for the sup-norm
topology (cf. [?],[?]).
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Under the assumption of Theorem 2.5, we have:
lim
n→∞
√
n sup
t∈[0,1]
‖EV nt (X)− [V ]t‖ = 0. (4.16)
In fact, we have:
√
n sup
t∈[0,1]
‖EV nt (X)− [V ]t‖
6 3
√
nmax
(
max
ℓ=1,2
sup
t∈[0,1]
|EQnℓ,t(X)− [Xℓ]t|,
√
n sup
t∈[0,1]
|ECnt (X)− 〈X1, X2〉t|
)
6 3max
(
max
ℓ=1,2
max
k6n
√∫ k/n
(k−1)/n
σ4ℓ,tdt,max
k6n
√∫ k/n
(k−1)/n
σ21,tσ
2
2,tρ
2
tdt
)
.
By our condition (2.1), we obtain (4.16).
Now, we show that for any partition 0 < s1 < · · · < sk 6 1, k > 1 of [0, 1]√
n
bn
(
V ns1(X)− [V ]s1, · · · , V nsk(X)− [V ]sk
)
satisfies the LDP on Rk with speed b2n and with the rate function given by
Is1,··· ,sk(x1, · · · , xk) =
1
2
k∑
i=1
〈(xi − xi−1), (Σsisi−1)−1 · (xi − xi−1)〉 (4.17)
where
Σus =


∫ u
s
σ41,tdt
∫ u
s
σ21,tσ
2
2,tρ
2
tdt
∫ u
s
σ31,tσ2,tρtdt∫ u
s
σ21,tσ
2
2,tρ
2
tdt
∫ u
s
σ42,tdt
∫ u
s
σ1,tσ
3
2,tρtdt∫ u
s
σ31,tσ2,tρtdt
∫ u
s
σ1,tσ
3
2,tρtdt
∫ u
s
1
2
σ21,tσ
2
2,t(1 + ρ
2
t )dt


is invertible and
det(Qus ) =
(∫ u
s
σ41,tdt
)(∫ u
s
σ42,tdt
)(∫ u
s
1
2
σ21,tσ
2
2,t(1 + ρ
2
t )dt
)
+ 2
(∫ u
s
σ21,tσ
2
2,tρ
2
tdt
)(∫ u
s
σ1,tσ
3
2,tρtdt
)(∫ u
s
σ31,tσ2,tρtdt
)
−
(∫ u
s
1
2
σ21,tσ
2
2,t(1 + ρ
2
t )dt
)(∫ u
s
σ21,tσ
2
2,tρ
2
tdt
)2
−
(∫ u
s
σ41,tdt
)(∫ u
s
σ1,tσ
3
2,tρtdt
)2
−
(∫ u
s
σ42,tdt
)(∫ u
s
σ31,tσ2,tρtdt
)2
and (Σus )
−1 his inverse.
For n large enough we have 1 < [nt1] < · · · < [ntk] < n, so by applying the homeomor-
phism
Υ : (x1, · · · , xk)→ (x1, x2 − x1, · · · , xk − xk−1)
Zn = (V
n
s1
(X)− [V ]s1, · · · , V nsk(X)− [V ]sk) can be mapped to Un = ΥZn with independent
components.
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Then we consider the LDP of
√
n
bn
(Un − EUn).
For any θ = (θ1, · · · , θk) ∈ (R3)k,
Λs1, · · · , sk(θ) = lim
n→∞
1
b2n
logE exp
(
bn
√
n 〈λ, Un −EUn〉
)
=
k∑
i=1
1
2
〈λi,Σsisi−1 · λi〉.
By Ga¨rtner-Ellis theorem,
√
n
bn
(Un − EUn) satifies the LDP in (R3)k with speed b2n and
with the good rate function
Λ∗s1, · · · , sk(x) = 1
2
k∑
i=1
〈xi, (Σsisi−1)−1 · xi〉.
Then by the inverse contraction principle, we have
√
n
bn
(Zn−EZn) satisfies the LDP with
speed b2n and with the rate function Is1,··· ,sk(x) given in (4.17).
Now, we shall prove that for any η > 0, s ∈ [0, 1]
lim
ε↓0
lim sup
n→∞
1
b2n
log P
(√
n
bn
sup
s6t6s+ε
‖∆tsV n· (X)− E∆tsV n· (X)‖ > η
)
= −∞. (4.18)
For that we need to prove that for ℓ = 1, 2 and for all η > 0 and s ∈ [0, 1]
lim
ε↓0
lim sup
n→∞
1
b2n
logP
(√
n
bn
sup
s6t6s+ε
|∆tsQℓ,·(X)− E∆tsQℓ,·(X)| > η
)
= −∞, (4.19)
and
lim
ε↓0
lim sup
n→∞
1
b2n
logP
(√
n
bn
sup
s6t6s+ε
|∆tsC·(X)− E∆tsC·(X)| > η
)
= −∞. (4.20)
In fact (4.19) can be done in the same way than in Djellout et al.[?]. It remains to show
(4.20). This will be done following the same technique as for the proof of (4.19) and using
a result of [?]. Remark that (Cnt (X)− ECnt (X)) is an F[nt]/n-martingale. Then
exp(λ[∆ts(C
n
· (X)− ECn· (X))])
is a sub-martingale. By the maximal inequality, we have for any η, λ > 0
P
(
sup
s6t6s+ε
∆ts [C
n
· (X)− ECn· (X)] > η
)
= P
(
exp(λ sup
s6t6s+ε
∆ts [C
n
· (X)− ECn· (X)] > eλη
)
6 e−ληE exp
(
λ∆s+εs [C
n
· (X)− ECn· (X)]
)
, (4.21)
and similary,
P
(
inf
s6t6s+ε
∆ts [C
n
· (X)− ECn· (X)] < −η
)
6 e−ληE exp
(−λ[∆s+εs [Cn· (X)− ECn· (X)]) .
(4.22)
Using Remark 2.4 in [?], we have that for all c ∈ R
lim
n→∞
1
b2n
logE exp
(
cb2n
√
n
bn
∆s+ǫs [C
n
· (X)− ECn· (X)]
)
=
1
2
c2
∫ s+ǫ
s
σ21,tσ
2
2,t(1 + ρ
2
t )dt.
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Therefore taking η = δ
bn
n
, λ = bn
√
nc (c > 0) in (4.21), we get
lim sup
n→∞
1
b2n
logP
(√
n
bn
sup
s6t6s+ε
∆ts [C
n
· (X)− ECn· (X)] > δ
)
6 inf
c>0
{
−cδ + 1
2
c2
∫ s+ǫ
s
σ21,tσ
2
2,t(1 + ρ
2
t )dt
}
= − δ
2
2
∫ s+ǫ
s
σ21,tσ
2
2,t(1 + ρ
2
t )dt
,
and similary by (4.22),
lim sup
n→∞
1
b2n
log P
(√
n
bn
inf
s6t6s+ε
∆ts [C
n
· (X)− ECn· (X)] < −δ
)
6 − δ
2
2
∫ s+ǫ
s
σ21,tσ
2
2,t(1 + ρ
2
t )dt
.
By the integrability of σ21,tσ
2
2,t(1 + ρ
2
t ), we have
lim
ε↓0
sup
s∈[0,1]
∫ s+ǫ
s
σ21,tσ
2
2,t(1 + ρ
2
t )dt = 0.
Hence (4.20) follows from the above estimations. So we have (4.18).
By (4.17) and (4.18),
√
n
bn
(V n· − [V ]·) satifies the LDP with the speed b2n and the good
rate function
Isup(x) = sup {Is1,··· ,sk(x(s1), · · · , x(sk)); 0 < s1 < · · · < sk 6 1, k > 1} ,
where
Is1,··· ,sk(x(s1), · · · , x(sk)) =
1
2
k∑
i=1
〈x(si)− x(si−1), (Σsisi−1)−1 · (x(si)− x(si−1))〉
It remains to prove that Isup(x) = Imdp(x).
We shall prove that Isup(x) 6 Imdp(x).
For this, we treat the first element of the matrix (Σsisi−1)
−1 which is denoted (Σsisi−1)
−1
1,1
and we prove that
k∑
i=1
(x1(si)− x1(si−1))2.(Σsisi−1)−11,1 6
∫ 1
0
(x′1(t))
2.(Σ−1t )1,1dt,
where (Σ−1t )1,1 represente the first element of the matrix Σ
−1
t .
We have
(Σsisi−1)
−1
1,1 =
1
det(Σsisi−1)
((∫ si
si−1
σ42,tdt
)(∫ si
si−1
1
2
σ21,tσ
2
2,t(1 + ρ
2
t )dt
)
−
(∫ si
si−1
σ1,tσ
3
2,tρtdt
)2)
.
By [?, p.1305], for x := (x1, x2, x3) ∈ H, if Isup(x) < +∞, then for 0 < s1 < · · · < sk 6 1,
Then
k∑
i=1
(x1(si)− x1(si−1))2.(Σsisi−1)−11,1 6
∫ 1
0
(x′1(t))
2.
1
2
σ21,tσ
6
2,t(1 + ρ
2
t )− σ21,tσ62,tρ2t
det(Σt)
dt
=
∫ 1
0
(x′1(t))
2.(Σ−1t )1,1dt,
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The same calculation with the other terms of the matrix given in the following, implies
that Isup(x) 6 Imdp(x):
(Σsisi−1)
−1
2,2 =
1
det(Σsisi−1)
[(∫ si
si−1
σ41,tdt
)(∫ si
si−1
1
2
σ21,tσ
2
2,t(1 + ρ
2
t )dt
)
−
(∫ si
si−1
σ31,tσ2,tρtdt
)2]
,
(Σsisi−1)
−1
3,3 =
1
det(Σsisi−1)
[(∫ si
si−1
σ41,tdt
)(∫ si
si−1
σ42,tdt
)
−
(∫ si
si−1
σ21,tσ
2
2,tρ
2
tdt
)2]
,
(Σsisi−1)
−1
1,2 = (Σ
si
si−1)
−1
2,1 =
1
det(Σsisi−1)
[(∫ si
si−1
σ31,tσ2,tρtdt
)(∫ si
si−1
σ1,tσ
3
2,tρtdt
)
−
(∫ si
si−1
σ21,tσ
2
2,tρ
2
tdt
)(∫ si
si−1
1
2
σ21,tσ
2
2,t(1 + ρ
2
t )dt
)]
,
(Σsisi−1)
−1
1,3 = (Σ
si
si−1)
−1
3,1 =
1
det(Σsisi−1)
[(∫ si
si−1
σ21,tσ
2
2,tρ
2
tdt
)(∫ si
si−1
σ1,tσ
3
2,tρtdt
)
−
(∫ si
si−1
σ42,tdt
)(∫ si
si−1
σ31,tσ2,tρtdt
)]
,
(Σsisi−1)
−1
2,3 = (Σ
si
si−1)
−1
3,2 =
1
det(Σsisi−1)
[(∫ si
si−1
σ21,tσ
2
2,tρ
2
tdt
)(∫ si
si−1
σ31,tσ2,tρtdt
)
−
(∫ si
si−1
σ41,tdt
)(∫ si
si−1
σ1,tσ
3
2,tρtdt
)]
.
On the other hand, by the convergence of martingales and Fatou’s lemma,
Imdp(x) < +∞, and Imdp(x) 6 Isup(x).
So we have Isup(x) = Imdp(x).
4.6. Proof of Theorem 2.6.
Step 1. We shall prove that V˜ n· and V
n
· (X − Y ) satisfy the same LDP, by means of the
approximation Lemma in [?]. So we shall prove that Q˜nℓ,· and Q
n
ℓ,·(X − Y ) satisfy the same
LDP and idem for C˜n· and C
n
· (X − Y ).
We have
sup
t∈[0,1]
|Q˜nℓ,t(X)−Qnℓ,t(X − Y )| 6 ε(n)Qnℓ,t(X − Y ) +
(
1 +
1
ε(n)
)
Zℓ,n (4.23)
and
sup
t∈[0,1]
|C˜n1,t(X)− Cn1,t(X − Y )| 6 ε(n)
2∑
ℓ=1
Qnℓ,t(X − Y ) +
(
1
2
+
1
ε(n)
) 2∑
ℓ=1
Zℓ,n, (4.24)
where the sequence ε(n) > 0 will be selected later, and Zℓ,n is given
Zℓ,n =
n∑
k=1
(∫ tn
k
tn
k−1
bℓ,t(Xt)dt− bℓ,tn
k−1
(Xtn
k−1
)(tnk − tnk−1)
)2
, (4.25)
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with Xt = (X1,t, X2,t).
For Qnℓ,t(X − Y ), being a Gaussian process, Theorem 1.1 in [?] may be used. It remains
to control Zℓ,n. For this we just need to prove that:
1
ε(n)
Zℓ,n
superexp−→
n
0. (4.26)
The main idea is to reduce it to estimations ofMℓ,t =
∫ t
0
σℓ,sdBℓ,s, by means of Gronwall’s
inequality. So, we have at first for all t ∈ [0, 1]
‖Xt‖ 6 ‖X0‖+ C
∫ t
0
(1 + (1 + η(s))‖Xs‖)ds+ sup
s6t
‖Ms‖
6
(
C + ‖X1,0‖+ ‖X2,0‖+ sup
s61
‖Ms‖
)
+ C1
∫ t
0
‖Xs‖ds.
where C1 = C(1 + η(1)). Hence, by Gronwall’s inequality
‖Xt‖ 6
(
C + ‖X1,0‖+ ‖X2,0‖+ sup
s61
‖Ms‖
)
eC1t, ∀t ∈ [0, 1] (4.27)
For any s ∈ [0, 1], v > 0
sup
s6t6s+v
‖Xt −Xs‖ 6 sup
s6t6s+v
‖Mt −Ms‖+ v. sup
s6t6s+v
‖b(t, Xt)‖
6 sup
s6t6s+v
‖Mt −Ms‖+ vC2
(
sup
06t61
‖Xt‖+ 1
)
(4.28)
We get by (2.9), (4.27),(4.28) and Cauchy-Schwarz’s inequality
(∫ tn
k
tn
k−1
bℓ(t, Xt)dt− bℓ(tnk−1, Xtnk−1)(tnk − tnk−1)
)2
6
(
1
n
C
(
1 + sup
tn
k−16t6t
n
k
‖Xt −Xtn
k−1
‖+ 2η
(
1
n
)
sup
06t61
‖Xt‖
))2
6
C3
n2
(
1 + sup
tn
k−16t6t
n
k
‖Mt −Mtn
k−1
‖2 +
(
1
n2
+ η
(
1
n
)2)
sup
06t61
‖Mt‖2
)
(4.29)
Chose ε(n) > 0 so that
ε(n)→ 0 but
1
n2
+ η
(
1
n
)2
ε(n)
→ 0 (4.30)
By (4.29) and the definition of Zℓ,n, we have that
lim sup
n→∞
1
n
logP
(
1
ε(n)
Zℓ,n > δ
)
6 max(A,B)
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where
A = lim sup
n→∞
1
n
log P
(
1
ε(n)n
max
k6n
sup
tn
k−16t6t
n
k
‖Mt −Mtn
k−1
‖2 > C4δ
)
6 2max
ℓ=1,2
lim sup
n→∞
1
n
log P
(
1
ε(n)n
max
k6n
sup
tn
k−16t6t
n
k
|Mℓ,t −Mℓ,tn
k−1
|2 > C4δ
)
, (4.31)
and
B = lim sup
n→∞
1
n
log P
(
1
ε(n)2n
(
1
n2
+ η
(
1
n
)2)
sup
06t61
‖Mt‖2 > C5δ
)
6 2max
ℓ=1,2
lim sup
n→∞
1
n
logP
(
1
ε(n)n
(
1
n2
+ η
(
1
n
)2)
sup
06t61
|Mℓ,t|2 > C5δ
)
. (4.32)
By Le´vy’s inequality for a Brownian motion and our choice (4.30) of ε(n), the limits
(4.31) and (4.32) are both −∞. Limit (4.26) follows.
Step 2. We shall prove that
√
n
bn
(V˜ n· − [V ]·) and
√
n
bn
(V n· (X − Y ) − [V ]·) satisfy the same
LDP, by means of the approximation lemma in [?] and of three strong tools: Gronwall’s
inequality, Le´vy’s inequality and an isoperimetric inequality for gaussian processes. By the
estimation above (4.23) and (4.24), and as Qnℓ,t(X − Y ) was also estimated in the proof
Theorem 1.3 in [?]. It remains to control Zℓ,n given in (4.25) . For this we just need to
prove that:
1
ε(n)
√
n
bn
Zℓ,n
superexp−→
b2n
0. (4.33)
Chose ε(n) > 0 so that
ε(n)
√
n
bn
→ 0 but
(
1
n2
+ η
(
1
n
)2)
bn
ε(n)
√
n
→ 0. (4.34)
By (4.29) and the definition of Zℓ,n given in (4.25), we have that
lim sup
n→∞
1
b2n
log P
(
1
ε(n)
√
n
bn
Zℓ,n > δ
)
6 max(A,B)
where
A = lim sup
n→∞
1
b2n
log P
(
1
ε(n)bn
√
n
max
k6n
sup
tn
k−16t6t
n
k
‖Mt −Mtn
k−1
‖2 > C4δ
)
6 2max
ℓ=1,2
lim sup
n→∞
1
b2n
log P
(
1
ε(n)bn
√
n
max
k6n
sup
tn
k−16t6t
n
k
|Mℓ,t −Mℓ,tn
k−1
|2 > C4δ
)
, (4.35)
and
B = lim sup
n→∞
1
b2n
log P
(
1
ε(n)bn
√
n
(
1
n2
+ η
(
1
n
)2)
sup
06t61
‖Mt‖2 > C5δ
)
6 2max
ℓ=1,2
lim sup
n→∞
1
b2n
log P
(
1
ε(n)bn
√
n
(
1
n2
+ η
(
1
n
)2)
sup
06t61
|Mℓ,t|2 > C5δ
)
. (4.36)
LDP OF THE REALIZED (CO-)VOLATILITY 29
By Le´vy’s inequality for a Brownian motion and our choice (4.34) of ε(n), the limit (4.36)
are also −∞. As in [?], it’s more little difficult to estimate (4.35). By the isoperimetric
inequality [[?], p17,(1.24)] and our choice (4.34), we conclude that the limit (4.35) are both
−∞.
4.7. Proof of Corollary 3.2.
We have just to do the identification of the rate function. We knew that ̺n1 (X) satisfies
the LDP on R with speed n and with the good rate function given by
Iρldp(u) := inf{(x1,x2,x3)∈R3:x3=u√x1x2,x1>0,x2>0}
IVldp(x1, x2, x3),
where IVldp is given in (2.6). So
Iρldp(u) = inf
{
log
(√
σ21σ
2
2(1− ρ2)√
x1x2
√
1− u2
)
− 1 + σ
2
2x1 + σ
2
1x2 − 2ρσ1σ2u
√
x1x2
2σ21σ
2
2(1− ρ2)
, x1 > 0, x2 > 0
}
.
The above infinimum is attained at the point (x1, x2) =
(
σ21(1− ρ2)
1− ρu ,
σ22(1− ρ2)
1− ρu
)
, so we
obtain (3.1).
4.8. Proof of Proposition 3.3.
As said before, quite unusually, the MDP is here a little bit harder to prove, due to the
fact that it is not a simple transformation of the MDP of
√
n
bn
(V nt − [V ]t). Therefore we will
use the strategy developped for the TCL: the delta-method. Fortunately, Gao and Zhao [?]
have developped such a technology at the large deviations level. However it will require to
prove quite heavy exponential negligibility to be able to do so. For simplicity we omit X
in the notations of Qn1,t(X) and C
n
t (X).
Let introduce Ξt,n such that Ξ
n
t :=
√
Qn1,t
√
Qn2,t. Then by the Lemma 5.3 applied to the
functions g := (x, y, z) 7→ √x√y and h := (x, y, z) 7→ 1√
x
√
y
, we deduce that
√
n
bn
(
Ξn1 −
E(Ξn1 )
)
and
√
n
bn
(
(Ξn1 )
−1 − (E(Ξn1 ))−1
)
satisfies the LDP on R with the same speed b2n and
with the rates functions respectively given by IΞmdp and I
Ξ−1
mdp :
IΞmdp(u) := inf
{(x,y,z)∈R3,u=σ
2
1
y+σ2
2
x
2σ1σ2
}
{Imdp(x, y, z)},
and
IΞ
−1
mdp(u) := inf
{(x,y,z)∈R3,u=−σ
2
1
y+σ2
2
x
2σ3
1
σ3
2
}
{Imdp(x, y, z)},
where Imdp is given in (2.7).
By some simple calculations, we have
̺n1 (X)− ̺ = ℵn1 + ℵn2 + ℵn3 + ℵn4 − ℵn5 − ℵn6 , (4.37)
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where
ℵn1 := (Cn1 − ECn1 )
(
1
Ξn1
− 1
E(Ξn1 )
)
, ℵn2 := (Cn1 − ECn1 )
1
EΞn1
,
ℵn3 := (ECn1 − ̺EΞn1 )
(
1
Ξn1
− 1
EΞn1
)
, ℵn4 := (ECn1 − ̺EΞn1 )
1
EΞn1
,
ℵn5 := ̺(Ξn1 − EΞn1 )
(
1
Ξn1
− 1
EΞn1
)
, ℵn6 := ̺(Ξn1 − EΞn1 )
1
EΞn1
.
To prove the Theorem 3.3, we have to use the Lemma 5.3 and prove some negligibility
in the sence of MDP: √
n
bn
ℵn1 superexp−→
b2n
0, (4.38)
√
n
bn
ℵn3 superexp−→
b2n
0, (4.39)
√
n
bn
ℵn4 superexp−→
b2n
0, (4.40)
√
n
bn
ℵn5 superexp−→
b2n
0. (4.41)
Since ECn1 − ̺EΞ1,n → 0 as n→∞, (4.40) follows.
We have for all δ > 0
P
(√
n
bn
|ℵn1 | > δ
)
6 P
(√
n
bn
∣∣∣∣Cn1 − ECn1
∣∣∣∣ > αn
)
+ P
(√
n
bn
∣∣∣∣ 1Ξ1,n −
1
EΞ1,n
∣∣∣∣ > αn
)
,
where αn =
√√
n
bn
δ.
So, by the Lemma 1.2.15 in [?], we have that for all δ > 0
lim sup
n→∞
1
b2n
logP
(√
n
bn
|ℵn1 | > δ
)
is majorized by the maximum of the following two limits
lim sup
n→∞
1
b2n
logP
(√
n
bn
∣∣∣∣Cn1 − ECn1
∣∣∣∣ > αn
)
, (4.42)
lim sup
n→∞
1
b2n
log P
(√
n
bn
∣∣∣∣ 1Ξ1,n −
1
EΞ1,n
∣∣∣∣ > αn
)
. (4.43)
Let A > 0 be arbitrary, since αn →∞ as n→∞, so for n large enough we obtain that
1
b2n
logP
(√
n
bn
∣∣∣∣Cn1 − ECn1
∣∣∣∣ > αn
)
6
1
b2n
logP
(√
n
bn
∣∣∣∣Cn1 − ECn1
∣∣∣∣ > A
)
.
By the MDP of
√
n
bn
(Cn1 −ECn1 ) obtained in Theorem 2.3 in [?], and by letting n to infinity,
we obtain that
lim sup
n→∞
1
b2n
log P
(√
n
bn
∣∣∣∣Cn1 − ECn1
∣∣∣∣ > αn
)
6 − inf
|x|>A
ICmdp(x).
Letting A gos to the infinity, we obtain that the term in (4.42) goes to −∞.
By the MDP of
√
n
bn
( 1
Ξ1,n
− 1
E(Ξ1,n)
) stated before and in the same way we obtain that the
term in (4.43) goes to −∞. So we obtain (4.38).
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The same calculations give us (4.39) and (4.41).
So √
n
bn
(̺n1 (X)− ̺)
and √
n
bn
(
Cn1 − ECn1 − ̺(Ξn1 − EΞn1 )
)
1
EΞn1
satisfies the same MDP.
Since E(Ξ1,n) −→ σ1σ2, so√
n
bn
(̺n1 − ̺) and
√
n
bn
(
Cn1 − ECn1 − ̺(Ξn1 − EΞn1 )
)
1
σ1σ2
satisfies the same MDP.
Then by the Lemma 5.3 applied to the function φ : (x, y, z) 7→ (z − ̺√x√y)/σ1σ2, we
deduce that
√
n
bn
(̺n1 (X)−̺) satisfies the LDP on R with speed b2n and with the rate function
given by
I̺mdp(u) = inf
{(x,y,z)∈R3:u= z
σ1σ2
−̺σ
2
1
y+xσ2
2
2σ2
1
σ2
2
}
Imdp(x, y, z),
where Imdp is given in (2.7).
4.9. Proof of Proposition 3.7.
By the Lemma 5.3 applied to the function f : x 7→ 1
x
,
√
n
bn
( 1
Qn
1,1
− 1
E(Qn
1,1)
) satisfies the LDP
on R with the same speed b2n and with the rate function given by
I
Q−1
1
mdp (u) := inf{(x,y,z)∈R3:u=− x
σ4
1
}
{Imdp(x, y, z)}
By some simple calculations, we have
βn1,1(X)− ̺
σ2
σ1
= n1 + 
n
2 + 
n
3 + 
n
4 − n5 − n6 , (4.44)
where
n1 := (C
n
1 − ECn1 )
(
1
Qn1,1
− 1
EQn1,1
)
, n2 := (C
n
1 − ECn1 )
1
EQn1,1
,
n3 := (EC
n
1 − ̺
σ2
σ1
EQn1,1)
(
1
Qn1,1
− 1
EQn1,1
)
, n4 := (EC
n
1 − ̺
σ2
σ1
EQn1,1)
1
EQn1,1
,
n5 := ̺
σ2
σ1
(
Qn1,1 − EQn1,1
)( 1
Qn1,1
− 1
EQn1,1
)
, n6 := ̺
σ2
σ1
(
Qn1,1 − EQn1,1
) 1
EQn1,1
.
To prove the Theorem 3.7, we have to use the Lemma 5.3 and prove some negligibility
in the sense of MDP:
√
n
bn
n1
superexp−→
b2n
0,
√
n
bn
n3
superexp−→
b2n
0,
√
n
bn
n4
superexp−→
b2n
0,
√
n
bn
n5
superexp−→
b2n
0. (4.45)
The same calculations as for the negligibility of ℵnj works here to obtain (4.45).
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Since EQn1,1 −→ σ21 , we deduce that√
n
bn
(βn1,1(X)− ̺
σ2
σ1
))
and √
n
bn
(
(
Cn1 − ECn1 − ̺
σ2
σ1
(Qn1,1 − EQn1,1
)
1
σ21
satisfies the same MDP.
Then by the Lemma 5.3 applied to the function k : (x, y, z) 7→ (z − ̺σ2
σ1
x)/σ21 we deduce
that
√
n
bn
(βn1,1(X) − ̺σ2σ1 ) satisfies the LDP on R with speed b2n and with the rate function
given by
I
β1,1
mdp(u) = inf{(x,y,z)∈R3:u=(z−̺σ2
σ1
x)/σ2
1
}
Imdp(x, y, z)
where Imdp is given in (2.7).
5. Appendix
The proofs of the LDP in Theorems 2.1 and 2.3 are respectively based on the Lemmas
5.1 and 5.2 that we will present here for completeness.
5.1. Avoiding Ga¨rtner-Ellis theorem by Najim [?, ?]. Let us introduce some nota-
tions and assumptions in this section.
Let X be a topological vector compact space endowed with it’s Borel σ−field B(X ). Let
BV ([0, 1],Rd), (shortened in BV ) be a space of functions of bounded variation on [0, 1]
endowed with it’s Borel σ−field Bw. Let P(X ) the set of probability measures on X .
Let τ(z) = e|z| − 1, z ∈ Rd and let us consider
Pτ (Rd) =
{
P ∈ P(Rd), ∃a > 0;
∫
Rd
τ
(z
a
)
P (dz) <∞
}
=
{
P ∈ P(Rd), ∃α > 0;
∫
Rd
eα|z|P (dz) <∞
}
.
Pτ is the set of probability distributions having some exponential moments.We denote
by M(P,Q) the set of all laws on Rd × Rd with given marginals P and Q. We introduce
the Orlicz-Wasserstein distance defined on Pτ (Rd) by
dOW (P,Q) = inf
η∈M(P,Q)
inf
{
a > 0;
∫
Rd×Rd
τ
(
z − z′
a
)
η(dzdz′) 6 1
}
Let (Zni )16i6n,n∈N be a sequence of R
d−valued independent random variables satisfying:
N-1
Eeα.||Z|| < +∞ for some α > 0.
N-2 Let (xni , 1 6 i 6 n, n > 1) be a X−valued sequence of elements satisfying:
1
n
n∑
j=1
δxnj
weakly−−−−→
n→∞
R.
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Where R is Assumed to be a strictly positive probability measure, that is R(U) > 0
whenever U is a nonempty open subset of X .
N-3 X is a compact space.
N-4 There exist a family of probability measure (P (x, ·), x ∈ X ) over Rd and a sequence
(xni , 1 6 i 6 n, n > 1) with values in X such that the law of each Zni is given by:
L(Zni ) ∼ P (xni , dz).
We will equally write P (x, ·), Px or Px(dz).
N-5 Let (P (x, ·), x ∈ X ) ⊂ Pτ (Rd) be a given distribution. The application x 7→ P (x,A)
is measurable whenever the set A ⊂ Rd is borel. Morever, the function
Γ :X → Pτ (Rd)
x 7→ P (x, ·)
is continuous when Pτ (Rd) is endowed with the topology induced by the distance
dOW
Lemma 5.1. Theorem 2.2 in [?]
Assume that Zni are independent and identically distributed, so we denote Z
n
i by Zi.
Assume that (N-1) and (N-2) hold. Let f : X → Rm×d be a (matrix-valued) bounded
continuous function, such that
f(x) · z =


f1(x) · z
...
fm(x) · z


where each fj ∈ Cd(X ) is the jth row of the matrix f .
Then the family of the weighted empirical mean
〈Ln, f〉 := 1
n
n∑
i=1
f(xni ) · Zi
satisfies the LDP in (Rm,B(Rm)) with speed n and the good rate function
If(x) = sup
θ∈Rm
{〈θ, x〉 −
∫
X
Λ[
m∑
i=1
θi · fi(x)]R(dx)} ∀x ∈ Rm
where Λ denote the cumulant generating function of Z
Λ(λ) = logEeλ·Z for λ ∈ Rd
Lemma 5.2. Theorem 4.3 in [?]
34 HACE`NE DJELLOUT, ARNAUD GUILLIN, AND YACOUBA SAMOURA
Assume that (N-1), (N-2), (N-3), (N-4) and (N-5) hold. Then the family of random
functions
Zn(t) =
1
n
[nt]∑
k=1
Znk , t ∈ [0, 1]
satisfies the LDP in (BV ,Bw) with the good rate function
φ(f) =
∫
[0,1]
Λ∗(x, f
′
a(x))dx+
∫
[0,1]
ρ(x, f
′
s(x))dθ(x)
where θ is any real-valued nonnegative measure with respect to which µfs is absolutely con-
tinuous and f
′
s =
dµfs
dθ
, where
Λ∗(x, z) = sup
λ∈Rd
{
〈λ, z〉 − Λ(x, λ)
}
, ∀z ∈ Rd
with Λ(x, λ) = log
∫
Rd
e〈λ,z〉P (x, dz), ∀λ ∈ Rd and the recession function ρ(x, z) of Λ∗(x, z)
defined by: ρ(x, z) = sup{〈λ, z〉 , λ ∈ Dx} with Dx = {λ ∈ Rd,Λ(x, λ) <∞}.
5.2. Delta method for large deviations [?]. In this section, we recall the delta method
in large deviation.
Let X and Y be two metrizable topological linear spaces. A function φ defined on a
subset Dφ of X with values on Y is called Hadamard differentiable at x if there exists a
continuous functions φ′ : X 7→ Y such that
lim
n→∞
φ(x+ tnhn)− φ(x)
tn
= φ′(h) (5.1)
holds for all tn converging to 0+ and hn converging to h in X such that x+ tnhn ∈ Dφ for
every n.
Lemma 5.3. Let X and Y be two metrizable topological linear spaces. Let φ : D ⊂ X 7→ Y
be a Hadamard differentiable at θ tangentially to D0, where Dφ and D0 are two subset of
X . Let {(Ωn,Fn,Pn), n > 1} be a sequence of probability space and let {Xn, n > 1} be a
sequence of maps from from Ωn to Dφ and let {rn, n > 1} be a sequence of positive real
numbers satisfying rn → +∞ and let {λ(n), n > 1} be a sequence of positive real numbers
satisfying λ(n)→ +∞.
If {rn(Xn−θ), n > 1} satifies the LDP with speed λ(n) and rate function I and {I <∞} ⊂
D0, then {rn(φ(Xn)− φ(θ)), n > 1} satifies the LDP with speed λ(n) and rate function Iφ′
θ
,
where
Iφ′
θ
(y) = inf{I(x);φ′θ(x) = y}, y ∈ Y (5.2)
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