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Abstract 
Biomineralisation is the process by which living organisms produce minerals. 
Shells and bones are outstanding examples of biominerals, as well as teeth, sea 
urchin spicules, and diatom cell walls. 80% of biominerals are crystalline solids 
and only 20% are made by amorphous materials. Interestingly, amorphous 
biominerals (such as the silica diatom skeletons) often posses highly organised 
structures. The molecular-scale processes that lead formless material to assume 
highly symmetric shapes are still largely unknown. 
It is currently known that biorninerals are composite materials of organic molecules 
and inorganic materials, such as Si0 2 and CaCO3 , and form at ambient condi-
tions. They are often equipped with mesoporous structures which, in the case 
of diatoms, serve to convoy the oxygen into the cell. 
In the case of amorphous biominerals, it is thought that the organic molecules 
might sell-assembly on the nanoscale to form templates around which the inor -
ganic material can then be deposited. On a larger lengthscale (tens of microme-
tres) phase separation of a binary mixture into an organic phase (around which 
the inorganic material can be deposited) and an aqueous phase can be the lead-
ing phenomenon in biomineralisation. In the first part of this work, we report 
11 
111 
computer simulation studies of some biological systems implicated in biomin-
eralisation in order to test the self-assembly and phase separation scenarios, 
whereas the second part of this thesis is concerned with critical phenomena. 
The self-assembly of model peptides has been studied using Brownian dy-
namics (BD) computer simulations. In particular, a bead-spring coarse-grained 
model (a model in which a set of molecules is represented by a single bead and 
the bonding interactions by simple spring forces) has been designed to mimic 
small proteins called "silaffins" observed to favor the formation of amorphous 
silica nanospheres in vitro and involved in the biomineralisation of certain di-
atoms cell walls. The coarse-grained model used in the simulations keeps the 
primary characteristics of the silaffins, these being a 15 amino acid hydrophilic 
backbone and two modified lysine residues near the ends of the backbone 
each carrying a hydrophobic polyamine chain. In the simulations, the model 
peptides self-assemble to form micelles, networks of strands, or bicontinuous 
structures depending on the peptide concentration and the system tempera-
ture. The simulation results show that over a broad range of peptide volume 
fractions (0.05 - 25%) the characteristic structural lengthscales fall in the range 
12 - 45 nm. This suggests that the self-assembled structures observed may act 
as either nucleation points or scaffolds for the deposition of 10 - 100 nm silica-
peptide composite building blocks from which diatom skeletons and synthetic 
nanospheres are made. 
A systematic coarse-grained computer-simulation study of the role of putrescine 
homologues [H2N - (CH2) - NH2 1 on silica morphogenesis is presented. Brow-
nian dynamics simulations of model putrescine are performed highlighting the 
importance of aggregation on the degree of silica deposition. The results sug-
gest that over a broad range of solute concentration (15 - 50 mM) the charac- 
lv 
teristic lengthscales of the observed self-assembled structures correlate with 
structural properties of the silicas observed in vitro. 
We have proposed an experimentally motivated model for the formation of 
fluid-phase templates corresponding to the porous silica skeletons of diatoms, 
single-cell organisms found in freshwater and marine environments. It is shown 
that phase-separation processes on a planar surface could give raise to a quasi-
static mold which might direct the deposition of condensing silica to form com-
plex arrays of pores. Our calculations show that appropriate fluid scaffolds can 
be generated for a number of diatom species. The results can be of some bio-
logical relevance, but the most significant advance might be the identification 
of a reliable synthetic strategy for generating complex porous structures from 
simple, amorphous materials. 
The heat capacity at constant volume, near the critical point, shows a very 
strong dependence on the particular ensemble employed in the simulations. 
We study this phenomenon for the three-dimensional Ising model in the canon-
ical ensemble (NVT) and in the grand-canonical (tVT) ensemble. We use Wang-
Landau Monte Carlo computer simulations to characterise this dependence 
and estimate the difference near the critical temperature. We, then, attempt 
to use our simulation results to obtain useful scaling laws and discuss the en-
semble dependence of the constant-volume heat capacity and its still puzzling 
behaviour. 
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CHAPTER 1 
Introduction 
This work is divided into two main parts. In the first part we study self-
assembly and phase-separation phenomena in the context of biomineralisation. 
We use computer simulation techniques to understand the physico-chemical 
mechanisms involved in the production, for example, of siliceous biominerals 
with the ultimate goal of deriving new theories and experiments to reproduce 
them. The second part is concerned with critical phenomena, which are char-
acteristic of physical systems near the critical point of their phase diagram. 
1.1 Biomineralisation 
Biomineralisation is the process by which living organisms produce and con-
trol the growth of inorganic minerals [1]. Rice, cereals, and cucumber, for in-
stance, deposit silica to reinforce their tissues and as a systemic response to 
pathogen attacks [2]. Other examples of biominerals are bones and shells, but 
amongst the most extraordinary examples on earth are, perhaps, diatom cell 
walls. Diatoms are unicellular, photosynthetic organisms living in marine and 
freshwater environments, and apart from their biological relevance, they are 
1 
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Figure 1.1: Some diatoms microscopy images. The colours in the figure arise 
from diffraction effects. The pores in the skeleton allow the oxygen to reach the 
cell. Reproduced with permission from Ref. [4]. 
well known because of the amazing, highly ordered structures made of amor-
phous silica that fashion their skeletons. The forms of the diatom skeletons 
differ from species to species and are vital for their taxonomical identification. 
Diatom silica (SiO 2) structures are on the micrometre scale and often posses 
highly symmetric porous arrays [3] to allow the passage of oxygen. The un-
derstanding of the basic processes involved in the formation of these complex 
porous structures can help derive new strategies for the synthesis and the pro-
duction of porous materials in the laboratory. Porous materials can be used for 
a myriad of nanotechnological applications, such as molecular sieving. 
Other examples of biominerals include sea urchins [5], whose shells and spines 
are made of crystalline calcium carbonate (CaCO 3), and single crystals of mag-
netite (Fe 304) which can be found in large quantities in beach sand and in 
magnetotactic bacteria [6].  Mineralisation of single crystals (on the nanon*-
tre lengthscaie) is thought to involve different processes from those involved in 
the formation of the amorphous biominerals, such as the diatoms. Morpholog-
ical control of single crystals is often associated with preferential absorption ex-
erted by biomolecules on certain faces of a crystal nucleus, directing the mineral 
growth along specific directions [5, 71. On the other hand, the morphogenesis 
of amorphous materials is generally associated with a TMtemplating" mechanism 
in which biomolecules are thought to self-assemble to offer suitable scaffolds 
for the subsequent precipitation of the inorganic material [8]. In this thesis we 
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Figure 11: A sea urchin and its single-crystal spines. Image taken from Ref. [9]. 
focus on the ternplating mechanism and in the morphogenesis of blominerals 
whose inorganic material is amorphous at least on the nanometre lengthscale. 
The templatrng mechanism will be rationalised and tested in in Chapters 3, 4, 
and S. 
1.1.1 Role sdf-assembly in biomineralisatson 
The composition of amorphous' biominerals has been widely studied during 
the past years. It is well known that they have two components, one inor-
ganic and the other organic (101, and might achieve their final structure at 
the nanoscale through the self-assembly of organic molecules (proteins and/or 
lipids) that build the scaffolding which guides the deposition of the inorganic 
material (e.g. SO2, etc.). It is important to note that a similar strategy is cur-
rently used to synthesise mesoporous materials such as the MCM-41 which 
contains rod-like surfactant aggregates  (11-131. 
'At least on dw nanonietre scale. 
2We recall that nsoporoua materials present pores of d4aaictus betwen 2 and 50 nm, 
whereas zeolites are $mited to pore sizes of - isA. In zeolitic materials, therefore, the template 
Is a aMiie molecule or son. 
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Figure 1.3: AFM image of the outer surface of a valve of diatom C. granii. The 
granular nanostructure of the surface is observed. The image is reproduced 
from Ref. [14]. 
The self-assembly of the organic molecules in solution occurs in the presence 
of inorganic precursors - e.g. silicilic acid Si(OH) 4 - which might also play an 
active role in the process, promoting and effecting self-assembly in the sys-
tem [111. The templating mechanism, therefore, allows one to replicate the 
structures of the biocomplex fluid into an organic/inorganic nanostructured 
biomineral composite. 
The most basic understanding of these materials would involve separate stud-
ies of the organic phase in the absence of the inorganic one, and the nucleation 
and growth of the inorganic material in absence of the organic phase. However, 
a more appropriate study has to deal with both components which co-operate 
to form biominerals. In the case of diatoms, about 97 % of their skeletons con-
sists of inorganic compounds (mostly silica) and the rest is attributed to organic 
molecules (mostly proteins). Recently, small polypeptides called "silaffins" 
have been found trapped in the diatom cell walls of the species Cylindrotheca 
frsformis 115, 161 and are thought to be actively involved in the precipitation 





Figure 1.3: AFM image of the outer surface of a valve of diatom C. granii. The 
granular nanostructuze of the surface is observed. The image is reproduced 
from Ref. 1141. 
The self-assembly of the organic molecules in solution occurs in the presence 
of inorganic precursors - e.g. silicilic acid Si(OH) 4 - which might also play an 
active role in the process, promoting and effecting self-assembly in the sys-
tem (111. The templating mechanism, therefore, allows one to replicate the 
structures of the biocomplex fluid into an organic/inorganic nanostructured 
béomineral composite. 
The most bask understanding of these materials would involve separate stud-
ies of the organic phase in the absence of the inorganic one, and the nucleation 
and growth of the inorganic material in absence of the organic phase. However, 
a more appropriate study has to deal with both components which co-operate 
to form biominerals. In the case of diatoms, about 97 % of their skeletons con-
sists of inorganic compounds (mostly silica) and the rest is attributed to organic 
molecules (mostly proteins). Recently, small polypeptides called "silaffins" 
have been found trapped in the diatom cell walls of the species Cylmdrotheca 
fus4(ormis 115,161 and are thought to be actively involved in the precipitation 
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Figure 1.4: Anionic surfactant sodium dodecyl sulfate (SDS) [17]. 
of silica. In fact, experiments have shown that silaffins [15, 161, and some long-
chain polyamines [21, produce networks of silica nanospheres (with diameters 
up to 100 nm) within seconds when added to a solution of silicilic acid, Si(OH) 4 . 
These spheres have been also observed in microscopy experiments on diatoms 
and constitute their skeleton building blocks (Fig. 1.3). A possible mechanism 
which could explain the experimental observations is the templating mecha-
nism. It is thought that silaffins and polyamines self-assemble in solution be-
cause of their amphiphilic properties to form aggregates which might consti-
tute templates for the deposition of the inorganic material in the form of nano-
spheres [8].  This would be the reason why these macromolecules have been 
found harvested and trapped in diatom skeletons [15, 16].  These speculations 
are introduced, tested, and validated in Chapter 3 and Chapter 4. 
Amphiphiles 
Amphiphiles or surfactants are solute molecules which possess both hydrophilic 
and hydrophobic parts [17]. Because of the opposite affinity for the liquid, the 
two parts generally have a repulsive interaction with each other. Amphiphilic 
molecules tend to spontaneous formation of water-oil interfaces (the hydropho-
bic component being on the oil-rich part and the hydrophilic part being on the 
water-rich side of the interface) [18]. For this reason, these molecules are also 
called surfactants. An important property of surfactants is that they favour 
mixing of two immiscible liquids. In fact, amphiphiles that have a part which 
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is soluble only in the first liquid and the other part which is soluble only in the 
second liquid, will be at equilibrium at the interface between the two liquids. 
By adding an appropriate amount of surfactants to the mixture, the interface 
will eventually become bigger and bigger until any point in each fluid is only a 
microscopic distance from the interface. At this point, the immiscible fluids are 
in fact mixed. 
For water solutions, the most common surfactants have ion pairs as their mis-
cible parts. When put into water, these ions soon dissociate becoming strongly 
soluble. On the other hand, the immiscible parts are generally molecules with 
low polarity, such as hydrocarbon chains. Increasing the length of these chains 
makes these parts less and less miscible. If the polar head is positively charged, 
then the molecule is called a cationic surfactant. On the contrary, if the head is 
negatively charged, the amphiphile is called an anionic surfactant. One of the 
most common surfactants is SIDS (sodium dodecyl sulfate) and can be found in 
many household cleaning products, such as soaps, detergents, and shampoo. 
A molecular structure of SDS is shown in Fig. 1.4. 
Surfactants in solutions: micelles 
If a small enough amount of surfactant is put into a liquid, the amphiphiles will 
disperse throughout it without interacting with each other. However, if we in-
crease the concentration, a point comes where the dispersion no longer prevails 
over the surfactants' mutual interactions. At this point, the amphiphiles prefer 
to aggregate to reduce the surface of the insoluble part in contact with the fluid. 
The resulting aggregate structures are called micelles. Micelles typically form 
when the surfactant concentration is beyond a certain concentration called the 
critical micelle concentration (CMC). At these concentrations, the basic units of 




( c ) tt,r. 
Prt, 	
dI14 c, 
	 . '.J_ • 
Figure 1.5: Three types of micelles: (a) Disc-lib :e, (b) bilayer, and (c) spherical. 
the fluid are no longer single surfactants but micelles. Micellisation is a pro-
cess that occurs spontaneously as a result of the balance between entropy and 
enthalpy [171. Micelles exist in various shapes, such as spherical, cylindrical, 
worm-like, and disk-like (Fig. 1.5) depending on the relative volumes of the 
hydrophobic and hydrophilic parts. They can also form various aggregates 
and phases, such as lamellar, cubic and bicontinuous. A review on amphiphilic 
systems and micelles is given in Ref. [17]. 
1.1.2 Role of phase separation in bioinineralisation 
On a larger lengthscale (tens of micrometres), self-assembled micelles and ag-
gregates of micelles can be seen as organic-rich regions in a phase-separating 
complex solution of biomolecules (e.g. silaffins), water, and a silica precur-
sor. Phase-separated structures, then, could act as templates for the subse-
quent precipitation of the inorganic material. Such a mechanism constitutes 
the base of recent theories, for instance, of pattern formation in diatoms. The 
phase-separation morphogenesis model of diatoms formulated by Sumper [16] 
a few years ago constitutes a landmark work on pattern formation in biomin-
erals and on biomirteralisation itself. In this model, phase-separated organic 
domains provide the silica with the necessary scaffolds for the subsequent pre-
cipitation and growth. This successful model has been for the first time tested 
by computer experiments and the results reported in Chapter 5. 
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Figure 1.6: Phase diagram T vs C of a phase-separating binary mixture, where 
C is the system order parameter and T the temperature. Region I denotes the 
one-phase region in which the system is in at the onset. T is the critical temper-
ature, the red line represents the coexistence curve, and the green dashed line 
the spinodal curve. Region Ills the region delimited by the spinodal and co-
existence curves and represents a metastable phase. Finally, region ifi denotes 
the spinodal phase in which the system (C = O) will be after being quenched at 
temperature much lower than T. This phase is characterised by the patterns in 
Fig. 1.7. 
Phase separation 
A phase separation transforms a homogeneous system into two (or more) co-
existing phases. In order to explain this phenomenon, let us consider the phase 
diagram of a model binary mixture in Fig. 1.6. At the onset, the binary mix-
ture A-B is prepared such that Is somewhere in region I of its phase diagram 
(T> T, where T is the critical temperature). If the concentration of compo-
nent A (CA)  is higher than the concentration of component B (c8) and the order 
parameter is defined as C = CA - c5, the system is in the right-hand part of the 
diagram. On the contrary, if component B prevails over component A, the sys-
tem is in the left-hand side of the graph. Let us assume CA > C. If the system 
is now quenched to a temperature not much below T, droplets of component B 
will start forming throughout the mixture triggering a nucleation process and 
pushing the system into region H. A similar scenario happens starting from the 
opposite configuration. A more interesting phenomenon happens if the system 
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Figure 1.7: Computer simulation snapshots of spinodal decomposition. The 
simulation time increases from left to right. 
is initially prepared in a configuration such that C = 0. Upon quenching at 
temperature much lower than T, the system is forced to start a spinodal de-
composition into the two-phases. Spinodal decomposition is characterised by 
intricate and labyrinthine patterns (Fig. 1.7) typical of this phenomenon and 
has been extensively studied in the past years [19]. 
The possibility of controlling the shape of the resulting patterns by varying, for 
instance, the initial value of C, has given us the possibility of describing pattern 
formation in diatoms via phase separation. This problem will be discussed in 
detail in Chapter 5. 
1.2 Critical phenomena 
Matter at thermodynamic equilibrium exists in different states (liquid, solid 
...). 
These states are defined by thermodynamics quantities (temperature, pressure, 
etc...) which fall within precise ranges depending on the material under exam-
ination. By varying one or more parameters, we can force the matter to leave 
the present state and assume a different one. The change of phase is called the 
phase transition. 
Phase transitions can be classified into groups. The first attempt at classify- 
ing phase transitions was made by Ehrenfest who grouped them according to 
their degree of non-analycity. Under this scheme, phase transitions are labelled 
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by the lowest derivative of the free energy that is discontinuous at the tran-
sition. For instance, the various solid/liquid/gas transitions are classified as 
first-order transitions because they involve a discontinuous change in density 
which is the first derivative of the free energy F with respect to the chemical po-
tential. Other examples include the discontinuity in the entropy S = - () 
and in the pressure p = - 
() T 
in an experiment performed at constant tem-
perature and volume. Similarly, second-order phase transitions have a discon-
tinuity in a second derivative of the free energy, such as in the heat capacity 
() [20, 211. 
However, the Ehrenfest classification is inaccurate because it does not take into 
account the case where a derivative of free energy diverges (which is only pos-
sible at the thermodynamic limit). For instance, in the ferromagnetic transition 
(Section 6.4), the heat capacity diverges to infinity. A modern classification of 
phase transitions is therefore the following: 
- First-order phase transitions are characterised by exchange of energy (la-
tent heat) between the system and its environment and mixed-phase regimes 
(in which some parts of the system have completed the transition and oth- 
ers have not). Examples are the various solid/liquid/gas transitions; 
- Second-order phase transitions are associated with continuum regimes 
and no latent heat, for example the ferromagnetic transitions. 
In any system containing liquid and gaseous phases, there exists a special com-
bination of pressure and temperature, known as the critical point, at which the 
transition between liquid and gas becomes a second-order transition. Near the 
critical point, the fluid is sufficiently hot and compressed that there is no dis-
tinction between the two phases [20]. In the binary-mixture phase diagram 
of Fig. 1.6, the critical point is located at the apex of the bell-shaped diagram. 




















Figure 1.8: Typical pressure-temperature phase diagram. The dashed green 
line represents the anomalous behaviour of water. Image taken from [20]. 
Non-analytical properties of the system near the critical point are called criti-
cal phenomena [22] and will constitute the core of the second part of this work. 
In particular, we will be studying the still puzzling behaviour of the constant-
volume heat capacity near the critical temperature in different statistical en-
sembles. 
In second-order phase transitions, some observables (such as the heat capacity) 
might diverge. It is possible to show that a diverging observable (0) near the 
critical point behaves according to 
(1.1) 
where a is called a critical exponent. Different observabLes exhibit different crit-
ical exponents, but different systems belonging to the same universality class 
have the same critical exponents (Section 6.2). A detailed review of critical phe-
nomena is in Refs. 122,231. 
lip 
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1.3 Computer simulations of self-assembly, phase separation, 
and critical phenomena in complex fluids 
A better understanding of the physico-chemical processes implicated in biomin-
eralisation (self-assembly of macromolecules on the nanometre scale and phase 
separation on the micrometre scale), and critical phenomena might be achieved 
by computer simulations. Computer simulations may serve as an auxiliary and 
complementary method of investigation to standard experiments, providing 
insights that these latter cannot provide. Furthermore, we can use computer 
simulations to validate experimental theories or test new ones [24]. For in-
stance, in Chapter 5, we use computer simulations to test and validate a diatom 
morphogenesis model based on experimental observations. 
The presence of different time and length scales in biomineralisation makes 
computer experiments more challenging and exciting. A different degree of 
detail is required to study different problems. This suggests that different ap-
proaches must be followed according to the accuracy and resolution we would 
like to achieve in our simulations. For example, in order to study biomineral-
isation at the molecular level, it will be inappropriate and unwise to carry out 
computer simulations with atomistic details. This, in fact, will make the simu-
lations time consuming and full of irrelevant detail. Following this approach, 
we have used different computer simulations techniques throughout this the-
sis. 
The simulation study of self-assembly of silaffins, or other biological amphiphiles, 
in aqueous solutions, for example, requires a certain degree of coarse graining. 
It is in fact not possible, at the present, to simulate bulk properties with atom-
istic detail in models of such complicated molecules. We instead seek "mini-
mal" molecular models able to capture the essential characteristic of the system 
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we are going to study. These simple models, clearly, are experimentally moti-
vated and/or constructed with the aid of calculations on single molecules. 
In the case of the simulations of silaffins and simple diamines respectively re-
ported in Chapter 3 and Chapter 4, we were interested in deriving theoretical 
models which could explain how they self-assemble in solution and favour 
the precipitation of silica in the form of nano-spheres. This was achieved by 
choosing a simulation technique which allowed one to comfortably simulate 
structures of the order of tens of nanometers. This goal was achieved by im-
plementing a coarse-grained Brownian dynamics technique (see Section 2.5) on 
the model molecules. This technique was found to work reasonably well in this 
case allowing us to study and characterise the self-assembled structures on the 
nano-metre scale and compare our results to the experimental ones. 
To study pattern formation by means of phase separation models (Chapter 5), 
or self-assembly on a larger scale, a higher degree of coarse graining was needed. 
To analyse structures of the order of tens of micrometres, molecular models 
are no longer efficient. Continuum simulations (Section 2.8), which imple-
ment continuum models, must be adopted. The amazing diatom structures 
described in Chapter 5 have been studied using this approach. 
The possibility of understanding and biomimicking the processes involved in 
biomineralisation might allow the synthesis of mesoporous materials at ambi-
ent conditions with great control on the shape and the forms of the final prod-
uct. The resulting material, then, could be used in a number of technological 
applications spanning from molecular sieving to catalysis. 
Because of its potential technological applications, biomimetics has attracted 
a huge attention from scientists, for instance, trying to reproduce the highly 
ordered silica structures present in diatoms, starting from simple solutions of 
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biological macromolecules and silica precursors. However, although steps for-
ward have been made, an exhaustive understanding of the mechanisms in-
volved in biomineralisation has not been achieved yet. 
Finally, the ensemble dependence of the constant-volume heat capacity near the 
critical point was studied using Monte Carlo techniques in which the sampling 
can be biased towards regions of specific interest of the phase diagram (in this 
case T c Ta). Monte Carlo simulations contain no true dynamical information 
and are not constrained by natural timescales (as in MD or BD), and therefore 
constitute a powerful method for studying critical phenomena. 
1.4 Summary and overview 
This thesis is divided into two main parts. In the first part, we carry out com-
puter simulations of self-assembly and phase separation in bio-complex fluids 
motivated by a desire to understand biomineralisation. In the second part, we 
focus on critical phenomena, in particular on the ensemble dependence of the 
constant-volume heat capacity near the critical point in order to understand its 
still puzzling behaviour. 
This work is therefore organised as follows. In Chapter 3 we study the self-
assembly of silaffins in aqueous solution. Silaffins self-assemble because of 
their amphiphilic properties forming arrays of micelles which constitute tem-
plates for the depositing silica. Silica nano-spheres would then fill the voids in 
between the micelles. 
Chapter 4 reports an extensive study on the role played by simple diamines 
(putrescine homologues) in controlling the final shape of the siliceous products 
in biomineralisation. Here, we emphasise the importance of the hydrophobic 
properties of the diamine chains and their role in biomimetics. 
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Chapter 5 describes an experimentally motivated diatom morphogenesis model 
based on phase separation of mixtures of organic molecules (such as silaffins 
or polyamines) and water containing a silica precursor. The phase-separated 
organic structures can act as templates for the subsequent precipitation and 
deposition of silica. 
Finally, Chapter 6 gives some insights on critical phenomena. We adopt a rela-
tively new Monte Carlo sampling (based on the Wang-Landau [251 algorithm) 
to study the ensemble dependence of the constant-volume heat capacity of the 
three-dimensional Ising model near the critical point. 
CHAPTER 2 
Computer simulations 
The study of condensed matter has a long and rich history from both the theo-
retical and experimental standpoints [24]. Experimentalists, have continuously 
worked to improve the understanding of the structure of the matter, for exam-
ple by means of scattering experiments. At the same time, theoreticians have 
tried to construct simple models of matter which explain how it behaves. The-
ories, then, can be tested by comparing their predictions with experimental 
results. However, a discrepancy could either mean that the theory is inaccurate 
or the model is not an adequate description of the real system. 
The introduction of computers in science has then provided an alternative mode 
of research in condensed-matter physics. Computer simulations can be used as 
a linking bridge between theory and experiments. Computer experiments pro-
vide results against which theories can be tested. Furthermore they can aid in 
interpreting experimental results, and sometimes in devising new experimen-
tal strategies. 
16 
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2.1 Motivations and applications 
Statistical mechanics is the discipline that connects the microscopic variables 
(positions and momenta) of a physical system to its macroscopic ones (temper-
ature, pressure, etc.). Many simple problems in statistical mechanics are exactly 
solvable but only a handful of non-trivial problems can actually be solved ex-
actly. A typical example of a complex solvable system is the two-dimensional 
Ising model [24, 261. 
Other problems can be tackled by using successive approximation algorithms, 
and perturbative expansions; computers play an important role in such work, 
for instance in calculating virial coefficients, Feynman diagrams, graphs, and 
so on [24,27]. 
The study of phase transitions, for example, is nowadays characterised by a 
combination of exact solutions (obtained by means of theories such as mean 
field theory), theoretical approaches, and numerical ones. Computer simula-
tions have now joined these methods as an effective tool to better understand 
Nature. There are, in fact, physical systems that can only be understood by 
using models which are unsolvable by current analytic methods and for which 
computer simulations can provide the only answers [28]. 
As well as being of academic interest, the information obtained by computer 
simulations is extremely useful in cases where it may be difficult or impossible 
to carry out real experiments. For example, while experiments under extreme 
conditions might be quite difficult to perform, to simulate a system under ex-
treme conditions is perfectly feasible [24, 29]. 
Computer simulation techniques are generally categorised according to the 
phenomena they will have to deal with. The choice of the simulation strategy 
to be used to tackle a particular problem relies on the characteristic length and 
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Figure 2.1: Schematic diagram of spatial and temporal phenomena scales ac-
cessible by different simulation techniques. Some characteristic structures and 
events are also reported. Figure reproduced from [30]. 
time scales of the complex system to be studied. The diagram in Fig.2.1 shows 
how different techniques are used for different problems, each of them charac-
terised by different length and time scales. The specific computer simulation 
techniques used in this work will be discussed in Sections 2.4-2.8. 
2.2 General aspects of molecular simulations 
Computer simulations in condensed-matter physics are often employed to cal-
culate the thermodynamic and structural properties of the system under inves-
tigation, starting from its microscopic details. The system is represented by 
interacting "particles" or "beads" each modelling single atoms, molecules, or 
groups of molecules according to the degree of "coarse-graining" adopted in 
the simulation approach. 
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Figure 2.2: Schematic representation of a Lennard-Jones potential. 
Each pair of particles interacts according to "simple" interatomic potentials, 
which are generally assumed to be spherically symmetric and pairwise addi-
tive. These potentials are to be regarded as effrctive pair potentials that take into 
account also the contribution from many-body forces 1211. The total potential 
energy is therefore the sum of all the pair contributions for all pairs of particles, 
i.e. 
u=jujj 	 (21) 
where u, is the contribution from particles i and j. 
2.2.1 Interaction potentials 
One of the most used potentials is the Lennard-Jones 12-6 potential, 
12 
u(r) = 4f 	- 	 (2.2) 
( Or')m 6l 
where r is the distance between the two particles, c is the particle diameter 
(usually representing the bask unit of length in the simulations) and t is the 
potential well depth. This potential is made up of two contributions, a repul-
sive one with hr 12 dependence, describing the strong repulsion between very 
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close particles (which has its origin in the overlap of the outer electron shells), 
and an always-attractive one, with _1/i.6  dependence which also accounts for 
van der Waals interactions at large distances. Atomic liquids such as argon are 
well described by the Lennard-Jones potential [24, 27]. 
The Lennard-Jones potential is often cut-and-shifted at a certain distance r cut 
beyond which any interaction is considered negligible. This latter operation 
reduces drastically the time to compute the sums in Eq. (2.1) without altering 
the final result. The shift, instead, is made to avoid using a discontinuous po-
tential (hence an undefined force, F = —Vu) at the distance where the potential 
was cut. A cut-and-shifted potential speed up the simulation reducing the time 
necessary to calculate the total energy and the force acting on each particle. 
Another widely used potential is the so-called hard-sphere potential. This 
describes the particles of the system as impenetrable spheres of diameter a, 
namely 
00 r<o 
- 	 (2.3) 
o r>o. 
2.2.2 Periodic boundary conditions 
Computer simulations are generally carried out on small systems for many rea-
sons. For instance they are computationally less expensive and do not require 
huge amount of storage space in the computer. On the other hand, computer 
simulations of small systems are not satisfactory when studying bulk proper-
ties. In fact, in a small system of N particles almost half of them will be too 
close to the simulation cell surfaces, experiencing quite different forces from 
the rest of the particles in the bulk, and leading to imprecise results. 
To overcome this problem, periodic boundary conditions (PBC) can be imple- 
mented throughout the system. The simulation box is replicated infinite times 
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Figure 2.3: Boundary conditions in a two-dimensional periodic system. 
Molecules can enter or leave each cell across each of the four edges [31]. 
throughout the space in order to mimic a bulk system. During the simulation, 
as the particles in the central cell move around, their image-particles will do 
the same in each of the neighbouring cells. So if a particle leaves the central cell 
a new one coming from a neighbouring cell will enter the main cell keeping the 
number of particles in it constant. 
In principle, all of the particles in all of the cell replicas will interact with each 
other, making the simulations very time consuming. To make the calculations 
tractable the minimum image convention is used: particles are allowed to in-
teract only with the nearest periodic images of the other N - 1 particles. 
2.2.3 Reduced units 
Computer simulations are often carried out in reduced units. These units are 
conveniently defined for two main reasons. The most important one is that 
many different states in real units correspond only to a single state in reduced 
units. This means that reduced units avoid the repetition of the simulation for 
each of these states. The second reason is that an appropriate choice of reduced 
units will make all simulation parameters and results of the order of unity, and 












p* (N/V) 0 -3 
= kBT/f 
= Po-3/ 
t* = /mo 2t 
Table 2.1: Reduced units for computer simulations of Lennard-Jones liquids. 
kB denotes the Boltzmann constant and m the mass of the particles. This latter 
quantity is usually set equal to 1, that is as a fundamental unit in the simula-
tions. 
also simplify the mathematical expression of the potentials. This latter would 
increase the numerical precision in the simulation results. In the example of 
the Lermard-Jones pair potential (2.2), an appropriate choice of reduced units 




- - 	 (2.4) 
12 	)6]
*) 
2.2.4 Coarse-grained techniques 
Coarse-grained techniques are mainly used to study physical phenomena which 
occur at characteristic length and time scales of the order of hundreds of nanome-
ters and tens of nanoseconds, respectively (Fig. 2.1). Throughout this thesis, the 
term "coarse-grained" will indicate that the interacting particles of our simula-
tions represent groups of atoms or molecules rather than single atoms. These 
particles will interact via appropriate effective potentials. 
2.3 Ensembles and averages in statistical mechanics 
Statistical mechanics is a probability theory which provides mathematical tools 
for dealing with systems of many particles. Statistical mechanics is able to 
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predict macroscopic properties (for instance, pressure and temperature) of a 
many-body system from its microscopic properties (such as positions and ve-
locities) [21, 32]. 
2.3.1 Ensembles 
Statistical mechanics groups many-body systems into ensembles. A statistical- 
mechanical ensemble consists of a very large (theoretically infinite) number of 
copies of a system, all characterised by the same macroscopic variables [21, 32]. 
A micro-canonical ensemble is a group of systems characterised by the same 
number of particles N, the same energy E, and the same volume V. This en-
semble is often denoted as NVE ensemble and consists of copies of an isolated 
system. 
A canonical ensemble consists of many-body systems of equal number of par-
ticles N, of same volume V and at thermal equilibrium with a heat bath at 
temperature T. This ensemble exchanges energy with the heat bath and is also 
denoted as NVT ensemble. 
A grand-canonical ensemble is a collection of identical systems at equilibrium 
with an external reservoir with which they exchange both energy and particles. 
This ensemble is often referred as ,uVT, where p denotes the chemical potential 
which controls the fluctuations in the number of particles. 
In the Isothermal-isobaric ensemble, all the systems have the same number of par-
ticles N and maintain the same temperature T and pressure P. This ensemble 
is also denoted as NPT-ensemble and plays a very important role in chemistry 
as many chemical reactions are carried out under constant temperature and 
pressure conditions. 
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2.3.2 Time averages and ensembles averages 
The microscopic states (positions r and momenta p) of a many-particle system 
can be represented in phase space. In the case of a three-dimensional system of 
N particles, the values assumed by the variables r  and p N  at any time define a 
point in the 6N-dimensional phase space. A set of points in phase space defines 
a trajectory. 
If A(rN, pN) is a function of the 6N coordinates and momenta, its time average 
over a period r is defined as 
f[A(r= urn -'', pN)]dt 	 (2.5) 
'°° T 
A different averaging procedure based on the concept of ensemble can also be 
introduced. To do so, we denote with f(N)(rN, pN, t) the probability density. This 
function describes the distribution in phase space at the time t of the phase 
points relative to a certain statistical-mechanical ensemble. Under equilibrium 
conditions, I is independent of time and ensemble averages can be defined as 
follows 
(A)e = f I A (r v , p v ) f( rN ,pN)drNdp. 	 (2.6) 
If the average in Eq. (2.5) is performed over a long time, and the system eventu-
ally flows through all its possible microstates, then ensemble averages become 
the same as time averages, that is 
(A) t =(A) e . 	 (2.7) 
This equivalence is known as the ergodic theorem and it is believed to hold for 
all many-body systems present in Nature [32]. 
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2.4 Molecular Dynamics 
Molecular dynamics (MD) simulation is a classical technique to compute equi-
librium and transport properties of a many-body system. 
In this technique each particle moves according to Newton's laws of motion, 
which are integrated numerically. The positions and the velocities of the par-
ticles are updated every time-step and the equations of motion integrated to 
generate a trajectory in phase space. This procedure is repeated for a num-
ber of time-steps required to equilibrate the system and calculate accurate time 
averages. 
A typical MD simulation will proceed as follows: positions r and velocities 
of the particles at time t are stored in the computer. The force acting on each 
particle is then calculated from the potentials (F, = —Vu) and the equation of 
motion F2 = m2 aj integrated over a finite time-step A t according, for instance, 
to the Verlet algorithm to get the position of the particles a short time later 
t + At [24, 271 
r2 (t + t) = 2r2 (t) - r2 (t - Lit) + aj (t)zt 2 . 	 (2.8) 
The velocities can be calculated separately from the positions using 
vi (t)= 
r2 (t + At) - r2 (t - Lt) 
2zt 
(2.9) 
The numerical integration of the equations of motion using the Verlet algorithm 
generates errors of the order of Lt 4 in the positions and At 2 in the velocities [24, 
27]. 
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A better integration algorithm is the so-called "velocity-Verlet", which is 
r(t + At) = r(t) + v(t)At + aj (t)At2 	 (2.10) 
v(t + At) = v(t) + At [aj (t) + (t + At)]. 	(2.11) 
The implementation of this algorithm is as follows. The new positions at time 
I ± At are calculated using Eq. (2.10) and the velocities updated to half-step 
according to 
v(t + At) = v(t) + At a, (t). 	 (2.12) 
Then, the forces and accelerations at time t + At can be calculated from the 
positions, r(t + At), and the velocities advanced half-step using 
v(t + At) = v(t + At) + At a(t + At). 	(2.13) 
In a standard MD simulation total energy and momentum are conserved quan-
tities. In the statistical-mechanical jargon, an MD program simulates a micro-
canonical ensemble (constant NVE). Molecular dynamics simulations can also 
be performed in constant-temperature ensembles, such as NVT (also called 
canonical ensemble), and NPT (where P is the system pressure). In these 
cases the temperature T is kept constant by coupling the system to a heat bath. 
A detailed review of constant-temperature MD methods is given in Refs. [24] 
and [27]. 
2.5 Brownian Dynamics 
An alternative simulation technique that keeps the system temperature con-
stant is Brownian dynamics (BD). 
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In the presence of large time-scale separations between the rapid motion of the 
solvent and the slower motion of the solute, such as in the case of polymer, 
amphiphile and colloidal suspensions, the simulation time can become pro-
hibitively long. In fact, the short time steps needed to capture the fast motion 
of the solvent, and the long runs needed to study the structural evolution of 
the solute, can make the simulations very time consuming and irritating, espe-
cially in those cases in which the fast (solvent) modes are not of interest. BD is a 
mesoscale simulation technique in which explicit solvent particles are replaced 
by stochastic and frictional forces. 
At the very core of this technique there is the integration of the Langevin equa-
tion in order to generate trajectories of the solute particles in which we are in-
terested, by letting friction and random terms mimic the solvent. The Langevin 
equation in this situation is written 
F, = -V 2 u - mEj + R 	 (2.14) 
where r, is the position vector of particle i, u is the potential energy (given by 
an appropriate sum over pairs of particles), is the friction coefficient, and R 
is a random force, representing the effect of the solvent. The random force is 
typically Gaussian white noise and obeys the fluctuation-dissipation theorem 
(R(t)) = 0 
(R(t) R3 (t')) = 6mkBT0ö(t - t'). 	 (2.15) 
The Langevin equation (2.14) can be integrated numerically, for example using 
a Verlet-like algorithm [24]. The friction coefficient is related to the diffusion 
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where kB is Boltzmann's constant and m is the mass of the diffusing particle. 
Hydrodynamic effects, that is the influence of one particle on another through 
the flow of the solvent around them, and the interaction between two particles 
due to solvent structure, can also be included in this simulation scheme. Details 
are in Ref. [24]. 
2.6 Monte Carlo 
Monte Carlo methods aim to generate trajectories in the configuration space 
which sample from a chosen statistical-mechanical ensemble. The ensemble 
average of a certain quantity A is then calculated via 
(A) = 	 (2.17) 
where Q = Ei exp (—/3E) is the partition function, 0 = l/kBT and exp (—/3E) 
is the Boltzmann factor which weights every accessible state i of energy E. 
However, the number of accessible states in a very large system can be huge 
making the exact evaluation of the average (2.17) unfeasible with current com-
puters [21]. Moreover, certain states (those with small Boltzmann factor, e.g. 
due to particle overlap) contribute very little to the average, slowing down 
the simulation. To overcome these problems, what is used is the so-called 
importance-sampling Monte Carlo. In this scheme the only configurations to be 
sampled are those that make a significant contribution to the partition function 
and ensembles averages. This task is achieved generating a Markov chain of 
configurations in which each state is generated by "perturbing" the preceding 
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one in the chain, and accepted as a new configuration only if the detailed-balance 
condition is satisfied [21, 24, 27]. 
A sufficient (but not necessary) detailed-balance condition is that for all new 
states denoted n 
J(o — n) = J(n - o) 	 (2.18) 
where J(o — n) is the probability flux from a state o to a "new" state n during 
a given time step. The flux J(o — n) can be factored into three terms 
J(o —+ n) = p(o) a(o — n) acc(o —' n) 	 (2.19) 
where p(o) is the probability of being in state o (at equilibrium should follow 
the Boltzmann distribution), a(o — n) is the probability of generating the trial 
move from o to n, and acc(o — n) is the probability of accepting the trial move 
from o to n. By combining Eqs. (2.18) and (2.19), the detailed-balance condition 
can be rewritten as 
acc(o —* n) — cr(n — o) 	 (2.20) 
acc(ri — o) — a(o — n) 
where E(n) and E(o) are the system energies after the move and before the 
move. If a(o — n) = o(n —p o), the solution to Eq. (2.20) is 
acc(o —p n) = mm (i, e__0). 	 (2.21) 
A typical importance-sampling Monte Carlo scheme to perform a simulation 
in the canonical (NVT) ensemble will proceed as follows. The system is pre-
pared in some initial configuration. A particle is chosen randomly and dis-
placed within the simulation cell. If the trial move results in a decrease of sys-
tem energy, then the move is accepted and the particle positions updated. If 
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the trial move results in an increase of energy, instead, the move is accepted 
with probability exp (-3L.E), where LE is the difference in system energy as-
sociated to the trial move. This is implemented in a computer experiment by 
generating a random number (from here the name Monte Carlo) in the interval 
(0, 1) and accepting the move only if the random number is less than the value 
exp (-8E). These steps are repeated for the next randomly selected parti-
cle. After a large number of trial moves, simple unweighted averages over the 
visited states can be calculated since each state is sampled with a probability 
proportional to its Boltzmann factor [21, 241. 
2.7 Measurable quantities 
As in real experiments, during our simulations, we make measurements of cer-
tain physical quantities. This is achieved by estimating ensemble averages in 
MC methods or time averages in MD/BD methods. Ensemble averages and 
time averages should converge to the same numbers if the simulations are long 
enough to fulfill the ergodicity theorem (2.7). Some examples of measurable 
quantities from computer simulations are given below. 
2.7.1 Structure: radial distribution function and structure factor 
A simple quantity which characterises the structure of a fluid is the pair dis-
tribution function g 2 (r l , r2 ), or in an isotropic, homogeneous fluid, the radial 
distribution function g(r). This latter measures the probability of finding any 
pair of particles separated by a distance r. These quantities are usually com-
pared with the corresponding distributions for an ideal gas at the same density. 
If the particles are uncorrelated (i.e., the fluid is unstructured), then the ex-
pected pair distribution function is [32] 
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Figure 2.4: Pictorial representation of g(r) for a Lennard-Jones liquid at density 
= 0.8 and T* = 1. Image reproduced from Ref. [31]. 
92 (rj ,rj ) = (i - 
	
1 	 (2.22) 
provided the number of particles N is large enough. 
A typical g(r) for a Lennard-Jones liquid is shown in Fig. 2.4. The peaks result 
from the co-ordination shells around a given particle and g(r) typically decays 
to 1 as r -i 00, because the correlations between the positions of the particles 
vanish. The liquid, in this case, is said to have short-range order. 
The radial distribution function g(r) is important for different reasons. For in-
stance, it can be measured experimentally, using neutron-scattering techniques 
so that it provides a link between computer simulations and real experiments. 
Moreover, for pairwise additive potentials, knowledge of the g(r) is sufficient to 
calculate thermodynamic properties, particularly the system energy, pressure, 
and compressibility [24]. 
The static structure factor, S(q), measures fluctuations in the fluid density, and 
is accessible through scattering experiments [23]. S(q) can be calculated as a 
Chapter 2. Computer simulations 	 32 
Fourier transform of the radial distribution function g(r), 
S(q) = 1 + pf[g(r) - 1] e_i(rdr 	 (2.23) 
where q is a wave-vector and p is the average density. Alternatively, S(q) can 
be calculated directly as an autocorrelation function of the Fourier components 
of the instantaneous local particle density, p(r) = - r2 ), i.e., 
S(q) = 7ç(PqP-q) 	 (2.24) 
where 
Pq = J exp (—iq. r)p(r)dr = 	exp (—iq. r) 	(2.25) 
are the Fourier components. 
2.7.2 Diffusion 
The mean square displacement measures the diffusion of the particles in the 
fluid. It is defined as [241 
R2 (t) = (Ir(t) - r j (0)1 2 ) 	 (2.26) 
where r(t) is the position of particle i at time t, and it is averaged over the num-
ber of particles and the number of time origins. At short times t, the particles 
have not collided yet with their neighbours, and move with constant veloci-
ties; the resulting motion is called "ballistic" and is characterised by AR' cx 0. 
At longer times, the particles start colliding with each other and the system is 
said to be in the "diffusive" regime characterised by Brownian motion and the 
Einstein relation [24] 
AR  = 2dDt 	 (2.27) 
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Figure 2.5: Mean square displacement for a Lennard-Jones liquid at density 
= 0.8 and temperature T* = 1. Image reproduced from Ref. [31]. 
where D is the diffusion coefficient and d the dimension of the system. D can 
therefore be easily estimated from the slope of the mean square displacement. 
We note that in Brownian dynamic computer simulations the crossover from 
the ballistic regime to the diffusive one is also observed in the case of a simula-
tion performed on a single particle. A typical mean square displacement for a 
Lennard-Jones liquid is in Fig. 2.5. 
An alternative way to estimate the diffusion coefficient is by the Green-Kubo 
relations [24, 271. The Green-Kubo formulae give exact mathematical expres-
sions for transport coefficients in terms of integrals of time correlation functions 
(linear response theory). In this case, D is calculated by integrating the velocity 
autocorrelation function, namely 
D = 100(o) . v(0)). 	 (2.28) 
The time autocorrelation functions will be described in the next section. 
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2.7.3 Time correlation functions 
Time correlation functions are very important in computer simulations for the 
following reasons [24]: 
- they describe the dynamics of the fluid; 
- they are related to macroscopic transport coefficients via the Green-Kubo 
formulae; 
- their Fourier transforms can be related to experimental spectra (dynamic 
light scattering). 
The time correlation function of two quantities A(t) and 8(t) is defined as 
CAB(t) = (A(t)8(0)) 	 (2.29) 
whereas the autocorrelation function is 
C(t) = (..4(t)A(0)). 	 (2.30) 
An example of the velocity time autocorrelation function for a Lennard-Jones 
system is shown in Fig. 2.6. At t = 0, C(0) = (A 2 ). As the time goes on, 
the time autocorrelation function decays approximately exponentially until it 
reaches a negative value denoting the presence of particles which have reversed 
their velocities after collisions. At longer time, the particles eventually forget 
about their past and A(t - oc) becomes uncorrelated with A(0). In other 
words, C (A(t))(A(0)) 0, assuming (A(t)) = 0. 
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Figure 2.6: Velocity autocorrelation function for a Lennard-Jones liquid at den-
sity p = 0.8 and temperature T* = 1. Image reproduced from Ref. [31]. 
2.8 Continuum methods 
So far, the basic units in our simulations were particles. In continuum methods, 
the fluid is represented by a continuous medium, fully described by its free-
energy functional' or Hamiltonian 7-[(r, t)], where (r, t) is an appropriate 
order parameter that depends on the position r and time t. 
Continuum computer simulations are adopted in all cases where a very high 
degree of coarse graining is required to investigate, for instance, the microstruc-
tures produced by phase-separating microemulsions or some interesting hy-
drodynamic problems. Microemulsions are mixtures of oil, water and surfac-
tants, and they often exhibit interesting microstructures and dynamics that oc-
cur on lengthscales and timescales unattainable in molecular simulations. 
The structure and dynamics of microemulsions can be studied using a time de-
pendent Ginzburg-Landau model [23, 33]. A typical simulation to implement 
this model would follow these steps. An appropriate order parameter SI.' which 
depends on the position r and time t is chosen to represent the system under 
1 A functional is a function that takes a function as its argument and returns a real number. 
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Figure 2.7: Qualitative representation of a Landau free-energy for a binary mix-
ture: at temperature T much higher than the critical temperature T, the fluid 
components are randomly mixed; if the mixture is cooled down at a tempera-
ture much lower than the critical temperature T, the fluid phase-separate into 
its two components, each of them represented by the well in the graph. 
investigation. The free energy of the system is written down as a function of 
the order parameter, for example 
fl[t'(r, t)] = f dr[f(&) + (V 20)J 	 (2.31) 
where the term f represents the "bulk" Landau-type free energy and the term 
(V2 t') the leading-order term in a functional expansion of the interfacial free 
energy as derived by Cahn and Hilliard 1341. In the Landau theory of phase 
transitions, assuming that the order parameter is small and uniform near the 
critical temperature T, the free energy f is written as a functional expansion in 
the form [23,33] 
f(1,) = e(T - T)& 2 + b 	 (2.32) 
where a > 0 and b > 0 are system-specific constants. The free energy (2.32) 
has a double-well shape as shown in Fig. 2.7. The time evolution of the order 
parameter 0 is then followed by integrating numerically a typical continuity 
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equation (as derived in Chapter 5), such as 
 MV2 6H = 	+ ij(r, t) 	 (2.33) 
at 8L' 
where M is the mobility of the fluid components, and 17 is a thermal noise which 
satisfies the fluctuation-dissipation theorem (2.15). 0 is thereby calculated at 
every time step and average quantities estimated during the simulation. 
2.9 Summary 
In this chapter, we have briefly introduced computer simulations, described 
their importance in science, and indicated how the results can be compared to 
those from real experiments. We have also outlined different computer simula-
tion techniques according to the degree of coarse graining required to represent 
the most relevant length and time scales in the system under investigation. We 
reported a number of physical quantities which can be estimated directly via 
computer experiments, their meaning, and how to relate them to real experi-
mental outcomes. 
Details of specific techniques/ applications are contained within the relevant 
chapters. 
CHAPTER 3 
Self-assembly of Silaffins in biosilica forma- 
tion 
3.1 Introduction 
One of the objectives of material science is to devise methods for the controlled 
fabrication of complex structures from inorganic materials. As well as of being 
of huge inherent interest, the ability to reproduce complex architectures on the 
nanoscale allows the fabrication of devices for nanotechnological applications, 
such as molecular sieving. In developing appropriate synthetic strategies, it is 
becoming commonplace to look for inspiration from Nature and how she con-
trols biomineralisation. Interestingly, biominerals often possess ordered inor-
ganic structures, even though the inorganic material itself is often amorphous 
and unable to form interesting architectures. In the case of diatoms, for in-
stance, silica (Si02 ) is the prevalent amorphous inorganic component of their 
skeletons, which often are fashioned with symmetric arrays of pores or other 
complex architectures as shown in Figs. 3.1 (c) and 5.1. We recall that the mor-
phogenesis of these biominerals is different from the morphogenesis of crys-
talline materials such as calcium carbonate (CaCO 3 ). Calcium carbonate is gen- 
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Figure 3.1: (a) SEM image of an abalone shell showing CaCO3 platelets - 0.5km 
thick. (b) TEM image of the cross-section of an abalone shell revealing the 
thin (< 10 run) organic "marble" between the platelets. (c) Microscopy im-
age of a portion of a diatom silica shell. Images (a) and (b) are reproduced from 
Ref. Eli], whereas image (c) is from Ref. 131. 
erally transformed by Nature into more complex structures such as spicules 
and shells. Abalone shells consist of layers of thick ( 200 nm) platelets of 
CaCO3 held together by a thin layers (<10 nm) of polymer "cement" [Figs. 3.1 
(a) and (b)]. The shell of the abalone is known for being exceptionally strong 
and can be employed in constructions (lii. 
At this stage in the study of biomineralisation at the molecular scale, we will 
focus on some specific cases before trying to find connections between seem-
ingly disparate systems. We will consider some particular diatom species and 
in particular we will report some exciting experiments on diatoms that have ad-
vanced the understanding of biomineralisation in the past decade. Diatom cell 
walls (frustules) often exhibit complex porous structures on the 10 nm to 10 sm 
lengthscale, made from composites of silica and organic macromolecules. Re-
cent atomic force and scanning electron microscope experiments of diatom 
fn.istules show that their fundamental building blocks are tightly packed siliceous 
spheres (Fig. 3.2) of diameter in the region 10- 100 nm [14,35-38]. In this chap-
ter, we will devise a physico-chemical model able to rationalise the presence of 
these elementary building blocks. 
In a series of experiments, Sumper and co-workers have analysed the detailed 
structure and composition of biosilica extracted from a variety of diatom species [14, 
Chapter 3. Self-iusembly of Silaffins in biosilkaforination 	 40 
a 
	 ' nm 
0 
Figure 3.2: AFM image of the outer surface of a valve of diatom C. ginü. The 
granular nanostructure of the surface is observed. The image is reproduced 
from Ref. 1141. 
391. For instance, the cell walls of diatom CyIindrothecafusformis were found to 
contain significant amount of organic material which included some small pro-
teins subsequently called "silaffins" [401 and long-chain polyamir.es (LCPA's) 
[391. Other components are present but they are associated with biosilica only 
after deposition is completed [41, 421. Three main silaffin fractions were iden-
tified with molecular weights of 4 kl (silaffin 1A), 8 kDa (silaffin 1B), and 
17 kDa (silaffin 2). Silaffin 1A itself was found to consist of a mixture of two 
peptides - designated 1A 1 and 1A2 - with very similar primary structures. The 
primary structure of silaffin 1A 1 contains serine (S), lysine (K), glycine (C), and 
tyrosine (Y) residues': SSKKSGSYSGSKCSK The serines are phosphorylated 2 , 
while the lysines at positions 3 and 15 are each modified with a polyamlne tail 
containing 5-10 N-methyl-propylamine 1—(CH2)3 - N(CH3) -1 units connected 
to the backbone by a link of propylamine t- (CH2)3 - NH-1 uits (see Fig. 3.3). 
'Aailno acids which aieistitute the bulldmg blocks of many pfoelns. 
1PhosphoryLatkn is the addition of a phosçthMe (PO4) group to a protein molecule. 
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Figure 3.3: Pictorial representation of silaffin-1A 1 . The post-translational modi-
fications are in colour and the annotation of charges is for a solution at pH 5. 
The figure is reproduced from Ref. (15). 
Since silaffins have been found harvested in the complex structures of some 
diatom frustules, experiments have been carried out in the past to find out 
whether silaffins alone could promote silica formation in vitro from a suitable 
precursor. Both silaffin 1A and 2 have been studied in a number of experiments. 
For instance, the addition of silafflns 1A (0.1-0.5 mM) to 1 M silicilic acid at 
pH> 3 yields a precipitate of silica spheres with diameters in the range 400-
700 run (15,401. These final dimensions are not biologically relevant, but further 
experiments suggest that moldable silica-silaffin composites are produced dur-
ing the first stages of biosilica formation. Large silica spheres can emerge from 
them as a result of subsequent artificial processes in vitro 1151, for example the 
irreversible coalescence (due to unconflnement) of the silica-silaffln composites 
produced during the first stage of biosilica formation. In diatoms, instead, the 
formation of biosilica takes place within a membrane (silica deposition vesicle) 
which acts as a casting mold Limiting the coagulation process. SilaffIn 2 has 
been found to play a regulatory role in biomineralisation [431, whereas LCPAS 
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are known to promote formation of nanopatterned siliceous materials in differ-
ent biological species [39, 441. An exhaustive review of experiments on silaffins 
and LCPAs can be found in Ref. [2]. 
3.1.1 Silaffins 
The fact that silaffins 1A alone are able to precipitate silica [15,40] indicates that 
they have an inherent ability to self assemble [15]. From this starting point we 
carry out the first simulation-led investigation of how silaffins can promote the 
formation of 10-100 nm silica-peptide composites, which constitute biomineral 
building blocks on the nanometre scale (Fig. 3.2). It is tempting to speculate 
that these small peptides self-assemble to form aggregates that constitute a sort 
of template around which silica could condense [11, 45, 46]. A similar mecha-
nism is generally adopted in the synthetic templating of porous materials, such 
as the MCM-41 [12, 131. The silaffin backbone is made by polar amino acids 
and phosphorylated serines which are strongly hydrophilic due to the elec-
trostatic and hydrogen-bonding interactions with water. We hence speculate 
that silaffins self-assemble because of an effective attraction between the two 
polyamine tails. This could arise either from a solubility mismatch between 
the tails and the backbone or from a phosphate-bridging mechanism, as we 
explain below. 
Once protonated, the tertiary 3  amine groups represent the only polar units 
in the tails. However, the presence of other protonation sites in the tails de-
creases the probability of many sites being protonated simultaneously under 
neutralish conditions. In fact, the pK a for the conjugate acid of an isolated ter-
tiary amine group is usually around 9 [47], but in the present conditions it will 
31n tertiary amines all three hydrogen atoms are replaced by organic substituents. 
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be significantly lower. To get an idea of the order of magnitude of this phe-
nomenon, consider the following example. While the pKa of the singly proto-
nated N. N, N', N'-tetramethyl-1, 3-propanediamine (CH 3 ) 2N(CH2 ) 3N(CH3 ) 2 is 
9.76, that of the doubly protonated molecule is 7.53. In our case, understand-
ing the degree of protonation of the tails at finite dilution (where the activity 
coefficients differ from unity) is not easy, however, the presence of strongly 
hydrophobic parts (propyl and methyl units) in the tails themselves, for sure 
limits the extent to which the polyamine-tails can compete with the backbone 
for contact with the solvent 4 . 
Alternatively, a phosphate-bridging mechanism could also operate to favour 
the aggregation of polyamine chains [44, 49, 501. It is indeed possible that 
the phosphorylated silaffin backbone could essentially provide the necessary 
bridging phosphate groups to mediate an effective attraction between the polyami?e 
tails. In fact, previous studies reveal that the numerous phosphate groups 
in silaffins 1A could constitute an intrinsic source of anions for the forma-
tion of siliceous diatom materials [15]. Moreover, experiments on polyally-
lamines (PAA) with molecular weights in the region of 15 kDa show that the 
formation of aggregates is dependent on the concentration of phosphate anions 
(POt ) [44] and on the pH which tunes the interactions between the positively 
charged PAA parts and the negatively charged phosphate ions [49]. It is also 
seen that different anions do not facilitate aggregation, and so it is likely that 
there is a specific hydrogen-bonding mechanism for the cross-linking of the 
polyamine tails. Similar observations have been made with dephosphorylated 
silaffins [15] and poly(L-lysine) [50]. 
4 A protonated propylamine unit by itself may possess amphiphilic characteristics; even 
small polar molecules, such as methanol and ethanol, do not fully mix with water on the molec- 
ular scale [48]. 
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We therefore argue that there is an effective solvent-or added solute-mediated 
attraction between the polyamine tails driving self-assembly and hence tem-
plate formation becomes possible. 
3.2 Model and simulation methods 
To verify our assumptions on a possible templating mechanism driven by silaf-
fin self-assembly, it would be preferable to perform atomistically-detailed sim-
ulations. However, for the size of the molecules under consideration, and the 
lengthscales (10 - 100 nm) observed in experiments, this is not possible. We 
have therefore sought a coarse-grained model (Section 2.2.4) that retains the es-
sential features of the silaffins, and ignores irrelevant atomistic and molecular 
details. On the basis of the arguments provided above we model the silaffins 
as consisting of a very strongly hydrophilic backbone and two mutually at-
tractive (hydrophobic) flexible polyamine tails. We use a so-called bead-spring 
model widely used and tested in previous simulations of polymers [51-53] 
and amphiphiles [54]. Each bead represents a group of atoms and the beads 
are connected to each other via extensible springs mimicking the bonds. We 
will use Brownian dynamics (BD) simulations to assemble and study silaffin 
aggregates that could be formed and hence identify putative structures which 
might act as scaffolds for biosilica spheres. 
3.2.1 Silaffin model 
The silaffin backbone consists of 15 amino acids. Due to its high concentra- 
tion of phosphorylated serine units, it is likely that the backbone will form an 
elongated /3-strand in solution rather than a more compact o-helix. Since in 
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Figure 3.4: Atomistic simulation snapshot of a silaffln 1A 1 backbone after equi-
libration [551. 
crystals the average spacing between amino acids is roughly 0.35 run, we as-
sume that the length of the backbone is - 6 run. Furthermore atomistic sim-
ulation studies on a single silaffin backbone [551 show that its structure after 
equilibration resembles three joined blobs (Fig. 3.4). We therefore represent the 
backbone with three hydrophilic "head" (H) beads mimicking five amino acids 
each. The beads are then linked by finitely extensible nonlinear elastic (FENE) 
springs (to be defined below) in order to define the essential structural charac-
teristic of the molecule (Fig 3.5). Each silaffin tail, which typically consists of 
lOpropylamine units (two C-C bonds and one C-N bond each), has a length 
roughly comparable to that of the backbone assuming C - C and C - N bond 
lengths of 0.15 run. Therefore we represent each polyamine tail by three tail 
(1') beads, again linked by FENE springs. A pictorial representation of the re-
sulting coarse-grained model is in Fig. 3.5. For the sake of comparison to the 
experimental results reported in Section 3.3 1  and on the basis of the arguments 
reported above, we assume the bead diameter to be roughly equal to 2 run. 
isyr(r) 
= { 
ULJ(r) - ULJ(r) r <— 
r > r. 
(3.3) 
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Figure 3.5: Computer model of silaffin considered in this work. The ye!-
low beads represent the peptide backbone, and the blue beads represent the 
polyamine tails. The FENE springs are shown as black lines connecting the 
beads. 
31.2 Simulation methods 
%* define the bead-bead interactions in terms of the Lennard-Jones (U) poten-
tial 
uj(r) - 	I(!''i ' - (—or 1 L ri (3.1) 
where or is the bead dianwter and e is the potential well depth. The head-
head (HH) interaction potential is chosen to coincide with the Weeks-Chandler-
Andersen potential 1561, which is purely repulsive, and in this case reflects the 
assumption that the components of the hydrophilic backbone are ambivalent 
toward solvation and mutual interaction: 
uLJ(r) - 	r < ro 
= 	 (3.2) 
0 	 r>ro. 
ro = 21/6  a is the position of the minimum in the Lj potential. The tail-tail 
(TI') interaction potential must include an attractive part in order to promote 
aggregation of the hydrophobic tails: 
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Figure 3.6: Representation of the effective potentials used in the simulations. 
The plot are in reduced units. 
The cut-off distance is chosen to be rc = 2.5; this is a cut-and-shifted Lj poten-
tial and is continuous at r = r. The tail-head (FF1) interaction, finally, is taken 
to be the same as the HH interaction of Eq. (31). The FENE bead-bead spring 
potential is defined as follows 
UFENE(r) = – kR In 
I- ( r )2] 	
(3.4) 
where k = 30€c 2 is the spring constant, R 0 = 1.50 is the maximum allowable 
separation between bonded beads. These values have been employed in previ-
ous simulations of polymers [57] and should be qualitatively correct in the case 
of peptides which are basically biopolymers. 
With a cutoff distance of rc = 2.5o', the range of the potential urr(r)  is compa-
rable with the bead diameter. At first glance, this situation appears somewhat 
unrealistic because each bead (representing many functional groups) has di-
mension 2 run, while direct interatomic forces are limited to the subnanome-
tre range. However, it is important to remark that coarse-grained "potentials" 
are really free energies, resulting from an integration over the solvent degrees 
of freedom, with the beads held fixed. Therefore, the interaction range not 
only include those typical of interatomic forces, but also should be extended 
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to accommodate longer-range, solvent mediated effects such as hydrophobic 
attraction [58]. 
We performed BD [24] computer simulations of Nm = 300 or Nm = 600 molecules 
(corresponding to Nb = 2700 and Nb = 5400 beads, respectively) in a cubic box 
with periodic boundary conditions applied. The mass of each bead was set 
to be m and the equations of motion (2.14) integrated numerically by means 
of a Verlet-like algorithm [24] using a reduced time-step öt = 0.01i -, where 
r = is the basic unit of time. In all simulations, we chose a reduced 
friction coefficient = 51 to represent the damped dynamics of the model 
beads each of them associated to large chemical units. The reduced tempera-
ture T*  was set equal to 1 (T* = kBT/f, where kB is Boltzmann's constant) in 
order that the attraction between tails could prevail over the entropy penalty 
associated with clustering. Finally, the reduced bead density is p = Nb o 3 1V, 
and the approximate volume fraction is 0 = 7rp*/6. 
We carried out equilibration and production runs (each consisting of r'.  101 time 
steps) for each state point considered. [The equilibration runs were carried out 
at high temperatures (T*  5)]. The simulation was deemed to be equilibrated 
only after comparing energies and cluster distribution functions (see following 
Section 3.3) from four independent runs with different initial configurations 
and random-number generator seeds (for the stochastic force part). For low 
densities p < 0. 1, systems of Nm  300 molecules were sufficiently large to 
accommodate the self-assembled structures that emerged. At higher densities 
(p* = 0.3,0.5) systems of Nm = 600 molecules were studied in addition to check 
for finite-size effects (which were found to be insignificant). 




Figure 3.7: Final simulation configuration at T* = 1.5 and p = 0.1. 
3.3 Results and discussion 
We first performed test runs at very low temperatures (T*  <0.5) and high 
temperatures (T* > 1). The rurts at low temperatures were found to be very 
slow to equilibrate and therefore impossible to perform in a reasonable time, 
although the system clearly exhibited self-assembled structures which were 
possibly metastable. On the other hand, the simulations at high temperatures, 
showed no significant signs of aggregation (Fig. 3.7). We therefore decided 
to concentrate on two temperatures in between these extremes, T = 0.5 and 
T=0.8. 
3.3.1 Self-assembly 
In Fig. 3.8 we show final configurations at a representative selection of densi-
ties, and at temperatures of T = 0.5 and T* = 0.8. At low densities (p* 0.1) 
distinct aggregates resembling micelles , are in evidence. As we will discuss 
in Section 3.3.2, at higher densities (p = 0.3, 0.5) the fluid is characterised 
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by extended networks of elongated structures that locally resemble bilayers or 
worm-like micelles, with the polyamine tails interdigitated. The self-assembled 
structures possess cavities which of course are filled with solvent (and a silica 
precursor) in real systems. Interestingly, the observed structures resemble those 
observed in simulations of gemini surfactants [54] and the extended networks 
of triblock-surfactant templates [59]. 
3.3.2 Structural properties 
Due to the different properties exhibited by the fluid at low and high densities, 
we examine these two cases separately. 
Structure at low density (p*  0.1) 
We studied cluster formation at low densities (p*  0.1) by computing the vol-
ume fraction of aggregates containing n molecules, 0, Two molecules were 
deemed to belong to the same cluster if any of their mutually attracting tail 
beads were within a cut-off distance rtajl = 1.5u. This criterion works well for 
surfactants models [60, 61].  The overall degree of micellisation (at a certain 
temperature) was therefore studied by analysing the plot of the volume frac-
tion of free molecules (i)  against the total volume fraction (), as shown in 
Fig. 3.9. At very low concentrations, we see that the points in the graphs lie 
approximately on the straight line 01 = as should be expected when there is 
little or no aggregation. At T* = 0.5 the free-molecule concentration reaches a 
peak at a total volume fraction q 0.008, whilst at T* = 0.8 the peak occurs at 
0.01; we define these positions as "critical micelle concentrations" [62] (see 
Section 1.1.1). At higher concentrations, micelles coalesce to form larger aggre-
gates and, ultimately, structures whose characteristic dimensions are compara-
ble to the dimensions of the simulation cell. 
(e)  
 





Figure 3.8: Simulation configurations after equilibration (a) T 	0.5, p5 = 0.06; 
(b) T = 0.5, p* 0.3; (c) 	= 0.5, p = 0.5; (d) T5 = 0.8, p5 = 0.06; (e) 7.' = 0.8, 
p = 0.3; (f) 7" = 0.8, p' = 0.5. System sizes at p' = 0.06 are Nm = 300 
molecules, while those at p- = 0.3 and p' = 0.5 are Nm = 600 molecules. 
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Figure 3.9: Volume fraction of flee monomers () against total volume fraction 
(0) at temperatures (a) 7' = 0.5 and (b) T = 0.8. The black points represent the 
tail-bead distance criterion, and the red points represent the molecular center-
of-mass distance criterion (see text). The dashed lines represent the asymptotic, 
low-density dependence 0 1  = 0. 
The analysis reported above relies on a meaningful definition of duster; it is 
therefore of fundamental importance to identify and define micelles in an un-
ambiguous fashion. So far, our definition has been based on a tail-bead distance 
criterion, in line with earlier works 160,611. However, in the case of molecules 
with very long tails, this criterion becomes necessary but not sufficient to iden-
tify two monomers belonging to the same aggregate (two beads on different 
tails being close to each other might not be sufficient to bind the molecules 
together). %* have therefore tested a new criterion which relies on the sepa-
ration of the molecular centres-of-mass (COMs). In order to identify an appro- 
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Figure 3.10 Center-of-mass radial distribution functions, gcoM(r)  at p* 0.001, 
T* = 0.5 (black), p = 0.01, T = 0.5; (), p = 0.001, T = 0.8 (green), and 
= 0.01, T* = 0.8 (blue). The curves for p = 0.001 (green and black) approach 
gcoM(r) = I at r > 20a (not shown). 
priate cut-off distance, we first calculated the centre-of-mass radial distribution 
function, 900M(r) 1241. Examples are shown in Fig. 3.10 for systems at various 
densities and temperatures. Then, we identified the minima demarcating the 
primary coordination shell. In the example they occur in the range r =4-6 i. 
These distances provide natural criteria for discriminating between aggregated 
and free pairs of molecules. We implemented the COM criterion with a cut-off 
distance room = 5a and compared the results to those obtained using the tail-
bead distance criterion, as shown in Fig. 3.9. At low volume fractions, the two 
criteria yield very similar results; this outcome was expected since dusters are 
easily distinguished from each other, even visually. (Figs. 3.8 (a) and 3.8 (d)J. In-
terestingly, at higher concentrations the COM criterion yields a smaller number 
of free monomers, particularly so at the higher temperature (T = 0.8). A plau-
sible explanation for what we observe could be that because of their shape and 
the density, two model silafflns can have their centre-of-mass in dose proxim-
ity even though their tail beads are beyond the range of attractive interactions. 
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Nonetheless, Fig. 3.9 shows that critical micelle concentrations (corresponding 
to the positions of the peaks in ci)  remain insensitive to the criterion adopted. 
We now analyse some structural lengthscales which might correlate with the 
size of the silica spheres that constitute the building blocks of many diatom cell 
walls. One important dimension to be taken under consideration (especially in 
the low density regime) is the average separation between two clusters, here 
denoted by 1. In order to estimate 1, we need to calculate the average cluster 
density which is given by 
Pclust = 	
(3.5) 
where 9 is the number of beads in each molecule and (n) is the average number 
of molecules per cluster. Hence, in reduced units 1 can be calculated using 
= 	 (3.6) 
(n) (calculated using the tail-bead distance criterion) and I are shown in Fig. 3.11 
as functions of density for the temperatures T* = 0.5 and T* = 0.8. As the 
concentration of silaffins increases, the average cluster size (n) grows too, and 
above pS  0.1 all molecules in the system belong to the same cluster. The av-
erage separation between micelles instead, appears to decrease monotonically 
with the density down to a value of approximately lOu. It is therefore tempt-
ing, in this density regime, to speculate on the possibility that silica spheres 
might grow out radially from the surfaces of the newly formed clusters, or 
indeed, at lower densities, from a single peptide. This situation has already 
been observed in a series of experiments [63-65] in which silica condensation 
is seen being catalysed by charged surfaces. In this scenario, it would be pos-
sible to compare the dimension of the growing silica spheres to the mean sep-
aration between clusters, because the silica spheres might grow out radially 
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Figure 3.11: Average number of molecules per cluster ((n)) and average cluster 
separation (1/or) at T* = 0.5 (black and red, respectively) and T = 0.8 (green 
and blue, respectively). 
from spherical nuclei until they come in contact, and so the sphere size would 
be dictated by the mean separation between neighbouring dusters. In fact, we 
note that over a broad range of volume fraction (0.05% 15 0 :5 5%) and den-
sity range, the separation I does not vary dramatically (see Fig. 3.11) being in 
the range 10 < I/a < 20. Recalling that in our simulations 2 nm, the 
silica-sphere diameter would be between 20-45 run. This estimate is consistent 
with the dimensions of the silica building blocks seen in experiments of some 
diatom skeletons (10 - 100 run) [14,35-381. However, it is important to notice 
that this comparison is far from being precise without knowing the real volume 
fraction of macromolecules in the diatom fnstules. The nucleation mechanism 
proposed here is therefore to be verified by more detailed experiments. For 
instance, it would be very useful to know how the peptides are distributed 
within the silica building blocks in diatoms in order to have better dues to the 
nwchanism of biomineralisation. 
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Structure at high density (p* > 0.1) 
In this section we will study the characteristic Iengthscales of the structures 
that form in the fluid at moderate densities, p > 0.1. It is important to recall 
that in this density regime, our simulations indicate that the aggregates resem-
ble worm-like micelles with other elongated shapes. The fluid appears rich 
in cavities (the spaces between the molecules) which separate different blocks 
of self-assembled structures. It is natural to therefore estimate the dimension 
of the cavities, because these are the regions in which silica is most likely to 
condense. To gauge the dimensions of the cavities we used two different ap-
proaches. 
The first approach consisted in calculating the static structure factor S(q), which 
measures fluctuations in the density, and is accessible through scattering exper-
iments [23]. S(q) was calculated directly using the relation 
S(q) 	PqP_q) 	 (3.7) 
JVb 
where Pq  = 	exp (—iq. r3 ) is a Fourier component of the bead density, and 
q = 	ny , ne ), with no = 0, +1, +2, ..., is a wavevector commensurate with 
the cubic periodic boundary conditions. Due to the isotropicity of the fluid, av- 
erages were taken for contributions with equal q = Iqi. In Fig. 3.12 we show the 
structure factor at the temperatures T* = 0.5 and T* = 0.8 and at the densities 
= 0.3 and p = 0.5. At P* = 0.3 and at both temperatures, peaks in 8(q) 
are visible in the region of q 0.5o'. At p = 0.5 and T* = 0.5, S(q) contin-
ues to rise down to the lowest accessible wavevector (q = 27r/L) signaling that 
there is a structure which spans the simulation cell [Fig. 3.8 (c)]. At p = 0.5 
and T* = 0.8 a peak is apparent at q 1u 1 . The peaks in the structure factor 
represent inhomogeneities in the fluid density on lengthscales of 27r/q, that 
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Figure 3.12: Bead static structure factor, S(q), at temperatures (a) T* = 0.5 and 
(b) T* = 0.8. The black points are at density p = 0.3 and the red points are at 
= 0.5. 
is they give an indication of the dimension of the cavities. Recalling that in our 
simulations or 2 nm, and reading the position of the peaks in S(q), we are able 
to estimate, albeit roughly, the characteristic dimension of the voids. Peaks at 
q = 0.5-lcr' correspond to real-space dimensions (21r/q) in the range 13-25 nm. 
Again, this estimate is in agreement with the dimensions of the silica build-
ing blocks found in diatom skeletons [14,35-36L and moreover consistent with 
our previous estimates made using a criterion based on the main separation 
between clusters (Section 3.3.2). 
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The second approach involved characterising the cavities by measuring the 
probability density of cavity sizes, Q(r). Precisely, Q(r)dr is the probability that 
a chosen random point (probe point) in the simulation cell is at a distance be-
tween r and r + dr from the nearest model bead (Fig. 3.13). In our simulations, 
N = Nb (where Nb is the number of beads) probe points were randomly selected 
every 20 time-steps and a histogram of Q(r) was generated. In Fig. 3.14 we 
show examples of cavity distribution functions at densities p* > 0.1 and at tem-
peratures T* = 0.5 and T* = 0.8. In these graphs, Q(r), shows two distinct main 
features: the first is a peak appearing at both temperatures at around r 0.5o 
representing small intramolecular voids; the second, most importantly, is the 
presence of peaks/shoulders at large values of r. These latter are the apparent 
cavities between different aggregates - see Fig. 3.8 (b) and (e). We suggest that 
the most relevant lengthscales for biomineralisations are the values of r above 
which Q(r) tends essentially to zero, which are the values corresponding to the 
maximum dimension of the cavities (see Fig. 3.13 for a graphical illustration). 
The curves in Fig. 3.14 are plotted on a linear-logarithmic scale to emphasise 
the the radii at which Q(r) dies off. We now analyse the information contained 
in those graphs. If we assume that the cavities are spherical (an oversimpli-
fication), then the probability of choosing a point in the cavity at a distance 
between r and r + dr to its perimeter should scale like 
p 	4r(r, - r)2dr. 	 (3.8) 
We fitted this function to Q(r) in the proximity of Tm and reported the results 
in Fig. 3.14. In this way we can fit the values of rma., and therefore roughly es-
timate the dimension of the cavities. As is clear from the figure, the values of 
rm , lie in the range 3-6a, which correspond to cavity diameters in the range 
12-24 run. These values once again have the same order of magnitude as the 
dimension of the cavities previously estimated via the structure factor and as 
Chapter 3. Self-assembly of Silaffins in bisi11aifrrm0ion 	 59 
I 
micelle 
+: probe point 
Figure 3.13: Schematic representation of cavity-definition criterion. The blue 
beads represent the model-beads. A probe point is inserted randomly in the 
simulation cell; three possible situations can then occur. In the case denoted A, 
the probe point is very luckily inserted near to the centre of the cavity. This sit-
uation is the least probable to occur and therefore corresponds to the regions of 
large r and low probability Q(r) (though it gives the most reasonable measure 
of the dimension of the cavity). In case B, the probe point is inserted some-
where near the perimeter of the cavity; this situation is very likely to happen 
and is characterised by medium cavity-radius r and peaks/shoulders in Q(r). 
In case C the probe point is inserted into an intramolecular cavity; this is the 
most likely situation and corresponds to the highest peaks centered around 
small r values. 
measured in AFM experiments 1141. This supports the hypothesis that at silaf-
fin volume fractions of 15-25%, silica might grow in the cavities and be guided 
by the self-assembled structures which would then constitute a template. The 
resulting composite of silica and silafflns might be the -moldable biosilica" 
from which certain (non-porous) structural elements of diatom skeletons are 
made 121. 
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Figure 3.14: Cavity-radius probability distribution function, Q(r), at tempera-
tures (a) T* = 0.5  and  (b)T* = 0.8. The black points are at density p = 0.3 and 
the red points are atp = 0.5. The solid lines are fits to the assumed asymptotic 
form at large r, Q(r) - (r - r) 2, where r is the maximum cavity radius. 
3.4 Conclusions 
In this chapter we have reported a study of the self-assembly of model peptides 
in aqueous solution using coarse-grained Brownian dynamics computer simu-
lations. The peptides consisted of polar hydrophilic backbones each made of 
fifteen amino adds, and each carrying two long polyamine tails. An effective 
attraction between the tails was proposed due to phosphate-bridging between 
protonated nitrogen centers and/or to hydrophobic interactions. 
A variety of sell-assembled fluid structures was observed by varying the vol-
ume fraction of peptides. At low volume fractions (5 5%) distinct micelles are 
in evidence [Figs. 3.8 (a) and (b)J with the mean separation between them be-
ing in the range 20-45 nm, depending on concentration. Increasing the volume 
fraction to 15% gives rise to elongated aggregates which span the simulation 




Figure 3.15: Schematic draw of the two possible scenarios for the production 
of moldable silica in diatom cell walls. Left at low peptide volume fractions 
(<5%). Right at higher peptide volume fractions (> 5%). 
cell. At volume fractions 25% bicontinuous structures appear characterised 
by the presence of cavities whose dimensions fall in the range 12-25 run. These 
results, although obtained by a very crude model, are compatible with the di-
mensions of the silica building blocks found in diatom skeletons. 
Our results suggest two possible scenarios that may be relevant to the produc-
tion of moldable silica in diatom cell walls, each related to a certain regime 
of peptide volume fraction. At low peptide volume fractions, typically < 5%, 
distinct micelles are clearly visible as fundamental components of the fluid, 
suggesting that they could act as nucleation points from which the silica could 
grow outwards radially until they make contact to form a percolating struc-
ture (Fig. 3.15, left). In this case, the apparent silica-sphere diameter would 
be delimited by the mean duster separation. At higher peptide volume frac-
tions (> 5%), strands of peptides would instead confine the silica (Fig. 3.15, 
right). We are unable to tell which of the two scenarios is more likely to oc-
cur, because the concentration of peptides and their distribution in the diatom 
skeletons is unknown; high-resolution microscopy experiments, however, can 
help to achieve this goal. In fact, in the low-concentration scenario, the silaffins 
would be mostly concentrated in the cores of the silica building blocks, whereas 
in the high-concentration case they would be distributed more uniformly. As 
to the concentration of peptides in diatoms, we note that, as a general rule, the 
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volume fraction of macromolecules in a typical biological cell is of the order of 
10% [661. Alternatively, a volume fraction of - 10% might be representative of 
the local peptide concentration in the interior of large aggregates, or indeed a 
compartment of the cell. During the growth process, the silica would eventu-
ally envelope the underlying peptide matrix, possibly resulting in a moldable 
composite with superior mechanical properties; knock-on effects of the grow -
ing silica on the templating peptide have not been examined here, but this may 
be examined in future work. 
Finally, we speculate more generally on the roles of long-chain polyamines and 
silaffins in biomineralisation. Long-chain polyamines in water likely form mi-
croemulsions of small droplets; indeed, this is the basis for the "phase separa-
tion" model proposed by Sumper [16]. Although this might lead to hierarchical 
patterning, it does not necessarily explain the fine structure of biosilica on the 
10-100 run scale. It is therefore conceivable that the role of the peptide back-
bones in silaffins is to frustrate microphase separation of the polyamine tails, 
and to promote local ordering on the molecular scale. This could be tested 
by analysing silica deposition as a function of polyamine chain length and/or 
backbone hydrophilicity; longer chains and less-repulsive backbone groups 
should favor phase separation over self assembly [67]. 
All the results reported in this chapter are speculative, however we have given 
concrete suggestions of how silaffins and peptides can finely tailor silica struc-
tures. Moreover we have also suggested straightforward experiments to verify 
our results. 
CHAPTER 4 
On the role of simple diamines on silicifica- 
tion 
4.1 Introduction 
In Nature, several classes of organisms process soluble silicon to generate highly 
organized amorphous biogenic silica structures under mild physical conditions 
of temperature and pH [63]. Diatoms, for instance, are equipped with sym-
metrically ordered mesoporous siliceous skeletons that offer essential rigidity 
and protection to the cell. Biosilica spicules in sponges provide protection as 
well as mechanical support [68]. In addition, silica and silicilic acid have been 
demonstrated to be of vital importance for plants during their growth, offering 
strength and resistance against insects and fungi [63]. Although biominerals 
are common in Nature, the molecular-scale processes that rule biomineralisa-
hon are still largely unknown. 
Current synthetic techniques to produce mesoporous silicas require high tem- 
peratures and high pH [12, 13],  and often result in poor control over the struc- 
ture and the shape of the final product [63, 64, 69]. In fact, the synthetic pro- 
63 
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duction of mesoporous materials is obtained by the so-called templating mech-
anism in which liquid mixtures consisting of long-chain surfactants and silica 
oligomers are used. Micelles, which form spontaneously, are then used as tem-
plates. Once the silica has condensed around the micellar template, the organic 
parts are removed by calcination leaving pores. Calcination consists of heating 
up the Si02 /surfactant composite at very high temperatures with the aim of 
decomposing the surfactant molecules. These latter are then easier to remove 
from the complex by solvent extraction as the hydrogen bonds are much easier 
to break. 
It has been estimated that the global market for silica and mesoporous mate-
rials is worth around two billion dollars a year in products used in a number 
of diverse areas such as separation technology, rubber reinforcement, desic-
cants and catalysis [64]. It is therefore crucial to understand how Nature effects 
biomineralisation, in order that we might achieve a comparable degree of con-
trol in synthesising silicas for technological applications [65, 691. 
In this chapter, we analyse via computer simulations the role played by low 
molecular weight alkyldiamines in bioinspired silicification. In vitro experi-
ments on putrescine homologues [1,2-diaminoethane (DA2), 1,4-diaminobutane 
or putrescine (DA4), 1,6-diaminohexane (DA6), 1,8-diaminooctane (DA8) and 
1,10-diaminodecane (DA10) ] carried out by our collaborators (Dr. D. Belton 
and Prof. C. Perry of Nottingham Trent University) show that the hydropho-
bic behaviour exhibited by the diamines and therefore their attitude towards 
micellisation is proportional to their carbon-chain length [631. Hydrophobic ef-
fects are thought to be a fundamental factor regulating biomineralisation pro-
cesses [63, 701. To further test the biomineralisation scenario on the nanometre 
lengthscale proposed for the silaffins in Chapter 3, generalise it, and rationalise 
the experimental results collected by our collaborators, we have run Brownian 
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dynamics computer simulations of diamirtes at different concentrations using 
a bead-spring coarse-grained model similar to that used in Section 3.2. 
4.2 Experimental results on putrescine homologues 
In an interesting work on biomineralisation [63], Perry et al. reported experi-
ments on silica deposition in the presence of putrescine homologues [H 2N - 
(CH2) - NH2
] 
at concentration of 15 mM, and a silica precursor (dipotassium 
silicon triscatecholate). These experiments, which constitute the first [63] sys-
tematic and detailed study of the impact of low molecular weight diamines 
on silicification, show the formation of silica porous structures whose features 
depend on the length of the diamine chain and its hydrophobicity [63]. Micro-
pores are observed in solutions of diamines DA2 and DA4, whereas mesopores 
characterise the final siliceous structure in presence of diamines DA6, DA8 and 
DAb. The average dimension of the pores falls in the range 30 - 50 A [63]. 
More recently, Perry et al. carried out experiments on solutions of putrescines 
at different concentrations (c = 15 mM, c = 30 mM, c = 50 mM) in the presence 
of, and without, a silica precursor (dipotassium silicon triscatecholate) [71]. The 
main structural features exhibited by the fluid can be grouped and summarised 
as follows [71]. 
4.2.1 Solution depleted of diamines 
The formation of silica spheres was observed in solutions of the silica precursor, 
but depleted of diamines. The measured typical diameter d of these spheres 
falls within the range 2 - 4 run. 



















Figure 4.1: Absorption spectra of the final siliceous products for (a) a solutions 
containing DA2 diarnines, (b) DA4 diamines, (c) DA6 dianiines, (d) DA8 di-
amines, and (e) DA1O diamines [711. 
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4.2.2 Put rescine at c == 15 mM 
DA2 and DA4 seem to exist in solution mainly as single molecules and are 
thought not to assemble into aggregates. When the silica precipitates in the 
form of nanospheres (of diameter d 2 - 5 nm), they sequester the diamines 
and, therefore, the silicas resemble very much the silica spheres formed in the 
absence of diamines (Section 4.2.1). The silica structures present micropores 
which have been studied in detail by analysing N 2 absorption isotherms. Due 
to the presence of micropores, DA2 and DA4 absorption isotherms present fea-
tures characteristic of a "bottleneck" effect in which the N 2 gas has to be pushed 
hard to get into the micropores and similarly has to be pulled hard to get it out. 
The N2 absorption isotherms present a characteristic hysteresis typical of this 
effect [Fig. 4.1 (a) and (b)]. 
Putrescine DA6, DA8, and DA10, on the other hand, because of the presence 
of mesopores in the final siliceous structure, are thought to form micelles. The 
self-assembled structures are thought to act as templates for the subsequent 
condensation of silica which is seen to coat these organic structures. Diamines 
can therefore direct the aggregation of the silica nanoparticles. The dimen-
sions of the micelles, and hence the dimensions of the silica structures, increase 
with increasing n, the number of CH 2 groups in the molecule. The mesopores 
observed in the final siliceous products correspond to gaps between the sil-
ica nanospheres. As a consequence, the N 2 absorption isotherms no longer 
present the pronounced hysteresis observed in the case of putrescine DA2 and 
DA4 [Fig. 4.1 (c), (d), and (e)]. 
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4.2.3 Put rescine at c = 30 mM and c = 50 mM 
At these high putrescine concentrations, the final siliceous material presents 
more and larger pores (with diameters up to .-'-' 100 A) because the extent of mi-
cellisation is thought to increase, irrespective of the diamine DAn considered. 
These experimental results will be published as soon as possible. 
4.3 Computer model and simulation methods 
To gain insight on the experimental results reported in Section 4.2 on the role 
played by the different putrescine homologues in shaping the final inorganic 
product on the nanoscale, we followed a similar method to the one proposed 
in Chapter 3. For the present purpose, atomistically detailed simulations of 
these molecules (including the solvent explicitly) would make computer simu-
lations extremely long, almost intractable. We have therefore sought and used 
a coarse-grained model which describes the diamines in terms of only their 
most fundamental properties, and ignoring irrelevant details. We model the di-
amines as linear chains of beads, connected by extensible springs representing 
the bonds. Each bead represents a chemical group and the interaction poten-
tials will be solvent mediated effective potentials. Brownian dynamics simula-
tions will be used to study the self-assembly of these model molecules and the 
role played by them in molding the final configuration of the inorganic mate-
rial. 
4.3.1 Put rescine homologues model and simulation techniques 
We represent the diamines by means of a bead-spring coarse-grained model 
similar to the one adopted in Chapter 3 whose constituent beads interact via 
Lennard-Jones type potentials [24]. Interactions between hydrophilic beads are 
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4W: 
Figure 4.2 Example of molecular model considered in this work. The yel-
low beads represent the hydrophobic groups CF!2 and the blue beads the H 2N 
groups. The FENE springs are shown as black lines connecting two consecutive 
beads. 
described by the potential (3.2), whereas hydrophobic beads interact via the 
potential (33). Adjacent beads are connected via the FENE potential (3.4) with 
parameters k = 3(ka 2 and R0 = l.5or. We stress again that in this model 
the interaction potentials must be considered as "effective" potentials [581 as 
explained in Chapter 3. An example of the resulting molecular structure' is il-
lustrated in Fig. 4.2. For purposes of comparison with experimental data sum-
marised in Section 4.2, we assume that the bead diameter is roughly equal to 
0.34 nm (roughly corresponding to the Lennard-Jones diameter of the groups 
CF!2 and H2N) irrespective of the diamine considered [ 72]. 
BD simulations [24] of Nm  = 288 molecules - corresponding to N = (n + 2)Nm 
beads, where n is the number of CH2 units in the molecule - at concentrations 
c = 15 mM, c = 30 mM, and c = 50 mM were carried out for each diamine 
system separately in a cubic simulation cell of volume V = L3 with periodic 
boundary conditions applied. The masses of beads were set equal to m and the 
equations of motion (2.14) were integrated numerically according to a velocity-
Verlet like algorithm [24) choosing a reduced time step dt = 0.01 and a reduced 
friction coefficient = 5 that accounts for the dimension and the dynamics of 
the chemical units represented by each bead [8]. A set of reduced units similar 
to that reported in Chapter 3 was employed. The intensity of the interactions 
'It is noted that a more accurate putre.ciw aodeI .&nzld include a certain degree of stiff-
re for the carbon cMIt 
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is measured in terms of the reduced temperature T*  and therefore it must be 
at the most on the order of the unity in order self-assembly to occur. In this 
work we concentrated on two temperatures T* = 0.5 and T* = 0.8. For each 
diamine system, simulations consisted of an equilibration part and a successive 
production run of 10 1 time-steps. 
4.4 Simulation results and discussion 
4.4.1 Self-assembly 
In our simulations the diamines were seen to self-assemble producing micelles. 
A parameter that influences the degree of aggregation (for systems at the same 
concentration) is the number n of carbons in the molecules. For instance, DA10 
putrescines are more likely to form micelles than DA2 putrescine because a 
larger number of CH 2 groups makes the molecule less miscible in solution and 
more inclined to form aggregates (see Fig. 4.4). In Fig. 4.3 we show the volume 
fraction occupied by a micelle made of s molecules (we note that this quantity 
is proportional to the probability P(s) of finding .s molecules in a cluster). Two 
molecules were deemed to belong to the same aggregate according to the bead-
distance criterion discussed in Chapter 3 with a cutoff distance rcut = 1.5 U. 
Fig. 4.3 firstly suggests the appearance of bigger micelles as n increases, and 
secondly that the fluid becomes polydisperse rather than monodisperse as n 
tends to its maximum value (n = 10). These results are in agreement with 
the hypothesis that diamines with large n are more likely to self-assemble [63] 
and that, in this case, a similar nucleation mechanism to the one proposed in 
Chapter 3 in which the silica condensates around the organic aggregates can 
explain the presence of mesopores as observed in experiments (Section 4.2). 
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Figure 4.3: Volume fraction s(s) occupied by a cluster containing s molecules. 
Comparison between different putrescine homologues at T* = 0.5 and 
C = 15 MM. 
4.4.2 Structure of the fluid 
In this section, we identify and quantify characteristic structural lengthscales 
that might correlate with the size of silica pores observed in vitro. Firstly, we 
use the data in Fig. 4.3 to calculate the average size of an aggregate. Fig. 4.5 
shows the average number of molecules s in a duster and the main separa-
tion distance 1 between two neighboring dusters as functions of the number of 
carbons in the molecule, that is 
= [ (n+2)s ]  113 	 (4.1) 
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Figure 4.4: Simulation snapshots after equilibration: (Left) DA2 and (right) 
DA10atc = 30 m and T' = 0.5. 
where p' is the reduced bead density. The size s increases as the number n 
increases [Figs. 4.5 (a) and (c)J. Furthermore, we observe that for putrescine 
with a number n of Cl-I2 groups a variation in the concentration c barely affects 
the average dimension of the micelles [Fig. 43(a) and (c)I. A dear dependence 
of the separation 1 on the number n is however observed as the concentration 
varies within the range 15-50 mM [Fig. 4.5 (b) and (d)J. These results were 
found to be independent of the temperatures T' considered in this study. 
A visual confirmation of what we have just affirmed is provided by Fig. 4.4 
where we show portions of final configurations for the systems DA2 and DA10 
at c = 30 mM. DA2 diamines are shown to be less favorable to self-assembly 
due to the fact that the number of hydrophobic beads is too small. A very 
different behavior is shown in the case of DA10 where micellisation is more 
likely to occur as a result of a stronger hydrophobic effect (171. 
According to the biomineralisation scenario discussed in Chapter 3, silica pores 
observed in vitro might be a direct result of the templating effect of diamine mi-
celles. The sizes 8, hence, can be used to give a rough estimation of the pore 
dimensions. If the volume occupied by one molecule is VD, then a micelle 
containing s molecules will occupy a volume equal to 8VD4J.  Assuming that 
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Figure 4.5: Average dimension a of a duster and average separation 1 between 
clusters as a function of number n of carbons in the diamine. (a) Cluster di-
mension a at temperature T = 0.5, (b) main separation 1 between clusters at 
temperature T = 0.5, (c) and (d) are the cluster dimension and main separation 
at temperature T = 0.8. 
a micelle is approximately spherical and made of beads in a close-packed con-
figuration2, the average radius of a pore in the silica Is 
1/3 
= 	 sVD) 	 (4.2) 
where 4 .- 0.74 is the reduced bead-density of a dose-packed configura-
tion 1731. We estimate that for concentrations spanning in the range 15-50 mM 
the pore radii should fall approximately within the range 6-45 A. This estima-
tion has the same order of magnitude as the silica-pore diameters measured in 
experiments by Perry [631 for putrescine at concentration c = 15mM, (namely 
30-50 A), and is consistent with the results reported in Section 4.2. 
These we rough approxlinatlons but they help est'iMe dw oldeT at magnitude of the 
dImensions of the ndedin. 
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As it is clear from Fig. 4.5 (a), DA10 diamines (c = 15 mM) produce reduced pore 
radii with respect to DA8; this effect, also observed in real experiments [63], is 
thought to be a function of the greater flexibility of the DA10 diamines com-
pared to the other (DA6 and DA8) diamiries used, thus allowing some degree 
of coiling of the hydrophobic chains to produce smaller micelles [63]. Nonethe-
less, we must point out that this feature seems to disappear at higher concen-
trations [Fig. 4.5 (a) and (b)J and temperatures [Fig. 4.5 (c) and (d)]. A pos-
sible reason for this could be that at higher concentrations and temperatures 
the micelles seem to assume more worm-like or elongated shapes rather than 
spherical ones (Fig. 4.6). This speculation can be tested, for instance, by cal-
culating the radius of gyration of the micelles formed by different putrescine 
homologues and will be the object of future work. 
The estimated dimension of the average separation (4.1) between neighboring 
aggregates falls within the range 10 - 20 a [Fig.4.5 (b) and (d)] independently 
from the concentration and the amine studied. On the basis of these results and 
on the basis of what was discussed in Chapter 3, we speculate on the possibility 
that diamine aggregates could provide suitable organic templates and act as 
nucleation points for the subsequent deposition of silica. In this scenario, a 
rough estimate for the dimensions of the silica spheres might be comparable 
to our estimate for 1. According to our calculations, with a 0.34 nm, we 
predict the formation of silica spheres with diameters in the range 34 - 68 A. 
Again, this has the same order of magnitude as the characteristic lengthscales 
of silica structures observed in real experiments on diamines, namely several 
tens of .ngstroms [63, 65]. The self-assembly model introduced in Chapter 3, 
and further tested here for putrescine homologues, is therefore reasonable and 
consistent with the experimental observations summarised in Section 4.2. 











Figure 4.6: Selection of DA10 micelles at different concentrations: (a) c = 
l5 mM,(b) c= 3O mM and (c) c =5O mM atT*=O.5. 
An alternative and reasonable estimation of the dimension of the cavities, namely 
where silica condensation would occur, is also given by the static structure fac-
tor S(q) (3.7). In Fig. 4.7 we show S(q) for the smaller diamines (DA2) and 
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Figure 4.7: The bead static structure factors S(q) for the systems DA10 and 
DA2 at different concentrations. 
for the larger diaznines (DA1O) considered in this study at different concentra-
tions and at the temperature T* = 0.5. This figure highlights the differences 
between the fluid structures In the presence of DA2 diamines and in the pres-
ence of DA1O diamines. While DAN barely promote any formation of clus-
ters (evidence is in the presence of a plateaux in the structure factors at low q), 
DA10s strongly self-assemble to create micelles (peaks in DA10 structure fac-
tors at low q). DA10 structure factors present a first peak in the region ' 7 o' - 
due to intramkeliar voids - and, more interestingly, a second one in the region 
(0.3 - 0.6 r') suggesting an inhornogeneity in the bead density on the scale of 
2ir/q, namely - 30— 70 A. These features are the voids that In our proposed 
mechanism will be filled out by the silica. These values have the same order 
of magnitude as those determined for 1, meaning that these provide consistent 
estimates of the cavity dimensions. Moreover, the trends are in agreement with 
the experimental results reported in Section 4.2. Similar fluid structures were 
observed at = O.& 
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4.5 Conclusions 
In this chapter we have reported a coarse-grained computer simulation study 
on the effect of putrescine homologues on silica formation. The model diamines 
were typically made of unit beads connected by elastic springs and interact-
ing via Lennard-Jones (U) potentials. Brownian dynamics computer simula-
tions were performed in which each bead represented a single large chemi-
cal group such us CH 2 or NH2 with diameter cr commensurate with effective 
coarse-grained potentials (free energies). 
The model diamines were seen to self-assemble in our simulations due to the 
strong hydrophobic nature of CH 2 groups. A different behavior toward cluster-
isation was however observed as a function of number of hydrophobic groups 
in the molecules. At the temperatures and the concentrations studied, the 
degree of micellisation was seen to increase with the hydrophobicity of the 
molecules. 
The fluid structure was characterized by measuring structure factors S(q), mean 
distances between clusters 1, and average micellar dimensions. These estimates 
were in agreement with each other, and with the experimental results. 
Our simulation results give a strong suggestion on a possible biomineralisation 
scenario which might lead to the formation of the silica structures observed in 
vitro. In particular, a possible mechanisms for the production of siliceous meso-
porous materials driven by self-assembling of amines was pointed out. In this 
scenario, the different degree of hydrophobicity of these molecules was seen to 
tune and regulate the dimension of the pores in the silicas. A qualitative agree-
ment between our simulation results and the experimental results for diamines 
at the concentrations of 15 mM, 30 mM, and 50 mM was observed. 
t 
CHAPTER 5 
Pattern formation in diatom cell walls 
5.1 Introduction 
Diatoms are unicellular, photosynthetic organisms found in marine and fresh-
water environments. The diatom cell is encapsulated in a porous, symmetrical 
and amorphous silica-shell (frustule) 13, 741. The ability of Nature to model 
such complex structures starting from formless silica (SiO2) makes diatom mor-
phogenesis very interesting. In many diatom species the frustule comprises 
two valves which can be either circular (as in centric diatoms) or elongated (as 
in pennate diatoms) when observed in cross section (Figs. 5.1 and 5.2). These 
valves are often fashioned with complex and in some cases highly ordered ar-
rays of naxrnetre- to micrometre-scale slits and pores. Their graceful forms 
c@ 
Figure 5.1: Some centric diatoms microscopy images. Reproduced with per-
mission from Ref. 141. 
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Figure 5.2: Some pennate diatoms microscopy images. Reproduced with per-
mission from Ref. [751. 
and fine details are highly species-specific and hence vital to taxonomic clas-
sification [3]. Figs. 5.1 and 5.2 show a small selection of microscopy images 
to fully appreciate diatom skeletons' graceful forms. It is a major goal of ma-
terial science to understand diatom morphogenesis in order to achieve a high 
degree of control in the synthesis of complex microstructures for a variety of 
nanotechnological applications. 
In this chapter, we propose a physical mechanism for a key stage in the devel-
opment of siliceous diatom skeletons, namely the formation of complex tem-
plates on the tens-of-micrometre lengthscale which guide the deposition of sil-
ica into complex structures. Our model takes into account the fundamental 
processes already identified in experimental investigations of diatom morpho-
genesis, namely, the role of templating by structures under cellular control (base 
layer), and by complex fluid structures under exclusively physico-chemical con-
trol. In particular, we will show that a phase separation mechanism occurring 
in the presence of a mild degree of prepatterning (which mimics the cellular 
contribution to the morphogenesis) can generate suitable templates for the de-
position of silica into forms as observed in a number of diatom structures. This 
process might provide a means of manufacturing microscale porous architec-
tures which can used in a number of applications such as molecular sieving. 





Figure 53: Different stages of morphogenesis of diatom skeletons. A base layer 
made of costae and vesicles is deposited (b); vertical differentiation starts once 
the base layer is complete (c) and (d). Image adapted from Ref. [3]. 
5.1.1 Diatom morphogenesis 
The formation of amorphous-silica diatom frustule during asexual reproduc-
tion has been widely studied during the past years in different time-resolved 
electron microscopy experiments [38, 76, 77]. Soon after the cell division, silica 
condenses near the surfaces of the daughter cell in a membrane-bound com-
partments known as silica deposition vesicle (SDV) [Fig. 5.3 a)]. This process is 
thought to occur in two separate stages [77]. During the first stage [Fig. 5.3 (b)], 
a base-layer ( 30 nm thick) of silica is deposited. The base-layer possesses 
an irregular system of radial ribs [3] (called costae of which there are typically 
around 10-50 in centric diatoms) often separated by rafts of organic droplets 
and/or vesicles [76] which are believed to have played a role in the initial for-
mation of the costae; according to the most accurate morphogenesis models 
(described later on in this chapter), these radial spokes might have formed as a 
consequence of diffusion limited aggregation of silica nano-particles [78]. In the 
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Figure 5.4: The base layer as seen through the larger pores of the final siliceous 
structure. Image adapted from Ref. [3]. 
second stage [Fig.5.3 (c) and (d)1, the new valve acquires the necessary thick-
ness ('. 10— 100 run) by growing perpendicularly to the base-layer (leading to 
vertical differentiation). It is during this stage that the frustule acquires its final 
structure and fine details. It is observed that the structure of the base-layer does 
not necessarily correspond to the structure of the face of the new valve, how-
ever, in some species, small pores in the base-layer can still be observed through 
the larger pores of the final frustule structure (Fig. 5.4) [3]. Interestingly, the 
two stages described above take different amounts of time to complete; typi-
cally, the first stage is completed within 10-20 min whereas the second could 
take up to several hours 138, 77, 79-811. 
It Is thought that the growth and patterning of the outermost parts of the Mis-
tule are not under direct cellular control, but are dictated only by physico-
chemical factors. On the contrary, the deposition of the base layer can be purely 
attributed to cellular control. In the following sections we will formulate a the-
oretical model which uses reasonable physico-chemicals arguments to explain 
the growth and patterning of the outermost portion of the valve in the presence 
of the base layer. 
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5.1.2 Previous diatom morphogenesis models 
One of the most striking features of diatom frustules are the rib-like costae. The 
most accurate predictive model of diatom morphogenesis to date is based on 
diffusion-limited aggregation (DLA) of silica nano-particles [78]. Amorphous 
silica particles are thought to be transported (possibly via microtubules) to the 
perimeter of the SDV and then released into it, whereupon they can diffuse 
and aggregate to form fractal structures growing outwards from the centre of 
the SDV. Computer simulations of this process (also including the simultaneous 
sintering of the growing silica) have shown that spoke-like patterns resembling 
the costae can easily be reproduced. Thus, DLA provides a reasonable physical 
mechanism for the production of the costae. Nonetheless, as mentioned above, 
it is clear that the formation of costae and, hence, of the base layer, is likely to 
be strongly influenced by intracellular factors, either through the positioning 
of microtubules or prepatterning on the surface by cytoskeletal components. 
In diatoms, the usual physical mechanisms that control biomineralisation, such 
as nucleation phenomena, can be ruled out because the resulting siliceous ma-
terial is amorphous - at least on the 100 nm scale and above. On the 10 nm 
scale biosilica structures have been extensively studied in experiments [14] and 
related to species-specific polypeptides [8] such as silaffins (Chapters 3 and 
4) [2, 15, 40, 431. At lengthscales of 100 nm or more, complex-fluid scaffold-
ing mechanisms, in which self-organised structures direct the deposition of in-
organic material [11], might play a vital role in the morphogenesis. Indeed, 
previous work suggests that organic components in the SDV that avoid co-
precipitation with silica become more concentrated as the valves grow reduc-
ing the volume available for the organic components [77]. This would lead to 
the formation of organic vesicles or droplets which might constitute templates 
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Figure 55: According to Sumper, phase separation in diatoms occurs in the 
following steps. Silica precipitation within organic (generally polyamines) 
droplets forms a honeycomb-like framework (a); silica "traps" or "consumes" 
a certain fraction of polyamines leading to a depletion of organic component 
in solution and hence to the formation of smaller polyamine-rich droplets (b); 
finally, silica continue precipitating and consuming other fractions of organic 
component hence generating the self-similar structure observed (c-d) (figure 
reproduced from Ref. [16]). 
for the condensation of silica. The latter hypothesis and the discovery of am-
phiphilic, long-chain polyamines trapped in silica harvested from a number of 
diatom species led Sumper to propose a phase separation model that accounts 
for diatom morphogenesis. In this model, polyamines [2, 39, 44, 49], polypep-
tides [82], or other organic macromolecules phase separate from water in an 
aqueous solution upon the base layer to form a two-dimensional, self organ-
ised array of droplets / bubbles/ vesicles which are templates for the succes-
sive deposition of amorphous silica. A brief description of this model is given 
in Fig. 5.5. The phase separation model proposed by Sumper, however, is un-
able to predict all those diatom structures in which silica costae are present. 
Furthermore, this model represents a qualitative description of diatom mor-
phogenesis which is not based on any rigorous calculations. 
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5.2 Computer simulations of diatom morphogenesis 
There is currently no diatom morphogenesis model that can account for all the 
aspects of diatom-frustule morphogenesis. The DLA model of costa formation 
leaves the presence of arrays of pores in the frustules still unexplained [78]. On 
the other hand, Sumper's model, based on experimental observations, gives 
only a qualitative description of a possible phase separation process under-
going in the SDV [16]. In this work, we present the first quantitative test of 
a phase separation mechanism for diatom morphogenesis. As already men-
tioned above, the basic idea is that an organic component phase separates from 
an aqueous phase in the presence of the base layer within the SDV to form a 
quasi-two-dimensional emulsion of droplets around which a silica precursor 
(e.g. silicilic acid) can condense and form complex-fluid templates. Since the 
initial formation of organic droplets is seen to be relatively fast compared to 
the subsequent coalescence to form large droplets', we assume that the initial 
array of droplets provide an essentially static template for the condensation 
of the silica precursor. Nonetheless, we note that these two processes may 
be correlated, giving rise to cooperative effects. We therefore show that un-
der these circumstances, our model of a phase-separating fluid in a confined 
quasi-two-dimensional environment, and in the presence of a certain degree of 
prepatterning (due to the base layer), is capable of generating templates which 
resemble almost any centric- or pennate-diatom valve. This will constitute the 
starting point for future studies, which will include the initial formation of the 
base layer (by, e.g. DLA [78]) and the coupling of phase separation with silica 
deposition and sintering (smoothing). 
'The coalescence of droplets and the formation of large droplets is a an extremely slow 
process which is of considerable inherent interest [83]. 
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5.2.1 Physics of the model 
Due to the complexity diversity, and species-specificity of frustule structures, a 
detailed physico-chemical description of diatom morphogenesis is precluded a 
priori. Hence, we have sought a generic model of the putative phase separation 
of a binary mixture in the presence of a prepatternirig field. 
The system is modelled as a confined quasi-two-dimensional incompressible 
binary mixture with fixed overall composition. Its dimensions are L x L x I 
with 1 << L and we assume the fluid composition to depend only on the lat-
eral coordinates (x, y). Component o is organic (some organic macromolecules) 
and its volume fraction will be denoted &(x, y), where as component a is es-
sentially aqueous and with volume fraction a(X, y). The order parameter of 
the system is chosen in the usual way for phase separation problems and cor-
responds to the local excess volume fraction of the organic material, namely 
(x, y) = 0 (x, y) - a(X, y), where —1 <(x, y) < 1 at any time. The Hamilto-
nian of the system is 
= dxf
L 
 dy [€ (_2 + q54) +l I V I2 +k2 (v 2 q )2 +h ] 
(5.1) 
where v0 represents a molecular volume. The first contribution to the Hamilto-
nian is the bulk free-energy term ( + derived from the Landau theory 
of phase transitions and drives phase separation into coexisting phases with 
order parameter 6 = ± 1 [23]. The terms multiplied by the factors 'i  and 
k2 are contributions to the interfacial free-energy as described by Cahn and 
Hilliard [34, 84, 85].  It is important to point out that #c 1 is not the interfacial 
tension but is proportional to it, as is shown in Appendix A. In the final term, 
h(x, y) models a local field arising from the presence of silica prepatterns on 
the base layer; h> 0 provides a repulsive field for the organic component and 
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h < 0 provides a repulsive field for the aqueous component. The dynami-
cal equation for the order parameter is derived from the continuity equation 
8018t ± V j = 0 and is equal to 
ao 
 = V. (MVii) 	 (5.2) 
at 
where M(x, y) is the local mobility and j = - MV 1u (Fick's law) is the flux of the 
order parameter 'p, generated by gradients in the chemical potential. The local 
chemical-potential is defined as the functional derivative of the Hamiltonian 
(5.1) 
JH 
/2 = 	= f(()2 	K 1 V2  + K2 V40 + h. 	 (5.3) jo 
Long-lived structures adopted by the fluid driven by the chemical potential 
(5.3) are generally sensitive to the average excess of organic component which 
is a conserved quantity measured by 
q= 	Jfc(x,y)dxdy. 	 (5.4) 
With no field (h = 0), the phase-separating fluid assumes well known time-
dependent structures which are long-lived droplets of organic and aqueous 
phases when << 0 and >> 0 respectively; when 0 spinodal patterns 
emerge (Fig. 1.6). 
5.2.2 Computer methods 
Our simulations were performed by discretisirig Eq. (5.2) using a simple three- 
point, finite-difference algorithm [86] on a Cartesian grid 200 x 200 (or occa- 
sionally 300 x 300) with lattice spacing A = 1, time step dt = 0.01, and periodic 
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Figure 5.6: Schematic of the simulation cell. L is the box length, 0 the origin 
and a and b are the ellipse semi-axes. 
boundary conditions [24] applied: 
ÔM(x,y) - M(x+l,y)—M(x—1,y) 
(5.5) 
ax 	- 	 2A 
a2 t(x,y) - jt(x+ 1,y)-2j.(xy)+ji(x— 1, y) 
(5.6) 
ax2 	- 	 A 2 
	
(t+1)(x y) = 	(t)(x y) + dt' y) 
	
(5.7) at 
The excess concentrations 0 at each lattice site were initialised to 0 = 	± ö, 
where 50 is a random number in the range [-0.01,0.01] and the values O in are 
shown in Tab. 5.1. 
In all simulations, the perimeter of the diatom valve was taken to be an ellipse 
defined by (x/a) 2 + ( y/b) 2 = 1, where a and b are the ellipse semi-axes (a = b 
for centric diatoms). This boundary was established by allowing the mobility 
to depend on the position, interpolating smoothly between a value M 0 inside 
L 
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the diatom valve to zero outside. For the mobility we used the convenient 2 
"Fermi" expression 
M(x, y) 
= [1 + e(R)/W] 	
(5.8) 
where W controls the width of the boundary, S = 2a is the sum of the dis-
tances between any point on the ellipse and its two foci and R is the sum of the 
distances between a generic point of coordinates (x, y) and the two foci of the 
ellipse (see Fig 5.6). 
functions could have been chosen to avoid discontinuities in the mobility at the 
ellipse boundary. 
Figure Species L/A Oi. Øex c a/ b/ W/ h(x,y)/e t/r Web reference 
5.8(a) Arachnodiscusehrenbergii 200 -0.3 +0.0 0.2 	- 70 70 1 0.5cos'°(8c) 3.00 141 
5.8(b) Surinella linearis v. helvetica 200 -0.65 -0.65 0.2 	0.05 60 25 4 0.4cos2 (8c) 1000.00 1871 
5.8(c) Actinocyclus confluens 200 -0.4 -0.2 0.4 	- 90 90 1 0.3 cos'° (13) 10.90 141 
5.7(a) Stictodiscus calfornicus 200 -0.4 -0.3 0.6 	- 40 40 4 - 30.00 [4] 
5.7(b) Psammodiscus nitidus 200 -0.4 -0.3 0.43 	- 60 50 6 - 18.00 1751 
5.7(c) Aulacodiscusargus 350 -0.3 -0.3 0.4 	- 100 100 8 - 8.00 141 
5.7(d) Actinoptychus undulatus 200 -0.4 -0.4 0.3 	- 60 60 6 0.02 x [0.1 + sin2 (4Q)]/[O.1 + 0082 (4a)] 10.00 141 
5.7(e) Actinoptychus campanu1fer 200 -0.3 +0.0 0.2 	- 60 60 6 1/E1 + 10sin2 (3)1 2.80 141 
51(1) Cyclotdlameneghiniana 200 -0.5 -0.5 0.2 	- 60 60 4 0.4cos2 (18a) 2800.00 1871 
5.7(g) Melosirasol 200 -0.2 -0.2 0.5 	- 60 60 6 0.18cos2 (26) 20.00 141 
5.7(h) Stictodiscusjohnsonianus 200 -0.3 -0.1 0.6 	- 60 60 3 0.06c062 (12a) 20.75 141 
5.7(1) Arachnodiscus indicus 200 -0.5 -0.5 0.4 	- 50 50 1 0.08 cos8 (8) + 0.05 cos8 (40) 10.60 141 	 rn 
5.7(j) Stephanodiscus 200 -0.5 -0.1 0.3 	- 60 60 1 0.15si114 (6t) 13.00 1881 
5.7(k) Psammodiscus 200 -0.6 -0.6 0.1 	- 40 40 6 0.1 cos2 (4c) 50.00 (88] 
5.7(I) Au!acodiscuskittonii 200 -0.35 -0.1 0.5 	- 70 70 1 0.05 x [0.1 +cos2 (2ck)(/[0.1 +sin 2 (2a)] 10.70 141 
5.9(a) Cocconeisdisculoides 200 -0.45 -0.1 0.5 	0.08 70 38 2.5 - 20.80 (751 
5.9(b) Achnanthesparvula 200 -0.3 -0.3 0.5 	0.1 60 5 4 - 35.00 1751 
5.9(c) Achnanthesparvula 200 -0.3 -0.3 0.3 	0.06 70 30 2 0.1sin2 (a) 9.00 ( 75 1 
Table 5.1: Reduced simulation parameters used to generate the structures shown in Figs. 5.7 and 5.9. In the case of concentric 
fields for centric diatoms, the angle 0 = 27rx2 + y2 /a where a = b is the radius of the circular domain describing the diatom 
00 valve. Oi,, and O,x are respectively the average order parameters inside and outside the diatom domain (Fig. 5.6). 	 1.0 




interfacial energy parameter 1 
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h(x, y) /,E 
Table 5.2: Reduced parameters used in the simulations of the diatom frustule 
morphogenesis. 
All the calculations were performed in dimensionless units (reduced units) as 
reported in Tab. 5.2. The choice of these units was made purely for compu-
tational convenience. In fact, we point out that a different choice could have 
been made, for instance defining units based on a natural lengthscale, such as 
the equilibrium width (Appendix A) of an interface separating coexist-
ing phases. 
All the parameters used in the simulations can be found in Tab. 5.1. The dynam-
ical equation (5.2) was discretised using a time-step dt = 0.01 able to conserve 
to within 1 part in iO. 
5.3 Results and discussion 
5.3.1 Centric diatoms 
Fig. 5.7 shows a wide selection of real and simulated centric-diatom structures. 
We note that in the experimental images, the frustule colours arise from diffrac-
tion effects and are in no way an indication of pigmentation or silica stain-
ing. The simulated structures are instantaneous snapshots at times at which 
the organic patterns (black regions) can be considered as static (Fig. 5.10). The 
black regions denote high concentrations of organic material (0 >> 0) and rep-
resent possible templates for silica deposition as already mentioned. The white 
uni 
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regions (p << 0), instead, denote the aqueous domains where the silica will 
condense. In our simulations we observed that by modifying the composition 
of the fluid such that —0.3, the organic macromolecules phase separate 
from the solution to form droplets in water. This situation corresponds to a 
relatively low volume fraction (". 0.35) of organic components. As an exam-
ple, Figs. 5.7 (a)-(c) show observed and simulated centric-diatom structures in 
which a disordered array of organic droplets are visible in absence of prepat-
ternirig field. The key variables here are the overall concentration of organic 
material , and the diameter of the circular domain a. These structures are, by 
themselves, not so surprising, but these images serve to illustrate complemen-
tarity of the pore structure of the diatom valve and the droplet structure of the 
fluid template. 
5.3.2 Pennate diatoms 
Fig. 5.9 includes some examples of pennate-valve diatoms. Pennate diatoms 
are often characterised by parallel rows of pores which go along the major 
axes of the frustule [77]. We found that these features could be reproduced 
by the inclusion of a weak (V 2 ) 2 term in the Hamiltonian in Eq. (5.1). These 
results are not at all surprising, because it is well known that in models of 
three-dimensional oil-water-surfactants mixtures the presence of a (V 2 0) 2 term 
stabilises modulated cubic (bicontinuous) phases [84, 85, 89, 901. Similarly, in 
two dimensions, this term might (regulated by the parameter tC2 in Tab. 5.1) 
be expected to favour the "square" arrays of pores shown in our simulated 
pennate structures. Experimentally, the presence of k2 in Eq. (5.1) may require 
the addition of an amphiphile to the organic and aqueous components in our 
model. 
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Figure 5.7: Experimental (upper) and simulated (lower) structures of centric 
diatoms: (a) Stictodiscus calfornicus,  (b) Psammodiscus nitidus, (c) AuLvscodiscus 
argus, (d) Actinoptychus undulatus, (e) Actinoptychus campanulfer, (f) Cyclofdia 
meneghiniana, (g) Meiosira so!, (h) Stictodiscus johnsonianus, (i) Arachnadiscus in-
dicus, (j) Steplianodiscus, (k) Psammodiscus, (1) Aulacczdiscus kittonii.In the simu-
lated images, the dark regions correspond to organic-rich domains. Scale bars 
are 10 pm, except in (j) which is 20 pm. Experimental images are reproduced 
with permission from Refs. 14,75,87,881. 
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5.3.3 Prepatterns 
Fig. 5.8 shows some real and simulated diatom valves along with the corre-
sponding prepatterning field h(x, y) due to the base layer. Diatom-structures in 
Figs. 5.7 (d)-(l) clearly require radial prepatterning. In the prepatterning images 
of Fig. 5.8, the brighter regions denote higher free-energy for the organic com-
ponent, and are therefore organic-poor regions. Figs. 5.7 (g) and (h) require 
additional comments. In these species - Melosira sol and Stictodiscus johnsoni -
an us, respectively - the pore structure switches over from the droplets near the 
centre to spokes near the valve boundary. This crossover was seen to arise 
spontaneously in the simulations; near the centre the spacing between minima 
in the prepatterning field is small compared to the typical droplet size, and 
hence it is more favourable for the droplets to remain intact than for them to 
break up and drift into the minima. Near the perimeter, instead, the free-energy 
can be lowered by the droplets coalescing in the minima to form spokes'. 
Fig. 5.7 (i) represents a simulation snapshot for the species Arachnodiscus mdi-
cus, in which a concentric organization of pores is observed. This was mim-
icked in the simulations by adding an additional concentric field measured in 
terms of the parameter denoted as i3  in Tab. 5.1. Referring to Fig. 5.6, 3 = 
27r \/x2 + y2 /a, where a = b is the radius of the centric-diatom valve. 
5.3.4 Time dependence 
The majority of the simulated images presented in this chapter are "snapshots" 
of the fluid template at some particular late stage of the simulation. Fig. 5.10 
shows the morphogenesis of Melosira sol captured at different time-steps dur-
ing the simulation. In the figure, the diatom valve is seen to develop at different 
rates. Figure 5.10 (a) shows the initial, homogeneous state. At very short times 
3The characteristic droplet size varies with the time by increasing like t 1 /3 [83, 911. 
1 
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Figure 5.8: Experimental (top) and simulated (middle) images of diatom struc-
tures, and the prepattem field h(r, y) (bottom) used into simulate each struc-
ture: (a) Arnchnodiscus ehrenbergii, (b) Surinella linearis v. helvetica, (c) Actinocy-
dug confluens. In the simulated images, the dark regions correspond to organic-
rich domains. Scale bars are 10 jAm. Experimental images are reproduced with 
permission from Refs. 14,871. 
[Fig. 5.10 (b) and (c)1, the inner part of the circular domain appears still homo-
geneous, though some spokes start appearing near the perimeter. At t/r 5, 
two distlrt regions are visible in the cell: spokes near the perimeter and vesi-
cles in the interior. These fluid structures persist up to times beyond t/r 10, 
and at times beyond t/r 20 they appear to be essentially static. They there-
fore constitute a quasi-static template for a guided deposition of silica. 
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Figure 5.9: Experimental (upper) and simulated (lower) structures of pennate 
diatoms: (a) Cocconeis disculoides, (b) Achnanthes parvula, (c) Achnanthes parvula. 
In the simulated images, the dark regions correspond to organic-rich domains. 
Scale bars are 10 1tm. Experimental images are reproduced with permission 
from Ref. [75]. 
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Figure 5.10: Simulation snapshots of the diatom Melosira sol at times (a) t = 0, 
(b) t = IT, (c) t = 3T, (d) t = 5T, (e) I = lO'r, and (f) t = 20r. 
5.3.5 Real parameters 
The simulation parameters in Tab. 5.1 were tuned heuristically to yield fluid 
structures mimicking a number of siliceous diatom patterns. Nonetheless, care 
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was taken in choosing reasonable physical values. As an example, we now 
estimate a typical real value for the parameter iz. Since 102  grid points are 
typically used to represent a diatom dimension of 10 1um, the grid spacing in 
real units is 
10  M. 	 (5.9) 
The interfacial tension 'y for typical immiscible fluids is normally several milli-
joules per square-metre [92] and the molecular volume vo can be roughly esti-
mated considering organic macromolecules of dimensions of '-' 10 A. Finally, 
the energy factor € is unlikely to be much greater than 0.1 kBT where kB is 
Boltzmann's constant and T is the temperature. The relationship between ic 




Ic1 = 	 (5.10) 
and combining the order-of-magnitude estimates reported above in Eq. (5.10), 
we obtain ,c 0.5, which is very close to the values chosen for our simulations 
(Tab. 5.1). It is strongly emphasised, however, that these are very rough esti-
mates with the purpose of showing only that the reduced simulation parame-
ters employed in this study can correspond to reasonable physical numbers. 
The typical strength of the prepatterning field used in all the simulations can 
be deduced as the difference between the maximum and minimum field in 
Tab. 5.1, and is less than 0.5 E. With the assumption made above for €, its value 
should be around 0.05 kBT, which is extremely weak. As to the estimate of the 
typical time needed for the production of the patterns observed, we note that 
the Stokes-Einstein relationship for a spherical solute of radius R 10 A in a 
water-like solvent with viscosity ii iO Pa s, gives D = kBT/67n7R 10_ b 
2 mTaking into account the previously estimated values for 1 and c, we find 
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the basic unit of time r ' iO s. The simulation times in Tab. 5.1, hence, cor-
responds to real times from tens to thousands of milliseconds. These underes-
timate experimental values probably due to macromolecular crowding within 
the SDV, and the effect of confinement which increases the mobility. However, 
for smaller values of the mobility M0 , the basic unit of time r 1/M0 (Tab. 5.2) 
increases, making the reduced times reported in Tab. 5.1 correspond to biolog-
ically relevant timescales (seconds and minutes). 
5.4 Conclusions 
We have shown that a key stage of diatom morphogenesis can be described by 
a simple model of a phase-separating fluid in the presence of a weak prepat-
terning field, h(x, y), mimicking the base layer observed in experiments. From 
a material-science perspective, it may be neither possible nor necessarily de-
sirable to mimic the precise details of every diatom structure, therefore our 
model was chosen to be as simple as possible, although it captured the essential 
physico-chemical factors that drive pattern formation in diatoms. Nonetheless, 
our model is in no way specific to diatoms; on the contrary, it describes pattern 
formation as a result of phase separation in confined fluid mixtures and might 
serve as a generic model to help devise new strategies for synthesising porous 
nano-materials. For instance, fluid phase-separation could be carried out on 
lithographically etched surfaces, and the resulting patterned emulsion used as 
a template for the deposition of solid materials. 
The examples in Figs. 5.8 - 5.9 show that the basic structural features of the 
diatom valve might be templated by long-lived domains in confined phase-
separating fluids, controlled by the overall concentration of organic material, 
the interfacial tension -y (through the parameter ic1 in Tab. 5.1), and a mild de-
gree of prepatterning (mimicking the base layer). We emphasise that, where 
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present, the magnitude of the prepatternirig field h(x, y) needs be only about 
one tenth of the energy scale f, and that the required values of rl used in the 
simulations correspond to physically-reasonable values for the interfacial ten-
sion -y (Appendix A). We also observe that the square array of pores visible 
for the pennate diatoms in Fig. 5.9 was found favoured by the (V 2 ) 2 term in 
Eq. (5.1). 
We stress again that the model here proposed describes a particular stage of 
diatom morphogenesis, however it is not specific at all to diatoms; the model, 
in fact, corresponds to a very general physical situation, that is the phase sepa-
ration of immiscible fluids under confinement and local external fields. Hence, 
the predictions made by this model can be tested by experiments in which 
porous structures resembling those of diatom frustules can be reproduced in 
the laboratory. 
From the biological perspective, this work is only a preliminary study. Future 
work should focus on combining the phase-separation process presented here, 
along with the diffusion-limited aggregation of silica nanoparticles thought to 
be responsible for the formation of the costae in the underlying base layer. Fur-
thermore, the thickening of the frustule (vertical differentiation) and the con-
densation of silica should be accounted for simultaneously with phase separa-
tion. This work relies on the basic assumption that phase separation and silica 
condensation occur on distinct timescales, and that the fluid forms organic tem-
plates that are essentially static on the timescale for silica condensation. The 
assumption of a static fluid template is justified by experiments which suggest 
that the base layer is formed within minutes while vertical differentiation can 
take up to hours. Nonetheless, it should be possible to model these processes 
simultaneously without making any strong assumptions a priori. 
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Some diatom valves present hexagonal "close packed" arrays of pores [3].  It 
would be interesting to study the processes involved in the formation of these 
features. In Thompson's classic work On Growth and Form [93], the hexagonal 
array of pores is attributed to "electromagnetic vibrations" on the surface of the 
cell. There are other mechanisms by which these arrays might arise [77]: in two 
dimensions these have been observed in three-component, phase-separating, 
reactive fluids [94, 951 and phase-separating adsorbates [96]. 
The model was inspired by the results of experimental observations of diatom 
morphogenesis and by previous morphogenesis models. In particular, we have 
performed the first quantitative test of a phase-separation mechanism in the 
hope of shedding some light on a specific stage of the morphogenesis. On the 
other hand, our model does not offer any insight on the nature and extent of 
cellular control (such as the deposition of the base layer). To conclude, we men-
tion that a mechanisms (based on a reaction-diffusion equation [97]) similar to 
the one which explains, for example, leopards' rosettes and tigers' stripes can 
be excluded a priori in the case of diatoms, because the structure of frustules 
within a given diatom-species colony are essentially identical, at least on the 
100 nm scale. 
It is hoped that this theoretical contribution will stimulate and devise new ex-
periments in material an biological science to shed some light on diatom mor-
phogenesis. 
CHAPTER 6 
Ensemble dependence of heat capacity in the 
3D Ising model 
6.1 Introduction 
So far we have reported studies of self-assembly and phase-separation in the 
context of biomineralisation and used them to derive new theories and strate-
gies for the controlled production of mesoporous materials. We employed dif -
ferent computer simulation techniques and we did not have to consider the 
effects of the statistical mechanical ensemble (Section 2.3) in which the simula-
tions were carried out. For instance, in Chapter 3, we reported Brownian dy -
namics simulations of the self-assembly of small polypeptides called silaffins, 
implicated in the formation of silica structures in biominerals. These simula-
tions were carried out in a constant-temperature, constant-volume ensemble, 
namely the canonical (NVT) ensemble. If the simulations had been run in dif-
ferent ensembles, we would have obtained the same results to within a preci-
sion of 0(1/N), where N is the number of molecules. 
100 
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There are situations in which simulations performed in different ensembles 
lead to more pronounced differences in the results. For example, a strong de-
pendence of the simulation results on the ensemble has been observed in stud-
ies of finite-size systems near the vapour-liquid critical point [98-100]. It is 
important to recall, however, that the ensemble differences should vanish at 
the thermodynamic limit (N -+ oo) where all the ensembles lead to equivalent 
results [101]. We anticipate, however, that our simulation results point out a 
different scenario. 
Daub et al. observed very strong finite-size effects in the constant-volume heat 
capacity in fluids with long-range interactions [98]. Monte Carlo simulations 
showed that grand-canonical (itVT)  and canonical (N VT) calculations give 
very different heat capacity curves in the vicinity of the critical point. The 
grand-canonical curves exhibit very strong peaks near the critical temperature, 
whereas the canonical curves show no trace of peaks in the critical region. This 
effect is intuitively easy to understand if one considers that in the canonical en-
semble the energy fluctuations are very small (and consequently Cv is small) 
because the local particle density does not fluctuate enough in the presence of 
long-range interactions. In the case of the grand-canonical ensemble, the num-
ber of particles is allowed to fluctuate and therefore the local particle density 
fluctuates enough to let the energy fluctuations become large enough to gen-
erate peaks in the heat capacity curves near the critical point [98]. Simulations 
of fluids with short-range interactions [99] and ionic fluids also showed the 
importance of the ensemble in which the simulations of finite-size systems are 
performed [102-104]. 
In order to help rationalise the results already seen in fluids, we will perform 
Monte Carlo simulations of the three-dimensional Ising model (Section 6.4) in 
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QUANTITY 	CRITICAL EXPONENT 
Susceptibility x t > 0 
Heat capacity CV 	t t > 0 
Correlation length t t > 0 
Order parameter M 	ItIo t <0 
Table 6.1: Definition of the critical exponents. To each thermodynamic quantity 
is associated a critical exponent which describes that quantity near the critical 
point. t = (T - T)/T is the reduced temperature. 
a cubic lattice of finite size L. We will carry out a systematic finite-size scal-
ing study of the constant-volume heat capacity C.v in the canonical and grand-
canonical ensemble, and estimate the ensemble difference AC = CT_CT . 
Furthermore, we will derive a finite-size scaling law for ACV. The universality 
(Section 6.2) ensures that our results are applicable to any systems belonging to 
the same universality class. 
6.2 Critical exponents and universality 
In the vicinity of a critical second-order phase transition, most of the thermody-
namic quantities can be described by a set of simple power laws. These laws are 
characterised by exponents called critical exponents. Tab. 6.1 defines the critical 
exponents associated with different thermodynamic quantities. According 
to the renormalization-group theory the values of the critical exponents should 
depend only on the spatial dimension, the symmetry of the order parameter, 
and the symmetry and range of interactions, but not on the detailed form and 
magnitude of the interactions [23, 105]. It is therefore possible to define uni-
versality classes which group all the second-order transitions characterised by 
the same values of the critical exponents. For instance, all three-dimensional 
systems in which the order parameter is scalar (e.g. the 3D Ising model) should 
have the same critical exponents. The values of the critical exponents for the 
different universality classes can be found in standard text books [21, 22]. 




Figure 6.1: Schematic phase diagram of the Ising model (see Section 6.4) with 
no magnetic field applied (h = 0). The order parameter is defined as the mag-
netisation per spin 0 = MI!'r and the temperature is denoted by T. The critical 
point is at the apex of the bell-shaped curve (Ta), and corresponds to the value 
M = 0 of the magnetisation. 
Furthermore, not all of the critical exponents are independent. For example, 
the susceptibility critical exponent -y is always of order of 2ii (where ii is the 
correlation length critical exponent), a+ 23+'y = 2 [21-23, 1051, and zid = 2—
where d is the spatial dimensionality. 
6.3 Finite-size effects and the heat capacity 
The study of phase transitions involve the identification of the system order 
parameter, q. In infinite-size systems (which are only theoretically possible), 
q would not fluctuate and its distribution function could be effectively con-
sidered as a 6-function. This means that if the system was in a state defined 
by a certain value of 0, it would stay in the same state for long long time. In 
finite-size systems (real systems), the order parameter cl' fluctuates (near the 
critical point the fluctuations become even as large as the order parameter) and 
so there is a non-trivial function p() that can describe its probability function. 
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This means that in finite-size systems there are always states available that con-
nect two ordered phases and through which the system can go to pass from one 
phase to the other. By increasing the system-size L, the probability of finding 
these connecting states gets lower and lower until it disappears at the thermo-
dynamic limit [1061. 
In computer simulations and in experiments, the system size must, for practical 
reasons, be finite, and finite-size effects cannot be avoided. Far away from the 
critical point (that is for L >> , where is the correlation length), at T T, the 
distribution p() is well approximated by a gaussian (or a number of connected 
gaussian peaks). Near the critical point (T Ta), the gaussian approximation 
is no longer valid and the function p() becomes non-trivial. A solution to this 
"problem" is given by the finite-size scaling (FSS) theory [1071. 
According to the FSS theory, the probability function p() assumes a universal 
form dictated by the ratio L/, namely [107] 
p(, , L) = L/up[La/ , (L/)h/v] 	 (6.1) 
where 0 and u are the critical exponents defined in Tab. 6.1. In this way, it 
is possible to study critical phenomena even in small systems, calculate bulk 
thermodynamic properties, such as the critical temperature, and study the be-
haviour of important functions (such as the heat capacity Cv)  near the critical 
point. 
In what follows, we define the heat capacity and report its FSS scaling law at the 
critical point along with the FSS relation to extrapolate the critical temperature 
T from the position of the peaks of the heat capacity. 
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The heat capacity at constant volume is defined as the energy necessary to in-
crease the system temperature by a certain temperature interval, namely 
( 11u )v 
 
Cv= (6.2) 
If we define the reduced temperature as t (T - T)/T (which is small in the 
proximity of Ta), according to the FSS theory, and similarly to (6.1), the heat 
capacity Cv scales like [21, 22, 106, 1071 
Cv = L1v[(L1e)1I] = L/(tLhIv) 	 (6.3) 
where T7 is the universal scaling function. In the Ising model (Section 6.4), 
the scaling function r can be derived from the probability distribution of the 
energy per spin. According to Eq. (6.3), the heat capacity calculated in finite-
size systems presents a peak in the vicinity of T [107, 108]. Upon increasing 
the dimensions of the system, the position of the peak (signaling an "appar-
ent" finite-size critical temperature, T) should shift towards the bulk critical 
temperature TC(°°  and the height of the peak should diverge according to well-
known scaling laws. The value of the apparent critical temperature 714,  where 
L is the dimension of the system, deviates from the "bulk" critical temperature 
T ( °° ) according to the following scaling law [106] 
- 	' 	 (6.4) 
where ii is the appropriate correlation-length exponent (see Tab. 6.1). The re- 
lation (6.4) is intuitively easy to understand. By recalling that in a finite-size 
system the critical point is characterised by the condition ( ".' L), and that 
t", we can write 
T(L) - 	
Lh/v 	 (6.5) 
T$ 
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Figure 6.2: Simulation snapshots of a 3D ferromagnetic Ising model at different 
temperatures 0 = l/kBT. From left to right: /3 = 0.2 (T >> Ta), 13 = 0.21 
(T> Ta), and /3 = 0.219 (T Ta). Images reproduced from Ref. [110]. 
which is equivalent to Eq. 6.4. For three-dimensional Ising-like critical points 
ii = 0.630 [21, 1091. A detailed description of the critical exponents and finite-
size scaling analysis is given in Refs. [21, 22, 106, 107]. 
6.4 3D Ising model 
The Ising model is defined on a discrete cubic lattice made of JV sites each of 
them carrying a variable called spin (si ) which can take on the value 4- 1  or —1. 
The sum of all the spins (M = s2 ) is called the magnetisation, and the order 
parameter is defined as 0 = MIN. The spins si interact with nearest neighbors. 
The Hamiltonian of the system in the absence of an external magnetic field h 
is [18] 
7-1=—J>sz s3 , 	 (6.6) 
where J is the coupling constant and (i, i) denotes a sum extended only to 
nearest-neighbors. If J> 0, the model is ferromagnetic (it is energetically favor-
able for neighboring spins to be aligned), whereas J < 0 defines an antiferro-
magnetic Ising model. J = 0 defines non-interacting spins. In order to describe 
the Ising model, let us consider the ferromagnetic case (J > 0) and its phase 
diagram in Fig. 6.1. At temperatures much higher than the critical tempera-
ture (T >> Ta), all the spins are randomly oriented (the clusters of like spins 
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ISING MODEL 	 3D FLUID 
T (temperature) T (temperature) 
Al (magnetisation) 	N (number of particles) 
A( (number of lattice sites) V (volume) 
h (external magnetic field) p (chemical potential) 
E(energy) 	 E (energy) 
Table 6.2: Comparison between thermodynamic quantities in a 3D Ising model 
and in a 3D fluid. 
are very small), there is no order, and hence the order parameter 0 = M/Pf is 
zero (Fig. 6.2). At the temperature T T (where T is the critical temperature), 
there is an order-disorder phase transition (there is a broad distribution of clus-
ters). At this point some order sets in so that for temperatures T < T the order 
parameter is different from zero (Figs. 6.1 and 6.2). At very low temperatures 
(T 0), all the spins are aligned and the system is in one of the ordered states 
described by the order parameter 0 + 1 (Fig. 6.1) [18, 23, 32]. 
While the thermodynamic functions of the systems described by the Hamil-
tonian in Eq. (6.6) can be found easily in one dimension [24, 271, the two-
dimensional Ising model requires a very complicated solution which was given 
in 1944 by Onsager [261.  The three-dimensional Ising model has not yet been 
solved exactly, although accurate approximations are available [24, 27]. 
We recall that the results obtained for the 3D Ising model are applicable to a 
simple three-dimensional fluid provided it belongs to the same universality 
class, because at the critical point the correlation length diverges (Tab. 6.1) and 
hence the microscopic details (such as the lattice spacing or atomic dimensions) 
become irrelevant (Section 6.2). In Tab. 6.2 we associate to each thermodynamic 
quantity in the 3D Ising model, a corresponding quantity in a 3D fluid. All the 
universal critical properties that will be devised from a detailed study of the 
3D Ising model, will therefore be valid for a simple 3D fluid. 
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Throughout this chapter, on the basis of Tab. 6.2, the canonical ensemble for an 
Ising model will be denoted MArT, whereas the grand-canonical ensemble will 
be denoted hJifT. 
6.4.1 Heat capacities in the Ising model 
Let us consider a specific configuration of spins F = {s 1 , 82,..., sg}. The grand-
canonical (kiVT) heat capacity can be written as 
CA1T = kB/32 [(fl2) - (fl)2] 	 (6.7) 
where ,3 = 11kBT (not to be confused with the order-parameter exponent) and 
N is the Hamiltonian (6.6). Considering the grand-canonical partition function 
= 	exp(—/31-I) 	 (6.8) 
r 
and the standard thermodynamic equation [21] 
(6.9) 
the heat capacity (6.7) can be rewritten in the following way 
2 o2 In 
CFLJVT = kBf3 	. 	 (6.10) 
Similarly, the heat capacity in the canonical ensemble or "constant magnetiza-
tion" (MVT) ensemble is 
2 lnQ 
CMJSJT = kB/3 	 (6.11) 3/32  
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where 
	
= 	8(M, 0) exp(—/37-I) 	 (6.12) 
r 
is the canonical partition function, for which the sum over F includes only those 
configurations for which M = 0 1 . The canonical partition function (6.12) can 
be related to the grand-canonical one (6.8) according to 
Q= 
Er 8(M, 0) exp(—OH) 	
exp(—/37-1) = PhVT( 0 ) 	(6.13) rexp(mBl) 
where p-T(0)  represents a particular value of the magnetisation probability 
distribution function. Substituting (6.13) into (6.11) we can calculate the en-
semble difference in the heat capacity per spin, that is 
ACV - 




- L 3 kB 	P 	3/32 
This result is a significant one, because php.fT(M) is a universal function [106, 
111, 1121 at the critical point (Section 6.3); that is, it has got a scaling form from 
which the dependence of the system size L can be factored out. Taking into 
account this latter observation, in the next section we will derive a scaling form 
for the difference 
6.4.2 Scaling expression for LC 
The magnetisation probability distribution function p(A'I, L, t) near the critical 
point of a finite-size system has the well-known scaling form [111] 
p(l.i, L, t) = Lø/(ML/v, tLh/u), 	 (6.15) 
'The value M = 0 corresponds to the critical magnetisation. This is the analogue of the 
critical isochore in fluids (see Fig. 6.1). 
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where p(ML', tLl/L) is a universal scaling function' depending only on the 
boundary conditions, and 3 and v are the magnetisation and correlation-length 
critical exponents, respectively [22, 111]. Substituting Eq. (6.15) into Eq. (6.14) 
we obtain 
02 52 
LC = 	[in L(0, tL'')] 	 (6.16) 
where the exponent 13 of the dimension L is the magnetisation critical exponent 
and it is not to be confused with /3 = 11kB T appearing in the derivatives. The 
derivative in Eq. (6.16) is therefore equivalent to 
/322 
ACV = 	1n(0,tL'') 	 (6.17) 
because the term proportional to L$/V  is independent of temperature. To pro-
ceed, we define the variable x = tLh/v, where t = 310 - 1 is the reduced tem-
perature. The first derivative of the natural logarithm of the scaling function 
is 
- 1np(0,x) - St SxSlnp(0,x) 
(6.18) 5  
In Eq. (6.18), the term 
- 81n(0,x) 
Pi = 	 (6.19) Sx 
being a function only of x, is a universal scaling function in the vicinity of the 
critical point. The first derivative (6.18), by an appropriate substitution of vari-
ables, can hence be rewritten 
1np(0,tL'') - _PLh/1(0,tLh/v). 	 (6.20) - /32 
21t is important to note that tL"' o (L/)h/L,  and provides a physically meaningful mea-
sure of the "distance" from criticality. The critical point in finite-size systems is characterised 
by the condition ' L. 
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Similarly, the second derivative of the natural logarithm of the scaling function 
P is 
02 	- 	
= 	Lh/ 1 (O , x) -  In p(O,x) 03 	 32 	O3 	Ox 	
(6.21) 
where 
- 	0ln 1 (O,x) 
P2 (6.22) Ox  
is a universal scaling function in the vicinity of the critical point. By substitut-
ing Eq. (6.21) into Eq. (6.17) and by appropriately changing the variables, the 





= 2 	p1 (O, tL')L 1 / 3 + 	P2(0 tL')L23 . 	(6.23) 
In Eq. (6.23) the dependence from L can be factored out to obtain a scaling 
function for the heat capacity difference AC, that is 
a 1 L13 + a2 L 2 /V_3 
	
(6.24) 
The term L" 3 should vanish as the system size L becomes infinite, and hence 
the difference (6.23) becomes 
(
'3C. 
LCv 152(01 tL 1/)L 2I 3 . 	 (6.25) 
13 





and hence plots of the left-hand side versus tLh/L  for different L should collapse 
on to a single curve near t = 0. Incidentally, the exponent 21v —3 is very close to 
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the value of the critical exponents ratio a/v [22]. Eqs. (6.25) and (6.26) are true 
as long as the system size L is relatively large. These assumptions are tested in 
Section 6.6. 
6.5 Computer techniques 
The MC algorithm employed in our simulations samples uniformly a number 
of discrete values of temperatures in the range of interest (e.g. near criticality) 
to collect ensemble averages at each temperature separately [113]. In a simi-
lar fashion to the parallel tempering MC scheme [113, 114], this method uses 
two types of moves: an energy move (by spin flipping) at a fixed temperature 
and a temperature move at a fixed energy, allowing the exploration of all the 
thermal states in a single simulation run. This method therefore efficiently en-
hances the exploration of phase space of a system especially in the presence of 
configurations separated by high free-energy barriers. 
We point out that our simulations could have also been run using the gen-
eral Wang-Landau [25] algorithm, instead of the MC scheme to be described 
below. However, previous works [115, 116] suggest that the Wang-Landau al-
gorithm requires a long convergence time for large systems making the simu-
lations very long. Furthermore, the Wang-Landau method does not improve 
on the statistical error after the factor f has reached a certain value. This could 
constitute a problem when simulating large systems. Alternatively, a standard 
Metropolis algorithm could have also been employed in this study, but differ-
ent simulations at different temperatures would be required making the study 
less efficient. 
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6.5.1 Uniform sampling of 0 
In this section we show how to obtain a biased MC scheme [27, 113, 116] that 
samples the inverse temperature B uniformly for the Ising model (6.4) in the 
grand-canonical ensemble. Let us consider a specific configuration of spins 
F = {s i , S 2, ..., s4 at the temperature 3 = 11k 8T, and denote p(F, 3) the cor-
responding probability distribution function. If the grand-canonical partition 
function is 
	
(h,Ar,8) = 	exp[—/3fl(F)], 	 (6.27) 
F 
then the probability of observing a configuration F at the inverse temperature 
/3 is [18] 
-  PT' 0) - exp[—/3N(F)] 
(6.28) 
Now consider an ensemble where 0 is allowed to fluctuate. Its partition func-
tion can be written as 
W(h,Af) = 	exp[—/37i(F)], 	 (6.29) 
and the probability of a microstate is 
exp [—/37(F)] 
p(F,,8) = 	w(h,. ) 	 (6.30) 
The macrostate probability of observing a particular state characterised by the 
inverse temperature 0 irrespective of the configuration F is obtained by sum-
ming Eq. (6.30) over all possible configurations, namely 
p(/3) = p(F,/3) 
= 	________ = 	 (6.31) 
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The biased microstate probability which gives rise to uniform sampling of all 
the inverse temperatures is the ratio of Eqs. (6.30) and (6.31) 
p(F,/3) -exp[—/37t(F)] 
(6.32) 
AM - 	( h, A(,,3) 
because then 
Pbjas(/3 ) 	Pbias(1T,) = 1. 	 (6.33) IT 
The detailed balance condition that accounts for the microstate probability (6.32) 
is [27] 
Pbias(Fo,o)a(O -+ n) = p ias(ln,I3n)a(fl - o), 	(6.34) 
where (F0 , 3) and (F, 0) are the old state and the new state (generated with-
out bias) respectively, and acc(o - n) is the probability of accepting a trial 
move from state o to state ii. The Metropolis solution to Eq. (6.34) is 





(h,Ar30 ) exp[-3?-1(F)]l 
acc(o 	n) = mill 	
exp [_0fl(r)]j 	
(6.36) 
We performed Metropolis Monte Carlo simulations of the three-dimensional 
Ising model in which the ratio of the partition functions in Eq. (6.36) is es-
timated on the fly via a Wang-Landau scheme as explained in detail in Sec-
tion 6.5.2. The scheme reported above allows one to estimate the grand-canonical 
heat capacity Cr" with great accuracy as shown in Section 6.6. Similarly, the 
constant-magnetisation heat capacity CVMArl,  and hence the difference LCv, can 
be calculated by replacing Eq. (6.27) with the appropriate partition function. 
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6.5.2 The Monte Carlo algorithm 
The MC algorithm employed in this study implements the acceptance-rejection 
rule (6.36) by performing a random walk in the 3-space at fixed energy [113]. 
During the random walk a histogram H(i3) is accumulated to keep track of 
the states visited making sure that each possible thermal state has been visited 
approximately the same number of times. The value of the partition function 
(/3) is then modified by a multiplicative factor f and used to re-perform a 
random walk in the inverse-temperature space'. For each inverse-temperature 
visited, independent ensemble averages are calculated. 
The scheme is as follows: 
- the system is prepared in a random spin configuration; 
- a discrete inverse-temperature range in which to carry out the simulation 
is chosen; 
- at the outset, the value of the partition function 3) is unknown, so we 
need to make an initial guess for it. The simplest choice is 8) = 1 V(3) 
in the chosen range; 
- an initial value for the modification factor Jo is chosen; 
- a spin is picked randomly and its state changed. The trial flip is accepted 
with probability 
E7 ) = mm (1, exp [—,3(E - E0 )]), 	 (6.37) 
where E0 and E are respectively the energies before and after the spin- 
flip. In other words, if Er-, < E0 , the new state E is always accepted, 
otherwise, it is accepted conditionally with probability exp [—fi(E - E 0 )]; 
- the procedure is repeated for all spins (this constitutes a MC cycle); 
3E(/3) is the abbreviation of(h,.N3) for h = 0 and y = P. 
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- every MC cycle a temperature swap (3 -+ 8) at the current energy is 
attempted and the move accepted with probability (6.36); 
- if the new state is accepted, the partition function (i3)  is updated by 
multiplying it by a factor f > 1 (namely -p x f) and the 
histogram H is also modified to the value H(3) - H() + 1; 
- alternatively, if the trial move is rejected, the existing partition function is 
modified according to E(/3) - x 1 along with the corresponding 
entry in the histogram H, namely H(fl0) - H(,30 ) ± 1; 
- these steps are repeated till the histogram H(3) is flat; 
- if H is flat, the the modification factor f is reduced (f - F(f), where F 
is an arbitrary decreasing function of f) and H reset to zero; 
- a new MC cycle is started; 
- statistical averages (and therefore C) are calculated only when f reaches 
an arbitrary final value If j; 
- the procedure is repeated for a large number of MC cycles. 
Monte Carlo simulations in the canonical (MfT) ensemble were performed 
according to the same scheme, but flipping two opposite spins per time in order 
leave the magnetisation unchanged, and equal to zero. 
A number of observations on the steps mentioned above need to be made. In 
the simulations, it is always preferable to work with small numbers', so what 
we actually store in the computer is the logarithm of the value of the parti-
tion function, namely in (/3), which implies a modified update expression that 
reads in E(B) - in (/3) + in f. The choice of the initial modification factor fo 
and of the function .F is also important. If fo is too small, the system will spend 
a very long time visiting all the possible configurations. On the other hand, 
a large value of fo  might lead to prematurely "converged" results and large 
4The value of the partition function can easily become large leading to arithmetic overflow. 
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statistical errors. The function F is chosen arbitrarily as long as it decreases 
monotonically. A good function would be F = fh/t, where ii is chosen accord-
mg to the accuracy we wart to obtain and the available CPU time. Finally, it 
is important to check periodically the flatness of the histogram H. This task 
is achieved by making sure that every entry in the histogram H has been filled 
not less than x% of the average (H8)). The percentage x is chosen according to 
the accuracy needed in the simulations. In our simulations we chose x = 98%. 
6.6 Results and discussion 
This section is organised as follows. In the first part we report a standard finite-
size scaling (FSS) analysis of a three-dimensional Ising model in cubic boxes of 
side L = 20,30, 40, 50, and 60 in order to test the algorithms reported in Sec-
tion 6.5. In the second part, we analyse the ensemble difference AC v and test 
its universal scaling function at the critical temperature as predicted in Sec-
tion 6.4.2. 
6.6.1 Finite-size scaling (FSS) analysis 
We performed independent Monte Carlo simulations of the 3D Ising model in 
the grand-canonical ensemble (hA(T) and in the canonical ensemble (MAlT). 
In this latter case the simulations were carried out by flipping two randomly 
chosen opposite spins per time in order to leave the magnetisation unchanged 
after the move. In this case, the simulations were conducted at the critical mag-
netisation, M = 0. 
An important quantity to analyse in FSS is the fourth-order Binder cumulant [117]. 
The fourth-order magnetisation cumulant is defined as 
PM =   1 - 
(M 4 ) 
(6.38) 
 3(M2)2 
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and its value at the critical point does not depend on the system size L but as-
sumes a non-trivial value [106]. Thus, the behavior of the cumulant PM makes 
it very useful for obtaining estimates of T, which can be read at the intersec-
tion point of the cumulant curves in a graph where we plot PAl against the 
temperature T for different system sizes. In this work, we calculate the fourth-
order energy cumulant PE  [117] instead, because the computation of PM in the 
constant-magnetisation ensemble would make no sense. 




 3(E2 ) 2 
This quantity was originally introduced to discriminate between a first and a 
second-order phase transition since it assumes a non-trivial value at a first-
order transition [118-120]. At a second-order transition in a finite-size system, 
the cumulant presents a minimum at the apparent critical temperature 
whose depth should tend to 2 at the thermodynamic limit. Away from the 
critical point, PE  should tend to 2 [117, 1 1 8]. 
In Fig. 6.3 we show the fourth-order energy cumulants (6.39) for systems of 
different size L in the grand-canonical ensemble. Fig. 6.4 shows the fourth-
order energy cumulant as calculated via computer simulations in the canonical 
ensemble. The canonical curves present different features compared to their 
grand-canonical counterparts: the apparent critical temperatures seem to be 
reduced as well as the depth of the minima. This discrepancy is mainly due 
to the small dimension of the simulation boxes employed in this study. The 
difference should vanish as the box size L approaches infinity. In Fig. 6.5, we 
plot the depths of the Binder-cumulant minima as functions of the box length. 
As stated before, these curves tend to the trivial value 2 because of the presence 
of a second-order transition. 
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Figure 6.3: Fourth-order Binder cumulant for systems of different size L in 
the grand-canonical ensemble. The curves present a minimum at the apparent 
critical temperature T(L). As the dimension L of the system increases, the 














Figure 6.4: Fourth-order Binder cumulant for systems of different size L in 
the canonical ensemble. The curves present a minimum at the apparent critical 
temperature T(L). As the dimension L of the system increases, the value of 
PE(TC) tends to 2/3 as predicted for a second-order transition. 
The apparent critical temperatures corresponding to the positions of the nun- 
ima in the Binder cumuiants follow the scaling relation (6.4). This relation 







Figure 6.5: Fourth order curnulant minima as a function Of the box length L. 
The curves tend to the value 2/3 at a second-order transition. The continuous 
lines are best fits of the experimental points. 
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Figure 6.6: Estimation of the bulk critical temperature from the heat capac-
ity. The red squares are simulation results for the apparent critical temperature 
in the grand-canonical ensemble; the blue circles are estimations in the canon-
ical ensemble. The lines are best-fit curves of the experimental points. The 
y-intercepts of these lines give an estimation of the bulk critical temperatures 
in both ensembles. 
is tested in Fig. 6.6 by plotting 	obtained from the heat capacity calcula- 
tions (Fig. 6.7) against L". The y-interccpt gives a reasonable estimate of 
the bulk critical temperature 	From Fig. 6.6 we can extrapolate the value 
4.2 4.4 


















Chapter 6. Ensembk dependence of heat cacity in the 3D hông uwdel 	121 
= 4.5095 ± 0.0021 for the grand-canonical ensenthie ii the value 
7) = 4.4982 ± 0.0068 for the canonical enseii1e. The two ensen4e esti-
mates are in agreement with each other and both values are close to the litera-
ture value V, —) = 4.5114 ± 0.0001 (109, 1211. 
GC ca.t4& 	* 0 1=20 
A 	 L=40 
LP 
Figure 6.7: The heat capacities Cv calculated in the grand-canonical ensemble 
(top) and in the canonical ensemble (bottom). The curves present a peak at the 
apparent critical temperature 1L)• 
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Figure 6.8: Test of the universal scaling law for the constant-volume heat ca- 
pacity in the grand-canonical ensemble. At the critical point, the curves relative 
to different sizes L collapse on a single universal curve. 
To further test our simulation results, we verify the scaling relation (63) as 
shown in Fig. 6.8 for the grand-canonical ensemble. With the right choice of co-
ordinates, the heat-capacities calculated in different sized systems should col-
lapse to the same universal curve in the vicinity of the critical point. In the next 
section, we will test a similar scaling behaviour for the ensemble difference 
ACV of the heat-capacities. 
6.6.2 Ensemble dependence of the heat capacity 
Fig. 6.9 (top) shows the estimated ensemble difference of the heat-capacities 
near the critical temperature in the standard coordinates (zCv versus T), whereas 
the figure at the bottom gives a visual confirmation of the universal scaling law 
for ACv derived in Section 6.4.2. As anticipated, in the vicinity of the crit-
ical point, all of the curves collapse on to a single curve which is a universal 
L) 
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Figure 6.9: Top: constant-volume heat capacity ensemble difference A Cv in the 
standard coordinates. Bottom: universal scaling law for the ensemble differ-
enceCv. 
function of tLh/v.  As predicted by Eq. (6.25), the ensemble difference 
i'kT ,MMT 
'-1 V 	CV 
V 	k8L3 
grows with L, signalling the inequivalence 01 the two ensembles at the thermo-
dynamic limit. 
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6.7 Conclusions 
In this chapter we have studied the constant volume heat capacity Cv and its 
dependence on the simulation ensemble. We used a combination of Wang-
Landau simulation techniques and the standard Metropolis algorithm to char-
acterise the ensemble difference ACv and estimate it in a 3D Ising model. 
To test the MC scheme proposed in Section 6.5, we have reported FSS analysis 
of the Ising model in both canonical and grand-canonical ensembles, and de-
rived its critical temperature. The two ensemble estimates were seen to be in 
agreement with each other and with previous estimates. 
In the last part of this chapter, we have derived a universal scaling function 
for the heat capacity ensemble difference and compared it against our simu-
lation results. These are consistent with each other. Interestingly (and inci-
dentally), the constant-volume heat capacity ensemble difference at the critical 
temperature follows the same size-dependence as the heat capacity itself. This 
means that at the critical temperature the difference ACv grows with the sys-
tem dimension L signalling, as expected, that at the thermodynamic limit Cv 
diverges. Away from the critical temperature, the difference AC v should in-
stead decrease with increasing the dimension L. 
CHAPTER 7 
Conclusions 
This thesis is divided into two parts. The first part contains three different com-
puter simulation studies on biomineralisation, whereas the second part deals 
with critical phenomena. 
In the first computer simulation study we tried to rationalise the presence of 
silica nanospheres ('-' 70 nm) which constitute the elementary building blocks 
of many species of biominerals. Being biomineralisation a broad and complex 
phenomenon, we focused our study on a specific example. We concentrated 
on diatom (small marine organisms) silica walls which exhibit the granular 
nano-structure made of silica spheres typical of many biominerals. Besides of 
being of inherent interest, the possibility of understanding the molecular-scale 
processes involved in biomineralisation can help reproduce complex porous 
architectures useful for a myriad of nanotechnological applications. Diatoms 
themselves, for instance, are equipped with highly organised mesoporous silica 
skeletons. 
We considered some important experimental results and used them as a start-
ing point for our investigation. The cell walls of the diatom Cylindrothecafusiformis, 
125 
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for examples, were found to contain a significant amount of organic material. 
The prevalent organic component has been extracted from the silica and asso-
ciated to small proteins called silaffins. Silaffins consist of a polar (hydrophilic) 
backbone made of fifteen amino acids and two long polyamine chains whose 
length is comparable to that of the backbone. In Chapter 3, we speculated on 
the possibility that silaffins self-assemble due to an effective attraction between 
the two polyamine chains. The self-assembled structures would then serve as 
templates for the subsequent deposition of silica. We tested these assumptions 
with the ultimate goal of explaining the presence of the silica granularity on the 
nanoscale. 
We ran Brownian dynamics computer simulations of model silaffins in which 
the hydrophilicity of the backbone and the inherent attraction between the tails 
was explicitly considered. The simulation results show that the dimensions 
of the structural features that characterise the fluid correlate really well with 
the experimental results. We measured structure factors, cavity-distribution 
functions, and main separation between clusters and saw as these quantities, 
although calculated independently, lead to similar results which are consistent 
with the experimental observations. 
The templating mechanism of biomineralisation proposed in Chapter 3 has 
been further tested in Chapter 4 in which we adopted a similar computer model 
to study simple diamines (putrescine) and their role in silica deposition and, 
hence, in biomirieralisation. Brownian dynamics simulations of the model pu-
trescine show a series of results in agreement with the experimental results. 
The first part of this thesis is concluded with the study of pattern formation in 
diatoms. The symmetrical siliceous structures that often characterise diatom 
skeletons are still a puzzling product of biomineralisation. These structures 
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span over the whole surface of the skeletons which are typically tens of mi-
crometres in diameter. The complexity of these structures, and their dimen-
sions, makes the problem unapproachable by molecular computer simulation 
techniques. In this chapter, we use a continuum simulation method based 
on a Ginzburg-Landau description of the free energy. We hypothesise that at 
the characteristic lengthscales of diatoms (tens of m) pattern formation can 
be explained as a consequence of a phase-separation mechanisms occurring 
at the early stages of diatom morphogenesis. We therefore study a phase-
separation model of a binary mixture of an organic component (which could 
be the silaffins studied in Chapter 3) and an aqueous component (containing a 
silica precursor), and observe the structures forming as a result of phase sep-
aration. In particular we speculate on the possibility that these structures can 
act as templates for the deposition of silica. The model proposed is able to 
reproduce the siliceous patterns of many diatom species. 
In the last part of the thesis we focus on critical phenomena which regard phys-
ical systems near the critical point. We study the ensemble dependence of the 
constant-volume heat capacity in a finite three-dimensional Ising model via 
Monte Carlo computer simulations. We employ a computer algorithm based 
on modern flat-histogram MC techniques (such as the Wang-Landau method) 
and the standard Metropolis algorithm. We perform a systematic finite-size 
scaling analysis of our results (to test the algorithm adopted), and estimate the 
heat-capacity difference LCV in the vicinity of the critical point for the canoni-
cal and the grand-canonical ensemble. 
APPENDIX A 
Interfacial tension 'y 
Consider the simple case of a planar interface in the y - z plane centered at 
x = 0, separating the two phases in a cubic box of side L. According to the now 
classic work by Cahn and Hilliard [34], the Helmholtz free-energy is 




+ 'c 	) I dx. 	(A.1) 
V0  dx  ] 
The order parameter that minimise this equation is found using the calculus of 
variations [1221. The resulting Euler-Lagrange equation can be written as 
- + c - - (2ic i ) = 0 	 (A.2) 
or equivalently 
a2 
- —(t9 - 	 (A.3) ,9X2 	2K1 
and yields the result 
(x ' 	exp(x/2) - exp(–x/2) 
(x) = tanh 
\ 2J = exp(x/2) + exp(–x/2) 	
(A.4) 
where = 	is the interfacial width. 
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The difference in free-energy, AR, between the case of two isolated pure phases 
(0 = +1 and d(b/dx = 0) and the case of the same two phases with a shared 
interface, is related to the interfacial tension -y, namely 
'Hinter. 	'Hno inter. 
- 
(A.5) 
L L 2  
or equivalently 
1 	L/2 = f I2 






2 	4 	dx 





Finally, the relations between the energy parameter t and the interfacial ten-
sion -y  either in real or in reduced units are 
9'y 2 v 
= 	 (A.8) 
16c 
* 	13yv0\2 'ci = (A.9) 
The parameters ic used in the simulations are tabulated in Tab. 5.1. 
APPENDIX B 
Papers published 
• L. Lenoci and P. J. Camp, "Self-assembly of peptide scaffolds in biosil-
ica formation: Computer simulations of a coarse-grained model", J. Am. 
Chem. Soc. 128,10111-10117 (2006) 
• L. Lenoci and P. J. Camp, "Diatom structures templated by phase-separated 
fluids", Langmuir 24, 217-223 (2007) 
These are bound at the end of the thesis. 
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Abstract: The self-assembly of model peptides is studied using Brownian dynamics computer simulations. 
A coarse-grained, bead-spring model is designed to mimic silaff ins, small peptides implicated in the 
biomineralization of certain silica diatom skeletons and observed to promote the formation of amorphous 
silica nanospheres in vitro. The primary characteristics of the silaffin are a 15 amino acid hydrophilic 
backbone and two modified lysine residues near the ends of the backbone carrying long polyamine chains. 
In the simulations, the model peptides self-assemble to form spherical clusters, networks of strands, or 
bicontinuous structures, depending on the peptide concentration and effective temperature. The results 
indicate that over a broad range of volume fractions (0.05-25%) the characteristic structural lengthscales 
fall in the range 12-45 nm. On this basis, we suggest that self-assembled structures act as either nucleation 
points or scaffolds for the deposition of 10-100 nm silica-peptide building blocks from which diatom 
skeletons and synthetic nanospheres are constructed. 
1. Introduction 
One of the major goals in materials chemistry is to devise 
methods for the controlled fabrication of complex structures 
from simple inorganic materials. Aside from being of consider -
able inherent interest, the ability to construct architectures on 
the nanoscale would provide a means of producing devices for 
technological applications. In developing appropriate synthetic 
strategies, it is becoming commonplace to look for inspiration 
from Nature and how she controls biomineralization' The most 
abundant biominerals are calcium carbonate and silica, with most 
siliceous materials being found in marine single-cell organisms 
such as diatoms and radiolaria. 2-3 Diatom cell walls (frustules) 
exhibit a variety of complex porous architectures on the 10 rim 
to 10 pm lengthscale, made from composites of hydrated Si02 
and biopolymers. Atomic force and scanning electron micro-
scope images of diatom frustules indicate that the fundamental 
building blocks are tightly packed spheres, with diameters in 
the region of 10-100 nm. 48 
At this early stage in the study of biomineralization at the 
molecular scale, it is necessary to focus on some specific 
examples before attempting to identify connections between 
seemingly disparate systems. There is a vast number of diatom 
species to survey, but the past decade has seen some significant 
Mann, S.; Ozin, G. A. Nature 1996, 382, 313-318. 
Volcani, B. E.; Simpson, T. L Silicon and siliceous structures in biological 
systems; Springer: Berlin, 1981. 
Lowenstam, H. A.; Weiner, S. On Biomineralizaxion; Oxford University 
Press: Oxford, 1989. 
Osiappino, M. L.; Volcani, B. E. Protoplasma 1977, 93. 205-221. 
Schmid, A. M. M.; Schulz. D. Protoplasma 1979, 100. 267-288. 
Cox. E. J. I. Phycol. 1999. 35. 1297-1312. 
Crawford, S. A.; Higgins. M. J.; Mulvaney. P.; Wetherbee, R. J. Phycol. 
2001, 37. 543-554. 
Noll. F.; Sumper, M.; Hampp. N. Nano Lett. 2002,2, 91-95. 
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advances. Therefore, for the purpose of this article, we can give 
only a brief summary of a particular set of experiments. In a 
series of exciting papers, Sumper and co-workers have explored 
the detailed structure and properties of biosilica extracted from 
a range of diatom species. For example, the frustule of the 
diatom Cylindrothecafusiformis was found to contain significant 
amounts of organic material which includes characteristic 
proteins called "silaffins", 9 and long-chain polyamines (LCPAs).'° 
There are other components present, but these are known to 
associate with biosilica only after deposition is complete. 1112 
Three main silaffin fractions were identified with molecular 
weights of 4 kDa (silaffin IA), 8 kDa (silaffin 113), and 17 kDa 
(silaffin 2). Silaffin IA itself was found to consist of a mixture 
of two peptides-designated IA, and lA 2-with very similar 
primary structures. The primary structure of silaffin IA, contains 
serine (S). lysine (K), glycine (0), and tyrosine (Y) residues: 
SSKKSGSYSGSKGSK The serines are phosphorylated, whereas 
the lysines at positions 3 and 15 are each positranslationally 
modified with a polyamine tail containing 5-10 N-methyl-
propylamine [-(CH2)3 - N(CH3)-1 units connected to the 
backbone by a link of propylamine [-(CH2)3 - NH-] units; 
see Figure Ic of ref 13. 
Silaff'ms are implicated in the formation of the complex 
porous structures in diatom frustules, and so it was of interest 
to find out whether silaffins can promote silica formation in 
vitro from a suitable precursor. The addition of silaffin IA (0.1- 
Krbger, N.; Deutzmann, R.; Sumper, M. Science 1999, 286. 1129-1132. 
KrOger, N.; Deutzznann, R.; Rergsdorf. C.; Sumper, M. Proc. Nat!. Acad. 
ScL U.S.A. 2000, 97. 14133-14138. 
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Kroger, N.; Lorenz, S.; Brunner, E: Sumper. M. Science 2002. 298. 584-
586. 
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0.5 mM) to -1 M silicilic acid at pH > 3 yields a precipitate 
of silica spheres with diameters in the range 400-700 nm. 9" 3 
These dimensions are not biologically relevant, but time-resolved 
studies suggest that the early stages of biosilica formation lead 
to a moldable silica-silaffin composite from which large spheres 
emerge as a result of subsequent artificial processes. 13 Silaffrn 
2 appears to play a regulatory role,' 4 whereas LCPAs from a 
range of biological species are known to promote nanopatterned 
silica formation. 10" 5 In the case of the genus Coscinodiscus, 
the formation of a hierarchical hexagonal silica frustule is 
thought to be driven by the phase separation and droplet 
formation of LCPAs in water, which would suggest that the 
LCPAs are somewhat hydrophobic. 16 (A separate computational 
test of this "phase-separation" model is currently in progress.) 
Recent work indicates that the self-assembly of LCPAs might 
be promoted by specific anionic additives-such as phosphates -
providing bridges between (protonated) nitrogen centers. 1718 The 
roles of amine groups in the acid-base chemistry of silica 
condensation have also been noted.' 9 A review of experiments 
on silaffins and LCPAs in the context of silica formation can 
be found in ref 20. 
At this point we briefly mention that silica deposition can 
also be effected by a silaffin-type peptide without the post-
translational, polyamine tail modification. 9' 21 Nonmodified 
peptide R5 is made up of 19 amino acids, forming the silaffin 
IA, backbone plus two arginines (R), an isoleucine (I), and a 
leucine (L) appended to the C-terminus. The RRIL motif has 
been shown to be crucial for silica deposition and to the 
formation of aggregates.B  It has been suggested that the close 
proximity of the charged arginine residues to the hydrophobic 
isoleucine and leucine residues leads to the self-assembly of 
micelle-like structures; the R5 backbone without the RRIL motif 
shows almost no silica deposition and no aggregate formation. 23  
This indicates that the polyamine tails on silaffins are crucial 
for aggregate formation. 
In this article, we make the first simulation-led attack on the 
problem of how silaffins alone might promote the formation of 
10-100 rim silica-peptide composites. As with all such 
phenomena, it is tempting to speculate that the peptides self-
assemble to form some sort of scaffold around which an (as 
yet unknown) precursor can deposit silica. 2427 Indeed, the 
analogies between the formation of porous biominerals, and the 
synthetic templating of microporous and mesoporous solids, 28'29 
Poulsen, N.; Sumper, M.; Krtger, N. Proc. Nail. Acad, Sci. U.S.A. 2003, 
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appear all too obvious. The fact that silaffin IA alone can 
precipitate silica suggests that it possess an inherent ability to 
self- assemble. ' 3 The silaffin peptide backbone comprises polar 
amino acids, and the serines are phosphotylated; hence, this 
will be a strongly hydrophilic unit due to the opportunity for 
electrostatic and hydrogen-bonding interactions with water. We 
propose that self-assembly is driven by an effective attraction 
between the polyamine tails, arising either from a solubility 
mismatch between the tails and the backbone or from a 
phosphate-bridging mechanism, as explained below. 
The tertiary amine groups-once protonated-represent the 
only hydrophilic components of the polyamine tails. The pKa 
for the conjugate acid of an isolated tertiary amine group is 
usually around 9,30  but the close proximity of other protonation 
sites within the polyamine tails will significantly reduce the 
probability of many sites on the same tail being protonated under 
near-neutral conditions. To get an idea of the magnitude of this 
effect, consider N,N,]V,N-tetramethyl- 1 ,3-propanediamine, 
(CH3)2N(CH2)3N(CH3)2, for which the pKa of the singly 
protonated molecule is 9.76 and that of the doubly protonated 
molecule is 7,53,31  Assessing the degree of protonation at 
anything but infinite dilution is not straightforward due to the 
role of activity coefficients, but this effect combined with the 
presence of the absolutely hydrophobic propyl and methyl units 
may limit the extent to which the polyamine tails can compete 
with the peptide backbone for contact with the solvent. (Indeed, 
a protonated propylamine unit by itself may possess amphiphilic 
characteristics; even small polar molecules, such as methanol 
and ethanol, do not fully mix with water on the molecular 
scale. 32). 
Phosphate-bridging mechanisms have also been proposed to 
explain the apparent tendency for polyamine chains to ag-
gregate)St7S Experiments on polyallylainines with molecular 
weights in the region of IS kDa show that the formation of 
aggregates is strongly dependent on the concentration of 
phosphate anions' 5 and on the pH.' 8 Different anions do not 
facilitate aggregation, and so it is likely that there is a specific 
hydrogen-bonding mechanism for the cross-linking of the 
polyamine tails. Similar observations have been made with 
dephosphorylated sitaffins 13 and p0ly(L-Iysine).' 7 Returning to 
silaffins, it is therefore possible that the phosphorylated 
backbone provides the necessary bridging phosphate groups to 
mediate an effective attraction between the polyamine tails. In 
ref 13, Kroger et al. "conclude that the numerous phosphate 
groups in [natural silaffin lA] serve as an intrinsic source of 
anions required for silica formation by diatoms". 
In summary, experiments on silaffins, and on pure polyamines, 
suggest that there is an effective attraction between the 
polyamine units, driving self-assembly and hence scaffold 
formation. To explore the implications of these effects, it would 
be preferable to obtain simulation results for an atomistically 
detailed representation of silaffins in solution. For the sizes of 
molecules under consideration here, and the lengthscales (up 
Beck. J. S.; Vartuli. J. C.; Roth. W. J.; Leonowicz, M. E.; Kresge, C. T.; 
Schmitt, K. D.; Chu, C. T.-W.; Olson, D. H.; Sheppard, E. W.; McCullen, 
S. B.; Higgins, J. B.; Schlenker, J. Li. Ant Cheat Soc. 1992,114,10834- 
10843. 
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2002. 416, 829-832. 
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to hundreds of nanometers) being probed in experiments, this 
is not a realistic proposition. We therefore seek a coarse-grained 
model that includes the essential characteristics of real molecules 
and ignores any irrelevant molecular detail. We might model 
the silaffins as polyelectrolytes, but in the absence of concrete 
evidence about the degree and pattern of protonation on the 
polyamine tails, not to mention the possibility that "covalent" 
bonding may be important, it would seem premature to follow 
this path. On the basis of the physical arguments offered above, 
we have constructed model silaffins consisting of strongly 
hydrophilic peptide backbones, decorated with mutually attrac-
tive flexible tails. The coarse-grained model is obtained from a 
"bead—spring" approach, which originated in simulations of 
polymer blends and block copolymers. 33 Each "bead" represents 
the average shape of a group of atoms, and the beads are 
connected with "springs" in such a way as to mimic the essential 
structural characteristics of the molecule. Bead—spring models 
continue to find application in a vast range of complex-fluid 
problems, including block copolymers, surfactants, polypeptides, 
and polyelectrolytes. The model we describe in section 2 
resembles those of certain gemini amphiphiles and (bio)-
polymers336 which have been studied with coarse-graining 
approaches. 
Given the coarse-grained bead—spring model, we use Brown-
ian dynamics (BD) simulations to assemble and characterize 
molecular aggregates that might be formed and therefore identify 
putative structural templates for biosilica spheres. In what 
follows, we will show that the characteristic lengthscales of the 
self-assembled structures are in the range 12-45 rim, i.e., 
comparable to the sizes of natural biosilica building blocks. 48 
Encouraged by the accord of our simulation results with 
experimental observations, we then go on to speculate as to the 
role of structure-directing peptides, such as silaffins, in the 
formation of biosilica. 
This article is organized as follows. Details of the model and 
the simulation methodology will be presented in section 2. 
Results are presented and discussed in section 3, and section 4 
concludes the paper. 
2. Model and Simulation Methods 
The silafim backbone consists of 15 amino acids. In crystals, the 
average spacing between amino acids in an elongated /3-strand is —0.35 
nm. Due to the high concentration of phosphorylated serine residues, 
it is unlikely that the backbone will form a more compact a-helix in 
solution; thus, for the order-of-magnitude calculations presented below, 
we estimate that the length of the backbone is —6 nm. We represent 
the backbone with three hydrophilic "head" (H) beads, linked by finitely 
extensible nonlinear elastic (FENE) springs 37 to be defined below. The 
silaffin tails typically consist of —10 propylamine units. Assuming C—C 
and C—N bond lengths of —0.15 nm, the length of a tail will be roughly 
comparable with the length of the backbone. Hence, we represent each 
chain by three tail (T) beads, again linked by FENE springs. The 
resulting molecular structure is illustrated in Figure 1. For purposes of 
comparison with experimental parameters below, the bead diameter is 
roughly equal to 2 run. 
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Figure 1. Molecular model considered in this work. The yellow beads 
represent the peptide backbone, and the blue beads represent the polyamine 
tails. The FENE springs are shown as black lines connecting the beads. 
The bead—bead interactions are defined in terms of the Lennard-
Jones (U) potential 
rO\ 2 	6 
uu(r)=4E1(—1 -()J R r, 
where € is the well depth, and cr is the bead diameter. The head—head 
(HH) interaction potential is taken to be 
Uu(r) - u(r0) r r0 
uHH(r) 
= to 	r> r0 (2) 
where r0 = 2 116cr is the position of the minimum in the U potential. 
The potential coincides with the Weeks—Chandler—Andersen poten-
tial. 38 It is purely repulsive, and in this case reflects the assumption 
that the components of the hydrophilic backbone are ambivalent toward 
solvation and mutual interaction. The tail—tail (TI') interaction potential 
must include an attractive portion, to promote aggregation: 
tuu(r) - u(r5) r:5 r ou.rr(r)= r > r.  
The cutoff distance is taken to be r = 2.5cr; the resulting cut-and- 
shifted potential is almost identical with the full U potential, and is 
continuous at r = r. The head—tail (HT) interaction potential is taken 
to be the same as that for the HH interaction, i.e., UHT(r) = uHH(r) (2). 
The FENE spring potential linking each bead to its neighbor(s) is 
UFE(T) 
= - f kR
2 In [1 - (] (4)
Ro 
where k = 30cor 2 is the spring constant and R0 = 1.5cr is the maximum 
allowable separation between bonded beads." 
With a cutoff distance of r = 2.5cr, the range of uTr(r) is comparable 
with the bead diameter. At first glance, this situation appears somewhat 
unrealistic because each bead (representing several functional groups) 
has dimension —2 run, while direct interatomic forces are limited to 
the subnanometer range. It must be remembered, however, that coarse-
grained "potentials" are really free energies, resulting from an integra-
tion over the solvent degrees of freedom, with the beads held fixed. 
Therefore, the interaction range is not restricted to those of interatomic 
forces; it should be extended to accommodate longer-range, solvent-
mediated effects such as hydrophobic attraction. 39 
BD simulations4° of N. = 300 or N. = 600 molecules (corresponding 
to N0 = 2700 and N0 = 5400 beads, respectively) were carried out in 
a cubic simulation cell of volume V = L 3 with periodic boundary 
conditions applied. The masses of all beads were set equal to m. 
Weeks. J. D.; Chandler. D.; Andersen. H. C. I. Client Phys. 1971, 54. 
5237-5247. 
Lum, K.; Chandler, D.; Weeks, J. D. J. Phys. Client 8 1999. 103, 4570-
4577. 
Allen, M. P.; Tildesley, D. J. Computer simulation of liquids; Clarendon 
Press: Oxford. 1987. 
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The equation of motion of bead I is 
n 1 =-V1U-rn+R1 	 (5) 
where r1 is the position vector of bead i, U is the potential energy 
(given by an appropriate sum over pairs of beads and bonds), 
is the friction coefficient, and R, is a stochastic force, representing 
the influence of the solvent. The latter term is represented by 
Gaussian white noise, subject to the fluctuation-dissipation relation 
= 6rnkaT4jO(r - r'). The equations of motion were 
integrated using a velocity-Verlet-like algorithm. 40 The reduced time 
step was set equal to bi = 0.01r, where r = 	is the basic unit 
of time. The reduced friction coefficient was = Sr'. which represents 
damped dynamics appropriate to the large chemical units being 
represented by each bead. The reduced bead density is p N,&/V. 
and the volume fraction is 4; = 'rp/6. The strength of the bead-bead 
interaction is measured by the reduced temperature 7 = kT/, where 
k 5 is Boltzmann's constant. On thermodynamic grounds, r must be 
at most on the order of I for self-assembly to occur so that the effective 
attraction may overcome the entropy penalty associated with clustering. 
For each state point considered, we carried Out equilibration and 
production runs consisting of -10 5 time steps. Equilibration was 
assessed by comparing energies and cluster distribution functions 
(section 3.2) from four independent runs with different initial configura-
tions and random-number generator seeds (for the stochastic force part). 
For low densities p 0.1, systems of N. = 300 molecules were 
sufficiently large to accommodate the self-assembled structures that 
emerged. At higher densities (p* = 0.3, 0.5) systems of N. = 600 
molecules were studied in addition to check for finite-size effects (which 
were found to be insignificant). In each case, initial configurations were 
well equilibrated at high temperature (7-5. 
3. Results and Discussion 
Test runs at high temperatures 7* > 1 showed no significant 
signs of self-assembly. Runs at low temperatures 7* < 0.5 
exhibited self-assembled structures, but the equilibration and 
relaxation were extremely sluggish, and required prohibitively 
long simulations. We therefore concentrated on two temperatures 
between these extremes, T* = 0.5 and T* = 0.8. We first 
describe the qualitative aspects of self-assembly in the model 
system (section 3.1). We then characterize cluster formation at 
low densities (section 3.2), and other structural aspects at higher 
densities as evidenced by the static structure factor and transient 
(silaffin-free) cavities in the model fluid (section 3.3). 
3.1. Self-Assembly. In Figure 2 we show final configurations 
at a representative selection of densities, and at temperatures 
of 7* = 0.5 and T4' = 0.8. At low densities (p*  0.1) distinct 
aggregates resembling micelles are in evidence. An analysis of 
the cluster distribution is presented in section 3.2. At higher 
densities (p* = 0.3, 0.5) the fluid is characterized by extended 
networks of elongated structures that locally resemble bilayers 
or wormlike micelles, with the polyamine tails interdigitated. 
The overall gel-like structure possesses numerous cavities, which 
of course would be occupied by solvent and silica precursor in 
the real system. These structures are vaguely reminiscent of 
those observed in simulations of gemini surfactants, 14  and the 
extended networks of triblock-surfactant templates . 4 ' The 
characteristic structural lengthscale, and the distribution of cavity 
sizes, will be considered in section 3.3. Self-assembled structures 
are essentially absent at temperatures above 7* = 1, and at 
densities above p = 0.5. 
(41) Bhattacharya. S.; Gubbins, K. E. J. Chem. Phys. 2005. 123, 134907 
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Figure 2. Simulation configurations after equilibration: (a) 7 = 0.5. pt 
= 0.06: (b) 7' = 0.5, p = 0.3: (c) T* = 0.5, p5 = 0.5: (d) 1' = 0.8, pt 
= 0.06; (e) T = 0.8, p 0.3; (f) r = 0.8, p = 0.5. System sizes at p5 
= 0.06 are N. = 300 molecules, while those at p = 0.3 and p 5 = 0.5 are 
N. = 600 molecules. 
3.2. Structure at Low Density (p't' 0.1). Cluster formation 
at low densities (p 5 0.1) was explored by computing the 
volume fraction of clusters containing n molecules, 4;,,. If any 
two mutually attracting tail beads on two different molecules 
were within a cutoff distance rj] = ISa, then those two 
molecules were deemed to belong to the same cluster. 4243 (An 
alternative cluster criterion will be discussed below.) The overall 
degree of aggregation at a given temperature was monitored 
by plotting the volume fraction of free molecules (4;1) against 
the total volume fraction (4;), as shown in Figure 3. At very 
low concentrations, we see that 4;1 4;, as should be expected 
when there is little or no aggregation. At 7* = 0.5 the free-
molecule concentration reaches a peak at a total volume fraction 
4; 0.008, while at 7* = 0.8 the peak occurs at 4; 0.01; we 
loosely identify the positions of these peaks as the critical 
'micelle' concentrations. At higher concentrations, the clusters 
Smit. B.; Hilbers, P. A. J.; Essel ink. K.: Rupert, L. A. M.; van Os, N. M.; 
Schlijper, A. G. J. Phys. Chen 1991. 95. 6361-6368. 
von Gottberg, F. K.: Smith, K. A.; Hatton. T. A. I. Chen Phys. 1997, 
106, 9850-9857. 
lsraelachvili. J. Langnuar 1994, 10. 3774-3781. 






Figure 5. Average number of molecules per cluster ((n)) and average cluster 
separation (1/a) at 7"' = 0.5 (black and red, respectively) and 1"' = 0.8 
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Figure 3. Volume fraction of free monomers (Øi)  against total volume 
fraction () at temperatures (a) 7"' = 0.5 and (b) 7"' = 0.8. The black points 
represent the tail-bead distance criterion, and the red points represent the 
molecular center-of-mass distance criterion (see text), The dashed lines 
represent the asymptotic, low-density dependence 41 = 0. 
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Figure 4. Center-of-mass radial distribution functions. gcoM(r) at p" = 
0.001, T = 0.5 (black); p* = 0.01, 7" = 0.5 (red); pS = 0.001, T = 0.8 
(green); and p"' = 0.01. 7" = 0.8 (blue). The curves for p* = 0.001 (green 
and black) approach gcop(r) = I at r >> 20a (not shown). 
coalesce to form larger aggregates, and ultimately structures 
that span the simulation cell. 
An important technical question is how to identify clusters 
unambiguously, and in a physical meaningful way. Thus far, 
our definition has been based on a tail-bead distance criterion, 
in line with earlier work .42.41  In the case of molecules with very 
long tails, however, this criterion becomes necessary but not 
sufficient to identify two monomers belonging to the same 
aggregate; just two beads in close proximity may not be 
sufficient to bind the molecules together. We therefore tested 
an alternative criterion based on the separation of the molecular 
centers-of-mass (COMs). To establish a suitable cutoff distance, 
we first computed the center-of-mass radial distribution function, 
gcoM(r).4° In Figure 4 we plot gcoM(r) for systems at various 
densities and temperatures. The peaks centered at r 2a signal 
aggregated pairs of molecules. Minima occur in the range r =  
4-6a and provide natural criteria for discriminating between 
aggregated and free pairs of molecules. We implemented the 
COM cluster criterion with a cutoff of , COM = 5a; the results 
for 0 1 versus 0 are compared with those using the conventional 
tail-bead criterion in Figure 3. The two criteria yield very similar 
results at low concentrations, which is comforting because there 
the clusters are quite distinct (see Figure 2). At higher 
concentrations, the COM criterion yields a smaller number of 
free monomers, particularly so at the higher temperature (7"' = 
0.8). One explanation is that at high concentrations and high 
temperatures, the centers-of-mass of two molecules can be in 
close proximity simply due to confinement, and without the tail-
beads being within interaction range. Despite this minor 
discrepancy, the general trends in Figure 3 are insensitive to 
the cluster criterion, and hence our estimates of the critical 
micelle concentrations are unaltered. 
One of the objectives of this study is to identify characteristic 
structural lengthscales that might correlate with the sizes of the 
silica building blocks found in diatom skeletons. In the low-
density regime currently under consideration, one key dimension 
is the average separation between neighboring clusters, which 
we denote by 1. We first need to calculate the average cluster 
density: since there are 9 beads per molecule, this quantity is 
equal to p*19(n),  where (n) is the average number of molecules 
per cluster. In reduced units, I is then given by 
I 	19(n)V' 
(6) 
In Figure 5 we show (n) (from the tail-bead criterion) and I 
la as functions of density along the isotherms 7" = 0.5 and 7"' 
= 0.8. The average cluster size () grows with increasing 
concentration, and above p"' = 0.1 all molecules in the system 
belong to the same aggregate. The mean separation between 
clusters decreases monotonically with increasing density and 
then appears to level off at around lOa. In this density regime, 
it is tempting to ask whether the formation of silica spheres is 
initiated on the surfaces of clusters or even, at very low densities, 
from a single peptide. In this scenario, the silica spheres might 
grow out radially from spherical nuclei until they come in 
contact, and so the sphere size would be dictated by the mean 
separation between neighboring clusters. From Figure 5 we see 
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that over a wide range of volume fraction (0.05% 	5%). 
the mean separation varies relatively little; with a 	2 rim, the 
silica-sphere diameter would be between 20 and 45 nra. This is 
in excellent agreement with the dimensions of the silica building 
blocks seen in experiments; 48 however, without knowing the 
real volume fraction of peptide in diatom cells, it is impossible 
to tell whether this nucleation mechanism is reasonable. It would 
be very useful to know how the organic components are 
distributed within the silica building blocks found in diatom 
skeletons; this might provide valuable clues about the mecha-
nism. 
3.3. Structure at High Density (p* > 0.1). We now consider 
the characteristic structural lengthscales that develop in the 
model systems at moderate densities, p" > 0.1. Of primary 
interest is the characteristic dimension of the cavities, that is to 
say, the spaces between the molecules, because this is where 
silica condensation would be most likely to occur. To gauge 
the dimensions of the cavities, we computed the static structure 
factor, which is sensitive to variations in density, and is 
accessible in scatterin g experiments . 45 The low-wavevector 
behavior of S(q) was monitored by a direct calculation using 
the relation 
S(q)=-(pqp_q) 	 (7) 
where 
N5 
Pq = exp(-iq'r1 ) 	 (8) 
j=l 
is a Fourier component of the bead density, and q is a 
wavevector commensurate with the cubic periodic boundary 
conditions. Contributions with equal q = II were averaged. 
In Figure 6 we show 5(q) at two densities (p* = 0.3 and p" 
= 0.5) and two temperatures (7" = 0.5 and 7" = 0.8). At p* 
= 0.3 and at both temperatures, peaks in S(q) are visible in the 
region of q 0.5cr* At p' = 0.5 and 7" = 0.5, 5(q) continues 
to rise down to the lowest accessible wavevector (q = 2.ir/L) 
signaling that there is structure which spans the simulation cell. 
At p" = 0.5 and 7" = 0.8, a peak is apparent at q 1a 1 . S(q) 
is a measure of inhomogeneity in the bead density on the 
lengthscale 2.7rlq, and so the peaks in S(q) signal the presence 
of structural features with that characteristic dimension. As we 
will confirm below, these structural features are the voids. With 
a 2 rim, peaks in 5(q) at q = 0.5-la correspond to real-
space dimensions in the range 13-25 rim. These dimensions 
are the same order of magnitude as those of the silica building 
blocks found in diatom skeletons .4-1 
We now characterize the structure further by measuring a 
probability density of cavity sizes, Q(r): the probability that 
the nearest bead to a randomly chosen point is at a distance 
between r and r + dr is Q(r)dr. (We note that Q(r) is related to 
the excess chemical potential of a hard sphere immersed in the 
fluid . 46'47) Every 20 time steps in the BD simulations, N 
Chaikin, P. M.: Lubensky, T. C. Principles of condensed matter physics; 
Cambridge University Press; Cambridge. 1995. 
Pohoritle. A.; Pratt. L. R. J. Am. Chem. Soc. 1990, 112, 5066-5074. 
Pratt. L. R.; Pohorille. A. Proc. Nail, Aca4 Sci U.S.A. 1992, 89, 2995-
2999. 
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Figure 6. Bead static structure factor. S(q), at temperatures (a) 7" = 0.5 
and (b) 7" = 0.8. The black points are at density p = 0.3, and the red 






















Figure 7. Cavity-radius probability distribution function, Q(r), at temper-
atures (a) 7" = 0.5 and (b) T* = 0.8. The black points are at density p' = 
0.3. and the red points are at p = 0.5. The solid lines are fits to the assumed 
asymptotic form at large r, Q(r) (r,, - r)2 , where r,. is the maximum 
cavity radius. 
randomly selected points within the simulation cell were chosen, 
and a histogram of Q(r) was accumulated. 
A selection of results at densities p" > 0.1. and temperatures 
7" = 0.5 and 7" = 0.8, are shown in Figure 7. At all densities 
and temperatures, there are peaks in Q(r) at r 0.5a, which 
correspond to small cavities within regions of closely associated 
molecules. More significantly, peaks and shoulders at larger 
values of r reflect the dimensions of the voids apparent in the 
simulation snapshots (Figure 2). We suggest that the most 
relevant lengthscale for biomineralization is the value of r above 
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maximum dimensions of the cavities; to highlight the decay of 
Q(r) at large r, the plots in Figure 7 are on linear—log scales. 
If the cavities are roughly spherical, then the probability of 
picking a point such that the distance from the inner surface of 
the cavity is between r and r 4- dr should scale like 4,7(rm  
r)2dr, i.e., Q(r) oc (rm - r)2 as r - rm . This function was 
fitted to the data near rm . the fits are included in Figure 7. As 
is clear from the figure, the values of r.a., lie in the range 3-6c, 
which corresponds to cavity diameters in the range 12-24 rim. 
These values match up very closely with those determined from 
S(q) above, which shows that 5(q) and Q(r) provide consistent 
measures of the cavity dimensions. 
At these relatively high volume fractions (15-25%) silica 
growth would be controlled by the available space between the 
organic molecules. Hence, the cavities represent a kind of 
template. The resulting composite of silica and peptide might 
be the "moldable biosilica" from which certain (nonporous) 
structural elements of diatom skeletons are made. 20 
4. Conclusions 
In this article, we have studied the structure of model peptides 
in aqueous solution using coarse-grained, Brownian dynamics 
computer simulations. The model peptides were constructed to 
mimic silaffins comprising IS hydrophilic amino acids and two 
pendant long-chain polyamine tails. Effective attractive forces 
operated between the tails to represent either hydrophobic 
interactions (possibly more relevant to high-pH conditions) or 
phosphate-bridging between protonated nitrogen centers. 
At low volume fractions (5%) distinct clusters are in 
evidence, with the mean separation between clusters being in 
the range 20-45 nm, depending on concentration. A gel-like 
structure emerges at a volume fraction of 15% in which a 
network of self-assembled strands spans the simulation cell, 
whereas at a volume fraction of 25%, the strands merge to form 
a more concentrated bicontinuous structure. The characteristic 
feature of these denser phases is the presence of cavities, with 
dimensions in the range 12-25 nm. The simulations are 
performed using reduced units, so there are uncertainties in our 
estimates of real dimensions. Nonetheless, despite the primitive 
nature of the peptide model, the characteristic structural length-
scales are directly comparable with the dimensions of the 
moldable silica building blocks that fuse together to form diatom 
skeletons. 
We suggest two different scenarios for the production of the 
moldable silica—peptide composite, each relevant to a different 
range of peptide concentration. At low peptide volume fractions 
(<5%) distinct aggregates could provide nucleation surfaces 
from which amorphous silica spheres might expand radially. A 
similar scenario has been put forward already by Patwardhan 
et al. 27 Roughly speaking, the apparent silica-sphere diameter 
would be delimited by the mean cluster separation. At higher 
volume fractions (>5%) growing amorphous silica blocks would 
be confined by the surrounding peptide network. To discriminate 
between the two scenarios, it is crucial to know how peptides 
are distributed within biosilica, and at what concentrations; this 
might be achieved using high-resolution microscopies (AFM, 
SEM, TEM). In the low-density nucleation scenario, the peptide 
would be concentrated in the cores of the silica blocks. In the 
high-density confinement picture, the peptide would be distrib-
uted more evenly, like a scaffold. We note here that, as a general 
rule, the volume fraction of macromolecules in a typical 
biological cell is of the order of 10%.48  Alternatively, a volume 
fraction of 10% might be representative of the local peptide 
concentration in the interior of large aggregates, or indeed a 
compartment of the cell. During the growth process, the silica 
would eventually envelope the underlying peptide matrix, 
possibly resulting in a moldable composite with superior 
mechanical properties; knock-on effects of the growing silica 
on the teinplating peptide have not been examined here, but 
this may be examined in future work. The general principles 
suggested in this work may also apply to other systems, such 
as peptide R59'21 and poly(L-lysine). 2717 Simulations might 
also be directed toward the effects of peptide conformation on 
the deposition of silica. Recent experiments show that poly(L-
lysine) assembled into a-helices can pack into hexagonal sheets 
and hence template the formation of hexagonal silica platelets. 49 
If converted to a /3-sheet conformation, however, poly(L-lysine) 
deposits networks of silica spheres. To tackle these types of 
problems, a less coarse-grained simulation model is required 
to render variations in hydrophobicity and hydrophilicity within, 
say, a peptide backbone. We are currently working on calcula-
tions along these lines. 
Finally, we speculate more generally on the roles of long-
chain polyamines and silaffins in biomineralization. Long-chain 
polyamines in water likely form microemulsions of small 
droplets; indeed, this is the basis for the "phase separation" 
model proposed by Sumper) 6 Although this might lead to 
hierarchical patterning, it does not necessarily explain the fine 
structure of biosilica on the 10-100 rim scale. It is therefore 
conceivable that the role of the peptide backbones in silaffins 
is to frustrate microphase separation of the polyamine tails, and 
to promote local ordering on the molecular scale. This could 
be tested by analyzing silica deposition as a function of 
polyamine chain length and/or backbone hydrophilicity; longer 
chains and less-repulsive backbone groups should favor phase 
separation over self-assembly. 50 
This discussion is necessarily speculative. Nonetheless, we 
have made some concrete predictions which could be tested in 
a relatively straightforward way. In addition, we hope that our 
suggestions motivate a rational approach to designing silaffin 
analogues with useful structure-directing properties. 
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An experimentally motivated model is proposed for the formation of fluid-phase templates corresponding to the 
porous silica skeletons of diatoms, single-cell organisms found in marine and freshwater environments. It is shown 
that phase-separation processes on a planar surface may give rise to a quasi-static mold that could direct the deposition 
of condensing silica to form complex arrays of pores. Calculations show that appropriate fluid templates can be 
generated for a wide variety of diatom species. The results could be of some biological relevance, but the most 
significant advance may be the identification of a synthetic strategy for generating complex porous architectures from 
simple, amorphous materials. 
1. Introduction 
Diatoms are unicellular, photosynthetic organisms found in 
marine and freshwater environments) The diatom cell is 
encapsulated in a porous, symmetrical shell (orfrusiule) fashioned 
from amorphous silica that is comprised of two valves that fit 
together much like a petri dish and its lid. The faces of the valves 
are commonly either circular (as in centric diatoms) or elongated 
(as in pennate diatoms) in shape, with typical dimensions in the 
range of 1—I 00,um.  The silica valves possess complex and often 
highly ordered arrays of nanometer- to micrometer-scale pores 
and slits characteristic of the diatom species (of which there are 
thought to be in excess of 100,000). Diatoms are so numerous 
that they account for around 25% of the world's turnover of 
silica. It is a major goal to understand, or at least mimic, 
biomineralization in organisms such as diatoms in order that 
complex microstructures may be fashioned in the laboratory.- In 
this work, a theoretical model is proposed that incorporates 
processes identified in experimental investigations of diatom 
morphogenesis, namely, the roles of templating by cellular 
structures and by complex-fluid structures under physicochemical 
control. It is shown that, with a mild degree of prepatterning 
(mimicking the effects of cellular structures), a fluid phase-
separation mechanism can generate suitable templates for the 
deposition of solid materials into forms resembling a wide range 
of diatom structures. This process may provide a means of 
assembling complex, porous architectures from simple inorganic 
materials for technological applications. 
To appreciate the widespread fascination with diatom struc-
tures, one need only glance at the small selection of optical and 
transmission electron microscopy images shown in Figures 2-4. 
The porous structures are species specific and are therefore central 
to taxonomic classifications. 3 The formation of amorphous-silica 
diatom valves during asexual reproduction has been studied in 
a variety of time-resolved, electron-microscopy experiments 43 
from which the following general picture emerges.' ," After cell 
division, silica deposition occurs near the freshly exposed surfaces 
* Corresponding author. E-mail: philip.camp@ed.ac.uk.  
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Morphology of the Genera; Cambridge University Press: Cambridge, U.K.. 1990. 
(4)Schmid, A. M. M.; Schulz, D. Prozoplasma 1979, 100. 267-288. 
Schmid. A. M. M.; Volcani, B. E. J. Phycol, 1983. 19. 387-402. 
Pickett-Heaps, J. D.; Schmid, A. M. M.: Edgar, L. A. Prog. PhysioL Res. 
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of the daughter cells in membrane-bound compartments called 
silica deposition vesicles (SDVs); the process seems to occur in 
two distinct stages.' In the first stage, a thin ( -'-30 nm) base-layer 
of silica is deposited possessing "an irregular system of ribs" 3 
(or costae) of silica emanating from near the center of the new 
valve. Between newly formed costae are found rafts of organic 
droplets and/or vesicles, 5 which may have had a role in directing 
the initial formation of the costae. In the second stage, silica 
growth proceeds normal to the base layer (leading to vertical 
differentiation) until the valve has acquired the necessary thickness 
(-'-10-100 nm), and the fine details of the porous structures are 
complete. Interestingly, the structure of the base layer does not 
necessarily correspond to the pore structure on the external face 
of the new valve; in some species, small pores in the base layer 
can be observed directly through the large pores in the external 
surface. 3 In general, the first stage of silica deposition to form 
the base layer is completed within 10-20 mm, while the second 
stage of vertical differentiation can take up to several hours. 4 '70 
It would be inappropriate to summarize all of the experimentally 
observed variations here, but suffice to say that, depending on 
the diatom species, vertical differentiation has been observed to 
proceed in both directions normal to the base layer. 67 
The rib-like costae represent some of the most striking features 
of diatom frustules. The number of costae depends on the diatom 
species, but, in centric diatoms, there are typically around 10-
50 emanating symmetrically from the center of the frustule. The 
most accurate predictive model of diatom morphogenesis to date 
is based on the diffusion-limited aggregation (DLA) of silica 
nanoparticles." Amorphous particles with diameters of 1-10 
nm are thought to be transported to the perimeter of the SDV 
(possibly via microtubules) and then released, whereupon they 
diffuse and aggregate to form a structure growing outward from 
the centerof the SDV. Computer simulations of the DLA process. 
including the effects of simultaneous sintering (smoothing) of 
the growing silica structure, show that spoke-like patterns can 
be formed. Depending on the choice of parameters within the 
DLA model, the spokes may also bifurcate, leading to branched 
Eppley. R. W.; Holmes. R. W.; Paasche. E. Arch Mikrobiol. 1967. 56. 
305-323. 
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structures resembling those found in certain diatom species. Thus, 
the spoke-like structures seen in many centric diatom valves can 
be reproduced with a physical mechanism. Nonetheless, it is 
clear that the formation of costae is likely to be strongly influenced 
by intracellular factors, either through the positioning of 
microtubules and nanoparticle "release" Sites throughout the SDV, 
or through some sort of templating or prepatterning on the cell 
surface by cytoskeletal components. 
In diatoms, the usual physical mechanisms ofbiomineralization, 
such as crystal nucleation and directed crystal-growth, can be 
ruled out since the resulting siliceous material can be considered 
amorphous, at least above the 10 rim scale. The structure of 
biosilica on the 10 nm scale has been characterized in experi-
ments 12 and may be explained by considering the self-assembly 
of species-specific polypeptides' 3 such as silaffins' 417 At length 
scales of 100 nm or more, however, a templating mechanism 
may operate in which a self-assembled complex-fluid "mold" 
directs the deposition of inorganic material. I I It has been suggested 
that organic components in the SDV that avoid coprecipitation 
with silica should become more concentrated as the valve thickens 
and occupies the volume .7  This could lead to droplets of organic 
material that would form a template for the pores and the cross-
costae (the ribs bridging between radial costae). Helmcke 
proposed a "bubble" model in which gas-filled vesicles produce 
a foamy structure that acts as a template for silica condensation. 19 
In experiments, Schmid observed rafts of liquid-filled "spacer 
vesicles", 5 with diameters of about I um, 20,11 that appeared to 
guide the growth of silica. Sumper and co-workers found 
amphiphilic, long-chain polyamines trapped in silica harvested 
from a number of diatom species, 17,22-24 which led to the proposal 
of a phase separation model of pore formation in diatom shells. 25  
In all of these models, the organic components, which might be 
polyamines,' 7 '2224 polypeptides, 26 or other organic macromol-
ecules, are considered to phase separate from water onto the base 
layer to form a two-dimensional, self-organized array of droplets/ 
bubbles/vesicles that acts as a template or guide for the subsequent 
deposition of amorphous silica. 
An exact theoretical treatment of diatom morphogenesis is 
not yet possible because of the sheer complexity of the problem 
and its diverse phenomenologies. It is safe to say that, at present, 
there is no single model that can reproduce or explain all aspects 
of diatom-frustule morphology. The DLA model of Parkinson 
et al. goes a long way to explain the formation of radial costae," 
but the complex and often symmetrical arrays of pores are, as 
yet, unexplained. Sumper's model of pore formation is based on 
(12) Noll, F.. Sumper, M.; Hainpp, N. Nano Lett. 2002, 2,91-95. 
(13)Lenoci. L.; Camp, P. J. J. Am. C/sent Soc. 2006, 128. 10111-10117. 
Kroger, N.; Deutzmann, R.; Sumper, M. Science 1999.286,1129 -1132. 
Kroger. N.; Lorenz, S.; Brunner, E.; Sumper, M. Science 2002, 298. 
584-586. 
Poulsen. N.; Sumper, M.; Kroger, N. Proc. Nall. Acad Sci. U.S.A. 2003, 
100, 12075-12080. 
Sumper. M.; Kroger, N. J. Mater. C/sent 2004, 14. 2059-2065. 
Dabbs, D. M.; Aksay, 1. A. Anna. Rev. Phys. Chris. 2000.51,601-622. 
Helmcke. J. G. Recent Ads. Bot. 1959, 1, 216-221. 
Schmid. A. M. M. Schalenmorphogenese in diatomeen. In Diazomeen I. 
Schalen in Natur and Technik; Bach, K., Burkhardt, B., Eds.; Cramer Verlag: 
Stuttgart. Germany. 1984. 
Schmid. A. M. M. Wall morphogenesis in Coscinodiscus wailesii Gran 
et Angts. II. Cytoplasmic events of valve morphogenesis. In Proceedings of the 
Eighth International Symposium on Living and Fossil Diatoms; R.icard, M., Ed.; 
0. Koekz: Koenigstein. Germany, 1986. 
Kroger. N.; Deutzmann. R.; Bergsdorf. C.; Sumper, M. Proc. Nail. Acact 
Scg. U.S.A. 2000, 97, 14133-14138. 
Brunner. E.; Lutz, K.; Sumper, M. Phys. C/sent. Chent. Phys. 2004, 6, 
854-857. 
Lutz. K.; Groger, C.; Sumper. M.; Brunner, E. Phys. Chess. C/tern. Phys. 
2005, 7, 2812-2815. 
Sumper. M. Science 2002, 295. 2430-2433. 
Hecky. R. E.; Mopper, K.; Kilham, P.; Degens, E. T. Mar. Biol. 1973, 
19, 323-331.  
experimental observations and a qualitative description of the 
phase-separation process. 25 In this work, we present the first 
quantitative test of a phase-separation mechanism for the 
formation of porous, siliceous structures resembling diatom 
valves. The central idea is that an organic component phase 
separates from an aqueous phase on the surface of the base layer 
within the SDV to form a quasi-two-dimensional emulsion of 
small droplets, around which a silica precursor (such as silicilic 
acid) in the aqueous phase can diffuse and condense to form a 
cast of the complex-fluid template. The initial formation of 
droplets is seen tube relatively fast, but the subsequent coalescence 
to form larger droplets, and ultimately a macroscopic interface, 
is an extremely slow process. The long-time dynamics of such 
processes are of considerable inherent interest. 27 There is likely 
to be coupling, and possibly cooperativity, between the processes 
of template formation and silica deposition, but, in this preliminary 
investigation, we consider these processes to occur on distinct 
time scales. The structure of the organic template is assumed to 
be essentially static over the time required for silica-precursor 
diffusion and condensation/aggregation; in other words, the initial 
array of organic droplets can be considered as a static template 
for the silica deposition. Under these assumptions, we show that 
a model of fluid phase separation in confined, two-dimensional 
environments, including the effects of "prepatterning" by the 
silica costae in the base layer, is capable of generating feasible 
templates for a large number of centric- and pennate-diatom 
valves. This will provide a starting point for future studies, which 
will incorporate the initial formation of the base layer (by, e.g., 
DLA' ') and the coupling of phase separation with silica deposition 
and sintering. 
The aim of this work was to explain a specific stage of diatom 
morphogenesis, but the resulting model corresponds to a very 
general physical situation, namely, the phase separation of 
immiscible fluids under the influences of confinement and local 
external fields. Therefore, the results of this work should be 
tested directly by a well-controlled experiment, which could 
then lead to a means of producing complex inorganic micro-
structures resembling those in diatom frustules. Some comments 
on the experimental relevance of the work will be presented 
toward the end of the article, but for now we note that analogous 
methods for preparing porous materials using surfactant tem-
plates 28 are already well-known and widely exploited. Transient 
"target" templates in phase separating complex fluids have also 
been described and exploited before, most commonly in polymer 
blends.293 ' Finally, "surfactant-free" routes have been identified 
in which the precursor of an inorganic material may, in essence, 
self-organize to direct the deposition. 32 
The rest of this article is organized as follows: In section 2, 
the model and computational methods are detailed. Simulation 
results for specific centric and pennate diatoms are presented in 
section 3, and section 4 concludes the paper. 
2. Model and Methods 
The complexity, diversity, and species-specificity of diatom 
structures preclude a detailed chemical account of morphogenesis, 
so instead we seek a generic model of the putative phase-
separation mechanism. The system is modeled as a quasi-two- 
Bray. A. J. Adv. Phys. 1994, 43, 357-459. 
Kresge. C. T.; Leonowicz. M. E.: Roth. W. J.; Vartuli, J. C.; Beck, J. S. 
Nature 1992, 359, 710-712. 
Karim. A.; Douglas, J. F.; Nisato, G.; Liu, D.-W.: Amis, E. J. 
Macromolecules 1999, 32, 5917-5924. 
Clarke, N. Phys. Rev. Len. 2002, 89, 215506. 
(3 1 ) Buxton, G. A.; Clarke, N. Macromol. Symp. 2006. 233. 102-107. 
(32) Collins, A.; Carriazo, D.; Davis. S. A.; Mann. S. Chess. Cornrnwt. 2004. 
568-569. 
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dimensional, two-component incompressible fluid mixture with 
fixed overall composition. The x, y, and z dimensions of the 
system are L, L, and 1. respectively, with I L reflecting the 
quasi-two-dimensional geometries of the SDV and the resulting 
face of the diatom valve. The composition of the fluid is assumed 
to depend only on the lateral coordinates x and y. Component 
1 is the organic material and component 2 is aqueous. The 
parameter signaling phase separation (demixing) is the local 
excess volume fraction of organic material, given by Ø(x,y) = 
4) 1 (x,y) - 4)z(x,y) = 24)1(x,y) - 1, where 0 _<Øi(x,y) 1 is the 
local volume fraction of component i. Mass conservation implies 
that the quantity 
(1) 
representing the overall composition, is a constant. Phase 
separation is driven by the requirement to minimize the free 
energy, which, in the current model, is represented by the equation 
F[01 = L IL dx  J dy[E(_ 
1 4)2 k ,4)4) + 
V0 
K1V)2 + K2(V24))2 + h4)] (2) 
where vo is a molecular volume. The first two terms (proportional 
to 4)  and 4)4)  describe the local free-energy per particle with 
energy scale E; this familiar Landau-theory expression drives 
phase separation into coexisting phases with 4) =± 1.33 The 
square-gradient and Laplacian terms, with coefficients Kj and K2, 
respectively, are the first two terms in an expansion of the 
interfacial free energy 3436 In the final term, h(x,y) models the 
local field arising from prepatterning by the pre-existing silica 
costae within the base layer; the charged silica surface will provide 
an attractive field for the aqueous component and a repulsive 
field for the organic component. Gradients in the chemical 
potential give rise to a flux in 4) given by j = — MV, where 
M(x,y) is the local mobility. The constitutive relation for an 
incompressible fluid is &,bI& + Vj = 0. The phase-separation 
dynamics is therefore described by integrating the differential 
equation 
= V.(MVu) 	 (3) at 
where the local chemical potential is given by the functional 
derivative of the free-energy functional in eq 2: 
IU 
= 6F =  4,(4,2 - I) - K 1 V2Ø + K2V2(V2Ø) + h (4) 
60 
In all simulations, the perimeter of the diatom valve was taken 
to be an ellipse with a boundary defined by (x/a) 2 + (ylb) 2 = 
1, where a and b are the ellipse semi-axes (for centric diatoms, 
a = b). A schematic diagram of the simulation cell dimensions 
is shown in Figure 1. In the rare case of a concentric field in a 
centric diatom, we define an additional angle /3 2.ir sJIa. 
where a = b is the radius of the circular domain describing the 
diatom valve. To retain the convenience of solving the equation 
of motion (eq 3) numerically on a Cartesian grid, the elliptical 
Chaikin. P.M.; Lubensky.T. C. Principles of Condensed Matter Physics; 
Cambridge University Press: Cambridge, U.K.. 1995. 
Cairn, J. W.; Hilliard, J. E. J. Chem Phys. 1958, 28, 258-267. 
(35)Teubner. M.; Strey. R. J. Cheni. Phys. 1987. 87, 3195-3200. 
(36) Gompper. G.; Schick, M. Self-assembling amphiphilic systems. In Phase 
Transitions and Critical Phenomena; Dornb, C.. Lebowitz, J. L., Eds.; Academic 
Press: London, 1994; Vol. 16. 
:a co 
L 
Figure 1. Schematic of the simulation cell. L is the box length, 0 
is the origin, and a and bare the semi—major and semi—minor axes, 
respectively. 
diatom boundary was established by allowing the mobility to 
depend on the position, interpolating smoothly between a value 
M0 inside the boundary and zero outside the boundary. For 




[1 + e_tW] 
where Wcontrols the width of the boundary, R is the sum of the 
distances between the point (x,y) and the two foci of the ellipse, 
and S is the sum of the distances between a point on the boundary 
of the ellipse and the two foci (which is always equal to twice 
the major semi-axis). The width W was made small compared 
to the diatom dimensions so that the boundary was relatively 
sharp but still continuous; this meant that complicated discon-
tinuous boundary conditions did not have to be accommodated 
within the numerical scheme. The dynamical eq 3 was integrated 
numerically using a three-point, finite-difference algorithm 37 on 
a square Cartesian grid with spacing I and periodic boundary 
conditions applied. The integration time step was adjusted to 
conserve 4) to within I part in 10 1 . All calculations were performed 
in dimensionless units defined using the grid spacing!, the energy 
E, and the basic unit of time r = P/eMo: dimensions LI! (and 
equivalent expressions fora, b, and IV); time ilr; interfacial energy 
parameters K = KiIEP and K = K2/El'; and prepattern field 
h(x,y)/e. r is the most obvious unit of time for calculations based 
on a grid with spacing!, although one could also define a unit 
based on a natural length scale, such as the equilibrium width 
of an interface separating coexisting phases. This choice is made 
solely on the basis of convenience, and the conversion from 
simulation time to real time (such as in section 3) will still yield 
the correct results. 
Parameters were adjusted heuristically to generate a particular 
diatom structure. In each case, the initial state of the fluid was 
an almost homogeneous mixture with a ± 1% random variation 
in 4) among 200 x 200 (or occasionally 350 x 350) cells on a 
square grid of side L and spacing I. (The exact size of the initial, 
random variations does not affect the final results.) Then, phase 
separation was allowed to occur as a result of mutual diffusion 
of organic and aqueous components, driven by local free-energy 
(37) Pang, T. An Introduction to Computational Physics. 1st ed.; Cambridge 
University Press: Cambridge, U.K.. 1997. 
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Table 1. Model Parameters Used to Generate the Simulated Diatom Structures Shown in Figures 2-5" 
figure species UI 4'.,,, 4".,, ,c7 K2 all b/I WI1 h(x,y)/e nt 
2a Arachnoidiscus ehrenbergii' 9 200 -0.3 +0.0 0.2 70 70 I 0.5 cos' 0(8(x) 3.00 
2b Surinella linearis v. he! venica5° 200 -0.65 -0.65 0.2 0.05 60 25 4 0.4 cos2(80 1000.00 
2c Actinocyclus co,tf7uen? 9 200 -0.4 -0.2 0.4 90 90 I 0.3 cos'°(8) 10.90 
3a Sticiodiscus californicu? 200 -0.4 -0.3 0.6 40 40 4 30.00 
3b Psamn,odiscus niridus 200 -0.4 -0.3 0.43 60 50 6 18.00 
3c Aulacodiscus argus' 350 -0.3 -0.3 0.4 100 100 8 8.00 
3d Acninop:ychus undulazu.r49 200 -0.4 -0.4 0.3 60 60 6 [0.02(0.1 + sin2(4a)]I[0.1 + cos2(4<x))] 10.00 
3e Actinoprtchus campanul(fer49 200 -0.3 +0.0 0.2 60 60 6 1/11 + 10 sin 2(3a)] 2.80 
3f Cyclozella meneghiniana5° 200 -0.5 -05 0.2 60 60 4 0.4 cos2( 1 8a) 2800.00 
3g,5 Melosira sot" 200 -0.2 -0.2 0.5 60 60 6 0.18 cos 2(26a) 20.00 
3h Snictodiscusjohnsonianus"9 200 -0.3 -0.1 0.6 60 60 3 0.06 cos2(12(x) 20.75 
3i Arachnoidiscu.s indictd) 200 -0.5 -0.5 0.4 50 50 1 0.08 cos(8ct) + 0.05 cos'(4$) 10.60 
3j Srephanodiscus 52 200 -0.5 -0.1 0.3 60 60 1 0.15 sin4 (6(t) 13.00 
3k Psamn,odiscus52 200 -0.6 -0.6 0.1 40 40 6 0.1 cost(4a) 50.00 
31 Aulacodiscus kiuonii49 200 -0.35 -0.1 0.5 70 70 I [0.05 (0.1 + cos2(2a)]/[0.l + sin2(2(x))] 10.70 
4a Cocconeis disculoides5 200 -0.45 -0.1 0,5 0.08 70 38 2.5 20.80 
4b Achnanthespari'ula5 ' 200 -0.3 -0.3 0.5 0.1 60 5 4 35.00 
4c AchnanthesparvuI' 200 -0.3 -0.3 0.3 0.06 70 30 2 0.1 sin20) 9.00 
gradients as computed from eq 4. Long-lived structures adopted 
by the phase-separating fluid are sensitive to the average excess 
concentration of organic material, as measured by the conserved 
quantity 4'.  In the absence of the local field h(x,y), the time: 
dependent phase -separation structures are well-known: when 4' 
0 or 4' 0, long -lived droplets of organic and aqueous phases, 
respectively. are formed so as to minimize the interfacial free 
energy; when 4' 0, labyrinthine spinodal structures result. As 
a rule, it was found that the composition of the fluid had to be 
adjusted such that 4' -0.3, corresponding to a volume fraction 
of organic component of about 0.35; this relatively low volume 
fraction means that the organic material forms droplets in water. 
In some cases, the organic fractions inside and outside the valve 
perimeter (4'.,, and  4',, respectively) were altered independently 
to "fine-tune" the template structure at the boundary, but this 
was by no means vital, and the effects on the interior structures 
were seen to be negligible. The simulation parameters are reported 
in Table 1. 
(a) 	 (b) 	i 	ic; 
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Figure 2. E\penmelltal (top) and simulated (middle) images of 
diatom structures, and the prepattern field (bottom) required for 
each simulated structure: (a) Arachnoidiscus ehrenbergii;49 (b) 
Surinella linearis v. helvetica; 50 (c) Actinocyclus confluens. 49 In the 
simulated images, the dark regions correspond to organic-rich 
domains. In the prepattem fields, blue and red correspond to low 
and high free-energy regions, respectively. Scale bars are 10 'Um. 
Experimental images are reproduced with permission. 
3. Results 
Figure 2 compares experimental and simulated structures for 
three different diatom species, and the simulated prepatterning 
field h(x,y) required as input in eq 2. The colors in the experimental 
images arise from diffraction effects, and do not reflect any 
pigmentation or staining of the silica. In the instantaneous 
simulated structures, the black regions denote high concentrations 
of organic material (4'>>  0), representing the template for silica 
deposition. The white regions (4' 0) therefore indicate the 
aqueous domains where the silica will condense. In the case of 
the centric diatom Arachnoidiscus ehrenbergii in Figure 2a, the 
formation of the radial spokes in the simulated structure is dictated 
by the prepatterning field shown, which may correspond to the 
influence of costae in the base layer. Cross-costae are not apparent 
in the simulated structure, but the overall similarity with the 
experimental image is high. The gross features of the pennate 
diatom Surinella linearis v. helvetica can be modeled using an 
elliptical domain and a radial prepatterning field, as shown in 
Figure 2b. It is also possible to mimic structures with apparent 
concentric-ring motifs, such as the Acrinocyclus confluens shown 
in Figure 2c. The diffraction colors in the experimental image 
highlight variations in the density of silica in the frustule, which 
can be matched by the model. 
Figure 3 shows a selection of observed and simulated centric-
diatom structures. In Figure 3a-c, there are no prepatterning 
fields, and the simulated structure consists of a disordered array 
of droplets, which provides a template for a disordered array of 
pores. The key variables here are the overall concentration of 
organic material 4', and the diameter of the circular cell a. The 
structures are, by themselves, not so surprising, but these images 
serve to illustrate the complementarity of the pore structure of 
the diatom valve and the droplet structure of the fluid template. 
In the remaining figures, there is a clear requirement for 
prepatterning; each of the diatoms possesses highly developed 
costae emanating from the center of the face of the valve. Figure 
3g,h in particular requires further comment. For these species 
(Melosira so! and Stictodiscus johnsonianus, respectively), the 
simulated template structure switches over from droplets near 
the center to spokes near the perimeter. The crossover arises 
spontaneously in the simulations: near the center, the spacing 
between minima in the prepatterning field is small compared to 
the characteristic droplet size, and so, in terms of the free energy, 
it is more favorable for the droplets to remain intact than for 
them to break up and collect in the minima; near the perimeter, 
the free energy can be lowered by the droplets coalescing in the 
minima, thus forming spokes. (The characteristic droplet size is, 
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Figure 3. Experimental (upper) and simulated (lower) structures 
of centric diatoms: (a) Sticiodiscus californicus;49 (b) Psaminodiscus 
nitidus;5 ' (c) Aulacodiscus argus;49 (d) Actinoptychus undularus; 49 
(e) Actinoplychus campanulifer; 49 (f) Cyclotella meneghiniana;50 
(g) Melosira so!;49 (h) Srictodiscusjohnsonianus;49 (i) Arachnoidiscus 
indicus;49 (j) Stephanodiscus;52 (k) Psanvnodiscus;52 (1) Aulacodiscus 
kittonii.49 In the simulated images, the dark regions correspond to 
organic-rich domains. Scale bars are 10pm, except in panel j, which 
is 20 pm. Experimental images are reproduce with permission. 
of course, time-dependent; it increases like 1I'3,27.38)  In Figure 
3i (Arachnoidiscus indicus) the concentric organization of pores 
(droplets) is driven by an additional concentric field: it is 
emphasized that the physical origin of such a field has not yet 
been identified; it has only been invoked in this case, and that 
of Actinoicyclus confluens shown in Figure 2c. 
Some results for pennate diatoms are shown in Figure 4. Pennate 
diatoms often possess parallel striae (rows of pores) aligned 
parallel to the long axis of the valve2 We found that these features 
were favored specifically by the inclusion of a weak (V0) 2 term 
in eq 2. It is known that in models of three-dimensional oil-
water—surfactant solutions, such a term is required to stabilize 
modulated cubic (bicontinuous) phases. 394 ' In two dimensions, 
this might be expected to favor a "square" array of pores, as 
required in pennate diatoms. Indeed, Figure 4 shows that the 
experimental structures could be templated by a phase-separated 
structure, provided that 1(2 is nonzero. In an experiment, this 
might require the addition of a surfactant to the organic and 
(38) Huse. D. A. Phys. Rev. B 1986, 34, 7845-7850. 
(39)Gompper. CL; Klein, S. f. Phys. 111992, 2, 1725-1744. 
Komura. S.: Kodama, H. Pkys. Rev. E 1997, 55, 1722-1727. 
Gonnella. G.: Ruggieri. M. Phys. Rev. E 2002, 66, 031506.  
Figure 4. E;criincnuI upper and umuIaed oer ) 1ructures 
of pennate diatoms: (a) Cocconeis disculoides; 5 ' ( b) Achnanthes 
parvula; 5 ' (c) Achnanthes parvula. 51 In the simulated images, the 
dark regions correspond to organic-rich domains. Scale bars are 10 
pm. Experimental images are reproduced with permission. 
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Figure 5. Simulation images of the diatom Melosira sol at times 
(a)t=0,(b)t=lr,(c)t=3r,(d):=5r,(e),=JOr, and (flt 
= 20r. 
aqueous components. Note that, in the simulated centric diatoms, 
= 0, and hence no surfactant should be required. 
The majority of the simulated images presented in this work 
are "snapshots" of the fluid template at some particular late stage 
of the simulation. In Figure 5, we show a representative example 
of the time dependence of phase separation; the particular diatom 
is Melosira sol shown in Figure 3g. Figure 5a shows the initial, 
homogeneous state. At short times r'' - I, the only apparent 
structures are the spokes near the perimeter of the circular cell. 
The interior of the circular domain is still essentially homoge-
neous. At t'' - 5 the fluid has produced two distinct regions, 
spokes near the perimeter and droplets in the interior. These 
motifs are long-lived, and persist up to and well beyond times 
10. The structure is essentially static at times beyond ,* 
20, and therefore corresponds to a quasi-static template that might 
direct the deposition of silica to form a porous valve. The wide 
range of time scales reported in Table I reflects the different 
distributions of droplets in the fluid-phase templates. For example, 
the parameters required for the diatoms in Figure 3a,b are 
comparable, except for the choices of 1(7 and tir. A larger value 
Of ic7 is required to generate the target structure in Figure 3a, 
which consists of a small number of large droplets; Figure 3b 
shows a large number of small droplets. Given that both the 
compositions and diatom dimensions are comparable, the structure 
in Figure 3b forms faster than that in Figure 3a because of the 
distances over which the organic material has to diffuse. The 
slowest forming templates (in Figures 2b and 30 are characterized 
by a complete absence of organic material near the center. The 
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simulations are long in these cases because of the time required 
for complete evacuation of the central regions. 
The major conclusion of this work is that the pore structures 
of the valves in a diverse range of diatom species can be mimicked 
qualitatively by a simple fluid phase separation model. We are 
not seeking precise reproductions of the observed diatom 
structures; to mimic every last detail would require a much more 
complicated and unwieldy model, which takes account of 
processes on a variety of length scales (including, for example, 
simultaneous costa formation, self-assembly of biomolecules 
and colloidal silica on the 1 —10 nm scale, the chemistry of silica 
condensation, etc.). Nonetheless, the gross features of the diatom 
frustule, specifically the costae and the pores, can be produced 
"in negative" by a phase-separated, fluid template. 
The biological relevance of the results can only be assessed 
through further (challenging) experiments with real diatoms. From 
a materials-chemistry perspective, however, the model makes 
predictions that could be readily tested. After all, the model is 
essentially one of phase separation in a thin fluid layer on a 
patterned substrate. Hence, it should be possible to test the 
predictions by preparing emulsions on hydrophilic—hydrophobic 
patterned surfaces, the latter being prepared by lithographic 
techniques, for example. In order to estimate the physical 
parameters required to produce the theoretically predicted 
template structures, we must convert the dimensionless simulation 
parameters in to real units. The fluid composition 0  is defined 
in terms of volume fractions and can therefore be read off directly 
from Table 1. The grid spacing is I - 10 m because _.102 
points are used to represent a typical diatom dimension of 
10Mm; all cell dimensions in Table I are reported as multiples 
of 1. 
The numerical values of K can be rationalized by relating Ki 
for a planar interface to the interfacial tension y  between phase-
separated organic and aqueous domains. The calculation is 
standard, 42 and, for the specific free-energy functional presented 







The interfacial tensions between water and typical organic liquids 
are normally several millijoules per square-meter, 43 and so y - 
10 J m 2. The molecular volume uO - 10 27  m3 may be 
estimated from typical molecular dimensions of 10 A and, as 
noted earlier, the grid spacing I - 10 m. Finally, the energy 
parameter e driving phase separation (see eq 2) is unlikely to be 
much more than 0.1 kBT, where k8 is Boltzmann's constant and 
T is the temperature. Combining these order-of-magnitude 
estimates in eq 6 gives KT  0.5, which is very close to the typical 
values determined heuristically in the simulations (reported in 
Table I). 
The order-parameter profile across a planar interface is 0(x) 
= tanh(x/2), 42 where the interfacial width = ~K, 16. From 
the numerical values obtained above, we estimate that 10 -8 
m, which is small compared to the dimensions of the porous 
structures reported in section 3; hence, the resolution of the 
simulated images should be attainable in experiment. 
The typical strength of the prepatterning field (measured by 
the difference between the minimum and maximum field) is, 
from Table 1, less than 0.5€. With the assumption made above 
for €, this equates to around 0.05kT, which does not seem 
Rowlinson, J. S.: Widom, B. Molecular Theory of Capillarity; Dover 
Publications, Inc.: Mineola, NY, 2002. 
Donahue, D. J.: Bartell, F. E. I. Phys. Chem 1951, 56, 480-484.  
excessively strong. As for the basic unit of time, r = 121€M0, it 
is difficult to estimate the mobilities, or the diffusion coefficient 
D = M/kBT, of organic molecules in as confined a space as the 
SDV. The Stokes—Einstein expression for a spherical solute of 
radius R -.' 10 A in a water-like solvent with viscosity q -- 10 
Pa s gives D = k 8T16rrR "- 10°m2 s. In combination with 
the estimates of! and € given above, we find that r 10 S.  
The simulation times reported in Table I therefore correspond 
to real times from tens to thousands of milliseconds. These are 
probably serious underestimates because of the likely macro-
molecular crowding within the SDV and the effects of confine-
ment; if the mobility M0 is decreased, then the basic unit of time 
- I/M0 increases. Hence, the reduced times reported in Table 
I may well correspond to biologically relevant time scales 
(seconds and minutes). 
It is strongly emphasized that these are very rough, order-
of-magnitude estimates, intended only to show that the simulation 
results are physically reasonable. 
4. Conclusions 
From a materials-science perspective, it may be neither possible 
nor necessarily desirable to mimic the precise details of diatom 
structures on every length scale. A given application might only 
require a material with a well-defined pore structure of a particular 
dimension. Nonetheless, in this work we have shown that the 
basic structural features of the diatom valve may be templated 
by long-lived domains in phase-separating fluids, controlled by 
a balance of confinement, composition, interfacial tension, and 
a mild degree of prepatterning (which may be present in real 
diatoms). As far as we are aware, we have presented the most 
accurate, quantitative model of the pore structure in diatom valves 
to date. 
It should be possible to meet the necessary physical conditions 
for template formation in the laboratory, which would then lead 
to the production of synthetic diatom valves and other complex 
microstructures fashioned from simple solids. The strength of 
the prepatterning field h(x,y) need only be about one tenth of the 
characteristic energy e, and a prepatterned surface could be 
fashioned using lithographic techniques. The required values of 
K1 correspond to typical values of the interfacial tension y for 
water and organic liquids, and the dimensions of the confining 
cell are on the 10pm scale. Experimental tests of the theoretical 
predictions are eagerly anticipated. 
From the biological perspective, this work represents only a 
preliminary study. Future work should concentrate on combining 
the phase-separation process presented here, along with the DLA 
of silica nanoparticles thought to be responsible for the formation 
of costae in the underlying base layer. In addition, the condensation 
of silica and thickening of the fruswle (vertical differentiation) 
should be accounted for simultaneously with phase separation. 
The basic assumption made here is that phase separation and 
silica condensation occur on distinct time scales, and that the 
fluid template is essentially static on the time scale for silica 
condensation. Experiments indicate that the base layer is formed 
within minutes while vertical differentiation can take up to several 
hours. This suggests that, to a first approximation, the assumption 
of a static fluid template is justified. Nonetheless, it should be 
possible to model these processes simultaneously without making 
any strong assumptions a priori. A specific process of interest 
is the formation of hexagonal "close-packed" arrays of pores, 
which are featured in the valves of some diatom species. 3 In 
Thompson's classic work On Growth and Form, the hexagonal 
Thompson. D. W. On Growth and Form; Cambridge University Press: 
Cambridge. U.K.. 1917. 
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array of pores is attributed to "electromagnetic vibrations" on 
the surface of the cell "like standing waves on drums"." There 
are a number of dynamical mechanisms by which such arrays 
might arise;' in two dimensions, these have been generated from 
equations of the Cahn—Hilliard or Landau—Ginzburg type for 
three-component, phase-separating, reactive fluids45 and phase-
separating adsorbates .47 
The present model was inspired by the results of experimental 
observations of diatom morphogenesis, and so it may shed some 
light on a specific stage of the biological mechanism (although, 
of course it offers no insight on the nature and extent of cellular 
control). In nature, there are a number of mechanisms by which 
complex patterns are known to be formed. The distribution of 
reacting compounds and pigments can be described by a reaction—
diffusion equation (Turing equation), which explains, forexample, 
leopards' rosettes and tigers' stripes. 48 In this case, the patterns 
are associated with mathematical instabilities in the underlying 
reaction—diffusion equation. However, no two tigers have the 
exactly the same set of stripes, and this is a very different situation 
from that in diatoms; the structures of the diatoms within a given 
single-species colony are essentially identical, at least on the 100 
Okuzono. T.: Obta. T. Phys. Ret E 2001. 64. 045201(R). 
Sugiura. S.: Okuzono, T.: Ohta, T. Phys. Rev. E 2002, 66, 066216. 
Verdasca, J.; Borckmans, P.; Dewel, G. Phys. Rev. E 1995,52, R4616—
R46 19. 
Murray, J. D. Mathematical biology; Springer-Verlag: Berlin, 1989.  
rim scale. It therefore seems unlikely that a reaction—diffusion 
mechanism applies to diatom morphogenesis, and in any case, 
the experimental clues point much more clearly toward the type 
of phase-separation mechanism described in this work. Experi-
mental studies will shed light on whether the simple model 
presented here, and Occam's law of parsimony, are sound. 
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