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Abstract  
We propose an adaptive and explicit fourth-order Runge-Kutta-Fehlberg method with a fourth-order compact 
scheme to solve the American put options problem. First, the free boundary problem is converted into a system 
of partial differential equations with a fixed domain by using logarithm transformation and taking additional 
derivatives. With the addition of an intermediate function with a fixed free boundary, a quadratic formula is 
derived to compute the velocity of the optimal exercise boundary analytically. This is based on the work of Kim et 
al. (2013, 2017). Precisely, it enables us to employ fourth-order spatial and temporal discretization with Dirichlet 
boundary conditions for obtaining the numerical solution of the asset option, option Greeks, and the optimal 
exercise boundary. The advantage of the Runge-Kutta-Fehlberg method over the classical fourth-order Runge-
Kutta method is based on error control and the adjustment of the time step to maintain the error at a certain 
threshold. We further compare the performance of the Runge-Kutta-Fehlberg method with the implicit Crank-
Nicholson and classical fourth-order Runge-Kutta methods. The adaptive method proves to be superior and 
provides a better numerical approximation. 
1. Introduction  
American style option, written on an asset 𝑆𝑡  with the strike price,  𝐾 and expiration time  𝑇 differs from 
European option due to the early (optimal) exercise boundary which leads to a free boundary problem  
Let 𝑉(𝑆, 𝑡) denote the option price, 𝑠𝑓(𝜏) represent the optimal exercise boundary and 𝜏 = 𝑇 − 𝑡. Then, 
𝑉(𝑆, 𝜏) satisfies the coupled free boundary value problem: 
−
𝜕𝑉(𝑆, 𝜏)
𝜕𝜏
+
1
2
𝜎2𝑆2
𝜕2𝑉(𝑆, 𝜏)
𝜕𝑆2
+ 𝑟𝑆
𝜕𝑉(𝑆, 𝜏)
𝜕𝑆
− 𝑟𝑉(𝑆, 𝜏) = 0, for 𝑆 > 𝑠𝑓(𝜏),                                             (1𝑎) 
𝑉(𝑆, 𝜏) = 𝐾 − 𝑆,        for 𝑆 < 𝑠𝑓(𝜏).                                                                                                                                (1𝑏) 
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Here, the initial and boundary conditions are given as: 
𝑉(𝑆, 0) = 𝑚𝑎𝑥( 𝐾 − 𝑆, 0),             𝑠𝑓(0) = 𝐾;                                                                                                              (1𝑐) 
𝑉(𝑠𝑓 , 𝜏) = 𝐾 − 𝑠𝑓(𝜏),     𝑉(0, 𝜏) = 𝐾,     𝑉(∞, 𝜏) = 0,     
𝜕
𝜕𝑆
𝑉(𝑠𝑓 , 𝜏) = −1,                                                        (1𝑑) 
This early exercise boundary presents an advantage and a challenge in the valuation of American options 
and solving (1), respectively. In terms of advantage, it provides a possibility to exercise the options early, 
however, we have some level of complexity. This is because the early exercise boundary and the American 
option values are simultaneously obtained (McKean, 1965) when solving the free boundary problem. It is 
well known that due to this complexity, there is no closed-form or analytical formula for evaluation of the 
American option. Hence, numerical, semi-numerical, and analytical approximation present a choice for 
solving (1).  
Several numerical methods have been proposed for solving the American options problem. Here, we 
review the numerical methods that implement front-fixing transformations for obtaining the numerical 
solution of the optimal exercise boundary, asset option, and option Greeks. Explicit and implicit finite 
difference schemes have been employed to solve the American option with the front-fixing approach 
(Company et al., 2014; Company et al., 2016; Nielsen et al., 2001; Wu and Kwok, 1997; Ballestra, 2018). 
The finite element method has also been implemented for solving American options based on the front-
fixing approach (Zhang and Yang, 2008; Zhang et al., 2014; Song et al. 2017). 
The motivation of this work is to propose an adaptive and explicit high order Runge-Kutta-Fehlberg 
method with a fourth-order compact scheme to solve the American put options problem based on the 
front-fixing approach. We further compare the performance of the Runge-Kutta-Fehlberg method with 
the classical fourth-order Runge-Kutta method. The rest of the paper is organized as follows. In section 2, 
we discuss the various transformation involved in our method. In section 3, we employ a compact scheme 
in spatial discretization and both adaptive Runge-Kutta-Fehlberg and classical Runge-Kutta method for 
temporal discretization. In section 4, we investigate and compare the numerical performance of an 
adaptive Runge-Kutta-Fehlberg with the classical Runge-Kutta, implicit Crank-Nicholson method 
developed by Nwankwo et al. (2020), and other existing methods and conclude the paper in section 5. 
2. Transformations and Free Boundary Analysis 
2.1.  Front-Fixing Logarithmic Transformation  
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Here, we first employ logarithmic transformation (Egorova et. al., 2016; Wu and Kwok, 1997, Nwankwo 
et at., 2020) to fix the free boundary by using the following relation 
𝑥 = ln
𝑆
𝑠𝑓(𝜏)
= ln 𝑆 − ln 𝑠𝑓(𝜏) , 𝑈(𝑥, 𝜏) = 𝑉(𝑆, 𝜏).                                                                                                (2) 
Applying it to equation (1), we then have 
𝜕𝑈(𝑥, 𝜏)
𝜕𝜏
−
1
2
𝜎2
𝜕2𝑈(𝑥, 𝜏)
𝜕𝑥2
− (
𝑠′𝑓
𝑠𝑓
+ 𝑟 −
𝜎2
2
)
𝜕𝑈(𝑥, 𝜏)
𝜕𝑥
+ 𝑟𝑈(𝑥, 𝜏) = 0, 𝑥 > 0;                                         (3𝑎) 
𝑈(𝑥, 𝜏) = 𝐾 − 𝑆 = 𝐾 − 𝑠𝑓(𝜏)𝑒
𝑥 ,           for  𝑥 < 0;                                                                                                     (3𝑏) 
where the initial condition (1) is changed to  
𝑈(𝑥, 0) = max(𝐾 − 𝐾𝑒𝑥 , 0) = 0,             𝑥 ≥ 0,         𝑠𝑓(0) = 𝐾.                                                                             (3𝑐) 
By letting 𝑥 → 0−, we obtain from (3c) that 𝑈(0, 𝜏) = 𝐾 − 𝑠𝑓(𝜏). Thus, together with (1d), we obtain the 
boundary condition for (3a) as 
𝑈(0, 𝜏) = 𝐾 − 𝑠𝑓(𝜏),         𝑈(∞, 𝜏) = 0.                                                                                                                         (3𝑑) 
Taking further derivative to remove the first-order derivative in (3a), we obtain a system of coupled partial 
differential equations consisting of the asset, delta, gamma, and speed options as follows: 
𝜕𝑈(𝑥, 𝜏)
𝜕𝜏
−
1
2
𝜎2
𝜕2𝑈(𝑥, 𝜏)
𝜕𝑥2
− (
𝑠′𝑓(𝜏)
𝑠𝑓(𝜏)
+ 𝑟 −
𝜎2
2
)𝑊(𝑥, 𝜏) + 𝑟𝑈(𝑥, 𝜏) = 0,                                                           (4𝑎) 
𝜕𝑊(𝑥, 𝜏)
𝜕𝜏
−
1
2
𝜎2
𝜕2𝑊(𝑥, 𝜏)
𝜕𝑥2
− (
𝑠′𝑓(𝜏)
𝑠𝑓(𝜏)
+ 𝑟 −
𝜎2
2
)
𝜕2𝑈(𝑥, 𝜏)
𝜕𝑥2
+ 𝑟𝑊(𝑥, 𝜏) = 0,                                                    (4𝑏) 
𝜕𝑌(𝑥, 𝜏) 
𝜕𝜏
−
1
2
𝜎2
𝜕2𝑌(𝑥, 𝜏)
𝜕𝑥2
− (
𝑠′𝑓(𝜏)
𝑠𝑓(𝜏)
+ 𝑟 −
𝜎2
2
)
𝜕2𝑊(𝑥, 𝜏)
𝜕𝑥2
+ 𝑟𝑌(𝑥, 𝜏) = 0,                                                      (4𝑐) 
𝜕𝑍(𝑥, 𝜏)
𝜕𝜏
−
1
2
𝜎2
𝜕2𝑍(𝑥, 𝜏)
𝜕𝑥2
− (
𝑠′𝑓(𝜏)
𝑠𝑓(𝜏)
+ 𝑟 −
𝜎2
2
)
𝜕2𝑌(𝑥, 𝜏)
𝜕𝑥2
+ 𝑟𝑍(𝑥, 𝜏) = 0,                                                         (4𝑑) 
where  𝑥 > 0, and the initial and boundary conditions for 𝑈(𝑥, 𝜏), 𝑊(𝑥, 𝜏) 𝑌(𝑥, 𝜏), and 𝑍(𝑥, 𝜏) are given as: 
𝑈(𝑥, 0) = 0, 𝑊(𝑥, 0) = 0, 𝑌(𝑥, 0) = 0;                                                                                                        (4𝑒) 
𝑍(𝑥, 0) = 0, 𝑠𝑓(0) = 𝐾, 𝑥 ≥ 0;                                                                                                                       (4𝑓) 
𝑈(0, 𝜏) = 𝐾 − 𝑠𝑓(𝜏), 𝑊(0, 𝜏) = 𝑌(0, 𝜏) = 𝑍(0, 𝜏) = −𝑠𝑓(𝜏);                                                                       (4𝑔) 
𝑈(∞, 𝜏) = 0;   𝑊(∞, 𝜏) = 0,   𝑌(∞, 𝜏) = 0,      𝑍(∞, 𝜏) = 0.                                                                                    (4ℎ) 
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2.2. Transformed Function with the Fixed Free Boundary 
Due to degeneracy that occurs near the optimal exercise boundary, we adopt the idea in the work of Kim 
et al. (2013, 2017) that implements an intermediate (square root) function to avoid such degeneracy. The 
transformed function is of the form 
𝑄(𝑥, 𝜏) = √𝑈(𝑥, 𝜏) − 𝐾 + 𝑒𝑢𝑠𝑓(𝜏), 𝑈(𝑥, 𝜏) = 𝑄
2(𝑥, 𝜏) + 𝐾 − 𝑒𝑢𝑠𝑓(𝜏),                                                     (5𝑎) 
with 
𝑄(𝑥, 𝜏) {
= 0,         𝑥 ∈ [ln 𝑠𝑓(∞) − ln 𝑠𝑓(0)],
> 0, 𝑥 ∈ (0, ∞).
                                                                                                             (5𝑏) 
Here, 𝑠𝑓(∞) is the asymptotically optimal exercise boundary given as follows: 
𝑠𝑓(∞) =
𝛾
𝛾 + 1
𝐾, 𝛾 =
2𝑟
𝜎2
.                                                                                                                                        (5𝑐) 
By computing the higher derivatives of 𝑄(𝑥, 𝜏) and 𝑈(𝑥, 𝜏) when 𝑥 = 0 (Kim et al., 2013, 2017) using (1) 
and (5), the rate of change of the optimal exercise boundary is obtained by taking the Taylor expansion of 
𝑄(𝑥, 𝜏) near the optimal exercise boundary with up to fourth-order accuracy as follows: 
𝑄(?̅?, 𝜏) = 𝑄(0, 𝜏) + 𝑄𝑢(0, 𝜏)?̅? +
𝑄𝑢𝑢(0, 𝜏)?̅?
2
2
+
𝑄𝑢𝑢𝑢(0, 𝜏)?̅?
3
6
+ 𝑂(?̅?4)                                                                 (6) 
Here ?̅? ≪ 𝑥 is arbitrary and we chose it to be very close to the optimal exercise boundary. The velocity of 
the optimal exercise boundary is presented in quadratic form as follows: 
𝜕𝑠𝑓(𝜏)
𝜕𝜏
=
−𝑏(𝑠𝑓(𝜏), 𝜏) − √𝑏2(𝑠𝑓(𝜏), 𝜏) − 4𝑎(𝑠𝑓(𝜏), 𝜏)𝑐((𝑠𝑓(𝜏), 𝜏, 𝑈(𝑥, 𝜏))
2𝑎(𝑠𝑓(𝜏), 𝜏)
,                                                       (7) 
where  
𝑎(𝑠𝑓(𝜏), 𝜏) =
𝜑?̅?3
9𝜎5𝑠𝑓
2
, 𝑏(𝑠𝑓(𝜏), 𝜏) = −
𝜑?̅?2
3𝜎3𝑠𝑓(𝜏)
+
2𝜑𝜈?̅?3
9𝜎5𝑠𝑓(𝜏)
;                                                                    (8𝑎)  
𝑐 ((𝑠𝑓(𝜏), 𝜏, 𝑈(?̅?, 𝜏)) = −𝑄(?̅?, 𝜏) +
𝜑?̅?
𝜎
−
1
3
𝜑𝜈?̅?2
𝜎
+
𝜑𝜈?̅?3
9𝜎5
+
𝑟𝜑?̅?3
12𝜎3
, 𝜑 = √𝑟𝐾, 𝜈 = (𝑟 −
𝜎2
2
)    (8𝑏) 
The optimal exercise boundary can easily be computed from (7). To approximate the optimal exercise 
boundary with high order accuracy, we implement a fourth-order Runge-Kutta method for temporal 
discretization which is detailed in the next section.  
5 
 
3. Numerical method 
We solve the discretized system of PDEs that consists of the asset, delta, gamma, and speed options in a 
uniform space grid and non-uniform adaptive time grid [0,∞) × [0 𝑇]. We replace the infinite domain with 
an estimated boundary 𝑥𝑀 (Egorova et al., 2016; Kangro and Nicolaides, 2000; Toivanen, 2010,).  Let 𝑖 
represent the node points in the grid and M represent the numbers of grid points, respectively, then we 
have 
𝑥𝑖 = 𝑖ℎ, ℎ =  
𝑥𝑀
𝑀
, 𝑖 ∈ [0, M],                                                                                                                              (9) 
Here, the numerical solutions of the asset options, option Greeks, and optimal exercise boundary are 
represented as (𝑢)𝑖
𝑛 ,  (𝑤)𝑖
𝑛 , (𝑦)𝑖
𝑛 , (𝑧)𝑖
𝑛 , (Θ)𝑖
𝑛 , (Κ)𝑖
𝑛 , (Γ)𝑖
𝑛 , and 𝑠𝑓
𝑛 . 
3.1. Fourth-order Compact Finite Difference Scheme  
We employ a compact finite difference for spatial discretization of our model. For the interior points, we 
use the compact scheme discretization as follows: 
𝑓′′(𝑥𝑖−1) + 10𝑓
′′(𝑥𝑖) + 𝑓
′′(𝑥𝑖+1) =
12
ℎ2
[𝑓(𝑥𝑖−1) − 2𝑓(𝑥𝑖) + 𝑓(𝑥𝑖+1)] + 𝑂(ℎ
4).                                          (10𝑎) 
For 𝑖 = 1 and 𝑖 = 𝑀 − 1, we employ a one-sided formula as follows (Zhang and Wang, 2012; Bhatt and 
Khaliq, 2015): 
14𝑓′′(𝑥1) − 5𝑓
′′(𝑥2) + 4𝑓
′′(𝑥3) − 𝑓
′′(𝑥4) =
12
ℎ2
[𝑓(𝑥0) − 2𝑓(𝑥1) + 𝑓(𝑥2)] + 𝑂(ℎ
4).                                (10𝑏) 
14𝑓′′(𝑥𝑀−1) − 5𝑓
′′(𝑥𝑀−2) + 4𝑓
′′(𝑥𝑀−3) − 𝑓
′′(𝑥𝑀−4)
=
12
ℎ2
[𝑓(𝑥𝑀−2) − 2𝑓(𝑥𝑀−1) + 𝑓(𝑥𝑀)] + 𝑂(ℎ
4).                                                                      (10𝑐) 
The matrix-vector form is as follows: 
𝐴 =
12
ℎ2
[
 
 
 
 
 
 
 
−2     1     0     ⋯                                            0
1     − 2    1                                                    ⋮ 
 1    − 2     1                                 
                   1    − 2     1                             
0                              ⋱     ⋱     ⋱                      0
                                           1    − 2     1         
⋮                                                     1   − 2      1
0                                          ⋯     0      1    − 2]
 
 
 
 
 
 
 
𝑀−1×𝑀−1
   ′ 
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           𝐵 =
[
 
 
 
 
 
 
14  − 5      4   − 1     0      ⋯       0 
1      10       1                                   ⋮ 
      1    10     1                      
                    1     10     1                   
0                          ⋱     ⋱     ⋱          0
 ⋮                                   1       10     1 
0   ⋯     0       − 1     4   − 5    14 ]
 
 
 
 
 
 
𝑀−1×𝑀−1
′
, 𝒇𝑢 =
12
ℎ2
[
 
 
 
 
 
 𝑢0
0
0
⋮
0
𝑢𝑀 = 0]
 
 
 
 
 
𝑀−1×1
 
𝒇𝑤 =
12
ℎ2
[
 
 
 
 
 
 𝑤0
0
0
⋮
0
𝑤𝑀 = 0
  
]
 
 
 
 
 
𝑀−1×1
, 𝒇𝑦 =
12
ℎ2
[
 
 
 
 
 
 𝑦0
0
0
⋮
0
𝑦𝑀 = 0
  
]
 
 
 
 
 
𝑀−1×1
, 𝒇𝑧 =
12
ℎ2
[
 
 
 
 
 
 𝑧0
0
0
⋮
0
𝑧𝑀 = 0
  
]
 
 
 
 
 
𝑀−1×1
.                         (10𝑑) 
Hence, 
𝒖′′ = 𝐵−𝟏(𝐴𝒖 + 𝒇𝑢), 𝒘
′′ = 𝐵−𝟏(𝐴𝒘 + 𝒇𝑤),                                                                                                    (10𝑒) 
𝒚′′ = 𝐵−𝟏(𝐴𝒚 + 𝒇𝑦), 𝒛
′′ = 𝑩−𝟏(𝐴𝒛 + 𝒇𝑧).                                                                                                       (10𝑓) 
Substituting (10) in (4), we recast our partial differential equations in the form of a system of ordinary 
differential equations as follows: 
𝜕𝒖
𝜕𝜏
= 𝒈(𝒖, 𝒘),
𝜕𝒘
𝜕𝜏
= 𝒈(𝒘,𝒖),
𝜕𝒚
𝜕𝜏
= 𝒈(𝒚, 𝒘),
𝜕𝒛
𝜕𝜏
= 𝒈(𝒛,𝒚),                                                          (11) 
where 
𝒈(𝒖,𝒘) =
𝜎2
2
𝐵−𝟏(𝐴𝒖 + 𝒇𝑢) + 𝜉𝜏𝒘 − 𝑟𝒖,                                                                                                                (12𝑎) 
𝒈(𝒘,𝒖) =
𝜎2
2
𝐵−𝟏(𝐴𝒘 + 𝒇𝑤) + 𝜉𝜏𝐵
−𝟏(𝐴𝒖 + 𝒇𝑢) − 𝑟𝒘,                                                                                      (12𝑏) 
𝑭(𝒚, 𝒘) =
𝜎2
2
𝐵−𝟏(𝐴𝒚 + 𝒇𝑦) + 𝜉𝜏𝐵
−𝟏(𝐴𝒘 + 𝒇𝑤) + −𝑟𝒚,                                                                                    (12𝑐) 
𝒈(𝒛, 𝒚) =
𝜎2
2
𝐵−𝟏(𝐴𝒛 + 𝒇𝑧) + 𝜉𝜏𝐵
−𝟏(𝐴𝒚 + 𝒇𝑦) + −𝑟𝒛.                                                                                       (12𝑑) 
Here,  
𝜉𝜏 = (𝑟 +
1
𝑠𝑓
𝜕𝑠𝑓(𝜏)
𝜕𝜏
−
𝜎2
2
).                                                                                                                                             (13) 
We would like to point out some flexibility in this work based on the explicit approach. The rate of change 
of the optimal exercise boundary is independent of the higher derivatives (delta, gamma, and speed 
options). By computing the optimal exercise boundary, we then implement a Dirichlet boundary 
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condition. Moreover, the numerical solutions of the asset and delta options with optimal exercise 
boundary as a coupled system are independent of the higher derivatives (gamma and speed option). The 
choice of including the gamma and speed options in the coupled system is to approximate them with high 
order accuracy. Furthermore, it is important to mention that If the choice is to obtain the numerical 
solutions of the asset option and optimal exercise boundary only, we can further introduce a compact 
discretization of the first derivative to accommodate such possibility as follows: 
𝑓′(𝑥𝑖−1) + 4𝑓
′(𝑥𝑖) + 𝑓
′(𝑥𝑖+1) =
3
ℎ
[𝑓(𝑥𝑖+1) − 𝑓(𝑥𝑖−1)] + 𝑂(ℎ
4).                                                                     (14𝑎) 
For 𝑖 = 1 and 𝑖 = 𝑀 − 1, we employ a one-sided formula as follows (Zhang and Wang, 2012; Bhatt and 
Khaliq, 2015): 
4𝑓′(𝑥0) + 𝑓
′(𝑥1) =
1
ℎ
[−
11
12
𝑓(𝑥0) − 4𝑓(𝑥1) + 6𝑓(𝑥2) −
4
3
𝑓(𝑥3) +
1
4
𝑓(𝑥4)] + 𝑂(ℎ
4).                              (14𝑏) 
4𝑓′(𝑥𝑀−1) + 𝑓
′(𝑥𝑀−2)
=
1
ℎ
[
11
12
𝑓(𝑥𝑀) − 4𝑓(𝑥𝑀−1) + 6𝑓(𝑥𝑀−2) −
4
3
𝑓(𝑥𝑀−3) −
1
4
𝑓(𝑥𝑀−4)] + 𝑂(ℎ
4).               (14𝑐) 
The matrix-vector form is as follows: 
𝐶 =
3
ℎ
[
 
 
 
 
 
 
 
 
 −
4
3
      2    −
4
9
     
1
12
    0 ⋯                      0
−1       0       1                                                ⋮ 
          −1     0     1                                          
             −1    0     1                             
0                              ⋱     ⋱     ⋱                      0
                                    −1         0       1 
⋮                                                       −1    0     1
0                            ⋯   −
1
12
       
4
9
   − 2    
4
3]
 
 
 
 
 
 
 
 
 
𝑀−1×𝑀−1
   ′ 
                               𝐷 =
[
 
 
 
 
 
 
4        1        0    ⋯                        0 
1        4       1                                ⋮ 
    1       4     1                      
                   1     4     1                   
0                          ⋱     ⋱     ⋱        0
 ⋮                                   1        4      1
0                         ⋯     0        1      4]
 
 
 
 
 
 
𝑀−1×𝑀−1
, 𝒇𝑢 =
11
12ℎ
[
 
 
 
 
 
−𝑢0
0
0
⋮
0
𝑢𝑀 = 0]
 
 
 
 
 
𝑀−1×1
,          (14𝑑) 
where 𝒖′ = 𝐷−𝟏(𝐶𝒖 + 𝒇𝑢). Implementing it in (3), we then have 
𝜕𝒖
𝜕𝜏
=
𝜎2
2
𝐵−𝟏(𝐴𝒖 + 𝒇𝑢) + 𝜉𝜏𝐷
−𝟏(𝐶𝒖 + 𝒇𝑢) − 𝑟𝒖,                                                                                                 (14𝑒) 
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which can be used to obtain the numerical solutions of the optimal exercise boundary and the asset 
option. 
3.2. Adaptive and Classical Fourth Order Time Integrators 
Adaptive Runge-Kutta-Fehlberg Method: By recasting our system of discretized partial differential 
equations in the form of ordinary differential equations, we then present (4) in explicit form as follows: 
𝜕𝒖𝑛
𝜕𝜏
=
𝜎2
2
𝐵−𝟏(𝐴𝒖𝑛 + 𝒇𝑢
𝑛) + 𝜉𝑛𝒘
𝑛 − 𝑟𝒖𝑛 ,                                                                                                               (15𝑎) 
𝜕𝒘𝑛
𝜕𝜏
=
𝜎2
2
𝐵−𝟏(𝐴𝒘𝑛 + 𝒇𝑤
𝑛 ) + 𝜉𝑛𝐵
−𝟏(𝐴𝒖𝑛 + 𝒇𝑢
𝑛) − 𝑟𝒘𝑛 ,                                                                                     (15𝑏) 
𝜕𝒚𝑛
𝜕𝜏
=
𝜎2
2
𝐵−𝟏(𝐴𝒚𝑛 + 𝒇𝑦
𝑛) + 𝜉𝑛𝐵
−𝟏(𝐴𝒘𝑛 + 𝒇𝑤
𝑛 ) − 𝑟𝒚𝑛 ,                                                                                       (15𝑐) 
𝜕𝒛𝑛
𝜕𝜏
=
𝜎2
2
𝐵−𝟏(𝐴𝒛𝑛 + 𝒇𝑧
𝑛) + 𝜉𝑛𝐵
−𝟏(𝐴𝒚𝑛 + 𝒇𝑦
𝑛) − 𝑟𝒛𝑛 .                                                                                         (15𝑑) 
In this work, we implement an adaptive fourth explicit Runge-Kutta-Fehlberg method (Fehlberg, 1969). 
This method uses a fifth-order Runge-Kutta method to estimate the local truncation error of the fourth-
order Runge-Kutta method (Burden et al., 2016). With a given tolerance, the optimal step size is obtained 
for each time level.  For brevity, we only describe function which follows from (12) and (15) for computing 
the new values and error of the asset option from the RKF as follows: 
The fourth-order Runge-Kutta method, 
?̅?𝑛+1 = 𝒖𝑛 + (
25
216
𝑳𝑢
1 +
1408
2565
𝑳𝑢
3 +
2197
4104
𝑳𝑢
4 −
1
5
𝑳𝑢
5),                                                                                         (16𝑎) 
is computed simultaneously with the fifth-order Runge-Kutta method 
𝒖𝑛+1 = 𝒖𝑛 + (
16
135
𝑳𝑢
1 +
6656
12825
𝑳𝑢
3 +
28561
56430
𝑳𝑢
4 −
9
50
𝑳𝑢
5 +
2
55
𝑳𝑢
6),                                                                 (16𝑏) 
and the error estimated as 
𝑒𝑢 = ‖?̅?
𝑛+1 − 𝒖𝑛+1‖∞ < 𝜀,                                                                                                                                           (16𝑐) 
where  
𝑳𝑢
1 = 𝒈(𝒖𝒏, 𝒘𝒏)𝑘, 𝑳𝑢
2 = 𝒈(𝒖𝒏 +
1
4
𝑳𝑢
1 , 𝒘𝒏 +
1
4
𝑳𝑤
1 ) 𝑘;                                                                                  (17𝑎) 
𝑳𝑢
3 = 𝒈(𝒖𝒏 +
3
2
𝑳𝑢
1 +
9
2
𝑳𝑢
2 , 𝒘𝒏 +
3
2
𝑳𝑤
1 +
9
2
𝑳𝑤
2 ) 𝑘,                                                                                                   (17𝑏) 
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𝑳𝑢
4 = 𝒈(𝒖𝒏 +
1932
2197
𝑳𝑢
1 −
7200
2197
𝑳𝑢
2 +
7296
2197
𝑳𝑢
3 , 𝒘𝒏 +
1932
2197
𝑳𝑤
1 −
7200
2197
𝑳𝑤
2 +
7296
2197
𝑳𝑤
3 ) 𝑘,                          (17𝑐) 
𝑳𝑢
5 = 𝒈(𝒖𝒏 +
439
216
𝑳𝑢
1 − 8𝑳𝑢
2 +
3680
513
𝑳𝑢
3 −
845
4104
𝑳𝑢
4 , 𝒘𝒏 +
439
216
𝑳𝑤
1 − 8𝑳𝑤
2 +
3680
513
𝑳𝑤
3 −
845
4104
𝑳𝑤
4 )𝑘,    (17𝑑) 
𝑳𝑢
6 = 𝒈(𝒖𝒏 −
8
27
𝑳𝑢
1 + 2𝑳𝑢
2 −
3544
2565
𝑳𝑢
3 +
1859
4104
𝑳𝑢
4 −
11
40
𝑳𝑢
5 ,𝒘𝒏 −
8
27
𝑳𝑤
1 + 2𝑳𝑤
2 −
3544
2565
𝑳𝑤
3 +
1859
4104
𝑳𝑤
4
−
11
40
𝑳𝑤
5 ) 𝑘.                                                                                                                                         (17𝑒) 
The same mathematical formulation in (16) and (17) also follows for computing the option Greeks. Hence, 
we skip them. Clayton et al. (2019) presented an improvement to the Runge-Kutta-Fehlberg method 
based on the work of Cash and Karp (1990) which they claimed yields a better error estimate.  We present 
it as follows: 
The improved fourth-order and fifth-order Runge-Kutta methods are given as  
𝒖𝑛+1 = 𝒖𝑛 + (
37
378
𝑳𝑢
1 +
250
621
𝑳𝑢
3 +
125
594
𝑳𝑢
4 +
512
1771
𝑳𝑢
6),                                                                                       (18𝑎) 
?̅?𝑛+1 = 𝒖𝑛 + (
2825
27648
𝑳𝑢
1 +
18575
48384
𝑳𝑢
3 +
13525
55296
𝑳𝑢
4 +
277
14336
𝑳𝑢
5 +
1
4
𝑳𝑢
6),                                                       (18𝑏) 
respectively. Here,  
𝑳𝑢
1 = 𝒈(𝒖𝒏, 𝒘𝒏)𝑘, 𝑳𝑢
2 = 𝒈(𝒖𝒏 +
1
5
𝑳𝑢
1 , 𝒘𝒏 +
1
5
𝑳𝑤
1 ) 𝑘;                                                                                  (19𝑎) 
𝑳𝑢
3 = 𝒈(𝒖𝒏 +
3
40
𝑳𝑢
1 +
9
40
𝑳𝑢
2 , 𝒘𝒏 +
3
40
𝑳𝑤
1 +
9
40
𝑳𝑤
2 ) 𝑘,                                                                                         (19𝑏) 
𝑳𝑢
4 = 𝒈(𝒖𝒏 +
3
10
𝑳𝑢
1 −
9
10
𝑳𝑢
2 +
6
5
𝑳𝑢
3 , 𝒘𝒏 +
3
10
𝑳𝑤
1 −
9
10
𝑳𝑤
2 +
6
5
𝑳𝑤
3 ) 𝑘,                                                             (19𝑐) 
𝑳𝑢
5 = 𝒈(𝒖𝒏 −
11
54
𝑳𝑢
1 +
5
2
𝑳𝑢
2 −
70
27
𝑳𝑢
3 +
35
27
𝑳𝑢
4 ,𝒘𝒏 −
11
54
𝑳𝑤
1 +
5
2
𝑳𝑤
2 −
70
27
𝑳𝑤
3 +
35
27
𝑳𝑤
4 ) 𝑘,                            (19𝑑) 
𝑳𝑢
6 = 𝒈(𝒖𝒏 +
1631
55296
𝑳𝑢
1 +
175
512
𝑳𝑢
2 +
575
13824
𝑳𝑢
3 +
44275
110592
𝑳𝑢
4 +
253
4096
𝑳𝑢
5 , 𝒘𝒏 +
1631
55296
𝑳𝑤
1 +
175
512
𝑳𝑤
2
+
575
13824
𝑳𝑤
3 +
44275
110592
𝑳𝑤
4 +
253
4096
𝑳𝑤
5 ) 𝑘.                                                                                 (19𝑒) 
If the condition in (16c) fails based on an arbitrary 𝜀, an optimal parameter is determined, from which a 
new time step is calculated until an optimal time step that satisfied (16c) is obtained. Moreover, if the 
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condition in (16c) is satisfied, a new time step is also estimated which will be used in the next time level. 
The calculation is done (we refer the reader to the work of Clayton et al., 2019) as follows: 
𝑘𝑛𝑒𝑤 = {
0.9𝑘𝑜𝑙𝑑(𝑇𝑜𝑙/𝑒𝑢)
1/5, 𝜀 ≤ 𝑒𝑢,
0.9𝑘𝑜𝑙𝑑(𝑇𝑜𝑙/𝑒𝑢)
1/4, 𝜀 > 𝑒𝑢.
                                                                                                           (20) 
Explicit Fourth-Order Runge-Kutta Method: Here, we employ a fourth-order explicit Runge-Kutta method 
(RK4) for temporal discretization. We fully describe the procedure for solving (15) using the Runge-Kutta 
method as follows: 
𝑹𝑢
1 = 𝒈(𝒖𝒏, 𝒘𝒏)𝑘, 𝑹𝑤
1 = 𝒈(𝒘𝒏, 𝒖𝒏)𝑘;                                                                                                               (21𝑎) 
𝑹𝑦
1 = 𝒈(𝒚𝒏, 𝒘𝒏)𝑘, 𝑹𝑧
1 = 𝒈(𝒛𝒏, 𝒚𝒏)𝑘;                                                                                                                  (21𝑏) 
𝑹𝑢
2 = 𝒈(𝒖𝒏 +
1
2
𝑹𝑢
1 ,𝒘𝒏 +
1
2
𝑹𝑤
1 ) 𝑘, 𝑹𝑤
2 = 𝒈(𝒘𝒏 +
1
2
𝑹𝑤
1 , 𝒖𝒏 +
1
2
𝑹𝑢
1)𝑘;                                                 (21𝑐) 
𝑹𝑦
2 = 𝒈(𝒚𝒏 +
1
2
𝑹𝑦
1 , 𝒘𝒏 +
1
2
𝑹𝑤
1 )𝑘, 𝑹𝑧
2 = 𝒈(𝒛𝒏 +
1
2
𝑹𝑧
1, 𝒚𝒏 +
1
2
𝑹𝑦
1)𝑘;                                                    (21𝑑) 
𝑹𝑢
3 = 𝒈(𝒖𝒏 +
1
2
𝑹𝑢
2 ,𝒘𝒏 +
1
2
𝑹𝑤
2 )𝑘, 𝑹𝑤
3 = 𝒈(𝒘𝒏 +
1
2
𝑹𝑤
2 , 𝒖𝒏 +
1
2
𝑹𝑢
2)𝑘;                                                (21𝑒) 
𝑹𝑦
3 = 𝒈(𝒚𝒏 +
1
2
𝑹𝑦
2 ,𝒘𝒏 +
1
2
𝑹𝑤
2 ) 𝑘, 𝑹𝑧
3 = 𝒈(𝒛𝒏 +
1
2
𝑹𝑧
2, 𝒚𝒏 +
1
2
𝑹𝑦
2)𝑘;                                                   (21𝑓) 
𝑹𝑢
4 = 𝒈(𝒖𝒏 + 𝑹𝑢
3 ,𝒘𝒏 + 𝑹𝑤
3 )𝑘, 𝑹𝑤
4 = 𝒈(𝒘𝒏 + 𝑹𝑤
3 , 𝒖𝒏 + 𝑹𝑢
3)𝑘;                                                                 (21𝑔) 
𝑹𝑦
4 = 𝒈(𝒚𝒏 + 𝑹𝑦
1 ,𝒘𝒏 + 𝑹𝑤
1 )𝑘, 𝑹𝑧
4 = 𝒈(𝒛𝒏 + 𝑹𝑧
1, 𝒚𝒏 + 𝑹𝑦
1)𝑘;                                                                    (21ℎ) 
𝒖𝑛+1 = 𝒖𝑛 +
𝑘
6
(𝑹𝑢
1 + 2𝑹𝑢
2 + 2𝑹𝑢
3 + 𝑹𝑢
4), 𝒘𝑛+1 = 𝒘𝑛 +
𝑘
6
(𝑹𝑤
1 + 2𝑹𝑤
2 + 2𝑹𝑤
3 + 𝑹𝑤
4 );                     (22𝑎) 
𝒚𝑛+1 = 𝒚𝑛 +
𝑘
6
(𝑹𝑦
1 + 2𝑹𝑦
2 + 2𝑹𝑦
3 + 𝑹𝑦
4), 𝒛𝑛+1 = 𝒛𝑛 +
𝑘
6
(𝑹𝑧
1 + 2𝑹𝑧
2 + 2𝑹𝑧
3 + 𝑹𝑧
4).                             (22𝑏) 
Approximation of the Optimal Exercise Boundary: Because of the explicit nature of our proposed 
method, we need to approximate the optimal exercise boundary before computing the asset option and 
option Greeks. To achieve this, we discretize (7) using both adaptive and classical RK4 method.  
Let  
𝜕𝑠𝑓
𝑛
𝜕𝜏
= 𝑔(𝑠𝑓
𝑛 , 𝑢?̅?
𝑛).                                                                                                                                                                 (23) 
For the adaptive Runge-Kutta-Fehlberg method, the fourth order Runge-Kutta method 
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𝑠𝑓
𝑛+1 = 𝑠𝑓
𝑛 + (
25
216
𝑅𝑠𝑓
1 +
1408
2565
𝑅𝑠𝑓
3 +
2197
4104
𝑅𝑠𝑓
4 −
1
5
𝑅𝑠𝑓
5 ),                                                                                     (24𝑎) 
is computed simultaneously with the fifth-order Runge-Kutta method 
?̅?𝑓
𝑛+1 = 𝑠𝑓
𝑛 + (
16
135
𝑅𝑠𝑓
1 +
6656
12825
𝑅𝑠𝑓
3 +
28561
56430
𝑅𝑠𝑓
4 −
9
50
𝑅𝑠𝑓
5 +
2
55
𝑅𝑠𝑓
6 ),                                                            (24𝑏) 
and the error estimated as 
𝑒𝑠𝑓 = |𝑠𝑓
𝑛+1 − ?̅?𝑓
𝑛+1| < 𝜀,                                                                                                                                                (24𝑐) 
where  
𝑅𝑠𝑓
1 = 𝑔(𝑠𝑓
𝑛 , 𝑢?̅?
𝑛)𝑘, 𝑅𝑠𝑓
2 = 𝑔 (𝑠𝑓
𝑛 +
1
4
𝑅𝑠𝑓
1 , 𝑢?̅?
𝑛) 𝑘, 𝑅𝑠𝑓
3 = 𝑔(𝑠𝑓
𝑛 +
3
2
𝑅𝑠𝑓
1 +
9
2
𝑅𝑠𝑓
2 , 𝑢?̅?
𝑛) 𝑘;                    (24𝑑) 
𝑅𝑠𝑓
4 = 𝑔 (𝑠𝑓
𝑛 +
1932
2197
𝑅𝑠𝑓
1 −
7200
2197
𝑅𝑠𝑓
2 +
7296
2197
𝑅𝑠𝑓
3 , 𝑢?̅?
𝑛) 𝑘;                                                                                       (24𝑒) 
𝑅𝑠𝑓
5 = 𝑔 (𝑠𝑓
𝑛 +
439
216
𝑅𝑠𝑓
1 − 8𝑅𝑠𝑓
2 +
3680
513
𝑅𝑠𝑓
3 −
845
4104
𝑅𝑠𝑓
4 , 𝑢?̅?
𝑛) 𝑘;                                                                          (24𝑓) 
𝑅𝑠𝑓
6 = 𝑔 (𝑠𝑓
𝑛 −
8
27
𝑅𝑠𝑓
1 + 2𝑅𝑠𝑓
2 −
3544
2565
𝑅𝑠𝑓
3 +
1859
4104
𝑅𝑠𝑓
4 −
11
40
𝑅𝑠𝑓
5 , 𝑢?̅?
𝑛) 𝑘.                                                           (24𝑔) 
For the sake of brevity, we skip the method of Cash and Karp (1990). For the classical Runge-Kutta method, 
we compute as follows: 
𝑅𝑠𝑓
1 = 𝑔(𝑠𝑓
𝑛 , 𝑢?̅?
𝑛)𝑘, 𝑅𝑠𝑓
2 = 𝑔 (𝑠𝑓
𝑛 +
1
2
𝑅𝑠𝑓
1 , 𝑢?̅?
𝑛) 𝑘, 𝑅𝑠𝑓
3 = 𝑔(𝑠𝑓
𝑛 +
1
2
𝑅𝑠𝑓
2 , 𝑢?̅?
𝑛) 𝑘;                                    (25𝑎) 
𝑅𝑠𝑓
4 = 𝑔 (𝑠𝑓
𝑛 + 𝑅𝑠𝑓
3 , 𝑢?̅?
𝑛) 𝑘, 𝑠𝑓
𝑛+1 = 𝑠𝑓
𝑛 +
1
6
(𝑅𝑠𝑓
1 + 2𝑅𝑠𝑓
2 + 2𝑅𝑠𝑓
3 + 𝑅𝑠𝑓
4 ).                                                     (25𝑏) 
Here, we choose ?̅? ∈ (0,3ℎ]. 
3.3. Computational Procedure using Adaptive RKF Time Integrator 
In this section, we describe the implementation and algorithm for computing the asset, delta, gamma, and 
speed options using the adaptive Runge-Kutta-Fehlberg and modified Runge-Kutta-Fehlberg method based on 
the work of Cash and Karp (1990). It is worth noting that in this work, we restrict the error estimate only 
with the asset option. That is, we use only 𝑒𝑢 to confirm to optimal time step. Moreover, we further 
implement an additional step in the selection of the optimal time step based on the work of Burden et al. 
(2016).  
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When approximating our numerical solutions, there is a threshold for 𝑘 above which the optimal exercise 
boundary, when computed from the quadratic equation, will give a complex value. We first adapt our code to 
find a 𝑘 below which we obtain real value for the optimal exercise boundary. We then set 𝑘𝑚𝑎𝑥 = 0.1𝑘 before 
finding the optimal step at each time level. An algorithm for obtaining the numerical solutions of the optimal 
exercise boundary, asset option, and the option Greeks in each regime using the fourth-order adaptive 
Runge-Kutta methods are described below. 
Algorithm 1. Algorithm for the Runge-Kutta-Fehlberg method (RKF1). 
 
1. initialize 𝑡 = 0, ℎ, 𝑘, 𝑇, 𝐴, 𝐵, 𝑇𝑜𝑙 
2. initialize 𝑠𝑓(𝑚)
𝑛 , 𝒖𝑚
𝑛 , 𝒘𝑚
𝑛 , 𝒚𝑚
𝑛 , 𝒛𝑚
𝑛 , for 𝑚 = 1,2,… , 𝐼. 
3. while 𝑡 < 𝑇 
4.       if 𝑡 + 𝑘 > 𝑇 
5.            𝑘 = 𝑇 − 𝑡 
6.       endif 
7.       while true 
8.             compute 𝑠𝑓(𝑚)
𝑛+1  based on (26) 
9.              if 𝑠𝑓(𝑚)
𝑛+1  is a real value, break 
10.              else 𝑘 = 0.1𝑘 
11.              endif 
12.      end while 
13.      compute 𝒇𝑢, 𝒇𝑤 , 𝒇𝑦 , 𝒇𝑧  
14.      compute 𝒖𝑚
𝑛+1, 𝒘𝑚
𝑛+1, 𝒚𝑚
𝑛+1, 𝒛𝑚
𝑛+1                                                                               ⇒ based on (16) and (17) 
15.      compute 𝑒𝑢 = ‖?̅?𝑛+1 − 𝒖𝑛+1‖
∞
,  
16.        if  𝑒𝑢 < 𝑇𝑜𝑙 
17.              set 𝒖𝑚
𝑛 = 𝒖𝑚
𝑛+1, 𝒘𝑚
𝑛 = 𝒘𝑚
𝑛+1, 𝒚𝑚
𝑛 = 𝒚𝑚
𝑛+1, 𝒛𝑚
𝑛 = 𝒛𝑚
𝑛+1, 𝑠𝑓(𝑚)
𝑛 = 𝑠𝑓(𝑚)
𝑛+1  
18.               set 𝛿𝑢 = 0.9(𝑇𝑜𝑙/𝑒𝑢)
1/4 and 𝑘 = 𝛿𝑢𝑘                       ⇒ based on the work of Clayton et al. (2019) 
19.               𝑡 = 𝑡 + 𝑘 
20.       else 
21.               set 𝛿𝑢 = 0.9(𝑇𝑜𝑙/𝑒𝑢)
1/5                                                  ⇒ based on the work of Clayton et al. (2019) 
22.       endif 
23. repeat 
 
Algorithm 2. Algorithm for the modified Runge-Kutta-Fehlberg method (Cash and Karp, 1990) (RKF2). 
 
1. initialize 𝑡 = 0, ℎ, 𝑘, 𝑇, 𝐴, 𝐵, 𝑇𝑜𝑙 
2. initialize 𝑠𝑓(𝑚)
𝑛 , 𝒖𝑚
𝑛 , 𝒘𝑚
𝑛 , 𝒚𝑚
𝑛 , 𝒛𝑚
𝑛 , for 𝑚 = 1,2,… , 𝐼. 
3. while 𝑡 < 𝑇 
4.       if 𝑡 + 𝑘 > 𝑇 
5.             𝑘 = 𝑇 − 𝑡 
6.       endif 
7.       while true 
8.             compute 𝑠𝑓(𝑚)
𝑛+1                                                       ⇒ based on the coefficient of Cash and Karp (1990) 
9.             if 𝑠𝑓(𝑚)
𝑛+1  is a real value, break  
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10.             else 𝑘 = 0.1𝑘 
11.             endif 
12.        end while 
13.        compute 𝒇𝑢, 𝒇𝑤 , 𝒇𝑦 , 𝒇𝑧 
14.        compute 𝒖𝑚
𝑛+1, 𝒘𝑚
𝑛+1, 𝒚𝑚
𝑛+1, 𝒛𝑚
𝑛+1                                                                        ⇒  based on (18) and (19) 
15.        compute 𝑒𝑢 = ‖?̅?𝑛+1 − 𝒖𝑛+1‖
∞
,  
16.        if  𝑒𝑢 < 𝑇𝑜𝑙 
17.              set 𝒖𝑚
𝑛 = 𝒖𝑚
𝑛+1, 𝒘𝑚
𝑛 = 𝒘𝑚
𝑛+1, 𝒚𝑚
𝑛 = 𝒚𝑚
𝑛+1, 𝒛𝑚
𝑛 = 𝒛𝑚
𝑛+1, 𝑠𝑓(𝑚)
𝑛 = 𝑠𝑓(𝑚)
𝑛+1  
18.               set 𝛿𝑢 = 0.9(𝑇𝑜𝑙/𝑒𝑢)
1/4 and 𝑘 = 𝛿𝑢𝑘                       ⇒ based on the work of Clayton et al. (2019) 
19.               𝑡 = 𝑡 + 𝑘 
20.       else 
21.               set 𝛿𝑢 = 0.9(𝑇𝑜𝑙/𝑒𝑢)
1/5                                                  ⇒ based on the work of Clayton et al. (2019) 
22.       endif 
23. repeat 
 
4. Numerical Experiment and Discussion 
In this section, the numerical performance of the proposed method is investigated and validated using 
two examples and further compared with the existing results. The numerical experiment was carried out 
on the mesh with a uniform grid size.   
4.1. Example  
Here, we first consider the example provided in the work of Zhu (2006). The following data is considered 
𝐾 = 100, 𝑇 = 1,          𝑟 = 10%,          𝜎 = 30%.                                                                                                 (26) 
In this example, we focus on comparing the values of the optimal exercise boundary. We compared the 
results of the adaptive Runge-Kutta-Fehlberg (FCS-RKF1) and modified adaptive Runge-Kutta-Fehlberg 
methods (FCS-RKF2) with the method of Zhu (2006) and numerical methods of Wu and Kwok (1997), as 
well as Nwankwo et al. (2020) which we label FCS-CN. We further label the compact scheme with the 
classical Runge-Kutta method as FCS-RK4. The results were listed in Table 1. The plot of the asset option, 
option Greeks, and optimal exercise boundary was displayed in Figs. 1-4.  
Table 1.  Comparison of the optimal exercise boundary for example 1 (𝜏 = 𝑇, ℎ = 0.01). 
Optimal Exercise Boundary 
Zhu (2007)           Wu and Kwok (1997)                FCS-CN                 FCS-RK4               FCS-RKF1            FCS-RKF2 
   76.11                             76.25                                    76.16                       76.15                       76.15                  76.15 
 
From Table 1, one can observe that our numerical approximation of the optimal exercise boundary is very 
close to the analytical approximation of Zhu (2006), especially, those of the FCS-RK4, FCS-RKF1, and FCS-
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RKF2. Moreover, we further observe from Fig. 4 that the FCS-RK4 method does not approximate the 
higher derivative accurately when compared with the FCS-CN, FCS-RKF1, and FCS-RKF2 
 
 
 
 
 
 
 
Fig. 1. Asset option, option Greeks and optimal exercise boundary with FCS-RKF1 (ℎ = 0.01, 𝜏 =
𝑇, 𝜀 = 10−8). 
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Fig. 2. Asset option, option Greeks and optimal exercise boundary with FCS-RKF2 (ℎ = 0.01, 𝜏 =
𝑇, 𝜀 = 10−8). 
From Table 1, one can observe that our numerical approximation of the optimal exercise boundary is very 
close to the analytical approximation of Zhu (2006), especially, those of the FCS-RK4, FCS-RKF1, and FCS-
RKF2. Moreover, we further observe from Fig. 4 that the FCS-RK4 method does not approximate the 
higher derivative accurately when compared with the FCS-CN, FCS-RKF1, and FCS-RKF2. 
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Next, we consider the example in the work of Kim et al. (2013) and compare our result with the FCS-CN, 
Kim et al. (2013), moving boundary method (Muthuraman, 2008), and the Binomial method (Cox et al., 
1979) used as the benchmark result. To effectively compare our runtime results with the existing methods, 
we use (14) to compute only the option values and the optimal exercise boundary. The following data is 
considered 
𝐾 = 100, 𝑇 = 0.5,       𝑟 = 5%,          𝜎 = 20%,                                                                                                   (27) 
 
 
 
 
 
 
Fig. 3. Asset option, option Greeks, and optimal exercise boundary with FCS-RK4 (ℎ = 0.01, 𝜏 = 𝑇). 
The results were listed in Tables 3 and 4. The plot of adaptive optimal time step selection for each time 
level is displayed in Fig. 5. 
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Fig. 4. Option value, option Greeks and optimal exercise boundary with FCS-CN (ℎ = 0.01, 𝜏 =
𝑇, 𝜀 = 10−8). 
From Tables 3 and 4, one can easily observe the performance of the FCS-RKF1 and FCS-RKF2 over FCS-
RK4. Furthermore, we confirm the efficiency of FCS-RKF2 over FCS-RKF1 in terms of error estimate. With 
𝜀 = 10−8, the FCS-RKF2 is very close to the binomial method that serves as a benchmark in this example. 
However, for FCS-RKF1, it took  𝜀 = 10−13 to even get closer to the benchmark result. We observed during 
the numerical experiment that it took 𝜀 = 10−15 for FCS-RKF1 to get very close to the benchmark result. 
From Fig. 5, we can also observe the dependent of the optimal time selection on the tolerance 𝜀. 
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Table 2.  Comparison of the asset option in example 2 (ℎ = 0.01). 
S       Binomial          MBM             Kim et al.     FCS-CN         FCS-RK4         FCS-RKF1        FCS-RKF1      FCS-RKF2 
                                                                                                   𝜀 = 10−8          𝜀 = 10−8       𝜀 = 10−13     𝜀 = 10−8                                                                                                                
80       20.0000       20.0000        20.0000        20.0000        20.0000             20.0000         20.0000        20.0000 
90       10.6661       10.6680        10.6661        10.6666        10.6675             10.6694         10.6664        10.6661 
100      4.6556         4.6504          4.6549          4.6563           4.6576               4.6597           4.6560          4.6556 
100      1.6681         1.6629          1.6686          1.6683           1.6695               1.6708           1.6682          1.6679      
120      0.4976         0.4993          0.4985          0.4977           0.4983               0.4989           0.4977          0.4975 
Fig. 5. Optimal time step selection for each time level using FCS-RKF2. 
 
Table 3.  Comparison of the adaptive Runge-Kutta methods in example 2 (ℎ = 0.01). 
S                                                          FCS-RKF1                                                            FCS-RKF2 
                                   𝜀 = 10−3          𝜀 = 10−5           𝜀 = 10−8            𝜀 = 10−3         𝜀 = 10−5            𝜀 = 10−8                                                                                                           
CPU time(s)                 34.25                 46.82                39.53                  21.29               78.50                  2352.01 
𝑠𝑓(𝜏)                           83.8189            83.8530            83.8467             83.8790           83.8827               83.8968  
Max. time step          3.13e-3             1.33e-3             4.15e-4             1.07e-3            2.88e-4                9.04e-6 
Min. time step           4.41e-5            1.39e-5             2.48e-6              1.69e-4            2.18e-5                6.94e-7 
 
Conclusion 
We have proposed an adaptive and explicit fourth-order Runge-Kutta-Fehlberg method with a fourth-
order compact scheme for pricing American options. By implementing logarithmic transformation, taking 
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a further derivative, adopting the method of Kim et al. (2013, 2017), we then obtain an analytical formula 
for the velocity of the optimal exercise boundary, recast the free boundary problem to a system of coupled 
ordinary differential equations, employ compact finite difference scheme for spatial discretization with 
Dirichlet boundary condition and implement an adaptive and explicit fourth-order Runge-Kutta-Fehlberg 
method for temporal discretization This enables us to approximate the optimal exercise boundary, 
options value, and option Greeks in the set of coupled ODEs with high order accuracy. By further 
comparing our result with the classical Runge-Kutta (FCS-RK4) and implicit Crank-Nicholson (FCS-CN) 
methods, we then validate the superiority of the adaptive methods (FCS-RKF1 and FCS-RKF2) over FCS-
RK4. Based on the error estimate, we can further confirm that the FCS-RKF2 performs better than the FCS-
RKF1 in terms of numerical approximation and error estimate. 
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