Abstract. Entropic thresholding provides an alternative view to the design rationale of conventional thresholding. Abutaleb proposed a second-order entropic thresholding approach to improve Pun's first-order entropic thresholding by introducing a 2-D gray-level histogram to take into account the spatial correlation. Abutaleb's (1989) 
Introduction
Thresholding is an initial step of image segmentation. Many thresholding techniques have been studied in the past. Of particular interest is entropic thresholding, which uses Shannon's entropy of an image histogram as a thresholding criterion to segment an image. The first work to introduce the entropic approach into thresholding was investigated by Pun 1 and later improved by Kapur et al. 2 Due to the fact that the Pun-Kapur et al. approach is based on the image histogram, which is the first-order statistic, their method can be regarded as a first-order entropic thresholding. A major drawback of first-order thresholding is that the spatial correlation between pixels is not taken into account. As a result, the performance is generally not satisfactory. Pal and Pal 3 extended Pun-Kapur et al. method by using a gray-level co-occurrence matrix to account for correlation between pixels. Two methods were suggested in Ref. 3 , called local entropy and joint entropy, both of which were also based on maximization of Shannon's entropy. Recently, Chang et al. 4 adopted a different approach that uses the concept of relative entropy defined on a gray-level cooccurrence matrix to minimize the discrepancy between an original image and a thresholded image. Since the graylevel co-occurrence matrix is basically a 2-D spatial graylevel histogram, the methods in Refs. 3 and 4 can be thought of as second-order entropic thresholding approaches.
An alternative to considering a 2-D spatial gray-level histogram is one introduced by Abutaleb, 5 which is formed by the 1-D gray-level histogram and the 1-D local average gray-level histogram. Abutaleb's work was the first report to propose using such a 2-D ͑gray-level, local average graylevel͒ histogram, to be called Abutaleb's histogram, to improve the first-order entropic thresholding techniques. His approach is also a second-order entropic thresholding technique. However, unlike methods in Refs. 3 and 4, which generate only one threshold, Abutaleb found a pair of thresholds, one for each dimension, and his method was further improved by Brink. 6 The advantage of the Abutaleb-Brink approach is that the two thresholds can be simultaneously adjusted to obtain a better image quality than methods 3, 4 using the same threshold value for both dimensions. Nevertheless, a principal disadvantage of the Abutaleb-Brink method is the computational cost, which exponentially increases with the image size and the total number of gray levels. To alleviate this problem, Chen et al. 7 proposed a fast 2-D thresholding algorithm that decomposes a thresholding process into two procedures. The first-stage procedure is to quantize gray levels of an image prior to thresholding, followed by a second-stage procedure to find a pair of thresholds based on this quantized image.
Although the two obtained thresholds may not be exactly the desired optimal threshold vectors, they should be very close. How close they are depends on how fine the gray levels are to be quantized. It was proved 7 that L 2/3 is the optimal number of quantization levels, where L is the total number of gray levels to be used for the image, and x is defined as the smallest integer уx, and the required computing time is significantly reduced.
In this paper, a hierarchical fast 2-D entropic thresholding pyramid algorithm is presented that includes Chen et al.'s 2-D fast thresholding algorithm as a special case. The proposed algorithm is basically a hierarchical thresholding process that can be implemented in multiple stages using a gray-level histogram pyramid rather than only two stages, as described in Ref. 7 . It expands Abutaleb's 2-D gray-level histogram into a 2-D gray-level histogram pyramid. Each layer of the histogram pyramid represents a reduced-size/resolution version of Abutaleb's 2-D graylevel histogram, with the number of gray levels gradually reduced as the layer number increases. Each layer in the histogram pyramid represents a 2-D gray-level histogram generated by merging into one gray level vector ͑gray level, local average gray level͒ a fixed number of gray level vectors in the histogram of its next immediate lower layer. In other words, the histogram of layer k can be also thought of as a quantized version of the histogram of layer kϪ1 with gray level vectors viewed as quantization level vectors. Based on this pyramidal histogram structure, Chen et al.'s 2-D fast thresholding algorithm can be implemented by a two-layer histogram pyramid process. The top layer ͑i.e., the second layer͒ corresponds to a 2-D gray-level histogram obtained by uniformly quantizing the original Abutaleb 2-D gray-level histogram along each dimension in the bottom layer ͑i.e., the first layer͒. The uniform quantizer to be used is one merging L 1/3 gray levels along each dimension in the bottom layer into one gray level in the top layer with x defined as the largest integer рx. More generally, assume that q is the number of gray levels to be merged along each dimension in a layer of the 2-D gray-level histogram pyramid, q 2 gray level vectors ͑i.e., q gray levels in each dimension͒ will be merged into one gray level vector and the size of the histogram will be reduced by a ratio q 2 Ϫ1 as the layer number is increased. As a result, the computer processing time can be significantly reduced to
) of Chen et al.'s algorithm, where log q L is the number of layers in the pyramid. This means the new proposed algorithm can further reduce the complexity, L
, and achieves an optimal complexity because it requires at least O(L 2 ) to search for two optimal thresholds independently along each dimension. It can be also shown that the optimal choice for q is 2. Experimental results demonstrate that the proposed 2-D hierarchical pyramid thresholding algorithm requires only one tenth the computing time of Chen et al.'s algorithm and 1/600 to 1/800 of that for Brink's method. This is a substantial saving.
In Sec. 2, three 2-D entropic thresholding algorithms, Abutaleb's, Brink's, and Chen et al.'s algorithms are briefly reviewed. In Sec. 3, a new hierarchical entropic thresholding pyramid algorithm is described that is made up of two algorithms, a build-up algorithm for Abutaleb's 2-D gray-level histogram pyramid and a modified version of Chen et al.'s algorithm. In Sec. 4, experimental results based on six test images are included to show that the new algorithm is indeed very efficient and effective. In Sec. 5, the computational complexity is discussed on the basis of trade-off between various quantization schemes used in the pyramid build-up algorithm and the new algorithm is shown to achieve optimal complexity. Also discussed in Sec. 5 is a further computational saving that can be achieved by narrowing the search areas for optimal threshold vectors in Abutaleb's histogram to a smaller feasible region. Finally, a brief conclusion is given in Sec. 6.
2-D Entropic Thresholding
Entropy is an uncertainty measure first introduced by Shannon into information theory to describe how much information is contained in a source governed by a probability law. This concept becomes increasingly important in image processing, since an image can be interpreted as an information source with the probability law given by its image histogram. The first work applying the concept of entropy to thresholding was investigated by Pun, 1 who suggested selecting a threshold that maximizes the sum of entropies of the object and background classes. Although Pun's algorithm was later corrected and improved by Kapur et al., 2 their results were generally not satisfactory. This is primarily due to the fact that the image histogram they considered was the first-order statistic and did not take into consideration the spatial correlation. To remedy this problem, several approaches [3] [4] [5] have been proposed to account for the spatial correlation between pixels.
Two types of 2-D gray-level histograms are of interest, one is the gray-level co-occurrence matrix suggested by Haralick et al., 8 and the other was proposed by Abutaleb.
5
While the former has found a wide range of applications in texture analysis, the latter is almost entirely limited to thresholding applications. The work in Refs. 3 and 4 used the gray-level co-occurrence matrix of an image to define a 2-D gray-level histogram from which various second-order entropies can be defined. The difference between Refs. 3 and 4 is that the former maximized the second-order Shannon's entropy, while the latter minimized the relative entropy between an original image and a thresholded image. Abutaleb's 2-D gray-level histogram is another type of 2-D gray-level histogram that differs from the gray-level co-occurrence matrix. It is formed by the Cartesian product of the original 1-D gray-level histogram and the 1-D local average gray-level histogram generated by applying a local window to each pixel of the image and calculating the average of the gray levels within the window. Since Abutaleb's 2-D gray-level histogram is the main focus in this paper, the gray-level co-occurrence matrix approach to thresholding is not discussed here ͑but refer to Refs. 3 and 4͒.
Abutaleb's Approach 5
Suppose that a digital image I is represented by a set of NϫM pixels. Associated with a pixel at the spatial location (x,y) in image I is a gray level function f (x,y) taking values in a discrete set Gϭ͕0,1,...,LϪ1͖, called gray lev-els. For each pixel (x,y), we can also consider a window with size nϩ1ϫnϩ1 centered at the pixel (x,y) and calculate its local average gray level within the window by
where nрN and nрM . ͑1͒
From Eq. ͑1͒ a pixel at (x,y) can be assigned a pair of gray levels (i, j), where gray level i and local average gray level j are determined by f (x,y) and g(x,y) respectively. Let r i j denote the frequency of occurrence of the pair (i, j) in the image I. The prior probability of the pair (i, j) is given by
Based on Eq. ͑2͒, Abutaleb's 2-D gray-level histogram, denoted by W, can be depicted by Fig. 1 and defined by a matrix ͓W(i, j)͔ LϫL with entries W(i, j)ϭr i j , where i and j represent the horizontal and vertical axes, respectively, with ͑0,0͒ at the left upper corner. Both gray level i and local average gray level j take values in Gϭ͕0,1,...,LϪ1͖. If we assume that the pair (T,S) is a threshold vector to be used for thresholding, the (T,S) divides Abutaleb's 2-D histogram into four quadrants. These quadrants can be further classified into the diagonal quadrants A and C and off-diagonal quadrants B and D, respectively, in Fig. 1 . Since pixels belonging to either the object class or background class are expected to have small graylevel variations, diagonal quadrants A and C reflect local properties. On the other hand, off-diagonal quadrants B and D represent greater differences between gray levels and local mean, which reflect transitions between background and objects, thus, they are very likely to be edges. Nevertheless, this is not necessarily true in general. For instance, the diagonal of matrix in Fig. 1 generally represents perfectly homogeneous regions. As shown in Fig. 1 , the diagonal line passes through quadrant B if the threshold pair (S,T) with SϾT ͑or could be quadrant D if SϽT͒. In such a case, pixels represented by gray levels on the diagonal cannot be edges. Abutaleb's 2-D histogram may not do well, for example, the results in Fig. 8 in Sec. 4. However, if we allow a tolerance for small deviations from the diagonal, which may be caused by noise effects, the diagonal line can be expanded into a diagonal band so that if pixels represented by this band can be still thought of to be in a homogeneous region. A similar idea considered for spectral co-occurrence matrix 9 can be applied to this case. But, it is not our major concern and is not pursued here.
From Fig. 1 , the probabilities of the object class and background class can be calculated by
Using Eqs. ͑3͒ as normalization factors, the normalized a posteriori probabilities of the object class and background class are functions of threshold vector (T,S) and defined as
From the a posteriori probabilities given by Eqs. ͑4͒ we can define the entropy for the background class, denoted by H B (T,S) and the entropy of the object class, denoted by H O (T,S) as follows:
Following the idea suggested in Ref. 6, Abutaleb used Eqs. ͑5͒ to define the total entropy sum given by
Abutaleb claimed that the best threshold vector (T*,S*) is the one that maximizes Eq. ͑6͒, namely, (T*,S*) is the solution to the following maximization problem.
͑ T*,S*͒ϭarg͕max
⌿͑T,S ͖͒. ͑7͒ Yang, Chung, and Chang: Hierarchical fast two-dimensional entropic thresholding . . . 
Brink's Approach
͑ T*,S*͒ϭarg͕ max Tϭ0,1,••• ,LϪ1 Sϭ0,1,••• ,LϪ1 ͓min͕H B ͑ T,S ͒,H O ͑ T,S ͖͔͖͒.
͑8͒
Brink showed that in most experiments, the max-min method performed better than Abutaleb's maximization of the total entropy sum.
Chen et al.'s Approach 7
Since Brink's method requires brute force to solve Eq. ͑8͒ by exhaustively searching for all possible pairs of (T,S) with T and S ranging from 0 to LϪ1, the computational cost is very expensive and the complexity can be as high as O(L 4 ). To alleviate this problem, Chen et al. 7 proposed a fast algorithm to find a solution to Eq. ͑8͒. Rather than directly finding an optimal threshold vector (T*,S*), their idea was to decompose Brink's thresholding procedure into two processes. The first-stage process is to quantize the original image using a small number of gray levels from which a set of candidate threshold vectors C, called local optimal threshold vectors, can be generated using Eq. ͑8͒. This quantization procedure narrows the search area for an optimal threshold vector (T*,S*) to a candidate set of local optimal threshold vectors. This is followed by a second stage process in which Brink's method is applied again to this candidate set of local optimal threshold vectors to obtain a desired optimal threshold vector. It was shown 7 that the computer processing time required for Chen et al.'s fast algorithm was O(L 8/3 ), which is a significant saving in storage and time compared to O(L 4 ). For instance, the saving could be reduced from 1 h to 1 min in some experiments conducted in this paper and is calculated based on total computing time and Lϭ256. where e is the tolerance of quantization error.
7. Reduce k by 1 and go to step 2 until kϽ0.
Experimental Results
In this section, results of experiments conducted to make a comparative study of various thresholding algorithms described in this paper are presented. In addition, the advantages that the proposed algorithm can offer in terms of time and memory saving and an extension into three-level thresholding are also discussed. Six images were used for comparison ͑shown in Figs. 4 to 9͒, which were 256ϫ256 pixels, with gray level values of Gϭ͕0,1,...,255͖ and Lϭ256. The window size used to generate local average gray levels was 3ϫ3. The number of pixels merged for the bins in each layer, q was chosen to be 2 and the tolerance of quantization error eϭ1. The total number of layers constructed in Abutaleb's 2-D histogram pyramids was 8, i.e., Kϭ7. All images were run on a Sun Sparc 20 workstation with OS version 5.4 and 32M memory using C language. The histogram size of two successive layers was reduced by a factor of 4 as the layer was incremented. More specifically, for each k, the histogram size of layer k is only a quarter of that of layer kϪ1. Four methods were studied for computational complexity: Brink's method, Chen et al.'s algorithm, diagonal search, and the proposed hierarchical pyramid algorithm. The diagonal search is a special version of Brink's method that lim- Yang, Chung, and Chang: Hierarchical fast two-dimensional entropic thresholding . . . its the optimal threshold vector (T*,S*) to the diagonal line of Abutaleb's 2-D gray-level histogram (T*,T*), i.e., T*ϭS*. As expected, the computing time of the diagonal search is reduced at least one order lower than that required for (T*,S*) by Chen et al.'s algorithm, since only 256 gray levels are compared for the diagonal search instead of 256ϫ256 gray level pairs required for Brink's algorithm. Experiments using the diagonal search were included in our comparative study to demonstrate the efficiency of the hierarchical pyramid algorithm. The results tabulated in Tables 1 and 2 All the three-level thresholded images are generated by setting the gray levels in quadrant A to 0, quadrant C to 255, and quadrants B and D ͑i.e., corresponding to edges and noise͒ to 127, respectively. Threshold vectors generated by these four methods are tabulated in Table 2 . As shown in the table, the threshold vectors produced by the new algorithm are very different from those computed by the other three methods ͑which differ only slightly͒. This is indeed an advantage of the new algorithm over the other three methods, as demonstrated in Figs. 4 to 7 , where the images thresholded by the new algorithm are of better quality than the other thresholded images. In images of Figs. 4͑b͒, 4͑d͒ , and 4͑e͒ the front pepper is classified as foreground and the other two peppers are classified as background since they correspond to quadrant C and quadrant A, respectively. This is not the case for the image of Fig. 4͑c͒ , where the rear pepper emerges from the background and appears in the foreground as an object. This is attributed to the fact that the rear pepper is identified by quadrants B and D. From Table 2 , we can see the threshold vector ͑119,79͒ generated by the new pyramid algorithm is far different from ͑109,110͒ by the other three methods. This shows that by allowing a certain deviation from the diagonal line in Abutaleb's 2-D histogram, a better thresholded image can be produced. Similar evidence is also demonstrated in Figs. 5 to 7. In particular, for the ''Text2'' image, Fig. 6͑c͒ is obviously much better than Figs. 6͑b͒, 6͑d͒, or 6͑e͒. In Fig. 7 , although all thresholded images miss the rose, Fig. 7͑c͒ picks up more portions of the leaves of the rose than Figs. 7͑b͒, 7͑d͒, or 7͑e͒. For the images in Figs. 8 and 9 , all thresholded images produced by these four methods look very much alike with no significant differences. Note that the six images included in this paper are only representative image among many images examined in our laboratory. Based on our experiments, the new pyramid algorithm generally performs better than the other three methods. Most impressively, the computational saving is enormous.
Discussion of Computational Complexity
Recall that in step 3 of the histogram pyramid build-up algorithm, q gray levels along each dimension are merged into one gray level by averaging. In general, this step can be replaced with any 2-D vector quantizer to achieve a better quantization at the expense of complexity. 10 
Complexity on Quantization
As mentioned previously, Chen et al.'s algorithm is a special version of the new hierarchical pyramid algorithm because the algorithm can be implemented as a two-layer pyramid algorithm in which the histogram of the top layer in the pyramid is obtained by a 2-D uniform vector quantizer using a quantization threshold square L 1/3 ϫ L 1/3 to quantize the original Abutaleb 2-D gray-level histogram in the bottom layer. However, the threshold vectors found by the uniform quantization are generally suboptimal. Of course, this can be further improved by designing an optimal vector quantizer 11 instead of the uniform vector quantizer, but it may not be worthwhile due to complexity of finding global extrema at tremendous computational cost. The averaging used in step 3 of the histogram pyramid construction is probably the simplest quantization scheme to achieve the best compromise between computational complexity and implementation. This is shown by the fact that the computer processing time required for the new al- Yang, Chung, and Chang: Hierarchical fast two-dimensional entropic thresholding . . . 
) for Chen et al.'s algorithm, both of which are reduced from O(L 4 ) by simple quantization techniques. Note that since the averaging and uniform quantizations are simple arithmetic operations, their computing times should be negligible and will not affect the computational complexity to be considered here. On the other hand, this is not true if an optimal vector quantizer is used in each layer. This is because the computing time of generating optimal vector quantizers using the Linde-Buzo-Gray ͑LBG͒ algorithm 11 cannot be neglected and, in the worse case, may even dominate the total processing time.
Comparison between Chen's et al.'s Algorithm and the New Algorithm
In Chen et al.'s algorithm, it was proved that the optimal number of the quantized gray levels to be used in the uniform quantizer was L 2/3 , which resulted in a complexity . On the other hand, it also requires at least L 2 comparisons to search for an optimal threshold vector (T*,S*), because each dimension of Abutaleb's 2-D gray-level histogram has L gray levels, and is independent of the other dimensions. This implies a surprising result. Despite the fact that the averaging is not an optimal quantization method, the new hierarchical pyramid algorithm actually achieves the optimal complexity O(L 2 ). Furthermore, the optimal value of q required for the new algorithm is also proved to be 2 in the Appendix.
One disadvantage of this new algorithm is that the final threshold vector generated is a suboptimal solution. It is true that a better or an optimal quantization scheme to find the desired optimal threshold vectors can be used. In this case, each layer in the histogram pyramid needs a different optimal quantizer to find the optimal threshold vector, at the expense of significantly increased computational cost. Nevertheless, according to our experiments ͑Figs. 4 to 9͒, the images thresholded by optimal threshold vectors are about the same as those thresholded by the new algorithm and the improvement in image quality is negligible. As described in Subsec. 5.1, such a trade-off is computationally too expensive and not worth the effort.
Comparison between Diagonal Search and New Algorithm
It is interesting to note from Table 1 that the computing time of the new algorithm was approximately about 1/5 of that of the diagonal search, despite 256ϫ256 gray level vectors needed to be searched for the former and only 256 gray levels for the latter. The diagonal search must examine all 256 gray levels to find an optimal threshold value, while the new algorithm takes advantages of the pyramidal structure of the histogram, and only a certain set of local optimal threshold vectors, called the candidate set, is processed for each layer. As a result, the computational load of finding an optimal threshold vector among 256ϫ256 gray level vectors is distributed over the candidate sets in all layers, each of which has relatively small size. On the other hand, the number of gray level vectors in each layer of the pyramid as well as the candidate set are exponentially decreased as the layer is increased. Consequently, the increase of overhead for overall computing time is still limited. The computing time shown in Table 1 includes the time for constructing histogram pyramids ͑about 1 s͒ and the time for finding local optimal threshold vectors for all layers. It is clear that all six test images require nearly the same computing time, ranging from 3 to 4 s. For instance, for the ''Lena'' image, the new algorithm requires about 2 s to construct the histogram pyramid and about 2 s to find the desired threshold vector.
Feasible Region for Searching Optimal Threshold Vectors
Another computational saving can be achieved by eliminating unnecessary ͑gray level, local average gray level͒ pairs in Abutaleb's 2-D gray-level histogram prior to thresholding. Since the local average gray level is calculated based on a 3ϫ3 window, some regions in Abutaleb's 2-D graylevel histogram will never be chosen for threshold vectors. For instance, if a pixel has gray level i, the local average gray level obtained from Eq. ͑1͒ must be either Ͻi/9 or у(8Lϩi)/9, as shown in Fig. 10 , where the two regions labeled by I are impossible regions to be chosen for threshold vectors. The right upper triangle area, obtained by the line connecting ((0,0),(L Ϫ 1, L/9 Ϫ 1)), contains graylevel pairs with the local average gray levels Ͻi/9. Similarly, the left lower triangle area obtained by the line connecting ((8L/9 Ϫ 1,0),(L Ϫ 1, L Ϫ 1)), contains gray-level pairs with the local average gray levels у(8L ϩ i)/9. The regions labeled by II in Fig. 10 are designated as noise areas. They are obtained by assuming the surrounding pixels within a 3ϫ3 window with gray levels р1/4 of that of the central pixel in the window. In this case, the local average gray levels will be in the range of either ͓i/9, L/3) or ͓(2L ϩ i)/3, 8L/9), where i is the gray level of the central pixel. For instance, if the central pixel has gray level 255 Yang, Chung, and Chang: Hierarchical fast two-dimensional entropic thresholding . . . and the gray levels of the surrounding pixels are less than 64, i.e., 1/4 of 255, the corresponding local average gray level of the pixel will be less than 255/3, which lies in the region II. As a result, the pixel will be considered to be noise. This will further reduce the searching area for the candidate threshold vectors to the region indicated by III in Fig. 10 . Consequently, the feasible area of finding a desired threshold vector can be limited to region III without wasting efforts in regions I and II. Note that the noise areas can be also adjusted based on practical needs by changing the gray-level ratio of the central pixel to the surrounding pixels such as from 1/4 to 1/3 or 1/5.
Conclusion
Second-order entropic thresholding has been proven useful by taking advantage of spatial correlation. However there is a trade-off of exponential growth of computing time. Although a fast 2-D algorithm recently proposed by Chen et al. can reduce the computational complexity to a certain extent, the computing cost is still high. In this paper, Chen et al.'s algorithm was improved by introducing a pyramidal structure into Abutaleb's 2-D gray-level histogram. The proposed new hierarchical pyramid algorithm consists of an algorithm to build a bottom-up histogram pyramid, and a modified Chen et al. algorithm, implemented iteratively using histograms from the top layer to the bottom layer of the pyramid. By doing so, the computational load is distributed over different layers, which saves storage and computing time. This new algorithm has been shown to achieve optimal complexity O(L 2 ). The optimal number of gray-level vectors to be averaged in each layer in the pyramid is also shown to be 4, i.e., two for each dimension. Experiments demonstrate that the time required for the new algorithm is substantially low compared to that of Chen et al.'s algorithm by a factor of 1/10.
Appendix: Proofs of Optimal Complexity and
Optimal q
In the following, we derive and prove that the computational complexity of the new algorithm is O(L 2 ), and the optimal choice for q is 2.
From Figs. 2 
Ϫ1͔͒. ͑19͒
Since L is much larger than e, either w*Ϸ2 or w*Ϸ0. Obviously, the case of w*Ϸ0 is of no practical interest, which leaves the case that w*Ϸ2. Furthermore, Eq. ͑19͒ Ͼ0 because the first term of Eq. ͑18͒ is 0 due to Eq. ͑16͒, w*Ͼ1 due to Eq. ͑17͒, and (1Ϫ4e 2 ϩ4e 2 L 2 )Ͼ0 as long as L is much larger than e. As a result, the optimal q*ϭͱw*ϭ& is a minimum point of Eq. ͑15͒. However, q is the number of pixels to be merged in each layer and must be greater than 1, which implies that the best choice for q* approximating ͱ2 is 2.
