Symplectic integrators for the matrix Hill's equation and its
  applications to engineering models by Bader, Philipp et al.
ar
X
iv
:1
51
2.
02
34
3v
1 
 [m
ath
.N
A]
  8
 D
ec
 20
15
Symplectic integrators for the matrix Hill’s equation
and its applications to engineering models
Philipp Badera,∗, Sergio Blanesb, Enrique Ponsodab, Muaz Seydaog˘luc
aDepartment of Mathematics and Statistics, La Trobe University, 3086 Bundoora VIC,
Australia
bInstituto de Matema´tica Multidisciplinar, Universitat Polite`cnica de Vale`ncia. Spain
cDepartment of Mathematics, Faculty of Art and Science, Mus¸ Alparslan University, 49100,
Mus¸, Turkey
Abstract
We consider the numerical integration of the matrix Hill’s equation. Parametric
resonances can appear and this property is of great interest in many different
physical applications. Usually, the Hill’s equations originate from a Hamilto-
nian function and the fundamental matrix solution is a symplectic matrix. This
is a very important property to be preserved by the numerical integrators. In
this work we present new sixth-and eighth-order symplectic exponential inte-
grators that are tailored to the Hill’s equation. The methods are based on an
efficient symplectic approximation to the exponential of high dimensional cou-
pled autonomous harmonic oscillators and yield accurate results for oscillatory
problems at a low computational cost. Several numerical examples illustrate
the performance of the new methods.
Keywords: matrix Hill’s equation; Mathieu equation; parametric resonance;
symplectic integrators; Magnus expansion
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1. Introduction
The study of the potential of a charged particle moving in the electric field
of a quadrupole, without considering the effects of the induced magnetic field,
leads to the equations of motion
d2
dt2
x1x2
x3
 =

− 2e
md
(E0 + E1 cos(t)) 0 0
0
2e
md
(E0 + E1 cos(t)) 0
0 0 0

x1x2
x3
 ,
where e is the charge of the particle, m is the mass and d is the minimum
distance from the electrode to the x3-axis (the direction in which the particle
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is traveling), and E(t) = E0 + E1 cos(t) is the electric field which is radio-
frequency-modulated, see [21].
The decoupled equations for xi, i = 1, 2, are the well-known Mathieu equa-
tions
x′′(t) + (α− β cos(t)) x(t) = 0 ;
where α and β are constant parameters and each prime denotes a derivative in
time.
Stable trajectories are guaranteed only in certain regions in the α− β plane
and hence, the the motion of the particles can be regulated by E0 and E1 by
placing them within or outside of said stability regions.
This property allows to filter particles and is the underlying principle of
quadrupole mass spectrometry. The setup is also known as Paul’s trap [19]. This
important application motivated a great interest in the study of periodically
time-dependent systems and the effect of parametric resonances.
In this work, we consider the more general problem which is a matrix version
of the so called Hill’s equation
x′′ +M(t)x = 0 , (1)
where t ∈ R, x ∈ Cr and M(t) is a periodic r × r matrix valued function with
period T . Frequently, eq. (1) is written as
x′′ +
(
A+
∞∑
n=1
Bn cos(nt)
)
x = 0 , (2)
which reduces - when truncating after the first term - to the Mathieu equation.
The Hill’s equation has many applications in practical periodically vari-
able systems like the study of quadrupole mass filters and quadrupole devices
[13, 19], microelectromechanical systems [23], parametric resonances in Bose-
Einstein condensates [10, 14], spatially linear electric fields, dynamic buckling
of structures, electrons in crystal lattices, waves in periodic media, etc. (see also
[16–18, 20, 24] and references therein).
In [11], the theory of Floquet is applied in order to study equation (1).
The majority of published works discusses analytical methods to find the
stability regions. However, the computation of the trajectories is of great inter-
est in many cases, and this has to be carried out numerically. In most cases,
Hill’s equation originates from a Hamiltonian system where MT = M , and
the fundamental matrix solution is a symplectic matrix. This property plays a
fundamental role on the stability of the system.
For Hamiltonian systems it is essential to preserve the symplectic structure
of the exact solution for both the study of stability regions and for very long time
numerical integrations. Therefore, our goal in this work is to design symplec-
tic methods based on Magnus expansions which will efficiently integrate Hill’s
equation. We analyze new methods that are closely related to commutator-free
methods [1, 6] and integrators for Nth-order linear systems [3] but they are
tailored for solving the relevant matrix Hill’s equation. The first step in this
undertaking is to write Hill’s eq. (1) as a first-order system
d
dt
(
x
x′
)
=
(
0 I
−M(t) 0
)(
x
x′
)
, (3)
2
Table 1: Two-exponential sixth-order symplectic method using the Gauss-
Legendre quadrature rule for solving the Hill’s equation (3).
c1 =
5−√15
10 , c1 =
1
2 , c3 =
5+
√
15
10
M1 =M(tn + c1h), M2 =M(tn + c2h), M3 =M(tn + c3h),
K =M1 −M3, L = −M1 + 2M2 −M3, F = K2,
C1 = −
√
15
180 K +
1
18L+
1
12960F, D1 = −M2 − 43√15K +
1
9L
C2 = +
√
15
180 K +
1
18L+
1
12960F, D2 = −M2 + 43√15K +
1
9L
Ψn =
(
I 0
hC2 I
)
exp
(
h
2
(
0 I
D2 0
))
exp
(
h
2
(
0 I
D1 0
))(
I 0
hC1 I
)
and we propose new sixth- and eighth-order symplectic methods for its solu-
tion. The most efficient sixth-order symplectic method that we have found is
summarized in Table 1 which describes the evolution operator Ψn for a step of
size h from tn to tn+1 = tn + h(
x
x′
)
n+1
= Ψn
(
x
x′
)
n
.
Notice thatM(t) is evaluated at the nodes of the sixth-order Gauss-Legendre
quadrature rule, but the method can easily be adapted to any other quadrature
rule.
Furthermore, the matrices Ci, Di, i = 1, 2 in the algorithm require only
three evaluations of M(t), several linear combinations of them and one matrix-
matrix product. Each exponential can be computed up to an accuracy of order
h2m using m− 1 matrix-matrix products and symplecticity can be preserved at
an equivalent extra cost of 2 + 13 products (see the Appendix). This method
provides very high accuracy for oscillatory problems while requiring much less
evaluations of M(t) per step at a slightly higher computational cost per step
when compared to the most efficient explicit symplectic Runge-Kutta-Nystro¨m
methods from the literature. Moreover, the method provides the exact solution
in the autonomous case.
In this work, we analyze sixth-order methods with one to three exponentials
and eighth-order methods with four and five exponentials.
We also remark that for the non-homogeneous linear problem
x′′(t) +M(t)x(t) = f(t),
the stability of the system is independent of the non-homogeneous term f(t)
(although the solution can strongly depend on it). This equation is frequently
solved by variation of constants, but a more efficient procedure is to write the
3
system as an homogeneous one by extending it as follows [8]
d
dt
xx′
1
 =
 0r×r Ir×r 0r×1−M(t) 0r×r f(t)
01×r 01×r 01×1
xx′
1
 .
Now it is obvious that the eigenvalues of the fundamental matrix solution will
not depend on f(t). The methods presented in this work can be applied to this
system with minor changes and the computational cost remains essentially the
same since it increases only by a low number of vector-matrix multiplications
due to the non-homogeneous term. The method allows for a different treatment
of the matrixM(t) and the vector f(t) [8] if required (they can even be evaluated
at different nodes).
In section 2, we discuss the numerical integration of Hill’s equation by stan-
dard methods and briefly introduce the background necessary for the derivation
of new methods in section 3. In section 4, we evaluate the performance of the
new methods using numerical examples.
2. Numerical integration for one period
Let us consider eq. (1) and the equivalent first order system
z′(t) = A(t)z(t) , A(t) =
(
0 I
−M(t) 0
)
, (4)
with z(0) = z0 ∈ C2r and periodic A(t + T ) = A(t). Let Φ(t) denote the
fundamental matrix solution of (4), i.e., z(t) = Φ(t)z(0), then
Φ′(t) = A(t)Φ(t), Φ(0) = I2r×2r. (5)
Floquet theory tells us that Φ(t+ T ) = Φ(t)Φ(T ). Hence,
z(T ) = Φ(T )z0 , z(2T ) = Φ(T )z(T ) = Φ
2(T )z0 , . . . , z(nT ) = Φ
n(T )z0 ,
and the system is stable if the eigenvalues {λ1, . . . , λ2r} of Φ(T ) lie in the unit
disk, i.e., |λi| ≤ 1, i = 1, . . . , 2r. Notice that for |λi| < 1, the system is asymp-
totically stable in the direction of the eigenvector associated to this eigenvalue.
Most systems are Hamiltonian (then MT = M) and A(t) defined by (4)
belongs to the symplectic Lie algebra, i.e., A(t)T J + J A(t) = 0, ∀t where
J =
(
0 I
−I 0
)
is the fundamental symplectic matrix. Furthermore, Φ(t) is a symplectic matrix,
i.e., Φ(t)T J Φ(t) = J, ∀t, and detΦ(t) = 1. The eigenvalues of Φ(T ) occur
in reciprocal pairs, {λ, λ∗, 1/λ, 1/λ∗}, where ∗ denotes the complex conjugate.
This implies that, for stable systems, all of the eigenvalues must lie in the unit
circle (see for example [12] for more details on symplectic matrices and their
properties).
If we solve numerically eq. (4) using standard methods like say, a Runge-
Kutta scheme of order p, to obtain Φ˜(T ) as an approximation to Φ(T ) we find
that
Φ˜T J Φ˜ = J +O(hp) (6)
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where h is the time step used in the numerical integration, and det Φ˜T = 1 +
O(hp) and consequently, volume preservation is not guaranteed. The eigenvalues
of Φ˜(T ) will not, in general, occur in pairs and, what is even worse, in general
we will find that
|λ˜k| = 1 +O(hp), k = 1, 2, . . . , 2r.
Even if the exact solution is stable, the numerical solution can provide a fun-
damental matrix solution with eigenvalues inside and/or outside the unit circle.
Then, one should use a very small time step to avoid these undesirable effects
which is similar to the step size restrictions that occur when using explicit RK
methods to solve stiff equations.
For this reason, it is of great interest to study the numerical integration of
the Hill’s equation using symplectic integrators.
2.1. Symplectic methods
In the following, we consider different classes of symplectic integrators from
the literature and we analyze their performance when applied to the Hill’s equa-
tion. This analysis will be used to build new symplectic integrators tailored to
the Hill’s equation in the following sections.
2.1.1. Implicit symplectic Runge–Kutta methods
It is well known that standard explicit Runge–Kutta (RK) methods are
not symplectic. However, the s-stage implicit Runge–Kutta–Gauss–Legendre
(RKGL) methods are symplectic and of maximal order 2s. RK methods are
characterized by the real numbers aij , bi (i, j = 1, . . . , s) and ci =
∑s
j=1 aij ,
and for this linear problem they take the form
Zi = zn + h
s∑
j=1
aijAjZj , i = 1, . . . , s
zn+1 = zn + h
s∑
i=1
biAiZi,
(7)
where Ai = A(tn+cih). This linear system can be exactly solved, however, from
the computational point of view it is not advisable to use direct methods. Notice
that given Q,P ∈ Cr×r, the computational cost to multiply these matrices is
C = cost(QP ) = 2r3 − r2 flops.
We will take the cost of a method based in units of C. For example, the cost
to solve the system QX = P is cost(Q−1P ) ≃ 43C. Then, na¨ıve counting of
multiplications results in a cost of (2 × s)3C to solve the system (7) using a
direct method, which would render the method uncompetitive versus explicit
methods. Obviously, this can be improved using iterative methods to solve the
implicit equations (7), where the cost of each iteration is only 2sC (this number
corresponds to the products AiZi, i = 1, . . . , s where each product, due to the
sparse structure of the matrix A, involves two products of matrices of dimension
r × r).
High order methods are useful to get accurate results while using relatively
large time steps. On the other hand, large time steps can reduce that rate of
5
convergence of the implicit methods, and in turn require more iterations. In
order to preserve the symplecticity, the algorithm should be used with a very
small tolerance. One can use a fixed point iteration that - for second order
equations - increases the convergence by a factor h2 at each iteration. In order
to preserve symplecticity to nearly round-off accuracy, typically 5–7 iteration
will be necessary.
2.1.2. Splitting methods
To overcome the difficulties encountered with implicit methods, symplectic
splitting methods can be used in their stead. For this purpose, we express the
matrix equation (5) as an equivalent Hamiltonian system with time-dependent
Hamiltonian function
H(q, p, t) =
1
2
pT p+
1
2
qTM(t)q (8)
with q, p ∈ Rr. Highly efficient symplectic Runge–Kutta-Nystro¨m methods for
this Hamiltonian can be found in [6]. One step from tn to tn + h, of an s-stage
method applied to solve (8) is given by
τ0 := tn, Q0 := qn, P0 := pn,
do k = 1, . . . , s
Qk := Qk−1 + ak hPk−1
τk := τk−1 + ak h
Pk := Pk−1 − bk hM(τk)Qk
enddo
tn+1 := τs = tn + h, qn+1 := Qs, pn+1 := Ps,
where ak, bk are appropriate coefficients. Notice that the variable t is advanced
with the coefficients ai associated to the kinetic part. This algorithm can be
used for solving (5) as follows
Φn+1 =
(
I 0
−bs hMs I
)(
I ashI
0 I
)
· · ·
(
I 0
−b1hM1 I
)(
I a1hI
0 I
)
Φn,
where Φn ≃ Φ(tn) and Mk = M(τk). Taking into account that, in general, Φn
is a 2r × 2r dense matrix and Mk is a r × r dense matrix, one step requires s
evaluations of the time-dependent matrix M(t) (usually of low computational
cost for most Hill’s equations of practical interest) and 2s products of r × r
dense matrices, i.e. the cost for one step would be 2sC.
In the present setting, the problem is explicitly time-dependent and highly
oscillatory for most values of the parameters and symplectic methods based on
the Magnus expansion can be more efficient in many cases.
2.1.3. Magnus integrators
The Magnus expansion [15] expresses the solution to (5) in the form of a
single exponential
Φ(t, 0) = exp (Ω(t, 0)) , Ω(t, 0) =
∞∑
k=1
Ωk(t, 0), (9)
6
where the first terms of the Magnus series {Ωk} are given by
Ω1(t, 0) =
∫ t
0
A(t1) dt1 , Ω2(t, 0) =
1
2
∫ t
0
∫ t1
t0
[A(t1), A(t2)] dt2 dt1, . . .
where [P,Q] = PQ−QP is the matrix commutator of P and Q. Here Ω as well
as any truncation of the series belong to the Lie algebra, and the symplectic
property is preserved.
In order to obtain an approximation to Ω defined by (9) for a time step from
tn to tn+1 = tn + h, it is convenient to express it in the graded free algebra
generated by {α1, α2, . . .} where
αi+1 =
hi+1
i!
diA(t)
dti
∣∣∣∣
t=tn+
h
2
, (10)
therefore αi = O(hi). The Magnus expansion Ω can be approximated to arbi-
trary order in this algebra. We first consider sixth-order methods, and up to this
order it suffices to take into account the Lie algebra generated by {α1, α2, α3}
(see [1] for a relatively simple proof to this result). By Taylor expanding A(t)
around the midpoint th +
h
2 (see [4] for a comprehensive review) it follows that
we obtain a sixth-order approximation to Ω by
Ω[6] = α1 +
1
12
α3 − 1
12
[12] +
1
240
[23] +
1
360
[113]− 1
240
[212] +
1
720
[1112], (11)
where [ij . . . kl] represents the nested commutator [αi, [αj , [. . . , [αk, αl] . . .]]] and
Ω[6] = Ω + O(h7) . Let c1, . . . , cm denote the nodes of a quadrature rule of
order six or higher, it is then possible to replace each αi, i = 1, 2, 3 by a
linear combination of Ak ≡ A(tn + ckh), k = 1, . . . ,m such that Ω[6] is still an
approximation to order six. Letting b1, . . . , bm denote the weights of the same
quadrature rule, the αi can be written, for example, as
α1 =
9
4
A(0) − 15A(2), α2 = 12A(1), α3 = −15A(0) + 180A(2), (12)
where
A(i) = h
m∑
j=1
bj
(
cj − 1
2
)i
Aj , i = 0, 1, 2. (13)
If we consider, for example, Gauss–Legendre (GL) collocation points where
ci, bi, i = 1, 2, 3 are given by:
c1 =
1
2
−
√
15
10
, c2 =
1
2
, c3 =
1
2
+
√
15
10
, b1 =
5
18
, b2 =
4
9
, b3 =
5
18
and substituting into (13) and (12) we have (see also [4] and references therein)
α1 = hA2, α2 =
√
15h
3
(A3 −A1), α3 = 10h
3
(A3 − 2A2 +A1), (14)
where it is easy to see that α1 = O(h), α2 = O(h2), α3 = O(h3). Inserting this
result into (11) yields a straight-forward method exp(Ω[6]).
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The computational cost of exponential of matrices. The matrix A(t) is a rela-
tively sparse matrix and using commutators in (11) reduces this sparsity. As a
result, the computational cost to compute exp(Ω[6]) is considerably higher than
to compute exp(A˜), where A˜ = h
∑
i βiAi (with constants βi) denotes a linear
combination of A(t) evaluated at different instants. This becomes obvious when
examining the structure of the symplectic matrices
E1 = exp
(
D B
C −DT
)
,
with BT = B,CT = C, versus the also symplectic
E2 = exp
(
0 I
C 0
)
, or E3 = exp
(
0 0
C 0
)
=
(
I 0
C I
)
. (15)
The exponential E3 is trivial and the simple structure of E2 allows to write
the exponential in a simple closed form where computations can be reused and
an approximation to order 2m can be reached at the cost of only (m − 1)C
and a symplecticity can be preserved too at an extra cost of (2 + 13 )C totaling
(m + 43 )C (see the appendix), while this is not possible in the computation of
E1. In consequence, we find that
cost(E3) < cost(E2)≪ cost(E1)
and we will look for composition methods that require mostly (symplectic) expo-
nentials of matrices with structure E3 while keeping the number of exponentials
of the class E2 to a minimum. This task requires a profound analysis of the Lie
algebra associated to the Hill’s equation.
Commutator-free Magnus integrators. A standard way to avoid the computa-
tion of commutators in (11) which give rise to dense matrices E1 is given by
commutator-free (CF) Magnus integrators [1, 7]. A sixth-order example is the
following composition
exp
(
Ω[6]
)
=
s∏
i=1
exp
(
3∑
k=1
xi,k αk
)
=
s∏
i=1
exp
(
hγi
(
0 δiI
Ci 0
))
, (16)
where the coefficients xi,k satisfy a set of polynomial equations. Here, Ck are
linear combinations of M(t) evaluated at quadrature nodes and, if xi,1 6= 0
then δi = 1, γi = xi,1 otherwise δi = 0, γi = 1. Sixth-order methods need to
take s ≥ 5 (a four-exponential sixth-order method exists, but it shows a very
poor performance and it is not recommended in practice). In addition, some
coefficients γi are negative.
3. Exponential symplectic methods for the Hill’s equation
3.1. Sixth-order methods
The additional structure of the Hill’s equation makes it possible to build new
methods that improve the performance of the existing ones. The idea is similar
to the schemes proposed for Nth-order time-dependent linear systems [3], but
tailored for the Hill’s equation.
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The key point is to exploit the algebraic structure of α1, α2 and α3
1, i.e.,
α1 = h
(
0 I
P 0
)
, α2 = h
2
(
0 0
Q 0
)
, α3 = h
3
(
0 0
R 0
)
,
where, in the case of the GL quadrature rule (14) we have that
P = −M2, hQ = −
√
15
3
(M3 −M1), h2R = −10
3
(M3 − 2M2 +M1).
Since α2 and α3 are nilpotent matrices of degree two, they can be exponentiated
trivially,
exp(xα2 + yα3) = I + xα2 + yα3, x, y ∈ C
and the exponential of α1 has a considerably lower computational cost than for
a full matrix. In addition, we observe that
[α2, α3] = [23] = 0 and [212] = h
5
(
0 0
2Q2 0
)
,
i.e., [212] is also nilpotent with similar structure to α2 and α3. Since the ex-
ponentials of matrices that contain α1 will be the most costly part of the new
schemes, we analyze new compositions by the number of such exponentials in-
volved.
One-α1-exponential method. In [3], the following fourth-order composition was
proposed
Φ
[4]
1 = exp
(
1
24
(2α2 + α3)
)
exp (α1) exp
(
1
24
(−2α2 + α3)
)
. (17)
As we have just established, [212] can be added to the first and last exponentials
without significantly increasing the cost and furthermore
[1112] =
(
W 0
0 −WT
)
,
withW = h5(3QP+PQ) is very small and its exponential can be approximated
with two products and one inversion for the symplectic case (QP = (PQ)T ),
i.e., cost (2 + 43 )C by
exp
(
[1112]
)
=
(
Λ 0
0 Λ−T
)
+O(h15).
where Λ = I+W + 12W
2. The computation of the inverse ensures symplecticity.
Using these observations, we propose the composition
Φ
[6]
1 = exp
(
x6[1112]
)
exp
(
x3α2 + x4α3 + x5[212]
)
exp
(
x1α1 + x2α3
)
× exp (− x3α2 + x4α3 + x5[212]) exp (x6[1112]). (18)
1Recall that the αi+1 correspond to the ith derivative of A(t), see (10).
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There is only one solution for the coefficients xi given by
x1 = 1, x2 =
1
20
, x3 =
1
12
, x4 =
1
60
, x5 = − 1
2880
, x6 =
1
720
.
It is important to remark that, while the cost of exp
(
x6[1112]
)
is (2 + 43 )C,
in the flow of the algorithm this matrix is multiplied with a dense matrix Φ
(i.e. exp
(
x6[1112]
)
Φ) which increases the total cost to (2 + 43 )C + 4C. The
computational effort can be reduced by generalizing the (first same as last)
FSAL property: We concatenate two steps, the last exponential of one step
and the first one in the following one2, and since the exponents are small, we
commit an error eh
5V eh
5W = eh
5(V+W )+O(h10) and count the cost of only one
exponential exp
(
x6[1112]
)
per step.
The total cost per step is 27 + 23 ,
cost(Φ
[6]
1 ) = 6 +
4
3︸ ︷︷ ︸
cost(exp([1112])Φ
+ (1 + 2) + 2︸ ︷︷ ︸
2 cost(exp(α2+α3+[212]))Φ
+ (7 +
1
3
) + 8︸ ︷︷ ︸
cost(exp(α1+α2+α3))Φ
,
where the cost(exp(α2+α3+[212]))Φ = 1+2 comes from one product for [212]
(is computed only once and stored to be used in the second one) and a matrix
multiplication with a sparse matrix and cost(exp(α1+α2+α3))Φ = (7+
1
3 )+ 8
stems from an approximation to order 13 in (A.1) (5 products) and preservation
of symplecticity (2+ 13 products).
Two-α1-exponential method. The next composition has enough parameters to
reach order six,
Φ
[6]
2 = exp (x1α2 + x2α3 + x3 [α2, α1, α2]) exp (x4α1 + x5α2 + x6α3)
× exp (x4α1 − x5α2 + x6α3) exp (−x1α2 + x2α3 + x3 [α2, α1, α2]) . (19)
There is only one solution for the coefficients xi,
x1 =
1
60
, x2 =
1
60
, x3 =
1
43200
, x4 =
1
2
, x5 =
2
15
, x6 =
1
60
,
and the composition takes the form
Φ
[6]
2 =
(
I 0
hC4 I
)
exp
(
h
2
(
0 I
C3 0
))
exp
(
h
2
(
0 I
C2 0
))(
I 0
hC1 I
)
,
where Ci, i = 1, 2, 3, 4 are linear combinations of M(t) evaluated in a set of
quadrature points and C1, C4 additionally contain one product of such linear
combinations. If the sixth-order Gaussian quadrature rule is used, the method
given in Table 1 is obtained, but any other quadrature rule of order six or higher
can also be used.
The total cost preserving symplecticity and up to order 13 (7+ 13 products)
in (A.1) is
cost(Φ
[6]
2 ) = (1 + 2)︸ ︷︷ ︸
cost(exp(α2+α3+[212])))Φ
+ 2((7 +
1
3
) + 8)︸ ︷︷ ︸
2 cost(exp(α1+α2+α3))Φ
= 33 +
2
3
.
2For the usual FSAL property, the two exponentials are identical and can be concatenated
without error.
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Here, we exploited that the last exponential can be concatenated with the first
one in the following step at no extra cost, and it is not counted, a property
which we call first commutes with last (FCWL).
Three-α1-exponential method. We analyze now the following composition with
three exponentials
Φ
[6]
3 = exp (x1α1 + x2α2 + x3α3) exp (x4α1 + x5α3 + x6 [α2, α1, α2])
× exp (x1α1 − x2α2 + x3α3) . (20)
There are only two solutions, one of them with x1, x4 > 0 given by:
x1 =
1
10
(5 −
√
5), x2 =
1
24
(5−
√
5), x3 =
1
60
(5 −
√
5), (21)
x4 =
1√
5
, x5 =
1
60
(−5 + 2
√
5), x6 =
1
8640
(−11 + 5
√
5). (22)
This composition has the structure
exp
(
γ3h
(
0 I
C3 0
))
exp
(
γ2h
(
0 I
C2 0
))
exp
(
γ1h
(
0 I
C1 0
))
,
where γ1 = γ3 = x1, γ2 = x4.
The total cost is
cost(Φ
[6]
3 ) = 1 + (7 +
1
3
) + 8︸ ︷︷ ︸
cost(exp(α1+α3+[212])))Φ
+ 2((7 +
1
3
) + 8)︸ ︷︷ ︸
2 cost(exp(α1+α2+α3))Φ
= 47.
3.2. Eigth-order methods
We extend the previous analysis to build eight-order methods. The Magnus
expansion up to order eight for a general linear system using the Lie algebra
generated by {α1, α2, α1, α4} reads
Ω[8] = α1 +
1
12
α3 − 1
12
[12] +
1
240
[23] +
1
360
[113]− 1
240
[212] +
1
720
[1112]
− 1
80
[14]− 1
1344
[34]− 1
2240
[124] +
1
6720
[223] +
1
6048
[313]− 1
840
[412]
+
1
6720
[1114]− 1
7560
[1123] +
1
4032
[1312] +
11
60480
[2113]− 1
6720
[2212]
− 1
15120
[11113]− 1
30240
[11212] +
1
7560
[21112]− 1
30240
[111112].
Further significant simplifications occur for the Hill’s problem since the following
commutators cancel
[23] = [34] = [24] = [223] = [1123] = [2212] = 0.
In addition, the matrices [212], [313], [412] are nilpotent and these elements
can be included in the exponents at a minor extra cost. We can also use other
nilpotent matrices of even order, such as [312], if they are distributed into the
composition skew-symmetrically (the element [213] is not included because of
the Jacobi identity [123]+ [231]+ [312] = 0 and [123] = 0 so that [312] = [213]).
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We consider a number of compositions with enough independent parameters
to solve the order conditions using four and five exponentials. In each case,
there are many different possible compositions leading in some cases to complex-
valued solutions, to one or several real solutions or to families of solutions in
terms of free parameters. In the following we present the method that provided
the best performance in practice among the methods studied.
Five-α1-exponential method. The following composition
Φ
[8]
5 = exp
(
x7α1 + x8α2 + x9α3 + x10α4 + x11[212]
)
exp
(
x12α2 + x13α3 + x14α4 + x15[212] + x16[313]
)
exp
(
x3α1 + x4α2 + x5α3 + x6α4
)
exp
(
x1α1 + x2α3
)
exp
(
x3α1 − x4α2 + x5α3 − x6α4
)
exp
(− x12α2 + x13α3 − x14α4 + x15[212] + x16[313])
exp
(
x7α1 − x8α2 + x9α3 − x10α4 + x11[212]
)
has two real valued solutions at order six, and the one with smallest coefficients
is
x1 = 0.6403363286379515, x2 = 0.0433501199827269,
x3 = −0.4017895263297271, x4 = −0.1170180583697493,
x5 = −0.1038563759039891, x6 = −0.0376728349617945
x7 = 0.5816213620107513, x8 = 0.2609350592183406,
x9 = 0.1157777422250884, x10 = 0.0506748377294480,
x11 = −0.0000936846387697, x12 = −0.0127292796833454,
x13 = 0.0080702403542039, x14 = −0.0017487133111753,
x15 = −0.0000928250351798, x16 = 0.0001835812673590
The computational cost of this method is: 2C to compute [212], [313], 2× 2C to
compute the products of nilpotent matrices, and 5×((7+ 13 )+8)C to approximate
the exponentials up to 12th-order, so the total cost is 82 + 23C.
The computational cost of the different 8th-order methods we considered is
about 70-85 C where the exponentials are approximated up to 12th order), it is
approximately half the cost of the commutator-free methods of the same order
obtained in [1] which require 11 exponentials, that is 168 + 23C.
For the implementation of the eighth-order methods, the derivatives αi are
replaced by momentum integrals using the substitution rules
α1 =
3
4 (3A
(0) − 20A(2)),
α2 = 15 (5A
(1) − 28A(3)),
α3 = −15 (A(0) − 12A(2)),
α4 = −140 (3A(1) − 20A(3)), (23)
and the A(i), i = 1, 2, 3, 4 are approximated with a standard rule following (13).
For instance, using the 8th order Gauss-Legendre quadrature rule, we obtain
ci =
1
2
− vi, c5−i = 1
2
+ vi, bi =
1
2
− wi, b5−i = 1
2
+ wi,
i = 1, 2, and where
v1 =
1
2
√
3 + 2
√
6/5
7
, v2 =
1
2
√
3− 2
√
6/5
7
, w1 =
1
2
−1
6
√
5
6
, w2 =
1
2
+
1
6
√
5
6
.
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Letting S1 = A1 + A4, S2 = A2 + A3, R1 = A4 − A1, R2 = A3 − A2, we reach
the expression
A(0) =
1
2
(w1S1 + w2S2) , A
(1) =
1
2
(w1v1R1 + w2v2R2) ,
A(2) =
1
2
(
w1v
2
1S1 + w2v
2
2S2
)
, A(3) =
1
2
(
w1v
3
1R1 + w2v
3
2R2
)
.
(24)
4. Numerical examples
We now study the performance of the new methods on the numerical integra-
tion of different Hill’s equations. The number of r × r matrix-matrix products,
k, to compute the product ΨΦ, where Ψ denotes the method and Φ the funda-
mental matrix solution, is given in parenthesis as k C, and it is taken as the cost
of the method. We use 12th-order symplectic approximations to evaluate the
exponentials E2 at the cost of (7+
1
3 ) C per exponential. The following methods
are considered:
• RK[6]7 : A 7-stage explicit (non symplectic) RK method that only requires
3 new evaluations of A(t) per step given in [9, p. 203-205] (14 C).
• RKGL[6]: The 3-stage implicit symplectic RKGL method (we count an
average of 6 iterations per step for a total cost of 36 C).
• RKN[6]11 : The 11-stage explicit symplectic RKN method given in [6] (22
C). This method requires 11 new evaluations of A(t) per step that are not
counted into the cost.
• Φ[6]5 : The five-exponential commutator-free Magnus integrator from [7]
((76 + 23 )C).
• Φ[6]i : The new Φ[6]i , i = 1, 2, 3 methods ((27+ 23 )C, (33+ 23 )C, 47C, respec-
tively).
• Φ[8]5 : The new Φ[8]5 method ((82 + 23 )C).
4.1. The Mathieu equation
As a test bench to compare the performance of the methods we employ
Mathieu’s equation
x′′ +
(
ω2 + ε cos(2t)
)
x = 0.
In a first experiment to test the qualitative behavior, we compute the fun-
damental matrix solution for one period (at T = pi) with the identity ma-
trix as the initial conditions using the time step h = pi/10 for a set of val-
ues ω (parametric resonances occur about ω = k, k ∈ N. We let ε = 5 and
ω = j∆ω = j 1200 , j = 0, 1, . . . , 1020, and consider the following methods: RK
[6]
7 ,
RKGL[6], RKN
[6]
11 and Φ
[6]
2 .
We compute the eigenvalues and their distance to the unit circle, |λ1| − 1
and |λ2| − 1. The results, in logarithmic scale3, are shown in Figure 1a (a zoom
3We compute log
∣
∣|λi| − 1 + δ
∣
∣ with δ = 10−14 to avoid singularities.
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about ω = 5, taking smaller values of ∆ω, is shown in Figure 1b together with
the reference solution, dashed lines, that was computed numerically to very
high accuracy). From the results, it is clear that preservation of symplecticity
is crucial. The non symplectic RK
[6]
7 method is about 1.5–2.5 times faster than
the symplectic ones for the same time step, but requires a much smaller time
step to reach similar accuracy.
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(a) Each line corresponds to one of the two eigenvalues.
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(b) Zoom of Figure 1a about ω = 5. The dashed line correspond to the reference
solution obtained numerically to sufficiently high accuracy
Figure 1: Distance of the eigenvalues to the unit circle versus ω of the explicit
non-symplectic method RK
[6]
7 , and the symplectic methods the RKGL
[6], RKN
[6]
11
and Φ
[6]
2 .
To gain insight on how the accuracy depends on the frequency of the os-
cillatory solution, we repeat the same numerical experiment for h = pi/20 and
measure the L1-norm of the error in the fundamental matrix solution (where the
reference solution was obtained with a sufficiently small time step). The results
are shown in Figure 2. We observe that the new exponential method shows
a smaller error growth with ω. As a result, the same time-dependent function
evaluations can be used for many different values of ω in the exponential method
while the RKGL[6] and RKN
[6]
11 methods should be used with smaller time steps
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as ω increases and the time-dependent functions need to be recalculated.
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RKN
[6]
11
Φ
[6]
2
Figure 2: Error of the fundamental matrix solution at one period of integration
versus ω with ε = 5.
We now analyze the efficiency of the integrators. We choose a moderate
value of ω = 5, and ε = 1 and integrate for t ∈ [0, pi]. We measure the L1-norm
of the error of the fundamental matrix at the final time versus the computational
cost (in units of C). The results are shown in Figure 3, where we observe that
the new sixth-order method with two exponentials is superior for all accuracies.
For very small values of ω (non oscillatory problems) the symplectic RKN
[6]
11
integrator is the method of choice but as ω grows and the system becomes
oscillatory, the new methods show the best performance.
2 2.2 2.4 2.6 2.8
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2
Φ
[6]
3
Φ
[8]
5
Figure 3: Error at the final time t = pi versus the number of products C in
double logarithmic scale.
4.2. Matrix Hill’s equation
Let us now consider the following matrix Hill’s equation
x′′ + (A+B1 cos(2t) +B2 cos(4t))x = 0
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with A,B1, B2 ∈ Rr×r. We take A = r2I +D where D is the Pascal matrix
D1i = Di1 = 1, i = 1, . . . , r, Dij = Di−1,j +Di,j−1, 1 < i, j ≤ r,
which is a symmetric positive definite dense matrix. We setB1 = εI, B2 =
1
10εI,
ε = r and ε = 110r and compute the solution for r = 5 and r = 7.
The error of the fundamental matrix solution is measured in the L1-norm.
The results are shown in Figure 4.
We clearly observe that as r increases (oscillatory problem) as well as ε
decreases (approaching the autonomous problem) the new exponential methods
show the best performance. The eighth-order method is only superior when very
accurate results are desired being an open problem to know if there exist other
composition leading to more efficient methods that are superior for medium to
high accuracy.
2.5 3 3.5
−10
−8
−6
−4
−2
0
log10(cost)
lo
g
1
0
(‖
er
ro
r‖
1
)
r = 5, ε = 5
RK
[6]
7
RKGL[6]
RKN
[6]
11
2.5 3 3.5
−10
−8
−6
−4
−2
0
log10(cost)
lo
g
1
0
(‖
er
ro
r‖
1
)
r = 5, ε = 1/2
3 3.5 4 4.5
−10
−8
−6
−4
−2
0
log10(cost)
lo
g
1
0
(‖
er
ro
r‖
1
)
r = 7, ε = 7/10
2.5 3 3.5
−10
−5
0
log10(cost)
lo
g
1
0
(‖
er
ro
r‖
1
)
r = 7, ε = 7
Φ
[6]
5
Φ
[6]
1
Φ
[6]
2
Φ
[6]
3
Φ
[8]
5
Figure 4: Efficiency plot for Example 2. The legend has been split over two
panels.
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5. Conclusions
We have studied the numerical integration of the matrix Hill’s equation us-
ing methods that accurately reproduce the parametric resonances of the exact
solution. We are mainly interested in the Hamiltonian case which is the most fre-
quent one in practice, namely when the Hill’s equations originate from a Hamil-
tonian function. In this case the fundamental matrix solution is a symplectic
matrix and we illustrate the importance of the preservation of this property by
the numerical integrators.
We have presented new symplectic sixth- and eighth-order symplectic expo-
nential integrators that are tailored to the matrix Hill’s equation. Exponential
integrators usually show very accuracy for stiff and oscillatory problems but
at a relatively high computational cost that made them uncompetitive ver-
sus existing explicit sympletic Runge-Kutta-Nystro¨m methods when applied to
the matrix Hill’s equation. However, we show that a class of matrix expo-
nentials can be very efficiently approximated while preserving the symplectic
structure, and we have built new families of methods based on exponentials of
this type. Several sixth- and eighth-order methods using compositions of one to
five exponentials are considered. The numerical experiments showed the high
performance of the new methods. Among the methods obtained, a sixth-order
two-exponential method showed the best performance. The eighth-order meth-
ods obtained using different compositions had large coefficients that turned into
relatively large truncation errors and, in addition, required a higher order trun-
cation for the approximation to the exponentials. It is left as an open question
if different eighth-order compositions with small coefficients exist which could
show a higher performance.
The methods obtained in this work can also be used for the numerical inte-
gration of the weekly damped Hill’s equation with a week non-linear interaction
as the basic method to solve perturbed time-dependent linear problems as shown
in [2, 5, 22].
Appendix A. Efficient symplectic approximation of E2
We seek a symplectic approximation to
E2 = exp
(
γh
(
0 I
C 0
))
= exp
(
τ
(
0 I
C 0
))
=
(
σ µ
−Cµ σ
)
(A.1)
with τ = γh and
σ =
∞∑
n=0
τ2n
(2n)!
Cn, µ =
∞∑
n=0
τ2n+1
(2n+ 1)!
Cn.
Using only m products, C2, C3, . . . , Cm+1, we can compute the truncation
E
[m]
2 =
(
σm µm
−Cµm σm
)
with σm =
m+1∑
n=0
τ2n
(2n)!
Cn, µm =
m∑
n=0
τ2n+1
(2n+ 1)!
Cn,
and commit an error of E2 − E[m]2 = O(τ2m+3). The result is not a symplectic
matrix, but can be made symplectic by adding a correction term δm as follows
E
[m,s]
2 =
(
σm µm + δm
νm σm
)
(A.2)
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with δm a close-to-zero symmetric matrix. The symplecticity condition for
E
[m,s]
2 reads
(E
[m,s]
2 )
T J E
[m,s]
2 = J.
Since C is a symmetric matrix, σm and µm are symmetric and commute, σmµm−
µmσm, and the symplectic condition simplifies to
σ2m − (µm + δm)νm = I =⇒ δm = (σ2m − I)/νm − µm.
Hence, δm can be computed with a product and one inverse for a total extra
cost of (1 + 43 )C. Summarizing, we can achieve a symplectic approximation of
error O(τ2m+1) with m+ 43 products.
Notice that the local truncation error is then
O(τ2m+1) = γ2m+1O(h2m+1)
and methods with small values of the coefficients γ in the composition can
approximate the exponentials using a lower order truncation and hence at lower
computational cost.
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