Abstract. We study the closure CSO of the set CSO of all complex symmetric operators on a separable, infinite-dimensional, complex Hilbert space. Among other things, we prove that every compact operator in CSO is complex symmetric. Using a construction of Kakutani as motivation, we also describe many properties of weighted shifts in CSO\CSO. In particular, we show that weighted shifts which demonstrate a type of approximate self-similarity belong to CSO\CSO. As a byproduct of our treatment of weighted shifts, we explain several ways in which our result on compact operators is optimal.
It turns out that our result about compact operators is sharp in the following 
65
Weighted shifts. As the preceding comments suggest, the study of CSO leads 66 naturally to the consideration of weighted shifts. Consequently, a substantial por-67 tion of this article is dedicated to this topic. We say that T ∈ B(H) is a uni- T e n = α n e n+1 for n ≥ 1. Since the weighted shift having weight sequence {α n } ∞ n=1
71
is unitarily equivalent to the unilateral shift with weight sequence {|α n |} ∞ n=1 (see [11, 72 Prop. 4.27.2] or [26, Prob. 89]), we henceforth assume that α n ≥ 0 for all n ≥ 1.
73
We maintain this convention and the preceding notation in what follows.
In light of the fact that T * e n = 0 if n = 1, α n−1 e n−1 if n ≥ 2, we see that if α n = 0, then span{e 1 , e 2 , . . . , e n } and span{e n+1 , e n+2 , . . .} are re- 
80
We have therefore established the following lemma.
81
Lemma 1. If T is an irreducible weighted shift, then T / ∈ CSO.
82
It follows that if T is a complex symmetric weighted shift, then the weight α n = 0 83 occurs infinitely often. In this case, T is unitarily equivalent to an operator of the 
is a n i × n i matrix with α (i) j > 0 for 1 ≤ j ≤ n i − 1. We can be even more precise, for the recent work [43] of S. Zhu and C.G. Li asserts that these constants must be palindromic, in the sense that α
Conversely, any such operator T is complex symmetric
87
The preceding discussion suggests a method for constructing irreducible weighted 88 shifts which belong to CSO. This was first observed by S. to in what follows, we recall some of the relevant details here.
92
Let T denote the weighted shift corresponding to the weight sequence {α n } ∞ n=1
In particular, the sequence {α n } ∞ n=1 can be decomposed into infinitely many blocks of length 2 k , each starting with a fixed palindrome of length 2 k − 1 and ending with a weight ≤ 1 2 k . From this perspective, it is easy to see that T is the norm limit of complex symmetric weighted shifts. Indeed, if ǫ > 0 is given then the weighted shift T ′ having weights
satisfies T − T ′ < ǫ and is complex symmetric since it is unitarily equivalent to a direct sum of matrices of the form (1) having palindromic weights.
96
Let us make a few remarks about the preceding construction which will help moti- strong-* topology (SST). We say that
115
(iv) T n → T (SST) means that T n → T (SOT) and T * n → T * (SOT).
116
Observe that the containments Proof. Since the strong and weak operator topologies are both weaker than the 129 strong-* topology, it suffices to prove that CSO (SST) = B(H). Let T ∈ B(H), fix on H n and observe that the operator 
it follows that T n e i → T e i for each fixed i. Since T n = A n ≤ T by con-137 struction, it follows from Lemma 2 that T n → T (SOT). An estimate similar to
138
(3) and another appeal to Lemma 2 confirm that T * n → T * (SOT) as well, whence
139
T n → T (SST).
140
Among other things, the preceding theorem implies that
In particular, the closure of CSO is only of interest if the closure is taken respect
141
to the norm topology on B(H). 
146
Theorem 4. If T ∈ CSO and T is compact, then T ∈ CSO.
147
Before proving Theorem 4, we require two simple lemmas.
148
Lemma 5. The set of all conjugations on H is SOT closed.
149
Proof. Let C n be a sequence of conjugations on H such that C n → C (SOT). For each x ∈ H we have
which tends to zero by hypothesis whence C 2 = I. Next observe that
from which it follows that C is isometric. Since C is obviously conjugate-linear, we 150 conclude that C is a conjugation on H.
151
Lemma 6. If T ∈ CSO, then there exist conjugations C n such that C n T * C n → T .
152
Proof. If T n is a sequence of operators such that T n → T and C n is a sequence of conjugations such that
Pf. of Theorem 4. Suppose that T belongs to CSO. Let K = ran T + ran T * so that 
Let us briefly discuss our main approach. Since T belongs to CSO, there exist 160 conjugations C n such that C n T * C n → T by Lemma 6. It suffices to prove that 161 there exists a subsequence C nj of the C n which converges pointwise on both ran T 162 and ran T * . Indeed, the uniform boundedness of the C nj and the assumption (4) 163 will then ensure that C nj is SOT convergent on all of H, whence there exists a 
By the remarks of the preceding paragraph, it suffices to find a subsequence C nj of
172
C n such that lim j→∞ C nj x m and lim j→∞ C nj y m exist for m = 1, 2, . . ..
173
By compactness, the eigenspaces for |T | corresponding to its nonzero eigenvalues 174 are finite-dimensional and hence we may define a sequence ℓ k of indices such that
projection onto the spectral subspace
and observe that Q k = U P k U * is the orthogonal projection onto
The most difficult step in the proof of Theorem 4 is the verification of the following 178 claim:
Pf. of Claim. We proceed by induction on k. Suppose for our inductive hypothesis
holds for all ℓ j ≤ i < ℓ j+1 whenever 0 < j < k. Observe that this is trivially true 182 if k = 1 since no corresponding j exist.
183
Let ℓ k ≤ m < ℓ k+1 and for each fixed i < ℓ k let j be the unique index j < k 184 such that ℓ j ≤ i < ℓ j+1 . By the inductive hypothesis (9), we see that
since C n y i is a unit vector. For i < ℓ k it follows from (10) that
since P j x m = 0 by definition.
186
Suppose that 0 < ǫ < 4λ
On the other hand, by (11) there exists some N 2 187 such that
Since
The final inequality follows since C n x m is a unit vector and y ℓ k , y ℓ k +1 , . . . is an orthonormal set. Rearranging things somewhat we see that
whenever ℓ k ≤ m < ℓ k+1 . Since
we obtain the second condition (8) need to establish the first condition (7).
193
Summing (14) over ℓ k ≤ i < ℓ k+1 we obtain
by applying Bessel's inequality to the unit vector C n y m and using the fact that set x ℓ k , x ℓ k +1 , . . . , x ℓ k+1 −1 is orthonormal. In particular, the preceding tells us that
which is the first condition (7) of the claim. This concludes the proof of the claim.
195
We now wish to prove that there exists a subsequence C nj of C n such that C nj x m and C nj y m converge for each m = 1, 2, 3, . . .. For each fixed m there exists a unique k such that ℓ k ≤ m < ℓ k+1 . Since the sets {P k C n y m : m = 1, 2, . . .} and {Q k C n x m : m = 1, 2, . . .} are bounded subsets of the finite-dimensional spaces ran P k and ran Q k , respectively, it follows from a standard subsequence refinement argument that there exists vectors y ′ m ∈ ran P k and x ′ m ∈ ran Q k and a subsequence C nj of C n such that
Putting this all together we find that
by (15) and (7) .
206
In particular, 0 and α + belong to the essential spectrum σ e (|T |) of |T | = √ T * T .
207
Recalling that a weighted shift T with weights {α n } 
(see [26, Pr. 73]) for a complex symmetric operator one obtains something significantly stronger [30, Lem. 4.1]. Indeed, if T = CT * C for some conjugation C, then observe that (T − λI)x = (T * − λI)Cx for all x ∈ H whence σ ap (T ) = σ ap (T * ).
Putting the preceding together with (17) we find that
It turns out that (18) also holds under the weaker assumption that T is a norm 224 limit of complex symmetric operators.
225
Theorem 8. If T ∈ CSO, then σ(T ) = σ ap (T ) = σ ap (T * ).
226
Proof. By Lemma 6 there exists conjugations C n such that C n T * C n → T . If λ belongs to σ ap (T ), then there exists a sequence x n of unit vectors such that (T − λI)x n → 0. Thus
which tends to zero. We therefore conclude that σ ap (T ) ⊆ σ ap (T * ). The proof of 227 the reverse containment is similar.
228
The preceding theorem gives us a simple criterion for excluding certain operators 229 from CSO. For instance, the unilateral shift S is not a norm limit of complex 
232
With these preliminaries in hand, the proof of part (i) of Theorem 7 is now quite 233 simple.
234
Pf. of Theorem 7, (i). Since T * e 1 = 0 it follows that 0 ∈ σ ap (T * ) whence 0 ∈ σ ap (T ) by Theorem 8. Thus there exists a sequence of unit vectors x n such that T x n → 0. Suppose toward a contradiction that there exists some δ > 0 such that α n > δ for all n. This implies that
which contradicts the fact that T x n → 0.
235
Before proving the second part of Theorem 7, we require a somewhat lengthy 236 technical lemma and the following definition.
237
Definition. If T ∈ B(H) and x ∈ H, then we say that x is shift-cyclic for T if span{x, T x, T 2 x, . . . , T * x, T * 2 x, . . .} = H.
The motivation for the preceding definition lies in the fact if T is an irreducible
238 weighted shift, then each corresponding basis vector e n of H shift-cyclic for T .
239
Lemma 9. Suppose that T ∈ CSO. If C n is a sequence of conjugations such that 240 C n T * C n → T , x is a shift-cyclic vector for T , and C n x converges, then T ∈ CSO. 
Since each C n is a conjugation it follows that
Since ∆ n = T − C n T * C n → 0 by hypothesis, there exists N 1 such that
In particular, n ≥ N 1 implies that
Since C n x converges to some y by assumption, there exists N 2 such that
Putting this all together, if n ≥ N = max{N 1 , N 2 } we find that
by (19), (20), and (21). In particular,
whence C n v is Cauchy and therefore converges. By Lemma 5, there exists a conju-243 gation C such that C n → C (SOT).
244
Now consider T − CT * C. Fix u ∈ H and observe that
Since C n → C (SOT), the first and third terms tend to zero. The second term 245 tends to zero by hypothesis whence T = CT * C so that T ∈ CSO.
246
Now armed with Lemma 9, we complete the proof of Theorem 7. 
Since T ∈ CSO, there exist conjugations C n such that C n T * C n → T by Lemma 6. We now write
C n e ℓ , e k e k yn and observe that x n 2 + y n 2 = 1 whence
In particular, the preceding tells us that C n T * C n e ℓ ≤ α + from which it follows that
Since the preceding tends to zero, we conclude that y n → 0. Now observe that the vectors x n belong to unit ball of the finite-dimensional space
. Thus there exists a subsequence x n k of the x n which converges to some x ∈ H N . Therefore
conclude from Lemma 9 that T ∈ CSO. However, this contradicts Lemma 1. 
and
then T ∈ CSO.
266
Since the proof of the preceding theorem is somewhat long and involved, we defer 267 it until the end of this section. We instead prefer to focus on a related conjecture 268 and several consequences of our theorem.
269
Let us call an irreducible weighted shift T satisfying the hypotheses of Theorem 270 10 approximately Kakutani. We conjecture that this property is also necessary for 271 an irreducible weighted shift to belong to CSO.
272
Conjecture 1. Every irreducible weighted shift in CSO is approximately Kakutani.
273
Among other things, the following corollary asserts that an irreducible weighted 274 shift whose weight sequence is a suitable perturbation of the Kakutani sequence (2) 275 also belongs to CSO. In particular, this permits us to construct weighted shifts in
276
CSO\CSO whose moduli have desired spectral properties.
277
Corollary 11. If T is an irreducible weighted shift with weights {α n } ∞ n=1 such that
then T belongs to CSO.
Proof. Fix n and let ǫ > 0. By (i), there exists K 1 such that 0 < α 2 k < ǫ holds whenever k ≥ K 1 . Letting
we obtain from (ii) a K 2 such that k ≥ K 2 implies that 0 ≤ A k < ǫ. Now let c n,ǫ = 2 K1+K2+n .
Since K 1 + K 2 + n > K 1 we have 0 < α cn,ǫ < ǫ, which is condition (23) of Theorem 282 10. Moreover, since K 1 + K 2 + n > K 2 , we also have
for k < c n,ǫ , which is condition (24) . In other words, the weights are defined inductively according to the following rules. Let α 2 n = 1 2 n and, having previously defined α 1 , α 2 , . . . , α 2 n −1 , set α 2 n +j = α 2 n −j + 1 3 2 n +j .
(
By construction, the weight sequence {α n } ∞ n=1 satisfies the hypotheses of Corol-287 lary 11 and hence the corresponding weighted shift T belongs to CSO. More-
288
over, a simple number-theoretic argument reveals that the α i are distinct whence
where each α i which is not a power of two is an eigenvalue 290 of multiplicity one. The essential spectrum σ e (|T |) of |T | is simply {0, 1, 
291
Returning briefly to the subject of compact operators, we remark that the pre- 4 could be generalized to include certain classes non-compact operators.
298
Having made our remarks about Theorem 10, we now proceed to its proof. 
approximates T well in the operator norm while also being itself well-approximated 309 by a complex symmetric weighted shift.
310
Given ǫ > 0, find an index N such that
This is made possible by the assumption (23). Now inductively define sequences
Unfortunately, it is not clear that the sequence {m k } ∞ k=1 is strictly increasing. We 315 must therefore establish the following claim.
316
Claim. The sequence m 1 , m 2 , m 3 , . . . is strictly increasing.
317
Pf. of Claim. We induct on k in the statement
Let us first verify the base case k = 1, which is the statement
First observe that 320 3m 2k ≤ c 3m 2k ,δ k (34) for k ≥ 0. Substituting (29) into (30) and using (34) then yields This establishes the base case (33) .
Suppose now that (32) holds for some k ≥ 1. Under this hypothesis, we wish to
First note that m 2k+1 < m 2k+2 is already part of the induction hypothesis (32). The middle inequality of (36) follows from (30) since
holds by the lower inequality in (32). To complete the induction, we need only verify the upper inequality in (36). This is established as follows:
This completes the proof of the claim.
325
Having constructed the desired sequence {m k } ∞ k=0 of indices, we consider the 326 weighted shift T ′ whose weight sequence is defined by (26). To prove that T ′ is 327 a good approximation to T with respect to the operator norm, we must establish 328 that each omitted weight α m k is small. This is our next task.
329
In light of (27) and (28) we have
Since m 3 = c 3N,δ0 it follows from (23) and (31) that 331 0 < α m3 < δ 0 < ǫ 4 .
By ( In particular, this tells us that
Since A 0 = A 1 we observe that
Finally define T ′′ and S ′′ by
The operator S ′′ belongs to CSO since it is a direct sum of matrices A 2k+3 ⊕ A ′ 2k+3
of the form (1) whose entries on the first subdiagonal are palindromic. Therefore
Thus T belongs to CSO, as claimed.
