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Abstract
We consider the algebra of spatial diffeomorphisms and gauge transformations in the
canonical formalism of General Relativity in the Ashtekar and ADM variables. Modi-
fying the Poisson bracket by including surface terms in accordance with our previous
proposal allows us to consider all local functionals as differentiable. We show that
closure of the algebra under consideration can be achieved by choosing surface terms
in the expressions for the generators prior to imposing any boundary conditions. An
essential point is that the Poisson structure in the Ashtekar formalism differs from the
canonical one by boundary terms.
1e–mail: soloviev@th1.ihep.su
1 Introduction
In the field theory Hamiltonian formalism it is conventional to assume that well-defined
Poisson brackets exist only for the so-called “differentiable” functionals [1, 2] whose variation
does not involve a boundary contribution. However, this restriction is not necessary, as can
be seen from what follows. Within different approaches, the authors of [3, 4, 5] proposed
this restriction to be by-passed and extended the Hamiltonian formalism to a larger class of
functionals — and, hence, to a larger class of problems. To realize this program different
proposals have been put forward in order to modify the standard formula for the Poisson
bracket by boundary terms. The authors of [4, 5] employed a nonlocal formula for these
terms, which indicates the existence of the interaction between the Korteweg-de Vries fields at
infinitely distant points on the boundary of the one-dimensional space. In contrast, in [3] only
local boundary terms were considered for the description of the ideal fluid hydrodynamics,
similar to those that arise when integrating the total divergences.
Recently [6, 7] we showed that the approach proposed in [3] can be generalized to include
arbitrary local functionals depending on an arbitrary, but finite number of spatial derivatives.
The standard expression for the Poisson bracket gets an additional contribution that consists
of a sum (which is formally infinite, but actually terminates after a finite number of terms) of
some divergences. It turns out that the Jacobi identity, the antisymmetry, and the closedness
properties are satisfied by the new Poisson bracket exactly, rather than up to boundary terms.
An interesting point is that these standard requirements can be satisfied even before one
imposes any boundary conditions. Thus, the new formula determines the Poisson bracket
on the set of all local functionals, not only for the “differentiable” functionals, as it is in the
conventional approach. Thus, we hope that our results can be applied to various physical
problems. Regarding the boundary conditions, our point of view is that they can be taken
into account in the next step, as is the case with the gauge conditions, and result only in a
subsequent reduction of the original Poisson structure.
In this paper we use the new definition of the Poisson bracket [6, 7] to study the canonical
formalism for General Relativity in the Arnowitt-Deser-Misner (ADM) and Ashtekar vari-
ables. We show that the well-known algebra can be realized in this framework, irrespective
to the choice of boundary conditions. In the Ashtekar formalism one uses a transformation
of variables that differs from the canonical one if surface terms are taken into account [8].
The deviation from the canonical relations on the boundary was also discussed in [9].
This paper is organized as follows. We start with a brief summary of the Hamiltonian
formalism for gravity in the ADM variables [10]. Then we analyze the change of variables
leading to the Ashtekar formalism. Next, we give the motivation for the new formula of the
field theory Poisson bracket and illustrate applications of the new formula in the ADM ap-
proach. The transformation to the Ashtekar variables gives rise to an unconventional surface
contribution that makes the transformation non-canonical. However, it is this contribution
that allows us to preserve the algebra of the generators found in the ADM variables.
1
2 ADM formalism
Space-time can be considered as a 4-manifold arising as a result of the time evolution of a
three-dimensional space-like hypersurface. The dynamical variables are then the Riemannian
metric tensor field γij(x
k), whence γijdx
idxj ≥ 0, and the tensor density field of the conjugate
momenta πij(xk), which are linearly related to the extrinsic curvature tensor Kij(x
k) of the
hypersurface,
πij = −√γ(Kij − γijK), (2.1)
where γij is the inverse matrix to γij, K = γ
ijKij, γ = det|γij|, and the Latin indices label
spatial coordinates and run over the values 1, 2, 3. The summation symbol is omitted.
The direction of the evolution is specified at each point of the hypersurface by a time-like
4-vector Nα, whose components N(xk, t) and N i(xk, t) satisfy the inequality
N2 ≥ γijN iN j . (2.2)
Dynamic equations are generated by the Hamiltonian
H =
∫
Ω
(
NH +N iHi
)
d3x, (2.3)
which is a linear combination of the constraints
H = − 1√
γ
(
γR +
π2
2
− Spπ2
)
, Hi = −2πji|j , (2.4)
and by the canonical Poisson bracket
{
γij(x), π
kl(y)
}
= δklij δ(x, y) ≡
1
2
(
δki δ
l
j + δ
k
j δ
l
i
)
δ(x, y), (2.5)
such that
γ˙ij = {γij, H}, π˙ij = {πij , H}. (2.6)
In order to explicitly reconstruct the four-dimensional space-time geometry in arbitrary
coordinates Xα, α = 0, 1, 2, 3, one should specify four additional functions relating the
coordinates to (xk, t).
Xα = eα(xk, t). (2.7)
If t1 corresponds to the initial moment and t2 to the final moment of the evolution, Eqs. (2.7)
determine the embedding of the fixed-t hypersurface for every t1 ≤ t ≤ t2 into space-time.
Functions N(xk, t), N i(xk, t) should then be thought of as the components of the 4-vector
Nα = e˙α
Nα = Nnα +N ieαi , (2.8)
with respect to the basis (nα, eαi ) at every point of the t = const hypersurface, where
eαi =
∂eα
∂xi
, nαe
α
i = 0, n
αnα = −1. (2.9)
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Having found the components of the unit normal vector nα from Eqs. (2.8), we obtain the
expression for the space-time metric tensor
gαβ = −nαnβ + eαi eβj γij . (2.10)
A more detailed discussion of this covariant Hamiltonian formalism can be found in [11].
Equations (2.6) are suitable not only for the purposes of describing the time evolution,
but also for describing the transformations of spatial coordinates on a fixed hypersurface
when N = 0:
γ˙ij = L ~Nγij = Ni|j +Nj|i, (2.11)
π˙ij = L ~Nπij = −N i|kπkj −N j|kπik +
(
Nkπij
)
|k
, (2.12)
where L ~N is the Lie derivative along the direction of the vector field N i. Obviously, the t
variable cannot be considered as time in this case. Let us note that the relation
{
H(N,N i), H(M,M j)
}
= H(L, Lk), (2.13)
where
L = N iM,i −M iN,i,
Lk = γki(NM,i −MN,i) +N iMk,i −M iNk,i (2.14)
is satisfied by the Hamiltonian considered as the generator of the coordinate transformations
of (xk, t), determined by the functions N,N i. In “local” language, this is usually represented
in the form
{H(x),H(y)} = (γik(x)Hk(x) + γik(y)Hk(y)) δ,i(x, y),
{Hi(x),Hk(y)} = Hi(y)δ,k(x, y) +Hk(x)δ,i(x, y),
{Hi(x),H(y)} = H(x)δ,i(x, y). (2.15)
These relations ensure the “path-independence” [12], i.e., the independence of the 4-geometry
arising after integrating the equations of motion (2.6) of the choice of functionsN(xk, t), N i(xk, t)
for fixed starting and end points of the evolution. Relations (2.14) do not define a Lie alge-
bra in general, since they involve the dynamic variable γki. However, for transformations of
spatial coordinates (with N = M = 0) we have the Lie-algebraic relation
{
H(N i), H(M j)
}
= H
(
[N,M ]k
)
, (2.16)
where
[N,M ]k = N iMk,i −M iNk,i. (2.17)
It is natural to expect that (2.14) and (2.16) are independent of the choice of variables and
are preserved under changes of the variables. One such change of variables is considered in
the next Section. In the case where the hypersurface has a boundary (including an infinitely
remote one), all of the above requires a more thorough analysis. The Hamiltonian may differ
from (2.3) by surface integrals over the boundary, as is the case, for example, in [1, 13]. We
consider this case later.
3
3 Ashtekar’s transformation
Instead of the metric tensor γij we introduce the triad E
a
i in such a way that γij = E
a
i E
a
j ,
a = 1, 2, 3. The inverse matrices to the triad are denoted by Eia, hence, E
a
i E
j
a = δ
j
i , and
Eai E
i
b = δ
a
b . Since γ
kjγji = γ
kjEajE
a
i = δ
k
i , the inverse matrix can be obtained by raising
the index with the help of γkj, Eka = E
ka = γkjEaj . The position of the inner index a is
irrelevant. It is also not difficult to verify that
γij = EiaEja, γ = det|Eai Eaj | = (det|Eai |)2 = E2. (3.1)
Let us introduce the momenta πia conjugate to the triad. They satisfy the equations{
Eai (x), π
j
b(y)
}
= δji δ
a
b δ(x, y), (3.2)
and can be easily related to the momenta πij by means of
πij =
1
4
(
πiaE
j
a + π
j
aE
i
a
)
. (3.3)
It now turns out that part of the Poisson brackets for the ADM variables has been modified:
{
γij(x), π
kl(y)
}
= δklij δ(x, y), {γij(x), γkl(y)} = 0, (3.4)
while {
πij(x), πkl(y)
}
=
1
4
(
γikMjl + γilMjk + γjkMil + γjlMik) δ(x, y), (3.5)
where
Mij = 1
4
(
Eiaπja −Ejaπia
)
=M[ij]. (3.6)
To preserve the correspondence between Poisson structures, one has to impose three con-
straintsMij = 0, which also ensures the conservation of the number of degrees of freedom (a
symmetric tensor γij(x) is defined by six numbers at each point, while the triad matrix E
a
i (x)
contains nine independent components). The constraints can be represented equivalently in
the form
Jab ≡ J [ab] = 0, where Jab =MijEai Ebj . (3.7)
The constraints are in involution,
{Mij(x),Mkl(y)} = 1
4
(
γikMjl − γilMjk − γjkMil + γjlMik) δ(x, y). (3.8)
Clearly, the choice of (Eai , π
i
a) as the canonical variables is not unique. In view of the
transition to the Ashtekar variables that we make below, it is more convenient to use the
variables
(
E˜ia, Kai
)
defined by
E˜ia = EEia, Kai = KijE
ja + E−1EibJ
ab, (3.9)
Then, {
E˜ia(x), Kbj (y)
}
=
1
2
δijδ
abδ(x, y), (3.10)
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{
E˜ia(x), Ejb(y)
}
= 0,
{
Kai (x), K
b
j (y)
}
= 0. (3.11)
In [14] Ashtekar proposed a beautiful transformation that allowed one to represent the density
of the gravitational Hamiltonian as a fourth-order polynomial in canonical variables. The
presentation in this paper follows [15]. The Ashtekar transformation is analogous to the
canonical transformations in classical mechanics,
qA → qA, pA → pA + ∂F (q)
∂qA
. (3.12)
In the present case, the generating function F (q) is replaced by the functional
F = F
(
E˜ia
)
=
∫
Ω
E˜iaΓai d
3x, (3.13)
where
Γai =
1
2
ǫabcEjcE
jb
|i. (3.14)
and the partial derivative with respect to the coordinate is replaced by the Euler-Lagrange
variational derivative
δF
δE˜ia
= Γai . (3.15)
Ignoring the surface terms, this transformation can be viewed as a canonical one. Ashtekar
also introduced a complex parametrization in which the new variables are represented as
Aai = iK
a
i + Γ
a
i , (3.16)
In this parameterization, we have
{
E˜ia(x), Abj(y)
}
=
i
2
δijδ
abδ(x, y), (3.17)
{
E˜ia(x), E˜jb(y)
}
= 0,
{
Aai (x), A
b
j(y)
}
= 0. (3.18)
Up to the surface terms that we consider in the subsequent Sections, changing the vari-
ables in the Hamiltonian leads to the expression
H =
∫
Ω
(
N ǫabcE˜iaE˜jbF cij +N i2iE˜jaF aij + ξˆa2DiE˜ia
)
d3x. (3.19)
Here
DiE˜ia ≡ iǫabcJ bc ≡ iǫabcEibEjcMij, (3.20)
and the new covariant derivative Di is defined by
Diλka = λka|i + ǫabcAbiλkc. (3.21)
The curvature of the connection Aai can be found from
(DiDj −DjDi) λa = ǫabcF bijλc, (3.22)
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hence
F aij = ∂iA
a
j − ∂jAai + ǫabcAbiAcj . (3.23)
Let us note that in this paper, as well as in [8], the constraints and the Hamiltonian differ
from those given in [14] by a factor of 2, while the Poisson bracket differs by the factor
of 1/2, so, the equations of motion are identical. We prefer to use the current notations
since the Lagrangian multiplier N i then coincides with the ADM-formalism multiplier, while
N = E−1N . In order to make a comparison with the ADM-formalism (2.15), we give one
more set of algebraic relations for the generators entering (3.19):
{H(N , N i, ξˆa), H(M,M j, ηˆb)} = H(L, Lk, λˆc), (3.24)
L = NkM,k −MNk,k, (3.25)
Lk = E˜kaE˜ja (NM,j −MN,j) +N jMk,j −M jNk,j, (3.26)
λˆc = −iǫcabξˆaηˆb +
+
i
2
F cjk(N
jMk −M jNk) + ǫcabF ajkE˜kbN jM. (3.27)
(3.28)
In what follows, we are interested in the situation where the surface terms play an essential
role. In this case, it is shown that the Ashtekar transformation differs from a canonical one,
namely {
Aai (x), A
b
j(y)
} 6= 0. (3.29)
4 Surface terms and new formula for Poisson brackets
Let us recall that, from the geometrical point of view, the Poisson bracket arises from the
following construction:
{F,G} = dG dF Ψ, (4.1)
where d is a differential (1-form), Ψ is the Poisson bivector (whose Schouten-Nienhuis bracket
with itself vanishes), and denotes the inner product operation (in the present case, the
inner multiplication of 1-forms with a bivector or a 1-vector). In field theory, one usually
assumes2 that
• F,G are local functionals,
F =
∫
Ω
f (φA(x), DiφA, DiDjφA, . . .) d
nx =
∫
Ω
f
(
φ
(J)
A (x)
)
dnx, (4.2)
2In this paper, we try to avoid the multi-index notations J = (j1, . . . , jn), |J | = j1 + . . . + jn, and
DJ =
∂|J|
∂j1x1...∂jnxn
, which are widely used in [6, 7]. We give the formulae in the multi-index notation only in
the present Section along with the standard notations in order to illustrate how much space can be saved.
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• their differential is determined by the variational Euler-Lagrange derivative3,
dF =
∫
Ω
δF
δφA
δφAd
nx, (4.3)
δF
δφA
=
∂f
∂φA
−Di ∂f
∂DiφA
+DiDj
∂f
∂DiDjφA
+ . . . = (−1)|J |DJ ∂f
∂φ
(J)
A
, (4.4)
• the coefficients IˆAB of the Poisson bivector
Ψ =
1
2
∫
Ω
δ
δφA
∧ IˆAB δ
δφB
dnx, (4.5)
are determined from the fundamental brackets among the fields, which are also local,
i.e.,
{φA(x), φB(y)} = IˆABδ(x, y), (4.6)
• the inner product of a 1-form and, for example, a 1-vector (which can always be brought
to the canonical form through integrating by parts) reads
α ψ =

∫
Ω
αAδφAd
nx



∫
Ω
ψB
δ
δφB
dnx

 =
∫
Ω
αAψAd
nx. (4.7)
The Poisson bracket that results from (4.1) is given by
{F,G} =
∫
Ω
δF
δφA
IˆAB
δG
δφB
dnx, (4.8)
where, in the simplest case of the canonical variables φA = (qα, pα) the operator IˆAB is the
totally antisymmetric matrix
Iˆ =
(
0 δαβ
−δαβ 0
)
, (4.9)
while, in the general case, IˆAB is an antisymmetric differential operator of an arbitrary finite
order with the coefficients depending on the the fields φA and their derivatives (which are
also of a finite order),
IˆAB = −Iˆ∗BA, (4.10)
where
IˆAB = I
(0)
AB + I
(i)
ABDi + I
(ij)
ABDiDj + . . . = I
K
ABDK , (4.11)
Iˆ∗AB = I
(0)
BA −Di ◦ I(i)BA +DiDj ◦ I(ij)BA − . . . = (−1)|K|DK ◦ IKBA. (4.12)
3By Di we denote the total partial derivative Di =
∂
∂xi
+ φ
(J+i)
A
∂
∂φ
(J)
A
and DJ = D
i1
1 . . . D
in
n .
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The above formula for the Poisson bracket (4.8) can be given a rigorous derivation in field the-
ory (in the framework of the so-called formal variational calculus [16, 17, 18]) where “good”
boundary conditions are imposed, i.e., when any integral of a total divergence vanishes.
In physics, however, and in the Hamiltonian formalism for gravity, in particular, one
encounters problems where this condition is not satisfied. For example, Hamiltonian (2.3) in
asymptotically flat space-time has to be supplemented by surface integrals of a special form
[1, 13]. It turns out, however, that one can still use the standard formula for the Poisson
bracket if one is restricted to the class of “differentiable” Hamiltonians, whose variations do
not involve surface integrals. In that case, one can preserve the definition of the differential
in terms of the Euler-Lagrange derivative. Article [19] was devoted to demonstrating that
under the asymptotic boundary conditions at the spatial infinity adopted in [1, 13] the
Poisson bracket does not map outside the class of “differentiable” functionals. By a direct
check, one can see that the Jacobi identity holds under the conditions of [1, 13].
At the same time, there remain several obscure points in the cited papers. For example,
when one evaluates the Poisson brackets of the ADM-formalism generators in accordance
with (4.8) under the boundary conditions from [1, 13], one obtains similar generators with
the necessary surface terms included, and therefore, the algebra closes similarly to Eqs.
(2.13) and (2.14). On the other hand, evaluating the bracket according to such formulae as
{H(N), H(M)} =
∫
Ω
∫
Ω
N(x)M(y){H(x),H(y)}d3xd3y (4.13)
with the help of the algebra of constraints (2.15), does not allow one to obtain the necessary
surface integrals. The reason is that integrals of the type
∫
Ω
∫
Ω
ξ(x)η(y)
(
∂
∂x
)m(
∂
∂y
)n
δ(x, y), (4.14)
which emerge in the intermediate calculations, are only defined when all of the surface
integrals vanish, which is not the case under the boundary conditions taken in [1, 13].
In the mid-eighties, publications appeared [3, 4, 5] that went beyond the above class of
“differentiable” functionals. Under certain boundary conditions, the functionals considered
therein could have variations involving surface components. An inevitable consequence was
that the standard formula for the Poisson brackets was invalidated, since it violated the
Jacobi identity. Other formulas have been proposed that differ from the conventional one by
boundary terms as well.
Recently, we were able to show [7] that it is possible to consider nontrivial boundary
problems when the formal variational calculus [16, 17, 18] is generalized to include total
divergences. In this approach, the Poisson bracket determined by Eq. (4.1) in the general
geometrical setting satisfies the standard requirements of antisymmetry, the Jacobi identity,
and closedness of its domain of definition A, i.e., F,G ∈ A → {F,G} ∈ A , where A is the
set of all local functionals, irrespective of the choice of boundary conditions.
A new formula for the Poisson bracket emerges as a result of generalizing all of its three
“components”: the differential, the Poisson bivector, and the pairing. This is necessary if
one wishes to preserve all of the surface terms in the expression for the functionals, m-forms,
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and m-vectors. The differential of a local functional is now given by its total variation, which
does not imply dropping the boundary contributions,
dF =
∫
Ω
f ′AδφAd
nx, (4.15)
where we introduced the Fre´chet derivative
f ′A =
∂f
∂φA
+
∂f
∂φA,i
Di +
∂f
∂φA,ij
DiDj + . . . =
∂f
∂φ
(J)
A
DJ . (4.16)
Instead of partial derivatives, it is often convenient to use symmetrized covariant derivatives,
which allows us to write
f ′A =
∂f
∂φA
+
∂f
∂(∇iφA)∇i +
∂f
∂(∇(i∇j)φA)∇(i∇j) + . . . (4.17)
Another useful rewriting is achieved when using the higher Euler operators [16],
dF =
∫
Ω
(
E0A(f)δφA +Di(E
1,i
A (f)δφA) +DiDj(E
2,ij
A (f)δφA) + . . .
)
dnx =
=
∫
Ω
DJ
(
EJA(f)δφA
)
dnx, EJA(f) = (−1)|J |+|K|
(
K
J
)
DK−J
∂f
∂φ
(K)
A
, (4.18)
where the zero-order operator E0A is the standard Euler-Lagrange variational derivative (4.4).
A third way of writing these relations involves a formal trick that reduces the integral over
a finite domain Ω to an integral over the entire infinite space Rn,
F =
∫
Ω
fdnx =
∫
Rn
θΩfd
nx, (4.19)
where
θΩ(x) =
{
1 if x ∈ Ω
0 otherwise
. (4.20)
In what follows, we omit the subscript Ω from the notation for this function and the symbol
R
n from the notation for the integral over the entire space. We now obtain
dF =
∫
E0A(θf)δφAd
nx =
∫
δF
δφA
δφAd
nx, (4.21)
and it also turns out that
E0A(θf) =
δF
δφA
= θE0A(f)− θ,iE1,iA (f) + θ,ijE2,ijA (f) + . . . = (−1)|J |DJθEJA(f). (4.22)
The new total variational derivative — for which we use the same notation as the one normally
used for the Euler-Lagrange derivative — contains information not only about the integrand
f , but, also, due to the presence of the θ function, about the integration domain Ω.
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The second step consists in revising the definition of the bivector. This, too, amounts to
taking into account the characteristic function θ of the domain Ω. Then, we have to modify
the definition of the conjugate operator used when “carrying over” the derivatives from one
of the arguments of the δ-function to another:
IˆAB(x)δ(x, y) = Iˆ
∗
BA(y)δ(x, y). (4.23)
For example,
θ(x)Dxδ(x, y) = −θ(y)Dyδ(x, y)− θ′δ(x, y), (4.24)
which means that whenever we have
Iˆ = θD, (4.25)
then
Iˆ∗ = −θD − θ′ = −D ◦ θ. (4.26)
Taking such terms into account allows one, in particular, to avoid ambiguities and to obtain
consistent answers when using formulas of type (4.13) and (4.8). As an antisymmetric oper-
ator (in the sense of the new conjugation operation) one should, clearly, use the expression
(1/2)(Iˆ − Iˆ∗). Finally, the pairing of 1-forms and bivectors (in the general case, of m-
vectors) or, conversely, of 1-vectors and 2-forms (in general, m-forms) is also defined anew,
using the trace of two differential operators. If
Aˆ = aJDJ ≡ a+ aiDi + aijDiDj + . . . , (4.27)
Bˆ = bKDK ≡ b+ bkDk + bklDkDl + . . . , (4.28)
then
Tr
(
AˆBˆ
)
= ab+ aiDib+Dkabk +DkaiDibk +DkDlabkl +DkDlaiDibkl +
+ aijDiDjb+DkaijDiDjbk +DkDlaijDiDjbkl + . . . = DKaJDJbK . (4.29)
In this case, the generalization of Eq. (4.7) reads as
α ψ =

∫
Ω
αˆAδφAd
nx



∫
Ω
ψˆB
δ
δφB
dnx

 =
∫
Ω
Tr
(
αˆAψˆA
)
dnx. (4.30)
As shown in [7], the above three steps — generalizing the definitions of the differential
(4.15), the conjugate operator (4.23), and the pairing (4.30) — considered together with the
most general geometrical definition (4.1), result in the new formula for the Poisson bracket.
In the calculations that follow, we use the representation through the Fre´chet derivatives
{F,G} =
∫
Tr
(
f ′AIˆABg
′
B
)
dnx, (4.31)
where IˆAB is an antisymmetric operator and the θ-functions are pulled outside the trace sign
in the operator IAB, i.e.. if
IˆAB = θIˆ
〈0〉
AB + θ,iIˆ
〈i〉
AB + θ,ij Iˆ
〈ij〉
AB + . . . = DJθIˆ
〈J〉
AB, (4.32)
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then
{F,G} =
∫
Ω
Tr
(
f ′AIˆ
〈0〉
ABg
′
B
)
dnx−
∫
Ω
DiTr
(
f ′AIˆ
〈i〉
ABg
′
B
)
dnx+
∫
Ω
DiDjTr
(
f ′AIˆ
〈ij〉
AB g
′
B
)
− . . . =
= (−1)|J |
∫
Ω
DJTr
(
f ′AIˆ
〈J〉
ABg
′
B
)
dnx. (4.33)
The result can be written, using the higher Euler derivatives, as
{F,G} = (−1)|L|
∫
Ω
DJ+K+L
(
EJA(f)Iˆ
〈L〉EKB (g)
)
dnx, (4.34)
or as the double integral involving total variational derivatives (4.22),
{F,G} =
∫ ∫
δF
δφA(x)
δG
δφB(y)
{φA(x), φB(y)}dnxdny, (4.35)
which should be evaluated according to the rules explained in [6].
5 Surface terms in ADM formalism
As our first example of the evaluation of Poisson brackets according to Eq. (4.31), we
consider the bracket of the functionals known as the generators of spatial diffeomorphisms
in asymptotically flat space-time,
{
H(N i), H(M j)
}
=
∫
Ω
Tr
(
h′γij (N
i)h′πij (M
j)− h′γij (M j)h′πij (N i)
)
d3x, (5.1)
where
H(N i) =
∫
Ω
N iHid3x+
∮
∂Ω
2πjiN
idSj ≡
∫
πij(Ni|j +Nj|i)d
3x. (5.2)
The variation of such a functional reads
δH =
∫ (
(Ni|j +Nj|i)δπ
ij + 2πijδ(γik(N
k
,j + Γ
k
jmN
m))
)
d3x. (5.3)
Using the known formula
δΓkjm =
1
2
γkn
(
δγnj|m + δγnm|j − δγjm|n
)
, (5.4)
we arrive at
δH(N i) =
∫
Ω
(
(Ni|j +Nj|i)δπ
ij + (πikN j|k + π
kjN i|k)δγij +N
kπij(δγij)|k
)
d3x, (5.5)
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which shows that the Fre´chet derivatives with respect to the canonical variables are equal to
h′πij (N
i) = Ni|j +Nj|i, (5.6)
h′γij (N
i) = πikN j|k + π
kjN i|k +N
kπij∇k, (5.7)
where ∇k and the vertical line denote the same covariant derivative (the one compatible
with the metric tensor γij). Therefore, the Fre´chet derivative of the generator with respect
to the momenta is a function, while the derivative with respect to the metric tensor is
a differential operator. Unlike in the calculations performed when evaluating the Euler-
Lagrange derivative, there is no need to integrate by parts in our case. Let us evaluate the
trace
Tr
(
h′γij (N
i)h′πij (M
j)
)
=
(
πikN j|k + π
kjN i|k +N
kπij∇k
)
(Mi|j +Mj|i). (5.8)
The terms that are symmetric with respect to N,M do not contribute to the Poisson bracket.
After renaming the indices, we obtain
{
H(N i), H(M j)
}
=
∫
Ω
2πij
(
(Nk|jMi|k −Mk|jNi|k) + (NkMi|jk −MkNi|jk)
)
d3x. (5.9)
We now change the order of the second covariant derivatives using the relation
Mi|jk =Mi|kj +RmijkM
m, (5.10)
Then the contribution of
2πijRmijk
(
NkMm −MkNm) (5.11)
vanishes by virtue of symmetry properties of the Riemann tensor and, thus,
{
H(N i), H(M j)
}
=
∫
Ω
2πij
(
NkMi|k −MkNi|k
)
|j
d3x = H([N,M ]k). (5.12)
It can be seen that the generators H(N i) realise a representation of the algebra of diffeo-
morphisms of a three-dimensional hypersurface. Note that we have not specified any special
boundary conditions and, thus, these generators would not be “differentiable” functionals in
the standard approach. From our point of view, this simply means that the standard for-
mula for the Poisson bracket cannot be used in the general case. If one attempts to formally
evaluate the same bracket using the conventional formula (4.8) the result would differ from
ours by the surface integral
∆
{
H(N i), H(M j)
}
= −
∮
∂Ω
πij
(
Nk(Mi|j +Mj|i)−Mk(Ni|j +Nj|i)
)
dSk. (5.13)
Naturally, the Jacobi identity for the bracket (4.4) would not be satisfied, in general:{{H(N i), H(M j)}, H(Lk)}+{{H(Li), H(N j)}, H(Mk)}+{{H(M i), H(Lj)}, H(Nk)} 6= 0.
The condition ensuring the validity of the Jacobi identity for the conventional Poisson bracket
consists in requiring that N i,M j , Lk be Killing vectors of the metric tensor γij at the bound-
ary ∂Ω or be tangent to the boundary. In the first case, obviously, the new and the old
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formulae produce the same result, even though the functionals H(N i), H(M j) remain “non-
differentiable”:
δH =
∫
Ω
(
E0γij (h)δγij + E
0
πij (h)δπ
ij
)
d3x+
∮
∂Ω
NkπijδγijdSk. (5.14)
6 Surface terms in Ashtekar’s formalism
It is natural to expect that going over from ADM to the Ashtekar variables should not affect
the spatial diffeomorphism algebra (5.12) in any considerable way. However, there are at
least two subtleties of this transformation which we would like to discuss in a greater detail.
First, as has already been noted, the transition to the triad preserves the original Poisson
brackets only on the constraint surface Mij = 0 and, therefore, some extra calculations are
required in order to derive the complete (off-shell) structure of the Poisson-bracket algebra.
Second, as has also been mentioned above, the Ashtekar transformation is canonical only
up to surface terms and it is important to understand the role played in the algebra by the
noncanonical contribution.
As long as we are talking about applications of the new formula for the Poisson bracket, we
assume that it is justified to give technical details about the calculations. The general proof
of the invariance of that formula under changing dependent variables (field redefinitions)
has not been published yet and, therefore, an explicit demonstration of this invariance in a
concrete example would not be redundant. Thus, we start with checking how relation (2.16)
changes under going over to the triad. Since
{
πij(x), πkl(y)
}
= CijklmnMmnδ(x, y), (6.1)
where
Cijklmn =
1
4
(
γikδjlmn + γ
ilδjkmn + γ
jkδilmn + γ
jlδikmn
)
, (6.2)
the bracket found above receives an additional contribution that vanishes on the constraint
surface Mmn = 0
∆
{
H(N i), H(M j)
}
=
∫
Ω
Tr
(
h′πij (N
i)CijklmnMmnh′πkl(M j)
)
d3x =
=
∫
Ω
(Ni|j +Nj|i)CijklmnMmn(Mk|l +Ml|k)d3x =
=
∫
Ω
(Nk|m +N
|k
m )(Mk|n +Mn|k)Mmnd3x. (6.3)
This additional contribution may also vanish outside the constraint surface if at least one of
the vector fields N i(x), M j(x) satisfies the Killing equation, i.e., preserves the metric tensor
γij(x) in the domain Ω.
In order to evaluate the bracket directly in the new variables, for instance in variables
(Eai , π
i
a), it is not always necessary to use the explicit expressions for the generators in terms
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of these variables. It is often sufficient to express the variations of the old fields in terms of
the new ones:
δγij = E
a
i δE
a
j + E
a
j δE
a
i , (6.4)
δπij =
1
4
(
Eiaδπja + πjaδEia + Ejaδπia + πiaδEja
)
. (6.5)
Then
δH =
∫
Ω
(
h′γijδγij + h
′
πij
δπij
)
d3x =
∫
Ω
(
h˜′EiaδEia + h˜
′
πiaδπ
ia
)
d3x =
=
∫
Ω
(
h′γkj (γkj)
′
Eia
δEia + h
′
πkj
(πkj)′EiaδEia + h
′
πkj
(πkj)′πiaδπ
ia
)
d3x, (6.6)
whence we find
h˜′πia(N
i) = h′πij (N
i)
1
2
Eja =
1
2
(Ni|j +Nj|i)E
ja, (6.7)
h˜′Eia(N
i) = h′γij (N
i)2Eja + h
′
πkl(N
i)
(
−1
2
)
πkbEibEla =
=
(
πikN l|k + π
klN i|k +N
kπil∇k◦
)
2Ela − 1
2
(Nk|l +Nl|k)π
kbEibEla. (6.8)
and
Tr
(
h˜′Eia(N
i)h˜′πia(M
j)
)
=
(
πikN l|k + π
klN i|k +N
kπil∇k
)
(Mi|l +Ml|i)−
− 1
4
πkbEib(N
|j
k +N
j
|k)(Mi|j +Mj|i). (6.9)
In this way, we have
{
H(N i), H(M j)
}
=
∫
Ω
Tr
(
h˜′Eia(N
i)h˜′πia(M
j)− h˜′Eia(M i)h˜′πia(N j)
)
d3x =
= H([N,M ]k) +
∫
Ω
(Nk|m +N
|k
m )(Mk|n +Mn|k)Mmnd3x, (6.10)
and, as was to be expected, the result does not change under this change of variables as
compared with the ADM bracket (6.3) deformed according to (6.1), (5.12).
Similar considerations apply to going over to
(
E˜ia, Kai
)
. In this case, we use Eqs. (3.9)
and another relation
πia = 2E
(
EiaEjb −EibEja)Kbj , (6.11)
which is easy to verify. We thus obtain
δEia =
1
2E
(EiaEjb − 2EjaEib)δE˜jb,
δπia = 2E(EiaEjb − EibEja)δKbj +
(
2(KbjE
ia +KckE
kcδijδ
ab −KcjEicδab −
− KbkEkaδij) +KckEjb(EicEka − EkcEia)
)
δE˜jb. (6.12)
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Calculations similar to those performed above also confirm, in this case, that the result is
unchanged when one chooses new variables.
Let us note that, up to this point, we have beep considering only algebraic transforma-
tions, i.e., those free of field derivatives. When going over to the Ashtekar variables
E˜ia → E˜ia, Kai → Aai = iKai + Γai , (6.13)
this is no longer the case, because
Γai =
1
2
ǫabcE˜jcE˜
jb
|i. (6.14)
where E˜jc is the matrix inverse to E˜
ib. Expressing the variations of the old variables through
the new ones we obtain
δKai = −iδAai + i(Γai )′E˜jbδE˜jb, (6.15)
For an arbitrary functional, therefore, we have
δF =
∫
Ω
(
f ′
E˜ia
δE˜ia + f ′Kai δK
a
i
)
d3x =
∫
Ω
(
f˜ ′
E˜ia
δE˜ia + f˜ ′Aai δA
a
i
)
d3x, (6.16)
where
f˜ ′
E˜ia
= f ′
E˜ia
+ f ′
Kbj
(
Γbj
)′
E˜ia
, (6.17)
f˜ ′Aai = −if
′
Kai
. (6.18)
If these transformations were canonical (up to the factor of i), the Poisson bracket would be
given in the new variables by
{F,G} = i
2
∫
Ω
Tr
(
f˜ ′
E˜ia
g˜′Aai − f˜
′
Aai
g˜′
E˜ia
)
d3x =
1
2
∫
Ω
Tr
(
f ′
E˜ia
g′Kai − f
′
Kai
g′
E˜ia
)
d3x+
+
1
2
∫
Ω
Tr
(
f ′
Kbj
(Γbj)
′
E˜ia
g′Kai − f
′
Kai
g′
Kbj
(Γbj)
′
E˜ia
)
d3x. (6.19)
However, the invariance would be violated,
∆1{F,G} =
∫
Ω
Tr
(
f ′Kai Cˆaibjg
′
Kbj
)
d3x, (6.20)
where
Cˆaibj =
1
2
(
(Γai )
′
E˜jb −
[
(Γbj)
′
E˜ia
]∗)
. (6.21)
We can see that the hypothesis stating that the Ashtekar variables are canonical contradicts
the invariance of the Poisson bracket. However, we showed [8] — still making use of the
standard formula (4.8) — that
{
Aai (x), A
b
j(y)
}
= iCˆaibj(x)δ(x, y) 6= 0, (6.22)
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precisely,
{
Aai (x), A
b
j(y)
}
= i
{
Γai (x), K
b
j (y)
}
+ i
{
Kai (x),Γ
b
j(y)
}
=
i
2
(
(Γai (x))
′
E˜jb −
− (Γbj(y))′E˜ia
)
δ(x, y) =
i
2
(
(Γai (x))
′
E˜jb −
[
(Γbj(x))
′
E˜ja
]∗)
δ(x, y). (6.23)
If we ignore the surface terms, the Fre´chet derivative of the Euler-Lagrange derivative is a
symmetric operator [16], hence, we have a purely surface contribution in this case. Since the
Ashtekar variables are noncanonical, a second correction arises in this way,
∆2{F,G} =
∫
Ω
Tr
(
f˜ ′Aa
i
Cˆaibj g˜
′
Abj
)
d3x = −
∫
Ω
Tr
(
f ′Ka
i
Cˆaibjg
′
Kbj
)
d3x, (6.24)
that compensates the first one. The new formula for the Poisson bracket remains invariant
under the replacement
(
E˜ia, Kai
)
→
(
E˜ia, Aai
)
, which pertains to the surface contributions.
The invariance of the bracket allows us to use different variables for calculating the
algebra of the generators. Explicit calculations that make use of the generators in the
Ashtekar formalism are much more involved than those considered above. For comparison,
let us present the explicit expression in the Ashtekar variables of the H(N i) generator; the
shortest derivation of this generator is given in [20]:
H(N i) = 2i
∫
Ω
NkE˜iaF akid
3x− 2i
∮
∂Ω
(Aai − Γai )(E˜iaNk − E˜kaN i)dSk −
− 2i
∫
Ω
(
N iAci −
1
2
ǫabcE˜ib(E˜
ia
|kN
k − E˜kaN i|k)
)
DjE˜jcd3x. (6.25)
As an example of calculations performed directly in the Ashtekar variables, consider the
bracket of the generators that implement complex rotations of the triad. The variation of
the generator reads
δH(ξˆa) = δ
∫
Ω
ξˆa2DiE˜iad3x =
∫
Ω
(
h′
E˜jc
(ξˆa)δE˜jc + h′Acj (ξˆ
a)δAcj
)
d3x, (6.26)
where
h′
E˜jc
(ξˆa) = 2ξˆc∂j + 2ξˆ
aǫabcAbj, (6.27)
h′Acj (ξˆ
a) = −2ξˆaǫabcE˜jb. (6.28)
The Poisson bracket is given by
{H(ξˆa), H(ηˆb)} = i
2
∫
Ω
Tr
(
h′
E˜jc
(ξˆa)hAcj(ηˆ
b)− h′Acj (ξˆ
a)h′
E˜jc
(ηˆb)
)
d3x+
+ i
∫
Ω
Tr
(
h′Acj (ξˆ
a)Cˆcjdkh
′
Ad
k
(ηˆb)
)
d3x. (6.29)
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Here, one needs the explicit form of the noncanonical correction
Cˆaibj = θ,kC
k
aibj = θ,k
i
4E
(
ǫacbδkjEic − ǫbcaδkiEjc − ǫacdEibEjcEkd + ǫbcdEjaEicEkd
)
. (6.30)
As a result, we obtain the following relations:
{H(N i), H(M j)} = H
(
[N,M ]k
)
+H(λˆa), (6.31)
{H(N i), H(ξˆa)} = 0, (6.32)
{H(ξˆa), H(ηˆb)} = H
(
−i(ξˆ × ηˆ)c
)
, (6.33)
with
[N,M ]k = N iMk,i −M iNk,i, (ξˆ × ηˆ)
c
= ǫcabξˆaηˆb, (6.34)
λˆa = ǫabcEibEjc
(
Nk|i +N
|k
i
) (
Mk|j +Mj|k
)
. (6.35)
where the surface terms are fixed, while the boundary conditions remain completely free.
The last term in (6.31) was missed in a similar formula, (5.3) of [20], which, however, was
not essential for the final result. The origin of this inaccuracy consists, of course, in the fact
that going over from the canonical brackets for the ADM variables to the deformed brackets
(6.1) is not a change of variables and preserves the Poisson brackets only on the constraint
surface Mij = 0.
7 Conclusions
We have shown how the new definition of the field theory Poisson brackets allows one to anal-
yse Poisson bracket algebras for a class of functionals which is broader than the standard one.
We allow arbitrary local functionals rather than “differentiable” functionals only (i.e., those
whose variation does not contain boundary contributions). Moreover, it turns out that one
can find generators, which, in general, are different from the constraints by surface integrals,
in such a way that their algebra closes. The expressions found for the generators cannot
be called new, because they appear, for example, in the analysis of the asymptotically flat
space-time [20]. What is really new, however, is the statement regarding their applicability
in a much more general context, irrespective to the choice of boundary conditions. In another
paper [21] we discussed the criterion for a local functional to be the admissible Hamiltonian,
i.e., the criterion ensuring that this functional generates the standard equations of motion
(rather than equations of motion “in the weak sense”). In relation to the present paper,
this, more restrictive, requirement would not change the Poisson algebra we found in (6.31),
(6.32), and (6.33); rather, it would lead to the requirement that the displacement vectors of
the spatial coordinates be tangent to the boundary.
The present paper is limited to the discussion of the algebra of generators of the spatial
diffeomorphisms and the triad rotations, i.e., transformations acting within the same hyper-
surface. It is not yet clear what would happen when the hypersurface starts moving in the
normal direction, or whether it is possible to organize the corresponding generators into the
algebra similar to the one well-known for spaces without boundaries or for asymptotically
17
flat spaces. Answering these questions is equivalent to finding out whether there exists a sur-
face integral that would allow one to close this more general algebra involving the generator
H(N ) for any boundary conditions.
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