Abstract-Offset-QAM-based filterbank multicarrier (FBMC-OQAM) has been shown to be a promising alternative to cyclic prefix-orthogonal frequency division multiplexing for the future generation of wireless communication systems. Unfortunately, as the channel gets more selective in time and frequency, the FBMC-OQAM orthogonality is progressively destroyed and distortion appears after the demodulation process at the receiver. While channel frequency selectivity has been very widely studied in the FBMC literature, the impact of time selectivity of the channel has not received that much attention. In this paper, the effect of the two types of selectivity on a multiple-input multiple-output (MIMO) FBMC system is characterized and a parallel equalization structure that can compensate for the doubly dispersive nature of the channel is proposed. This design uses multiple analysis filterbanks and extends previous approaches that were dealing only with channel frequency selectivity. A theoretical approximation of the remaining distortion after equalization is given. The study is performed for a general MIMO system but can also be particularized to singleinput single-output systems. Simulation results demonstrate the high efficiency of the proposed receiver structure and the accuracy of the theoretical approximations is verified.
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Digital Object Identifier 10.1109/TSP.2017.2711534 cyclic prefix-orthogonal frequency division multiplexing (CP-OFDM) as the new modulation format in the next generations of wireless communication systems. It is well known that the FFT filters inherent to CP-OFDM generate high spectral leakage. As opposed to CP-OFDM, FBMC-OQAM uses a pulse shape which is more spread out in time. This results in a much better time-frequency localization of the prototype pulse [1] , making the system more robust to timing and carrier frequency offsets [2] . Further, it gives more flexibility for the spectrum utilization. For instance, compared to a CP-OFDM system, it greatly decreases the number of guard band subcarriers on the edges of the system bandwidth left inactive to respect spectral emission masks [3] or between unsynchronized users [4] . Moreover, FBMC-OQAM does not require the use of a cyclic prefix (CP), which again increases the spectral efficiency of the system [3] . The advantages of FBMC-OQAM come at the expense of an increase in the system implementation complexity. More specifically, this modulation generates a particular interference pattern, which can easily be taken care of if the channel is mildly frequency selective and slowly changing over time but requires additional signal processing in more complex propagation environments [5] , [6] . Furthermore, one should note that to achieve higher spectral selectivity, the prototype pulse needs to be more spread out in the time domain, which induces more latency and might be detrimental for short burst transmissions. Pre-loading techniques and tail shortening algorithms were designed to limit this effect [3] , [7] [8] [9] .
If the channel is slowly varying in time and frequency, singletap equalization is sufficient to compensate for the channel distortion and restore the FBMC-OQAM orthogonality. However, as the channel gets more selective in time and frequency, distortion will appear and FBMC will suffer from so-called intrinsic interference caused by inter-symbol interference (ISI) and intercarrier interference (ICI). In the literature, many papers have proposed algorithms to compensate for the frequency selectivity of the channel. Various authors have studied the problem in the single-antenna case [5] , [10] [11] [12] and later on for the MIMO case [6] , [13] , [14] . Most of these approaches are based on the design of multi-tap fractionally spaced equalizers. One should note that multi-tap equalizers have a larger complexity and add an additional delay to the demodulation process. In a multiuser MIMO context, [15] proposes to keep a single-tap design and to use the extra base station antennas as extra degrees of freedom to cancel the distortion induced by the channel frequency selectivity.
On the contrary, the case of time selective channels, i.e., the fact that the channel rapidly changes over time, has not been extensively studied in the FBMC literature. This issue is of crucial importance for the future of wireless communications. Two examples of application are high speed trains and satellite communications. In [16] [17] [18] , different multicarrier modulations schemes proposed for 5G systems, including CP-OFDM and FBMC-OQAM modulations, are compared under high speed scenarios. Their main result is that FBMC-OQAM provides more robustness to channel dispersion with respect to conventional CP-OFDM. In [19] , [20] , the authors propose adaptive equalizers for doubly selective channels in MIMO FBMC-OQAM systems. The work of [21] addresses the same problem by designing a fractionally spaced per-subcarrier equalizer, taking into account the interference coming from neighboring subcarriers and adjacent symbols in time. In [22] , the mean squared error (MSE) of the received symbols for doubly dispersive channel is analyzed for SISO FBMC systems with classical single-tap equalization. From the channel estimation point of view, the authors in [23] propose a general framework for compressive estimation of doubly selective channels in multicarrier systems. Other works study the effect of varying the prototype pulse shape to deal with doubly selective channels [24] , [25] .
In this paper, we first characterize the effect of time and frequency variations of the channel on the FBMC transceiver chain. Second, we propose a new receiver structure for MIMO FBMC-OQAM systems that can compensate for both the time and frequency selectivity of the channel. This receiver uses multiple analysis filterbanks (AFB) working in parallel on the received signal. Each AFB is using a different derivative of the prototype pulse with respect to time and frequency. The demodulated symbols coming from each parallel AFB are then equalized and re-combined in order to mitigate the distortion caused by the channel variations. This processing does not require any additional delay as opposed to multi-tap equalizers and has a relatively low complexity of implementation. Furthermore, an analytical approximation of the residual distortion and noise power after equalization is given, which results in a very compact expression, as compared with [22] . The proposed parallel equalization structure may be seen as an extension of the work of [26] , [27] to the doubly selective channel case. Another related work that aimed at characterizing the FBMC distortion based on the same approach but restricted to the frequency selective only case, was performed in [28] [29] [30] .
The rest of this paper is structured as follows. Section II details the system model for a general FBMC-OQAM MIMO transceiver and proposes different orders of approximation of the demodulated symbol for doubly selective channels. Section III proposes the new parallel receiver structure and gives a theoretical expression of the residual distortion and noise power. Section IV validates the accuracy of the distortion approximation and the performance of the proposed equalization structure. Finally, Section V concludes the paper.
A. Notations
Vectors and matrices are denoted by bold lowercase and uppercase letters, respectively (resp.). Superscripts * , T and H stand for conjugate, transpose and Hermitian transpose operators. The symbols tr, E, and denote the trace, expectation, imaginary and real parts, respectively. j is the imaginary unit. The operator A returns the square root of the maximum eigenvalue of the matrix A H A. O(x) denotes a quantity that decays to zero at least as the same rate as x. I N denotes the identity matrix of order N . ⊗ stands for the Kronecker product and δ [n] is the Kronecker delta.
II. SYSTEM MODEL

A. FBMC-OQAM Transmission Model
Let us consider an FBMC-OQAM communication link, as depicted in Fig. 1 , the parameters of which are summarized in Table I . The transmitter and receiver are equipped with N T and N R antennas respectively. We assume pure spatial multiplexing, so that the number of streams is equal to N T , with N R ≥ N T . The number of subcarriers is denoted by 2M . The real-valued symbols, denoted by d m ,l ∈ R N T ×1 , correspond to the symbols transmitted at subcarrier m and multicarrier symbol l. The number of real-valued multicarrier symbols transmitted per antenna is denoted by 2N s . Furthermore, the symbols d m ,l are assumed bounded, independent and identically distributed random variables with zero mean and variance P s /2.
1 These symbols are FBMC-OQAM modulated using a prototype pulse p[n] of length 2Mκ, where κ is the overlapping factor. The transmitted signal s[n] ∈ C N T ×1 can be written as
) and where s[n] is non zero only for n = 0, . . . ,
, is introduced in order to simplify the expressions in the following. We denote by H[b, n] ∈ C N R ×N T the time-variant channel impulse response at time instant n and corresponding to delay b. The received signal, denoted by r[n] ∈ C N R ×1 , is given by
Note that the additive noise effect has been omitted. Since the noise is not correlated with the data, its impact may be studied independently, as will be shown later. The received signal r[n] is FBMC-OQAM demodulated using prototype pulse g[n] of length 2Mκ. The signal after demodulation, at subcarrier m 0 and multicarrier symbol l 0 , denoted by z m 0 ,l 0 ∈ C N R ×1 , may be written as
) . As it can be seen, the effect of the channel H[b, n] on z m 0 ,l 0 is a mixed function of the transmitted data, channel and pulses. Approximations can be used to simplify the expression of z m 0 ,l 0 . In the following, we first describe the classical approximation made in most of the FBMC literature and its limitations. Thereafter, we will propose our improved approximation of the demodulated symbol, which does not make any assumptions on the level of time and frequency selectivity of the channel.
Commonly, in most of the FBMC literature, the channel is assumed to remain constant over the transmit and receive pulse durations. Furthermore, the channel is typically assumed to be frequency flat at the subcarrier level. Under these conditions and if the pulses p[n] and g [n] are well localized in time and frequency, an approximation of z m 0 ,l 0 is given by
where
2 M bm 0 is the time varying channel frequency response evaluated at the subcarrier and multicarrier symbol of interest. We will refer to this approximation as a 0-th order approximation of z m 0 ,l 0 , that we denote by z
. To simplify notations, we define 
The accuracy of the approximation z
critically depends on the channel variations in the time and frequency domain. As the channel gets more time and/or frequency selective, the approximation will deteriorate. Classically, the receiver then applies a per-subcarrier decoding (equalizing) matrix 
B. Channel Model and Prototype Pulses
The work of [26] initially proposed the idea of considering higher order approximations of the demodulated signal z m 0 ,l 0 in the presence of channel frequency selectivity. In this paper, we extend the approach of [26] to doubly selective channels. To be able to write this higher order approximation of the demodulated symbol, we need to give a deeper description of the channel model. In the same way, smoothness conditions on the prototype pulses are necessary. 
Functions H(ω, t) and Ψ[b, ν] equivalently define the channel and all channel frequency quantities can be derived from them. Equation (4) 
The derivatives of the channel with respect to time and frequency at the subcarrier and multicarrier symbol of interest can also be expressed as a function of
). Note that (5) and L ν = f dÑs T with T being the multicarrier symbol period. The channel is assumed to be perfectly known by the receiver. Furthermore, we assume
where λ min (A) and λ max (A) denote the minimum and maximum eigenvalue of matrix A respectively. Intuitively, (As1) implies that the channel can be equivalently described by the combination of the effects of a finite number of scatterers, such that the number of delay taps and Doppler shifts are finite. Further, it implies that the channel is periodic in time and frequency, i.e., H(ω, 0) = H(ω, 1) and H(0, t) = H(2π, t), which makes sense if a sufficiently large observation window is used both in time and frequency. The equivalent channel should then be zero at the edges due to the time-frequency windowing effect of the analog filters at the transmitter and the receiver. Still, the channel model remains quite general under (As1). For instance, it can address the special cases of a timing or carrier frequency offset. A timing offset of x samples would be modeled by imposing that
Moreover, (As1) implies that the channel is perfectly known at the receiver. In practice, this is of course not the case and the receiver should estimate the function Ψ[b, ν] based on pilots scattered in time and frequency inside the transmitted frame. If the support of the function Ψ[b, ν] is not known in advance, one has to estimate the channel frequency response and its derivatives at each subcarrier and multicarrier symbol of interest by interpolation between the scattered pilots. Due to the OQAM modulation and the MIMO scenario, the pilot symbols may be impacted by ISI, ICI and inter-antenna interference. Many works in the literature have looked at this issue, see [32] for a general review or [33] , [34] for more recent works on the challenges and solutions in pilot-aided channel estimation for FBMC-OQAM systems.
2) Prototype Pulse: We introduce the following assumptions on the prototype pulses.
(As2) The transmit and receive prototype pulses p[n] and g [n] are of the perfect reconstruction type and of energy normalized to one. They are either symmetric or anti-symmetric. Furthermore, g [n] is obtained by the discretization of an analog waveformg(t) : R → R so that
for n = 0, . . . , 2Mκ − 1 and zero elsewhere. The additional shift of
units is performed in order to obtain a causal pulse. Further,g(t) is analytic and only non zero if
Moreover, we define g (q,r) [n] as 
where g
) .
Note that y 
C. Higher Order Approximation of the Demodulated Symbol
We are now in the position of introducing the main result of this section.
Proposition II.1: Under (As1)-(As2), an approximation of z m 0 ,l 0 of order Q with respect to channel variation in frequency and of order R with respect to channel variation in time is given by
and as τ m a x T → 0 and f d T → 0, the approximation error can be bounded by
Proof: The proof is based on the truncation of a double Taylor expansion of the channel and the pulse with respect to time and frequency. See Appendix A for the complete proof.
Equation (7) gives more understanding of what is happening to the demodulated signal in the presence of channel selectivity. As the channel gets more selective, the derivatives of the channel H (q,r) m 0 ,l 0 are amplified and distortion will be superimposed on the demodulated signal. Equation (8) shows that the approximation is more accurate when τ m a x T and T f d are small. As one would expect, a larger symbol period T is beneficial regarding frequency selectivity since the maximal delay of the channel will be smaller with respect to the symbol duration. At the same time, a larger T means that the channel will have stronger variations in time during one symbol period, which is detrimental regarding time selectivity. In practice, the choice of T should be made according to a trade-off between time and frequency selectivity. For a fixed T , the approximation is more accurate as τ max and f d decrease, i.e., the time and frequency channel selectivity decreases. Furthermore, for a higher accuracy regarding time and frequency selectivity, one can always increase R and Q respectively.
III. PARALLEL EQUALIZATION AT THE RECEIVER
We here extend the proposed receiver structure of [26] , [27] to doubly selective channels. Let us consider that the receiver uses (R + 1)(Q + 1) AFB's working in parallel on the received signal, as shown in Fig. 2 . Each AFB has a different index pair (q, r) with q = 0, . . . , Q and r = 0, . . . , R and uses g (q,r) [n] as prototype pulse. After the (R + 1)(Q + 1) parallel AFB's, the signals coming from each AFB are first equalized and then combined to cancel the distortion caused by the channel selectivity. To formalize this new receiver structure, we need to introduce the following assumption on the per-subcarrier decoding matrices:
(As3) There exists a function B(ω, t) such that the persubcarrier decoding matrices B m ,l at subcarrier m and multicarrier symbol l result from the evaluation of B(ω, t) at frequency ω = ω m and time t = t l . We define B(ω, t) as
and its derivatives with respect to time and frequency as Let us denote by z m 0 ,l 0 (q, r) the demodulated symbol at subcarrier m 0 and multicarrier symbol l 0 of the (q, r) AFB, such that z m 0 ,l 0 (0, 0) = z m 0 ,l 0 . The following theorem gives the weights to combine the outputs of the (R + 1)(Q + 1) parallel AFB's so that the combined equalized symbol is free from the distortion caused by the frequency selectivity up to an error term, the magnitude of which depends on Q and R.
Theorem III.1: Under (As1)-(As3), the demodulated symbols z m 0 ,l 0 (q, r) of each AFB are combined into the symbol x (Q,R) m 0 ,l 0 in the following way
and as τ m a x T → 0 and f d T → 0, the residual error after parallel processing,
Proof: The proof is given in Appendix B.
As it is classical in FBMC-OQAM systems, to recover the purely real transmitted symbol, the real part of the equalized signal is taken, i.e.,d
Regarding the complexity of implementation of the proposed design, one can check in Fig. 2 that it scales linearly with the number of parallel AFB's. Each parallel stage has its own filterbank and performs a per-subcarrier single-tap decoding. This shows that the complexity is about (Q + 1)(R + 1) times the complexity of the classical FBMC-OQAM design. Table II shows the comparison of complexity of the classical designs, the proposed equalization structure and a similar CP-OFDM system, in terms of real-valued multiplications. For the calculation, we assume that the number of subcarriers is a power of two and that an FFT/IFFT of size 2M requires 2M (log 2 (2M ) − 3) + 4 real-valued multiplications using the split-radix algorithm [35] . Note that each parallel AFB can be efficiently implemented by the combination of a 2M -FFT and a polyphase network [36] .
We have proposed here a parallel equalization structure at the receiver side. A similar approach could be implemented at the transmitter side, in order to implement a precoder robust to time and frequency selectivity, as was done in [27] for the frequency selective case only.
A. Error Model for the Residual Distortion After Parallel Processing
The next theorem proposes a model for the residual distortion power after parallel processing, equalization and real part conversion, which correlation matrix is defined as
where the expectation is taken over the transmitted symbols, for one specific channel realization. 2 Note that P
d,(Q,R)
m 0 ,l 0 |H is a N T × N T error correlation matrix. The distortion associated to the k-th stream is given by its k-th diagonal element while its trace gives the total distortion of all streams.
Theorem III.2: Under (As1)-(As3) and up to an error term, we can write that
where the different η's are pulse related quantities properly defined in the appendix and all frequency-time depending quantities are evaluated at the subcarrier and the multicarrier symbol of interest, i.e., B (0,R+1) = B . distortion caused by time or frequency selectivity respectively while the third term of the sum is a cross term due to the fact that the channel is both selective in time and in frequency. In practice, by evaluating P d,(Q,R) m 0 ,l 0 |H , the receiver could make the best choice of R and Q by trading-off complexity and performance.
Note that the particularization of P
m 0 ,l 0 |H to Q = 0, R = 0 gives the expression of the distortion associated with the classical FBMC demodulator of Fig. 1 using only one AFB. These results are important to develop link abstraction model for FBMC system-level simulators, as was done in [28] [29] [30] but under a quasi-static assumption of the channel. Moreover, by particularizing the channel model, the performance analysis of an FBMC system with errors of synchronization can be performed, such as carrier frequency offset or timing offset.
B. Noise Effect
In the previous analysis, the effect of the noise was discarded. Given that it is assumed uncorrelated with the data samples, its effect can be analyzed independently. If the receive antennas are corrupted by additive circularly-symmetric white Gaussian noise samples w[n], with zero mean and variance N 0 , the received signal can be written as
where the expression of r[n] is given in (1). The noise samples after the AFB using g (q,r) [n] as prototype filter are given by
such that, after parallel combining, the noise samples become
Then, the real part is taken such that the noise correlation matrix is
where the expectation is taken over the noise statistics, for one specific channel realization. 
Due to the symmetry of the pulse g [n] , the evaluation of the noise can be greatly simplified by using the fact that α (q,r,q ,r ) = 0 if q + r = q + r mod 2 (g (q,r) [n] and g (q ,r ) [n] do not share the same type of symmetry).
Proof: The proof is given in Appendix D. This expression is exact and not an approximation as opposed to previous results.
IV. SIMULATION RESULTS
This section aims at assessing the performance of the proposed designs and approximations through simulations. Most results of previous sections show that the accuracy of the approximations depend on quantities τ m a x T and T f d . We will show in the following that, even for high time and frequency channel selectivity, the symbol period T can be considered large enough with respect to τ max and small with respect to f d such that the assumption holds and the approximations closely match the simulations results.
Hereby, we assume that the symbol period and subcarrier spacing are fixed to T = 66, 67μs and 15 kHz, as in LTE systems. The number of real multicarrier symbols is 2N s = 1000 and the number of subcarriers is 2M = 128. The carrier frequency is fixed to f c = 2000 MHz, which corresponds to the E-UTRA band 23. We consider a terminal moving at speed V = 400 km/h, which corresponds to a maximal Doppler shift of
Hz where c is the speed of light. To characterize the power delay profile of the channel, we will use the 3GPP -Hilly Terrain model [37] , which corresponds to a highly frequency selective channel. The ITU -Veh. A channel model will also be used in one figure as an example of mildly frequency selective channel. Note that for both channel models, the Doppler spectrum of each tap is characterized by a classical Jakes model.
The per-stream signal-to-noise-and-distortion ratio (SNDR) is defined as
where k = 1, . . . , N T is the stream index. The SNDR is a very useful metric in practice since it characterizes the scale of the signal of interest relatively to the power of the additive noise, ICI and ISI. We recall that P m 0 ,l 0 |H come from computing the expectation with respect to the transmitted symbols and noise for a specific channel realization. The signal-to-noise ratio (SNR) is defined as SNR = P s /N 0 .
In the following simulations, the prototype pulse at transmit and receive sides is the PHYDYAS filter [38] with overlapping factor κ = 4. The pulse and its first derivatives are shown in Fig. 3 .
Furthermore, the performance of a CP-OFDM system is also shown in several figures as a reference. For the sake of comparison, the same number of subcarriers 2M , the same bandwidth and the same frame duration were considered as in the FBMC case. The cyclic prefix length used here is 10 samples, as it is defined for the first OFDM symbol of each slot in the normal mode of the LTE standard. Hence, for the same frame duration, less information bits are transmitted and the CP-OFDM system has a lower throughput rate than the corresponding FBMC system. Perfect channel estimation was also considered and the decoding matrices at each subcarrier were chosen as the pseudo-inverse of the channel evaluated at that frequency and multicarrier symbol, i.e., zero-forcing equalization.
A. Validation of the Theoretic Expressions of Theorems III.2 and III.3
In Fig. 4 , we consider a SISO case, i.e., N R = N T = 1 and only one channel realization. For this channel realization, we plotted the SNDR at one subcarrier as a function of time, ex- pressed in terms of the multicarrier symbol index, and for a fixed SNR of 25 dB. We used a high SNR regime to highlight the gain of the proposed designs. Indeed, at low SNR's, the distortion power is negligible compared to the noise power. Different versions of the proposed designs are plotted together with the classical FBMC implementation having only one AFB, as depicted in Fig. 1 . The Q = 0, R = 1 (resp. Q = 1, R = 0) receiver has a second AFB which is used to cancel the first order of the distortion due to time (resp. frequency) selectivity. The Q = 1, R = 1 receiver uses four AFB's. The theoretical performance of a distortion free system is also shown, which corresponds to the theoretical case of a perfectly flat channel at the subcarrier level and during the pulse duration, i.e., H (q,r) m 0 ,l 0 = 0 for q > 0 or r > 0. In other words, only additive noise impacts the equalized symbols. Furthermore, the crosses correspond to the simulated SNDR while the lines (continuous and dashed) correspond to the theoretical SNDR values from Theorems III.2 and III.3.
One can first notice in Fig. 4 the close match between the lines and the crosses, which imply that the proposed expressions of Theorems III.2 and III.3 are very accurate. There is visible gain of the proposed designs with respect to classical FBMC implementation. The Q = 1, R = 1 curve is even very close to the distortion free curve. At a few points however, we can see that the classical FBMC receiver performs better than the Q = 0, R = 1 and Q = 1, R = 0 designs. This is in accordance with the theoretical expression of P d (m 0 , l 0 ) and is more specifically related to the third term of (10), which is not restricted to be positive and may decrease the distortion, depending on the value of η (0,R+1),(Q +1,0) . Still, we will see in the next figure that the proposed designs perform better "statistically", looking at their cumulative density functions (CDF).
For the same channel realization as in Fig. 4, Fig. 5 shows the CDF of the SNDR, evaluated at all subcarriers and multicarrier symbols. 3 Again, one can note the close match between the lines (continuous and dashed) and the crosses, demonstrating the accuracy of Theorems III.2 and III.3. Next, increasing the number of AFB's is in each case statistically beneficial. The Q = 1, R = 1 curve gets close to the theoretical distortion free curve. To be even closer, it is possible to increase the number of AFB's, at the price of a higher receiver complexity. Furthermore, the performance of a CP-OFDM system is also shown, which is outperformed by all FBMC receivers. Indeed, since the length of the cyclic prefix is much smaller than the channel delay spread, CP-OFDM strongly suffers from the channel frequency selectivity. Furthermore, the bad time-frequency localization of the rectangular pulse in OFDM makes it very sensitive to time selectivity as well [39] .
One can also see that the Q = 0, R = 1 design performs worse than the Q = 1, R = 0. This is due to the fact that the channel is comparatively more frequency selective than time selective. This is also related to the choice of the LTE symbol duration T , which is relatively low and provides high robustness to channel time variations. If it was chosen to be larger, the system would be more sensitive to time selectivity and less to frequency selectivity. The authors in [24] , [40] provide a detailed performance analysis on the choice of the symbol duration as a function of the channel delay and Doppler spread.
B. Ergodic Capacity and Outage Symbol Error Rate for Random Channels
In Fig. 6 , the ergodic capacity as a function of the SNR is plotted for the different designs under comparison, in the SISO case and averaged over multiple channel realizations. The distortion plus noise distribution at one subcarrier and multicarrier symbol, for one specific channel realization is approximated by Fig. 7 . SER of the classical FBMC system, the proposed Q = 1, R = 1 design and the distortion free curve.
a Gaussian distribution. The ergodic capacity is defined as
expressed in bits per symbol and where the expectation E H is taken over the channel statistics. As could be expected, the proposed designs provide more robustness to channel selectivity. Furthermore, CP-OFDM exhibits the worst performance. In Fig. 7 , the uncoded SER is plotted as a function of the instantaneous SNR for the classical FBMC system, the proposed Q = 1, R = 1 design and the distortion free curve. The instantaneous SNR is defined as the SNR at one particular subcarrier and multicarrier symbol, taking the channel gain into account. The curves are obtained by considering average SNR ranging from 0 to 30 dB and computing for each channel realization, each subcarrier and each multicarrier symbol, the corresponding instantaneous SNR. We plotted the results for a 4-PAM and a 16-PAM constellation sizes. Again, the proposed design outperforms the classical FBMC receiver.
C. Multiple-Antenna Case
In Fig. 8 , the CDF of the SNDR's of the proposed designs evaluated at each subcarrier and multicarrier symbol is plotted for the MIMO case N R = N T = 2, for a fixed SNR of 25 dB and for multiple channel realizations. The same conclusion as in the SISO case holds. Note that the simulations of all figures were realized for a 3GPP-Hilly Terrain channel model and a maximal Doppler frequency f d = 741 Hz, which corresponds to a channel highly selective both in time and frequency. The results demonstrated the superiority of the receiver structure Q = 1, R = 1. However, if the channel was for instance higly time selective but only slightly frequency selective, there would be no large gains of increasing Q to one. To illustrate this, we plotted in Fig. 9 the performance of the same system for the ITU -Veh. A channel model and for the same maximal Doppler frequency, i.e., a channel which is strongly time selective but 
V. CONCLUSION
We investigated the effect of time and frequency selectivity on the performance of a FBMC-OQAM system. As the channel becomes more selective in the time-frequency plane, the demodulated symbol are affected by distortion caused by ICI and ISI. A new parallel equalization structure was proposed, such that the performance of a distortion free system can be retrieved by the use of multiple AFB's at the receiver side. A theoretical approximation of the residual distortion and noise powers after equalization was derived. The accuracy of the approximation as well as the performance of the proposed equalization structure were validated through simulations in the single-antenna and multiple-antenna cases.
APPENDIX
A. Proof of Proposition II.1
Let us rewrite (2) by setting n = n − b as
where we have defined 
which can be seen as the time variant response of the b-th tap of the channel. We have
that we evaluate at t = n +b 2Ñ s M
. Note that this Taylor expansion converges for any t since the convergence radius of the exponential function is infinite. We obtain
Replacing this expression of H[b, n + b] in (12), we obtain 
. Let us perform a Taylor expansion ofg (0,r ) (t) around point
2M that we evaluate att
Note that, due to (As2),g(t) is analytic and the same holds for g (q,r) (t) since the product and derivatives of analytic functions are also analytic. Hence the above Taylor expansion is ensured to converge to g (0,r ) 
If we replace this expression of Δ m 0 ,l 0 [n ] in (11), we finally obtain
The above repeated series can be replaced by a double series, which allows to swap the order of the two indexes q and r. To see this, it is enough to see that the double series is absolutely convergent. Indeed, this can be deduced by looking at the different terms of z m 0 ,l 0 in (11 
and the approximation error is
where Ω denotes the set (q, r) such that q > Q or r > R. Using the triangular inequality and the fact that the channel power is bounded, we can write
Since the channel has finite energy, we can bound
and we obtain
and L ν = f dÑs T . Using the fact that the symbols are bounded, the definition of y 
which completes the proof of Proposition II.1.
B. Proof of Theorem III.1
We will begin by showing that the decoder and its derivatives are bounded. Under (As3), we have that B(ω, t)H(ω, t) = I N T , which is not dependent on time and frequency and hence
We can reason by induction to show that sup m ,l B (q,r) m ,l < +∞ for each q and r. First, for q = r = 0, we have
which is bounded under (As1). Otherwise, using (15), we have,
and the result follows from taking the supremum with respect to m, l and applying the induction hypothesis. Using the identity in (15), we finally find that x (Q,R) = y + C , which completes the proof.
C. Proof of Theorem III.2
Using Theorem III.1, we have T . To do this, we need to define some pulse-related quantities. Given two generic pulses, p, q of length 2Mκ, let P and Q denote two 2M × κ matrices obtained by arranging the samples of the respective pulses in columns from left to right. We will define R(p, q) = P J 2M Q S(p, q) = (J 2 ⊗ I M ) P J 2M Q, where denotes row-wise convolution, ⊗ denotes Kronecker product, I M (resp. J M ) are the identity (resp. exchange) matrices of order M . Given four generic pulses p, q, r, s, we define where U ± = I 2 ⊗ (I M ±J M ). In order to simplify the notations and since the pulse at the transmit side always is p and the pulse at the receiver is a derivative of g, given four integers q 1 , r 1 , q 2 , r 2 , we will define η (+,−) (q 1 ,r 1 ),(q 2 ,r 2 ) = η ± (p, g (q 1 ,r 1 ) , p, g (q 2 ,r 2 ) ). We can now obtain an expression of the residual distortion by using the fact that, under ( (As2) 
D. Proof of Theorem III.3
Let us develop the expression of P 
