We show that a simple one parameter scaling of the dynamical correlation energy estimated by the Density Functional Theory (DFT) correlation functionals helps increase the overall accuracy for several local and nonlocal functionals. The approach taken here has been described as the "scaled dynamical correlation" (SDC) method [B. Ramachandran, J. Phys. Chem. A 2006, 110, 396], and its justification is the same as that of the Scaled External Correlation (SEC) method of Brown and Truhlar. We examine five local and five nonlocal (hybrid) DFT functionals, the latter group including three functionals developed specifically for kinetics by the Truhlar group.
Introduction
In a recent paper 1 we explored whether it was possible to obtain accurate atomization energies for molecules by scaling the dynamical correlation energy calculated by Density Functional Theory (DFT) 2 correlation functionals without significant deterioration of the structural and spectroscopic properties of the molecules. We were able to answer this question in the affirmative with reference to a small test set of neutral molecules, and two local (or pure) and two nonlocal (or hybrid) exchange functionals, all coupled to the LYP correlation functional. 3 In the present work, we study the performance of a larger and more diverse set of DFT functionals, and explore the applicability of the scaling of dynamical correlation to neutral molecules, radicals, cations, anions, and transition states.
The justification for the scaling, for which we suggested the name "scaled dynamical correlation" or SDC, is very similar to that for the "scaled external correlation" or SEC method of Brown and Truhlar: 4 the dynamical correlation 5 has a weak geometry dependence and can be scaled by a simple constant factor in order to increase the accuracy of calculations. The difference between the SEC and SDC methods has to do with how the dynamical correlation energy is estimated. While the SEC is based on scaling the energy difference between CASSCF 6 and MR-CI 7 calculations, the SDC makes use of the energy difference between DFT calculations employing only the exchange (E x ), and the full exchange-correlation (E xc ) functionals. The justification for associating the difference between E x and E xc with dynamical correlation is provided by the work of Mok et al. 8 and Gritsenko et al. 9 and is further explained below.
The electron correlation energy of a molecule is defined as 10 HF ,
where E is the exact (non-relativistic) energy and E HF is the Hartree-Fock limit energy. It is recognized that E corr is a composite quantity made up of at least two components: the "dynamical" or "external" correlation energy and the "non-dynamical" or "internal" correlation energy. 5 The SEC method is based on the approximate separation between the internal and external correlation energy afforded by the combination of CASSCF and MR-CI when used with a "sufficiently large" basis set. The CAS energy is expected to include most of the nondynamical correlation while the CI calculation using the CAS solutions as references recovers a portion of the remaining (presumably mostly dynamical) correlation energy. The incomplete recovery of dynamical correlation by MR-CI -due to the twin limitations of finite one-electron basis set size and the truncation of the slow-converging CI series typically at single and double
excitations (MR-CISD)-typically results in the underestimation of bond dissociation energies
and overestimation of reaction barrier heights. The basis of the SEC method is to scale the difference between the CAS and MR-CISD energies by a constant factor so as to bring the total energy closer to the correct value. So, for a given nuclear geometry, the SEC-scaled energy is obtained as
where the scale factor F is determined by reference to experimental bond energies.
The SDC method is based on the observation 8, 9 that the generalized gradient approximation (GGA) exchange-correlation functionals used in DFT also provide the means of separating dynamical and non-dynamical correlation energies but at considerably less computational cost. Gritsenko et al. 9 note that "the GGA exchange functionals represent effectively not only exchange, but also the molecular non-dynamical correlation, while the GGA ∆ = − is taken to be a measure of the dynamical correlation energy.
The remainder of this paper is organized as follows. In Section 2, we describe our calculations and the conventions used for defining the scale factors. In Section 3, we present the results. In Section 4, we summarize the important conclusions from this work and make some observations about the limitations and consequences of the proposed scaling.
Calculations

A. Optimum Scale Factors
Before discussing the details of the calculations and examining the results, it is useful to examine some general features of the method we are about to employ. In all cases, we shall consider the energies of the molecules or ions relative to those of the neutral atoms, i.e., atomization energies (AE). The optimum SDC scale factor for a given set of atomization energies is obtained by re-arranging Eq. 3, replacing absolute energies with atomization energies, and setting AE SDC = AE expt . Thus we get ( )
It is readily demonstrated that scaling the AEs directly in this manner is equivalent to scaling the absolute energies of both the molecule and the constituent atoms using the same scale factor. almost all local and most one-parameter nonlocal functionals generally benefit from SDC scaling, sometimes quite significantly. With the regression approach we have adopted, the extent to which the scaling decreases the error in calculated properties is directly related to (a) the r 2 correlation factor, and (b) the extent to which f differs from unity.
B. DFT functionals
The following combinations of exchange and correlation functionals were studied: ). The last three are functionals specifically designed for kinetics by the Truhlar group by adjusting the relative amounts of exact (i.e., Hartree-Fock) exchange in the exchange part of the functional. Since the other functionals in our set do rather poorly in the location and energy of saddle points (sometimes completely failing to locate a saddle-point), the barrier-height calculations are done using only these three functionals.
C. Calculations
All calculations make use of the Pople 6-31+G(d,p) basis set, 33 which represents an excellent compromise between computational effort and accuracy in calculated geometries and electronic properties, so much so that it has been dubbed the "desert island double-zeta" (DIDZ)
basis set by Truhlar. 32 Calculations for a small set of molecules were also done using the 6-311++G(2df,3pd) basis 34 to examine basis set effects on the scale factors. All calculations are performed using Gaussian 03 35 using a pruned grid of 99,590 points (the "ultrafine" grid) for integral evaluations.
The computations involve (a) calculation of the "exchange only" energy, The basis of comparisons between methods is the mean unsigned error (MUE) and the mean signed error (MSE) for the set. In the case of neutral molecule and transition state atomization energies, we also report mean unsigned error per bond (MUEPB) to facilitate comparisons to other methods evaluated using different sets of molecules.
In every case, with three exceptions as noted below, E x is obtained by "turning off" the correlation part of the functional using Gaussian IOp options 38 even when stand-alone exchange functionals (as in the case of B88 or OPTX) are available. The three exceptions are the mPWB95 and BB95 functionals required to implement the mPWB1K and BB1K methods, respectively. The Gaussian implementation of these methods does not permit the correlation part to be turned off as described above. So, the mPWPW91 and BLYP functionals are used, with the appropriate weights for exact exchange, to obtain E x in these cases. 39 
D. Molecules, Ions, and Reactions
The complete list of the molecules used for calculations of atomization energies are given in supporting information. The equilibrium geometries for all neutral molecules and molecular ions used in calculations of AE, IP, and EA values are the QCISD/MG3 optimized geometries provided in the Minnesota database. 36 For the reaction barrier calculations, we started with the QCISD/MG3 saddle points provided in the Minnesota database, but re-optimized each saddle point with the three one-parameter exchange-correlation functionals optimized for kinetics. In these cases, the reactant and product equilibrium geometries were also found by optimization using the respective DFT functionals, starting with the QCISD/MG3 optimized geometries.
Results
A. Neutral molecules and radicals
Four examples of SDC scaling (Eq. 4) applied to neutral molecules and radicals are shown in Figure 1 . In Fig. 1(a) , we plot Eq. 4 as it applies to the PBEPBE and mPWK1K
functionals. The scale factors found by linear regression for these two functionals are, respectively, f = 0.906 and 1.068. three of which are denoted by arrows, tend to be the same molecules in all four cases. Table I 
This results in a reduction in the scaled MUE from 7.83 to 7.07 kcal/mol (an improvement of 32.9% relative to the unscaled MUE). The MSE of an unconstrained least-squares fit is, of course, zero. The relaxation of the constraint in the scaling of atomization energies has other implications which we will discuss in Section 4.
We now examine the influence of basis set size on the scale factors using a small, but representative, sample of molecules. The test set employed is the AE6, 45 whose six molecules are representative of the 109 AEs in the Minnesota database 36 and is also expected to be representative of the present test set. Table II summarizes the scale factors and errors over the AE6 set using the 6-31+G(d,p) and the larger 6-311++G(2df,3pd) basis sets. The scale factors are comparable for both basis sets, indicating that the significant increase in basis set size does not compensate for the systematic deviation of calculated AEs from experimental values noted for the 6-31+G(d,p) basis set in Fig. 1 and Table I . In other words, the decreases in the MUE reported in Table I are not all due to compensation of basis set deficiencies (although it would be impossible to avoid some compensation of basis set errors). It is also noteworthy that the scale factors for the 6-31+G(d,p) for the AE6 molecules in Table II are close to those obtained for the entire test set of neutral molecules and radicals in Table I , confirming that the AE6 set is indeed representative of the training set used in Table I .
B. Transition States, reactants, and products
The results of applying SDC scaling to the atomization energies of transition states, reactants, and products of the 21 reactions studied (Table S4 of Table III . The data used to find the optimum scale factor for mPW1K is plotted in Figure 2 , along with the linear fit which is constrained to pass through the origin. Once again, the scaling of the correlation energy results in reductions of the MUE ranging from a low of 9.9% for mPWB1K to a high of 40.1% for mPW1K. The MUEs reported in this Table cannot be directly compared to those for the barrier heights or reaction thermochemistry reported for these methods because those are based on differences between calculated energies, but also because the geometries used in our case are optimized using the exchange-correlation functionals used whereas it is our impression that the Truhlar group uses QCISD/MG3 geometries for consistency when comparing different methods.
The optimum scale factors for all four methods are greater than unity, indicating that these hybrid functionals systematically underestimate the correlation energy. The high percentages of nonlocal exchange incorporated into these methods serve to overcome the welldocumented 29 tendency of most pure DFT functionals to overestimate the correlation energy of transition states, resulting in barrier heights that are too low. From Fig. 2 and Table III, it appears that these functionals may also benefit from re-parameterization of the correlation part in addition to the parameter a (see Eq. 6) in the exchange part of the functional − provided the scaling does not deteriorate the energy differences between the reactants and transition states.
We will examine whether this is indeed the case in Section 3.E.
C. Ions
DFT methods generally have difficulties with ionization potentials (IP) and electron affinities (EA). We use the 13 ionization potentials and 13 electron affinities in the IP13 and EA13 databases 36 as our test set. As described in Section 2.C, we convert all ion energies into AEs. Two examples of the behavior of the energies for SDC scaling purposes are shown in Figure 3 . The summary of the results for all functionals examined is provided in Table IV . The SDC scaling improves the MUE for all except BB1K by 1.9 (PBEPBE) to 24.3% (mPWB1K).
In the case of BB1K, the apparent scatter in the data (indicated by the low value of the r 2 coefficient) combined with the requirement that the fit pass through the origin results in a worsening of the MUE as a consequence of scaling. The rather dramatic increase in the numerical value of the MSE in several cases (mPW1PW91, PBE1PBE, mPW1K, and mPWB1K)
can also be traced back to the systematic deviations introduced by forcing the line to pass through the origin. It is tempting to try various measures to obtain more optimum fits, such as fitting positive and negative ions separately, fitting the molecular and atomic ions separately, or relaxing the constraint that the fit should pass through the origin, so that larger reductions in the MUE and MSE can be obtained. We have verified that these expectations are indeed met if such steps are taken. For example, relaxing the constraint on the fit helps realize more dramatic improvements in most cases (but not BB1K), as shown in the last column of Table IV .
Unconstrained least-squares fits, of course, yield vanishing MSE in every case. We have not reported the results of the other possible measures to reduce the errors mentioned above because such fine-tuning of scaling for a test set is not the goal of this paper, and indeed it is of dubious practical value. Our goal, rather, is to show that most pure and one-parameter hybrid DFT functionals show systematic deviations from the correct values, that such deviations are generally proportional to the dynamical correlation energy, and that it is possible to correct for such deviations with relatively simple measures.
D. Overall weighted averages
The 
E. Relative energies from scaled atomization energies
It is clear from the results presented in Tables I-IV that the deviation of calculated AEs from the experimental values is proportional to ∆E c for all functionals examined, and that substantial improvements are possible by incorporating the optimum scale factor f into the calculations. However, relative energies, ∆E, in which errors can mutually cancel, are of more practical interest for the accurate determination of properties such as reaction barrier heights, enthalpies of reaction, IPs, and EAs. It is reasonable to assume that accuracy in AEs will automatically translate into accuracy in relative energies. However, because of statistical error inherent in determining the optimum value of f applicable to a wide variety of species, the errors in the AEs of the two species whose ∆E is calculated could add rather than cancel, resulting in a magnification of the overall error.
In Table V , we compare the results of calculating the barrier heights ∆V ‡ and energies of reaction ∆E rxn from the unscaled and scaled AEs using the four functionals optimized for kinetics. The overall MUEs from the scaled AEs are close to, but actually slightly worse, than those directly calculated from the kinetics functionals. Since these three functionals are specifically parameterized to reproduce barrier heights and reaction energies accurately (rather than accurate prediction of AEs), we do not believe that this is a surprising outcome. The scaling, on the other hand, allows these functionals to deliver even greater accuracy for AEs without significant degradation of performance for barrier heights and thermochemistry. Calculating IPs and EAs from AEs obtained from unconstrained scaling leads to reductions of MUE for a larger number of functionals, especially mPW1PW91 and PBE1PBE, and turns a rather large negative "improvement" in the case of mPW1K into a small, but, positive result.
F. Scaling relative energies
Although scaling of AEs using Eq. 4 is easier to justify on physical grounds (it is equivalent to scaling the absolute energies of molecules and constituent atoms using the same scale factor), the approach outlined above can also be applied directly to relative energies that represent properties of interest.
Let us first consider the reaction barrier heights ∆V ‡ and zero-point exclusive reaction energies ∆E rxn . Scaling the barrier heights directly in this fashion implies that the absolute energies of both the transition state and the reactants are scaled using the same scale factor f.
Eq. (4) may be directly adapted and generalized for this case as
This expression, applied to the 42 reactions in our test set (the 21 reactions as listed in Table S4 of We make the following observations from Table IV : (a) the r 2 correlation for the fits are much worse than the earlier instances in which the scaling was applied to atomization energies, and (b)
there are substantial gains in accuracy to be attained from using Eq. (9), as indicated by the reductions in MUE. It should be noted that the unscaled MUE and MSE values for this set are somewhat larger than those reported by the Truhlar group for these methods, 36 presumably because we are using saddle-point and asymptotic geometries optimized using the methods rather than the QCISD/MG3 structures provided in the Minnesota database.
At least a part of the reason for the non-zero value of c is that slightly different scale V E E E ∆ = − + Eq. 9 can be written in the form
where optimum values for the scale factors f 1 and f 2 can be found by multiple regression. We have performed such an analysis for mPW1K and obtained slightly different values f 1 for the transition states and f 2 for the reactants, which resulted in a slightly lower overall MUE than that reported in Table VII .
We next turn to the scaling of IPs and EAs directly. In each case, we are dealing with an energy difference between an ion and the neutral species. We choose to deal with both IP and EA together, as
as in the case of Eq. (9). However, because of our desire to treat IP and EA for both molecular and atomic ions as one set, we find f by constraining the fit to pass through the origin (i.e., c = 0), as shown in Fig. 5 for the cases of OLYP and BB1K. The former represents a case where the constrained linear fit represents the data reasonably well whereas such an approach is clearly suboptimal in the case of BB1K. Table VIII 
Summary and Discussion
We have shown that 10 popular pure and hybrid DFT functionals show systematic deviations of atomization energies from experimental values, and that these deviations are generally proportional to the dynamical correlation energy, which means that a simple one parameter scaling of correlation energy greatly increases the accuracy in many cases. That such gains are possible was demonstrated using a set of 51 neutral molecules, 26 atoms, and 42
reactions. The weighted averages of the MUEs over this test set of 98 values showed gains in accuracy ranging from 3 to 24% (Section 3.D). Such gains from scaling would be impossible to realize if the deviations of calculated energies from experimental values were random, even if such deviations are generally small for the better functionals. We also verified (see Table II ) that the gains in accuracy from scaling cannot be attributed to compensating for the smaller size of the basis set used, although it is clear from the extensive benchmarking of various DFT methods performed by the Truhlar group (for example, Refs. 20 and 21) that larger (and better) basis sets like the MG3S 46 can be expected to yield lower MUE. Table II indicates that further reductions to these lower MUEs may be possible by scaling the correlation energy.
We mentioned in connection to Eq. 9 that relaxing the constraint on the least-squares fit to find the optimum scale factor f (that the fit pass through the origin) had other implications.
Without the constraint, Eq. 4 can be re-written as
which implies that a non-zero value of c is a statistical measure of the deviations of the energy calculated by the exchange functional from the "correct" exchange value. The exchange functional in DFT contains not only the Hartree-Fock contribution to the energy but also the nondynamical correlation. 9, 24 In the case of atoms and atomic ions, the non-dynamical correlation is zero 24 and, therefore, the exchange functional should yield energies that approach the HartreeFock limit. To the best of our knowledge, only the OPTX functional of Handy and Cohen 24 has been designed with this constraint (but the B88 was optimized against the HF energies for the noble gas atoms). Another well-known problem with some exchange functionals is the selfinteraction error which leads to a non-zero exchange energy for a one-electron system. Among the exchange functionals we have examined, only the B88 and OPTX are free of this error.
An item postponed from Section 2 is the consequences of scaling the local as well as the gradient-correction term in the correlation functional. A price to be paid for this is that the resulting functional will no longer tend to the correct limit as the system becomes a uniform electron gas (UEG). Conformity to the UEG limit appears to be more important for applications involving metals but whether such a constraint is necessary at all to obtain accuracy is still a matter of debate. For example, Handy and Cohen 24 note that the UEG "is most unlike small atoms and molecules" and did not impose that constraint on the OPTX functional. Nevertheless, our test set does not include any metals and it is possible that an approach such as this may be limited to non-metallic systems.
The optimal scale factors for atomization energies of neutral species appear to be quite different from those required for ions. Therefore, it seems unlikely that a method with reasonable accuracy for a broad range of systems will result from the present single parameter approach. On the other hand, it should be possible, given good training sets, to use this approach to adapt existing functionals for specialized applications in which only particular types of molecules or interactions are of interest.
In the present work, we have treated the exchange and correlation energies given by the functionals as independent pieces that can be assembled to yield the final result. In practical implementations, the exchange contribution comes from the converged exchange-correlation density, which would be different from the density obtained by turning off the correlation part and converging the SCF iterations. While the analysis presented above is closer in spirit to the SEC method of Brown and Truhlar, 4 a slightly different approach is required to implement the scale factor in practical calculations: the E x used for determining the dynamical correlation energy for scaling, ∆E c = E xc − E x must be obtained using the same density that yields the E xc .
Fortunately, the two densities appear to be fairly similar, at least for neutral species. We have applied the latter approach to the AE6 set for a few functionals and confirmed that the optimum scale factors are close to those reported in Table II 
