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Chapter 1
Introduction
1.1 Motivation and overview
The core idea of this thesis and its main motivation is a philosophical thought
concerning the description of nature. This idea, inspired by Mach’s principle,
says that it should be possible to describe the dynamics of matter without
resorting to a notion of space, in particular to a notion of an absolute spatial
background. The conception is rather that matter constitutes space, so that
dynamics should solely be concerned with the change of the state of matter
itself. The expression of the change of matter with respect to a spatial structure
is, on the other hand, considered to be an effective description. Since we believe
that matter should fundamentally be described by quantum theory, the aim of
this text is to support and quantify mathematically this philosophical idea for
quantum theory.1
The mathematics we will use for this inquiry is mainly Wasserstein geome-
try. This is an infinite dimensional, formal, Riemannian structure on the space
of probability measures, originating in the study of optimal transport. The lat-
ter is concerned with the question, how to transport mass densities most cost
efficiently onto each other. Is the cost taken with respect to the metric distance
of the underlying space, the total cost for the transportation defines a met-
ric distance on the space of probability measures on that space, the so called
Wasserstein distance. Investigating the geodesic structure of that metric (in the
sense of shortest paths between points), yields a rich geometric structure on the
space of probability measures, which eventually leads to a meaningful definition
of a formal Riemannian structure on it. We say formal, because this structure is
not defined by local coordinates as we know it from ordinary manifolds, but by
carefully defining objects in such a way that corresponding formulas resemble
formulas known from finite dimensional Riemannian geometry. The connection
to quantum physics is then established by the fact that the squared modulus of a
1Let us point out that in this text, we only treat non-relativistic, one-particle quantum
mechanics.
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solution of the Schro¨dinger equation is considered as a probability distribution.
If the initial conditions are appropriately chosen, such a curve of probability
measures stemming from a solution of the Schro¨dinger equation can naturally
be regarded as a curve in Wasserstein space. In the course of this text we will
furthermore see that such curves behave in particular very nicely and natural
with respect to optimal transport.
We will, now, use Wasserstein geometry as a formal language to express
our philosophical idea in the following way. Instead of considering the squared
modulus of a solution of the Schro¨dinger equation as an evolution of densities
on space, we just want to concern ourselves with how the shape of the density
changes in time. To do so, we will mod out all the places in space the density can
be brought to, to be solely left with the relative configuration of the density itself.
Mathematically, we achieve this by looking at the quotient space Wasserstein
space modulo the isometry group of the underlying metric space. A shape, thus,
will be an equivalence class of probability measures, where two measures are
equivalent to each other, in case the one is the image measure of the other with
respect to an isometry. We will call this quotient the Shape space. Physically,
this construction is only relevant for the Wasserstein space modeled on R3,
however, we will also be interested in investigating the most general case where
the Wasserstein space is modeled on a complete metric space.
The Wasserstein distance induces a pseudo-distance on Shape space and we
will find find natural conditions with which moreover a proper metric distance
is obtained, which we will call Shape distance. We will investigate this metric
structure regarding its topological, metric and geodesic properties. Regarding
our physical application, we will in particular find that probability measures
corresponding to solutions of the Schro¨dinger equation can very naturally be
regarded as curves in Shape space and we will even find a solution that, after
projection, constitutes a geodesic in Shape space. We want to take this result as
the main support of our philosophical idea we started with. It shows that once
the passage from the wave function to probability measures has been made,
no information is lost when considering only the change of the shapes of the
densities. Even more, the evolution of the shapes is very natural and economic
with respect to the Shape distance.
To also be able to speak about infinitesimal change of shapes, we will fur-
thermore propose a definition for a tangent space at a point in Shape space.
Here, we take on the one hand inspiration from the finite dimensional case and
on the other hand resort for this to the already existing definition of the tan-
gent space on the Wasserstein space. We will find that also in our scenario we
obtain a meaningful and well-defined space if we mod out those directions in
the tangent space on the Wasserstein space that show towards the orbit of the
isometry group. We will see that the gradient of the wave function can naturally
be regarded as being tangent in Shape space to the curve of shapes originating
from that same wave function. In this sense it is thus possible to give an intrin-
sic formulation of the motion of the probability density of a particle in terms of
shapes.
Finally, the considerations regarding the definition of the tangent space on
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Shape space lead to the question how a notion of differentiability for maps be-
tween Wasserstein spaces could be established. For to show that our definition
of the tangent space on Shape space is well-defined, we need to compare the
tangent space on Wasserstein space at all the points which are in the same orbit
of the isometry group. Since, as mentioned above, the differentiable structure
of the Wasserstein space is not induced by local coordinates, a notion of differ-
entiability for maps between Wasserstein spaces is not naturally given. To our
knowledge, this problem has not been studied before in the literature. Our pro-
posal for such a notion is highly tailored to the specific differentiable structure
on the Wasserstein space and knowingly differs from notions of differentiability
in infinite dimensions, as for example treated in [KM97].
1.2 Structure of the text
As mentioned above, the thesis has three main themes: a basic philosophical
thought, Wasserstein geometry and quantum physics. These components are
mostly treated each in their own section, only to finally be conducted in the last
section, 7.3.
We begin our work with an introduction to Wasserstein geometry in Chapter
2, to supply the reader with the relevant mathematical background. Most of
the material included here is considered standard among experts, but we also
already add some own technical statements which we will need later on.
In Chapter 3 we continue with developing the notion of differentiable maps
between Wasserstein spaces that we have mentioned above. We will first need
to introduce and study absolutely continuous maps between Wasserstein spaces,
to be able to make precise what we should demand from a differentiable map.
We will see that our definition is able to fulfill what one expects from a differ-
ential. In particular, we will show that the identity map is differentiable with
the expected differential and so is the constant map and the composition of dif-
ferentiable maps. Furthermore, the differential is unique up to a negligible set.
Also, for a more non-trivial example of mappings between Wasserstein spaces
we will explicitly calculate the differential.
Chapter 4 begins with a briefing of the quintessence of quantum theory. As
our main aim is a philosophical one, we did not just want to start with the
Schro¨dinger equation, but instead want try to provide a feeling for the the-
ory. After this introduction, we examine a special solution of the Schro¨dinger
equation with some tools of optimal transport. We will find that this solution
behaves very nicely with respect to optimal transport. Amongst other things,
we will see that it is a geodesic in Wasserstein space and that the gradient of
the corresponding wave function is always an element of the tangent space along
that curve. We close this chapter by mentioning the work done by M.-K. von
Renesse in [vR12], which shows the naturalness of the Wasserstein formalism
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for the description of quantum dynamics.
We take a break in Chapter 5 to read more about the philosophical idea we
have outlined above, to be prepared for the last to chapters.
The 6th chapter properly introduces the notion of shapes we have motivated
in the beginning. After introducing the Shape space, the chapter is concerned
with investigating appropriate conditions on the underlying metric space and on
the action of the isometry group for the Shape distance to be an actual metric
distance. We will show that this is the case whenever the underlying space and
the action of the isometry group are proper. We will find that luckily, on com-
plete, connected Riemannian manifolds this is always the case, whenever the
isometry group is equipped with the compact-open topology. Next to showing
that the Fisher information, which plays an important role in the exposition
of Renesse, is well-defined on Shape space, we compare the topological, metric
an geodesic properties of Shape space with the ones on Wasserstein space. For
example, we will show that if two metric spaces are isometric, so are the Shape
spaces constructed from the respective Wasserstein spaces. This means that
Shape space metrically only depends on the underlying metric point space.
The last chapter, 7, is subjected to treating infinitesimal change of shapes.
We there begin with a section on isometric actions on the tangent bundle of
the Wasserstein space and continue with the section where we define the notion
of tangent space on the Shape space we have already mentioned above. How-
ever, due to technical reasons we constrain ourselves to the Shape spaces on Rn,
nevertheless conjecturing that this definition should be possible also in more
general setups. The last section finally conducts all lines of effort to investigate
the behavior of curves of probability measures stemming from a solution of the
Schro¨dinger equation in Shape space. It shows that quantum motion in Shape
space is natural and happens without loss of information once the transition
from the wave function to its square modulus has been made. In particular, we
can show for a specific solution that in Shape space it behaves like a geodesic.
Also the gradient of the phase of the corresponding wave function can naturally
be considered as a tangent vector on Shape space along its associated curve of
probability measures.
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Chapter 2
Wasserstein geometry
We start the thesis with an introductory chapter on Wasserstein geometry. Most
of the material included here is standard within the theory of Wasserstein ge-
ometry, however, from Chapter 2.4 on we also add own statements. Despite
for Lemma 2.53 and Theorem 2.57 we only give the proofs for statements that
are our own. Our main references in this chapter are [AG09], [AGS08], [Gig08],
[Gig12], [Vil03] and [Vil08].
Throughout this treatise let P(X) be the set of probability measures on the
topological space X, with respect to the Borel σ-algebra B(X). A measurable
map between two measurable spaces T : (X,B(X))→ (Y,B(Y )) induces a map
between the respective spaces of probability measures via the pushforward T#
of measures: T# : P(X) → P(Y ), µ 7→ T#µ, where T#µ(A) := µ(T−1(A)),
for A ∈ B(Y ). The support of a measure µ is defined by supp(µ) := {x ∈ X |
every open neighbourhood of x has positive µ-measure}. The Lebesgue mea-
sure on Rn is denoted by λ.
2.1 Optimal transport
Let µ ∈ P(X) and ν ∈ P(Y ) be probability measures. A natural question is
how to couple µ and ν, i.e. how to relate them with each other. One possibility
is to couple them with the help of a measurable map T : X → Y , namely such
that T#µ = ν. However, such a T cannot always be found. This is the case,
for example, whenever µ is a Dirac measure and ν is not (maps cannot ”split
mass”). A further idea is to try to see µ and ν as two sides of the same thing,
so to say. This is by looking at the elements of the set
Adm(µ, ν) := {γ ∈ P(X × Y ) | piX#γ = µ, piY#γ = ν},
the admissible plans between µ and ν. Here, piX : X ×Y → X is the projection
onto the X-component, i.e. piX(x, y) = x. Similarly piY . Adm(µ, ν) is never
empty, since the product measure µ⊗ν is always an element. And in case there
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is a map T like above, γ = (Id, T )#µ ∈ Adm(µ, ν). So any coupling in terms of
maps can be seen as a coupling in terms of admissible plans.
Since Adm(µ, ν) is not just not empty but in general has more than one
element (for example if µ and ν are the sum of n Dirac measures), the question
regarding the best coupling arises. Of course, a priori it is not clear what ”best”
actually means. Our perspective is that a coupling should be interpreted as a
plan telling how to, instantaneously, rearrange µ such that it yields ν. Or, put
differently, as a plan encoding how to transport, µ onto ν. In this interpretation
we can think of γ(A × B) as being the amount of mass which is transported
from A to B, where according to the definition of γ, γ(A × Y ) = µ(A) and
γ(X ×B) = ν(B) for A ∈ B(X), B ∈ B(Y ).
To make precise what a best element should provide, we assume that we have
further data which already relates X and Y with each other. Namely, we assume
we have given a measurable function c : X × Y → R. In our interpretation, the
number c(x, y) says how much it costs to transport one unit of something from
x ∈ X to y ∈ Y . Accordingly, we call c the cost function. The least cost for
transporting µ to ν is then given by
(2.1) C(µ, ν) := inf
γ∈Adm(µ,ν)
∫
X×Y
c(x, y) dγ(x, y).
Thus, a transport plan γopt ∈ Adm(µ, ν) can be considered to be the best
plan, or to be optimal, in case C(µ, ν) =
∫
X×Y c(x, y) dγopt(x, y). The plan
µ⊗ ν can be seen as the most inefficient plan, since mass is brought from each
measurable subset of positive measure of X to each measurable subset of positive
measure of Y : µ⊗ν(A×B) = µ(A) ·ν(B). In case γ ∈ Adm(µ, ν) is induced by
a measurable map T : X → Y , i.e. in case γ = (Id, T )#µ, T is called transport
map and the respective transportation cost is given by
∫
X×Y c(x, T (x)) dµ(x).
The optimization problem
C˜(µ, ν) := inf
T
∫
X
c(x, T (x)) dµ(x),
where T : X → Y is a measurable map such that T#µ = ν is called the
Monge formulation of Optimal transport ([Mon81]), whereas (2.1) is called the
Kantorovich formulation ([Kan58]).
Minimizer for (2.1) already exist under mild assumptions on c, as we will see
in Theorem 2.5. For this, we need to introduce Polish spaces.
Definition 2.1 (Metric distance). A metric distance, or just metric, on
a space X is a map d : X × X → R≥0 which satisfies the three conditions
d(x, y) = 0 if and only if x = y, d(x, y) = d(y, x) and d(x, y) ≤ d(x, z) + d(z, y)
for all x, y, z ∈ X.
The open balls B(x, r) := {y ∈ X | d(x, y) < r} form a base for a topology
on X, turning X into a topological space. We call this topology the topology
induced by d.
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Definition 2.2 (Completely metrizable space). A topological space X is
called completely metrizable if there exists at least one metric d on X which
induces the given topology on X and which is such that (X, d) is a complete
metric space.
Definition 2.3 (Polish space). A Polish space is a separable topological space
X which is completely metrizable.
When we say that (X, d) is a Polish space, we mean that X is a Polish
space and d is a metric on X that induces a topology which coincides with the
topology of X and is such that (X, d) is a complete metric space. Such a metric
d is called to metrize the Polish topology.
Remark 2.4. 1) Completeness is indeed a property of the metric, not of the
topology. For example, with respect to Euclidean metric, the open unit
interval (0, 1) is not complete, but it is homeomorphic to R via x 7→
tan((x− 1/2)pi), which is complete.
2) Every finite or countably infinite discrete space is Polish and so is Rn
with the Euclidean topology. Every separable Banach space with the
norm topology is Polish and every compact metrizable space. Finite and
countable products and closed subspaces of Polish spaces are also Polish
spaces.
3) It can be shown that every probability measure on a Polish space is a
Radon measure.
Theorem 2.5 (Existence of a minimizer). Let X and Y be Polish spaces
and c : X × Y → R be a lower semicontinuous cost function such that c(x, y) ≤
a(x) + b(y) ∀(x, y) ∈ X × Y for upper semicontinuous functions a : X →
R ∪ {−∞}, b : Y → R ∪ {−∞} such that a ∈ L1(µ), b ∈ L1(ν). Then there
is an element in Adm(µ, ν) which minimizes the Kantorovich formulation of
Optimal transport.
See for example [Vil08] for a proof. The idea there is to show that
∫
c dγ is
a lower semicontinuous function on a compact set.
For us, the most important cost functions will be the metrics d which metrize
the Polish space under consideration. In this case, of course, X = Y . With
respect to their induced topology, metrics are continuous and they are bounded
from below with a = b = 0.
There is a very important theorem expressing when a plan γ ∈ P(X × Y )
is optimal for its marginals. To be able to formulate it, we need to introduce
some further notions. Again we will not detail the argumentation.
Definition 2.6 (c-cyclical monotone set). A set Z ⊂ X × Y is called c-
cyclically monotone if for each N ∈ N and each subset {(xi, yi)}1≤i≤N ⊂ Z of
Z containing N elements, it is
N∑
i=1
c(xi, yi) ≤
N∑
i=1
c(xi, yσ(i)),
12
for every permutation of the set {1, ..., N}.
Definition 2.7 (c+-concavity). The c+-transform of a function ψ : Y →
R ∪ {±∞} is the function ψc+ defined by
ψc+ : X −→ R ∪ {−∞}
x 7−→ inf
y∈Y
c(x, y)− ψ(y).
A function ϕ : X → R ∪ {−∞} is called c-concave if it is the c+-transform of
another function ψ : Y → R ∪ {−∞}, i.e. if ϕ = ψc+ .
Definition 2.8 (c-superdifferential). For a c-concave function ϕ : X →
R ∪ {−∞}, the c-superdifferential ∂c+ϕ ⊂ X × Y is defined by
∂c+ϕ := {(x, y) ∈ X × Y | ϕ(x) + ϕc+(y) = c(x, y)}.
The c-superdifferential at x ∈ X is the set ∂c+ϕ(x) := {y ∈ Y | (x, y) ∈ ∂c+ϕ}.
The following characterization will be important for us in Section 4.2.
Proposition 2.9. Let X = Y = Rn and c(x, y) = ‖x − y‖2/2. A function
ϕ : Rd → R ∪ {−∞} is c-concave if and only if the map ϕ¯(x) := ‖x‖2/2− ϕ(x)
is convex and lower semicontinuous. In this case, y ∈ ∂c+ϕ(x) if and only if
y ∈ ∂−ϕ¯(x), where ∂− denotes the usual subdifferential from convex calculus.
Now we cite from [AG09] the so called Fundamental theorem of Optimal
transport.
Theorem 2.10 (Fundamental theorem of Optimal transport). Let the
cost function c : X × Y → R be continuous and bounded from below. Assume
further that the measures µ ∈ P(X) and ν ∈ P(Y ) are such that
(2.2) c(x, y) ≤ a(x) + b(y),
for some functions a ∈ L1(µ) and b ∈ L1(ν). For γ ∈ Adm(µ, ν) the following
three statements are equivalent:
1) The plan γ is optimal.
2) The set supp(γ) is c-cyclically monotone.
3) There exists a c-concave function ϕ such that max{ϕ, 0} ∈ L1(µ) and
supp(γ) ⊂ ∂c+ϕ.
Consequently, optimality depends only on the support of the plan γ, not on
the distribution of mass. If γ is optimal for its marginals and γ˜ ∈ P(X × Y ) is
such that supp(γ˜) ⊂ supp(γ), then γ˜ is optimal, too, for its marginals.
Remark 2.11. Let T : X → Y be a map with T (x) ∈ ∂c+ϕ(x) for a c-concave
function ϕ, for all x ∈ X. Then for every µ ∈ P2(X) such that condition (2.2)
is satisfied for ν = T#µ, the map T is optimal between µ and T#µ.
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Remark 2.12. The notions c-cyclical monotonicity, c+-concavity and c-superdif-
ferential generalize notions known from convex analysis: For X = Y = Rn and
c(x, y) = 〈x, y〉 the Euclidean scalar product, a set is c-cyclical monotone if and
only if it is cyclically monotone. A function is c-convex if and only if it is convex
and lower semicontinuous and the c-subdifferential is the known subdifferential.
Next, one can be curious about when an optimal plan γ is actually induced by
a map, i.e. when γ = (Id, T )#µ with µ being such that pi
1
#γ = µ. One can show
([AG09]) that γ is induced by a map if and only if there exists a γ-measurable set
Γ ⊂ X × Y on which γ is concentrated, such that for µ-a.e. x there exists only
one y = T (x) ∈ Y such that (x, y) ∈ Γ. In this case, γ is induced by the map
T . Since we know from Theorem 2.10 that for optimal γ supp(γ) is a subset of
the c-superdifferential of a c-concave function ϕ, it is necessary to understand
in which cases the c-superdifferential is single valued. As in [AG09], we will
give an answer to this for the cases X = Y = Rn, c(x, y) = ‖x − y‖2/2 and
X = Y = M , c = d2/2, where M is a connected, complete smooth Riemannian
manifold and d the corresponding Riemannian metric distance (see Definition
2.16). In both cases, the characterization of the situation in which γ is induced
by a map holds for so called regular measures, which we want to introduce first.
Definition 2.13 (c-c hypersurface). A subset A ⊂ Rn is called a convex-
convex hypersurface (c-c hypersurface), whenever there exists convex functions
f, g : Rn−1 → R such that
A = {(y, t) ∈ Rn−1 × R | t = f(y)− g(y)}.
Definition 2.14. (Regular measure) A measure µ ∈ P(Rn) is called regular,
in case µ(A) = 0 for every c-c hypersurface A ⊂ Rn.
Measures which are absolutely continuous with respect to the Lebesgue mea-
sure are, for example, regular.
The following theorem is due to Yann Brenier ([Bre87], [Bre91]).
Theorem 2.15 (Existence of optimal maps). In case µ ∈ P(Rn) is such
that
∫ |x|2 dµ(x) <∞ and the cost function c is c(x, y) = ‖x− y‖2/2, the next
two statements are equivalent:
1) For every ν ∈ P(Rn) with ∫ |x|2 dν(x) < ∞, the optimal plan γ between
µ and ν is unique and induced by a map T , i.e it is γ = (Id, T )#µ.
2) µ is regular.
If either 1) or 2) hold, the optimal map T is the gradient of a convex function.
In fact, the convex function whose gradient is optimal is the c+-transform
of the c-concave function ϕ for which supp(γ) ⊂ ∂c+ϕ.
As already announced above, a similar statement is true for Riemannian
manifolds equipped with the Riemmannian distance.
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Definition 2.16 (Riemannian metric distance). Let (M,h) be a connected
Riemannian manifold. The following formula determines a metric distance on
M and is called Riemannian (metric) distance or geodesic distance:
d(x, y) := inf
γ
∫ 1
0
h(γ˙, γ˙) dt,
for x, y ∈ M , where the infimum is taken over all differentiable curves γ for
which γ(0) = x and γ(1) = y.
Remark 2.17. The topology induced by d coincides with the original topology
on M . By the Hopf-Rinow theorem, (M,d) is complete as a metric space if
and only if M is geodesically complete, i.e. if for all x ∈M every geodesic γ(t)
starting at x is defined for all t ∈ R (compare also Theorem 6.34).
Definition 2.18 (Exponential map). Let (M,h) be a Riemannian manifold.
Let TxM be the tangent space at x ∈ M and let U ⊂ TxM be a neighborhood
of the origin 0 ∈ TxM such that the unique geodesic γv(t) with starting point
x, i.e. γv(0) = x, and initial velocity v ∈ U , i.e. γ˙(0) = v, is well-defined at
t = 1. Then the exponential map expx is defined in the following way.
expx : U −→ M
v 7−→ γv(1).
Remark 2.19. According to the Hopf-Rinow theorem, expx can be defined on
all of TxM if and only if (M,d) is a complete metric space. With the inverse
function theorem, it is always possible to find a neighborhood of the origin on
which the exponential map is a diffeomorphism on its image. The radius of
the largest ball around 0 ∈ TxM such that exp is a diffeomorphism is called
injectivity radius at point x. The infimum of the injectivity radii at all points
is called the injectivity radius of (M,h).
There is a generalization of regular measures on differentiable manifolds M ,
which we will need:
Definition 2.20 (Regular measure on M). A measure µ ∈ P(M) is called
regular, if it assigns no mass to the set of non-differentiability of any semiconvex
function.
Again, in particular measures which are absolutely continuous with respect
to the volume measure are regular.
We can now cite a variant of McCann’s theorem.
Theorem 2.21 (Existence of optimal maps on manifolds). Let µ ∈ P(M)
be a probability measure on a Riemannian manifold M which is smooth, com-
pact and without boundary. Let further c = d2/2 be the cost function, d the
Riemannian metric distance. Then the following two statements are equivalent:
1) The optimal transport plan between µ and any other measure ν ∈ P(M)
is unique and induced by a map T .
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2) µ is regular.
In these cases, the optimal map T is of the form T (x) = expx (−∇ϕ(x)), where
ϕ : M → R is a c-concave function.
Here again, the c-concave function ϕ is the one on whose c-superdifferential
the optimal plan γ is concentrated on.
There are similar versions of Theorem 2.21 which do not require the com-
pactness of the manifold, nor compactness of both the measures µ and ν (for
example [Vil08], Theorem 10.41). However, in these cases, it seems either neces-
sary to demand that M has nonnegative sectional curvature or that the gradient
of ϕ has to be replaced by the so called approximate gradient.
Optimal maps can also be found for more general cost functions (see [Vil08]).
In each of these cases, the c-concave function ϕ can be determined by the so
called partial differential equation of optimal transport ([Vil08], Chapter 12). In
case of the quadratic cost function on Rn, c(x, y) = ‖x − y‖2, this is a Monge-
Ampe`re equation:
det∇2ϕ(x) = f(x)
g(∇ϕ(x)) ,
where µ = f(x)dλ, ν = g(y)dλ and ∇2ϕ the Hessian of ϕ.
2.2 Wasserstein spaces Wp(X)
From now on, we denote the set of probability measures which have finite p-th
moment by Pp(X):
Pp(X) := {µ ∈ P(X) |
∫
X
dp(x0, x) dµ(x) <∞, x0 ∈ X},
where p ∈ [1,∞). It is sufficient to demand the finiteness of the integral only
for one x0 ∈ X. Together with the triangle- and the Minkowski inequality it
follows that finiteness holds for every x0 ∈ X.
Given a cost function c, to every two probability measures µ and ν one can
assign to them the number C(µ, ν), see formula (2.1), being the optimal total
cost for transporting one measure onto the other. One might want to think that
at least for X = Y this number encodes some kind of distance between µ and
ν. Unfortunately, in general C(·, ·) does not satisfy the metric distance axioms.
But in case the cost function is a power p of d, C is indeed a metric, if restricted
to Pp(X).
Theorem 2.22. Let (X, d) be a Polish metric space and p ∈ [0,∞), then
Wp : Pp(X)× Pp(X) → X
(µ, ν) 7→
(
inf
γ∈Adm(µ,ν)
∫
X×X
dp(x, y) dγ(x, y)
)1/p
is a metric distance.
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Definition 2.23 (Wasserstein distances and Wasserstein spaces). The
metric Wp is called p-th Wasserstein distance, or Wasserstein distance of order
p. The tuple (Pp(X),Wp) is called Wasserstein space and is denoted by the
symbol Wp(X).
Instead of W2(X) we will often just write W (X).
Remark 2.24. The map X → P(X), x 7→ δx is an isometric embedding of the
underlying Polish space X into the Wasserstein space on X, since Wp(δx, δy) =
d(x, y) for every p ∈ [1,∞).
Remark 2.25. We note that the p-th moment of µ is nothing but the p-th Wasser-
stein distance of µ to δx0 to the power of p:
∫
X
dp(x, x0) dµ(x) = W
p
p (µ, δx0).
Example 2.26. Let µ =
∑n
i=1 aiδxi and ν = δy then
W pp (µ, ν) =
n∑
i=1
aid
p(xi, y).
It is important to know that the Wasserstein distance Wp metrizes the weak
convergence in Pp(X). This means that the weak convergence of (µk)k∈N to µ
in Pp(X) is equivalent to Wp(µk, µ) → 0. This is a useful property, but not
unique to the Wasserstein distances. As a reminder, we give the definition of
weak convergence.
Definition 2.27 (Weak convergence in P(X)). A sequence (µk)k∈N ⊂ P(X)
is said to converge weakly to µ ∈ P(X) if and only if ∫ ϕdµk → ∫ ϕdµ for any
bounded continuous function ϕ on X. This is denoted by µk ⇁ µ. A sequence
(µk)k∈N ⊂ Pp(X) is said to converge weakly to µ ∈ Pp(X) if and only if for
x0 ∈ X it is:
1) µk ⇁ µ and
2)
∫
d(x0, x)
pdµk(x)→
∫
d(x0, x)
pdµ(x).
This is denoted by µk ⇀ µ.
We further list some more important properties of Wp(X).
Theorem 2.28 (Some properties of Wp(X)). 1) Wp(X) is compact, in
case X is. On the other hand one can show that whenever X is unbounded,
then Wp(X) cannot be locally compact.
2) Wp is continuous on Pp(X)×Pp(X). That means, if µk ⇀ µ and νk ⇀ ν,
then Wp(µk, νk)→Wp(µ, ν).
3) Wp(X) is complete and separable.
We are going to use 2) to show Corollary 6.23 and 3) to show that Shape
space is complete and separable as well (6.51).
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2.3 Wasserstein geodesics and displacement in-
terpolation
Let us now have a look at the geodesic structure of Wasserstein space.
Definition 2.29 (Constant speed geodesic). A curve (γt)t∈[0,1], γ0 6= γ1, in
a metric space (X, d) is called a constant speed geodesic or metric geodesic in
case that
(2.3) d(γt, γs) = |t− s|d(γ0, γ1) ∀t, s ∈ [0, 1].
In Section 2.4 we will see that constant speed geodesics actually have a
constant metric derivative.
We will often abbreviate curves (γt)t∈[0,1] by omitting the brackets and the
interval of definition, i.e we will often just write γt instead.
Lemma 2.30. A curve (γt)t∈[0,1], γ0 6= γ1, is a geodesic if and only if
d(γt, γs) ≤ |t− s|d(γ0, γ1) ∀t, s ∈ [0, 1].
Proof. Only one direction needs extra proof. Let d(γt, γs) ≤ |t−s|d(γ0, γ1) ∀t, s ∈
[0, 1]. Suppose, there is a pair of times t > s ∈ [0, 1] such that d(γt, γs) <
|t− s|d(γ0, γ1). Then
d(γ0, γ1) ≤ d(γ0, γs) + d(γs, γt) + d(γt, γ1)
< sd(γ0, γ1) + (t− s)d(γ0, γ1) + (1− t)d(γ0, γ1)
= d(γ0, γ1),
which is a contradiction.
In particular, this implies that a given geodesic never crosses a point twice. We
further have the following corollary.
Corollary 2.31. If a curve (γt)t∈[0,1] is a constant speed geodesic, then for
every s < u < t it is
(2.4) d(γs, γt) = d(γs, γu) + d(γu, γt).
Thus, one can picture γt to be the shortest path between its endpoints. However,
the converse implication is not true. We will actually find a counterexample in
Section 4.2.
Proof. Let s, t, u ∈ [0, 1], s < u < t. Then
d(γs, γt) ≤ d(γs, γu) + d(γu, γt) = (u− s)d(γ0, γ1) + (t− u)d(γ0, γ1)
= (t− s)d(γ0, γ1) = d(γs, γt).
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Remark 2.32. Since x 7→ δx is an isometry, for every constant speed geodesic
γ(t) in X, δγ(t) is a constant speed geodesic in Wp(X).
Definition 2.33 (Geodesic space). A metric space (X, d) is called geodesic if
for every x, y ∈ X there exists a constant speed geodesic (γt)t∈[0,1] with γ0 = x
and γ1 = y.
Define for all t ∈ [0, 1] the evaluation maps et : Geod(X) → X, γ 7→ γt.
Here, Geod(X) is the metric space of all constant speed geodesics on X, which
is complete and separable, if endowed with the sup norm, as soon as X is
complete and separable. Then we can formulate the following set of properties.
Theorem 2.34 (Wasserstein geodesics). • Whenever (X, d) is geodesic,
W2(X) is geodesic as well.
• Furthermore, a curve (µt)t∈[0,1] is a constant speed geodesic in W2(X) if
and only if there exists a measure µ ∈ P2(Geod(X)) such that (e0, e1)#µ ∈
Adm(µ0, µ1) is an optimal plan and µt = (et)#µ.
• In particular, if X is a Hilbert space, µt is a constant speed geodesic in
W2(X) if and only if there exists an optimal transport plan γ ∈ Adm(µ0, µ1)
such that
µt = ((1− t)pi1 + tpi2)#γ.
• If further γ is induced by a map T , this latter formula simplifies to
µt = ((1− t)Id+ tT )#µ0
Remark 2.35. Curves of the form µt = ((1−t)pi1+tpi2)#γ are called displacement
interpolation from pi1#γ to pi
2
#γ through γ. The previous theorem thus tells that
within the Wasserstein structure, it is more natural to interpolate measures on
the level of measurable sets than on the level of measures itself: The curve µt =
(1−t)µ0+tµ1, where interpolation is done by just shifting mass from one measure
to the other, has infinite length in Wasserstein space and is, although being
continuous, not absolutely continuous. In ((1 − t)pi1 + tpi2)#γ the prescription
is that a set A has the amount of mass that γ is assigning to the set of all those
points (x, y) with interpolation (1− t)x+ ty being an element of A.
Remark 2.36. Displacement interpolation in the case X = Rn, c(x, y) = ‖x−y‖2
and the optimal plan γ being induced by a map can also be obtained as the
solutions of the time-dependent minimization problem as studied by Villani in
[Vil03] and [Vil08]:
inf
Ft(x)
{∫
X
C
[
(Ft(x))0≤t≤1
]
dµ(x) | T0 = Id, T1#µ = ν
}
,
where the infimum is taken over all functions [0, 1] → X, t 7→ Ft(x) which are
continuous and piecewise C1 for dµ-almost all x ∈ X. C[(zt)] is thereby the
cost for the replacement along the trajectory zt, which is in our case C[(zt)] =∫ 1
0
|z˙t|2 dt.
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There is an even richer geodesic structure, in case X is a Riemannian man-
ifold.
Theorem 2.37 (Wasserstein geodesics on manifolds). Let M be a smooth
Riemannian manifold
• µt is a constant speed geodesic in W2(M) if and only if there exists a
γ ∈ P2(TM) such that
∫ |v|2 dγ(x, v) = W 22 (µ0, µ1) and (Exp(t))#γ = µt.
Here, Exp(t) : TM →M, (x, v) 7→ expx(tv).
• The joining constant speed geodesic of two measures in W2(M) is unique,
provided one of the measures is absolutely continuous with respect to the
volume measure.
• If µt is a constant speed geodesic in W2(M), then for every t ∈ (0, 1) and
s ∈ [0, 1] there exists only one optimal transport plan from µt to µs and
this plan is induced by a map which is locally Lipschitz.
Proposition 2.38. If µt is a constant speed geodesic in W2(M), where M is
a Riemannian manifold, such that µ0 is absolutely continuous with respect to
the volume measure, then for every t ∈ (0, 1), µt is absolutely continuous with
respect to the volume measure, too.
We want to introduce one further notion that we are going to need later.
Definition 2.39 (Non branching space). A metric space (X, d) is called non
branching, if the following map is injective for every t ∈ (0, 1)
Geod(X) −→ X ×X
γ 7−→ (γ0, γt).
Proposition 2.40. If (X, d) is a complete, separable, locally compact and non
branching geodesic space, then also Wp(X) is non branching for p ∈ (0,∞). The
converse is also true: If Wp(X) is non branching, then so is X.
A proof of this can be found in [Vil08] (Corollary 7.32). According to [AG09],
the local compactness condition on X is, however, not necessary.
2.4 Dynamical equations on W2(M)
In the upcoming, we will only be concerned with W2(M), where (M,h) means a
smooth, connected and complete Riemannian manifold with Riemannian metric
tensor h. Furthermore, we equip the set of measurable sections in TM , which
we will denote by Γ(TM), with an L2-topology.1 That means, for v ∈ Γ(TM)
1A section v : M → TM is measurable whenever all components in every chart are mea-
surable. Equivalently, if and only if v itself is measurable with respect to the Borel σ-algebras
given on M and TM .
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we define
‖v‖L2(µ) :=
√∫
M
h(v, v) dµ
and
L2(M,µ) := {v ∈ Γ(TM) | ‖v‖L2(µ) <∞} /∼ .
Here, two vector fields are considered to be equivalent in case they differ only on
a set of µ-measure zero. L2(M,µ) is a Hilbert space with the canonical scalar
product. We will often write L2(µ) if it is clear to which manifold M is referred
to.
The goal now is to identify a differentiable structure on W2(M). Unfortu-
nately, there is no smooth structure in the traditional sense, e.g. in the sense of
[KM97] where infinite dimensional manifolds are modeled on convenient vector
spaces. So one has to try to find structures that resemble formally what one
requires of a manifold structure. The differentiable structure on W2(M) that
will be defined in the end thus consists of ad hoc definitions, accurately tai-
lored to Optimal transport and the Wasserstein metric structure, which mimic
conventional differentiable and Riemannian behavior. This could be seen as a
misfeature of the theory, but this ad hoc calculus yields powerful tools to per-
form calculations and, which is particularly important for us, provides a very
natural language to capture characteristics of physical theories.
The basic idea of a tangent vector at a given point is that it indicates the
direction a (differentiable) curve will be going infinitesimally from that point.
Then traditionally the set of all such vectors which can be found to be tangential
to some curve at a given fixed point are collected in the tangent space at that
point. In our situation, we could enlarge P2(M) to the Banach space of signed
measures where one could expect the tangent space at point µ to be filled with
all the Radon measures with zero integral and nonnegative outside supp(µ).
However, we would like to take a different approach here which is more adapted
to the geometric structure given by the Wasserstein distance. Unfortunately,
on W2(M) there is no notion of smooth curves - but there is a notion of metric
geodesics. In case the transport plan for the optimal transport between two
measures is induced by a map T , the interpolating geodesic on Hilbert spaces
(see Theorem 2.34) can be written as µt = ((1−t)Id+tT )#µ0, thus being of the
form µt = Ft#µ0. Generally, on Riemannian manifolds optimal transport be-
tween µ0 and µt can be achieved by µt = Ft#µ0, Ft = exp(t∇ϕ)( see e.g [Vil08],
Chapter 12)2. In these cases, Ft is injective and locally Lipschitz for 0 < t < 1
([Vil03], Subsubsection 5.4.1). It is known from the theory of characteristics for
partial differential equations that curves of this kind solve the weak continuity
equation, together with the vector field to which integral lines Ft corresponds.
2This formula in particular dispays nicely that optimal transport happens along geodesics
of the underlying metric space.
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Definition 2.41 (Continuity equation). Given a family of vector fields
(vt)t∈[0,T ], a curve µt : [0, T ] → W2(M) is said to solve the continuity equa-
tion
(2.5) ∂tµt +∇ · (vtµt) = 0
in the weak sense, in case
(2.6)
∫ T
0
∫
M
(
∂
∂t
ϕ(x, t) + h(∇ϕ(x, t), vt(x))
)
dµt(x)dt = 0
holds true for all ϕ ∈ C∞c ((0, T )×M).
Theorem 2.42. Let (Ft)t∈[0,T ) be a family of maps on M such that Ft : M →
M is a bijection for every t ∈ [0, T ), F0 = Id and both (t, x) 7→ Ft(x) and
(t, x) 7→ F−1t (x) are locally Lipschitz on [0, T )×M . Let further vt(x) be a family
of velocity fields on M such that its integral lines correspond to the trajectories
Ft, and µ be a probability measure. Then µt = Ft#µ is the unique weak solution
in C ([0, T ),P(M)) of ddtµt +∇ · (vtµt) = 0 with initial condition µ0 = µ. Here,P(M) is equipped with the weak topology.
Theorem 2.42 is taken from [Vil03] where it is labeled as Theorem 5.34.
Remark 2.43. In case µ0 = ρ0dλ, it is possible to prove that µt = Ft#µ0 is also
absolutely continuous with respect to the Lebesgue measure. Let v ∈ C1(Rn),
then
ρt(x) =
(
ρ0
det (DFt)
◦ F−1t
)
(x).
See [AC08] for a justification of this formula. In case ∇v = 0, (that means, in
case v is incompressible - compare Remark 2.49), this reduces to ρt(Ft(x)) =
ρ0(x) (see [Vil03], Exercise 5.37), i.e. also the density is transported.
The question now is, whether one can characterize the class of curves on
W2(M) that admit a velocity in the manner of 2.41. A satisfying answer is
given by Theorem 2.47, taken from [AG09].
Definition 2.44 (Absolutely continuous curve). Let (E, d) be an arbitrary
metric space and I an interval in R. A function γ : I → E is called absolutely
continuous, a.c., if there exists a function f ∈ L1(I) such that
(2.7) d(γ(t), γ(s)) ≤
∫ s
t
f(r)dr, ∀s, t ∈ I, t ≤ s.
Definition 2.45 (Metric derivative). The metric derivative |γ˙|(t) of a curve
γ : [0, 1]→ E at t ∈ (0, 1) is given as the limit
(2.8) |γ˙|(t) = lim
h→0
d(γ(t+ h), γ(t))
|h| .
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It is known that for absolutely continuous curves γ, the metric derivative
exists for a.e. t. It is an element of L1(0, 1) and, up to sets of zero Lebesgue-
measure, the minimal function satisfying equation (2.7) for γ. In this sense
absolutely continuous functions enable a generalization of the fundamental the-
orem of calculus to arbitrary metric spaces.
Example 2.46. 1. Every metric geodesic is absolutely continuous and |γ˙|(t) =
d(γ(0), γ(1)).
2. Let E = Rn with the distance induced by the Euclidean norm ‖ · ‖, then
|γ˙|(t) = ‖dγdt (t)‖ at any point t ∈ (a, b) where γ is differentiable.
3. In particular, every curve of Dirac measures δγ(t) in Wasserstein space is
a.c. if and only if γ(t) is a.c., in that case their respective metric derivatives
coincide.
Theorem 2.47 (Differential characterization of a.c. curves). Let µt :
[0, 1] → W2(M) be an a.c. curve. Then there exists a Borel family of vector
fields (vt)t∈[0,1] on M such that the continuity equation (2.6) holds and
‖vt‖L2(µt) ≤ |µ˙t| for a.e. t ∈ (0, 1).
Conversely, if a curve µt : [0, 1] → W (M) is such that there exists a Borel
family of vector fields (vt)t∈[0,1] with ‖vt‖L2(µt) ∈ L1(0, 1), together with which
it satisfies (2.6), then there exists an a.c. curve µ˜t being equal to µt for a.e. t
and satisfying
| ˙˜µt| ≤ ‖vt‖L2(µ˜t) for a.e. t ∈ (0, 1).
It can be shown, see [Gig12], Theorem 1.31, that for metric geodesics, the
velocity vector field is well defined for every t ∈ (0, 1), not just for a.e. t.
In the following we call a pair (µt, vt) which together solves the continuity
equation an a.c. couple. We further want to call vt an accompanying vector field
for µt.
It is possible to formulate a similar theorem in terms of the more regular
Lipschitz-continuous curves instead of a.c. curves, ([Vil08], Theorem 13.8). In
this case vt is an element of L
∞(dt, L2(µt)) instead of L1(dt, L2(µt)). But in
respect of defining a tangent space on W2(M) it is more meaningful to work
with absolutely continuous curves.
Starting from geodesics we have arrived at the larger class of absolutely
continuous curves on W2(M) and we would like to think about the vector fields
vt as being tangential to µt. To relate this to the standard notion of tangent
vectors, we give the following lemma.
Lemma 2.48. Let µt be such that there is a smooth curve γ : I → Rn and
µt = δγ(t). Then µt solves the continuity equation in the weak sense with vt
which is such that vt(x) = γ˙(t) in case x = γ(t) and vt(x) = 0 otherwise.
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Proof.∫ 1
0
∫
Rn
(
∂
∂t
ϕ
)
(x, t) dδγ(t)dt =
∫ 1
0
(
∂
∂t
ϕ
)
(γ(t), t) dt
=
∫ 1
0
d
dt
(ϕ(γ(t), t))− 〈∇ϕ(γ(t), t), γ˙(t)〉 dt
= −
∫ 1
0
∫
Rn
〈∇ϕ, vt〉 dδγ(t)dt.
The same proof can actually be given for any vt = V ∈ Γ∞(TRn) such that
V (γ(t)) = γ˙.
Remark 2.49. The continuity equation ∂tρ + ∇j = 0 plays a prominent role
in physics as it describes the dynamics of a conserved quantity ρ, for example
charge, energy or mass. In our case, like it is in fluid dynamics, j = ρv. Is D a
neighborhood of some point x ∈M , the divergence ∇j(x) of a vector field j at x
can be interpreted as the infinitesimal rate of change of vol(Φt(D))vol(D) , Φt denoting
the flow of j and the volume vol is taken with respect to the metric volume form.
Accordingly, in case ∇j < 0, the flow is contracting in the vicinity of x, creating
higher densities and in case ∇j > 0, Φt leads to expansion of the quantity and
thus to lower densities. Gauss’ theorem tells us that this is directly related to
the volume which flows in or out from D across its surface. In case ∇j = 0, the
quantity under consideration is called incompressible. This happens whenever
ρ = const. or v = curl B. A flow is called stationary in case its vector field does
not change with time, for example in case j = curl B.
One generator for conserved quantities and thus for quantities being sub-
ject to the continuity equation is Noether’s theorem. It states that conserved
quantities correspond to continuous symmetries in Lagrangian systems.
In this treatise, the physical context in which we will encounter the con-
tinuity equation again is quantum physics (see Section 4.1). The conserved
quantity there being |ψ|2, the squared norm of the wave function interpreted as
probability density, and j = |ψ|2∇S, where ψ = |ψ|e−iS . Whereas in quantum
physics the continuity equation subjecting |ψ|2 is treated within standard cal-
culus, we are going to interpret it in the weak sense which enables us to use the
Wasserstein geometry formalism to express quantum mechanical features.
After having found a dynamical equation governing displacement interpolation,
one can also ask about the dynamics governed by the family of vector fields vt
which corresponds to the trajectories of transportation. The answer is found
in the pressureless Euler equation dvdt + ∇vv = 0, see [Vil03]. Physically, it
describes the velocity of particles that travel along geodesics without mutual
interaction. In the case which is of most interest to us, namely v = ∇S(x, t),
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this reduces to a Hamilton-Jacobi equation
(2.9)
∂S
∂t
+
‖∇S‖2
2
= 0.
We will reencounter a very similar equation again in Chapter 4 when dealing
with the Madelung equations. The flow map of a smooth solution to the system
consisting of the continuity equation and equation (2.9) determines optimal
transportation for the cost d2 in case there exists a function u(y) such that
−S(t = 0, x) = infy∈M d
2(x,y)
2 − u(y) (i.e. if −S(t = 0, x) is d
2
2 -concave).
Equation (2.9) can be solved using the Hopf-Lax formula
S(t, x) = inf
y∈M
(
S(t = 0, y) +
d2(x, y)
2t
)
.
A rigorous treatment of this aspect can be found in [Vil03], Subsection 5.4.9.
Before we move on to define a tangent space from what we have gathered so
far, we provide a proposition about absolutely continuous curves which we will
need later on.
Proposition 2.50. Let µ1t and µ
2
t be a.c. curves. Then also the convex mixing
µt := (1− λ)µ1t + λµ2t with 0 ≤ λ ≤ 1 is an a.c. curve.
Proof. Since the µit are a.c. curves, for every s ≤ t ∈ (0, 1) there is a gi ∈ L1(0, 1)
such that
W
(
µis, µ
i
t
) ≤ ∫ t
s
gi(τ) dτ.
Now let γi ∈ Adm(µis, µit). Then (1−λ)γ1 +λγ2 ∈ Adm (µs, µt) . This is because
for every measurable set A and pii the projection onto the i-th component,
pi1# ((1− λ)γ1 + λγ2) (A) = ((1− λ)γ1 + λγ2) ((pi1)−1(A))
= (1− λ)γ1((pi1)−1(A)) + λγ2((pi1)−1(A))
=
(
(1− λ)µ1s + λµ2s
)
(A) = µs(A).
Similarly for pi2. Then for A˜dm (µs, µt) := {(1−λ)γ1+λγ2 | γi ∈ Adm(µis, µit)} ⊂
Adm (µs, µt) we have
W (µs, µt)
2 = W
(
(1− λ)µ1s + λµ2s, (1− λ)µ1t + λµ2t
)2
≤ inf
pi∈A˜dm(µs,µt)
∫
d2(x, y) dpi(x, y)
= (1− λ) inf
γ1∈Adm(µs,µt)
∫
d2(x, y) dγ1
+ λ inf
γ2∈Adm(µs,µt)
∫
d2(x, y) dγ2
= (1− λ) W (µ1s, µ1t ))2 + λ W (µ2s, µ2t )2
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This means that
W (µs, µt) =
√
(1− λ) W (µ1s, µ1t ))2 + λ W (µ2s, µ2t )2
≤
√
(1− λ) W (µ1s, µ1t ) +
√
λ W (µ2s, µ
2
t )
≤
√
(1− λ)
∫ t
s
g1(τ) dτ +
√
λ
∫ t
s
g2(τ) dτ
=
∫ t
s
(
√
(1− λ) g1 +
√
λ g2) dτ.
From the previous proof we can extract the following general corollary about
p-th Wasserstein distances:
Corollary 2.51. Let (X, d) be a metric space and µ11, µ12, µ21, µ22 four prob-
ability measures on X. Then,
Wp ((1− λ)µ11 + λµ12, (1− λ)µ21 + λµ22) ≤ p
√
(1− λ)Wp(µ11, µ21)
+
p
√
λWp(µ12, µ22).
2.5 Induced differentiable structure on W2(M)
In this section we want to use what we have found out in Section 2.4 to define
a notion for tangent spaces at elements of W2(M). To do so, it seems as if we
would need to perform a paradigm shift. A transition from the Lagrangian point
of view to the Eulerian point of view. From particles moving on trajectories to
fields changing in time. And from classical calculus to weak calculus. Interest-
ingly, this has similarities with the physical transition from classical mechanics
to quantum physics. We will see further matching parallels later on.
As we have seen in Theorem 2.47, every absolutely continuous curve in
W2(M) admits an L
1(dt) family of L2(µt)-vector fields together with which
the continuity equation is satisfied. We want to think of this family of vector
fields vt as being tangential to the curve. However, vt is not unique, there are
many vector fields which allow for the same motion of the density: Adding
another family wt with the (t-independent) property ∇(wtµt) = 0 to vt does
not alter the equation. Luckily, Theorem 2.47 provides a natural criterion to
choose a unique element among the v′ts. According to this theorem, there is
at least one family vt such that |µ˙t| = ‖vt‖L2(µt) for almost all t, i.e. that is
of minimal norm for almost all t. Linearity of (2.7) with respect to vt and the
strict convexity of the L2-norms ensure the uniqueness of this choice, up to sets
of zero measure with respect to t. We want to call such a couple (µt, vt), where
vt is the unique minimal tangent family for an a.c. curve µt, a tangent couple.
It now seems reasonable to define the tangent space at point µ as the
set of v ∈ L2(M,µ) with ‖v‖µ ≤ ‖v + w‖µ for all w ∈ L2(M,µ) such that
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∇(wµ) = 0. This condition for v ∈ L2(M,µ), however, is equivalent to saying
that
∫
M
h(v, w) dµ = 0 for all w ∈ L2(M,µ) with ∇(wµ) = 0. This in turn is
equivalent to the following, which we will take as the definition of the tangent
space.
Definition 2.52 (Tangent space TµW (M)). The tangent space TµW (M) at
point µ ∈W (M) is defined as
(2.10) TµW (M) := {∇ϕ | ϕ ∈ C∞c (M)}
L2(M,µ) ⊂ L2(M,µ).
We also give the definition of the normal space:
T⊥µ W (M) := {w ∈ L2(M,µ) |
∫
h(w, v) dµ = 0, ∀v ∈ TµW (M)}
= {w ∈ L2(M,µ) | ∇(wµ) = 0}.
Similar results on the continuity equation and corresponding definitions of
the tangent space are also possible for p > 2, in case X in Pp(X) is a Hilbert
space. See [AGS08], Chapter 8.
Lemma 2.53. Let (µt, vt) be an a.c. couple such that ‖vt‖L2(µt) ∈ L1(0, 1).
Then (µt, vt) is a tangent couple if and only if vt ∈ TµtW (M) for almost every
t ∈ (0, 1).
Proof. Let vt ∈ TµtW (M) and let v˜t be the tangent vector field along µt. Then
∇(vt − v˜t) = 0. Since ∇ only acts on the spacial component, this equation can
be considered to be true also only on M , for almost every t ∈ (0, 1). This means
that vt − v˜t ∈ T⊥µ W (M). Therefore, vt − v˜t = 0 and thus vt = v˜t for a.e. t.
It can be shown (as stated in [Vil08], Chapter 13) that at least for measures
µ which are absolutely continuous the vector space defined in equation (2.10)
is isometric to the closed vector space generated by d2/2-convex functions ψ,
equipped with the norm ‖ϕ‖ := ‖∇ϕ‖L2(M,µ), which connects to Theorem 2.21.
In Section 2.4 we have seen that the velocity vt field along a geodesic µt
comes from time dependent optimal transport (see Proposition 1.32 in [Gig12]
for more details). But we can see more generally that also tangent vector fields
of a.c. curves can be obtained from optimal transport ([AG09], Proposition
2.32): Given a tangent couple (µt, vt) in W (Rn) such that µt is regular for
every t and let T st be the optimal transport map from µs to µt. Then for a.e.
t ∈ [0, 1] it is, with respect to the limit in L2(µt),
(2.11) vt = lim
s→t
T st − Id
s− t .
A similar statement is true also on manifolds and even in case there does not
exist an optimal transport map between µ and ν (see [Gig12], Theorem 1.31).
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It is not difficult to see that dim TδW (M) = dim M , whereas in most of
the cases dim TµW (M) = ∞.3 In general, it can be shown that as long as µ
is concentrated on an at most countable set, it is TµW (M) = L
2(M,µ) (see
[Gig12], Remark 1.33). The following lemma displays that morally, the more
points are contained in the support of the measure, the higher gets the dimen-
sion. On the other hand, every probability measure can be approximated by a
sequence of measures with finite support (see [Vil08] Thm 6.18), so that in each
neighborhood of every measure there is an element µ with dim TµW (M) <∞.
Proposition 2.54. Let µ1, µ2 ∈ W (M) be such that supp(µ1) ∩ supp(µ2) = ∅
and let 0 < λ < 1. Then
T(1−λ)µ1+λµ2W (M) ∼= Tµ1W (M)⊕ Tµ2W (M)
as Hilbert spaces with 〈v1 ⊕ v2, w1 ⊕ w2〉 := 〈v1, w1〉L2(µ1) + 〈v2, w2〉L2(µ2).
For the proof of this we will use the following statement.
Lemma 2.55. Let A,B be closed subsets of a metric space (X, d) such that
A ∩ B = ∅. Then there exists an open set U ⊂ X such that A ⊂ U and
B ∩ U = ∅.
Proof of Lemma 2.55. The distance between a point x ∈ X and a closed set
B ⊂ X is defined as d(x,B) := infb∈B d(x, b). It is d(x,B) = 0 if and only if
x ∈ B. That means, for every a ∈ A¯ := A \ A˙, where A˙ is the interior of A,
da := d(a,B) > 0. Define U as
U := A˙ ∪
⋃
a∈A¯
Bda/2(a).
By Bda/2(a) we mean the open ball with radius da/2 centered around a. U is
open as a union of open sets. Furthermore, A ⊂ U and U ∩B = ∅.
Proof of Proposition 2.54. First, let v1⊕v2 ∈ Tµ1W (M)⊕Tµ2W (M). Let v˜i be
any representative of vi ∈ TµiW (M) ⊂ L2(µi), i = 1, 2, and set vˆi(x) := v˜i(x)
for all x ∈ supp(µi) and vˆi(x) := 0 otherwise. For µ := (1− λ)µ1 + λµ2 it then
holds, ‖vˆi‖L2(µ) = ‖vˆi‖L2(µi) <∞ and vˆ1 + vˆ2 can be interpreted as an element
of L2(µ). This element is independent of the representative of vi chosen in the
beginning.
Let us now see that vˆ1 + vˆ2 is also an element of TµW (M). We know
that for both i = 1, 2 there exists a sequence (ϕin)n∈N ⊂ C∞c (M) such that
‖vˆi − ∇ϕin‖L2(µi) → 0. However, this is not necessarily true in the L2(µ)-
topology. For this, we need to find sequences (ψin)n∈N ⊂ C∞c (M), such that
‖vˆi − ∇ψin‖L2(µi) → 0, but for which ψin(x) = 0 for each x ∈ supp(µj), i 6= j,
3There is an alternative definition of tangent space due to N. Gigli, which deals with this
issue. In Appendix A.2.3 we briefly introduce this notion and explain why we prefer to work
with the above stated definition.
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and for each n ∈ N. In that case, also ‖vˆi − ∇ψin‖L2(µ) → 0 would hold true,
for both i = 1, 2, and with this, also ‖(vˆ1 + vˆ2)− (∇ψ1n +∇ψ2n)‖L2(µ) → 0. The
latter is true because
‖(vˆ1 + vˆ2)− (∇ψ1n +∇ψ2n)‖2L2(µ) = ‖(vˆ1 −∇ψ1n) + (vˆ2 −∇ψ2n)‖2L2(µ)
=
∫
M
h
(
(vˆ1 −∇ψ1n) + (vˆ2 −∇ψ2n), (vˆ1 −∇ψ1n) + (vˆ2 −∇ψ2n)
)
dµ
= (1− λ)
∫
M
h(vˆ1 −∇ψ1n, vˆ1 −∇ψ1n)dµ1 + λ
∫
M
h(vˆ2 −∇ψ2n, vˆ2 −∇ψ2n)dµ2
= (1− λ)‖vˆ1 −∇ψ1n‖2L2(µ1) + λ‖vˆ2 −∇ψ2n‖2L2(µ2) −→ 0.
To construct such sequences (ψin)n∈N, we start with the sequences (ϕ
i
n)n∈N.
The idea is to multiply each member of the sequence with a bumb function such
that it keeps its value on supp(µi) but falls off rapidly outside of this support
such that it vanishes on the support of µj , i 6= j.
Let n ∈ N. We know that Kin := supp(ϕin) ∩ supp(µi) is compact. From
Lemma 2.55 we know that there is an open set U in ⊂ X such that Kin ⊂ U in,
but U in ∩ supp(µj) = ∅, i 6= j. Let χin ∈ C∞c (M) such that χin(x) = 1 for all
x ∈ Kin and χin(x) = 0 for all x ∈M \U in. (For the existence of such functions,
see [Ho¨r90].) Then χin · ϕin ∈ C∞c (M), supp(χin · ϕin) ∩ supp(µj) = ∅ for i 6= j
and χin · ϕin(x) = ϕin(x) for all x ∈ supp(µi). Thus, (ψin)n∈N := (χin · ϕin)n∈N is
the sequence we were looking for and vˆ1 + vˆ2 ∈ TµW (M).
Let us now prove linearity of the map v1 ⊕ v2 7→ vˆ1 + vˆ2 ∈ L2(µ). For this
let (v1⊕ v2) + (w1⊕w2) = (v1 +w1)⊕ (v2 +w2) ∈ Tµ1W (M)⊕ Tµ2W (M). We
then have ̂v1 + w1 + ̂v2 + w2 = vˆ1 + wˆ1 + vˆ2 + wˆ2 = (vˆ1 + vˆ2) + (wˆ1 + wˆ2), since
the operation ”+” is done pointwise.
Let now be v ∈ TµW (M) ⊂ L2(µ) and choose an arbitrary representative vˆ
of v. Define vˆi to be vˆi(x) := vˆ(x) for all x ∈ supp(µi) and vˆi(x) = 0 otherwise.
Then ‖vˆi‖L2(µi) = ‖vˆ‖L2(µ) < ∞, i = 1, 2, and vˆ1 + vˆ2 is an element of the
equivalence class v. Let vi = [vˆi] ∈ L2(µi), then vi ∈ TµiW (M) for similar
reasons as above and v is the image of v1 ⊕ v2 under the above constructed
map. Injectivity is straightforward.
Lastly, we show the invariance of the scalar product.
〈v1 ⊕ v2, w1 ⊕ w2〉 = 〈v1, w1〉L2(µ1) + 〈v2, w2〉L2(µ2)
= 〈vˆ1, wˆ1〉L2(µ1) + 〈vˆ2, wˆ2〉L2(µ2)
= 〈vˆ1, wˆ1〉L2(µ) + 〈vˆ2, wˆ2〉L2(µ)
= 〈vˆ1 + vˆ2, wˆ1 + wˆ2〉L2(µ)
Corollary 2.56. Let (µ1t , v
1
t ), (µ
2
t , v
2
t ) be tangent couples such that for all t ∈
[0, 1], supp(µ1t ) ∩ supp(µ2t ) = ∅. Then the tangent vector field along µt :=
(1− λ) µ1t + λ µ2t , 0 < λ < 1, is v1t ⊕ v2t ∈ Tµ1tW (M)⊕ Tµ2tW (M) ∼= TµtW (M).
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Proof. We already know from Proposition 2.50 that µt is an a.c. curve. Given
the assumptions on the supports of µ1t and µ
2
t , we now want to explicitly calcu-
late the tangent vector field along µt. Using the same notation as in Proposition
2.54, we have
d
dt
µt +∇
(
(v1t ⊕ v2t )µt
)
=
∫ ∫ (
∂
∂t
ϕ(x, t) + h
(∇ϕ(x, t), (vˆ1t + vˆ2t ))) dµtdt
= (1− λ)
∫ ∫ (
∂
∂t
ϕ(x, t) + h
(∇ϕ(x, t), vˆ1t )) dµ1tdt
+λ
∫ ∫ (
∂
∂t
ϕ(x, t) + h
(∇ϕ(x, t), vˆ2t )) dµ2tdt
= (1− λ)
(
d
dt
µ1t +∇
(
vˆ1t µ
1
t
))
+ λ
(
d
dt
µ2t +∇
(
vˆ2t µ
2
t
))
= 0.
Now, since (µt, v
1
t ⊕ v2t ) is an a.c. couple and v1t ⊕ v2t ∈ TµtW (M) for a.e. t,
according to Lemma 2.53 it only remains to see that ‖v1t ⊕ v2t ‖L2(µt) ∈ L1(0, 1).
This is true, since by definition, ‖v1t ⊕ v2t ‖L2(µt) =
√
‖v1t ‖L2(µ1t ) + ‖v2t ‖L2(µ2t ) ≤
‖v1t ‖L2(µ1t ) + ‖v2t ‖L2(µ2t ) ∈ L1(0, 1).
We call the disjoint union of all tangent spaces,
TW (M) :=
⊔
µ∈W (M)
TµW (M) =
⋃
µ∈W (M)
{(µ, v) | v ∈ TµW (M)},
the tangent bundle of W (M). Since we are not treating W (M) as a traditional
manifold with charts, TW (M) cannot be equipped with a traditional tangent
bundle topology. Also, due to the denseness of the probability measures with
finite support, local triviality cannot be guaranteed. However, since there is a
natural projection map pi : TW (M) → W (M); (µ, v) 7→ µ, we can in principle
still talk about sections and bundle maps on the pointwise level. Whereas
the notion of a vector field - in our context this would effectively be a field
of (equivalence classes of) vector fields - has not turned out to be useful so
far, we occasionally will use the concept of a bundle map. In this spirit, a
bundle map between tangent bundles of Wasserstein spaces W (M) and W (N)
is a fiber preserving map B : TW (M) → TW (N) in the sense that together
with a continuous map F : W (M)→W (N) the commutativity of the following
diagram is satisfied:
TW (M) TW (N)
W (M) W (N)
B
piM piN
F
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One could ask about the meaningfulness of the condition that F should be
continuous since B cannot be so. It is just that we require the preservation of
as much structure as possible. In any case, we are mainly going to use this idea
of a bundle map to make clear how we want to see our notion of a tangent map
of a differentiable function F : W (M)→W (N).
Now that we have found a meaningful definition for tangent spaces, the next
step is to try to define a Riemannian structure on W2(M). Intuition comes from
the following formula which is due to J.-D. Benamou and Y. Brenier ([BB99]). It
shows that the Wasserstein distanceW2, having been defined through the, static,
optimal transport problem, can be recovered by a dynamic formula, reminiscing
the length functional on Riemannian manifolds, defining the Riemannian metric
distance.
Theorem 2.57 (Benamou-Brenier formula). Let µ, ν ∈ P2(M), then it is
(2.12) W (µ, ν) = inf
(µt,vt)
∫ 1
0
‖vt‖L2(µt) dt,
where the infimum is taken among all a.c. couples (µt, vt) such that µ0 = µ and
µ1 = ν.
Remark 2.58. Instead of equation (2.12) on can similarly show that W (µ, ν)2 =
inf(µt,vt)
∫ 1
0
‖vt‖2L2(µt) dt. So W 2 can also be seen, up to a factor 1/2, as the
minimal kinetic energy required to get from µ to ν.
Because of formula (2.12), we want to interpret the expression
∫ 1
0
‖vt‖L2(µt) dt
as the length of a curve µt. It can be shown (as stated in [Vil08], Chapter 13)
that the infimum is achieved if and only if µ and ν allow for an optimal plan.
The minimizing curve will then be a tangent couple where µt is a geodesic.
Proof. We basically restate the proof given in [AG09]. Using the second part of
Theorem 2.47 we first have
W (µ, ν) ≤
∫ 1
0
|µ˙t| dt ≤
∫ 1
0
‖vt‖L2(µt) dt.
For the reverse inequality it is sufficient to consider a constant speed geodesic
µt connecting µ and ν. According to the first part of Theorem 2.47 there is a
family of vector fields vt such that (µt, vt) is an a.c. couple and ‖vt‖L2(µt) ≤
|µ˙t| = W (µ, ν) for a.e. t ∈ [0, 1]. Because of this we thus have
W (µ, ν) ≥
∫ 1
0
‖vt‖L2(µt) dt.
Being inspired by this resemblance of formulas, we define the following.
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Definition 2.59 (Formal Riemannian tensor on W2(M)). The formal
Riemannian metric tensor Hµ on W (M) at point µ ∈W (M) is defined as
Hµ : TµW (M)× TµW (M) → R
(v, w) 7→
∫
M
hx(v, w) dµ(x).
Indeed, since ‖vt‖L2(µt) =
√∫
M
h(v, v) dµ =
√
Hµ(v, v), we now have
(2.13) W (µ, ν) = inf
(µt,vt)
∫ 1
0
√
Hµ(vt, vt) dt.
The tuple (TµW (M)), Hµ) constitutes a Hilbert Space.
Gigli [Gig08], however, emphasizes that Definition 2.52 does not allow for a
traditional Riemannian structure on W2(M) since the natural exponential map
v 7→ expµ(v) := (Id+ v)#µ has injectivity radius 0 for every µ.
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Chapter 3
Differentiable maps
between Wasserstein spaces
In this chapter, we want to propose a notion of differentiability for maps be-
tween Wasserstein spaces W (M) and W (N), where M and N are Riemannian
manifolds.
3.1 Absolutely continuous maps
Since W (M) and W (N) are no ”real” manifolds, we cannot compose a map
between Wasserstein spaces with charts, to be able to apply Euclidean calculus.
Instead, let us recall the fact that a map f : M → N is differentiable iff it maps
differentiable curves to differentiable curves. Having only a notion of absolutely
continuous curves, which are metrically differentiable almost everywhere and
which lie at the fundament of the construction of tangent spaces, we start with
formulating the following definition.
Definition 3.1 (Absolutely continuous map). A map F : W (M)→W (N)
is called absolutely continuous, or, a.c., if the curve F (µt) ⊂W (N) is absolutely
continuous up to redefining t 7→ µt on a zero set, whenever µt ⊂ W (M) is
absolutely continuous.
We will build our notion of differentiable maps between Wasserstein spaces
on this idea of absolutely continuous maps. Before we continue to do so, let us
first find some conditions with which maps are absolutely continuous. For this,
we want to recall the notion of proper maps. Later, in Chapter 6, we will, for
similar reasons as we do here, also deal with proper actions and proper spaces.
Definition 3.2 (Proper map). A continuous map f : X → Y between a
Hausdorff space X and a locally compact Hausdorff space Y is called proper, if
for compact subsets K ⊂ Y , the preimage f−1(K) ⊂ X is compact in X.
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For example, every map f : X → Y that is injective, continuous and open
is proper.1
In the following we denote the operator norm of a linear map by |||·|||.
Theorem 3.3. Let F : W (M)→ W (N) be given as F (µ) = f#µ, f : M → N
being smooth and proper and such that supx∈M |||dfx||| <∞. Then F is absolutely
continuous and for every tangent couple (µt, vt), the tuple (F (µt), dFµt(vt)) is
an a.c. couple, where
(3.1) dFµt(vt)y :=
∫
f−1(y)
dfx(vtx) dµ
y
t (x)
for almost every t and for y ∈ f(M). Here, dfx : TxM → Tf(x)N denotes the
tangent map of f at point x, vtx means the vector field vt at point x ∈ M and
µyt (x) is defined through the disintegration theorem. The latter means dµt(x) =
dµyt (x)df#µt(y) (see Appendix A.1.3).
2 For all y /∈ f(M), we set dFµt(vt)y = 0
(or any other value).
Since f is not injective in general, df(v)y is generally multi valued
3. So we
take the mean value over all the vectors dfx(vtx) as the image vector dFµt(vt)y
of the vector field vt at point y, where x stands for the elements of the fiber
f−1(y). In case f is injective, dFµ(v) reduces to df(v) for every µ, which then
can be regarded as full-fledged vector field.
Our naming of the vector field along F (µt), dFµt(vt) is, of course, very sug-
gestive. Indeed, since the map (v, µ) 7→ dFµ(v) is linear in v, Theorem 3.3
supports a natural definition for a notion of differentiability for absolutely con-
tinuous maps F . However, before we give such a definition, we need to make
some further preparatory observations.
Let us first continue with proving Theorem 3.3.
Proof. Let µt be an a.c. curve. Using Theorem 2.47, we want to prove that
there exists a family of vector fields (v˜t)t∈[0,1] with
∫ 1
0
‖v˜t‖L2(F (µt)) dt < ∞,
such that (F (µt), v˜t) is an a.c. couple.
Let (vt)t∈[0,1] be the tangent vector field of µt. For each t for which vt ∈
TµtW (M) (i.e. almost everywhere) and for y ∈ f(M) we define,
1Definitions of proper maps may vary a bit from reference to reference. In Appendix A.1.2
we give a more general definition for proper maps between arbitrary topological spaces, for
the interested reader. The definitions of locally compact and Hausdorff spaces can be looked
up in A.1.1.
2Note that what in A.1.3 appears as lower index y, now appears as upper index y since
here were are additionally dealing with the t-dependence of µt.
3Although dfx : TxM → Tf(x)M is well defined for every x as a mapping between tangent
spaces, it is not well defined as a mapping between vector fields as long as f is not injective.
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dFµt(vt)y :=
∫
f−1(y)
df(vtx)dµ
y
t (x).
For all y /∈ f(M), we set dFµt(vt)y = 0. We will prove that dFµt(vt) is an
example of such vector fields v˜t we are looking for.
Let us first see that
∫ 1
0
‖dFµt(vt)‖L2(F (µt)) dt <∞. Using triangle inequality
for Bochner integrals, Jensen’s inequality, Disintegration theorem and Ho¨lder
inequality (in this order), we have:
∫ 1
0
‖dFµt(vt)‖L2(F (µt)) dt =
∫ 1
0
√∫
N
‖dFµt(vt)‖2TyN dF (µt)(y) dt
=
∫ 1
0
√∫
N
‖
∫
f−1(y)
dfx(vtx) dµ
y
t (x)‖2TyN df#µt(y) dt
≤
∫ 1
0
√√√√∫
N
(∫
f−1(y)
‖dfx(vx)‖TyN dµyt (x)
)2
df#µt(y) dt
≤
∫ 1
0
√∫
N
∫
f−1(y)
‖dfx(vtx)‖2TyN dµ
y
t (x) df#µt(y) dt
=
∫ 1
0
√∫
M
‖dfx(vtx)‖2Tf(x)M dµt(x) dt
≤
∫ 1
0
√∫
M
|||dfx|||2 · ‖vtx‖2TxM dµt(x) dt
≤
∫ 1
0
√∫
M
‖vtx‖2TxM dµt · ess
µt
sup
x∈M
|||dfx|||2 dt
=
∫ 1
0
√
‖vt‖2L2(µt) · ess
µt
sup
x∈M
|||dfx|||2 dt
≤ C
∫ 1
0
‖vt‖L2(µt) dt <∞.
With ess supµtx∈M we mean the essential supremum with respect to the mea-
sure µt and C := ess sup
µt
x∈M |||dfx|||2. The last expression is finite, since we
know that ‖vt‖L2(µt) ≤ |µ˙t| for almost every t and that the metric derivative
of an a.c. map is integrable. (The upper calculation shows in particular that
dFµt(vt) ∈ L2(µt) for almost every t, as we will point out again below.) The
disintegration theorem now allows the following calculation, with g being the
Riemannian tensor on N and h the one on M , ϕ ∈ C∞c (N × (0, 1)) and ∇ the
gradient with respect to the first coordinate:
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∫
N
gy (∇ϕ(y, t), dFµt(vt)y) df#µt(y)
=
∫
N
gy
(
∇ϕ(y, t),
∫
f−1(y)
dfx(vtx)dµ
y
t (x)
)
df#µt(y)
=
∫
N
∫
f−1(y)
gy (∇ϕ(y, t), dfx(vtx)) dµyt (x)df#µt(y)
=
∫
N
∫
f−1(y)
gf(x) (∇ϕ(f(x), t), dfx(vtx)) dµyt (x)df#µt(y)
=
∫
M
gf(x) (∇ϕ(f(x), t), dfx(vtx)) dµt(x)
=
∫
M
hx (∇(ϕ ◦ f)(x, t), vtx) dµt(x).
By (ϕ◦f)(x, t) we mean (ϕ◦ (f × id))(x, t). For the second equality we used
the continuity of the Riemannian tensor at every point y ∈ N . The last step is
true because for every vector X ∈ TxM ,
hx(∇(ϕ ◦ f)(x), X) = X(ϕ ◦ f)(x) = df(X)(ϕ)(f(x))
= gf(x) (∇ϕ(f(x)), dxf(X)) .
For simplicity, the variable t has been omitted in the last calculation.
With this, we can now prove our claim that ddtF (µt)+∇(dFµt(vt)F (µt)) = 0:
For every ϕ ∈ C∞c (N × (0, 1)) it is∫ 1
0
∫
N
(
∂
∂t
ϕ
)
(y, t) + gy (∇ϕ(y, t), dFµt(vt)y) df#µt(y)dt
=
∫ 1
0
∫
M
(
∂
∂t
ϕ
)
(f(x), t) + hx (∇(ϕ ◦ f)(x, t), vtx) dµt(x)dt
=
∫ 1
0
∫
M
(
∂
∂t
(ϕ ◦ f)
)
(x, t) + hx (∇(ϕ ◦ f)(x, t), vtx) dµt(x)dt.
= 0.
Since f is smooth and proper, ϕ ◦ f ∈ C∞c (M × (0, 1)) and we can apply our
assumption on (µt, vt) to be an a.c. couple.
Remark 3.4. The vector field dFµ(v), and thus the differentiability of F = f# at
point µ ∈W (M) as we will define it later, depends on the differentiability of f at
every point x ∈M . It thus does not seem so easy, to find a more general version
of Theorem 3.3 in terms of conditions on f that do not guarantee smoothness
and compactness of the support of ϕ ◦ f . However, while it would probably not
be so fruitful to experiment with milder conditions on the boundedness of df ,
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one could, nevertheless, speculate on weakening the other conditions. But it is
inevitable that ϕ◦f has to allow for at least an approximation of test-functions.
There are several statements about density of test-functions but which don’t
completely fit to our situation. Demanding for example f ∈ C1(M,N), yields
ϕ◦ f ∈ L1(µ) for every µ ∈W (M). There is a theorem, [Aub82] §5, saying that
on a smooth Riemannian manifold M , C∞c (M) = Lp(µ), 1 ≤ p <∞, where µ =
dh is the Riemannian measure. However, as soon as µ is an arbitrary positive
Radon measure, only Cc(M) = Lp(µ) has been established in that reference.
There are similar, more general theorems on (bounded or open) subsets of Rn
and for densities which obey certain regularity conditions ([Kuf85],[Kil94]), but
it seems, there is no statement that is completely covering our case.
3.2 About the image of dFµ
For Theorem 3.3 we did not need to test whether dFµ(v) ∈ TF (µ)W (M) for all
v ∈ TµW (N), since we only needed (F (µt), dFµt(vt)) to be an a.c. couple. But
is it still true, in case (µt, vt) is a tangent couple?
Let us first properly assert that dFµ(v) ∈ L2(µ). In the rest of this section
let F : W (M) → W (N) be as in Theorem 3.3 and dFµ(v) as in formula (3.1),
unless stated otherwise.
Lemma 3.5. For every µ ∈W (M) and v ∈ TµW (M), dFµ(v) ∈ L2(F (µ)).
Proof. As in the proof of Theorem 3.3, ‖dFµ(v)‖L2(F (µ)) ≤ C‖v‖L2(µ), which is
finite.
Now that we know that dFµ(v) is always an element of L
2(F (µ)), we can
consider formula (3.1) as the prescription for a map between TµW (M) and
L2(F (µ)). It is useful to know that this map is always bounded.
Theorem 3.6 (Boundedness of dF ). For each µ ∈W (M), dFµ : TµW (M)→
L2(F (µ)) is bounded with
(3.2) |||dFµ||| ≤ ess µsup
x∈M
|||dfx|||.
Here, |||·||| denotes the operator norm of the respective linear map and ess supµx∈M
the essential supremum with respect to µ.
The right-hand side of equation (3.2) is finite since we demanded supx∈M |||dfx|||
to be finite.
Proof. Taking similar steps as in the proof of Theorem 3.3, we have:
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|||dFµ|||2 =
(
sup
‖v‖TµW (M)=1
‖dFµ(v)‖L2(F (µ))
)2
= sup
‖v‖TµW (M)=1
‖dFµ(v)‖2L2(F (µ))
= sup
‖v‖TµW (M)=1
∫
N
‖
∫
f−1(y)
dfx(vx) dµ
y(x)‖2TyN df#µ(y)
≤ sup
‖v‖TµW (M)=1
(∫
M
‖vx‖2TxM dµ · ess
µ
sup
x∈M
|||dfx|||2
)
=
(
sup
‖v‖TµW (M)=1
∫
M
‖vx‖2TxM dµ
)
· ess µsup
x∈M
|||dfx|||2
= ess
µ
sup
x∈M
|||dfx|||2.
We have proven an inequality in Theorem 3.6. However, there are indeed
functions F such that equality holds for every µ.
Example 3.7. Let g : M → M be a Riemannian isometry, i.e. g∗h = h,
where h is the Riemannian metric tensor on M . Then, for F = g# and for all
µ ∈W (M), |||dFµ||| = ess supµx∈M |||dfx||| = 1.
This is, because on the one hand, for all x ∈M , |||dgx||| = sup‖v‖=1 ‖dgx(v)‖ = 1,
since dg is an isometry between the tangent spaces TxM and Tg(x)M and the
norm is taken with respect to the Riemannian tensor. On the other hand,
|||dg#||| = sup
‖v‖TµW (M)=1
‖dg(v)‖Tg#µW (M) = sup‖v‖TµW (M)=1
‖v‖TµW (M) = 1.
To come back to our question, whether dFµ(v) is always an element of
TF (µ)W (M), we first want to study the following simple cases.
Lemma 3.8. Let µ = δx, for x ∈ M . Then dFµ(v) ∈ TF (µ)W (N) for all
v ∈ TµW (M).
Proof. This is true because F (µ) = δf(x) and for every y ∈ N , L2(δy) ∼= Rn ∼=
TδyW (N), n = dim N .
Lemma 3.9. Let g : M → M be a Riemannian isometry, i.e. g∗h = h, and
v = ∇ϕ ∈ TµW (M), ϕ ∈ C∞c (M). Then for every µ ∈ W (M), dFµ(v) =
dg(v) = ∇(ϕ ◦ g−1) ∈ TF (µ)W (M).
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Proof. For the Riemannian metric h on M and for every vector field X
h(∇(ϕ ◦ g−1), X) = d(ϕ ◦ g−1)(X) = dϕ(dg−1(X)) = h(∇ϕ, dg−1(X))
= h(dg(∇ϕ), X).
Since we know from Theorem 3.6 that dg#µ is bounded and therefore con-
tinuous for every µ ∈W (M), we can infer the following more general statement.
Corollary 3.10. Let g : M → M be a Riemannian isometry and TµW (M) 3
v = limn→∞∇ϕn. Then dg(v) = limn→∞∇(ϕn ◦ g−1) ∈ TF (µ)W (M).
Example 3.11. A simple example for an isometry on R3 is f(x1, x2, x3) =
(x1, x3, x2). For a vector field v(x) = (v
1(x), v2(x), v3(x)) it is then, for every
µ ∈ W (R3), dFµ(v) = dg(v) = (v1(g(x)), v3(g(x)), v2(g(x))). Furthermore, we
can compute directly that ∇(ϕ ◦ g−1) = (∂x1ϕ, ∂x3ϕ, ∂x2ϕ) = dg(∇ϕ).
On R3, a vector field v is conservative, i.e. the gradient of a scalar function, if
and only if its curl ∇×v is zero. Recall that this can be reformulated in terms of
1-forms: On a general Riemannian manifold (M,h), there is a duality between
vector fields v and 1-forms v[ by the formula v[(·) := h(v, ·). The curl of a vector
field and the exterior differential d1 of a 1-form on a three-dimensional manifold
are related by the formula curl = ] ? d1 [, where ] is the inverse procedure to [
and ? the Hodge star operator. In particular, curl v = 0 if and only if d1v[ = 0.
For the Euclidean space R3 this implies ∇× v = 0 if and only if d1v[ = 0.
However, in our situation we are more generally interested in determining
when v is an L2-limit of conservative vector fields. So instead of looking at the
de Rham complex, we want to make use of the so called L2-de Rham complex
on R3 (see for example [Lu¨c02] for details on the following).
To be able to do this, let Ωpc(R3) be the set of smooth p-forms on R3 with
compact support. On this set we consider the L2-inner product
〈ω, ξ〉L2(p,h) :=
∫
R3
ω ∧ ?ξ.
This inner product depends on the choice of the Riemannian tensor h on R3.
Let L2Ωp(R3, h) denote the Hilbert space completion of Ωpc(R3).
Now let us look at the following linear operators from the L2-de Rham
complex on R3:
d0 : Ω0c(R3) −→ L2Ω1(R3, h)
d1 : Ω1c(R3) −→ L2Ω2(R3, h)
and their respective minimal closures d¯0 and d¯1. It is im(d¯0) ⊂ ker(d¯1). And
since ker(d¯1) is closed (being the kernel of a closed operator), also im(d0)
L2(1,h) ⊂
ker(d¯1).
39
The principal idea is then that finding an element ω in the domain of d¯1 (an
element which is smooth, L2 and d¯1(ω) is again L2) which is not in its kernel,
should correspond to finding an element which is not in some tangent space
TF (µ)W (R3). However, the L2-structures in TF (µ)W (R3) = {∇ϕ}
L2((R3,h),F (µ))
and in L2Ωp(R3, h) (and thus, in particular in im(d0)
L2(1,h)
), or rather in its
dual with respect to h, are a priori not related. In both cases, for the scalar
product two vector fields are first inserted into the Riemannian tensor h, but
whereas in the second case, this is integrated with respect to the metric volume
form, in the first case, this is integrated with respect to a probability measure.
To adapt to this, we formulate the following lemma.
Lemma 3.12. Let η be the Euclidean metric tensor on R3, ν : R3 → R>0
a positive function on R3, h := ν(x)2η a new Riemannian tensor and dν =
ν(x)2dvolη, where dvolη denotes the measure induced by the metric volume form
volη. Then
{∇ηϕ | ϕ ∈ C∞c }
L2((R3,η),ν) ∼= {∇hϕ | ϕ ∈ C∞c }
L2((R3,h),volh)
as Hilbert spaces. Here, ∇η and ∇h denote the gradients that are taken with
respect to the metrics η and h, respectively. In particular,
w = lim
n→∞∇
ηϕn in L
2
(
(R3, η), ν
) ⇔ 1
ν2
w = lim
n→∞∇
hϕn in L
2
(
(R3, h), dvolh
)
.
Proof. Let us first point out that ∇ηϕ = ν2∇hϕ for all differentiable functions
ϕ, so that the isomorphism as vector spaces is naturally given by∇ηϕ 7→ 1ν2∇ηϕ.
It remains to check whether the scalar product is preserved. For this we note
that dvolh = ν
3dvolη (see for example [Bes87] for validation). Then∫ 3
R
h(∇hϕ,∇hψ) dvolh =
∫
R3
ν2h(∇hϕ,∇hψ)ν dvolη
=
∫
R3
ν4η(∇hϕ,∇hψ) dν =
∫
R3
η(∇ηϕ,∇ηψ) dν.
Now, this isometry can continuously be extended to the closure of {∇ηϕ}.
So, finding a vector field which is not a member of {∇hϕ}L
2((R3,h),volh)
,
corresponds to finding a vector field which is not a member of {∇ηϕ}L
2((R3,η),ν)
.
Based on this, to find elements that are not L2-limits of gradients, we look at
the L2-de Rham complex on a Riemannian manifold of the form (R3, h = ν2η).
Lemma 3.13.
w = lim
n→∞∇
hϕn in L
2
(
(R3, h), dvolh
) ⇐⇒ w[ = lim
n→∞ dϕn in L
2Ω1(R3, h),
where ϕn ∈ C∞c (R3) and the duality between w and w[ is with respect to h = ν2η.
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Proof. This follows from∫
R3
h(v, w) dvolh =
∫
R3
w[ ∧ ?v[.
(Consult for example [Fec06] for calculations on this.)
We conclude the following: If ∇×w 6= 0 holds true for w := df(v), v = ∇ϕ,
ϕ ∈ C∞c (R3) and f a smooth map, we know that also dw[ 6= 0, where w[ is
the dual 1-form of w with respect to the Euclidean metric. But we need to
know whether the dual 1-form of 1ν2w with respect to h is in the kernel of d
or not. Luckily, both forms coincide, i.e. h( 1ν2w, ·) = ν
2
ν2 η(w, ·) = w[(·). So if
w[ is smooth, L2 and d¯1(ω) is again L2, w[ is in the domain of d¯1, but not in
its kernel, which means that it cannot be an element of im(d0)
L2(1,h)
. With
Lemma 3.13, then, 1ν2w is not a member of {∇hϕ}
L2((R3,h),volh)
and Lemma
3.12 tells us that w is not part of TνW (R3), in case ν is a probability measure.
We want to apply this consideration in the following corollary.
Corollary 3.14. Consider the map f : R3 → R3, (x, y, z) 7→ (x, y, x). Then
there is a function ϕ ∈ C∞c (R3) such that df(∇ϕ) is not an L2(ν)-limit of
gradients, where ν is of the form dν = ν2dλ and ν : R3 → R>0 such that∫
R3 1dν <∞.
Proof. Let us choose ϕ(x) := exp
(
1
‖x‖2−1
)
∈ C∞c (R3) for all ‖x‖ < 1, x =
(x, y, z), and ϕ(x) := 0 otherwise. Then ∇× df(∇ϕ) 6= 0. For v = ∇ϕ it is
df(v)(f(x)) = (v1(f(x)), v2(f(x)), v1(f(x)))
= (ϕ,1(x, y, x), ϕ,2(x, y, x), ϕ,1(x, y, x)).
Here, ϕ,i denotes the partial derivative of ϕ with respect to the i-th component.
For validation of our statement, we only need to compute the third component
of the curl of df(v):
(∇× df(v))3(f(x)) = df(v)2,1 − df(v)1,2 = v2(f(x)),1 − v1(f(x)),2
= (ϕ,2 ◦ f),1 − (ϕ,1 ◦ f),2
= 4xy
4x2 + 2y2 − 1
(2x2 + y2 − 1)4 exp
1
2x2 + y2 − 1 .
This last expression is unequal to zero for example for x = y = z = 1/2. The
final conclusion follows from the remarks above.
The counterexample we have found in the proof of Corollary 3.14 is not a
counterexample for µ = δ, as we have seen in Lemma 3.8, since all vector fields
are regarded as elements of an L2-space. However, as soon as, for example,
supp(ϕ) ⊂ supp(µ), dFµ(∇ϕ) 6= ∇ϕ˜.
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3.3 Differentiable maps between Wasserstein spaces
Since the map in Corollary 3.14 is smooth, supx∈M |||dfx||| < ∞, but, however,
not proper, it is unclear whether in the situation of Theorem 3.3 dFµ(v) ∈
TF (µ)W (N) is always achieved. But for a differential of F we need this always
to be true. Luckily, L2(ν) = TνW (N) ⊕ T⊥ν W (N) for every ν ∈ W (N) and to
fix our issue, we simply compose dF with a projection onto TF (µ)W (N).
Definition 3.15. We call Pµ the orthogonal linear projection
Pµ : L2(µ) −→ TµW (M)
v 7−→ v>,
where v = v> + v⊥, with v> ∈ TµW (M) and v⊥ ∈ T⊥µ W (M).
Proposition 3.16. For every a.c. couple (µt, vt), (µt, P
µt(vt)) is a tangent
couple.
Proof. Let (µt, vt) be an a.c. couple, then, for vt = v
>
t + v
⊥
t whenever possible,
it is
d
dt
µt +∇ · (v>t µt) =
d
dt
µt +∇ · ((v>t + v⊥t )µt) = 0.
Thus, (µt, v
>
t ) is an a.c. couple. With Lemma 2.53 it is a tangent couple.
This means that, even if dFµ does not hit TF (µ)W (M), at least P
F (µ) ◦dFµ :
TµW (M)→ TF (M)W (M) is a linear and bounded map between TµW (M) and
TF (M)W (M) and for every tangent couple (µt, vt),
(
F (µt), (P
F (µt) ◦ dFµt)(vt)
)
is a tangent couple, too.
With the observations we have collected so far, we can finally give our defi-
nition of a differentiable map between Wasserstein spaces.
Definition 3.17 (Differentiable map between Wasserstein spaces). An
absolutely continuous map F : W (M) → W (N) is called differentiable in case
for every µ ∈ W (M) there exists a bounded linear map dFµ : TµW (M) →
TF (µ)W (N) such that for every tangent couple (µt, vt) the image curve dFµt(vt),
where well-defined, is a tangent vector field of F (µt). In this way a bundle map
4
dF : TW (M)→ TW (N) is defined which we want to call the differential of F.
When we say a map F : W (M)→ W (N) is differentiable we automatically
mean that it is absolutely continuous in the first place.
Remark 3.18. The reader might be surprised that we only give a global definition
of differentiability, without having started with a pointwise definition. The latter
is difficult, if at all possible, since the tangent vector fields vt are only defined
for a.e. t ∈ [0, 1], so a pointwise evaluation of these is not well-defined. The
situation would change if one would be able to speak about continuous curves
of tangent vector fields, but it doesn’t seem to be so easy to make this notion
4In our sense of the word “bundle”.
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precise. For differing t, t′ the vector fields vt and vt′ are elements of different
tangent spaces which is why the usual notion of continuity cannot be trivially
applied.
Remark 3.19. For the sake of Definition 3.17 it would be enough to just demand
“enough” dFµ such that the given condition is fulfilled. However, later in Section
7.1, we need a map dFµ at every point µ ∈W (M), to ensure the meaningfulness
of the definition of the pullback of the formal Riemannian metric tensor.
Note again that dFµt(vt) is only well-defined almost everywhere, since vt is.
But this is not harmful to our definition since in particular also the tangent
vectors of F (µt) are only well-defined almost everywhere. But in this same
manner, Definition 3.17 does not guarantee uniqueness of dF in a strict sense.
(Here we mean that dF = d˜F whenever dFµ(v) = d˜Fµ(v) for all (µ, v) ∈
TW (M).) But, after all, one can say that dF is unique up to a “negligible” set.
Definition 3.20 (Negligible set). A subset Z ⊂ TW (M) is called negligible
whenever for every tangent couple (µt, vt) the set {t ∈ (0, 1) | (µt, vt) ∈ Z} is of
Lebesgue measure zero.
Remark 3.21. This definition respects the L1(dt)-nature of the vt’s in the sense
that changing any vt on a set of measure zero does not change the measure of
the set {t ∈ (0, 1) | (µt, vt) ∈ Z}.
Proposition 3.22 (Uniqueness of the differential). The differential dF of
a differentiable map F : W (M) → W (N) is unique up to a redefinition on a
negligible set Z ⊂ TW (M).
Proof. Let dF and d˜F be two pointwise linear bundle maps, dF being the
differential of an a.c. map F . It is to show that dF and d˜F are both a differential
of F if and only if {(µ, v) ∈ TW (M) | dFµ(v) 6= d˜Fµ(v)} is negligible.
Let dF and d˜F be different only on a negligible set. In this case, for each
tangent couple (µt, vt) the image velocities d˜Fµt(vt) are different from the ones
of dFµt(vt) only on a null set and thus still equal the tangent vector fields along
F (µt) almost everywhere. Let on the other hand dF and d˜F both fulfill the
conditions of Definition 3.17. By definition, for each tangent couple (µt, vt) both
dFµt(vt) and d˜Fµt(vt) are equal almost everywhere to the tangent vectors along
F (µt). Thus, for every tangent couple (µt, vt), {t ∈ (0, 1) | dFµt(vt) 6= d˜Fµt(vt)}
has Lebesgue measure zero.
Proposition 3.23. 1.) Tµ(W (M)) \ {0} is negligible. But Tµ(W (M)) isn’t.
2.) The countable union of negligible sets is negligible.
3.) Every subset of a negligible set is negligible.
4.) The following is an equivalence relation on the set of mappings between
tangent bundles on Wasserstein spaces:
F ∼ G :⇔ {(µ, v) ∈ TW (M) | F (µ, v) 6= G(µ, v)} is negligible.
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Remark 3.24. Let dF be a differential of a map F : W (M)→W (N). Then there
are members of its equivalence class [dF ] which are not a differential of F since
since not every member has to be linear. Restricting, however, the equivalence
relation onto the subset of pointwise linear maps between tangent bundles of
Wasserstein spaces solves this issue. In this case [dF ] contains precisely all the
possible differentials of F . Whenever we refer to a representative of dF , we
mean an element of the latter equivalence class. Later, in Chapter 7, we will
mostly fix one distinguished representative to be able to perform well-defined
operations.
Proof. 1.) Let (µt, vt) be a tangent couple, vt a fixed representative of vt ∈
L1(dt) and Tµ := {t ∈ (0, 1) | µt = µ, vt ∈ TµW (M)} for some µ ∈W (M).
Let’s further assume that vt 6= 0 for every t ∈ Tµ which in particular means
that |µ˙t| 6= 0 for every t ∈ Tµ. From this we can also infer that for no
t0 ∈ Tµ there exists a neighborhood on which µt is constant. Let a ∈ Tµ
be a point which is not isolated. This means that in every neighborhood
of a is another point of Tµ. The consequence of this would be that the
metric derivative would not exist at that point which we excluded in the
definition of Tµ. So Tµ must consist of only isolated points and thus must
be countable. Choosing another representative of vt ∈ L1(µ) only changes
the amount of t’s in Tµ by a null set.
Tµ(W (M)) cannot be negligible since µt = µ is absolutely continuous with
metric derivative 0.
2.) This follows from the fact that any countable union of sets of measure
zero again is of measure zero.
3.) Let N be a subset of a negligible set and (µt, vt) an a.c. curve with a fixed
representative vt. The amount of times where (µt, vt) ∈ N can only be a
subset of a set of zero measure. Since the Lebesgue measure is a complete
measure this subset itself is measurable and in particular of measure zero.
4.) This follows from 1.) and 2.)
Corollary 3.25. 1.) In case F = f# and f is as in Theorem 3.3, F is differ-
entiable with dFµ = P
F (µ) ◦ dˆFµ, where PF (µ) is the orthogonal projection
onto TF (µ)N from Proposition 3.16 and
dˆFµ(v)y :=
∫
f−1(y)
df(vx)dµ
y(x),
as in formula (3.1). In case f is a Riemannian isometry, the additional
projection P is not necessary, as we have seen in Corollary 3.10. Then,
dFµ = df for all µ ∈W (M).
2.) In particular, the identity mapping F (µ) = µ is differentiable with dFµ(v) =
v up to a negligible map.
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3.) Let F : W (M) → W (N) and G : W (N) → W (O) be two differentiable
maps. Then also G ◦ F : W (M) → W (O) is differentiable with d(G ◦
F )µ(v) =
(
dGF (µ) ◦ dFµ
)
(v) up to a negligible set.
4.) Whenever F is differentiable, bijective with differentiable inverse F−1,
then dF is also invertible with inverse d(F−1), up to a negligible set.
Proof. 1.) This follows from Theorem 3.3 and Proposition 3.16.
2.) This is immediate.
3.) First we observe that the composition of two absolutely continuous maps
between Wasserstein spaces is again absolutely continuous. Also, the com-
position of two bounded linear maps is again a bounded linear map. To
show differentiability, we will check that dGF (µ) ◦ dFµ : TµW (M) →
T(G◦F )(µ)W (O) is such that for every tangent couple (µt, vt), also ((G ◦
F )(µt), (dGF (µ) ◦ dFµ)(vt)) is a tangent couple. So let (µt, vt) be a tan-
gent couple. Since F is differentiable, we know that (F (µt), dFµt(vt))
is a tangent couple. Similarly, also
(
G(F (µt)), dGF (µt)(dFµt(vt))
)
is a
tangent couple. Since G(F (µt)) = (G ◦ F )(µt) and dGF (µt)(dFµt(vt)) =
(dGF (µt) ◦ dFµt)(vt), we have proven the claim.
4.) According to above it is up to a negligible set,(
d(F−1)F (µ) ◦ dFµ
)
(v) = d(F−1 ◦ F )µ(v) = d(id)µ(v) = v
and the other way round.
Remark 3.26. Let us emphasize that this type of differentiability is highly tai-
lored to the structure given by Optimal transport. It knowingly does not fit into
the framework of [KM97]. Nevertheless, let us mention that also in this refer-
ence, the notion of differentiable maps between infinite dimensional manifolds
is established via the property that differentiable curves should be mapped onto
differentiable curves.
In the examples, we so far have only been concerned with maps F : W (M)→
W (N) which are induced by maps f : M → N . Now one could wonder how
a map F which is not of this type could look like and what its differentiability
properties are. The following lemma gives a simple criterion to decide when a
map F is not a pushforward of measures.
Lemma 3.27. Whenever there is an f : M → N such that F = f#, for every
x ∈M it is F (δx) = δf(x).
Proof. Let x ∈M and A ⊂ N . Then f#(δx)(A) = δx(f−1(A)) = δf(x)(A). The
last equality sign is true since whenever x ∈ f−1(A) it is f(x) ∈ A and other
way round.
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Example 3.28. • If F (µ) = µ0 is a constant map such that µ0 6= δy0 , y0 ∈
N , then there exists no map f : M → N such that F = f#. In case
F (µ) = δy0 , it is F = f# with f(x) = y0 ∀x ∈M .
• Let Fi : W (M) → W (N), i = 1, 2, such that they do not coincide on
{δx | x ∈M}. The mixing of measures F := (1−λ)F1 +λF2 for 0 < λ < 1,
then, cannot be a pushforward of measures.
Remark 3.29. Another way to think about this issue is the following: Every map
F : W (M)→ W (N) has a decomposition into a map F˜ : W (M)→ P(M ×N)
with pi1#F˜ (µ) = µ and the map pi
2
# : P(M × N) → W (N), i.e. F = pi2# ◦ F˜ .
Certainly, F˜ is not unique, but one can always choose F˜ (µ) = µ⊗F (µ). (Other
way round, of course, r2# ◦ F˜ is always a map from W (M) to W (N).) Thus, F
is a pushforward with respect to a map f if and only if there exists a map F˜
in such a way that F˜ (µ) = (Id, f)#µ. According to [AG09], Lemma 1.20 this
is equivalent to saying that for every F˜ (µ) there exists a F˜ (µ)-measurable set
Γ ⊂ M × N on which F˜ (µ) is concentrated such that for µ-a.e. x there exists
only one y = f(x) ∈M with (x, y) ∈ Γ. And in this case, F˜ (µ) = (Id, f)#µ.
Let us now try to find out whether the maps given in Example 3.28 are
differentiable.
Lemma 3.30. Any constant map F : W (M)→W (N), µ 7→ µ0 is differentiable
with dF = 0 up to a negligible set.
Proof. Let (µt, vt) be any tangent couple on M , then (F (µt), dFµt(vt)) = (µ0, 0)
fulfills the continuity equation:
∫ 1
0
∫
N
∂
∂t
ϕ(x, t) + h(∇ϕ(x, t), 0) dµ0dt =
∫ 1
0
∫
N
∂
∂t
ϕ(x, t) dµ0dt
=
∫ 1
0
∂
∂t
∫
N
ϕ(x, t) dµ0dt =
∫
N
ϕ(x, 1) dµ0 −
∫
N
ϕ(x, 0) dµ0 = 0.
Lemma 3.31. Let Fi : W (M) → W (N), i = 1, 2, be arbitrary a.c. maps.
Then, for 0 ≤ λ ≤ 1, also F := (1− λ) F1 + λ F2 is a.c.
Proof. Let µt be an a.c. curve. Then by definition Fi(µt), i = 1, 2, are a.c.
curves. From Proposition 2.50 we now know that also F (µt) is an a.c. curve.
The question now is, of course, whether there are conditions under which
F = (1 − λ) F1 + λ F2 is also differentiable. Since F is a.c., given both Fi are
a.c., we know that F maps a.c. curves to a.c. curves. We know that along
each of these a.c. image curves there have to be tangent vector fields. But
we cannot know, a priori, whether there exists a linear bundle map, mapping
curves of tangent vector fields to corresponding curves of tangent vector fields.
Finding an expression for a general image tangent vector field would be helpful
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for finding such a bundle map. But this seems to be possible, at least without
greater effort, only in very special cases.
Corollary 3.32. Let F1, F2 be a.c. and F := (1− λ) F1 + λ F2, 0 < λ < 1. If
an a.c. curve µt is such that supp(F1(µt)) ∩ supp(F2(µt)) = ∅ for almost every
t, the tangent vector along F (µt) is v
1
t ⊕ v2t , where vit is the tangent vector field
along Fi(µt).
Proof. This follows from Lemma 3.31 and Corollary 2.56.
Corollary 3.33. In case the Fi are differentiable and F is such that for each
a.c. curve µt, supp(F1(µt)) ∩ supp(F2(µt)) = ∅ for almost all t, then F is
differentiable with dFµ(v) = (dF1)µ(v)⊕ (dF2)µ(v).
A simple example for this kind of map would be a map with Fi(µ) = µi =
const., where supp(µ1) ∩ supp(µ2) = ∅. But since this is a constant map, we
already know from Lemma 3.30 that F is differentiable with dFµ(v) = 0. A less
trivial example is the following.
Example 3.34. Let fi : M → Mi, i = 1, 2, be as in Theorem 3.3. Both
maps induce a pushforward of measures from M to M1∪˙M2: Fi := (fi)# :
W (M) → W (M1∪˙M2) where supp(Fi(µ)) ⊂ Mi for all µ ∈ W (M). Then,
according to Corollary 3.33, F = (1−λ) F1+λ F2 is differentiable with dFµ(v) =
(dF1)µ(v)⊕ (dF2)µ(v). Here, the (dFi)µ(v) are as in formula (3.1).
In all other cases, things get complicated. A direct computation shows the
following Lemma.
Lemma 3.35. Let µt be an a.c. curve which is the convex combination of two
other a.c. curves: µt = (1 − λ) µ1t + λ µ2t , 0 < λ < 1. Let v1t and v2t be the
corresponding tangent vector fields. Then the velocity vector fields of µt, vt, are
the solutions of the following differential equation:
(3.0) −∇ ((1− λ) µ1t v1t + λ µ2t v2t ) = ∇ (µtvt) .
Corollary 3.36. In case M = R and µit = ρi(x, t)dλ, define the vector field v
by
v = − 1
(1− λ)ρ1 + λρ2
(
(1− λ) ρ1v1t + λ ρ2v2t
)
at points x where ρi(x) 6= 0 for both i = 1, 2 and
v+ = v1t ⊕ v2t
otherwise. Then v is together with µt = (1−λ) µ1t +λ µ2t a solution of equation
(3.0).
Proof. In one dimension, equation (3.0) reduces to
−∂x
(
(1− λ) v1ρ1 + λ v2ρ2) = ∂x (((1− λ) ρ1 + λ vρ2) v) .
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This means we have
− ((1− λ) v1ρ1 + λ v2ρ2 + C) = ((1− λ) ρ1 + λ ρ2) v,
which is equivalent to
v = − 1
(1− λ)ρ1 + λρ2
(
(1− λ) ρ1v1t + λ ρ2v2t + C
)
.
Remark 3.37. What we can see from the preceding examination is that the
notion of differentiable maps that we’ve built on top of the formal differentiable
structure on W (M) is not compatible with the convex structure of W (M) other
than in special cases (F = (1 − λ) F1 + λ F2 still being absolutely continuous,
which is not clear for maps F with the property F (λµ+(1−λ)ν) = λF (µ)+(1−
λ)F (ν), though). This is different from considering P(M) as a convex subspace
of the vector space of signed measures, where one can apply convenient calculus
[KM97]. So pushing the formal calculus further in the manner that we have,
one can see how it deviates from what we assume calculus has to provide, even
though it matches some other formulas pretty well.
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Chapter 4
Quantum dynamics on
W2(M)
This chapter aims at investigating a special solution of the free Schro¨dinger
equation with the tools of optimal transport. To set the physical background,
we begin with a briefing on quantum physics, on the aspects that interest us
most.
4.1 Elements of quantum dynamics
For our account on quantum physics, we extensively rely on [BBCK92] and
[Sta01]. Of course, there is a lot more to be said about the history of quantum
mechanics, its non-classical properties, its interpretation and philosophy and
also about its mathematical formulations. But naturally, this is beyond our
scope and already treated extensively in many textbooks.
On quantum physics
Quantum physics has started to be developed in the beginning of the 20th
century to explain processes in the atomic realm which could not be explained
by classical theories. Nowadays, regarding the range of explicable experiments
and the precision of predictions, quantum physics is considered to be one of the
best physical theories.
The upshot of the early developments of quantum physics was that both light
and matter can have particle- as well as wave-like properties. The quantitative
correspondence between these both aspects of light has been formulated by
Albert Einstein in 1905, the one of matter has been proposed by Louis De
Broglie in his doctoral thesis in 1924. But also other quantities of the atomic
world have been found to be quantized, such as the spatial orientation of angular
momentum, as demonstrated by Otto Stern and Walther Gerlach in 1921, and
the energy electrons can have and emit in an atom, as explained by Niels Bohr
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in 1913. There is a constant of nature characterizing all quantized systems and
this is Planck’s constant h, discovered by Max Planck in 1900.
As a consequence of the wave-particle duality of matter, Werner Heisenberg
concluded that it is principally impossible to simultaneously perform precise
measurements on position and momentum of a particle, which is expressed in
his famous uncertainty relation ∆x∆p ≥ ~/2, where ~ = h/2pi. This also ex-
plains why Newton’s law is not applicable in the quantum realm: the exact
knowledge of position and momentum at an initial time is mandatory there.
But more generally, the comprehension grew that the extent to which an ob-
servation affects a phenomenon cannot be minimized arbitrarily by rearranging
the experimental setup, so that the role of the observer and of measurement is
distinguished in quantum physics.
Related to this is a property of quantum theory that makes it possible for
us to apply the theory of optimal transport: predictions regarding outcomes of
measurements can only be made in a probabilistic way. In particular, and most
important for us, the predicted location of a particle is given by a Lebesgue-
probability density on R3.
Wave mechanics
The basic equation of quantum physics is the Schro¨dinger equation, which was
introduced by Erwin Schro¨dinger in 1926 in a series of four papers, all enti-
tled with “Quantisierung als Eigenwertproblem” (engl. “Quantization as an
eigenvalue problem”) ([Sch26a],[Sch26b],[Sch26c],[Sch26d]). And although the
mathematical apparatus describing quantum features has developed enormously
since, we will concern ourselves only with wave mechanics, i.e. “that portion of
quantum theory that is based on the Schro¨dinger wave equation”([BBCK92]).
The Schro¨dinger equation for a particle with mass m in an external potential
V (x, t) is given by
(4.1) i~
∂
∂t
ψ(x, t) =
(
− ~
2
2m
∆ + V (x, t)
)
ψ(x, t),
where ∆ denotes the Laplace operator with respect to the x-variable. It is a
partial differential equation for functions ψ on R3×R and its solutions are called
wave functions and considered to represent the state of the particle.
Let us for now assume that the potential V does not depend on t and that
the wave function has the form ψ(x, t) = α(t)ψ(x). From equation (4.1) we can
then extract separate equations for both α(t) and ψ(x):
i~
∂
∂t
α(t) = Eα(t)(4.2) (
− ~
2
2m
∆ + V (x)
)
ψ(x) = Eψ(x),(4.3)
where E is a constant.
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Both, (4.2) and (4.3), are equations for eigenfunctions of the differential
operators i~ ∂∂t and − ~
2
2m∆ + V (x), respectively. Whereas the general solution
of (4.2) is quick to state, α(t) = Ae−iEt/~, A ∈ R, it is more involved to solve
equation (4.3), the so called time-independent Schro¨dinger equation. We will,
however, later be only interested in the case V = 0, i.e. in the case of free
particles. Due to the linearity of (4.1), its general solutions are superpositions
of solutions of the form ψ(x, t) = α(t)ψ(x).
One can find that− ~22m∆ plays the quantum role of the kinetic energy p2/2m,
so the operator H := − ~22m∆ +V (x) is in its structure analogous to the classical
Hamilton function and is therefore called (quantum) Hamiltonian. Its respec-
tive eigenvalues E are thereby interpreted as the energy of the corresponding
particle and application of H is thus seen as a measurement of the energy of
the system who’s state is represented by ψ. More generally, it was discovered
that it makes sense to relate the application of (self-adjoint) operators on ψ
and measurements on the system described by ψ with each other, where the
corresponding eigenvalues of the operator are the possible outcomes of the mea-
surement. After the performance of such a measurement, the wave function is
regarded to necessarily collapse into a state which is an eigenfunction of the
corresponding operator.
Probabilistic interpretation of the wave function
In 1926 Max Born proposed to interpret ψ(x, t) in a probabilistic way ([Bor26a]):
the squared modulus ρ(x, t) := |ψ(x, t)|2 of the wave function should describe
the probability density of finding the particle at point x at time t. The condition∫
ρ(x, t) dλ(x) = 1 should thereby ensure that the probability of finding the par-
ticle somewhere in space is one. Born further argued (in [Bor26b]) that if ψ is
written as a linear combination of orthonormal functions ψn, i.e. ψ =
∑
n cnψn,
the squared modulus of the coefficients |cn|2 can be interpreted as the probabili-
ties for finding the system in the state ψn. In particular, if ψn is an eigenfunction
of a self-adjoint operator A, |cn|2 is the probability of measuring the eigenvalue
corresponding to ψn. Along these lines,
∫
ψ¯Aψ dλ can be interpreted as the
expectation value of the outcome of a measurement of A, where ψ¯ denotes the
complex conjugation of ψ.
The probability density ρ(x, t) satisfies the continuity equation, i.e. a local
law of conservation of probability, together with the current density of probability
j(x, t) := ~2mi
(
ψ¯(x, t)∇ψ(x, t)−∇ψ¯(x, t)ψ(x, t)):
(4.4)
d
dt
ρ(x, t) +∇ · j(x, t) = 0.
(Compare Section 2.4, in particular Remark 2.49.)
Writing the wave function in polar form, i.e. ψ(x, t) = R(x, t)eiS(r,t)/~,
where R(x, t) = |ψ(x, t)| = √ρ(x, t) and S(x, t) a real function (the phase of
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the wave function), yields
j(x, t) = ρ(x, t)
1
m
∇S(x, t).
Substituting the polar form in (4.1), one obtains, after some calculus, two equa-
tions: The continuity equation for ρ and j = ρ 1m∇S as in (4.4) and a modified
Hamilton-Jacobi equation with generating function S,
(4.5)
∂
∂t
S(x, t) +
1
2m
‖∇S(x, t)‖2 + V (x) = ~
2
2m
∆
√
ρ(x, t)√
ρ(x, t)
.
Equation (4.5) differs from a Hamilton-Jacobi equation only in the term
Q(x, t) := − ~
2
2m
∆
√
ρ(x, t)√
ρ(x, t)
,
which is called the quantum potential and which vanishes in the classical limit
~→ 0.
The continuity equation (4.4) together with the quantum Hamilton-Jacobi
equation (4.5) were first derived from the Schro¨dinger equation by Erwin Made-
lung in 1926 ([Mad27]) and are therefore called Madelung equations. It is impor-
tant to note that, however, not every solution of the Madelung equations yields
a solution of the Schro¨dinger equation. To read more about this, we refer, for
example, to [Wal94].
If we compare equation (4.5) for V = 0 with equation (2.9), we see that the
Madelung equations (4.4) and (4.5) can be considered as the quantum version of
the equations for optimal transport (we will mention this analogy again Section
4.3).
In Section 2.4 we have seen that the continuity equation characterizes ab-
solutely continuous curves in W2(M) (Theorem 2.47). Thus, if it would hold
for dµt := ρ(x, t)dλ(x) that
∫ ‖x‖2dµt < ∞, i.e. if µt ∈ W (R3) for all t, and
‖∇S(x, t)‖L2(µt) ∈ L1(0,∞), then we would know that the curve of probabil-
ity measures defined by the Schro¨dinger equation is absolutely continuous in
W (R3). We will elaborate on that below.
Motion in expectation and the spreading of wave packets
The expected motion of quantum particles behaves in a surprisingly classical
manner. Let 〈x(t)〉 be the expected position and 〈v(t)〉 the expected velocity of
the quantum particle at time t:
〈x(t)〉 =
∫
R3
x dµt,
〈v(t)〉 = 1
m
∫
R3
∇S(x, t) dµt.
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Then, for a free particle it is ddt 〈v(t)〉 = 0 (so 〈v(t)〉 ≡ 〈v〉 from now on) and
〈x(t)〉 = 〈v〉t+ 〈x(t = 0)〉.
Thus, interestingly, the expected velocity 〈v(t)〉 does not depend on time and
in particular it holds ddt 〈x(t)〉 = 〈v〉.
More generally, for a particle under the influence of the force F (x, t) =
−∇V (x, t) it holds
(4.6)
d
dt
〈x(t)〉 = 1
m
〈p(t)〉 and d
dt
〈p(t)〉 = 〈F (x, t)〉,
where
〈p(t)〉 = ~
i
∫
R3
ψ¯(x, t)∇ψ(x, t) dλ(x)
and
〈F (x, t)〉 = −
∫
ψ¯(x, t) (∇V (x, t))ψ(x, t) dλ(x).
Note that ddt 〈p(t)〉 = F (〈x(t)〉, t) does not hold true, unless the force is linearly
dependent on position, as in the harmonic oscillator or a constant force.
Equations (4.6) are called Ehrenfest equations and can be generalized to
arbitrary self-adjoint operators.
But not only the time-development of the expectation value of the position
of a free particle is interesting, also its variance σ2x(t) is, where
σ2x(t) :=
∫
R3
(x− 〈x(t)〉)2 dµt.
Defining
σ2v :=
∫
R3
‖
(
~
im
∇− 〈v〉
)
ψ(x, t)‖2 dλ(x),
which does not depend on time, the following formula holds true:
(4.7) σ2x(t) = σ
2
v · (t− t1)2 + σ2x(t1).
Hereby is t1 the instant in time at which σ
2
x(t) attains its minimum value.
Equation (4.7) describes the spreading of the wave function of a free particle:
starting at t1 the variance σ
2
x(t) grows monotonously by the term σ
2
v · (t− t1)2.
A consequence of the spreading of the wave packet is a growing decrease of
information about the location of the particle.
The Gaussian wave packet
It is possible to give a general solution to the initial value problem of the free
Schro¨dinger equation. Is ψ(x′, 0) the wave function at initial time t = 0, then
(4.8) ψ(x, t) =
∫
R3
K(x− x′, t)ψ(x′, 0) dλ(x′),
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where the integration kernel K is given by
K(x− x′, t) =
( m
i~t
)3/2
exp
(
i
m
2~t
(x− x′)2
)
.
K obeys the initial condition K(x − x′, t = 0) = δ(x − x′) and is a regular
solution of the free Schro¨dinger equation for t 6= 0. It can be interpreted as
an elementary wave emitted at t = 0 from the point x′. The mathematically
simplest solution of the Schro¨dinger equation is a monochromatic plane wave
e
i
~ (px−p2t/2m), which is however not a physical solution because it is not nor-
malizable.
The simplest initial condition ψ(x, 0) for the calculation of the integral in
equation (4.8) is a Gaussian function. The most general form of this function is
(4.9) ψ(x, 0) = N exp
(
−1
2
(x− C)M(x− C)
)
,
where M ∈ C3×3 is a complex 3 × 3 matrix, C ∈ C3 and N a normalization
constant.
Substituting (4.9) into (4.8) and performing an integration yields
ψ(x, t) = N
(
det
(
1+
i~t
m
M
))−1/2
exp
(
−1
2
(x− C)
(
M−1 +
i~t
m
1
)−1
(x− C)
)
,
where 1 is the identity element in C3×3. The simplest case is the spherical case,
where C = 0 and Mij = δij l
−2. Then,
(4.10) ψ(x, t) = N
(
1 +
i~t
ml2
)−3/2
exp
(
−1
2
(
l2 +
i~t
m
)−1
‖x‖2
)
.
The probability density in that case is
(4.11) ρ(x, t) = |N |2
(
1 +
~2t2
m2l4
)−3/2
exp
(
−
(
l2 +
~2t2
m2l2
)−1
‖x‖2
)
.
4.2 Optimal transport for a solution of the free
Schro¨dinger equation
Let us now investigate solutions of the free Schro¨dinger equation of the form
(4.10) with the tools of Optimal transport. Therefore, let ρ(x, t) be as in (4.11)
and µt be defined by dµt = ρ(x, t)dλ(x). We will see that with the coefficient
N2 := (l2pi)−3/2, µt is a probability measure. The following questions then arise
naturally:
1) Is µt an absolutely continuous curve?
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2) Is the gradient of the phase of ψ(x, t) an element of TµtW (R3)?
3) How does the optimal transport map from µs to µt look like?
4) What is the cost for transporting optimally from µs to µt? I.e. what is
the Wasserstein distance between µs and µt?
In this section we will tackle these questions one after the other in the Wasser-
stein space W (R3) = (P2(R3),W (·, ·)), where
W (µ, ν) = inf
pi∈Adm(µ,ν)
∫
R3×R3
‖x− y‖2 dpi(x, y),
i.e. the cost function is d2(x, y) = ‖x− y‖2.
Lemma 4.1. If N2 = (l2pi)−3/2, µt is a probability measure for every t ∈ R>0.
I.e.
µt = (l
2pi)−3/2
(
1 +
~2t2
m2l4
)−3/2
exp
(
−
(
l2 +
~2t2
m2l2
)−1
‖x‖2
)
dλ(x) ∈ P(R3).
Proof. Define Q :=
(
1 + ~
2t2
m2l4
)−3/2
and A := 2
(
l2 + ~
2t2
m2l2
)−1
. Then, according
to [Zha],
Q
∫
R3
exp
(
−1
2
A‖x‖2
)
dλ(x) = Q
√
(2pi)3
A3
= pi3/2
(
1 +
~2t2
m2l4
)−3/2(
l2 +
~2t2
m2l2
)3/2
= pi3/2
((
1
l2
(l2 +
~2t2
m2l2
))−3/2(
l2 +
~2t2
m2l2
)3/2
= (l2pi)3/2.
Lemma 4.2. µt ∈W (R3) for every t ∈ R≥0.
Proof. Integrals of the form
∫
R3 ‖x‖2 exp(−a‖x‖2) dλ(x) are finite, so the inte-
gral
∫
R3 ‖x‖2 dµt is finite, too.
Let us continue with the question whether µt is an absolutely continuous
curve in W (R3). In Section 4.1, we have already seen that the continuity equa-
tion is satisfied by (µt,∇S(x, t)), in the strong sense (equation (4.4)), where S
is the phase of the wave function, which means that it also holds in the weak
sense. According to Theorem 2.47, we have proven absolute continuity of µt, as
soon as we have shown ‖∇S(x, t)‖L2(µt) ∈ L1(0,∞).
Remark 4.3. The condition in Theorem 2.47 is ‖vt‖L2(µt) ∈ L1(0, 1), since µt
was defined for t ∈ [0, 1]. However, here we have to adapt to a curve on [0,∞).
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Lemma 4.4. The gradient of the phase of the wave function (4.10) is given by
∇S(x, t) = ~
2t
m
(
l4 +
~2t2
m2
)−1
x.
Instead of calculating ∇S directly, after extracting S from ψ, we want to
use the formula j(x, t) = ρ(x, t) 1m∇S(x, t) to find an expression for ∇S.
Proof. Let us calculate j(x, t) = ~2mi
(
ψ¯∇ψ −∇ψ¯ψ). We use the following
abbreviations: A :=
(
1 + i~tml2
)−3/2
and B :=
(
l2 + i~tm
)−1
, so that ψ(x, t) =
NA exp
(− 12B‖x‖2). Then
∇ψ(x, t) = −BAN exp
(
−1
2
B‖x‖2
)
x,
∇ψ¯(x, t) = −B¯A¯N exp
(
−1
2
B‖x‖2
)
x,
ψ¯∇ψ = −B|A|2N2 exp
(
−1
2
(B + B¯)‖x‖2
)
x
∇ψ¯ψ = −B¯|A|2N2 exp
(
−1
2
(B + B¯)‖x‖2
)
x.
Therefore,
~
2mi
(
ψ¯∇ψ −∇ψ¯ψ) = − ~
2mi
N2|A|2(B − B¯) exp
(
−1
2
(B + B¯)‖x‖2
)
x.
Furthermore,
|A|2 =
(
1 +
~2t2
m2l4
)−3/2
B + B¯ = 2l2
(
l4 +
~2t2
m2
)−1
= 2
(
l2 +
~2t2
m2l2
)−1
B − B¯ = −2i~t
m
(
l4 +
~2t2
m2
)−1
.
So that, because ρ(x, t) = N2|A|2 exp (− 12 (B + B¯)‖x‖2),
j(x, t) = − ~
2mi
ρ(x, t)(B − B¯)x.
It follows that
∇S(x, t) = − ~
2i
(B − B¯)x
=
~2t
m
(
l4 +
~2t2
m2
)−1
x.
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Proposition 4.5.
‖∇S(x, t)‖L2(µt) =
√
3
2
~2t
ml6
(
1 +
~2t2
m2l4
)−2
.
Proof. Define C :=
(
~2t
m
(
l4 + ~
2t2
m2
)−1)
, B := (l2pi)−3/2
(
1 + ~
2t2
m2l4
)−3/2
and
A := 2
(
l2 + ~
2t2
m2l2
)−1
. Then, again with [Zha],
‖∇S(x, t)‖2L2(µt) =
∫
R3
‖∇S(x, t)‖2R3 dµt(x) = C2
∫
R3
‖x‖2 dµt(x)
= C2
∫
R3
‖x‖2B exp
(
−1
2
A‖x‖2
)
dλ(x)
= C2B
√
(2pi)3
23
(
l2 + ~
2t2
m2l2
)−3 32 22
(
l2 +
~2t2
m2l2
)
=
3
2
(
~2t2
ml4
)2(
1 +
~2t2
m2l4
)−7/2
l−3
(
l2 +
~2t2
m2l2
)−1/2
=
3
2l4
(
~2t2
ml4
)2(
1 +
~2t2
m2l4
)−4
.
Corollary 4.6. ∫ ∞
0
‖∇S(x, t)‖L2(µt) dt =
√
3
2
m
2l2
<∞.
This expression is in particular independent of ~.
Proof. Define a :=
√
3
2
~2
ml6 and b :=
~2
m2l4 . Then∫ ∞
0
‖∇S(x, t)‖L2(µt) dt =
∫ ∞
0
at
(1 + bt2)
2 dt
=
a
2b
.
Corollary 4.7. The curve µt is absolutely continuous up to a redefinition on a
null set in time. 
Let us now approach the question of how the probability distributions of
the location of the particle at several times can be transported optimally onto
each other. A natural transport map seems already to be given, namely the
(time-dependent) flow of 1m∇S. But is it also optimal? In any case, it is worth
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finding out, how much it costs when the probabilities are transported with this
flow and whether there is a map that transports cheaper than the map that is
naturally given by the Schro¨dinger equation.
We first recall the definition of the flow of time-dependent vector fields.
Definition 4.8. Let V (x, t) be a time-dependent vector field on R3, i.e. V :
R3 × R → R3. An integral curve of V is given by a function ϕ(x0, t0, ·) : R →
R3, t 7→ ϕ(x0, t0, t) which satisfies
ϕ˙(x0, t0, t) = V (ϕ(x0, t0, t), t) and ϕ(x0, t0, t0) = x0,
where the dot denotes the differentiation with respect to t. A flow map of V is
then given by
Fs : R3 × R −→ R3, (x, t) 7→ ϕ(x, s, t).
The map F : (R3×R)×R→ (R3×R), (x, s, t) 7→ (ϕ(x, s, t), s+ t) is a flow map
in the time-independent sense, i.e. it satisfies the group law in the last variable.
Lemma 4.9. The (time-dependent) flow of the vector field 1m∇S(x, t) is given
by
Fs(x, t) =
√
1 + ~
2
m2l4 t
2
1 + ~
2
m2l4 s
2
x.
Proof. Define V (x, t) := 1m∇S(x, t). Functions of the form
ϕ(x0, t0, t) = exp
(
1
2
ln
(
l4 +
~2t2
m2
)
+ C
)
x
are solutions of ϕ˙(x0, t0, t) = V (ϕ(x0, t0, t), t). Additionally, the initial condition
ϕ(x0, t0, t0) = x0 holds, if the constant C is chosen to be C = − 12 ln
(
l4 +
~2t20
m2
)
.
Application of calculation rules for the logarithm yields formula (4.9).
Corollary 4.10. For every pair of times s and t, µt = Fs(·, t)#µs.
We could infer this statement from Theorem 2.42. However, for the sake of
directness, we will perform the explicit calculation. For this, we will need the
following lemma which we give without proof.
Lemma 4.11. Let the measure µ be defined by dµ = ρ(x)dλ(x) and let T :
R3 → R3 be a bijective measurable map. Then, for a measurable set A,
T#µ(A) =
∫
A
(ρ ◦ T−1)(x) dT#λ(x).
In particular, in case T ∈ ISO(R3), the density of T#µ with respect to the
Lebesgue measure is given by (ρ ◦ T−1)(x).
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Proof of Corollary 4.10. First we see that
Fs(·, t)#λ =
(
1 + ~
2
m2l4 t
2
1 + ~
2
m2l4 s
2
)−3/2
λ.
Furthermore,
ρ(F−1s (x, t), s)
= N2
(
1 +
~2
m2l4
s2
)−3/2
exp
(
−
(
l2 +
~2s2
m2l2
)−1
1 + ~
2s2
m2l4
1 + ~
2t2
m2l4
‖x‖2
)
= N2
(
1 +
~2
m2l4
s2
)−3/2
exp
(
−l−2
(
1 +
~2s2
m2l4
)−1
1 + ~
2s2
m2l4
1 + ~
2t2
m2l4
‖x‖2
)
= N2
(
1 +
~2
m2l4
s2
)−3/2
exp
(
−
(
l2 +
~2t2
m2l2
)−1
‖x‖2
)
= ρ(x, t).
So in total, using Lemma 4.11, µt = Fs(·, t)#µs.
Theorem 4.12. The map Fs(·, t) gives the optimal transport from µs to µt for
each pair t, s ∈ [0,∞).
Remark 4.13. In the proof of Theorem 4.12 we are going to use the cost function
d2/2, as it allows us to use Proposition 2.9, which is very convenient. However,
T is an optimal map with respect to the cost function d2/2 if and only if it is
an optimal map with respect to d2: Let W d
2/2(·, ·) be the Wasserstein distance
with respect to d2/2 and W d
2
(·, ·) the one with respect to d2, then if we assume
T to be optimal with respect to d2/2,
W d
2/2(µ, ν)2 =
∫
X
d2(x, T (x))
2
dµ(x) = inf
pi∈Adm(µ,ν)
∫
X×X
d2(x, y)
2
dpi(x, y)
=
1
2
inf
pi∈Adm(µ,ν)
∫
X×X
d2(x, y) dpi(x, y)
=
1
2
W d
2
(µ, ν)2.
So
∫
X
d2(x, T (x)) dµ(x) = W d
2
(µ, ν)2 which means that T is optimal with re-
spect to d2, too. Similarly the other way round. In particular, µt is a geodesic
with respect to W d
2/2 if and only if it is a geodesic with respect to W d
2
. When-
ever we write W (·, ·), i.e. whenever we omit the superscript, we refer to the cost
function d2.
Proof of Theorem 4.12. Define C :=
√
1+ ~
2
m2l4
t2
1+ ~
2
m2l4
s2
and ϕ¯(x) := 12C‖x‖2. (In the
notation of C and ϕ we neglect the fact that they depend on the parameters s
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and t.) Then Fs(x, t) = Cx and
Fs(x, t) = ∇ϕ¯(x).
This, in particular, means that Fs(x, t) ∈ ∂−ϕ¯(x), i.e. Fs(x, t) is an element of
the subdifferential of ϕ¯ at point x. If we further define ϕ(x) := 1−C2 ‖x‖2, we
see that ϕ¯(x) = ‖x‖
2
2 −ϕ(x). From Proposition 2.9 we can conclude that ϕ is c-
concave and that Fs(x, t) ∈ ∂c+ϕ(x). So, if it were that condition (2.2) holds for
µs and µt = Fs(·, t)#µs, we could infer from Remark 2.11 that Fs(·, t) is optimal
from µs to µt. Regarding condition (2.2), we first see that
‖x−y‖2
2 ≤ ‖x‖
2
2 +
‖y‖2
2 .
Since integrals of the type
∫
R3 ‖x‖2 exp
(−B‖x‖2) dλ(x), B ∈ R>0, are finite,
we know that ‖x‖
2
2 ∈ L1(µs,t).
The finding of the optimal transport maps enables us to determine whether
1
m∇S(x, t) is a family of tangent vector fields along µt.
Corollary 4.14. It is 1m∇S(x, t) ∈ TµtW (R3) for all t ∈ [0,∞).
Proof. We are going to use formula (2.11). Since from ‖vn−v‖2R3 → 0 it follows
‖vn − v‖L2(µt) → 0, we will only determine the limit in R3. Let c := ~
2
m2l4 , then
lim
s→t
Ft(x, s)− x
s− t = lims→t
√
1+cs2
1+ct2 x− x
t− s = lims→t
√
1+cs2
1+ct2 − 1
t− s x.
Calculating the following limit in R yields:
lim
s→t
√
1+cs2
1+ct2 − 1
t− s =
cs
cs2 + 1
=
~2t
m
(
l4 +
~2t2
m2
)−1
,
which is precisely the prefactor of 1m∇S(x, t). From this we can infer the claimed
statement.
From Theorem 2.47 we can infer the following corollary.
Corollary 4.15. The metric derivative |µ˙t| of µt equals ‖∇S(x, t)‖L2(µt), i.e.
|µ˙t| =
√
3
2
~2t
ml6
(
1 +
~2t2
m2l4
)−2
.

In particular, µt cannot be a constant speed geodesic, as its metric derivative
is not constant. However we will see that it is still a geodesic in the sense of
formula (2.4), i.e. in the sense of shortest paths.
We close this section with finally calculating the cost for the optimal trans-
portation from µs to µt.
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Theorem 4.16. For each s, t ∈ [0,∞),
W (µs, µt) =
√
3
2
∣∣∣∣∣
√
1 +
~2s2
m2l4
−
√
1 +
~2t2
m2l4
∣∣∣∣∣.
Proof. Let us again first use the cost function d2/2 and let again C :=
√
1+ ~
2
m2l4
t2
1+ ~
2
m2l4
s2
(dependent on the parameter s and t). Then
W d
2/2(µs, µt)
2 =
1
2
∫
R3
‖x− Fs(x, t)‖2 dµs(x)
=
1
2
∫
R3
‖x− Cx‖2 dµs(x) = 1
2
∫
R3
(1− C)2‖x‖2 dµs(x)
=
1
2
∫
R3
(1− C)2|N |2
(
1 +
~2s2
m2l4
)−3/2
exp
(
−
(
l2 +
~2s2
m2l2
)−1
‖x‖2
)
dλ(x).
Define now Q := (1−C)2|N |2
(
1 + ~
2s2
m2l4
)−3/2
and A := 2
(
l2 + ~
2s2
m2l2
)−1
. Then,
with [Zha],
W d
2/2(µs, µt)
2 =
√
(2pi)3
A3
3
2
Q
A
=
3
√
(2pi)3
2
Q
A5/2
.
Let us first determine the factor Q
A5/2
separately.
Q
A5/2
=
(1− C)2N2
25/2
(
1 + ~
2s2
m2l4
)−3/2
(
l2 + ~
2s2
m2l2
)−5/2 = (1− C)2N225/2
(
l2 + ~
2s2
m2l2
)5/2
(
1
l2
(
l2 + ~
2s2
m2l2
))3/2
=
(1− C)2N2
25/2
l3
(
l2 +
~2s2
m2l2
)
.
Substituting C and N yields
Q
A5/2
=
l3(l2pi)−3/2
25/2
(
l2 +
~2s2
m2l2
)(
1−
√
1 + ~
2t2
m2l4
1 + ~
2s2
m2l4
)2
=
l5
(l2pi)3/225/2
(√
1 +
~2s2
m2l4
)2(
1−
√
1 + ~
2t2
m2l4
1 + ~
2s2
m2l4
)2
=
l5
l3(pi)3/225/2
(√
1 +
~2s2
m2l4
−
√
1 +
~2t2
m2l4
)2
.
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So in total,
3
√
(2pi)3
2
Q
A5/2
=
3
√
(2pi)3
2
l2
(pi)3/225/2
(√
1 +
~2s2
m2l4
−
√
1 +
~2t2
m2l4
)2
=
3
4
l2
(√
1 +
~2s2
m2l4
−
√
1 +
~2t2
m2l4
)2
.
Corollary 4.17. For µt as before and s, t, u ∈ R≥0, s < u < t, we have
W (µs, µt) = W (µs, µu) +W (µu, µt),
for all t ∈ R≥0.
Proof.
W (µs, µu) +W (µu, µt) =
√
3
2
(√
1 +
~2u2
m2l4
−
√
1 +
~2s2
m2l4
)
+√
3
2
(√
1 +
~2t2
m2l4
−
√
1 +
~2u2
m2l4
)
= W (µs, µt).
4.3 Madelung equations in terms of Wasserstein
geometry
For completeness, we want to use this section to briefly mention the article
[vR12] by M.-K. von Renesse. Following up a work by Lott [Lot07], Renesse
formally used notions for higher order calculus on W (R3) to be able to express
the Madelung equations (4.4) and (4.5) in the following unified way1:
(4.12) ∇Wvt vt = −∇L
2(µt)
(
V (µt) +
~2
8
I(µt)
)
,
where
V (µ) :=
∫
R3
V (x) dµ,
with V (x) the classical potential from the Schro¨dinger equation (4.1) and
I(µ) :=
∫
R3
‖∇ ln(ρ(x))‖2 dµ,
1A thorough mathematical treatment of second order analysis on Wasserstein space has
been carried out by Gigli in [Gig12].
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the so called Fisher information for dµ = ρ(x)dλ. Furthermore, the symbol
∇Wvt vt means the formal covariant derivative in W (R3) of vt along vt, which we
are not going to explain in more detail. Finally, ∇L2(µ) denotes the gradient
with respect to the canonical L2(µ) scalar product.
The most stunning aspect of this formula is obviously the classical coat of
this equation: (4.12) has the form of Newton’s second law of motion, where
the potential of the force is given as the sum of the mean value of the classical
potential V (x) and the Fisher Information I(µ). It is also interesting to note
that in particular, the Fisher information precisely corresponds to the quantum
potential in formula (4.5) and therefore is the part in the equation that makes
the dynamics “quantum”. According to [vR12], taking the limit ~ → 0, solu-
tions of the classical Newtonian equation γ(t) solve (4.12) after applying the
canonical isometric embedding from R3 to W (R3), γt 7→ δγt .
To close this chapter, we calculate the value of the Fisher information along
the curve µt studied in Section 4.2.
Corollary 4.18. Let µt be as in (4.11) with N
2 = (l2pi)−3/2. Then for every
t ∈ R≥0,
I(µt) =
6
l4
(
1 +
~2t2
m2l4
)−4
= 4
(
ml2
~2t
)2
‖∇S(x, t)‖2.
For t = 0 it is then, I(µ0) =
6
l4 . In particular, I(µt) is monotonously decreasing.
That I(µt) is monotonously decreasing makes sense since µt is the squared
norm of a wave packet that is spreading, which means that the information
about the location of the particle is decreasing.
Let us also recall that ‖∇S(x, t)‖L2(µt) = |µ˙t|, so that also I(µt) = 4 l
2m
~2t |µ˙t|.
Proof. Define A :=
(
l2 + ~
2t2
m2l2
)−1
, B := (l2pi)−3/2
(
1 + ~
2t2
m2l4
)−3/2
and C :=(
~2t
m
(
l4 + ~
2t2
m2
)−1)
. Then C = ~
2t
ml2A and
I(µt) =
∫
R3
‖∇ ln(ρ(x, t))‖2 dµ(x)
=
∫
R3
‖∇ (lnB + ln (exp (−A‖x‖2))) ‖2 dµ(x)
=
∫
R3
A2‖∇‖x‖2‖2 dµ(x) =
∫
R3
A2‖2x‖2 = 4A2
∫
R3
‖x‖2 dµ(x)
= 4
(
ml2
~2t
)2
C2
∫
R3
‖x‖2 dµ(x).
Comparing the last expression with the calculation of the proof of Proposition
4.5, we get the claimed formula.
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Chapter 5
Philosophical interlude
So far, we have introduced the mathematical and physical background for the
inquiries in the two forthcoming chapters. However, the motivation for these
investigations comes from a set of philosophical ideas on which we want to
elaborate a bit in this interlude.
It is commonly believed that space and matter are concepts that correspond
to things in the real world. However, in different theories of nature, on different
levels of description, the perception to what precisely these concepts correspond
and of their mutual dependence can differ significantly. But it seems that in a
given theoretical framework the dependency of these concepts can only be in
the following three ways:
1- Space and matter are distinct physical entities without mutual influence
of any kind.
2- Space and matter are distinct physical entities that affect each other the
one or the other way.
3- Space and matter are such that one of the two notions can completely be
derived from the other.
Whereas possibilities one and two are already well-established in physical
theories, we here want to follow up the third possible way. The mathematical
inquiry of the forthcoming chapters is in particular regarded as a first attempt
to investigate such an idea.
The first form of dependency is assumed in Newtonian mechanics as well as in
Quantum mechanics, where (Euclidean) space serves as an absolute background
structure for the motion of matter. Since space and matter do not influence
each other in these theories, the physical entity that the concept of space refers
to is principally inaccessible by experiment. In particular it is impossible to
determine absolute positions. In [Mac83], Ernst Mach argued that notions like
this should not be regarded as elements of reality and therefore should not be
used in theories of nature:
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”U¨ber den absoluten Raum und die absolute Bewegung kann nie-
mand etwas aussagen, sie sind bloße Gedankendinge, die in der Er-
fahrung nicht aufgezeigt werden ko¨nnen. Alle unsere Grundsa¨tze
der Mechanik sind, wie ausfu¨hrlich gezeigt worden ist, Erfahrun-
gen u¨ber relative Lagen und Bewegungen der Ko¨rper. Sie konnten
und durften auf den Gebieten, auf welchen man sie heute als gu¨ltig
betrachtet, nicht ohne Pru¨fung angenommen werden. Niemand ist
berechtigt, diese Grundsa¨tze u¨ber die Grenzen der Erfahrung hinaus
auszudehnen. Ja diese Ausdehnung ist sogar sinnlos, da sie niemand
anzuwenden wu¨ßte.”
The second form of dependency is implemented in General relativity, where
the distribution of matter determines the geometry of space-time and vice
versa.1
As mentioned above, in this treatise we want to go in the direction of the
third form of dependency and assume that the concept of matter is more fun-
damental than the concept of space. Space, then, is regarded as an emergent
element of reality. Or, paraphrasing this with the words of Julian Barbour
[Bar01], ”The world does not contain things, it is things.” One way to realize
such an assumption quantitatively is within a relational theory where space is
what is spanned by all the particles.2 A relational theory, in general, does not
treat absolute notions, such as single or multiple-particle trajectories in absolute
space, but it subjects properties of objects in relation to other objects, such as
relative distances.3 This point of view has in particular been promoted by Ernst
Mach, as noted above. However, other than performing calculations within the
framework of classical mechanics and concluding that it is mathematically very
convenient to start with absolute space and to have absolute quantities, Mach
did not give any formal prescription of how to quantify his principle of relative
dynamics. A more formal implementation of his ideas was presented by Julian
Barbour and Bruno Bertotti in [BB82]. Their idea was that an n-particle con-
figuration forms a shape which constitutes space. The evolution of these shapes
is determined by a principle they call best matching - shapes that resemble one
another most closely are matched together which generates a notion of time
evolution measuring the change of the shapes. In the next chapters we are also
going to talk about shapes and about a related idea to best matching which we
will call shape distance. While being similar in the name and in spirit - indeed
Barbours Shape dynamics has sparked the idea for our notion of Shape space -
1A further possible interpretation of General relativity could be that this theory does not
speak about space-time and distribution of matter at the same time, but rather that space-
time and matter are two possible levels of description which can be converted into each other
with the help of the the Einstein-equations. This view then would correspond to the third
mode of dependency.
2It is commonly said that Albert Einstein initially tried to make General relativity a
relational theory, which he gave up eventually.
3Dropping the ontological requirement for space, another possible reading of Newtonian
and Quantum mechanics is, to view the mathematical structure that served as space, i.e. R3,
merely as a coordinate system with respect to which the motion is described. In this sense,
these theories, for one-particle, can be seen as effective relational theories.
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these both approaches differ significantly, mathematically as well as physically.
Whereas Shape dynamics in [BB82] is dealing with multi-particle classical dy-
namics, we are here concerned with one-particle quantum dynamics, since we
additionally want to assume that matter fundamentally has to be described by
quantum theory. There is ongoing research about quantizing Julian Barbours
Shape dynamics for classical systems which is, however, still different from our
approach.4
The notion of shape that we are going to consider in the upcoming chap-
ters is that of the shape of the wave function of a (non-relativistic) quantum
mechanical one-particle system. We, a priori, explicitly leave open the question
regarding a realism of the wave function or its probability distribution. Is the
wave function denoted by ψ(x, t), then |ψ(x, t)|2 is the associated probability
distribution and µ := |ψ(x, t)|2 dλ(x) is a probability measure on R3. Rotation
and translation of µ affects its orientation and position on R3, but it has no
influence on the relative distribution of density. Accordingly, all those measures
that can be attained from µ by some series of rotations and translations can
considered to be the same, in this sense. A shape will thus be any collection of
measures that is constituted such that each two members can be transformed
into each other by a series of rotations and translations and, conversely, any se-
ries of rotations and translations performed on a member of the collection yields
another member.5 This concept of shape can straightforwardly be generalized
to probability measures in Wasserstein space Wp(X), where X is an arbitrary
metric space, substituting R3. Instead of rotations and translations one applies
the action of the isometry group G of X. We will see that in terms of push-
forwards of measures, G acts isometrically on Wp(X), too. In abstract terms, a
shape, then, is an element of the space Wp(X) /G , i.e. it is an equivalence class
of measures where the equivalence relation is taken with respect to the action of
G on Wp(X). The Shape distance between two shapes will then be the smallest
Wasserstein distance between members of each equivalence class that is possible
to find, similarly to best matching. We will call Wp(X) /G together with the
Shape distance the Shape space.
The idea behind this definition of shape is that space as the absolute back-
ground structure, is, so to say, modded out. What remains of it mathematically,
solely serves as an anchor for ψ and as an auxiliary means for the manifestation
of shape, i.e. of the relative configuration. In particular, motion does not take
place on (absolute) space anymore, motion is expressed in terms of change of
the shape and shape is all there is.
Let us point out that in this treatise we are not aiming at working out how
4Shape dynamics has developed to be a gravitational theory, describing the evolution of
the conformal geometry of space, being dynamically equivalent to the ADM formalism of
General relativity. Here we are referring to Shape dynamics for classical systems as described
in [BB82].
5This is equivalent to saying that a shape is a collection of measures that contains one
measure µ such any transformation of µ in terms of rotations and translations is also an
element of the collection. This definition, however, creates the illusion of the existence of one
special element which is not the case. Indeed, in case there exists one such measure, every
other measure in this collection has the same property.
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any traditional notion of space can be deduced from our definition of shapes.
Rather, as a first step, we want to show that it is possible to describe quantum
motion without resorting to an absolute background structure.
One might wonder, why we want to regard equivalence classes of µ := |ψ|2
as shapes, rather than equivalence classes of ψ itself. It is true that the isometry
group G of R3 also acts isometrically on L2 by composition ((g, ψ) 7→ ψ ◦ g−1).
However, as we have seen in Chapter 4, the dynamics of µ is explicitly, and
conveniently, driven by the Wasserstein distance (on the one hand, plus the
Fisher information on the other). There is no such connection between the
dynamics of ψ and the L2-metric.
Our notion of shape is meaningful only due to the extendedness of the wave
function, or, as a consequence, due to the extendedness of its probability den-
sity. On the contrary, a classical particle at point x can be regarded as the
Dirac measure δx at that point. Its shape consists of all the Dirac measures on
R3, which is why in particular, there cannot be a non-trivial dynamics for the
particle on Shape space. Also, going back to the notion of shapes as relative
positions of particles, it is a priori not clear what relative positions of quantum
particles could be, due to their theoretical representation by functions, different
from just points in space. Additionally it is questionable whether a meaningful
definition could be used for a relational dynamics. Also, to derive from this a
notion of physical space would not be possible in the manner that was used in
the classical case.
Although our definition for shape is a priori only for one particle, math-
ematically it is straightforward to generalize this to the many-particle case.
This is because other than in the classical scenario, where multiple particles
each are tracked by their own trajectory, many-particles in Quantum dynamics
are described by associating just one wave function to the whole collection of
particles. However, while classical many-particles are collectively treated on the
same (position) space, multiple quantum particles each roam alone in their own,
configuration, space. So, generalizing our approach to many particles creates a
different philosophical situation to start with, since position space and configu-
ration space do not fall together anymore. (See for example [NA13] to read more
about philosophical issues with the usage of 3N -dimensional configuration space
to describe many-particle Quantum mechanics.) But there are also physical is-
sues, raised by the application of, for example, the full isometry group of the
3N -dimensional product space, since this would lead to far off from the common
picture of multi-particles. As a resolution, it might be appropriate to restrict to
the action of a suitable subgroup of the full isometry group. For example the
one consisting only of products g1 × · · · × gN where each gi is an isometry of
RN , or subgroups that preserve other additional, physical, structures.
Since our notion of shape is not one that is based on relative positions of
multiple particles, our considerations might not be relational at a first glance.
But still, our shape comprises its relative distribution of density, which com-
pletely amounts for is motion as it is inscribed in Wasserstein geometry and due
to the workings of the Fisher information. In this sense and due to the absence
of absolute motion, our reasoning could indeed be regarded as relational. This,
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however, should not be confused with the already established notion Relational
quantum mechanics. The latter is an interpretation of Quantum mechanics,
having been put forward in particular by Carlo Rovelli in [Rov96]. It proposes
that the state of a system is not an absolute quantity, but instead observer-
dependent. Regarding each measurement as a quantum interaction, the state
that is measured depends on the relation of the system to the other system that
is performing the measurement (i.e. the observer). Thus, measurements taken
by different observers are assumed to lead to different outcomes.
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Chapter 6
Shape space
In this whole chapter let (X, d) be a Polish metric space, G a subgroup of its
isometry group ISO(X) and p ∈ N≥1.
6.1 Shape distances Sp(X)
Definition 6.1 (Isometry of metric spaces). An isometry between two
metric spaces (X1, d1) and (X2, d2) is a surjective map g : X1 → X2 such that
d2 (g(x), g(y)) = d1(x, y) ∀x, y ∈ X1.
Whereas injectivity of an isometry follows from preservation of the distance,
surjectivity has to be added by hand: Consider for example in the sequence
space l2 the map l2(R)→ l2(R), (xn)n 7→ (yn)n := (x(n−1))n with y1 = 0 on the
complete metric space l2(R). This map is clearly distance-preserving, but it is
not surjective.
Definition 6.2 (Isometry group). The set of isometries on X forms a group
with respect to composition of maps, the so called isometry group ISO(X).
The group G acts in a natural way on X:
G×X → X
(g, x) 7→ g(x).
But it also acts naturally on Pp(X) by the pushforward of measures.
Definition 6.3. We define the action of G on Pp(X) in the following way:
G× Pp(X) → Pp(X)
(g, µ) 7→ gµ := g#µ.
It is quick to see that this definition indeed fulfills the right conditions to be
an action. The following Lemma guarantees that the action is well-defined.
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Lemma 6.4. Let µ ∈ Pp(X) and g ∈ G, then g#µ ∈ Pp(X), too.
Proof. For µ ∈ Pp(X) and x′0 ∈ X with x0 = gx′0 it is∫
X
d(x0, x)
pd(gµ)(x) =
∫
X
d(x0, gx)
pdµ(x) =
∫
X
d(gx′0, gx)
pdµ(x)
=
∫
X
d(x′0, x)
pdµ(x) <∞.
Definition 6.5 (Shape distance). The p-th Shape distance Dp(µ, ν) of µ, ν ∈
Pp(X) is defined as
Dp(µ, ν) := inf
g∈G
Wp(gµ, ν).
In the following we will show that this Shape distance is a pseudometric on
Pp(X) modulo G. If X is such that the closed balls are compact and the action
of G on X is proper then Dp(·, ·) is indeed a metric, as we will also see below.
The more general case where G is the invariance group of an arbitrary cost
function, not necessarlily a metric, would not lead us to a (pseudo) metric in
general.
We recall the definition of a pseudometric.
Definition 6.6 (Pseudometric). A function d : X × X → R≥0 between a
set X is called a pseudometric in case for all x, y, z ∈ X, d(x, x) = 0, d(x, y) =
d(y, x) and d(x, z) ≤ d(x, y)+d(y, z). Other than for a metric, it is not demanded
that d(x, y) = 0 if and only if x = y.
Definition 6.7. Two elements in Pp(X) are defined to be equivalent if there
exists an element in G which maps them into each other:
µ ∼ ν :⇔ ∃ g ∈ G : µ = gν.
The quotient space with respect to this equivalence relation is denoted by
Sp(X) := Pp(X) /∼ .
Definition 6.8 (Shape space). The space Sp(X), together with Dp(·, ·) is
called Shape space. If p = 2, we will often just write S(X) instead of S2(X)
Remark 6.9. It is evident that Definition 6.7 indeed yields an equivalence rela-
tion on Pp(X). Also, we observe that the following map is well defined, where
we denote the equivalence class of µ by [µ]:
Dp(·, ·) : Sp(X)× Sp(X) −→ R
([µ], [ν]) 7−→ Dp(µ, ν).
For this reason, we always mean a map on Sp(X) × Sp(X) when we write
expressions such as Dp(µ, ν). We state it explicitly when we mean a map on
Pp(X).
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Theorem 6.10. The p-th Shape distance Dp(·, ·) is a pseudometric on Sp(X).
To prove this theorem we formulate the following two lemma:
Lemma 6.11. For topological spaces X,Y let f, g : X → Y be injective mea-
surable maps such that f(X) and g(X) are closed. Also, let A˜dm(f#µ, g#ν) :=
{Π ∈ P (f(X)× g(X)) | pi1#Π = f#µ, pi2#Π = g#ν)}. Then (f×g)#(·) is a bijec-
tive map from Adm(µ, ν) to A˜dm(f#µ, g#ν) with inverse map (f
−1× g−1)#(·).
Proof. First we need to see that the maps are well-defined. For this let Π ∈
Adm(µ, ν). It is supp ((f × g)#Π) ⊂ f(X)× g(X), since the images of X under
g and f are closed, which means that we can naturally identify (f × g)#Π as an
element of P(f(X)× g(X)). Furthermore it is
(pi1#(f × g)#Π)(A) = Π(f−1(A)×X) = µ(f−1(A)) = f#µ(A),
for A ∈ B(f(X)). A Similar calculation holds true for the projection onto the
second component and for (f−11 ×f−12 )#(·). The latter map is well-defined since
every map is surjective on its image. For being inverse we observe that for
A,B ∈ B(X)(
(f−11 × f−12 )#(f1 × f2)#Π
)
(A,B) = ((f1 × f2)#Π) (f1(A)×f2(B)) = Π(A,B)
and the other way round.
Remark 6.12. For every Π ∈ Adm(f#µ, g#ν) it is supp Π ⊂ f(X) × g(X) and
in particular
Wp(f#µ, g#ν)
p = inf
Π∈Adm(f#µ,g#ν)
∫
Y×Y
dp(x, y) dΠ(x, y)
= inf
Π∈A˜dm(f#µ,g#ν)
∫
f(X)×g(X)
dp(x, y) dΠ(x, y).
Of course, A˜dm(f#µ, g#ν) = Adm(f#µ, g#ν) in case f and g are also surjective.
Lemma 6.13. For all g ∈ G it is
Wp(gµ, ν) = Wp(µ, g
−1ν).
Proof. According to Lemma 6.11 the map (g × g)#(·) gives a bijective corre-
spondence of the sets Adm(gµ, ν) and Adm(µ, g−1ν). We can use this to write
Wp(gµ, ν)
p = inf
Π∈Adm(gµ,ν)
∫
X
d(x, y)pdΠ(x, y)
= inf
Π¯∈Adm(µ,g−1ν)
∫
X
d(x, y)pd[(g × g)#Π¯](x, y)
= inf
Π¯∈Adm(µ,g−1ν)
∫
X
d(x, y)pdΠ¯(x, y) = W pp (µ, g
−1ν).
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Corollary 6.14. From Lemma 6.13 it follows that G acts isometric also on the
p-th Wassersteinspace: Wp(gµ, gν) = Wp(µ, g
−1gν) = Wp(µ, ν). 
Corollary 6.15. Let G# := {g# : W (M) → W (M) | g ∈ G}. It is a subgroup
of ISO(W (M)) and group-isomorphic to G.
Proof. G# ⊂ ISO(W (M)) follows from 6.14. Subgroup properties are imme-
diate. The group homomorphism between G and G# is given by ϕ : G →
G#; g 7→ g#. It is surjective by definition and injective due to the following
reasoning: Assume that g1, g2 ∈ G are such that g1# = g2#. Then for every
x ∈M we have
δg1(x) = g1#δx = g2#δx = δg1(x),
which means that g1(x) = g2(x).
Proof of Theorem 6.10. Let [µ], [ν] and [σ] be elements of Sp(X). Of course
Dp(µ, ν) = 0 if [µ] = [ν] with optimal g = 1G and Dp(µ, ν) ≥ 0 in any other
case, by definition. Then we show that D is symmetric: Since Wp is symmetric
and from Lemma 6.13 we know that
Dp(µ, ν) = inf
g∈G
Wp(gµ, ν) = inf
g∈G
Wp(µ, gν) = inf
g∈G
Wp(gν, µ) = Dp(ν, µ).
For the validity of the triangle inequality we see that for all σ ∈Wp(M) and all
g1, g2 ∈ G,
Dp(µ, ν) = inf
g∈G
Wp(gµ, ν) ≤Wp(g2g1µ, ν)) = Wp(g1µ, g−12 ν)
≤ Wp(g1µ, σ) +Wp(σ, g−12 ν) = Wp(g1µ, σ) +Wp(g2σ, ν).
Therefore,
Dp(µ, ν) = inf
g∈G
Wp(gµ, ν) ≤ inf
g1,g2∈G
(Wp(g1µ, σ) +Wp(g2σ, ν))
= inf
g1∈G
Wp(g1µ, σ) + inf
g2∈G
Wp(g2σ, ν)
= Dp(µ, σ) +Dp(σ, ν).
Actually, we have proven something far more general. The only properties
we have used for Theorem 6.10 is that the group action of g−1 behaves as a sort
of adjoint action to the action of g with respect to the distance on the original
metric space and that the formula for the prospective distance on the quotient
space is given as an infimum over all possible distances elements of two orbits
can have. We will formulate this finding in the following corollary.
Corollary 6.16. Let the metric space (X, d) and G be such that d(gx, y) =
d(x, g−1y) for every g ∈ G and D(x, y) = infg∈G d(gx, y). Then D is a pseudo-
metric on X/G.
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Remark 6.17. The condition d(gx, y) = d(x, g−1y) is necessary for D to be
well-defined on X/G and lets us freely put the g at one of the two arguments.
Remark 6.18. Note that it is not clear under which conditions D(·, ·) would be
symmetric if G would not be a group.
Remark 6.19. D(·, ·) is not a metric in this generality, because a minimizer
for infg∈G d(·, ·) need not exist. But as we will see, it is possible to show this
minimizing property for proper actions.
Remark 6.20. One might wonder if one can bring Wp(µ, gν) and Wp(µ, ν) in any
algebraic relationship to each other, for every µ, ν ∈ P(X) and fixed g. However,
a simple homogeneous relationship can not be established, as one can see at the
example X being the real numbers, p = 1 and gx := x + 2. If µ = δx and
ν = δy, then W (µ, ν) = d(x, y). Choose here for example x = 3 and y = 0, then
3·W (µ, gν) = W (µ, ν). If, on the other hand, x = 2 then 0·W (µ, ν) = W (µ, gν).
6.2 Existence of a minimizer for the Shape dis-
tance
The goal of this section is to prove the existence of a minimizer for the Shape
distance-problem. The basic idea is that the problem should be reduced to
having a continuous map on a compact subset of the isometry group and the
minimizer of this map should be exactly the minimizer of the shape distance-
problem. This is why we start with the following lemma and its important
corollary.
Lemma 6.21. Let G be a topological group with continuous group action on X.
Then the group action of G on Wp(X) is continuous as well.
Proof. Let ((gi), (µi))i∈I be a net in G × Wp(X) with (gi, µi) → (g, µ) (see
Appendix A.1.1). As we know from Section 2.1, the Wasserstein distance
metrizes weak convergence, i.e. we have to show that Wp(giµi, gµ) → 0 as
(gi, µi)→ (g, µ). For this we see that
Wp(giµi, gµ) = Wp(µi, g
−1
i gµ) ≤Wp(µi, µ) +Wp(µ, g−1i gµ) ∀i ∈ I.
We know already that µi ⇀ µ. But it is also true that g
−1
i gµ ⇀ µ: Since gi → g
in G and G acts continuously on X, the functions g−ig(x) converge pointwise
against IdG(x). Using dominated convergence theorem yields g
−1
i gµ ⇀ µ and
thus the continuity of the Wasserstein distance on Wp(X).
Remark 6.22. In case G ⊂ ISO(X), there is always at least one topology on G
such that the action on X is continuous, namely the compact-open topology (see
A.1.1 for a definition). Generally, the following holds: Is X a locally compact
and Y any topological space and is further H ⊂ C(X,Y ), where C(X,Y ) is the
set of continuous functions f : X → Y . Then one can show ([Sch69], p.74) that
the compact-open topology is the coarsest topology on H such that the map
H ×X → Y, (Φ, x) 7→ Φ(x) is continuous.
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Corollary 6.23. Let G and (X, d) be as in Lemma 6.21. Then the map G →
R; g 7→Wp(gµ, ν) is continuous for every choice of µ, ν ∈Wp(X).
Proof. We know from Theorem 2.28 that Wp(·, ·) is continuous on Wp(X) ×
Wp(X). With this, Wp(·, ν) is continuous on Wp(X) for every choice of ν.
Since we know from Lemma 6.21 that the group action of G on Wp(X) is also
continuous, we have continuity as a composition of continuous functions.
The map considered in Corollary 6.23 is of course the map for which we
want to find the existence of a minimizer. The complement of the compact set
on which this map is supposed to be considered for this should consist of all
those elements in G which transports the two given measures “too far away”, so
that the distance between them is increasing instead of decreasing. For this, it
is useful to consider spaces on which most of the mass of probability measures
is concentrated on compact balls, to have better control over their Wasserstein
distances. To synthesize this, the action should “take care” of compact sets
appropriately. The property we will use for this, similarly to Chapter 3, is
proper.
Definition 6.24 (Proper action). Let X be a metric space. A continuous
action G × X → X of a group G on X is called proper, if the map G × X →
X ×X, (g, x) 7→ (gx, x) is proper.
For a defintion of proper maps, see Definition 3.2.
Remark 6.25. The definition for an action to be proper is equivalent to saying
that for every K1,K2 ⊂ X compact the set {g ∈ G | gK1 ∩K2 6= ∅} is compact
in G.
One can show that if G acts proper on X then X/G is a Hausdorff space.
Definition 6.26 (Proper metric space). A metric space is called proper if
every bounded closed set is compact.
Remark 6.27. • A metric space (X, d) being proper is equivalent to x 7→
d(x0, x) being a proper map for any x0 ∈ X.
• A proper metric space is automatically locally compact (which is why
Wp(X) cannot be proper in general). This fact enables us to use, the for
our situation suitable, Definition 6.24 of proper actions on locally compact
spaces.
• Any proper space is complete.
• One can view “proper” as a finiteness condition, recalling that finite di-
mensional Hilbert spaces are always proper, but in infinite dimensions one
can show that the closed unit ball is not sequentially compact.
Now we have all the ingredients we need to formulate the theorem.
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Theorem 6.28 (Existence of a minimizer). Let the Polish metric space
(X, d) be proper. Additionally let the topology and the action of G be such that
it acts properly on X. In this case a minimizer for the problem infg∈GWp(gµ, ν)
exists for every choice of µ, ν ∈ Pp(X).
Corollary 6.29. In the setting of Theorem 6.28 the Shape distance Dp(·, ·) is
a metric.
Proof of Corollary 6.29. Since we already know that Dp(·, ·) is a pseudometric,
we only have to make sure that if Dp(µ, ν) = 0 then automatically [µ] = [ν].
From Theorem 6.28 we know that there exists an element gmin ∈ G such that
0 = Dp(µ, ν) = Wp(gminµ, ν). Since Wp(·, ·) is a metric we can conclude that
gminµ = ν and thus [µ] = [ν].
Remark 6.30. If there exists no minimizer of infg∈GWp(gµ, ν) in general, one
can always convert the pseudometric Dp(·, ·) into a metric via the so called
metric identification. For this procedure one identifies points which have zero
pseudodistance with each other.
We will use the following definition in the proof for the existence of a mini-
mizer.
Definition 6.31. LetX be a topological space. A sequence of subsets (Kn)n∈N ⊂
X is called exhaustion of X if
⋃
n∈NKn = X and Kn ⊂ Kn+1.
Proof of Theorem 6.28. If X is bounded, then it is automatically compact and
then also G is compact. So from now on, let X be unbounded.
According to the prerequisites, for every R ∈ R, x ∈ X : BR(x) is compact
and we have an exhaustion of X by balls centered around an arbitrary element
x ∈ X. Now let µ, ν ∈ Pp(X) and x ∈ X. Using the Monotone Convergence
Theorem, for every  > 0 there exists an element R ∈ R such that µ(BR(x)) >
1 −  and ν(BR(x)) > 1 − . Then let C := Wp(µ, ν)p and choose g ∈ G such
that gBR′(x) ∩ BR′(x) = ∅, where R′ = kR, k > 1
2R
p
√
C
1− 2 + 1. To fulfill
this, we have to choose  < 1/2.
If no such g exists, we know automatically that G is compact and the proof
ends here. Otherwise, for B′ := BR′(x), it is
Wp(gµ, ν)
p
= inf
Π∈Adm(gµ,ν)
(∫
gB×B
dp(x, y)dΠ(x, y) +
∫
X×X\gB×B
dp(x, y)dΠ(x, y)
)
≥ (2(R′ −R))p inf
Π∈Adm(gµ,ν)
Π(gB ×B) ≥ (2(k − 1)R)p(1− 2)
> C
This means that the minimizer has to be found in the subset {g ∈ G |
gBR′(x)∩BR′(x) 6= ∅} 6= ∅. Since all closed balls of (X, d) are compact and we
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assumed the group action to be proper, this subset is compact, so the existence
of a minimizer is guaranteed.
Remark 6.32. One might have the idea that, instead of demanding that there
exists an exhaustion of X by compact balls, it is enough to say that there exists
a compact exhaustion, i.e. to say that X is σ-compact. But in this case, it is
not clear how to control the distances of elements of the set gKn′ to elements
of the set Kn′ , where Kn are the elements of the exhaustion.
To confirm intuition we additionally give the following proposition, which is
implicitly used in the preceding proof:
Proposition 6.33. Let µ ∈ Pp(X) and g ∈ G. Then supp(gµ) = g supp(µ).
In particular, two measures cannot be equivalent to each other if each support
is not an isometric image of the respective other support.
Proof. Let g ∈ G, µ ∈ Pp(X). To establish this proposition, we need the
following two identities:
1.) {A ∈ B(X) | µ(g−1(Ac)) = 0} = {gA ∈ B(X) | µ(Ac) = 0}.
2.) Let I be an index family, we then have
⋂
i∈I
gAi = g
⋂
i∈I
Ai for Ai ⊂ X.
Thereby is gA := {ga | a ∈ A}, for A ⊂ X. Proof of the first identity:
LetA ∈ B(X), thenA = gg−1A, since g is bijective. Then we have µ((g−1A)c) =
µ(g−1Ac) = 0. For the other way round, let gA ∈ B(X), then µ(g−1(gA)c) =
µ(Ac) = 0. We will use the second identity without further justification. Now
we can see that
supp gµ =
⋂
gµ(Ac)=0
A =
⋂
µ(g−1Ac)=0
A =
⋂
µ(Ac)=0
gA
= g
⋂
µ(Ac)=0
A = g
⋂
µ(Ac)=0
A = g suppµ
6.3 The Shape space on Riemannian manifolds
For applications in physical scenarios, it is important to know whether Theorem
6.28 is applicable to the Euclidean space, or more generally to Riemannian
manifolds.
In the realm of Riemannian geometry, one a priori distinguishes between
two notions of isometry. Since every connected Riemannian manifold (M,h)
is a metric space, being equipped with the Riemannian distance, there is on
the one hand the notion of isometry in the sense defined in the beginning of
this chapter. On the other hand, a diffeomorphism f : (M1, h1) → (M2, h2) is
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called an isometry, in case it satisfies h1 = f
∗h2, where ∗ denotes the pullback
of tensors. Fortunately, every such diffeomorphism in this latter sense is also an
isometry in the metric sense (whenever (M1, h1) = (M2, h2)). The theorem by
Myers and Steenrod guarantees that the other way round is true as well [MS39].
We further note that Riemannian manifolds are separable and locally com-
pact metric spaces by definition and the metric topology coincides with the
manifold topology. However, in general Riemannian manifolds are not com-
plete, i.e. Polish, but for our purposes it is of course necessary to require this
from now on.
There are two further things to check. First, whether every complete Rie-
mannian manifold is proper and secondly, whether the action of the isometry
group is proper. Regarding the first issue we can make use of the following
Theorem by Hopf and Rinow:
Theorem 6.34 (Hopf-Rinow theorem, [RH64]). Let (M,h) be a Rieman-
nian manifold. Then the following is equivalent:
i) M is a complete metric space.
ii) Every closed bounded set is compact.
Now we have to have a look at the isometry group of (M,h) and its action
on M .
Theorem 6.35 ([DvW28]). Let (M,h) be a connected Riemannian manifold,
then its isometry group G, equipped with the compact-open topology, is a locally
compact topological group with continuous group action on M . In case M is
compact, so is G.
A proof of this can also be found in [SK63]. We again refer to A.1.1 for a
definition of the compact-open topology.
We now state the next significant theorem.
Theorem 6.36. Let (M,h) be a connected Riemannian manifold and let its
isometry group G be equipped with the compact-open topology. Then the action
of G on M is proper.
A proof of this can be found in [Sch08], p. 17, Theorem 2.22.
Corollary 6.37. In case the Polish space X is a complete connected Rieman-
nian manifold and its isometry group is equipped with the compact-open topol-
ogy, a minimizer for the Shape distance-problem exists and Dp(·, ·) is a metric
distance on Sp(X).
Example 6.38. The Euclidean space is of course a complete and connected
Riemannian manifold.
Remark 6.39. • According to [Sch08], in case M is the union of more than
one connected components, the action of the isometry group need not to
be proper in general.
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• The isometry group of a connected Riemannian manifold M is a closed
subset of the group of diffeomorphisms of M with respect to the compact-
open topology (see [SK63] p. 48, or [Sch08]).
Remark 6.40. Infinite dimensional (separable) Banach spaces don’t serve as an
example for our situation since closed unit balls are not compact in general. In
this sense, one can regard the condition of the compactness of closed balls in
Theorem 6.28 as a sort of finiteness condition (compare also Remark 6.27).
6.4 Fisher information on Sp(X)
In Section 4.3 we have seen that the Fisher information is an important ingredi-
ent to describe Quantum dynamics in terms of Wasserstein geometry. It is thus
interesting to know, whether it is well defined on Sp(X).
Proposition 6.41. The Fisher information I(µ) =
∫
M
‖∇ ln(µ)‖2dµ on a Rie-
mannian manifold M is invariant under the action of G on Wp(X).
Proof of Proposition 6.41. Since the Fisher Information is defined on the space
of measures which are absolutely continuous with respect to the volume measure
vol we have dµ = µdvol. According to Lemma 4.11, gµ is again absolutely
continuous with respect to vol, with d(gµ) = (µ ◦ g−1)dvol. For g ∈ G we then
have
I(gµ) =
∫
M
‖∇ ln(µ◦g−1)‖2d(gµ) =
∫
M
‖∇ ln(µ◦g−1◦g)‖2dµ =
∫
M
‖∇ ln(µ)‖2dµ.
Remark 6.42. Proposition 6.41 shows that the Fisher information is well-defined
on Sp(X). A possible interpretation of this might be that the quantity the Fisher
Informations ‘measures’ is an internal property of the ‘system’ µ.
Remark 6.43. Let V : X → R be a µ-integrable function then V (µ) is not
G-invariant in general since V (x) is not: V (gµ) =
∫
X
V (x)d(gµ) =
∫
X
(V ◦
g)(y)d(µ).
6.5 Some properties of Shape space
Theorem 6.44. Let the metric space (X, d) and the subgroup of the isometry
group G be such that d(gx, y) = d(x, g−1y) for every g ∈ G. Let furthermore
D(x, y) := infg∈G d(gx, y) be a metric on X/G in such a way that the infimum
is always realized by an element g ∈ G. Then for pi : X → X/G, x 7→ [x] it is
equivalent:
1.) A is open in (X/G,D)
2.) pi−1(A) is open in (X, d).
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Remark 6.45. Compare the conditions in this theorem (and the following) to
the ones in 6.16 and in 6.48.
Corollary 6.46. The topology on the Shape space coming from the Shape dis-
tance is the final topology with respect to the projection map pi (i.e. the quotient
topology). In particular, pi is continuous.
Proof of Theorem 6.44. Since in metric spaces the open r-Balls are a basis of
the topology, we only have to prove 6.44 for A = B
X/G
r ([x]) := {[y] ∈ X/G |
D([x], [y]) < r)}. Then we have for BXr (x) := {y ∈ X | d(x, y) < r},
pi−1
(
BX/Gr ([x])
)
= {y ∈ X | [y] ∈ BX/Gr ([x])}
= {y ∈ X | ∃ g ∈ G : d(gx, y) < r}
=
⋃
g∈G
{y ∈ X | d(gx, y) < r}
=
⋃
g∈G
BXr (gx).
For the other direction let A ⊂ X/G such that pi−1(A) = ⋃i∈I BXri (xi). Then
A = pi
(⋃
i∈I
BXri (xi)
)
=
⋃
i∈I
pi(BXri (xi)).
So the question reduces to whether pi(BXr (x)) ∈ OX/G for an arbitrary x ∈ X
and r ∈ R:
pi(BXr (x)) = pi ({y ∈ X | d(x, y) < r})
= {pi(y) ∈ X/G | d(x, y) < r}
= {[y] ∈ X/G | ∃ y˜ ∈ [y] : d(x, y˜) < r}
= {[y] ∈ X/G | D([x], [y]) < r)}
= BX/Gr (x)
Theorem 6.47. Let the situation be as in Theorem 6.44. Then (X/G,D) is
complete if X is complete.
Proof. Let ([xn])n∈N ⊂ X/G be a Cauchy sequence. The idea of the proof
is to define a Cauchy sequence in X such that its induced sequence in the
space of equivalence classes is a subsequence of the original Cauchy sequence
([xn])n∈N. This is of use, since a Cauchy sequence converges if it has a converging
subsequence.
Now, for 0 = (1/2)
0 there is an N0 ∈ N such that for every m,n > N0,
D([xn], [xm]) < 0. Define y0 to be an arbitrary element of [xm0 ], for an m0 ≥
N0. Further, for 1 = (1/2)
1 there is an N1 ∈ N such that for every m,n > N1 ≥
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m0, D([xn], [xm]) < 1. Define y1 to be an element of [xm1 ], for an m1 ≥ N1
such that d(y0, y1) = D([y0], [y1]), which is smaller 1 in particular, according
to the choice of y0 and y1. Successively, the sequence (yn) ⊂ X is chosen
according to this scheme. In particular, for every m ∈ N it is d(y0, ym) <∑∞
i=0 i <
∑∞
i=0 (1/2)
i < ∞. Since i > 0∀i and limn→∞ i = 0, we have
limn→∞
∑∞
i=n i = 0 monotoneously and therefore for every  > 0 there is an
N ∈ N such that for every m,n > N , d(yn, ym) < . Since X is complete,
there is an y ∈ X such that limn→∞ yn = y. Finally, limn→∞D([yn], [y]) ≤
limn→∞ d(yn, y) = 0.
Remark 6.48. As we have already pointed out in Remark 4.11, the condition
d(gx, y) = d(x, g−1y) is necessary for D to be well-defined on X/G and lets us
freely put the g in one of the two arguments. And the existence of a minimum
for D(x, y) = infg∈G d(gx, y) is needed in the proof to ensure the existence of
the chosen elements yi, i > 0.
For the next, resulting, corollary we will additionally use that the p−th
Wasserstein space Wp(X) is complete, whenever (X, d) is (which we assume
always to be the case).
Corollary 6.49. (Sp(X), Dp) is complete.
Proposition 6.50. Let the situation be like above. Then, if (X, d) is separable
then (X/G,D) is separable as well.
Proof. Let A ⊂ X be countable and dense. Then [A] := {[a] ∈ X/G | a ∈ A}
is also countable. Regarding denseness, let M ∈ X/G. Then for every x ∈ M
there exists a sequence (xn)n∈N ⊂ A such that d(xn, x) −→ 0. But then also
D([xn], [x]) −→ 0.
Corollary 6.51. Sp(X) is a Polish space.
In the following, by (X, dX) ∼= (Y, dY ) we mean that the metric spaces
(X, dX) and (Y, dY ) are isometric, i.e. there is a bijective isometry between
these spaces. Also, we denote the isometry group of (X, dX) by G
X and the
Shape Distance on Wp(X)/G
X by DG
X
p . G
Y and DG
Y
p analogously.
Lemma 6.52. Let (X, dX) an (Y, dY ) be Polish spaces. If I : (X, dX) ↪→ (Y, dY )
is a distance-preserving map, i.e. dY (I(x), I(y) = dX(x, y) for all x, y ∈ X, then
I# : Wp(X) ↪→Wp(Y ) is a distance-preserving map as well.
Proof. We are going to use 6.11, with that same notation. For this, it is neces-
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sary that X is complete such that I(X) is closed in Y
WYp (I#µ, I#ν)
p = inf
pi∈Adm(I#µ,I#ν)
∫
Y×Y
dpY (x, y)dpi(x, y)
= inf
pi∈A˜dm(I#µ,I#ν)
∫
I(X)×I(X)
dpY (x, y)dpi(x, y)
= inf
pi∈Adm(µ,ν)
∫
I(X)×I(X)
dpY (x, y)dI#pi(x, y)
= inf
pi∈Adm(µ,ν)
∫
X×X
dpX(x, y)dpi(x, y)
= WXp (µ, ν).
Corollary 6.53. From (X, dX) ∼= (Y, dY ) follows Wp(X) ∼= Wp(Y ).
Proof. Every distance preserving map I is injective, surjectivity of I# follows
from I being bijective: Let µ ∈ P(Y ), then I−1# µ is mapped to µ by I#.
Proposition 6.54. If I : (X, dX) ↪→ (Y, dY ) is a distance-preserving map such
that I(X) is closed, then [I#] : (Wp(X)/G
X , DG
X
p ) ↪→ (Wp(Y )/GY , DG
Y
p ), [µ] 7→
[I#µ] is a distance-preserving map as well.
Proof. We start by showing that [I#] is well-defined. For this we first note that
the map GX → GI(X), g 7→ I ◦ g ◦ I−1 is a well-defined bijective map. GI(X)
is meant to be the full isometry group of the metric space I(X), which can be
identified with a subgroup of GY by the natural group homomorphism mapping
g ∈ GI(X) to the isometry on Y which maps y to y for y ∈ Y \ I(X) and
which has the same values as g otherwise. Let ν ∈ [µ]. That means there is
an element gX ∈ GX such that ν = gXµ. Let A ⊂ Y be measurable. Then for
gI(X) ∈ GI(X) being such that g−1X I−1 = I−1gI(X) it is
I#ν(A) = I#gXµ(A) = µ(g
−1
X I
−1(A)) = µ(I−1gI(X)(A)) = g
−1
I(X)I#µ(A) ∈ [I#µ].
By using Lemma 6.52 we now show that [I#] indeed gives a distance-preserving
map between the Shape spaces: Let µ 6= ν, then
DYp ([I#µ], [I#ν]) = inf
gY ∈GY
dY (gY I#µ, I#ν) = inf
gY ∈GI(X)
dY (gY I#µ, I#ν)
= inf
gX∈GX
dY (I#gXµ, I#ν) = inf
gX∈GX
dX(gXµ, ν)
= DX([µ], [ν]).
Corollary 6.55. (X, dX) ∼= (Y, dY )⇒ (Wp(X)/GX , DXp ) ∼= (Wp(Y )/GY , DYp ).
That means, in the given situation the Shape spaces for the full isometry groups
are isometric.
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Proof. Since every isometry is injective, it only remains to show that [I#] is
surjective. This follows directly from the surjectivity of the map I#: Let [η] ∈
Wp(X)/G
Y . Then there is an element µ ∈ Wp(X) such that η = I#µ. That
means, [η] = [I#µ] = [I#]([µ]).
Remark 6.56. • Proposition 6.54 still holds true in case either GY is substi-
tuted by a subgroup which itself contains GI(X) as a subgroup. Or both,
GX and GY , are substituted by subgroups such that g 7→ I ◦ g ◦ I−1 is a
bijection between these subgroups. For Corollary 6.55 the situation can
naturally only be changed to the latter scenario.
• These series of results mean that Shape spaces only depend on the met-
ric structure of the underlying space X and the chosen subgroup of the
isometry group.
6.6 Geodesic structure of Shape space
As we have seen in Section 2.1, Wasserstein spaces have an interesting geodesic
structure. Naturally, the question arises in which respects the geodesic structure
of the Shape spaces is related.
In this section, let (X, d), G ⊂ ISO(X) be non-trivial and the action of G
on X be such that Theorem 6.28 holds, i.e. such that Dp is a metric distance.
When speaking of geodesics, we always mean constant speed geodesics (as in
Definition 2.29).
Proposition 6.57. Let (µt)t∈[0,1] be a geodesic in Wp(X) s.th. Dp([µ0], [µ1]) =
Wp(µ0, µ1) 6= 0. Then ([µt])t∈[0,1] is a geodesic as well in Sp(X).
Proof. For every t, s ∈ [0, 1] we have
Dp([µt], [µs]) ≤Wp(µt, µs) = |t− s|Dp([µ0], [µ1])
which is equivalent to the definition of constant speed geodesics, according to
Lemma 2.30.
To be able to formulate a more general statement, we give the following
lemma.
Lemma 6.58. Let (µt)t∈[0,1] be any curve in Wp(X). Since in general it holds
Dp([µt], [µs]) ≤ Wp(µt, µs), for every t 6= s ∈ [0, 1] there exist Cts ∈ R>0 such
that CtsDp([µt], [µs]) = Wp(µt, µs) whenever [µt] 6= [µs].
Definition 6.59 (Quotient coefficients). We call the numbers Cts from
Lemma 6.58 quotient coefficients of the curve (µt)t∈[0,1].
Proposition 6.60. Let (µt)t∈[0,1] ⊂Wp(X) be a geodesic. Then ([µt])t∈[0,1] is a
geodesic, too, if and only if [µt] 6= [µs] ∀t, s ∈ [0, 1] and the quotient coefficients
Cts satisfy Cts = C01 ∀t 6= s ∈ [0, 1].
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Recall that in Definition 2.29 we demanded γ0 6= γ1 for all metric geodesics
(γt)t∈[0,1].
Proof. If ([µt])t∈[0,1] is a geodesic, then by definition [µt] 6= [µs] ∀t 6= s ∈ [0, 1].
Further, it is
CtsDp([µt], [µs]) = Wp(µt, µs) = |t− s|Wp(µ0, µ1) = |t− s|C01Dp([µ0], [µ1])
= C01Dp([µt], [µs])
and therefore, Cts = C01 ∀t 6= s ∈ [0, 1].
Now let [µt] 6= [µs] ∀t 6= s ∈ [0, 1] and Cts = C01 ∀t 6= s ∈ [0, 1]. Then
Dp([µt], [µs]) =
1
Cts
Wp(µt, µs) =
1
C01
Wp(µt, µs) =
1
C01
|t− s|Wp(µ0, µ1)
= |t− s|Dp([µ0], [µ1]).
Example 6.61. Consider the function f : R>0 → R, x 7→ x and the revo-
lution of its graph around the z-axis. With respect to the induced Euclidean
metric structure, the symmetry group consists of the rotations around the z-
axis. Let a = (ax, ay, az) be an arbitrary point on the surface of revolution
and b = (bx, by, bz) another point on the surface with by 6= ay and bz 6= az.
Let δat be the metric geodesic in the Wasserstein space of this surface between
δa and δb. Then Dp(δat , δas) =
√
(axt − axs )2 + (azt − azs)2, while the respective
Wasserstein distances also depend on the y-components. That means, in this
case the quotient coefficients are not equal and thus the projected curve is not a
geodesic in Shape space, according to Proposition 6.60. However, if one would
choose b such that bz 6= az but by = ay and sign(bx) = sign(ax), the projection
of the geodesics between those two points would be a geodesic again in Shape
space.
One might wonder whether in case µ1 = g#µ0, geodesics between µ0 and µ1
have the form µt = gtµ0, for g, gt ∈ G. Then, of course, the projection of this
curve would only consist of one point, [µt] = [µ0]. However, this is not true in
general.
Example 6.62. Consider the graph of the function f(x) = x2 and let it revolve
around the z-axis. On this manifold with the induced Euclidean metric, the
isometry group consists of reflection across and rotation around the z-axis. Now
consider the Dirac measures δa, a = (ax, ay, az) defined by ax = −1 and ay = 1
and δb, b = (bx, by, bz) defined by bx = 1 and by = 1. a and b are the reflections
of one another. A continuous curve connecting δa and δb which is generated by
isometries, i.e. a curve of the form δt = gtδa, can only go along the semicircle
in the hyperplane y = 1, connecting a and b. This arc has length pi. But going
along the graph of f(x) would be shorter:
∫ 1
−1
√
1 + 4x2dx < pi. So δt = gtδa
cannot be a geodesic.
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We so far have only asked, when projections of geodesics are geodesics
again. Are there, however, other continuous curves which can be projected
onto geodesics in Shape space?
Lemma 6.63. Let µt : [0, 1] → Wp(X) be a continuous curve in Wp(X) and
gt : [0, 1] → G be a continuous curve in G. Then gt#µt : [0, 1] → Wp(X) is a
continuous curve in Wp(X).
Proof. Let (an)n∈N be a sequence in [0, 1] that converges to a ∈ [0, 1]. Then
(gan , µan) is a net in G × Wp(X) which converges to (ga, µa), since gt and
µt are continuous. We know from Lemma 6.21 that the map G ×Wp(X) →
Wp(X), (g, µ) 7→ g#µ is continuous in our setting. From this we can deduce
that gan#µan converges to ga#µa, which proves our claim.
Corollary 6.64. Let X be such that Wp(X) is a non-branching geodesic space
and such that the path-connected component of the identity element IdG of G is
not trivial. Then there exists a continuous curve µ˜t : [0, 1] → Wp(X) which is
not a geodesic but its projection onto Shape space is.
Recall from Proposition 2.40 that Wp(X) is a non-branching geodesic space
as soon as (X, d) is, for p ∈ (1,∞).
Proof. Since the path-connected component A of IdG is not trivial, there is an
element µ1 ∈ Wp(X) such that for g ∈ A, gµ1 6= µ1 (for example µ1 = δx
with g(x) 6= x). Now choose µ0 ∈Wp(X) such that Dp([µ0], [µ1]) = Wp(µ0, µ1)
(this is possible due to Theorem 6.28). Since Wp(X) is geodesic, there exists
a geodesic µt between µ0 and µ1 and because of Proposition 6.57, [µt] is a
geodesic, too.
Now let γt : [0, 1] → G be a continuous curve from IdG to g, i.e. such that
γ0 = IdG and γ1 = g. Let gt : [0, 1]→ G be such that gt = IdG for 0 ≤ t ≤ 1/2
and gt = γ2t−1 for 1/2 ≤ t ≤ 1. From Lemma 6.63 we know that gt#µt is
continuous, but it cannot be a geodesic since Wp(X) is a non-branching space
and we chose that gµ1 6= µ1.
Above, the procedure we used was the pointwise transformation of a geodesic
by isometries such that it branches continuously eventually. Another way to
construct a curve that is projected onto a geodesic but which itself is none is
detailed in the following. It will in particular allow to drop the assumption on
the isometry group.
Lemma 6.65. Let X be such that Wp(X) is a non-branching geodesic space.
In Wp(X) let µt be a geodesic such that there is a g ∈ G with gµ1 6= µ1. Then,
if F : [0, 1] → [0, 1] is a continuous function with F (t) = 1 for all t ≤ t0 < 1
but F (t) 6= 1 for all t > t0, the mixing µ˜t := (F (t) + (1− F (t)g))# µt is not a
geodesic, but its projection onto Shape space is.
Proof. As long as F (t) = 1, µ˜t = µt, but µ˜t branches at t = t0 and can therefore
not be a geodesic anymore. But it is [µ˜t] = F (t)[µt] + (1− F (t))[µt] = [µt] and
therefore a geodesic by assumption.
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Next to questions regarding the correspondence of curves in Wasserstein
space to geodesics in Shape space, it is also interesting to notice whether in
Shape space there is always a geodesic between two given points.
Corollary 6.66. If Wp(X) is geodesic, then Sp(X) is geodesic, too.
Proof. We argue similarly as in the proof of 6.64. Let µ¯, ν¯ ∈ Sp(X) and µ ∈
Wp(X) such that [µ] = µ¯. Then according to Theorem 6.28, there exists a
ν ∈ Wp(X) such that [ν] = ν¯ and Wp(µ, ν) = Dp([µ], [ν]) = Dp(µ¯, ν¯). Since
we assumed Wp(X) to be geodesic, there exists a geodesic µt in Wp(X) with
µ0 = µ and µ1 = ν. Now, according to Proposition 6.57, [µt] is a geodesic in
Sp(X) connecting µ¯ and ν¯.
Remember from Theorem 2.34 that W2(X) is geodesic whenever (X, d) is
geodesic.
The geodesic we have found in the proof of 6.66 between µ¯ and ν¯ need not
be unique. A priori it is not clear whether geodesics between other elements of
the equivalence classes µ¯ and ν¯ which have Wasserstein distance Dp(µ¯, ν¯), are
projected onto the same curve in Shape space. And, quite in general, it can
still be that there are geodesics in Shape space which cannot be written as the
projection of a geodesic, or any other continuous curve, in Wasserstein space at
all.
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Chapter 7
Infinitesimal dynamics on
Shape space
As outlined in Chapter 5, we have defined Shape space to be able to talk about
the dynamics of shapes in quantum theory. The idea was to make quantum
dynamics independent of positioning in (absolute) space. In this chapter, we
finally want to find out, to which extend solutions of the Madelung equations,
and in this sense solutions of the Schro¨dinger equation, can be regarded as the
motion of shapes. Concretely, we want to capture, how much information is
lost, when projecting a solution µt to its image curve [µt] in Shape space and
whether it is possible to find an intrinsic description of this dynamics in Shape
space.1
As in Section 2.4, let (M,h) be a smooth, connected, complete Riemannian
manifold throughout this chapter.
7.1 Isometric actions on TW (M)
In Chapter 6 we have already extensively made use of the fact that ISO(M)
induces an isometric action also on Wp(M) via pushforward of measures. Using
the definition of differentiability of maps between Wasserstein spaces introduced
in Section 3, we are going to see now that ISO(M) also acts isometrically on
TW (M).
Recall the following corollary from Section 3:
1Let us point out that our aim here is different from the aim of investigating symmetry
groups G˜ for the Madelung equations (or the Schro¨dinger equation) and from finding solutions
that are invariant under the action of such a symmetry group and which therefore correspond
to functions on the quotient space M/G˜. The reader who is interested in these kind of things
should consult for example [Olv00].
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Corollary 7.1. Let g ∈ ISO(M). The corresponding pushforward of measures
g# : W (M) → W (M) is differentiable with dg#µ(v) = dg(v), up to a negligible
set.
Remark 7.2. In the expression dg#µ(v) = dg(v), the left hand side displays
the differential of the map g# at point (µ, v) ∈ TµW (M). The right hand side
displays the vector dg(v) ∈ Tg#µW (M), where dgx : TxM → Tg(x)M is the
tangential map of the diffeomorphism g ∈ ISO(M).
Lemma 7.3. Let G be a subgroup of ISO(M). The map
G× TW (M) → TW (M)
(g, (µ, v)) 7→ (gµ, dg(v))
defines an induced action of G on the tangent bundle of W (M), where we regard
dg as a differential of g#.
Proof. It is (id, (µ, v)) 7→ (µ, v) and ((g1g2)µ, d(g1g2)(v)) = (g1(g2µ), dg1dg2(v)),
according to Corollary 3.25.
Note that even though dg#µ(v) = dg(v) is a pointwise well-defined map between
tangent bundles of Wasserstein spaces (it is in particular independent of µ and
dg(v) is a well defined map between tangent bundles of manifolds), it is not
unique as a differential of the map dg#. In this proof we fixed dg as one possible
differential of g#. If we would not do that, i.e. if we would not fix this or fix
no differential at all, results would only hold up to a negligible set which would
not grant an action of G on TW (M).
Remark 7.4. Instead of G we could have equivalently let G# = {g# | g ∈ G}
act on TW (M) (see Corollary 6.14), with the same definition of the action. It’s
just a matter of the perspective which group to choose for this.
Definition 7.5. Let F : W (N)→W (M) be differentiable, dF a fixed differen-
tial of F , µ ∈W (N) and HF (µ) the formal Riemannian metric tensor on W (M)
at point F (µ) ∈ W (M) (see Definition 2.59). Then, for v, w ∈ TµW (M), the
pullback (F ∗H)µ of HF (µ) is defined as
(F ∗H)µ(v, w) := HF (µ)(dFµ(v), dFµ(w)).
Remark 7.6. If we would not fix a differential of F , the pullback would not
be uniquely defined. Unfortunately, one cannot simply say that otherwise the
pullback is only defined up to a negligible set, since these are subsets of TW (M),
whereas F ∗H is defined pointwise on TµW (M)× TµW (M).
Definition 7.7. Analogously to the finite dimensional case, we call a bijective
differentiable map F : W (M) → W (M) with differentiable inverse a formal
Riemannian isometry, in case there is a representative of dF such that for all
µ ∈W (M) (F ∗H)µ(v, w) = Hµ(v, w) for all (v, w) ∈ TµW (M)× TµW (M).
We want to call such a representative as in Definition 7.7 suitable.
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Lemma 7.8. Let g ∈ ISO(M), then g# : W (M) → W (M) is a formal Rie-
mannian isometry.
Proof. Let dg# = dg be the differential found in Lemma 7.1. We have to show
that it is suitable. For this, let µ ∈W (M) and v, w ∈ TµW (M). Then,
(g∗#H)µ(v, w) =
∫
M
hy (dg(v), dg(w)) dgµ(y) =
∫
M
hg−1(y)(v, w) dgµ(y)
=
∫
M
hx(v, w) dµ(x) = Hµ(v, w).
Recall that in Example 3.7 we have already seen that
|||(dg#)µ||| = ess µsup
x∈M
|||dgx||| = 1.
Lemma 7.9. F is a formal Riemannian isometry in the sense of Definition
7.7 iff there is a representative of dF such that for every µ ∈ W (M) dFµ :
TµW (M) → TF (µ)W (M) is a metric isometry in the sense of 6.1 with respect
to the metrics induced by the L2-norms.
Proof. This is a direct consequence of the definition of the formal Riemannian
metric tensor as the L2-scalar product. Let us first assume that F is a formal
Riemannian isometry and let dF be a suitable representative. Then for every
µ ∈W (M) and v ∈ TµW (M),
‖dF (v)‖2L2(F (µ)) = HF (µ)(dF (v), dF (v)) = Hµ(v, v) = ‖v‖2L2(µ).
Conversely, let F be such that there is a representative of dF such that dFµ is an
L2-isometry for every µ ∈ W (M). It in particular preserves the corresponding
L2-scalar products. For µ ∈W (M) and v, w ∈ TµW (M), then,
(F ∗H)µ(v, w) = HF (µ)(dFµ(v), dFµ(w)) =
∫
h(dFµ(v), dFµ(w)) d(F (µ))
=
∫
h(v, w) dµ = Hµ(v, w).
Thus, dF is a suitable representative and F is a formal Riemannian isometry.
Proposition 7.10. Every formal Riemannian isometry is an isometry in the
metric sense of its Wasserstein space.
Proof. Let F be a formal Riemannian isometry. Since by definition F is bijective
with differentiable inverse, every a.c. couple (µt, vt) can be represented as the
image of another a.c. couple (µ˜t, v˜t). Just choose µ˜t := F
−1(µt) and v˜t :=
dF−1(vt). Then, µt = F (µ˜t) and, using Corollary 3.25, vt = dF (v˜t) almost
everywhere. Conversely, every image of an a.c. couple, in the above sense, is an
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a.c. couple. Let dF be a suitable representative. For µ, ν ∈ W (M) and µt a.c.
connecting them, we then have according to 2.57:
W (F (µ), F (ν)) = inf
(F (µt),dF (vt))
∫ 1
0
√
HF (µt)(dF (vt), dF (vt)) dt
= inf
(µt,vt)
∫ 1
0
√
Hµt(vt, vt) dt = W (µ, ν).
It would be interesting to find out, whether the converse implication of
Proposition 7.10 is true as well, as it is in finite dimensions.
We are going to need the following Lemma to legitimize our definition for
the tangent space on S(M) in the next section.
Lemma 7.11. Let g ∈ ISO(M), then Tg#µW (M) = dg (TµW (M)) for all
µ ∈W (M). Here, we again regard dg as a, fixed, differential of g#.
Proof. The inclusion “⊃” follows from dg being a differential of g# and the
other inclusion follows from g−1 being differentiable, too.
Of course, this lemma holds true for every bijective differentiable map F
whose inverse map is differentiable, too.
7.2 Tangent space on S(M)
Before we deal with the construction of tangent spaces on S(M), let us have a
look at the finite dimensional case, where the situation is already well explored:
In case a finite dimensional Lie group G acts smoothly, freely and properly on a
finite dimensional smooth manifold M , the quotient space M/G is a topological
manifold of dimension dim M/G = dim M − dim G. The quotient space
furthermore has a unique smooth structure with respect to which the quotient
map pi : M → M/G is a smooth submersion (see [Lee01]). The orbits G.x,
x ∈M , then, can proven to be embedded submanifolds of M and the kernel of
the linear and surjective map dpix : TxM → Tpi(x) (M/G) is precisely Tx(G.x)
(for these statements see again [Lee01], Lemma 5.29 and Theorem 7.5). This
yields the following isomorphism of linear spaces:
(7.1) T[x]
(
M /G
) ∼= TxM /Tx (G.x) .
This means, qualitatively, in T[x](M/G) all directions showing “orbitwards” are
modded out.
Of course, we cannot apply this statement to our case - W (M) is an infinite
dimensional, only formal, Riemannian manifold and also our G-action is not free
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in general2. However, we can mod out by hand those directions of TµW (M) that
point towards the orbit of µ.
Recall that the group of isometries ISO(M) of a finite dimensional Rie-
mannian manifold M is a Lie group, due to a theorem by Myers and Steenrod,
[MS39]. And in case M = Rn, ISO(M) = O(n)nRn, where O(n) is the orthog-
onal group of Rn and n denotes the semidirect product of groups. We will find
the above mentioned orbitward directions on Wasserstein space to be induced
by the Lie algebra iso(n) of ISO(Rn). One can show that iso(n) = so(n)nRn,
where n denotes the semidirect sum of algebras. (See e.g. [Fec06] for a ref-
erence on this result and for a definition of the semidirect sum. However, we
will be more explicit, below.) By so(n) := {M ∈ Rn×n | M t = −M} we de-
note the vector space of skew-symmetric matrices with the matrix-commutator
[M,N ] := M ·N −N ·M . It is dim iso(n) = dim ISO(Rn) = n(n+1)2 .
We assume that the reader is familiar with the basic notions of Lie theory.3
However, we would like to recall the definition of fundamental vector fields, as
they will be important for us.
Let g be the Lie algebra of a Lie group G, X ∈ g a left-invariant vector field
and γX(t) the maximal integral curve of X starting at the identity element,
i.e. with γX(0) = e. Then ϕX(t) is defined for all values t ∈ R and the map
ϕX : R → G is a homomorphism of Lie groups, i.e. γX(0) = e, ϕX(s + t) =
ϕX(s) · ϕX(t) and ϕsX(t) = ϕX(s · t) for all s, t ∈ R.
Definition 7.12 (Exponential map). The map
exp : g −→ G
X 7−→ ϕX(1)
is called the exponential map of the Lie group G.
The curve R 3 t 7→ exp(tX) = ϕtX(1) = ϕX(t), then, is the maximal integral
curve of X through e and the curve R 3 t 7→ g · exp(tX) the maximal integral
curve of X through g ∈ G.
We now assume that the Lie group G acts on a smooth manifold M . Then,
every element of the Lie algebra g of G defines a certain vector field on M , the
so called fundamental vector field.
Definition 7.13 (Fundamental vector field). Let G act on M on the left
and let further be X ∈ g. The vector field X˜ ∈ Γ∞(M) on M defined by
X˜(x) :=
d
dt
(exp(−tX) · x) |t=0
2Just consider a normal distribution on R3 centered around the origin. It is invariant under
rotations, as we have seen in Section 4.2.
3For more background knowledge on Lie theory consult for example [Bau09] (in German)
or [Lee01].
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is called the fundamental vector field corresponding to X.4
The map g → Γ∞(M), X 7→ X˜ is linear and [˜X,Y ] = [X˜, Y˜ ], where the
latter is the commutator for vector fields, i.e. the Lie bracket. In particular, the
set of all fundamental vector fields form a Lie-subalgebra of the Lie-algebra of
all smooth vector fields on M and is Lie-algebra homomorphic to g.
Is G the isometry group of a complete Riemannian manifold (M,h), the
Lie algebra of fundamental vector fields corresponding to g is precisely the Lie
algebra of Killing vector fields5, the so called Killing algebra on (M,h). In case
M = Rn and h is the Euclidean metric tensor, one can calculate the general
Killing vector field ([Fec06]), and thus the general fundamental vector field, to
be of the form
(7.2) ξ(A,a) =
1
2
(Ah)ijMij + a
iPi,
where A ∈ so(n) and a ∈ Rn. Here, we have used the Einstein summation
convention. The vector fields
(7.3) Mij = −Mji = xi∂j − xj∂i and Pi = ∂i
constitute a basis of the Killing algebra.
Recall from Section 2.4, in particular Theorem 2.47, that the tangent space
on W (M) is constructed using the weak continuity equation. A family of vector
fields vt is considered to be tangent along an absolutely continuous curve µt if
the weak continuity equation holds and if ‖vt‖L2(µt) is minimal among all the
possible solutions. Now, to identify all those tangent vectors that show in the
direction of the orbit, let us consider the pushforward of a measure µ by the
flow of the left-invariant vector fields on G = ISO(M).
Proposition 7.14. Let X ∈ g and X˜ be the corresponding fundamental vector
field on M . Further, let µ ∈ W (M) and µt := exp(−tX)#µ, 0 ≤ t ≤ 1. Then,
the tuple (µt, X˜) is a solution of the weak continuity equation (2.6), i.e.∫ 1
0
∫
M
(
∂
∂t
ϕ(x, t) + h(∇ϕ(x, t), X˜(x))
)
d(exp(−tX)#µ)(x)dt = 0.
Proof. The integral curve exp(−tX) on G defines the flow exp(−tX) : M →
M on M which is a diffeomorphism for every t and exp(0) = Id. It is in
particular the flow of the fundamental vector field X˜, so that the statement of
the proposition follows from Theorem 2.42.
Let us note that because the tangent map of the orbit map gx : G →
G.x, g 7→ g.x at point e, i.e. (dgx)e : TeG → TxG.x, is surjective, every curve
4There is a similar definition for right-actions of G. But here, we will only be interested in
left-actions.
5A vector field X is a Killing vector field of the Riemannian metric h, in case LXh = 0,
where L denotes the Lie derivative.
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that is initially tangential to G.x infinitesimally coincides with the integral line
of a fundamental vector field starting at x. This is why in our case we will settle
with those kinds of curves considered in Proposition 7.14. By doing this, we
naturally only consider the path-connected component of IdG with respect to
which directions it is going to be modded out by.
The next question to be asked is whether µt from Proposition 7.14 is indeed
absolutely continuous in W (M). According to Theorem 2.47 this is so, in case∫ 1
0
‖X˜‖L2(µt) dt <∞.
We will give a positive answer for this only in case (M,h) is the Euclidean
space. However, we conjecture that the same holds true also for compact mani-
folds and Riemannian manifolds with nonnegative curvature. In the hyperbolic
case a restriction to the subspace of compactly supported measures seems nec-
essary.
Proposition 7.15. Let X˜ be a fundamental vector field corresponding to an
element X ∈ iso(n) and let µ ∈W (Rn). Then
‖X˜‖L2(µ) <∞.
Proof. First we point out that since µ ∈ W (M), it is ∫Rn ‖x‖2 dµ(x) < ∞.
Because of this, also
∫
Rn xi dµ(x) < ∞ and
∫
Rn xixj dµ(x) < ∞, where xi
denotes the i-th component of x.
In (7.2) we have seen that every fundamental vector field X˜ on Rn is of the
form X˜ = 12 (Ah)
ijMij + a
iPi. So, calculating the Euclidean norm of X˜, we
obtain for a = (a1, ..., an),
‖X˜‖2 = ‖1
2
AijMij‖2 + ‖a‖2 + 〈AijMij , aiPi〉.
The integral over the second term is finite. The third term is a linear combina-
tion of the components xi, whose integral is again finite. The first term consists
of a linear combination of terms of the form x2i + x
2
j plus a linear combination
of terms of the form xixj . The integral over both of these terms is also finite,
which means that in total
∫
Rn ‖X˜‖2dµ = ‖X˜‖2L2(µ) <∞.
Lemma 7.16. Let G be the Lie group of isometries of a Riemannian mani-
fold M and g its Lie algebra. Further, let X˜ be the fundamental vector field
corresponding to X ∈ g. If µ ∈ P(M) and µt := (exp(−tX))#µ, then, for all t,
‖X˜‖2L2(µt) = ‖X˜‖2L2(µ).
Proof.
‖X˜‖2L2(µt) =
∫
Rn
‖X˜x‖2 d((exp(−tX)#µ)(x) =
∫
Rn
‖X˜exp(−tX)y‖2 dµ(y)
=
∫
Rn
‖d(exp(−tX))X˜y‖2 dµ(y) =
∫
Rn
‖X˜y‖2 dµ(y)
= ‖X˜‖2L2(µ).
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Corollary 7.17. Let X ∈ iso(n), X˜ the corresponding fundamental vector field,
µ ∈W (M) and µt := (exp(−tX))#µ. Then∫ 1
0
‖X˜‖L2(µt) dt <∞.
Proof. Combining Lemma 7.16 and Proposition 7.15, we get∫ 1
0
‖X˜‖L2(µt) dt =
∫ 1
0
‖X˜‖L2(µ) dt = ‖X˜‖L2(µ) <∞.
But although X˜ is an element of L2(µt) for all t and fulfills the regularity
condition of Corollary 7.17, it is not necessarily the minimal vector field along
µt. (Consider for example for n = 2, µt := exp(−tX)#µ where µ has a normal
distribution and exp(−tX) consists of rotations around the origin. Then µt = µ
for all t and the minimal vector field is 0.) But as we have seen in Proposition
3.16, we can apply the orthogonal linear projection Pµ : L2(µ)→ TµW (Rn), so
that Pµt(X˜) ∈ TµtW (Rn) and the continuity equation still holds. This is why
we define
Uµ := {Pµ(X˜) | X˜ is a fundamental vector field} ⊂ L2(µ).
Uµ is a complete subspace of TµW (Rn) and contains all the vectors pointing
towards the orbit of µ. With this definition, we can finally propose a notion for
T[µ]S(Rn).
Definition 7.18 (Tangent space on S(Rn)). We define the tangent space on
S(Rn) at point [µ] to be the set
T[µ]S(Rn) := TµW (Rn)
/
Uµ .
Proposition 7.19. It is
TµW (Rn)
/
Uµ
∼= TgµW (Rn)
/
Ugµ .
In this sense, Definition 7.18 is independent of the choice of the representative.
Proof. We know from Lemma 7.11 that dg : TµW (Rn) → TgµW (Rn) is an
isomorphism for every g ∈ G. It remains to show that dg also maps Uµ iso-
morphically onto Ugµ. To show this, let us recall the known fact that if X˜ is a
fundamental vector field, then so is dg(X˜) (see for example [Bau09], Theorem
1.25). Since for v = v>⊕v⊥ ∈ TµW (Rn)⊕T⊥µ W (Rn), dg(v) = dg(v>)⊕dg(v⊥)
with dg(v>) ∈ TgµW (Rn) and dg(v⊥) ∈ T⊥µ W (Rn), it is dg ◦ Pµ = P gµ ◦ dg.
So, if v ∈ Uµ, then there is a fundamental vector field X˜ such that v = Pµ(X˜)
and dg(v) = dg(Pµ(X˜)) = P gµ(dg(X˜)) and the statement holds true.
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Example 7.20.
T[δ]S(R3) = R3
/
Uµ
∼= {0}.
On can interpret this in a sense that there is no non-trivial classical one-particle
motion in Shape space (which quantifies what we have mentioned in Chapter 5
about the motion of classical particles).
Remark 7.21. Definition 7.18 is meaningful for every µ ∈ W (M) on a general
Riemannian manifold, as long as
∫ 1
0
‖X˜‖L2(µt) dt <∞ for every µt of the form
µt = (exp(−tX))#µ. In particular, Proposition 7.19 does not use any properties
specific to Rn. Just substitute M for Rn.
7.3 Quantum dynamics on S(Rn)
To finalize the program that we have outlined in Chapter 5 we now want to
find out, how far solutions of the free Schro¨dinger equation can naturally be
regarded as curves in Shape space.
To begin with, let thus ψ(x, t) be a solution of the free Schro¨dinger equation
(i.e. of equation (4.1) with V = 0), ρ(x, t) = |ψ(x, t)|2 and dµt = ρ(x, t)dλ,
while λ being the Lebesgue measure on R3.
Proposition 7.22. There is no g ∈ ISO(R3) such that µt = gµs for all possible
times s 6= t. In particular, µt 6= µs for all t 6= s.
In particular, this means that [µt] 6= [µs] for all times t 6= s, so that a
passage from the curve of probability measures on the background space R3 to
a curve of shapes (without explicit background) is possible in a meaningful and
well-defined way.
Proof of Proposition 7.22. To prove our claim we use formula (4.7), i.e. the
fact that free wave packets spread over time. Let t0 = 0 and t > s. Assume
µt = gµs. Then according to Lemma 4.11, ρ(x, t) = ρ(g
−1(x), t).
σ2x(t) =
∫
R3
(x− 〈x(t)〉)2 dµt =
∫
R3
(
x−
∫
R3
x dµt
)2
dµt
=
∫
R3
(
x−
∫
R3
x ρ(g−1(x), s) dλ(x)
)2
ρ(g−1(x), s) dλ(x)
=
∫
R3
(
g(x)−
∫
R3
g(x) dµs(x)
)2
dµs(x)
=
∫
R3
‖g(x)‖2 dµs(x)−
(∫
R3
g(x) dµs(x)
)2
The last step is a general rule for variances.
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It is ISO(R3) = O(R3) n R3, where O(R3) is the orthogonal group of R3.
So, suppose first that g ∈ O(R3). Then,∫
R3
‖g(x)‖2 dµs(x)−
(∫
R3
g(x) dµs(x)
)2
=
∫
R3
‖x‖2 dµs(x)−
(
g
(∫
R3
x dµs(x)
))2
=
∫
R3
‖x‖2 dµs(x)−
(∫
R3
x dµs(x)
)2
.
So σ2x(t) = σ
2
x(s) which cannot be true due to the spreading of wave packets.
Assume now that g(x) = x+ a, a ∈ R3. Then∫
R3
‖g(x)‖2 dµs(x)−
(∫
R3
g(x) dµs(x)
)2
=
∫
R3
(‖x‖2 + 2〈x, a〉+ ‖a‖2) dµs(x)− (∫
R3
x dµs(x) +
∫
R3
a dµs(x)
)2
=
∫
R3
‖x‖2 dµs(x) +
∫
R3
〈x, a〉 dµs(x) +
∫
R3
‖a‖2 dµs(x)
−
(∫
R3
x dµs(x)
)2
−
(∫
R3
a dµs(x)
)2
− 2〈
∫
R3
x dµs(x),
∫
R3
a dµs(x)〉
= σ2x(s).
In this case, again, σ2x(t) = σ
2
x(s) and thus a contradiction.
Corollary 7.23. Let g ∈ ISO(R3). Then ψ(x, t) 6= ψ(g−1(x), s) for all t, s.
Proof. Suppose ψ(x, t) = ψ(g−1(x), s), then also |ψ(x, t)|2 = |ψ(g−1(x), s)|2, i.e.
ρ(x, t) = ρ(g−1(x), s), which does not hold true.
Let us now continue to study of the specific solution of the Schro¨dinger
equation that we were already engaged with in Chapter 4. In the following
let ψ(x, t) always be of the form (4.10), ρ(x, t) of the form (4.11), S(x, t) the
phase of ψ(x, t) and Fs(·, t) the flow map of ∇S(x, t) (see Lemma 4.9). Let
furthermore µt be the measure defined by dµt = ρ(x, t)dλ(x).
Lemma 7.24. Let g ∈ O(3). Then µt is invariant under the action of g, i.e.
gµt = µt.
Proof.
ρ(g−1(x), t) = N2(1 +
~2t2
m2l4
)−3/2 exp
(
−
(
l2 +
~2t2
m2l2
)−1
‖g−1(x)‖2
)
= N2(1 +
~2t2
m2l4
)−3/2 exp
(
−
(
l2 +
~2t2
m2l2
)−1
‖x‖2
)
= ρ(x, t).
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In Theorem 4.12 we have seen that Fs(·, t) is the optimal transport map from
µs to µt. Now we will see that the optimal transport of the ranged measure gµt
to µs is given by the composition of moving gµt back to µt and transporting
this to µs.
Proposition 7.25. Let g ∈ ISO(R3). Then Fs(·, t) ◦ g−1 is the optimal trans-
port map from gµs to µt for every t, s.
Proof. As in Theorem 4.12, we argue with the cost function d2/2. (See also
Remark 4.13). Because of Lemma 7.24, we only have to deal with isometries of
the form g(x) = x+ a, a ∈ R. Let g be such a map. Defining C =
√
1+ ~
2
m2l4
t2
1+ ~
2
m2l4
s2
and ϕ¯(x) := 12C‖x − a‖2, we see that Fs(g−1(x), t) = C(x − a) = ∇ϕ¯. With
this and ϕ(x) := 12
(‖x‖2 − C‖x− a‖2), the rest of the proof is analogous to the
proof of Theorem 4.12.
Theorem 7.26. Let g(x) = x+ a ∈ ISO(R3) with a ∈ Rn. Then
(7.4) W (gµs, µt)
2 = W (µt, µs)
2 + ‖a‖2.
Equation (7.4) resembles Pythagoras’ formula: Going with the flow of ∇S
and translation by a seem to be in this sense orthogonal to each other.
Proof. Again, for calculational convenience we use the cost function d2/2, so
that in the end we have to multiply by the factor 2. With the definition of C
as in the previous proof, we have
W d
2/2(gµs, µt)
2 =
1
2
∫
R3
‖x− Fs(g−1(x), t)‖2 d(gµs)(x)
=
1
2
∫
R3
‖g(x)− Fs(x, t)‖2 dµs(x)
=
1
2
∫
R3
‖x− a− Cx‖2 dµs(x).
Defining Q¯ := N2
(
1 + ~
2s2
m2l4
)−3/2
and A¯ :=
(
l2 + ~
2s2
m2l2
)−1
transforms this into
Q¯
2
∫
R3
‖(1− C)x− a‖2 exp (−A¯‖x‖2) dλ(x).
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Performing a transformation with the diffeomorphism Φ(y) = 11−C (y+a) yields
Q¯
2
∫
R3
‖y‖2 exp
(
− A¯
(1− C)2 ‖y + a‖
2
)
1
(1− C)3 dλ(x)
=
Q¯
2(1− C)3
∫
R3
‖y‖2 exp
(
− A¯
(1− C)2
(‖y‖2 + ‖a‖2 + 2〈a, y〉)) dλ(x)
=
Q¯
2(1− C)3 exp
(
− A¯
(1− C)2 ‖a‖
2
)
·∫
R3
‖y‖2 exp
(
− A¯
(1− C)2
(‖y‖2 + 2〈a, y〉)) dλ(x).
Define A := 2 A¯(1−C)2 , Q :=
Q¯
(1−C)3 exp
(− 12A‖a‖2) and s := −Aa. We then have
1
2
Q
∫
R3
‖y‖2 exp
(
−1
2
A‖y‖2 + 〈s, y〉
)
dλ(x)
=
(
2pi
A
)3/2
exp
(
1
2A
‖s‖2
)(
3Q
2A
+
Q
2A2
‖s‖2
)
=
(
2pi
A
)3/2
exp
(
A
2
‖a‖2
)(
3Q
2A
+
Q
2
‖a‖2
)
=
(
2pi
A
)3/2
Q
2
exp
(
A
2
‖a‖2
)(
3
A
+ ‖a‖2
)
=
(
2pi
A
)3/2
Q¯
2(1− C)3
(
3
A
+ ‖a‖2
)
=
(
2pi(1− C)2
2A¯
)3/2
Q¯
2(1− C)3
(
3(1− C)3
2A¯
+ ‖a‖2
)
=
( pi
A¯
)3/2 Q¯
2
(
3(1− C)2
2A¯
+ ‖a‖2
)
.
Substituting the remaining abbreviations, we get
pi3/2l3
(
1 +
~2s2
m2l4
)3/2
(l2pi)−3/2
2
(
1 +
~2s2
m2l4
)−3/2
·3
2
(
l2 +
~2s2
m2l2
)(
1−
√
1 + ~
2t2
m2l4
1 + ~
2s2
m2l4
)2
+ ‖a‖2

=
1
2
3
2
l2
(
1 +
~2s2
m2l4
)(
1−
√
1 + ~
2t2
m2l4
1 + ~
2s2
m2l4
)2+ ‖a‖2

=
3
4
l2
(√
1 +
~2s2
m2l4
−
√
1 +
~2t2
m2l4
)2
+
1
2
‖a‖2
= W d
2/2(µt, µs)
2 +
1
2
‖a‖2.
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The last step follows from Theorem 4.16.
Evidently, W (gµs, µt) is minimal, in case a = 0. So we can formulate the
following corollary.
Corollary 7.27. For all times t, s we have
W2(µt, µs) = D2([µt], [µs]).

So not only is the passage from µt to [µt] a meaningful procedure, as we have
seen in Proposition 7.22, for this particular solution also the distances between
the intermediate times do not change by this: There is no location on space a
measure µt can be brought to such that cost for transporting it to any other µt
gets cheaper. Or, in other words, µt cannot be brought closer to any µs than the
location it is already situated. Using Corollary 4.17, this leads to the following
important statement.
Theorem 7.28. Let the curve of measures µt be defined by dµt = ρ(x, t)dλ(x),
where ρ(x, t) is of the form (4.11). Then for s, t, u ∈ R≥0, s < u < t it is
D([µs], [µt]) = D([µs], [µu]) +D([µu], [µt]).
So ([µt]) is a geodesic in S(R3) in the sense of shortest paths.
Coming back to what we have outlined in Chapter 5, we have seen that
the curve µt can naturally be regarded as motion in Shape space, as a curve
that subjects the change of shapes. In particular without resorting to a spatial
background structure. With the definitions in Section 7.2, also 1m∇S(x, t) can
naturally be regarded as tangent to [µt]: Since µs 6= gµt for any t, s ∈ [0,∞] and
g ∈ ISO(R3), ∇S can be attached to [µt] in a well-defined way. And because
∇S(x, t) 6= Pµt(X˜) for any fundamental vector field X˜, [∇S(x, t)] 6= 0.
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Appendix A
Additional information
A.1 Useful concepts
In this part of the appendix, we briefly recall a few basic concepts which are
of importance to us. For a thorough reading on the topological notions and on
proper maps we recommend for example [TD09] (available also in English) or
[Que01]. More information on Polish spaces and can be found in [Que01].
A.1.1 Topological spaces
Let X be a topological space. For the definition of proper maps we have given
in 3.2, we needed to know what locally compact and what Hausdorff spaces are.
We recall the definitions here.
Definition A.1. A neighborhood Ux of a point x ∈ X is a subset of X which
contains an open subset V of x which in turn contains X, i.e. x ∈ V ⊂ Ux.
Definition A.2. X is called locally compact if every point in X has a compact
neighborhood.
Example A.3. Rn with the euclidean topology is locally compact, Qn together
with the induced topology is not.
Definition A.4. X is called a Hausdorff space if for every two points x, y ∈ X
there exist neighborhoods Ux of x and Uy of y with Ux ∩ Uy = ∅.
Since on general topological spaces there is no notion of distance between
elements, continuous functions between topological spaces cannot be charac-
terized via convergence of sequences, other than continuous functions between
metric spaces. However, there is a generalization of this concept, namely the
convergence of so called nets, which we want to discuss briefly. We used this in
the proof of Lemma 6.21, where we proved the continuity of the group action
of G on Pp(X), provided G is a topological group with continuous group action
on X.
99
Definition A.5. A set I is called directed if there is a relation C on I with the
properties
1. i C i ∀i ∈ I,
2. i1 C i2 ∧ i2 C i3 ⇒ i1 C i3,
3. ∀ i1, i2 ∈ I ∃ i3 ∈ I : i1 C i3 ∧ i2 C i3.
Definition A.6. Let I be a directed set and X a set. A net is defined as a
map x : I → X and often denoted by (xi)i∈I , in analogy to sequences.
Apparently, every sequence is a net with I = N.
Definition A.7. Let X be a topological space. A net (xi)i∈I converges towards
x ∈ X, denoted by xi → x, if for each neighborhood Ux of x there is an i0 ∈ I
such that xi ∈ U for all i0 C i.
In Hausdorff spaces, limits of nets are unique [Wil04].
Theorem A.8. Let f : X → Y be a map between topological spaces. One
can show, [Que01], that f is continuous in x ∈ X iff from xi → x it follows
f(xi)→ f(x) for every net (xi)i∈I in X.
In Section 6.3 we provided the isometry group of a Riemannian manifold
with the compact-open topology to ensure that the Shape distance is really
metric distance. We here recall the definition of this topology. By C(X,Y ) we
mean the set of continuous functions from X to Y .
Definition A.9. A collection B of open subsets of a topological space X is
called a basis for the topology, in case every open subset of X can be written
as an arbitrary union of elements of B.
Definition A.10 (Compact-open topology). Let X,Y be topological spaces
and H ⊂ C(X,Y ). For A ⊂ X and B ⊂ Y let
[A,B] := {f ∈ H | f(A) ⊂ B} ⊂ H.
The set
BSub := {[C,O] ⊂ H | C ⊂ X compact, O ⊂ Y open }
defines the subbasis of the compact-open topology on H. This means that
B := {
n⋂
i=1
[Ci, Oi] | Ci ⊂ X compact, Oi ⊂ Y open , 1 ≤ i ≤ n, n ∈ N}
is a basis for the compact-open topology on H.
This means, with respect to the compact-open topology, every open subset
of H is an arbitrary union of finite intersections of elements in BSub.
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A.1.2 Proper maps
The help of proper maps is needed in this thesis at two occasions. First, to find
examples of maps between Wasserstein spaces that are absolutely continuous
(Definition 3.2 and Theorem 3.3) and secondly, in the form of proper actions,
to find conditions for which the Shape distance is actually a metric distance
(Definition 6.24 and Corollary 6.29). Here, we give a more general definition of
a proper map than we have given in 3.2 and relate these two definitions with
each other. For a proof of the theorems given below, see [TD09].
Let X and Y be topological spaces.
Definition A.11. A continuous map f : X → Y is called proper, if one of the
following equivalent conditions are fulfilled:
1. f is closed and every preimage f−1(y), y ∈ Y is compact
2. For every space T , f × id : X × T → Y × T is closed
The equivalence of these two conditions is due to a property of compactness
which does not use open covers:
Theorem A.12. If the projection X × T → T is closed for every T then X is
compact.
Now, one can show the following two theorems, the latter of which is taken
as the definition for proper maps in section 3, Definition 3.2:
Theorem A.13. Is f : X → Y proper and K ⊂ Y compact, then f−1(K) is
compact.
Theorem A.14. Let f be a continuous map from a Hausdorff space X to a
locally compact Hausdorff space Y . Then f is proper iff for every compact set
K ⊂ Y the preimage is compact. In case f is proper, then X is locally compact.
A.1.3 Disintegration theorem
To be able to prove Theorem 3.3, we rely on the following statement (see
[AGS08]).
Theorem A.15. Let X and Y be Radon spaces. Furthermore let µ ∈ P(X) and
f : X → Y be a measurable map. Then there exists a f#µ-almost everywhere
uniquely determined family of probability measures {µy}y∈Y on X such that
• for every measurable set A ⊂ X the map y 7→ µy(A) is measurable,
• µy(X \ f−1(y)) = 0 for f#µ-almost every y ∈ Y ,
• for every measurable function g : X → [0,∞] it is∫
X
g(x) dµ(x) =
∫
Y
∫
f−1(y)
g(x) dµy(x)df#µ(y).
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This means in particular that any µ ∈ P(X × Y ) whose first marginal ν is
given can be represented in this disintegrated way.
On the other hand, whenever there is a measurable (in the sense of the first
item above) family µx ∈ P(Y ) given, for any ν ∈ P(X) the following formula
defines a unique measure µ ∈ P(X × Y ):
µ(f) =
∫
X
(∫
Y
f(x, y) dµx(y)
)
dν(x),
with f : X × Y → R being a nonnegative measurable function. In this sense,
disintegration can be seen as an opposite procedure to the construction of a
product measure.
A.2 Remarks on differentiable structures on
probability measures
A.2.1 Otto’s approach
The intuition that on Rn the set of probability-densities ρ allows for a formal
infinite dimensional Riemannian structure based on the Wasserstein distance is
due to Felix Otto. In his seminal paper [Ott01] he applied this to study the
porous medium equation, interpreted as a Wasserstein-gradient flow. While the
concepts developed there were still on a heuristic level, later other authors have
set out to make notions precise and calculations rigorous (see [Vil08] for an
exhaustive bibliography). In this treatise, we are mainly concerned with the
approach taken by Ambrosio, Gigli and Savare´, which started with [AGS05].
However, to enable the reader to compare literature we briefly want to mention
Ottos original ideas. He explicitly noted to be “deliberately sloppy about the
differential structure of the manifold”. To start with, he thought of the tangent
space at a density ρ as {s : Rn → R | ∫ s dλ = 0}. Which makes sense since
an infinitesimal variation of ρ should not change its total mass. Having the
continuity equation ∂tρ+∇ · (ρ∇p) = 0 in mind, in a next step Otto identified
this space, up to an additive constant, with all the maps p : Rn → R for which
−∇ · (ρ∇p) = s holds, s having zero Lebesgue mass. Then the Riemannian
metric tensor is defined by
hρ(s1, s2) :=
∫
〈∇p1,∇p2〉 ρdλ,
where si = ∇· (ρ∇pi). Equivalently, the tangent space at ρ can directly be seen
as {(−∇ · (ρv)}, v ranging through all the gradients. Accordingly, the metric
tensor looks like hρ(−∇(vρ),−∇(wρ)) :=
∫ 〈v, w〉 ρdλ.
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A.2.2 John Lott’s geometric calculations on Wasserstein
space
In [Lot07], John Lott studied geometric properties of the space
P∞2 (M) := {µ ∈ P2(M) | µ = µ(x)dvolM , µ(x) > 0, µ ∈ C∞(M)}1,
where the manifold M is supposed to be smooth, connected and closed. Instead
of equipping P∞2 (M) with the Wasserstein (subspace-) topology, Lott claims the
existence of an (infinite dimensional) smooth structure in the sense of [KM97].
Coordinates of a measure µ are then given by (Fφ(µ))φ∈C∞(M), where Fφ(µ) :=∫
M
φ dµ. Although being a priori topologically distinct from Wasserstein space,
Lott claims the smooth tangent space at P∞2 (M) to correspond to the definition
Otto gave. Assuming this is true, every ac curve in P∞2 (M) is almost everywhere
differentiable. Within this setup, Lott showed that for every smooth curve, its
length with respect to the Wasserstein distance equals its Riemannian length,
using Otto’s Riemannian metric.
A.2.3 Geometric tangent space
The definition of the tangent space at point µ we gave in 2.5 has the unsatisfying
feature that dim TδW (M) = dim M , whereas often, dim TµW (M) = ∞. In
[Gig08], Gigli defined what he called the geometric tangent space. The basic
idea is that it consists of all constant speed geodesics which start at the point µ
where the tangent space is supposed to be located at, such that it can be thought
of space of directions. It can be turned into a complete and separable metric
space and it can be shown that it is generally larger than the regular, analytic,
tangent space. It allows for an injective isometry of the latter, mapping ∇ϕ
to the constant speed geodesic (Id × t∇ϕ)#µ. However, in case µ is a regular
measure, this map is an isomorphism. This situation becomes comprehensible by
recalling that not every geodesic is induced by a map in the above manner (but
which is indeed the case as soon as the starting point is a regular measure). Of
course, every geodesic is an absolutely continuous curve and its tangent vectors
are well-defined for every t ∈ (0, 1). But at time t = 0 it can be the case that
mass needs to be split and this ”direction” cannot be captured by a tangent
vector in the analytical tangent space. These are precisely the directions which
are added in the geometric tangent space.
Gigli used his enlarged tangent space in [Gig08] to define a subdifferential
calculus for geodesically convex functionals that is able to reproduce classical
results from convex analysis. We, on the other hand, are interested in defining
a total derivative for mappings between Wasserstein spaces. For this, it seems
more convenient to use the analytic tangent space. But also due to the relation-
ships we want to draw with Quantum mechanics, we are prone to the study of
differentiability properties along ac curves.
1Here we use the same symbol for the measure and its density with respect to the Rieman-
nian volume.
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