Abstract. This paper describes sufficient conditions to ensure the correct ergodicity of the Adaptive Metropolis (AM) algorithm of Haario, Saksman, and Tamminen [9] , for target distributions with a non-compact support. The conditions ensuring a strong law of large numbers and a central limit theorem require that the tails of the target density decay super-exponentially and have regular contours. The result is based on the ergodicity of an auxiliary process that is sequentially constrained to feasible adaptation sets, and independent estimates of the growth rate of the AM chain and the corresponding geometric drift constants. The ergodicity result of the constrained process is obtained through a modification of the approach due to Andrieu and Moulines [1] .
Introduction
The Markov chain Monte Carlo (MCMC) method, first proposed by [13] , is a commonly used device for numerical approximation of integrals of the type π(f ) = f (x)π(x)dx where π is a probability density function. Intuitively, the method is based on producing a sample (X k ) n k=1 of random variables from the distribution π defines. The integral π(f ) is approximated with the average I n := n −1 n k=1 f (X k ). In particular, the random variables (X k ) n k=1 are a realisation of a Markov chain, constructed so that the chain has π as the unique invariant distribution.
One of the most commonly applied constructions of such a chain in R d is to let X 0 ≡ x 0 with some fixed point x 0 ∈ R d , and recursively for n ≥ 1, (Theorem 13) holds for the original AM process (without re-projections) having a target distribution supported on R d . Essentially, the target density π must have asymptotically lighter tails than π(x) = ce − x p for some p > 1, and for large enough x , the sets A x = {y ∈ R d : π(y) ≥ π(x)} must have uniformly regular contours. Our assumptions are very close to the well-known conditions proposed by Jarner and Hansen [12] to ensure the geometric convergence of a (non-adaptive) Metropolis process.
The ergodicity results for the AM process rely on three main contributions. First, in Section 2, we describe an adaptive MCMC framework, in which the adaptation parameter is constrained at each time to a feasible adaptation set. In Section 3, we prove a strong law of large numbers and a central limit theorem for such a process, through a modification of the technique of Andrieu and Moulines [1] . Second, we propose an independent estimate for the growth rate of a process satisfying a general drift condition in Section 4. Third, in Section 5, we provide an estimate for constants of geometric drift for a symmetric random-walk Metropolis process, when the target distribution has super-exponentially decaying tails with regular contours.
The paper is essentially self-contained, and assumes little background knowledge. Only the basic martingale theory is needed to follow the argument, with the exception of Theorem 21 by Meyn and Tweedie [14] , restated in Appendix A. Even though we consider only the AM algorithm, our techniques apply also to many other adaptive MCMC schemes of similar type.
General Framework and Notations
We consider an adaptive Markov chain Monte Carlo (MCMC) chain evolving in space X × S, where X is the state space of the "MCMC" chain (X n ) n≥0 and the adaptation parameter (S n ) n≥0 evolves in S ⊂ S, where S is a separable normed vector space. We assume an underlying probability space (Ω, F Ω , P), and denote the expectation with respect to P by E. The natural filtration of the chain is denoted with F := (F k ) k≥0 ⊂ F Ω where F k := σ(X j , S j : 0 ≤ j ≤ k). We also assume that we are given an increasing sequence K 0 ⊂ K 1 ⊂ · · · ⊂ K n ⊂ S of subsets of the adaptation parameter space S. The random variables (X n , S n ) n≥0 form a stochastic chain, starting from S 0 ≡ s 0 ∈ K 0 ⊂ S and X 0 ≡ x 0 ∈ X, and for n ≥ 0, satisfying the following recursion,
S n+1 = σ n+1 (S n , η n+1 H(S n , X n+1 )) (2) where P s is a transition probability for each s ∈ S, H : S × X → S is an adaptation function, and (η n ) n≥1 is a decreasing sequence of adaptation step sizes η n ∈ (0, 1). The functions σ n : S × S → S are defined as
Thus, σ n ensures that S n lies in K n for each n ≥ 0. The recursion (2) can also be considered as constrained Robbins-Monro stochastic approximation; see [1, 4] and references therein. Let V : X → [1, ∞) be a function. We define a V -norm of a function f as
As usual, we denote the integration of a function f with respect to a (signed) measure µ as µ(f ) := f (x)µ(dx), and define P f (x) := f (y)P (x, dy) for a transition probability P . The V -norm of a signed measure is defined as
The indicator function of a set A is denoted as ½ A (x) and equals one if x ∈ A and zero otherwise. In addition, we use the notations a∨b := max{a, b} and a∧b := min{a, b}.
Ergodicity of Sequentially Constrained Adaptive MCMC
This section contains general ergodicity results for a sequentially constrained process defined in Section 2. These results can be seen auxiliary to our results on Adaptive Metropolis in Section 5, but may be applied to other adaptive MCMC methods as well.
Suppose that the adaptation algorithm has the form given in (1) and (2) , and the following assumptions are satisfied for some c ≥ 1 and ǫ ≥ 0. (A1) For each s ∈ S, the transition probability P s has π as the unique invariant distribution. (A2) For each n ≥ 1, the following uniform drift and minorisation condition holds for all s ∈ K n
where C n ⊂ X is a subset (a minorisation set), V : X → [1, ∞) is a drift function such that sup x∈Cn V (x) ≤ b n , and ν s is a probability measure on X, concentrated on C n . Furthermore, the constants λ n ∈ (0, 1) and b n ∈ (0, ∞) are increasing, and δ n ∈ (0, 1] is decreasing with respect to n, and they are polynomially bounded so that
(A3) For all n ≥ 1 and any r ∈ (0, 1], there is c
Theorem 1. Assume (A1)-(A4) hold and let f be a function with f V α < ∞ for some α ∈ (0, 1 − β). Assume ǫ < κ
, where κ * ≥ 1 is an independent constant, and that
The proof of Theorem 1 is postponed to the end of this section. We start by the following lemma, whose proof is given in Appendix A. It shows that if we have polynomially worse bounds for drift and minorisation constants, then the speed of geometric convergence can get only polynomially worse.
Lemma 2. Suppose (A2) holds. Then, one has for r ∈ (0, 1] that for all s ∈ K n and
where κ 2 > 0 is an independent constant, and c 2 = c 2 (c, r) ≥ 1.
Observe that the statement in Lemma 2 entails that any function f V < ∞ is integrable with respect to the measures π and P k s (x, · ), for all x ∈ X, k ≥ 1, and s ∈ ∪ n≥0 K n . The next three results are modified from Proposition 3, Lemma 5, and Proposition 6 of [1] , respectively. The first one bounds the regularity of the solutionŝ f s of the Poisson equation
for a polynomially Lipschitz family of functions.
Given an increasing sequence of subsets K n ⊂ S, n ≥ 1, we say that a family of functions {f s } s∈S , with
Proposition 4. Suppose that (A1)-(A3) hold, and the family of functions {f s } s∈S is (K n , V r )-polynomially Lipschitz with constants (c, ǫ), for some r ∈ (0, 1]. There is an independent constant κ 3 > 0 and a constant c 3 = c 3 (c, c
(ii) Define, for any s ∈ S, the function
Then,f s solves the Poisson equation (6) , and the families {f s } s∈S and {P sfs } s∈S are (K n , V r )-polynomially Lipschitz with constants (c 3 , κ 3 ǫ). In other words,
Proof. Throughout the proof, suppose s, s ′ ∈ K n . The part (i) follows easily from Lemma 2, since
Consider then (ii). The estimate (8) follows by the definition off s and Lemma 2,
The above bound clearly applies also to P sfs V r , and the convergence implies that f s solves (6) . For (9) , define an auxiliary transition probability by setting Π(x, A) := π(A) and write
since πP s = π for all s. By Lemma 2 and Assumption (A3), we have for all s, s ′ ∈ K n and j ≥ 0
which gives that
Write thenf
By Lemma 2 and estimate (10) we have
The same bound applies, with a similar argument, to P sfs − P s ′f s ′ .
Lemma 5. Assume that (A2) holds. Then, for all r ∈ [0, 1], any sequence (a n ) n≥1 of positive numbers, and (x 0 , s 0 ) ∈ X × K 0 , we have that
where the constant c 4 depends only on c.
Proof. For (x 0 , s 0 ) ∈ X × K 0 and k ≥ 1, we can apply the drift inequality (3) and the monotonicity of λ k and b k to obtain
This estimate with Jensen's inequality yield for r ∈ [0, 1] that
Similarly, we have
by Jensen's inequality and the estimate (13) .
Assume that {f s } s∈S is a regular enough family of functions. Consider the following decomposition, which is one of the key observations in [1] ,
where (M k ) k≥1 is a martingale with respect to F , and (R (1) k ) k≥1 and (R (2) k ) k≥1 are "residual" sequences, given by
Recall thatf s solves the Poisson equation (6) . The following proposition controls the fluctuations of these terms individually.
whenever ǫ > 0 is small enough to ensure that ǫ * := κ * ǫ < 1 2
Proof. In this proof,c is a constant that can take different values at each appearance. By Proposition 4, we have that
by (11) of Lemma 5. For p ≥ 2, we have by Burkholder's and Minkowski inequalities
where the constant c p depends only on p. For 1 < p ≤ 2, the estimate (18) yields by Burkholder's inequality
The two cases combined give that
Now, by Corollary 23 of Birnbaum and Marshall's inequality in Appendix B,
for all m ≥ n. By letting κ * := κ 3 + 3, we have from (19)
and then by Minkowski inequality and (11) of Lemma 5,
Finally, consider R
k . From Proposition 4, we have that
, and by (12) of Lemma 5,
The estimates (16) and (17) follow by Markov inequality from (20) and (21).
The proof of Theorem 1 follows as a straightforward application of Proposition 6.
Proof of Theorem 1. Let δ > 0, and denote
Since f V α < ∞ by assumption, we may consider the family {f s } s∈S with f s ≡ f for all s ∈ S. Then, we have by decomposition (14) that
We select p ∈ (1, (α + β) −1 ) so that κ * ǫ < (1 − 1/p), and let ξ = 1. Then, Proposition 6 readily implies that the first and the third term in (22) converge to zero as n → ∞.
For the second term, consider
where the second term converges to zero by assumption, and the first term by Kronecker's lemma. There is an increasing sequence (n k ) k≥1 such that P(B
(1/k) n k , the Borel-Cantelli lemma implies that P (B ∁ ) = 1, and for all ω ∈ B ∁ , (5) holds.
Finally, we prove a central limit theorem in the lines of [1, Theorem 9], assuming one more condition holds, with the same constants c ≥ 1 and ǫ ≥ 0 as (A1)-(A4). (A5) There is a β ∈ [0, 1/2] such that (A4) holds, and for all n ≥ 1, x ∈ X and s, s
where κ * * ≥ 1 is an independent constant. Furthermore, assume that S k converges a.s. to some random variable S ∞ , such that S ∞ belongs to the interior of K N for some N = N(ω) < ∞. Then,
where Z is a random variable with characteristic function φ Z (t) = Ee
Proof. Let κ * * := 3κ
2 * , where κ * is the independent constant of Theorem 1. Consider again the martingale decomposition (14) . As in the proof of Theorem 1, we can choose p ∈ (1, (α + β) −1 ) so that κ * ǫ < (1 − 1/p), and let ξ = 1/2. Proposition 6 then implies that n −1/2 (R
n ) → 0 almost surely. So it suffices to show that n −1/2 M n → Z in distribution. By the central limit theorem for martingales [11, Corollary 3.1] , it is sufficient to show that for all ε > 0,
2 , and notice that E dM 2 k
In the present setting, Proposition 4 yields that the families {f s } s∈S and {P sfs } s∈S are (K n , V α )-polynomially Lipschitz with constants (c 3 , κ 3 ǫ), implying that {f 2 s } s∈S and {(P sfs ) 2 } s∈S are (K n , V 2α )-polynomially Lipschitz with constants (2c 2 3 , 2κ 3 ǫ). Since κ * > κ 3 ∨ κ 2 , we obtain that {g s } s∈S is (K n , V 2α )-polynomially Lipschitz with constants (c, 3κ * ǫ) for somec ≥ 1. We can choose again p ∈ (1, (2α + β) −1 ) such that 3κ 2 * ǫ < (1 − 1/p), and apply Proposition 6 to obtain
almost surely. Since S k → S ∞ almost surely, and S ∞ is in the interior of K N , there is an a.s. finite N ′ such that S k ∈ K N ′ for all k ≥ 1, and
That is, π(g S k ) → π(g S∞ ), and hence
almost surely. This yields (24). Consider then (25). Applying Lemma 24 in Appendix B, we obtain that
It follows for all ε, L > 0 and for sufficiently large n ≥ 1 that
where
and where the supremum can be taken with respect to a countable dense subset of K N ′ to ensure measurability. As before, one checks that for all L > 0 the family {h
s } s∈S is (K n , V 2α )-polynomially Lipschitz with constants (c, 3κ * ǫ), and hence the right hand side of (26) converges almost surely to
by monotone convergence.
Remark 8. Theorem 7 assumes that the adaptation parameter S n converges to some finite limit S ∞ . The convergence of S n in our sequentially constrained adaptive MCMC, in general, is out of the scope of this paper, and might require additional conditions on the adaptation mechanism. However, in Section 5, we see that in the case of Adaptive Metropolis this can be verified fairly easily.
Remark 9. The constraint functions σ n of our framework can be defined more generally by allowing σ n to have additional dependence on ω in a F n−1 -measurable (predictable) manner. The proofs above do not need to be modified to cover this generalisation. Indeed, we employ a different definition for σ n in the proof of the central limit theorem for the adaptive Metropolis process in Section 5.
Bound for the Growth Rate
In this section, we assume that X is a normed space, and establish a bound for the growth rate of the chain ( X n ) n≥1 , based on a general drift condition. The bound assumes little structure; one must have a drift function V that grows rapidly enough, and that the expected growth of V (X n ) is moderate.
Proposition 10. Suppose that there is V : X → [1, ∞) such that the bound
holds for all (x, s) ∈ X × S, where b < ∞ is a constant independent of s. Suppose also that V grows rapidly enough so that
for all u ≥ 0, where r : [0, ∞) → [0, ∞) is a function growing faster than any polynomial, i.e. for any p > 0 there is a c = c(p) < ∞ such that
Then, for any ǫ > 0, there is an a.s. finite A = A(ω, ǫ) such that
Proof. To start with, (27) implies for n ≥ 1
whereb := b + 1. Now, with fixed a ≥ 1, we can bound the probability of X n ever exceeding an ǫ as follows
where we use Markov's inequality, and c = c(3/ǫ) < ∞ is from the application of (29).
We record the following easy lemma, dealing with a particular choice of V (x), for later use in Section 5.
Lemma 11. Assume that the target density π is differentiable, bounded, bounded away from zero on compact sets, and satisfies the following radial decay condition
Then, for V (x) = c V π −1/2 (x), the bound (28) applies with a function r(u) := ce γu for some γ, c > 0, satisfying (29).
Proof. Let R ≥ 1 be such that sup x ≥R We have that
and, since π is bounded away from zero on {x : x < 2R}, we can select c > 0 such that the bound applies to all y ∈ R d .
Ergodicity Result for Adaptive Metropolis
We start this section by outlining the original Adaptive Metropolis (AM) algorithm [9] . The AM chain starts from a point X 0 ≡ x 0 ∈ R d , and we have an initial covariance Σ 0 ∈ C d where C d ⊂ R d×d stands for the symmetric and positive definite matrices. We generate, recursively, for n ≥ 0,
where θ > 0 is a parameter, N b ≥ 2 is the length of the burn-in, κ > 0 is a small constant, I is an identity matrix, and P v (x, · ) is a Metropolis transition probability defined as
where the proposal density q v is the Gaussian density with zero mean and covariance v ∈ C d .
In this paper, just for notational simplicity (see Remark 12), we consider a slight modification of the AM chain. Firstly, we do not consider a burn-in period, i.e. let N b = 0, and let Σ 0 ≥ κI. Instead of (31), we construct Σ n recursively for n ≥ 1 as
where X n denotes the average of X 0 , . . . , X n .
Remark 12. The original AM process uses the unbiased estimate of the covariance matrix. In this case, the recursion formula for Σ n , when n ≥ N b + 2, has the form
This recursion can also be formulated in our framework described in Section 2 by simply introducing a sequence of adaptation functions H n (s, x). Our proof applies with obvious changes. However, in the present paper, we prefer (33) for simpler notations. Also, from a practical point of view, observe that (33) differs from (34) by a factor smaller than n −2 Σ n−1 whence it is mostly a matter of taste whether to use (33) or (34).
In the notation of the general adaptive MCMC framework in Section 2, we have the state space X := R d . The adaptation parameter S n = (S 
and the adaptation weights are η n := (n + 1) −1 . We now formulate our ergodicity result for the AM chain.
Theorem 13. Assume π is positive, bounded, bounded from below on compact sets, differentiable, and
for some ρ > 1. Moreover, assume that π has regular contours,
in distribution, where σ 2 ∈ [0, ∞) is a constant.
Remark 14.
If the conditions of Theorem 13 are satisfied, the function V (x) grows faster than an exponential, and hence (37) and (38) hold for exponential moments. In particular, they hold for power moments, i.e. for f (x) = x p for any p ≥ 0, and therefore also S n → (m π , v π + κI) where m π and v π are the mean and covariance of π.
The proof of Theorem 13 is postponed to the end of this section. We start by a simple lemma bounding the growth rate of the AM chain.
Lemma 15. If the conditions of Proposition 10 are satisfied for an AM chain, then for any ǫ > 0, there is an a.s. finite A = A(ω, ǫ) such that
Proof. Since the AM recursion is a convex combination, this is a straightforward corollary of Proposition 10.
Next, we show that each of the Metropolis kernels used by the AM algorithm satisfy a geometric drift condition, and bound the constants of geometric drift. The result in Proposition 18 is similar to the results obtained in [12, 17] , with the exception that we have a common minorisation set C for all proposal scalings. We start by two lemmas. We define B(x, r) := {y ∈ R d : x − y ≤ r}.
is the unit sphere, and g :
is a measurable function parameterising the boundary ∂A, with some b > 0.
For any ǫ > 0, define B ǫ := {ru : u ∈ S d , g(u) < r ≤ g(u) + ǫ}. Then, for all ǫ > 0, there is ab =b(ǫ) ∈ (0, ∞) such that for all 0 < ǫ <ǫ and for all λ ≥ 3ǫ, it holds that |E ∩ B ǫ | ≤ E ⊕ B(0, λ) ∩ A whenever b ≥b. Above, A ⊕ B := {x + y : x ∈ A, y ∈ B} stands for the Minkowski sum.
Proof. See Figure 1 for an illustration of the situation. Denote by Figure 1 . Illustration of the boundary estimate. The set A is in light grey, and the set B ǫ in dark grey.
for let ru ∈ G, then there is g(u) <r ≤ g(u) + ǫ such thatru ∈ E ∩ B ǫ , and we can write ru =ru + (r −r)u, where (r −r)u ∈ B(0, λ).
, and we can estimate
where 
2 . For any 0 < ǫ < 1/8, the following estimates hold
for some constant c > 0.
Proof. We can write
which is positive whenever e −xǫ− ǫ 2 2 ≥ 2/3, holding at least for all 0 ≤ x ≤ x * , with
Now, x * ≥ 1/2 and we can estimate
with c = 1/32. Proposition 18. Assume that π satisfies the conditions in Theorem 13 and κ > 0. Then, there exists a compact set C ⊂ R d , a probability measure ν on C, and a constant b ∈ [0, ∞) such that for the Metropolis transition probability P v in (32) and for all v ∈ C d with all eigenvalues greater than κ > 0, it holds that
for some constant c ≥ 1.
Proof. Define the sets A x := {y : π(y) ≥ π(x)} and its complement R x := {y : π(y) < π(x)}, which are the regions of almost sure acceptance and possible rejection at x, respectively. Let R > 1 be sufficiently large to ensure that for all x ≥ R, it holds that
for some γ > 0. Suppose that the dimension d ≥ 2. Lemma 25 in Appendix C implies that for R sufficiently large, we have
is the unit sphere, and
. Consider (39). We may compute
In what follows, unless explicitly stated, we assume x ≥ M(R + 1). Denote
From (41), we can estimate
We estimate the two terms in the right hand side separately, starting from the first. Let h(x) := log π(x). Suppose z ∈Ã x , and write z = (1 − a/ y )y for some y ∈ ∂A x and ǫ x ≤ a ≤ y . Assume for a moment z ≥ R. Then, h is decreasing on the line segment from z to y, and we can estimate 
Hence, in this case, π(x)/π(z) ≤ 1/4 assuming x ≥ R 2 for sufficiently large R 2 ≥ R. If z < R, then there is z ′ such that z ′ = R and the estimate above holds for z ′ . Consequently,
whenever x ≥ R 2 by increasing R 2 if needed. In conclusion, we have shown that for x ≥ R 2 , it holds that (1 − π(x)/π(y)) ≥ 1/2 for all y ∈Ã x . By Fubini's theorem, we can write for positive f that
Consequently, for x ≥ R 2 , we can estimate the first term of (42) from below by
for any a ≥ 0, since simple computation shows that E u ⊕ B(0, κ 1/2 a) = {x + y : x ∈ E u , y ∈ B(0, κ 1/2 a)} ⊂ E u+a , and as we may writeÃ
We set a = 6κ −1/2 ǫ x and apply Lemma 16 with the choice ǫ = 2ǫ x and λ = 6ǫ x ,
by Lemma 17, for sufficiently large x , and since E u are increasing with respect to u. [12] ). So, for large enough x , there is a c 4 > 0 so that |E 1/4 ∩Ã x | ≥ c 4 . To sum up, by choosing R 3 to be sufficiently large, we obtain that the first part of (42) is at least c 5 (det(v)) −1/2 for all x ≥ R 3 , with a c 5 > 0. Next, we turn to the second term of (42). We obtain by polar integration that 
for any
For any r > 2w and w ≥ 1, we have
Put together, letting R 4 ≥ R 3 to be sufficiently large, we obtain that τ v ≥ c 8 (det(v))
To sum up, by setting C = B(0, R 4 ), we get that for all v ∈ C d with eigenvalues bounded from below by κ, the estimate (39) holds. In the one-dimensional case, the above estimates can be applied separately for the tails of the distribution.
Finally, set ν(B) := |C| −1 |B ∩ C|, and consider the minorisation condition (40) for x ∈ C,
So (40) holds with δ v := c 9 det(v) −1/2 for some c 9 > 0. Finally, the claim holds with c := c −1
9 . Finally, we are ready to prove the strong law of large numbers for the AM process.
Proof of Theorem 13. We start by verifying the strong law of large numbers (37). Fix t ≥ 1 and consider first the constrained process (X (t) n , S (t) n ) n≥0 which is defined as the AM chain, but with the constraint sets K (t) n defined as K (t) n := {s ∈ S : |s| ≤ tn ǫ ′ }, with ǫ ′ = ǫ/(2d), and ǫ ∈ (0, κ
, where κ * is the independent constant of Theorem 1.
We check that the assumptions (A1)-(A4) are satisfied by the constrained process (X (t) n , S (t) n ) n≥0 for all t ≥ 1. The condition (A1) is satisfied by construction of the Metropolis kernels P s . Since det(v) ≤ v d , Proposition 18 ensures that there is a compact C ⊂ R d such that (A2) holds. For (A3), we refer to [1, Lemma 13] 
with eigenvalues bounded from below by κ.
Finally, we check that (A4) holds for any β ∈ (0, 1/2]. Similarly as in [4] , we have that
Theorem 21. Suppose that the following drift and minorisation conditions hold P V (x) ≤ λV (x) + b½ C (x), ∀x ∈ X P (x, A) ≥ δν(A), ∀x ∈ C, ∀A ⊂ X for constants λ < 1, b < ∞, and δ > 0, a set C ⊂ X, and a probability measure ν on C. Moreover, suppose that sup x∈C V (x) ≤ b. Then, for all k ≥ 1 Proof of Lemma 2. Observe that P s V (x) = E [V (X n+1 ) | X n = x, S n = s], and therefore by Jensen's inequality, (A2) implies for x / ∈ C n that P s V r (x) ≤ (P s V (x)) r ≤ λ r n V r (x).
We can boundλ n := λ r n ≤ (1 − c −1 n −ǫ ) r ≤ 1 − rc −1 n −ǫ implying (1 −λ n ) −1 ≤ r −1 cn ǫ whenever r ∈ (0, 1]. Similarly, for x ∈ C n , one has P s V r (x) ≤ (sup z∈Cn V (z) + b n ) r ≤ (2b n ) r , so by lettingb n := (2b n ) r , we obtain the drift inequality
and we can boundb n ≤ (2cn ǫ ) r . We have the bound (1 −λ n ) −1 ∨b n ≤cn ǫ with somẽ c =c(c, r) ≥ 1. Now, we can apply Theorem 21, where we can estimate the constants γ n = δ and we can choose ρ n ∈ (ϑ n , 1) by letting ρ n := 1+ϑn 2
. We have
9 n −23ǫ = (a 6 n 23ǫ ) −1 .
Finally, from Theorem 21, one obtains the bound
L n = (1 + γ n ) ρ n ρ n − ϑ n ≤ (1 + a 1 n 3ǫ )(a 6 n 23ǫ ) ≤ a 7 n 26ǫ with a 7 = (1 + a 1 )a 6 . This concludes the proof with κ 2 = 26 and c 2 = a 7 .
Appendix B. Some General Inequalities
Theorem 22 (Birnbaum and Marshall). Let (X k ) n k=1 be random variables, such that
where F k := σ(X 1 , . . . , X k ), and ψ k ≥ 0. Let a k > 0, and define b k := max a k , a k+1 ψ k+1 , . . . , a n n j=k+1 ψ j for 1 ≤ k ≤ n, and b n+1 := 0. If p ≥ 1 is such that E|X k | p < ∞ for all 1 ≤ k ≤ n, then
Proof. log r(θ))| = |r ′ (θ)/r(θ)| ≤ tan α 0 uniformly. We may estimate | log x − log y | ≤ 2π tan(α 0 ) yielding the claim with M = e 2π tan α 0 . For d ≥ 3, take the plane T containing the origin and the points x and y. This reduces the situation to two dimensions, since A∩T inherits the given normal condition of the surface and the radius vector.
