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Abstract
This report adresses topics and questions of common interest in the fields of ultra-cold gases and nuclear physics
in the context of the BCS-BEC crossover. By this crossover, the phenomena of Bardeen-Cooper-Schrieffer (BCS)
superfluidity and Bose-Einstein condensation (BEC), which share the same kind of spontaneous symmetry breaking,
are smoothly connected through the progressive reduction of the size of the fermion pairs involved as the fundamental
entities in both phenomena. This size ranges, from large values when Cooper pairs are strongly overlapping in the BCS
limit of a weak inter-particle attraction, to small values when composite bosons are non-overlapping in the BEC limit
of a strong inter-particle attraction, across the intermediate unitarity limit where the size of the pairs is comparable
with the average inter-particle distance.
The BCS-BEC crossover has recently been realized experimentally, and essentially in all of its aspects, with ultra-
cold Fermi gases. This realization, in turn, has raised the interest of the nuclear physics community in the crossover
problem, since it represents an unprecedented tool to test fundamental and unanswered questions of nuclear many-
body theory. Here, we focus on the several aspects of the BCS-BEC crossover, which are of broad joint interest to
both ultra-cold Fermi gases and nuclear matter, and which will likely help to solve in the future some open problems
in nuclear physics (concerning, for instance, neutron stars). Similarities and differences occurring in ultra-cold Fermi
gases and nuclear matter will then be emphasized, not only about the relative phenomenologies but also about the
theoretical approaches to be used in the two contexts. Common to both contexts is the fact that at zero temperature
the BCS-BEC crossover can be described at the mean-field level with reasonable accuracy. At finite temperature, on
the other hand, inclusion of pairing fluctuations beyond mean field represents an essential ingredient of the theory,
especially in the normal phase where they account for precursor pairing effects.
After an introduction to present the key concepts of the BCS-BEC crossover, this report discusses the mean-field
treatment of the superfluid phase, both for homogeneous and inhomogeneous systems, as well as for symmetric (spin-
or isospin-balanced) and asymmetric (spin- or isospin-imbalanced) matter. Pairing fluctuations in the normal phase are
then considered, with their manifestations in thermodynamic and dynamic quantities. The last two Sections provide
a more specialized discussion of the BCS-BEC crossover in ultra-cold Fermi gases and nuclear matter, respectively.
The separate discussion in the two contexts aims at cross communicating to both communities topics and aspects
which, albeit arising in one of the two fields, share a strong common interest.
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1. Introduction
1.1. Historical background
The idea behind the BCS-BEC crossover dates back just after the birth of the BCS theory in 1957 [1]. The authors
of this theory made a point to emphasize the differences between their theory for superconductors based on strongly-
overlapping Cooper pairs and the Schafroth-Butler-Blatt theory [2] resting on non-overlapping composite bosons
which undergo Bose-Einstein condensation at low temperature. Subsequently, the interest in these two different
situations has been kept disjoint for some time, until theoretical interest arose for unifying them as two limiting (BCS
and BEC) situations of a single theory where they share the same kind of broken symmetry. In this way, the physical
system passes through an intermediate situation, where the size of the pairs is comparable to the average inter-particle
spacing. (For a short-range (contact) interaction, this intermediate situation is nowadays referred to as the “unitary”
regime.) Pioneering work in this sense was done by the Russian school, motivated by the exciton condensation in
semiconductors [3] or simply by intellectual curiosity [4]. The theory of the BCS-BEC crossover took shape initially
through the work by Eagles [5] with possible applications to superconducting semiconductors, and later through the
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works by Leggett [6] and Nozie`res and Schmitt-Rink [7] where the formal aspects of the theory were developed at
zero temperature and above the critical temperature, respectively.
The interest in the BCS-BEC crossover grew up with the advent of high-temperature (cuprate) superconductors
in 1987, in which the size of the pairs appears to be comparable to the inter-particle spacing [8, 9, 10, 11, 12, 13,
14, 15]. Related interest in the BCS-BEC crossover soon spread to some problems in nuclear physics [16], but
a real explosion of this activity appeared starting from 2003 with the advent of the fully controlled experimental
realization essentially of all aspects of the BCS-BEC crossover in ultra-cold Fermi gases (see Refs. [17] and [18] for
an experimental and theoretical overview, respectively). This realization, in turn, has raised the interest in the crossover
problem especially of the nuclear physics community, as representing an unprecedented tool to test fundamental and
unanswered questions of nuclear many-body theory. The Fermi gas at the unitary limit (UL), where fermions of
opposite spins interact via a contact interaction with infinite scattering length, was actually introduced as a simplified
model of dilute neutron matter [19, 20], and the possibility to realize this limit with ultra-cold atoms was hence
regarded as extremely important for this field of nuclear physics.
In nuclear physics there is the paradigmatic example of a proton-neutron bound state (the deuteron) for which
in symmetric or asymmetric nuclear matter, as a function of density, one may find a transition from BEC to BCS
[21, 16, 22, 23] (see also Ref.[24] for the density-induced BCS-BEC crossover). Such a scenario may be realized
in expanding nuclear matter generated from heavy ion collisions [16] or in proto-neutron stars [25]. More recently,
this density driven crossover has been studied together with the competing liquid-gas phase transition [26]. Deuteron
condensation also heavily competes with alpha-particle condensation, which is somehow related to pairing of pairs
discussed also in condensed-matter physics. Nuclear physics is a precursor of the theory for quartet condensation [27],
but theoretical studies of quartets came up later also in the area of ultra-cold atoms [28]. Alpha-particle condensation
is presently very much discussed in finite nuclei (Hoyle state) [29]. It was also predicted that in the non-condensed
phase, the deuterons give rise to a pseudo-gap formation [30]. With today’s ultra-cold atoms experiments, it has
become possible to test such theories [31, 32, 33]. For neutrons, no bound state exists, but rather a virtual state at
almost zero energy. As a consequence, a dilute gas of neutrons, as it exists in the inner crust of neutron stars, is almost
in the unitary limit mentioned above. Recent studies of the dilute neutron gas, from (almost) unitarity at low density
to the BCS limit at high density, were done within BCS theory [34], Quantum-Monte-Carlo calculations [35, 36], and
the Nozie`res-Schmitt-Rink approach [37]. One can say that the equation of state and pairing properties of very dilute
neutron matter, although inaccessible in experiments, are now known thanks to the analogy with ultra-cold atoms.
As these examples show, there are several aspects of the BCS-BEC crossover which are of broad joint interest
to both ultra-cold atoms and nuclear communities. This paper is thus meant to provide a comprehensive review
which focuses mainly on these common aspects of ultra-cold atoms and nuclear physics. Along these views, this
paper provides also a pedagogical review of the main essential aspects of the BCS-BEC crossover. In the process of
writing, we have mostly adopted the quantum many-body diagrammatic techniques in line with our own technical
expertise, and we have mainly focused on the topics to which we have provided original contributions over the last
several years. Accordingly, for readers interested in complementary theoretical approaches to the problem we refer
to other reviews which cover various aspects of the BCS-BEC crossover. In particular, we can refer to reviews on the
application to strongly-interacting Fermi gases (in particular, at unitarity) of Quantum Monte Carlo methods [38, 39],
functional-renormalization-group techniques [40], epsilon [41] and virial [42] expansions. For the application of
functional-integral approaches (in particular, to the superfluid phase) we refer instead to the original research works
of Refs. [43, 44, 45].
In addition, it should be mentioned that further reviews cover a number of aspects on the BCS-BEC crossover
which share a partial overlap with the material discussed here. Specifically, the unitary limit of Section 4.3 and the
Tan contact of Section 4.5 have been of most interest in other reviews owing to the widespread recent interest in these
topics, which have been treated in Refs. [18, 46, 47, 48]. The Fano-Feshbach resonances of Section 4.1, which are at
the heart of the interaction-induced crossover, have been discussed in Refs. [49, 50, 46, 47, 48]. Polarized Fermi gases
(considered here in Sections 2.6 and 3.7) have also been treated in Refs. [51, 52, 53, 18, 50, 47]. The topic of the
single-particle spectral function and pseudo-gap of Section 3.3 can be found discussed also in Refs. [54, 46, 48]. Also
some aspects of pairing in nuclear systems discussed in Section 5 can be found in the reviews of Refs. [55, 56, 57].
Finally, Refs. [47] and [57] cover also some introductory material treated here in Sections 1.2, 2.1, 2.4, 3.4, 4.7, 4.8,
and 5.1. However, it should be remarked that no other reference thus far has emphasized the aspects of the BCS-BEC
crossover common to ultra-cold atoms and nuclear physics as we have done here.
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1.2. The BCS wave function and its BEC limit
The starting point is the BCS ground-state wave function, of the form [1, 58]
|ΦBCS〉 =
∏
k
(
uk + 3kc
†
k↑c
†
−k↓
)
|0〉 . (1)
In this expression, |0〉 is the vacuum state, c†kσ is a fermionic creation operator for wave vector k and spin projection
σ = (↑, ↓), and uk and 3k are probability amplitudes given by:
32k = 1 − u2k =
1
2
(
1 − ξk
Ek
)
(2)
where ξk = k2/(2m) − µ (m being the fermion mass and µ the chemical potential) and Ek =
√
ξ2k + |∆0|2 where ∆0
is the BCS order parameter (sometimes referred to as the superconducting gap) here taken at zero temperature. For
simplicity, we have assumed that ∆0 is independent of the wave vector, as it is the case for a contact interaction.
More generally, ∆0 in the expression of Ek will be replaced by the wave-vector (and temperature) dependent value
∆k. [Throughout this paper, we use units where the reduced Planck constant ~ and the Boltzmann constant kB are set
equal to unity.]
The BCS wave function (1) has the important property that it is the vacuum to the so-called quasi-particle operators
αk = ukck↑ − 3kc†−k↓ (see Eq. (28) below and Ref. [59]), that is, αk|ΦBCS〉 = 0. This relation facilitates considerably
the evaluation of expectation values. One can readily show that 〈ΦBCS|c†kσckσ|ΦBCS〉 = 32k is the occupation number nk
which goes over to the Fermi step in the limit as ∆0 tends to zero, and that 〈ΦBCS|c−k↓ck↑|ΦBCS〉 = u∗k3k is the so-called
anomalous density φk (known also as the “pairing tensor” κk in nuclear physics) which characterizes the BCS wave
function.
With reference to the BCS-BEC crossover, it has long been known that the BCS wave function (1) contains the
Bose-Einstein condensation of composite bosons as a limit. This is because, upon setting gk = 3k/uk, the expression
(1) can be rewritten in the form (see, e.g., Ref. [59]):
|ΦBCS〉 =
∏
k′
uk′
 exp
∑
k
gkc
†
k↑c
†
−k↓
 |0〉 (3)
since (c†kσ)
2 = 0 owing to Pauli principle. Here, the operator b†0 ≡
∑
k gkc
†
k↑c
†
−k↓ contains fermion pairs but it is not
a truly bosonic operator, to the extent that the commutator [b0, b
†
0] =
∑
k |gk|2(1 − nˆk↑ − nˆ−k↓) is not a c-number but
explicitly contains the fermionic operators nˆkσ = c
†
kσckσ. However, under some circumstances one may consider
that [b0, b
†
0]  1 for all practical purposes, provided 〈ΦBCS|nˆkσ|ΦBCS〉 = 32k  1 for all k of physical relevance. As
a consequence, |ΦBCS〉 = exp(b†0)|0〉 represents a bosonic coherent state (that is, a Bose-Einstein condensate) with a
non-vanishing broken-symmetry average 〈ΦBCS|b0|ΦBCS〉 = ∑k |gk|2 , 0.
It is clear from Eq. (2) that the condition 32k  1 can be satisfied for all k provided the fermionic chemical potential
µ becomes large and negative. This condition can be achieved when a bound-state with binding energy ε0 = (ma2F)
−1
occurs for the two-body problem in vacuum with positive scattering length aF , and the coupling parameter (kFaF)−1
becomes large such that ε0/EF  1. In this limit, µ approaches the value −ε0/2, which amounts to saying that all
fermions are paired up in tight (composite) bosons with a vanishing residual interaction among the bosons. This result
for the BEC limit of the fermionic chemical potential µ can directly be obtained from the mean-field gap equation (at
zero temperature), which in the case of a wave-vector dependent interaction Veff(k,k′) reads:
∆k = −
∫
dk′
(2pi)3
Veff(k,k′)
∆k′
2Ek′
(4)
where now Ek =
√
ξ2k + |∆k|2. (In the case of a contact potential, Veff(k,k′) and ∆k reduce, respectively, to the
coupling constant 30 of Eq. (7) and to the constant gap ∆0 given by the gap equation (8) below.) Using φk = ∆k/(2Ek),
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Figure 1: BCS occupation number nk = 32k at zero temperature vs the energy εk = k
2/(2m) in units of the Fermi energy EF = (3pi2n)2/3/(2m)
where n is the density, for various values of the chemical potential ranging from µ = 0.99EF to µ = −2EF [the corresponding values of the gap are
∆0/EF = ( 0.09, 0.32, 0.76, 1.05, 1.24, and 1.59), from top to bottom].
nk = 32k, and Eq. (2), one can rewrite Eq. (4) in the form:
2ξkφk + (1 − 2nk)
∫
dk′
(2pi)3
Veff(k,k′) φk′ = 0 . (5)
Provided nk  1 for all k, Eq. (5) is just the Schro¨dinger equation for the relative motion of two particles of equal mass
m which are mutually interacting via the potential Veff . The negative eigenvalue 2µ of this equation thus corresponds
to (minus) the two-body binding energy ε0 as stated above.
More generally, as we shall see below, it is the fermionic chemical potential µ that takes the key role of the driving
field which enables the system to pass from the BCS to the BEC limits of the BCS-BEC crossover. As an illustration,
Fig. 1 shows the occupation number nk = 32k at zero temperature for different (from positive to negative) values of
the chemical potential µ, which correspond to increasing values of the gap parameter ∆0. Note that only when µ > 0
the curves have an inflection point at εk = µ, which highlights the presence of an underlying Fermi surface even for
a system with attractive inter-particle interaction. As a consequence, when µ becomes negative, the Fermi sea gets
completely dissolved and the occupation number becomes quite small for all k.
1.3. Pairing correlations
The BCS wave function (1), or its equivalent form (3), treats all fermion pairs on the same footing to the extent
that a single wave function gk is assigned to each pair. This mean-field type of approach is appropriate to describe a
system of fermions with a mutual attractive interaction when the inter-particle correlations extend much beyond the
average inter-particle distance, in such a way that many pairs are contained within the size of a given pair and different
pairs strongly overlap with each other. This is definitely the case for the (BCS) weak-coupling limit, to which the BCS
theory of superconductivity was originally meant to apply [1]. When considering the BCS-BEC crossover, however,
the range of the inter-particle correlations can decrease down to the size of the bound pair, which, in turn, can be much
smaller than the inter-particle distance. Under these circumstances, the gas of composite bosons becomes dilute and
one accordingly anticipates that pairing fluctuations beyond mean field can acquire a major role, especially at finite
temperature when they are accompanied by thermal fluctuations.
Figure 2 shows the evolution throughout the BCS-BEC crossover of the zero-temperature pair coherence length
ξpair (dashed line) calculated for the BCS ground state (1). This quantity provides information about the intra-pair
correlation established between fermions of opposite spins [14] and, at the mean-field level, corresponds to the spatial
extension of the order parameter φk. Since φk can, in turn, be interpreted as a wave function as shown by Eq. (5), the
r.m.s. radius ξpair of the pairs can be obtained from the expression:
ξ2pair =
∫
dr r2 |φ(r)|2∫
dr |φ(r)|2 (6)
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Figure 2: Zero-temperature intra-pair coherence length ξpair at the mean-field level (dashed line) vs the coupling parameter (kFaF )−1. The full
line gives the corresponding evolution of the inter-pair coherence (healing) length ξ, to be discussed extensively in Section 3.2. Note that the two
lengths differ by an irrelevant numerical factor in the BCS limit owing to their independent definitions. [Reproduced from Ref. [60].]
where φ(r) is the Fourier transform of φk. [For later convenience, Fig. 2 shows also the corresponding evolution of
the healing length ξ (full line), that instead provides information about the inter-pair correlation [43] and requires the
inclusion of pairing fluctuations beyond mean field - see Section 3.2]. In Fig. 2, the average inter-particle distance
k−1F is used as the unit for ξpair, where kF is the Fermi wave vector related to the particle density via the relation
n = k3F/(3pi
2). In Fig. 2 and throughout this paper, the quantity (kFaF)−1 plays the role of the coupling parameter
of the theory. Depending on the sign of aF , this parameter ranges from (kF aF)−1 . −1 characteristic of the weak-
coupling BCS regime when aF < 0, to (kF aF)−1 & +1 characteristic of the strong-coupling BEC regime when aF > 0,
across the value (kF aF)−1 = 0 at unitarity when |aF | diverges. In practice, the “crossover region” of most interest, to
be discussed throughout this paper, turns out to be approximately limited to the interval −1 . (kF aF)−1 . +1.
Pairing fluctuations play a particularly important role in the normal phase above the critical temperature Tc where
the order parameter vanishes (the generalization of the BCS approach to finite temperature will be considered in
Section 2). This is because, a “local” order is expected to survive above Tc if the system is fluctuating, even though
the long-range order characteristic of the superfluid phase is lost. These considerations have led people to associate
pairing fluctuations with the occurrence of a pseudo-gap above Tc (as seen, for instance, by a depression of the
single-particle density of states about the chemical potential), in a similar way to what occurs in the superfluid phase
below Tc when the order parameter is instead nonvanishing. Such an analogy (between the order parameter below Tc
and the pseudo-gap above Tc) has been carried to the point that even the pseudo-gap state occurring in copper-oxide
superconductors has been interpreted from the point of view of a BCS-BEC crossover scenario [54].
In this context, it can be useful to consider the similarity between the pseudo-gap physics resulting from pairing
fluctuations above Tc and the persistence of (damped) spin waves, which are present over regions of limited extent
in the normal phase of ferromagnetic (or antiferromagnetic) materials when a strict long-range order is absent [61].
Through this analogy, pseudo-gap phenomena in a Fermi system with an attractive inter-particle interaction are at-
tributed to the persistence of a “local pairing order” above the superfluid temperature Tc, which occurs even though
the (off-diagonal) long-range order is absent. This local order, which is built up by pairing fluctuations above Tc,
makes the single-particle excitation spectrum to resemble that below Tc, although with a frequency broadening due to
the decay of the local excitations which cannot propagate over long distances in the absence of long-range order.
In addition, it is relevant to point out that, when raising the temperature and approaching Tc from below, pairing
correlations turn out to persist over a finite distance even within mean field, without the need of considering pairing
fluctuations beyond mean field. Indeed, explicit calculations of the temperature dependence of the pair correlation
function within mean field show that ξpair maintains a finite value at T−c [62], a result which remains true irrespective
of coupling across the BCS-BEC crossover [63]). This remark, too, points out the importance of including pairing
fluctuations in the normal phase above Tc, in order to obtain a meaningful finite value of ξpair even when approaching
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Tc from above. Otherwise, ξpair would be discontinuous when passing from T−c to T +c , since above Tc fermions
become non-interacting within the BCS (mean-field) approximation. We shall return to this point more extensively in
Section 3.2.
2. BCS mean field
2.1. The homogeneous infinite matter case for a contact interaction
The BCS theory of superconductivity considers an effective attractive interaction Veff(r − r′) between otherwise
free fermions of two different species (conventionally referred to as spin ↑ and ↓), which are embedded in a continuous
medium at a distance |r−r′| [1, 58]. This attractive interaction, albeit weak, is responsible for the formation of Cooper
pairs in the medium [64]. In condensed matter (like in metallic superconductors), detailed knowledge of the form of
the attractive interaction is not required for most purposes and one may accordingly consider the simple form of a
“contact” (zero-range) potential Veff(r) = 30 δ(r), where 30 is a negative constant. This model interaction fully applies
to ultra-cold Fermi gases (at least in the presence of a broad Fano-Feshbach resonance as discussed in Section 4.1),
but does not apply to nuclear systems discussed in Section 5 for which a finite-range interaction should in principle be
retained. In order to reduce the numerical difficulties, however, even in the treatment of nuclear superfluids the finite-
range interaction is often approximated by a zero-range one, which requires one to introduce a density-dependent
coupling constant (see, e.g., Ref. [65]). This approach has further been elaborated (for instance, in Refs. [66, 67])
with the introduction of an efficient regularization scheme for finite systems (as discussed in Section 2.4). Here, like
in most part of the paper, we consider the case of equal populations N↑ = N↓, while the new features arising under the
more general condition N↑ , N↓ will be explicitly considered in Section 2.6.
The price to pay for the use of a contact interaction is that, when dealing with a homogeneous system, integrals
over the wave vector k may diverge in the ultraviolet since the Fourier transform Veff(k) = 30 is a constant (in what
follows, we shall consider a three-dimensional system). This difficulty can be simply overcome by introducing a
cut-off, given for metallic superconductors by the Debye frequency and for nuclei by a phenomenologically adjusted
cut-off energy that reflects the range of the effective force. For ultra-cold gases, on the other hand, one can exploit the
fact that a similar divergence affects also the two-body problem in vacuum, whereby the fermionic scattering length
aF is obtained from the relation [68]:
m
4piaF
=
1
30
+
∫
|k|≤k0
dk
(2pi)3
m
k2
(7)
with an ultraviolet cutoff k0. This regularization procedure entails the limits 30 → 0− and k0 → ∞ to be taken
simultaneously, in such a way that aF is kept at the desired value. Replacing the parameter 30 with the physical
quantity aF is especially relevant in the context of ultra-cold gases, where the natural cut-off given by the inverse of
the interaction range would be orders of magnitude larger than all wave vectors of physical interest and where aF can
be experimentally controlled [69]. As we shall see in Section 3.1, the regularization (7) is also of help when dealing
with the many-body problem based on this two-body interaction, to the extent that it greatly reduces the number of
many-body diagrams that survive in the limit 30 → 0.
In this way, the BCS mean-field equations for the order (gap) parameter ∆ at the temperature T and for the density
n become [58]:
− m
4piaF
=
∫
dk
(2pi)3
(
1 − 2 f (Ek)
2Ek
− m
k2
)
(8)
n =
∫
dk
(2pi)3
(
1 − ξk
Ek
(1 − 2 f (Ek))
)
(9)
where f (E) = (eE/T +1)−1 is the Fermi function and Ek =
√
ξ2k + |∆|2. Note that the quantity ∆ that enters Eqs. (8) and
(9) plays the dual role of the order parameter (which is non-vanishing between T = 0 and T = Tc) and of the minimum
value of the single-particle excitation energy Ek at |k| =
√
2mµ when µ > 0. [The extension to finite temperature of
the gap equation (4) with a finite-range interaction will be considered in Section 5.1 - cf. Eq. (115).]
For a weak attractive interaction, aF is small and negative such that (kFaF)−1  −1. This limit characterizes
what is called the “conventional” BCS theory [1]. In this limit, the Fermi surface of non-interacting fermions is only
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slightly perturbed by the presence of the interaction, and the chemical potential µ at T = 0 coincides with the Fermi
energy EF = k2F/(2m). This is actually the limit where the mean-field approximation is expected to work best, to the
extent that the size ξpair of a Cooper pair is much larger than the average inter-particle distance k−1F and a large number
of pairs is contained within the size of ξpair [58].
2.2. Solution at T = 0 for a contact potential
For a generic value of the coupling (kFaF)−1 that ranges between the BCS and BEC limits, the values of ∆0 and
µ0 at T = 0 are determined by solving the coupled equations (8) and (9), where one sets f (Ek) = 0 since Ek is always
positive. Although a numerical solution of the ensuing equations is possible [70], it was found independently that the
three-dimensional integrals over the wave vector occurring in these equations can be expressed either in terms of the
complete elliptic integrals [71] or in terms of the Legendre function [72], in such a way that closed-form expressions
for ∆0 and µ0 are obtained. In Ref. [71], the results were expressed in terms of the parameter x0 = µ0/∆0 that ranges
from −∞ (BEC limit) to +∞ (BCS limit), while in Ref. [72] the inverse of this parameter was used.
In Ref. [71], the following results were obtained:
∆0
EF
=
1
(x0J(x0) + I(x0))2/3
, (10)
µ0
EF
= x0
∆0
EF
, (11)
1
kFaF
= −4
pi
x0I(x0) − J(x0)
(x0J(x0) + I(x0))1/3
, (12)
where
I(x0) =
1
2(1 + x20)
1/4
F
(
pi
2
, κ
)
(13)
and
J(x0) = (1 + x20)
1/4 E
(
pi
2
, κ
)
− 1
4y0(1 + x20)
1/4
F
(
pi
2
, κ
)
. (14)
In these expressions, F
(
pi
2 , κ
)
and E
(
pi
2 , κ
)
are the complete elliptic integrals of the first and second kind, respectively,
and
y0 =
√
1 + x20 + x0
2
, κ2 =
y0√
1 + x20
. (15)
In Ref. [72], on the other hand, Eq. (12) was equivalently expressed in the form:
1
kFaF
=
(1 + x20
x20
)1/4
P1/2
(
−|x0| (1 + x20)−1/2
)
(16)
where Pα denotes the Legendre function. In addition, analytic expressions for the pair coherence length ξpair and the
condensate fraction were obtained in Refs. [71] and [73], respectively.
Analytic approximations can be readily obtained in the BCS and BEC limits. In the BCS limit where x0  1,
one obtains κ2 ' 1 − 1/(4x20) ≈ 1 in Eq.(15). One can thus approximate ∆0/EF ' 1/x0, µ0/EF ' 1, and 1/(kFaF) '−(2/pi) ln (8x0/e2), in such a way that:
∆0 =
8EF
e2
exp
(
pi
2kFaF
)
. (17)
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Figure 3: (a) Gap ∆0 and (b) chemical potential µ0 at the mean-field level vs (kFaF )−1 for a homogeneous system at T = 0. [Reproduced from
Ref. [60].]
In the BEC limit, on the other hand, x0 < 0 and |x0|  1 such that κ2 ' 1/(4x20) ≈ 0. One thus finds:
1
kFaF
'
(
16
3pi
)1/3
|x0|2/3 , (18)
∆0
EF
'
(
16
3pi
)2/3
|x0|1/3 '
(
16
3pi
)1/2 ( 1
kFaF
)1/2
, (19)
µ0
EF
' −
(
16
3pi
)2/3
|x0|4/3 ' −12
ε0
EF
. (20)
The full expressions (10), (11), and (12) interpolate smoothly between the above (BCS and BEC) limits through the
crossover region kF |aF | & 1. Plots of ∆0 and µ0 as functions of (kFaF)−1 are readily obtained from these equations,
as shown in Figs. 3(a) and 3(b). Note, in particular, that the chemical potential: (i) In the BCS limit equals the Fermi
energy EF ; (ii) In the crossover region −1 . (aFkF)−1 . +1 gradually decreases and eventually changes its sign; (iii)
In the BEC limit reaches the asymptotic value −ε0/2. It is just this behaviour of the chemical potential that drives the
BCS-BEC crossover, as it was anticipated in Section 1.2.
2.3. Extension to finite temperature
At finite temperature, the presence of the Fermi function in the gap equation (8) and density equation (9) makes
it impossible to find an analytic solution and one has then to resort to a numerical solution of these equations. An
exception occurs, however, upon approaching the critical temperature Tc from below, where analytic results can be
obtained both in BCS and BEC limits (see, e.g., Ref. [74]).
At the mean-field level, the critical temperature Tc is defined by the vanishing of the BCS gap parameter ∆.
Equations (8) and (9) are thus replaced by:
− m
4piaF
=
∫
dk
(2pi)3
(
tanh (ξk/2Tc)
2ξk
− m
k2
)
(21)
n = 2
∫
dk
(2pi)3
1
exp (ξk/Tc) + 1
. (22)
In the weak-coupling limit where (kFaF)−1  −1, Eq. (22) yields the value of the chemical potential of a Fermi gas,
which is only slightly smaller than the zero-temperature result µ = EF provided Tc  EF . Correspondingly, Eq. (21)
gives the following expression for Tc:
Tc =
8eγEF
pie2
exp
(
pi
2kFaF
)
(23)
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where γ is Euler’s constant (such that ∆0/Tc = pi/eγ ' 1.764 with reference to the result (17) that holds in the same
limit). Since in the weak-coupling regime aF is negative and kF |aF |  1, Eq. (23) yields Tc  EF consistently with
our assumptions.
In the strong-coupling limit where (kFaF)−1  +1, the role of the two equations (21) and (22) is reversed. If we
assume that Tc  |µ|, we may set tanh (ξk/2Tc) ' 1 in Eq. (21), making it to reduce to the bound-state equation and
yielding µ ' −ε0/2 at the leading order. The same kind of approximation, however, cannot be used in Eq. (22) since
n has to remain finite. In this equation, we set instead (exp (ξk/Tc) + 1)−1 ' exp (−ξk/Tc) and obtain
µ
Tc
' ln
n2
(
2pi
mTc
)3/2 , (24)
a result which coincides with the expression of the classical chemical potential at temperature Tc. Using at this point
the value µ(Tc) ' −ε0/2 as determined from Eq. (21), we can solve the expression (24) iteratively for Tc yielding
[68]:
Tc ' ε0
2 ln
(
ε0
EF
)3/2 (25)
at the leading order in EF/ε0  1. Although Tc  |µ| consistently with our assumptions, the expression of Tc
given by Eq. (25) diverges in the BEC limit at fixed density, instead of approaching as expected the finite value
TBEC = pim
(
n/2
ζ(3/2)
)2/3
at which the Bose-Einstein condensation of an ideal gas of composite bosons with mass 2m
and density n/2 occurs (ζ(3/2) ≈ 2.612 being the Riemann ζ function of argument 3/2). Physically, the mean-
field temperature (25) corresponds to the dissociation of composite bosons, with the ln factor in the denominator
originating from entropy effects. It is thus appropriate to associate the mean-field result (25) with the “pair dissociation
temperature” of the composite bosons, which is completely unrelated to the BEC temperature TBEC at which quantum
coherence is established among the composite bosons. The reason for this failure is that only the internal degrees of
freedom of the composite bosons are taken into account by the mean-field expressions (21) and (22), thereby leaving
aside the translational degrees of freedom of the composite bosons. To include these, pairing fluctuations beyond
mean field need to be considered. The corresponding analysis will be discussed in Section 3.1.
2.4. Bogoliubov-de Gennes and Hartree-Fock-Bogoliubov equations for inhomogeneous Fermi systems
The BCS wave function (1), for the ground state of a homogeneous Fermi gas with an attractive inter-particle
interaction, is a variational wave function with an associated gap parameter ∆0 at zero temperature, which extends to
the superfluid phase the Hartree-Fock approximation for the normal phase by retaining also operator averages of the
type 〈c†k↑c†−k↓〉 that do not conserve the particle number.
At finite temperature, the “mean-field” character of the BCS gap equation (8) for ∆ and of the associated coherence
factors uk and 3k given by the expressions (2), is better captured by an alternative procedure, whereby a mean-field
(or Hartree-Fock-type) decoupling is directly performed at the level of the Hamiltonian by including particle non-
conserving averages. Accordingly, one replaces the grand-canonical Hamiltonian K = H − µN by its mean-field
approximation as follows
K =
∑
kσ
ξk c
†
kσckσ + 30
∑
kk′q
c†k+q/2↑c
†
−k+q/2↓c−k′+q/2↓ck′+q/2↑ →
∑
kσ
ξk c
†
kσckσ −
∑
k
(
∆∗ c−k↓ck↑ + ∆ c†k↑c
†
−k↓
)
− ∆
2
30
(26)
where, for simplicity, we have considered the case of a zero-range interaction with strength 30 (the generalization to
finite-range interactions will be considered below). The parameter ∆ in Eq.(26) thus satisfies the condition
∆ = −30
∑
k
〈 c−k↓ck↑ 〉 (27)
where the thermal average 〈. . . 〉 is self-consistently determined through the mean-field Hamiltonian itself. The
quadratic form (26) can be readily diagonalized by the canonical transformation
ck↑ = u∗k αk + 3k β
†
−k , ck↓ = −3k α†−k + u∗k βk , (28)
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where uk = u−k and 3k = 3−k are constrained by |uk|2 + |3k|2 = 1 at any given k. In terms of the new operators αk and
βk, the mean-field Hamiltonian (26) becomes (see, e.g., Chapt. 6 of Ref. [59])
K →
∑
k
(
α†kαk + β
†
kβk
) [
ξk
(
u2k − 32k
)
+ 2∆uk3k
]
+
∑
k
(
α†kβ
†
−k + β−kαk
) [
2ξkuk3k − ∆
(
u2k − 32k
)]
+ 2
∑
k
(
ξk3
2
k − ∆uk3k
)
− ∆
2
30
(29)
(here, for simplicity, all quantities are assumed to be real). Provided that uk and 3k are solutions to the equation(
ξk ∆
∆ −ξk
) (
uk
3k
)
= Ek
(
uk
3k
)
, (30)
whereby u2k = 1 − 32k = (1 + ξk/Ek)/2 and Ek =
√
ξ2k + ∆
2, the coefficient [2ξkuk3k − ∆(u2k − 32k)] of the second term
on the right-hand side of Eq. (29) vanishes identically, while the coefficient [ξk(u2k − 32k) + 2∆uk3k] of the first term
equals Ek. Correspondingly, the self-consistent condition (27) for ∆ reduces to:
∆ = −30
∑
k
uk3k
[
1 − 2 f (Ek)] (31)
with uk3k = ∆/(2Ek). Note further that the last term of Eq. (29), which can be written as
∑
k(ξk − Ek) − ∆2/30 with
the help of Eq. (30), corresponds to the (grand-canonical) ground-state energy associated with the BCS state.
What is relevant here is that the above procedure can be readily generalized to situations in which ∆ → ∆(r)
depends on the spatial position r, owing, for instance, to the presence of an external potential (like a trapping potential
or a barrier), or of a magnetic field, or of the self-consistent mean field in finite nuclei, which introduce spatial
inhomogeneities in the system. In this case, the algebraic matrix equation (30) is replaced by a pair of coupled
Schro¨dinger-like equations for a two-component single-particle fermionic eigenfunction, of the form [75]:( H(r) ∆(r)
∆∗(r) −H(r)
) (
uν(r)
3ν(r)
)
= Eν
(
uν(r)
3ν(r)
)
(32)
whereH(r) = −∇2/(2m)+Vext(r)−µ contains the external potential Vext(r) (in addition, in the presence of an external
vector potential A(r) the gradient operator ∇ in the kinetic energy is replaced as usual by ∇ − iA(r)). Note that
the Hartree term is absent in the diagonal elements of the matrix (32), owing to the use of a contact inter-particle
interaction which makes this term to vanish in the limit 30 → 0. [In weak coupling, however, one often introduces in
H(r) a Hartree-like-term of the form 4piaFm n2 [76, 77].] These equations, known as the Bogoliubov-de Gennes (BdG)
equations, have to be solved up to self-consistency for the local gap parameter ∆(r), which acts like an off-diagonal
pair potential and satisfies the local condition:
∆(r) = −30
∑
ν
uν(r)3∗ν(r)
[
1 − 2 f (Eν)] . (33)
In addition, the eigenfunctions {uν(r), 3ν(r)} obey the orthonormality condition:∫
dr
[
u∗ν(r)uν′ (r) + 3
∗
ν(r)3ν′ (r)
]
= δνν′ (34)
where the Kronecker delta on the right-hand side is readily generalized to account for continuous eigenvalues. Physical
quantities like the local number density, the current density, and the energy density can all be expressed in terms of
the eigenfunctions and eigenvalues of Eq. (32) [75].
Note that the complex character of ∆(r) (as well as of the eigenfunctions {uν(r), 3ν(r)}) has been restored in
Eqs. (32)–(34), to allow for the presence of a particle current. Note also that it is the particle-hole mixing characteristic
of the BCS pairing to be responsible for the coupling of the two components (uν(r), 3ν(r)) of the eigenfunctions of
Eq. (32), in contrast to the normal Fermi gas where particle- and hole-excitations are separately good quasi-particles.
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When solving the BdG equations for a contact inter-particle interaction with coupling constant 30 (which is the
case of ultra-cold Fermi gases), technical problems arise from the need to regularize the self-consistency condition
(33) for the gap parameter ∆(r) since the sum over ν therein diverges in the ultraviolet. In the homogeneous case with
a uniform gap parameter ∆0 this regularization can be readily implemented with the help of Eq.(7), by expressing the
bare coupling constant 30 that enters the gap equation in terms of the scattering length aF of the two-body problem
[cf. Eq.(8)]. This procedure, however, cannot be utilized when the gap parameter ∆(r) has a spatial dependence, and
a new strategy is required. A first generalization of the regularization procedure for fermions on the BCS side of
the crossover trapped in a harmonic potential was given in Ref. [76] in terms of a pseudo-potential method in real
space, but it turns out that this method is not easily implemented in numerical calculations. A numerically more
efficient regularization procedure was described in Ref. [77] for the solution of the BdG equations (32) in a harmonic
oscillator basis, which for practical purposes has to be truncated at some energy cutoff Ec. Following Refs. [66, 67],
the contribution of states above the cutoff is included within the Thomas-Fermi approximation. In this way, one
obtains the following regularized version of the gap equation:
∆(r) = −geff(r)
Eν<Ec−µ∑
ν
uν(r)3ν(r)∗
[
1 − 2 f (Eν)] , (35)
where the numerical solution of the BdG equations (32) is explicitly performed only for eigenvalues Eν up to Ec − µ
that appear on the right-hand side of Eq.(35). The pre-factor geff(r) plays the role of a (cutoff dependent) effective
coupling constant and is given by
1
geff(r)
=
m
4piaF
− R(r) (36)
where
R(r) = m
2pi2
[
kc(r) − kµ(r)2 ln
kc(r) + kµ(r)
kc(r) − kµ(r)
]
. (37)
The position-dependent wave vectors kµ(r) and kc(r) are related to the chemical potential µ and energy cutoff Ec by
µ = k2µ(r)/(2m) + Vext(r) and Ec = k2c (r)/(2m) + Vext(r). As noticed in Refs. [66, 77], Eq. (37) can also be used for
negative values of µ − Vext(r) by allowing for imaginary values of kµ(r).
This approach was extended in Ref. [78] to the whole BCS-BEC crossover and generic inhomogeneous situations,
by combining the introduction of the cutoff Ec in the quasi-particle energies such that Eν < Ec − µ with the derivation
of the Gross-Pitaevskii equation for composite bosons in the BEC limit that was done in Ref. [79] (cf. Section 2.5).
Under the assumption that the energy cutoff Ec is the largest energy scale in the problem (such that ∆(r)/Ec  1,
T/Ec  1, and EF/Ec  1, where EF is the Fermi energy associated with the mean density - conditions that can be
somewhat relaxed in the weak-coupling limit), the regularized version of the gap equation reads eventually [78]:{
− m
4piaF
+ R(r) −
[
1
2
I02(r) − 13 I13(r)
] ∇2
4m
+ 2Vext(r)
1
4
I02(r) + 14 I03(r)|∆(r)|
2
}
∆(r)
=
Eν<Ec−µ∑
ν
uν(r)3ν(r)∗
[
1 − 2 f (Eν)] . (38)
The quantities Ii j(r) that enter the left-hand side of this equation are defined as follows:
Ii j(r) =
∫
|k|>kc(r)
dk
(2pi)3
(
k2
2m
)i
(
k2
2m + Vext(r) − µ
) j . (39)
The right-hand side of Eq.(38), which results from an explicit numerical integration of the BdG equations over the
reduced energy range Eν < Ec−µ, acts as a source term on the non-linear differential equation for ∆(r) associated with
the left-hand side. By implementing the numerical calculation of the BdG equations for an isolated vortex embedded
in a uniform superfluid, it was shown in Ref. [78] that the inclusion of the various terms on the left-hand side of
Eq.(38) [from the linear (∆) term, to the linear plus cubic (∆ + ∆3) terms, and finally to the linear plus cubic plus
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Laplacian (∆ + ∆3 + ∇2) terms] plays an increasingly important role in reducing the total computational time and
memory space at any coupling throughout the BCS-BEC crossover, by decreasing the value of the cutoff Ec up to
which the eigenfunctions of the BdG equations have to be explicitly calculated [78].
In practice, the BdG equations have been solved numerically up to self-consistency only for relatively simple
geometries since their numerical solution becomes rapidly too demanding due to computational time and memory
space. For ultra-cold Fermi gases, the BdG equations have been solved to account for the spatial dependence of the
order parameter in balanced [76, 77, 80] and imbalanced [81, 82] trapped gases, as well as for the microscopic structure
of a single vortex at zero temperature on the BCS side [83] and across the BCS-BEC crossover [84], and also at finite
temperature across the BCS-BEC crossover [78]. The microscopic structure of a single vortex for the unitary Fermi
gas has been analyzed in Ref. [85] with BdG-like equations resulting from the superfluid local-density approximation
of Ref. [86], which has later been used also to calculate the profile of the order parameter in balanced trapped gases
[87] or in the FFLO phase of imbalanced Fermi gases throughout the BCS-BEC crossover [88] (see Section 2.6). In
addition, the BdG equations have been used to determine the occurrence of vortex lattices in a rotating trap on the
BCS side of the crossover [89, 90]. A study of the Josephson effect with a one-dimensional barrier throughout the
BCS-BEC crossover at zero temperature [60] will be reported in Section 4.6.
In nuclear physics, where in the most sophisticated cases finite-range (instead of zero-range) forces are used in the
mean-field and gap equations (a famous example in this context being the Gogny-force [91]), both matrix elements
in (32) become non-local. The corresponding equations, usually referred to as the Hartree-Fock-Bogoliubov (HFB)
equations, are thus more general than the BdG equations and read (for simplicity, we do not write down the spin and
isospin structure): ∫
dr′
(H(r, r′) ∆(r, r′)
∆∗(r, r′) −H∗(r, r′)
) (
uν(r′)
3ν(r′)
)
= Eν
(
uν(r)
3ν(r)
)
(40)
where
H(r, r′) =
[
− ∇
2
r
2m
+ ΓH(r)
]
δ(r − r′) + ΓF(r, r′) (41)
and
∆(r, r′) = −Veff(r − r′, n( r+r′2 ))
∑
ν
uν(r)3ν(r′)∗[1 − 2 f (Eν)] . (42)
In the above expressions, ΓH(r) =
∫
dr′Veff(r, r′) n(r′) and ΓF(r, r′) = −Veff(r, r′) n(r, r′) are the Hartree and Fock
fields, respectively, with the density matrix given by n(r, r′) =
∑
ν 3ν(r)3∗ν(r′) (such that n(r) = n(r, r) is the number
density). In nuclear physics, the phenomenological effective forces are generally density dependent, also in the pairing
channel, as indicated in the argument of Veff in Eq.(42).
The non-local HFB equations (40), that hold for finite nuclei, are numerically much harder to solve than the local
BdG equations (32). Yet, they are almost routinely solved even for deformed and rotating nuclei, in general the
results of the calculations being in excellent agreement with experiments (see Refs. [92, 93] for reviews). Owing to
the high numerical cost to solve these equations, however, approximate local approximations have been developed
for the mean-field terms of Eq.(41) (such as the Skyrme Energy Density Functionals (EDF) [94]) and for the pairing
interaction of Eq.(42).
The need to regularize the gap equation arises also for the nuclear problem. In this context, it is worth mentioning
that the renormalization scheme of Eq. (35) discussed above was originally developed in Refs. [66, 67] for the nuclear
problem, in the case when the gap equation reduces to a local form. In this case, Eqs. (36) and (37) are replaced by an
effective coupling constant which takes the form:
1
geff(r)
=
1
g(r)
− m
∗(r)
2pi2
[
kc(r) − kµ(r)2 ln
kc(r) + kµ(r)
kc(r) − kµ(r)
]
. (43)
Here, in contrast to Eqs. (36) and (37), the effective mass m∗(r) and the bare coupling constant g(r) are now position
dependent through the value of the local density, which can be fitted such that ∆0 as a function of kF reproduces the
gap obtained with the Gogny force [65] in infinite matter. In addition, the wave vectors kµ(r) and kc(r) are now related
to the chemical potential µ and energy cutoff Ec by µ =
k2µ(r)
2m∗(r) + U(r) and Ec =
k2c (r)
2m∗(r) + U(r), where U(r) is the
self-consistent mean-field potential (given, for instance, by the Skyrme EDF) which takes the place of the trapping
potential Vext(r) of Eqs. (36) and (37)
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Finally, it is worth mentioning that the information contained in the BdG and HFB equations [Eqs. (32) and (40),
respectively] can be cast in an integral form in terms of the (single-particle) Gor’kov propagators, from which one can
better appreciate also the particle-hole mixing characteristic of the pairing theory. These propagators read:
Gˆ(r, r′;ωn) =
∑
ν
[
uν(r)
3ν(r)
]
1
iωn − Eν
[
u∗ν(r
′), 3∗ν(r
′)
]
+
∑
ν
[−3∗ν(r)
u∗ν(r)
]
1
iωn + Eν
[−3ν(r′), uν(r′)] (44)
where ωn = (2n + 1)piT (n integer) is a fermionic Matsubara frequency and the sums are limited to Eν > 0. In the
matrix (44), the diagonal (off-diagonal) elements correspond to the normal (anomalous) Gor’kov propagator [95].
Upon taking the analytic continuation iωn → ω + iη (η = 0+) to the real frequency ω, the two terms on the right-hand
side of the expression (44) give rise to the particle and hole components of the spectral function, which are peaked
about the poles at ω = +Eν and ω = −Eν, respectively, and have their weights expressed in terms of uν(r) and 3ν(r).
We shall return to this issue in Section 3.3.
2.5. Ginzburg-Landau and Gross-Pitaevskii equations
There are cases when the BdG equations (32) can be replaced by suitable non-linear differential equations for the
gap parameter ∆(r), which are somewhat easier to solve numerically and conceptually more appealing than the BdG
equations themselves. These non-linear differential equations for ∆(r) are the Ginzburg-Landau (GL) equation for
the Cooper-pair wave function and the Gross-Pitaevskii (GP) equation for the condensate wave function of composite
bosons. As a matter of fact, it turns out that the GL and GP equations can be microscopically derived from the BdG
equations in two characteristic limits; namely, the GL equation in the weak-coupling (BCS) limit close to Tc [96]
and the GP equation in the strong-coupling (BEC) limit at T = 0 [79]. In both cases, the integral form (44) of the
(single-particle) Gor’kov propagators associated with the solutions of the BdG equations provides the starting point
for the microscopic derivation of these non-linear differential equation for ∆(r).
In particular, one obtains the GL equation for strongly overlapping Cooper pairs through an expansion of the
expression (44) in terms of the small parameter |∆(r)|/Tc [96], in the form:{
(i∇ + 2A(r))2
4 m
+
6pi2T 2c
7ζ(3)EF
[(
1 − pi
4kFaF
)
Vext(r)
EF
−
(
1 − T
Tc
)]}
∆(r) +
3
4EF
|∆(r)|2∆(r) = 0 (45)
where ζ(3) ≈ 1.202 is the Riemann ζ function of argument 3. [For the meaning of the vector potential A, see below.]
In the presence of the trapping (harmonic) potential Vext(r), the values of the critical temperature Tc and of the Fermi
wave vector kF correspond to those of a uniform system with density equal to that at the center of the trapped system.
This extra term did not appear in the original Gor’kov derivation of the GL equation [96] and was first considered in
Ref. [97]. A simple way to derive it is by following the method of Ref. [98] and adopting a local-density approximation
in the expression of the regularized particle-particle bubble given by Eq.(82) below. Upon replacing in this expression
EF → (EF − Vext(r)) and expanding to linear order in the small quantity Vext(r)/EF , one readily recovers both terms
within parentheses that multiply Vext(r)/EF in Eq.(45)
In addition, from the BdG equations one also obtains the GP equation for a gas of dilute composite bosons of mass
2m through an expansion of the expression (44) in terms of the small parameter |∆(r)/µ| [79], in the form:
(i∇ + 2A(r))2
4 m
Φ(r) + 2Vext(r) Φ(r) +
8piaF
2 m
|Φ(r)|2Φ(r) = µB Φ(r) . (46)
Here, Φ(r) =
√
m2aF
8pi ∆(r) is the condensate wave function expressed in terms of the gap parameter ∆(r) and µB is the
residual chemical potential of the composite bosons, defined by 2µ = −ε0 +µB with µB  ε0 = (ma2F)−1 in the relevant
BEC limit (aF > 0). Note in this context that the GP equation (46) could also be obtained from the regularized gap
equation (38) discussed in Section 2.4, in the BEC limit when |µ| is the largest energy scale in the problem such that Ec
(and thus kc) can be taken to vanish. In this limit, the source term on the right-hand side of Eq.(38) can be neglected
while the coefficients on the left-hand side become R = m4piaF − m
2aF
8pi µB, I02 = m
2aF
2pi , I13 = 3m
2aF
8pi , and I03 =
m3a3F
4pi , such
that Eq.(46) with A(r) = 0 is recovered from Eq. (38).
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Figure 4: Schematic representation of the occupation number of neutrons n =↑ (full line) and protons p =↓ (dashed line) as a function of the energy
εk in asymmetric (nn > np) nuclear matter with proton-neutron pairing, for (a) µ > δε and (b) µ < δε. Here, µ = (µ↑ + µ↓)/2 and δε =
√
h2 − ∆2,
with h = (µ↑ − µ↓)/2.
Since we are here concerned with superfluidity of neutral particles, in Eqs. (45) and (46) the vector potential A(r)
is meant to describe rotating systems and is accordingly given by A(r) = mΩ × r where Ω is the angular velocity of
the rotating trap. [In this case, the quadratic term in A(r) should be omitted from the kinetic energy.] At the same time,
the factor of 2 in front of the vector potential A(r) in Eqs. (45) and (46) (as well as of the external (trapping) potential
Vext(r) in Eq. (46)) reflects the composite nature of Cooper pairs and bosons in the two (GL and GP) situations. In
practice, the independent solutions of the GL and GP equations (45) and (46) represent useful benchmarks for the
numerical results of the BdG equations for the local gap parameter ∆(r), in the respective (BCS and BEC) limits of
the BCS-BEC crossover.
2.6. Spin-imbalanced (polarized) systems
The effect of spin-population imbalance (“polarization”) on superconductivity was first addressed shortly after the
formulation of BCS theory [99, 100, 101, 102, 103]. In these works, the spin-population imbalance was assumed
to be produced by an external magnetic field acting only on the spins of the electrons, while the orbital effects were
completely neglected. This assumption requires quite stringent conditions on superconductors, which, in practice,
have made the experimental study of this issue in condensed-matter systems an extremely difficult task (see Ref. [104]
for a review). In nuclear matter, the problem of pairing in population-imbalanced Fermi gases naturally arises because
most of the heavier nuclei have more neutrons (n) than protons (p), and the same is true for nuclear matter in proto-
neutron stars. In nuclear physics, one quite generally refers in this context to asymmetric nuclear matter. In the context
of deuteron-like Cooper pairs, several works deal with this problem also with respect to the BCS-BEC crossover
[21, 105, 23] (cf. Section 5.2). This problem has also been studied in the context of dense quark matter [106, 107].
Recently, great interest in population-imbalanced Fermi gases has been prompted by experiments with two-
component ultra-cold Fermi gases, for which the populations of different “spin” states (that correspond to different
atomic hyperfine states) can be controlled independently of orbital effects. In addition, and similarly to the situation
in nuclear matter, these populations are separately conserved, owing to the long relaxation time associated with the
processes that change the hyperfine state of an atom. The first two experiments with imbalanced ultra-cold Fermi
gases [108, 109] have stimulated a large theoretical activity on these systems over the last several years. Detailed
reviews of the recent theoretical and experimental activity on population-imbalanced ultra-cold Fermi gases can be
found in Refs. [52] and [53]. Below, we will first describe the historical approaches to the problem of an imbalanced
Fermi gas as related to conventional (weak-coupling) superconductors, and then we will deal with the more recent
connection of this problem to the BCS-BEC crossover for arbitrary couplings.
The BCS mean-field approximation, that was discussed in the previous Sections for a balanced system, can be
readily generalized to the presence of different spin populations (and thus of different chemical potentials). For a
contact interaction, the gap equation (8) is modified as follows
− m
4piaF
=
∫
dk
(2pi)3
(
1 − f (E+k ) − f (E−k )
2Ek
− m
k2
)
, (47)
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while the number equation (9) splits into an equation for the total density
n↑ + n↓ =
∫
dk
(2pi)3
(
1 − ξk
Ek
[
1 − f (E+k ) − f (E−k )
])
(48)
and an equation for the difference between the two densities:
n↑ − n↓ =
∫
dk
(2pi)3
[
f (E+k ) − f (E−k )
]
. (49)
Here, Ek =
√
ξ2k + |∆|2 with ξk = (ξk↑+ ξk↓)/2, and E±k = Ek±δξk with δξk = (ξk↑− ξk↓)/2, where ξkσ = k2/(2m)−µσ
is the single particle energy relative to the chemical potential µσ for the spin σ = (↑, ↓). One sees from Eq. (49) that
at T = 0 the difference (n↑ − n↓) between the two densities is finite, provided there is a region of k-space where one
of the two single-particle excitation energies E±k becomes negative. In terms of the field h = (µ↑ − µ↓)/2 such that
E±k = Ek ∓ h, one has that n↑ > n↓ provided h > min Ek (for definiteness, in the following we shall assume h > 0
such that spin-↑ fermions correspond to the majority species). In addition, it can be verified that at T = 0 the above
equations (47)-(49) correspond to the following ground-state wave function [23]:
|ΦS〉 =
∏
k∈R
c†k↑
∏
k<R
(uk + 3kc
†
k↑c
†
−k↓) |0〉 (50)
where uk and 3k are defined in terms of ξk and Ek as in Eq.(2) for the balanced case. In the expression (50), the region
R of k-space with E+k < 0 is fully occupied by the ↑-fermions of the majority species, while outside this region Cooper
pairing occurs. The fact that the states in the region R are no longer available for pairing is called “blocking effect” in
nuclear physics. The state |ΦS〉 (referred to either as the “Sarma” state from the original work by Sarma [101] or as the
“breached-pair” phase from the more recent work of Ref. [110, 111, 112]) by Wilczek and co-workers accommodates
at the same time superfluidity and a finite population imbalance, through a sort of phase separation in k-space between
one region which is unpolarized and superfluid and a second region which is fully polarized and normal. Depending
on the value of µ = (µ↑ + µ↓)/2, the normal region R is enclosed by two (when µ > δε), or one (when µ < δε) Fermi
surfaces with gapless single-particle excitations, where δε =
√
h2 − ∆2. The state (50) thus corresponds to a gapless
superfluid. As an example of the breached-pair phase, Fig. 4 shows a schematic picture of the occupation number for
protons and neutrons in asymmetric nuclear matter (which can be transferred to the case of a spin-imbalanced system
by replacing the labels n and p with ↑ and ↓, respectively). The two panels of Fig. 4 distinguish the two cases with (a)
µ > δε and (b) µ < δε. In both cases, one sees that there is a window of energies with unpaired occupancies for the
extra neutrons. This problem will be further elaborated in Section 5.2.
A problem with the Sarma state (50) in weak coupling is that it is energetically unstable, since it corresponds to a
local maximum of the variational energy at T = 0 [101]. Specifically, by solving the gap equation (47) in the weak-
coupling limit one finds that ∆(h) shows a re-entrant behaviour below a certain temperature T0, while at high enough
temperature ∆(h) decreases monotonically with h and vanishes continuously at a critical value of h. The Sarma state
is then associated with this re-entrant branch at T = 0. An analogous re-entrant behaviour is found for the dependence
of the critical temperature on h, which is obtained by letting ∆→ 0 in the gap equation (47) (as shown by the full line
in Fig. 5(a)). Comparison between the (grand-canonical) free energies of the normal and superfluid phases shows,
however, that below the temperature T0 (= 0.56T 0c in weak coupling) the transition becomes of first order, with the
gap dropping discontinuously to zero at the transition. Correspondingly, the transition curve eliminates completely
the re-entrant behaviour below T0 (as shown by the dashed curve in Fig. 5(a)). An analysis along these lines made
by Sarma at T = 0 [101] recovered the Clogston [99] and Chandrasekhar [100] prediction of a first-order transition at
h = ∆0/
√
2, from an unpolarized BCS state (when h < ∆/
√
2) to a polarized normal state (when h > ∆0/
√
2).
An alternative solution to the problem of superconductivity (superfluidity) in the presence of spin imbalance was
proposed by Fulde and Ferrell (FF) [102] and independently by Larkin and Ovchinnikov (LO) [103]. The basic idea
is that a mismatch of the spin-up and spin-down Fermi surfaces due to spin imbalance should favor Cooper pairing
for a finite value of the center-of-mass wave vector Q. This is because, by taking |Q| of the order of (kF↑ − kF↓),
the pairing states |k + Q/2, ↑〉 and | − k + Q/2, ↓〉 remain in the vicinity of both Fermi surfaces. Specifically, this
matching occurs only on one side of the respective Fermi surfaces as determined by Q itself, while on the other side
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Figure 5: (a) Phase diagram for the superfluid/normal transition in the (extreme) weak-coupling limit. The temperature is in units of the critical
temperature T 0c for h = 0, and h = (µ↑ − µ↓)/2 is in units of the zero-temperature gap ∆0 at h = 0. Full line: solution of the equation for the critical
temperature obtained by setting ∆ = 0 in the BCS gap equation, which corresponds to a true transition line only above the tricritical point (circle).
Dashed line: first-order transition line that separates the BCS superfluid from the normal phase. Dotted line: second-order transition line between
the (single q) FF and normal phase. (b) Refined phase diagram for the superfluid/normal transition in weak coupling, where more general solutions
in the FFLO phase are considered. Full line: transition line separating the superfluid from the normal phase, which becomes of first order below
the tricritical point (circle) and separates the FFLO from the normal phase. Dashed line: second-order transition line that separates the BCS and
FFLO phases. The transition lines BCS→ FF and FF→ normal obtained by the simple FF solution are also reported for comparison (dotted lines).
pairing is completely suppressed. A non-vanishing value of the polarization is then obtained by making these regions
completely empty/filled with ↓/↑ fermions, respectively. In addition, pair condensation at finite Q leads to a space-
dependent order parameter Ψ(r) = 〈ψ↑(r)ψ↓(r)〉 (where ψσ(r) is a fermion field operator with spin σ), which is given
by a single plane wave Ψ(r) = ψ0eiQ·r in the Fulde-Ferrell analysis and by a superposition of plane waves with the
same |Q| in the Larkin-Ovchinnikov analysis (in particular, the solution Ψ(r) = ψ0 cos(Q · r) was considered).
The above mean-field equations (47)−(49) are readily extended to take into account the FF pairing. By setting
∆QeiQ·r ≡ −
∫
dk
(2pi)3 30〈c−k+Q/2↓ck+Q/2↑〉, the gap equation is modified as follows:
− m
4piaF
=
∫
dk
(2pi)3
1 − f (E+k,Q) − f (E−k,Q)2Ek,Q − mk2
 (51)
where Ek,Q =
√
ξ2k,Q + |∆Q|2 with ξk,Q = (ξk+Q/2↑ + ξ−k+Q/2↓)/2, and E±k,Q = Ek,Q ± δξk,Q with δξk,Q = (ξk+Q/2↑ −
ξ−k+Q/2↓)/2. Similarly to the gap equation (51), the number equations for the FF phase are obtained from the cor-
responding equations (48) and (49) of the Sarma phase via the replacements (ξk, Ek, E±k ) → (ξk,Q, Ek,Q, E±k,Q). And,
analogously to the Sarma phase [cf. Eq.(49)], a finite population imbalanced is obtained at T = 0 when (at least) one
of the two single-particle excitations E±k,Q becomes negative in a region of k-space. Calling R↑ and R↓ the regions
where E+k,q and E
−
k,q are negative, the FF solution at T = 0 then corresponds to the variational wave function (see, e.g.,
Ref. [113])
|ΨFF〉 =
∏
k∈R↑
c†
k+ Q2 ↑
∏
k∈R↓
c†−k+ Q2 ↓
∏
k<R↑,↓
(uk + 3kc
†
k+ Q2 ↑
c†−k+ Q2 ↓
)|0〉 , (52)
where in the region R↑ (R↓) the state |k + Q/2, ↑〉 is fully occupied (empty) and the state | − k + Q2 , ↓〉 is fully empty
(occupied), with the remaining states being available for pairing. A finite population imbalance results when the
regions R↑ and R↓ have different volumes. Note, however, that no finite value of the current is associated with a finite
value of |Q|.
The thermodynamic stability of the FF phase, together with the value of |Q|, are obtained by minimizing the
mean-field free-energy. In weak coupling, one obtains that at T = 0 the Clogston-Chandrasekhar first-order transition
from the BCS state to the normal phase at h = ∆0/
√
2 is replaced by a first-order transition BCS→ FF at essentially
the same value of h, followed by a second-order transition FF → normal when h reaches the value h = 0.754∆0.
Correspondingly, |Q| changes from 1.28 (kF↑ − kF↓) at the transition BCS→ FF, to 1.2(kF↑ − kF↓) at the transition FF
→ normal [113]. The transition FF→ normal remains of second order also at finite temperature, while the transition
BCS→ FF is of first order and corresponds, in practice, to the transition BCS→ normal, since the free energies of the
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FF and normal phases are quite close in value. The resulting phase diagram is reported in Fig. 5(a), where the three
transition lines meet at the tricritical point with h = 0.61∆0 and T = 0.56T 0c . It turns out that the region of existence
of the FF phase (in the figure delimited by the dashed and dotted lines) is quite narrow.
The assumption of a single wave vector Q was overcome by the LO approach [103], where a more general
superposition of plane waves with the same |Q| was considered, corresponding in real space to a crystalline order for
the order parameter Ψ(r) (or of the gap parameter ∆(r)). The LO analysis was based on an expansion in powers of
∆(r) of the Gor’kov equations for the normal and anomalous Green’s functions in the presence of a Zeeman splitting
between the two spin species, and thus holds only near the second-order transition where ∆(r) vanishes. It was found
that near the transition point the solution ∆(r) = 2∆ cos(Q ·r) has lower energy than the single plane-wave FF solution,
and has also the lowest energy among the crystalline solutions. It was further found that the location of the transition to
the normal state is unchanged with respect to the FF analysis, since the degeneracy among the possible superpositions
of plane waves with the same |Q| is lifted only inside the superfluid phase.
When dealing with a first-order transition, however, the power expansion of the Gor’kov equations utilized by the
LO approach is not appropriate and one should resort to a full solution of the Gor’kov equations (or, equivalently, of
the BdG equations) for the polarized Fermi gas. Since this is rather a difficult task, in weak coupling the problem
was approached using the Eilenberger quasi-classical equations which are appropriate to this limit [114, 115]. These
equations have been applied to a three-dimensional polarized Fermi gas in Refs. [116] and [117], where a generic
combinations of Q with the same value of |Q| was considered. In particular, the analysis of Ref. [117] shows that the
transition to the normal phase is of first order from the tricritical point down to T = 0, although it remains very close
to the standard FFLO second-order transition. At T = 0, the critical field for the transition to the normal phase has
now the value h = 0.781∆0, to be compared with the FFLO value h = 0.754∆0 for which a second-order transition
was assumed. Similar results were obtained by an alternative approach (valid, in principle, only close to the tricritical
point) based on a GL expansion up to sixth order in ∆ and fourth order in |Q| [118, 119, 120]. An expansion up to
sixth order of the GL energy functional was also considered in Ref. [121] to study the FFLO phase in the context of
color superconductivity in QCD (for a review, see Refs. [106] and [107]). Owing to all these results, in weak coupling
the description of the FFLO phase near the transition to the normal phase can be considered to be quite accurately
described.
A similar degree of accuracy is lacking for the description of the FFLO phase away from the critical line. The
reason is that, as one gets inside the superfluid phase, a single value of |Q| no longer suffices: ∆(r) remains a periodic
function in space, but Fourier harmonics of higher order are required. Insights in this problem are provided by the
analytic solution of the BdG equations in one dimension [122, 123, 124]. This yields an evolution, from a soliton
lattice at the BCS-FFLO transition (for which the gap parameter changes its sign over a region of the order of the
coherence length and then remains uniform over a region that gets progressively wider upon approaching the BCS-
FFLO transition), to the ordinary LO solution at the FFLO-normal transition. A similar kind of evolution is expected
to occur in higher dimensions [116]. In particular, in three dimensions the formation of a one-dimensional soliton
lattice, with a period that tends to infinity at the transition point, makes the BCS-FFLO transition continuous and
shifts it to lower values of h compared to the FF solution. For instance, at T = 0 the BCS-FFLO transition occurs at
h = 0.666∆0 [116], in contrast with h = 0.707∆0 of the FF solution. The complete phase diagram, which takes into
account the formation of a soliton lattice at the BCS-FFLO transition and the analysis of Ref. [117] (as elaborated in
[53]) at the FFLO-normal transition, is reported in Fig. 5(b). One sees that, although the region for the occurrence
of the FFLO phase is now enlarged with respect to the FF solution, the FFLO phase still remains confined to a small
corner of the phase-diagram.
The discussion about the Sarma and FFLO phases and their stability was thus far restricted to the weak-coupling
limit of the interaction. The question about what happens when this assumption is relaxed was considered only
recently, stimulated by the experiments with ultra-cold Fermi gases that we now pass to consider. The first theoretical
works on ultra-cold polarized Fermi gases focused on the Sarma solution, initially for weak coupling [125, 126]
in line with the work on the breached-pair phase of Refs. [110, 111] and later on across the BCS-BEC crossover
[127, 128, 129, 130]. Also in this context, the Sarma phase turns out to be unstable against the FFLO phase or the
phase separation between the unpolarized BCS phase and the polarized normal phase. Since in ultra-cold gases the
spin populations are separately conserved, here phase separation is a manifestation of the (Clogston-Chandrasehkhar)
first-order transition discussed above for superconductors as a function of the magnetic field. The stability of the
Sarma phase was further checked by looking at the sign of the superfluid density or of the compressibility matrix,
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Figure 6: (a) Mean-field T = 0 phase diagram for the population imbalance α = (n↑ − n↓)/(n↑ + n↓) vs the coupling parameter (kFaF )−1, where
kF is determined by the total density n = n↑ + n↓. Full lines: boundaries between the phase separation region and the homogeneous normal
(N) and superfluid (SF) phases. Dotted lines: boundaries within the phase separation region between balanced superfluid and partially polarized
normal state (SF0/NPP), balanced superfluid and fully polarized normal state (SF0/NFP), and polarized superfluid and fully polarized normal state
(SFP/NFP). Dashed line: transition line to the FFLO phase (which does not take into account phase separation). Dashed-dotted line: normal to
superfluid transition line for the Sarma phase (which is reported here regardless of its stability). (b) Corresponding phase-diagram obtained in
Ref. [132] by fixed-node Quantum Monte Carlo simulations.
which yield the spinodal curves of local stability against the FFLO phases and phase-separation [126, 128, 131, 130].
A more complete mean-field analysis of the ground-state phase diagram for the polarized Fermi gas throughout
the BCS-BEC crossover was carried out in Ref. [133], by taking into account the FF phase with a single plane wave
as well as the phase-separation, while searching for the global minima of the grand-canonical potential Ω at T = 0.
This has the form [52]:
Ω
V
= − m
4piaF
∆2Q +
∫
dk
(2pi)3
ξk,Q − Ek,Q + m∆2Qk2 + E+k,QΘ(−E+k,Q) + E−k,QΘ(−E−k,Q)
 (53)
where V is the volume. The resulting phase diagram is reported in Fig. 6(a) and shows that phase separation dominates,
especially in the unitary regime of interest for ultra-cold gases. The polarized superfluid (Sarma) phase is stable only
on the BEC side of the crossover, where it corresponds to a mixture of composite bosons and excess fermions [134].
The FFLO phase is instead confined to a small region on the BCS side (in between the dashed and full lines on the left
of the black dot in Fig. 6(a)). The previous discussion about the FFLO phase in weak coupling suggests, however, that
also in this case the region of stability of the FFLO phase could be enlarged by considering more complex solutions
than the FF ansatz. Work in this direction was reported in Refs. [135] and [88]. In particular, Ref. [88] suggested the
occurrence of an FFLO phase over an extended range of polarizations for the unitary Fermi gas. In addition, inside the
region of phase-separation Fig. 6(a) distinguishes (dotted lines) the phases made by: (i) A balanced superfluid and a
partially polarized normal state (SF0/NPP); (ii) A balanced superfluid and a fully polarized normal state (SF0/NFP); (iii)
A polarized superfluid and a fully polarized normal state (SFP/NFP). All these phases were obtained by minimizing
the total energy with respect to different kinds of phase separation and their relative volumes (a procedure equivalent
to the Maxwell construction of Ref. [136]).
For comparison, Fig. 6(b) shows the corresponding T = 0 phase diagram obtained in Ref. [132] by fixed-node
Quantum Monte Carlo simulations (which, however, do not take into account FFLO correlations in the nodal surface
of the trial wave functions). This phase diagram is qualitatively similar to that at the mean-field level of Fig. 6(a),
with the polarized superfluid being stable as a homogeneous phase only on the BEC side of the crossover (albeit now
somewhat closer to unitarity). At unitarity, the critical polarization above which superfluidity disappears is αc = 0.39,
in agreement with the (extrapolated) experimental value αc ' 0.36 obtained in Ref. [137], but in contrast with the
mean-field result αc = 0.93. This reduction of the value of αc is expected, since the mean-field analysis neglects
correlations in the normal phase and thus overestimates the extension of the BCS phase in the coexistence region. A
further difference with respect to the mean-field results is the prediction of a region of coexistence between a partially
polarized superfluid and a partially polarized normal phase (SFP/NPP) at the center of the phase separation region,
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Figure 7: Mean-field phase diagram for temperature T (in units of the Fermi temperature TF ) vs population imbalance α with the coupling values
(a) (kFaF )−1 = −1.0 and (b) (kFaF )−1 = 0, where kF and TF are defined in terms of the total density n = n↑ + n↓. Full line: second order transition
line obtained by taking ∆ → 0 in the gap equation (47). Dotted line: second order transition line to the FFLO phase. Shaded region enclosed by
dashed lines: phase separation (PS) region between the superfluid (SF) and normal (N) phases. Full and dotted lines correspond to true transition
lines only outside the phase separation region. [Data reproduced from Refs. [138, 50, 139].]
which replaces the SF0/NFP region found at the mean-field level.
At finite temperature, the analysis of the phase diagram and of the properties of polarized superfluid Fermi gases
throughout the BCS-BEC crossover requires one to include (like for a balanced system) pairing fluctuation over
and above mean field. This extension will be discussed in detail in Section 3.7. Here, for future reference, Fig. 7
shows the temperature vs population imbalance phase diagram at the mean-field level for the two coupling values
(kFaF)−1 = (−1.0, 0) which are representative of the evolution away from weak coupling. One sees that the curve for
Tc obtained by taking ∆→ 0 in the gap equation (47) (and solving simultaneously the number equations (48) and (49))
presents a re-entrant behaviour as a function of population imbalance α, in analogy to what was found in Fig. 5(a) in
the weak-coupling limit as a function of the magnetic field h. Allowing for the FFLO pairing, but still looking for a
second-order transition line by setting ∆Q → 0 in Eq. (51), one obtains the curves represented by dotted lines which
eliminate the re-entrant behaviour (as also found in weak coupling). By further allowing for phase separation between
a balanced superfluid phase and a polarized normal phase, the shaded areas of Fig. 7 result [140, 138, 50]. One sees
that, while in the weak-coupling regime of Fig. 5(a) the FFLO instability anticipates the first-order normal-superfluid
transition line and merges with it at the tricritical point, as the coupling increases the FFLO second-order transition
line is progressively replaced by phase separation, while the tricritical point no longer coincides with the point where
the FFLO second-order transition line merges with the BCS transition line (full line in Fig. 7).
3. Pairing fluctuations
Quite generally, a consistent description of the BCS-BEC crossover cannot proceed without proper inclusion of
pairing fluctuations. This is true not only in the superfluid phase below Tc where pairing fluctuations are added on top
of the BCS mean field, but it is especially relevant in the normal phase above Tc where pairing fluctuations account
for important precursor effects. This Section provides a concise overview about the physical phenomena relevant to
the BCS-BEC crossover, for which pairing fluctuations turn out to be mostly important.
3.1. Nozie`res-Schmitt-Rink approach and its extensions
It was already mentioned in Section 2.3 that, to obtain the expected value TBEC of the Bose-Einstein critical
temperature in the BEC limit of the BCS-BEC crossover, one has to include the translational degrees of freedom
of the composite bosons and account for their dynamics. This, in turn, requires one to include pairing fluctuations
beyond the BCS mean-field approximation. Specifically, it was clear from the analysis of Section 2.3 that, to obtain
the correct value of the critical temperature Tc in the BEC limit of the BCS-BEC crossover, one needs to modify
the equation (22) for the density. To this end, one can extend the diagrammatic description of the dilute repulsive
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Figure 8: Graphical representation of (a) the fermionic self-energy Σ(k) given by Eq.(54), (b) the particle-particle propagator Γ0(Q) given by
Eq.(55), and (c) the fermionic single-particle propagator G(k) that enters the expression (59) for the density. Thick and thin lines represent,
respectively, dressed (G(k)) and bare (G0(k)) fermionic single-particle propagators, while dashed lines stand for the inter-particle interaction. The
colored box identifies the particle-particle propagator Γ0(Q).
Fermi gas due to Galitskii [141] to the case of the attractive Fermi gas which undergoes the BCS-BEC crossover,
along the lines of the original approach by Nozie`res and Schmitt-Rink (NSR) [7] (a firm basis for this extension was
later discussed in Ref. [142]). In the normal phase above Tc, this amounts to considering the effects of the fermionic
self-energy depicted in Fig. 8(a) which is given by the following expression:
Σ(k) = −
∫
dQ
(2pi)3
T
∑
ν
Γ0(Q) G0(Q − k) . (54)
Here, k = (k, ωn) is a four-vector with fermionic Matsubara frequency ωn = (2n + 1)piT (n integer), Q = (Q,Ων) is
a four-vector with bosonic Matsubara frequency Ων = 2piνT (ν integer), G0(k) = (iωn − ξk)−1 is the bare fermionic
single-particle propagator, and Γ0 is the particle-particle propagator (sometimes called the t-matrix or vertex of ladder
diagrams) which is depicted in Fig. 8(b) and is given by the expression
Γ0(Q) =
−30
1 + 30 χpp(Q)
= − 1m
4piaF
+ Rpp(Q)
(55)
where 30 is the bare coupling constant appearing in Eq.(7),
χpp(Q) =
∫
dk
(2pi)3
T
∑
n
G0(k + Q, ωn + Ων) G0(−k,−ωn) (56)
is the particle-particle bubble, and
Rpp(Q) = χpp(Q) −
∫
dk
(2pi)3
m
k2
=
∫
dk
(2pi)3
(
1 − f (ξk+Q) − f (ξk)
ξk+Q + ξk − iΩν −
m
k2
)
(57)
is the regularized version of the particle-particle bubble obtained with the help of Eq. (7). Note that the minus signs
in front of the expressions (54) and (55) comply with a standard convention for the Matsubara Green’s functions (cf.,
e.g., Ref. [95]), according to which the value −30 is associated with each diagrammatic potential line. Sometimes,
however, a change of sign is adopted in the definition of Γ0, such that at the leading order Γ0 agrees instead with the
bare potential 30; this is, for instance, the convention used in nuclear physics (cf. Section 5).
The self-energy (54) enters the fermionic single-particle propagator
G(k) =
1
G0(k)−1 − Σ(k) , (58)
in terms of which the fermionic density can be calculated as follows (η = 0+):
n = 2
∫
dk
(2pi)3
T
∑
n
eiωnη G(k) . (59)
In the original NSR approach [7], on the other hand, the density was instead derived from the thermodynamic potential
that is obtained by closing the ladder diagrams. As shown in Ref. [68], this corresponds to including Gaussian
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fluctuations around the saddle point (the latter corresponding to the BCS mean field approximation), or to calculating
the thermodynamic potential to order 1/N in a large-N expansion [143]. The same result can also be obtained in
the present language, if one calculates the density from Eq. (59) with the additional approximation of truncating the
Dyson equation (58) at first order in Σ as depicted in Fig. 8(c), thereby writing:
G(k) ' G0(k) + G0(k) Σ(k) G0(k) . (60)
The two above approximations are equivalent when the self-energy corrections are small; however, if the corrections
are not small, Eq. (59) might yield a sensible result when the NSR approach does not [144]. We shall discuss below
some advantages as well as disadvantages of adopting the NSR (truncated) approach (60) with respect to its extension
(58) with the full single-particle propagator.
An argument in favour of the perturbative expansion (60) of the Dyson equation considers the shift of the grand-
canonical potential Ω(T,V, µ) with respect to the value Ω0(T,V, µ) for the non-interacting system, which quite gener-
ally is given by the following expression (cf. Eq. (25.27) of Ref. [95]):
Ω −Ω0 = V
∫ 1
0
dλ
λ
∫
dk
(2pi)3
T
∑
n
eiωnη (iωn − ξk) Gλ(k) , (61)
where V is the volume and the single-particle propagator Gλ is evaluated with the variable coupling constant λ30. With
the choice of the self-energy (54) and the perturbative expansion (60), Eq. (61) reduces to the following approximate
expression
Ω −Ω0  V
∫
dQ
(2pi)3
T
∑
ν
eiΩνη ln[1 + 30 χpp(Q)] (62)
where χpp is given by Eq.(56), which coincides with the expression derived in the original NSR approach on the basis
of a linked-cluster expansion for Ω which sums up ladder diagrams [7]. This shows that the results for the grand-
canonical potential, obtained from the single-particle propagator and from the linked-cluster expansion, are consistent
with each other, a property which is not obvious for an approximate theory (cf., e.g., the discussion in Section 3.6 of
Ref.[145]). As a consequence of this property, the derivative of Eq. (62) with respect to the chemical potential yields:
− ∂
∂µ
(
Ω −Ω0
V
)
T
= n − n0  2
∫
dk
(2pi)3
T
∑
n
G0(k)2 Σ(k) , (63)
which coincides with the expression (59) for the density obtained in terms of the single-particle propagator G once
this is expanded as in Eq.(60).
A similar argument was made in Ref. [146] with the use of the zero-temperature formalism in the canonical
ensemble [95, 145]. In this case, the NSR approach corresponds to what in nuclear physics is known as the particle-
particle random-phase approximation (pp-RPA) [59]. Here, the correlation energy of the ground-state is obtained from
the zero-temperature counterpart of Eq. (61) (cf., e.g., Eq. (7.32) of Ref.[95]), where the expanded Dyson equation
(60) is again used. Note, however, that for an attractive inter-particle interaction, the use of the NSR approach at
zero temperature is physically meaningful only in the presence of a mechanism that suppresses superfluidity. In finite
systems, like nuclei or ultra-small metallic grains, this occurs when the level spacing exceeds a critical value [59]. For
infinite systems, on the other hand, this may occur when the system is polarized above a critical value, as discussed
in Section 2.6. In this respect, it was shown in Ref. [146] that the NSR approach in the zero-temperature formalism,
together with the truncation of the Dyson equation, fulfils the Luttinger theorem (see Section 3.7 for more details).
Nevertheless, the truncation of the Dyson equation has some notable drawbacks. For example, within the pp-RPA at
T = 0 the quasi-particle residue Z (associated with the discontinuity of the Fermi distribution at the Fermi surface) can
become negative [147], a feature that does not occur when the self-energy is summed up to all orders. Furthermore,
the shape of the single-particle spectral function (cf. Section 3.3) crucially depends on the location of the poles of the
single-particle propagator in the complex frequency plane, which is of course different when the full expression (58)
or its truncation (60) are adopted.
A definite virtue of the NSR approach (in both its variants) is that it interpolates for the critical temperature between
two limiting cases, that is, the free Bose gas and the BCS weak-coupling limit (albeit with the some provisions for the
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latter case). This is because, in the BEC (strong-coupling) limit whereby |µ|/T  1, the particle-particle propagator
Γ0 acquires the polar form [13, 148, 149]:
Γ0(Q) ' − 8pim2aF
1
iΩν − Q24m + µB
(64)
which (apart from the presence of the residue −8pi/(m2aF)) is equivalent to a bare bosonic propagator with mass 2m
and chemical potential µB = 2µ + ε0, where ε0 = (ma2F)
−1 is the dimer binding energy. In this limit, |µ| is the largest
energy scale in the fermionic propagator G0, in such a way that one can neglect the Q-dependence of G0 in Eq. (54)
and obtain:
Σ(k) ' −G0(−k)
∫
dQ
(2pi)3
T
∑
ν
eiΩνη Γ0(Q) (η = 0+) . (65)
With the approximation (60), one thus ends up with the following expression for the density (59):
n ' 2
∫
dk
(2pi)3
T
∑
n
eiωnη G0(k) − 2
∫
dk
(2pi)3
T
∑
n
G20(k) G0(−k)
∫
dQ
(2pi)3
T
∑
ν
eiΩνη Γ0(Q) (66)
where the first term on the right-hand side can be neglected since |µ|/T  1 (this holds true provided the value of
Tc we are after is finite). When substituting the polar form (64) for Γ0 in the second term on the right-hand side of
Eq.(66), one sees that the factor∫
dk
(2pi)3
T
∑
n
G20(k) G0(−k) ' −
m2
8pi
√
2m|µ| ' −
m2aF
8pi
(67)
cancels the residue of the expression (64). One is thus left with the following Bose-like expression for the density:
n ' 2
∫
dQ
(2pi)3
1
exp (ξBQ/T ) − 1
≡ 2 nB (68)
where ξBQ = Q
2/(4m)−µB, with nB playing the role of the density of a system of non-interacting composite bosons with
mass 2m. The correct value of the Bose-Einstein temperature TBEC = 3.31 n
2/3
B /(2m) then results by letting µB → 0−
in the expression (68). In the BCS (weak-coupling) limit, on the other hand, at the leading order the self-energy (54)
approaches the mean-field value Σ0 = 4piaFm
n
2 and the BCS result (23) for Tc is recovered, provided the mean-field shift
Σ0 is also self-consistently included in the fermion propagators entering Γ0 (see Refs. [150, 151, 152] for a discussion
about the importance of including this shift in the weak-coupling limit). It should be noted that the NSR approach
in its original formulation, which does not include the mean-field shift Σ0, recovers the BCS result (23) for Tc in
the weak-coupling limit only with logarithmic accuracy (specifically, it yields the result (23) divided by a “spurious”
factor e1/3). In this limit, however, particle-hole (rather than particle-particle) effects are known to be important and
modify the pre-factor in front of the exponential dependence in (23), as it will be discussed in Section 3.4.
Quite generally, for generic values of the coupling parameter (kFaF)−1 throughout the BCS-BEC crossover, the
density equation (59) with Σ and G given by Eqs. (54) and (58) can be solved numerically in conjunction with
Eq. (21), to yield Tc and µ(Tc) as functions of (kFaF)−1. Figure 9 compares the values of Tc obtained by using the full
G in the density equation that includes pairing fluctuations through the self-energy Σ of Eq. (54) (full line), and the
corresponding mean-field values of Tc where the bare G0 is instead used in the density equation (dashed line). The
two results are seen to strongly deviate from each other on the BEC side of the crossover where (kFaF)−1 & 1. If we
consider for all couplings (and not only in the BEC limit as we did in Section 2.3) the mean-field critical temperature to
represent a sort of “pair dissociation temperature” T ∗, the above result indicates that, while in weak coupling fermion
pairs form and condense at the same temperature (that is, T ∗ ' Tc), in strong coupling pair formation occurs at a
temperature higher than the condensation temperature (that is, T ∗  Tc). The difference between Tc and T ∗, which
naturally arises within a pairing-fluctuation scenario, points to the presence of precursor pairing phenomena (like the
pseudo-gap effects to be discussed below in Section 3.3) at temperatures intermediate between Tc and T ∗.
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Figure 9: Critical temperature Tc for the superfluid transition vs the coupling parameter (kFaF )−1, as obtained by solving the density equation
with the fermionic single-particle propagator that includes (full line) or neglects (dashed line) the self-energy (54). The NSR result, where the
approximation (60) is further adopted in the density equation, is also reported for comparison (dotted line).
A few additional comments on the structure of the particle-particle propagator Γ0(Q) are in order. At any coupling,
Γ0(Q) admits a spectral representation of the form [153, 151]:
Γ0(Q,Ων) = −
∫ +∞
−∞
dω
pi
Im ΓR0 (Q, ω)
iΩν − ω (69)
where the retarded particle-particle propagator (or vertex function) ΓR0 (Q, ω) is defined by Γ0(Q,Ων) given by the
expressions (55)–(57) in which one makes the replacement iΩν → ω + iη. With this replacement, it appears that
the expression (57) has a branch cut in the complex ω-plane for ω ≥ Q24m − 2µ, whose branch point at ω = Q
2
4m − 2µ
is pushed to large positive values in the BEC limit when −2µ → ε0 − µB. In this limit, ΓR0 (Q, ω) shows a pole at
ω = Q
2
4m − µB, such that Im ΓR0 (Q, ω) = 8pi
2
m2aF
δ(ω− Q24m + µB) and the spectral representation (69) reduces to the previous
result (64). Away from the BEC limit, however, the branch cut of ΓR0 (Q, ω) in the complex ω-plane plays in practice
an important role, which is related on physical grounds to the fermionic nature of the constituent particles. This
fermionic nature actually manifests itself even in the BEC limit, when calculating the residual interaction which acts
among the composite bosons (cf. Section 3.6).
It is also worth emphasizing that, for a zero-range interaction potential, it is the regularization (7) that makes the
infinite summation of the particle-particle bubble (56) (which yields eventually the particle-particle propagator Γ0
of Eq. (55)) to remain finite in the limit 30 → 0 and k0 → ∞, because the ultraviolet divergence of the expression
(56) is compensated by the simultaneous vanishing of 30 [149]. An analogous mechanism works also for the normal
and anomalous particle-particle bubbles that are present below Tc [154]. As a consequence, the only diagrammatic
structures that survive the regularization procedure (7) are those which are built directly on the particle-particle prop-
agator Γ0 and not on the bare potential 30 (the only exception to this rule occurs below Tc for the BCS diagram of
the gap equation, where the trace of the anomalous single-particle Green’s function itself diverges in the ultraviolet
[153, 151]). In practice, this provides a strong simplification on the classification of the many-body diagrams, and as
such has recently been used also to develop a sophisticated re-summation technique known as “bold diagrammatic”
Monte Carlo [155]. This simplification, however, cannot be exploited when the interaction potential has a finite range,
like in the case of the potentials used in nuclear physics.
As already mentioned, the sum of ladder diagrams that defines the particle-particle propagator Γ0 of Eq.(55)
(together with the ensuing fermionic self-energy Σ of (54)) is sometimes referred to as the t-matrix approximation.
The above expressions actually represent the G0G0 version of this approximation [150], since all the fermionic single-
particle propagators (that is, both those entering Γ0 and the one closing the fermion loop in Σ - cf. Fig. 8) are bare
(G0) ones. Different variants of the t-matrix approximation have actually been introduced, which correspond to:
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(i) The G0G version, where one G0 in the particle-particle bubble χpp of Eq. (56) is replaced by a full G [156, 157,
158, 54];
(ii) The extended t-matrix approximation (ETMA), where the propagator G0 closing the loop in Σ [cf. Eq. (54)] is
replaced by the full G, but not the propagators in χpp [138];
(iii) The self-consistent Green’s function method (also called Luttinger-Ward method), where all G0 (including that
closing the loop in Σ) are replaced by full G [13, 148, 159];
(iv) A variant following the approach by Zimmermann and Stolz [160], where the bare G0 are replaced by quasi-
particle propagators (cf. Section 3.5).
These different variants of the t-matrix approximation unavoidably produce different quantitative results when applied
to specific problems in the context of the BCS-BEC crossover [161, 162]. Mostly for the purpose of illustration, in
what follows we shall mainly present the results obtained within the G0G0 version of the t-matrix approximation. In
this context, one should anyway keep in mind that not always what is believed to be an improvement in the treatment
of a given fermionic single-particle propagator necessarily leads to a corresponding improvement in the comparison
with the experimental data, nor even in comparison with results of exactly solvable models (see for instance Ref. [163]
for the description of a spin-↓ impurity in a gas of spin-↑ particles).
3.2. Intra- and inter-pair correlations
In Section 3.1 we went through the original argument due to Nozie`res and Schmitt-Rink [7], according to which
considering pairing fluctuations over and above mean field is essential to recover the correct value of the Bose-Einstein
critical temperature in the BEC limit of the BCS-BEC crossover. In addition, in Section 1.3 we mentioned that the
need to include pairing fluctuations beyond mean field arises even in the BCS limit of the BCS-BEC crossover, where
already at the mean-field level one finds that the size ξpair of the intra-pair correlations between opposite-spin fermions
remains finite when approaching Tc from below [62]. In Section 1.3 we have further anticipated that, even at zero
temperature, the inclusion of pairing fluctuations is required to calculate the inter-pair coherence (or healing) length
ξ, which strongly deviates from the intra-pair coherence length ξpair upon approaching the BEC limit [43, 164], as
shown in Fig. 2. On physical grounds, the difference between ξpair and ξ has the same origin of that occurring between
the pair dissociation temperature T ∗ and the critical temperature Tc, as shown in Fig. 9.
Here, we dwell further on the difference between the two lengths ξpair and ξ. At zero temperature this difference
lies at the very origin of the BCS-BEC crossover, while at finite temperature it gives valuable information about the
persistence of pairing above Tc. To this end, we shall rely on the results of Ref. [63] where the t-matrix approximation
of Section 3.1 (as well as its extension below Tc [153, 151]) was employed to calculate the pair correlation function
for opposite-spin fermions (to get ξpair) and the correlation function of the order parameter (to get ξ).
The pair correlation function for opposite-spin fermions is defined by:
g↑↓(ρ,R) =
〈
ψ†↑
(
R +
ρ
2
)
ψ†↓
(
R − ρ
2
)
ψ↓
(
R − ρ
2
)
ψ↑
(
R +
ρ
2
)〉
−
(n
2
)2
(70)
where ψσ(r) is a fermion field operator with spin σ, and ρ = r − r′ and R = (r + r′)/2 are the relative and center-
of-mass coordinates of the pair (the dependence of g↑↓ on R can be dropped for a homogeneous system). The pair
coherence length ξpair is then obtained as follows
ξ2pair =
∫
dρ ρ2 g↑↓(ρ)∫
dρ g↑↓(ρ)
, (71)
which generalizes Eq.(6) that is only valid at the mean-field level. [The definition (71) for ξpair is meaningful only
when the integrals therein converge. This is the case at the mean-field level and with the further inclusion of pairing
fluctuations within the t-matrix approximation, to be considered below. When going beyond this approximation, a
long-range (power-law) tail may appear in g↑↓(ρ) which is related to correlations between spin-↑ and spin-↓ belonging
to different pairs, such that the integrals in Eq.(71) may not converge. In this case, it should anyway be possible to
identify a short-range from a long-range part in g↑↓(ρ), in such a way that ξpair could be isolated by inspection.]
Quite generally, the thermal average of Eq. (70) can be related to the two-particle Green’s function by a suitable
choice of its space ρ, (imaginary) time τ, and spin arguments [63]. The two-particle Green’s function, in turn, can
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Figure 10: (a) BCS pair coherence length ξpair(T = 0) at zero temperature in units of the inverse Fermi wave vector k−1F (full line, left scale) and
BCS critical temperature T BCSc in units of the Fermi temperature TF (dashed line, right scale) vs the coupling parameter (kFaF )
−1. (b) BCS pair
coherence length ξpair(T ) in units of ξpair(T = 0) vs the temperature T in units of the respective BCS critical temperature T BCSc at various couplings.
[Adapted from Ref. [63].]
be conveniently calculated in terms of many-body diagrams. In particular, at the mean-field level for any temperature
below Tc, g↑↓(ρ) is given by the square of the anomalous BCS single-particle Green’s function:
G12(ρ, τ = 0−) = ∆
∫
dk
(2pi)3
eik·ρ
1 − 2 f (Ek)
2Ek
. (72)
The results of this calculation are shown in Fig. 10. For convenience, Fig. 10(a) reproduces the coupling dependence
of ξpair at T = 0 from Fig. 2 and of T BCSc from Fig. 9. It turns out that, irrespective of coupling, the temperature
dependence of ξpair follows approximately a kind of a “law of corresponding states” (that is, with a common behaviour
when reduced variables are used as in Fig. 10(b)), provided that ξpair(T ) is expressed in units of ξpair(T = 0) and T in
units of the BCS critical temperature T BCSc at the given coupling. It turns further out that the temperature dependence
of ξpair from T = 0 to T BCSc is rather weak, not only in the BCS weak-coupling limit (where it was originally pointed
out in Ref. [62]) but also at stronger couplings throughout the BCS-BEC crossover [63]. Specifically, in all cases ξpair
reaches a finite value at T BCSc which is about 80% of its value at T = 0, as shown in Fig. 10(b) for various couplings.
On physical grounds, as the temperature raises the spatial range of the correlations between spin-↑ and spin-↓ fermions
is bound to decrease, because the effect of temperature is to disorder the system over a progressively shorter length
scale which sets a limit on the value of ξpair.
Although below Tc pairing fluctuations can be added on top of mean field to improve on the description of the pair
correlation function (70) as well as to obtain the correlation function of the order parameter, from a physical point of
view it is most interesting to consider the behaviour of the intra-pair (ξpair) and inter-pair (ξ) coherence lengths above
Tc. In particular, the pair correlation function (70) can be obtained above Tc within the t-matrix approximation of
Section 3.1 by the following expression [63]:
g↑↓(ρ) =
∫
dQ
(2pi)3
T
∑
ν
Γ0(Q,Ων)
∫
dk
(2pi)3
eik·ρ
(
1 − f (ξk+Q) − f (ξk)
ξk+Q + ξk − iΩν
) ∫
dk′
(2pi)3
e−ik
′·ρ
(
1 − f (ξk′+Q) − f (ξk′ )
ξk′+Q + ξk′ − iΩν
)
(73)
in terms of which ξpair(T ) results again using the definition (71). Note that the expression (73) has the expected
short-range behaviour:
g↑↓(ρ) −→
(ρ→0)
(
m ∆∞
4 pi
)2 ( 1
ρ2
− 2
aFρ
+ · · ·
)
(74)
with ρ = |ρ| and the notation
∆2∞ =
∫
dQ
(2pi)3
T
∑
ν
eiΩνη Γ0(Q,Ων) . (75)
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Figure 11: The temperature dependence of the inter-pair coherence length ξ (full lines) and of the intra-pair coherence length ξpair (dashed lines) is
shown above Tc for three values of the coupling (kFaF )−1. Each curve terminates at the corresponding value of Tc obtained with the inclusion of
pairing fluctuations (cf. the full line of Fig. 9). [Adapted from Ref. [63].]
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Figure 12: The coupling dependence of the crossover temperature T ∗ (full line) is compared with that of the “pair dissociation temperature”
obtained at the mean-field level (dotted line). Also shown is the critical temperature Tc obtained within the t-matrix approximation (dashed line).
[Reproduced from Ref. [63].]
In Section 4.5 we shall identify the quantity (m∆∞)2 with the form of the Tan contact within the present theory. [Note
that below Tc within mean field one ends up with an expression similar to (74) with the BCS gap ∆ replacing ∆∞.]
The correlation function of the order parameter can also be obtained above Tc within the t-matrix approximation
of Section 3.1, in the form [63]:
F(R − R′) = 1
2
∫
dQ
(2pi)3
eiQ·(R−R
′) Γ0(Q,Ων = 0) (76)
where only the static (Ων = 0) component, which corresponds to taking a time averaging of pairing fluctuations,
is considered for extracting the spatial dependence of the correlation function. To obtain the value of the inter-pair
coherence length ξ from the above expression it is enough to expand Γ0(Q,Ων = 0)−1 = a + b Q2 + · · · up to quadratic
order. The Fourier transform in (76) then yields a Yukawa potential form with range ξ =
√
b/a [43]. In the limit
T → Tc the propagator Γ0(Q,Ων) then develops the Cooper singularity for (Q → 0,Ων = 0), in agreement with the
Thouless criterion. Accordingly, the coefficient a vanishes like (T − Tc) in the limit T → T +c .
The temperature dependence of both lengths ξpair and ξ is shown in Fig. 11 for three characteristic couplings
throughout the BCS-BEC crossover. Owing to the steeper temperature dependence of ξ with respect to ξpair, at a
given coupling these curves are bound to cross each other at a characteristic temperature T ∗. This temperature,
which can thus be obtained at any coupling throughout the BCS-BEC crossover, has the meaning of a “crossover
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temperature” below which inter-pair correlations are built up out of intra-pair correlations that are already present
above this temperature. [The values of ξpair in Fig. 10 for T → T−c slightly differ from those in Fig. 11 for T → T +c ,
because Fig. 10 is obtained at the mean-field level while Fig. 11 includes the effect of pairing fluctuations.]
The coupling dependence of the crossover temperature T ∗ obtained in this way is shown in Fig. 12 (full line), where
it is compared with the “pair dissociation temperature” (dotted line) obtained in Section 2.3 at the mean-field level (the
latter was already reported as the dashed line in Fig. 9). It is rather remarkable that the overall coupling dependences
of these two crossover temperatures about coincide with each other, even though they have been obtained through
different physical approaches. With the present analysis based on the range of the correlation functions, however,
this crossover temperature acquires the more physical meaning for the building up of inter-pair correlations out of
intra-pair correlations that develop above this temperature.
For this reason, and as already remarked in Section 3.1, precursor pairing phenomena (like the pseudo-gap energy
to be discussed in Section 3.3) are expected to occur in a range of intermediate temperatures, which are above the
critical temperature Tc but below the crossover temperature T ∗.
3.3. Single-particle spectral function and pseudo-gap
The term pseudo-gap was originally introduced to indicate a minimum in the density of states at the Fermi level
[165]. As such, it can be directly related to the shape of the single-particle spectral function A(k, ω), which embodies
the essential information on the single-particle Green’s function G(k, ωn) through the spectral representation
G(k, ωn) =
∫ +∞
−∞
dω
A(k, ω)
iωn − ω (77)
and to which the following sum rule is associated:∫ +∞
−∞
dω A(k, ω) = 1 . (78)
Analogous considerations apply to the superfluid phase below Tc for a Fermi gas with an attractive inter-particle
interaction. In particular, within BCS mean-field one gets:
G11(k, ωn) =
32k
iωn + Ek
+
u2k
iωn − Ek (79)
with reference to the upper diagonal element of Eq.(44) (once specified to a homogeneous system and using the
notation introduced after Eq.(30)). The corresponding single-particle spectral function
A(k, ω) = 32k δ(ω + Ek) + u
2
k δ(ω − Ek) (80)
contains two delta-like peaks symmetrically located about ω = 0 (although with different weights), which correspond
to the upper (+Ek) and lower (−Ek) branches of the BCS dispersion. For values of k = |k| that satisfy ξk = k2/(2m) −
µ = 0 such that Ek = |∆|, the spacing between these two peaks provides a measure of 2|∆|. This situation is represented
by the dashed-dotted lines in Fig. 13(a) for the case of unitarity and T = 0. Within the BCS mean-field, when T
approaches Tc and |∆| vanishes these two peaks merge eventually into a single (free-particle) peak centered at ω = 0.
The situation changes when including pairing fluctuations, which give rise to precursor pairing effects above
Tc. Extensive studies along these lines [166] have, in particular, been performed within the t-matrix approximation
discussed in Section 3.1, whereby the single-particle Green’s function G(k, ω) contains the self-energy (54). The
formation of a pseudo-gap was studied also in nuclear physics and calculated for nuclear matter in Ref. [30] (cf.
Fig. 36 in Section 5.3). As it was already mentioned in Section 3.1, to get the single-particle spectral function A(k, ω)
it is essential for the self-energy (54) to appear in the denominator of G(k, ω) like in Eq.(58) and not in the expanded
form (60). Otherwise, the poles of G(k, ω) in the complex ω-plane cannot be located in a physically meaningful way.
Figure 13(a) shows the corresponding calculation at unitarity and Tc, where two broad and overlapping peaks now
appear in A(k, ω) in the place of the two delta-like peaks obtained at T = 0 within mean field. This result evidences
how a real gap at T = 0 transforms into a pseudo-gap at Tc, through a partial filling of the spectral function in between
the two peaks.
28
 0
 0.2
 0.4
 0.6
 0.8
 1
-2 -1.5 -1 -0.5  0  0.5  1  1.5  2
A(
k,ω
)E
F
ω/EF
 0.0
 0.5
 1.0
 1.5
-1.0 -0.5  0.0  0.5
∆ p
g/E
F 
,
 
 
∆ ∞
/E
F
(kFaF)-1
 0
 0.5
 1
 1.5
 2
-2 -1.5 -1 -0.5  0  0.5  1  1.5  2
2pi
2 N
(ω
)/(
mk
F)
ω/EF
(a) (b) (c)
Figure 13: (a) Single-particle spectral function A(k, ω) vs ω at unitarity, as obtained at T = 0 within mean field (dashed-dotted lines) and at Tc
with the inclusion of pairing fluctuations (full line). The corresponding wave vectors are k = 0.76 kF and k = 0.91kF , at which the maximum
of the lower branch of the dispersion relation occurs in the two cases. (b) Pseudo-gap ∆pg (full line) and parameter ∆∞ related to short-distance
physics (dashed-line) vs. the coupling (kFaF )−1 at Tc. (c) Density of states N(ω) vs ω calculated within the t-matrix approximation at unitarity
and various temperatures: Tc (full line), 1.2 Tc (long-dashed line), 1.4 Tc (short-dashed line), and 1.65 Tc (dot-dashed line). The corresponding
mean-field result at T = 0 is also reported (dotted line). The non-interacting value N0 = mkF/(2pi2) of the density of states at the Fermi surface is
used for normalization. [Adapted from Refs. [166] and [167].]
As an example, Fig. 13(b) shows the coupling dependence of the pseudo-gap ∆pg at Tc (full line), which can be
extracted from the two-peak structure of A(k, ω) shown in Fig. 13(a) [167]. For comparison, Fig. 13(b) also reports
the coupling dependence of the parameter ∆∞, related to short-distance physics, introduced in Section 3.2 (dashed
line). Note that the two quantities ∆pg and ∆∞ differ considerably from each other over most of the coupling range.
Physically, this difference is because ∆pg is defined at small wave vectors while ∆∞ is defined at large wave vectors,
such that one does not expect them to be correlated with each other. In this respect, the crossing of the two curves
near unitarity is to be considered as accidental. This coincidence has sometimes led in the literature to identify the
expression (75) for ∆∞ with the pseudo-gap ∆pg [54, 168, 169].
Reference to a specific wave vector can be avoided by performing an average of A(k, ω) over all k. In particular,
this procedure may support to the presence of a pseudo-gap in cases when the two peaks of A(k, ω) strongly overlap
each other, at least in some ranges of k. In this way one is led to define the single-particle density of states:
N(ω) =
∫
dk
(2pi)3
A(k, ω) . (81)
Figure 13(c) shows plots of N(ω) at unitarity for several temperatures at and above Tc [166]. Here, the depression of
N(ω) about ω = 0 confirms the existence of a pseudo-gap, which is seen to progressively disappear at temperatures
somewhat below the crossover temperature T ∗ (in the present case, T ∗ is approximately 2 Tc). For comparison, also
reported in Fig. 13(c) is the density of states obtained within mean field at T = 0, which shows two sharp peaks
located at ±|∆|. Similar results have also been obtained in two dimensions [170], which are qualitatively similar to the
ones shown here in three dimensions. However, the temperature window above Tc in which precursor pairing occurs
is wider in two than in three dimensions, owing to the increased importance of fluctuations.
When spanning the BCS-BEC crossover so as to approach the BEC limit, the question naturally arises about the
boundary between the pseudo-gap (many-body) regime and the molecular (two-body) regime. This is because in the
BEC limit when all fermions are bound in pairs, the depression of the single-particle density of states would just
reflect the presence of the molecular (two-body) bound state. It is then clear that this molecular regime should not be
confused with the pseudo-gap regime of interest, which originates from genuine many-body effects and is not simply
a manifestation of two-body binding. This is even more so in two dimensions, where a two-body bound state occurs
for any value of the inter-particle coupling. To resolve this issue, a careful analysis is required on the shape of the
lower branch of the dispersion relation for given coupling and temperature above Tc. Accordingly, in Ref. [171] the
position of the wave vector was determined, at which the maximum of the lower branch occurs and past which the
branch eventually backbends, identifying in this way a characteristic wave vector kL called the Luttinger wave vector.
By this analysis, it was found that the value of kL remains finite (near kF) even past unitarity where the gas is strongly
interacting, thereby signaling the presence of a remnant Fermi surface and the importance of the Fermi statistics
to pairing. Afterwards once entering the molecular regime, kL rapidly decreases toward zero and vanishes at about
(kFaF)−1 ' 0.5 [171]. The conclusion was that the boundary between the pseudo-gap and molecular regimes resides
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just where kL vanishes and the underlying Fermi surface disappears. This criterion generalizes to finite temperature
and beyond mean field the zero-temperature mean-field criterion, which identifies the boundary between the BCS and
BEC sides of the crossover with the change of the sign of the chemical potential µ [6] (see [171, 170] for a discussion
of the connections and differences between these two criteria).
3.4. Gor’kov-Melik-Barkhudarov (screening) corrections
In the weak-coupling (BCS) limit, the exponential dependence of ∆0 and Tc on (kFaF)−1 (given, respectively,
by Eq. (10) and by Eq. (23), whereby ∆0/Tc = pi/eγ) leaves open the possibility of the presence of sub-leading
contributions in the exponent beyond the leading contribution (kFaF)−1, which may thus affect the pre-factors in the
expressions of ∆0 and Tc. That this is actually the case was proved by Gor’kov and Melik-Barkhudarov (GMB) [172]
not long after the BCS result, by introducing corrections to the BCS mean field. We provide here a slightly different
derivation of their original result, by focusing specifically on the correction to Tc for which one can exploit the pairing
fluctuations approach of Section 3.1 valid for the normal phase.
We recall that the expression (23) for the superfluid critical temperature Tc can be alternatively obtained by ap-
proaching Tc from above in terms of the Thouless criterion [173]. According to this criterion, the instability of the
normal phase when approaching Tc is signaled by the divergence at Q = 0 of the particle-particle propagator (or
t-matrix) Γ0(Q) given by Eq. (55). This is equivalent to the condition m/(4piaF) + Rpp(Q = 0) = 0 in terms of the
regularized particle-particle bubble Rpp(Q) of Eq. (57). In weak coupling for this quantity one obtains the value:
Rpp(Q = 0) ' N0 ln
(
8eγEF
pie2T
)
(82)
where N0 = mkF/(2pi2), so that the BCS result (23) for Tc is readily recovered.
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Figure 14: Graphical representation of the bosonic-like self-energy ΣppGMB(Q) that enters the condition (83) for the critical temperature, according
to the GMB approach. Boxes stand for the particle-particle propagator Γ0 and thin lines for the bare fermionic single-particle propagator G0(k).
To go beyond the BCS result for Tc, the above form of the Thouless criterion needs to be modified by including
particle-particle (pp) “self-energy” effects in the particle-particle propagator Γ0(Q). In their simplest form, these
effects are represented by the crossed-ladder diagram ΣppGMB(Q) depicted in Fig. 14, which was originally identified
in Ref. [172] at the lowest significant order in the small parameter kFaF . In this way, the modified criterion for the
critical temperature reads:
Γ0(Q = 0)−1 − ΣppGMB(Q = 0) = 0 (83)
with −Γ0(Q = 0)−1 = m/(4piaF) + Rpp(Q = 0) according to Eq.(55). Note how the criterion (83) resembles the
Hugenholtz-Pines condition for the critical temperature of a system of interacting bosons [174].
The quantity ΣppGMB(Q = 0) can be readily calculated in the weak-coupling limit (kFaF)
−1  −1 through the
following steps [172]: (i) Both particle-particle propagators occurring in Fig. 14 are approximated by the constant
value Γ0 ' −4piaF/m, according to a standard result of the Galitskii approach [141]; (ii) Owing to this approximation,
the particle-hole (or polarization) bubble χph(k + k′)
χph(k + k′) =
∫
dk′′
(2pi)3
f (ξk+k′+k′′ ) − f (ξk′′ )
ξk+k′+k′′ − ξk′′ − i(ωn + ωn′ ) , (84)
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which is nested in the central part of the diagram of Fig. 14, gets effectively disentangled from the two particle-particle
bubbles χpp(Q = 0) which are present on the sides of the diagram; (iii) To avoid an ensuing ultraviolet divergence in
the particle-particle channel, χpp is then replaced by its regularized version Rpp according to Eq. (57) (in practice, this
procedure is equivalent to introducing a cutoff of the order kF in the integration over |k|); (iv) Correspondingly, in the
particle-hole bubble (84) one takes the zero-temperature limit (whereby ωn + ωn′ = 0), sets µ = EF , and performs an
average over the Fermi sphere, to yield:
χ¯ph(0) = −N0 ln(4e)1/3 ; (85)
(v) Grouping all the above approximate results, one obtains eventually
Σ
pp
GMB(Q = 0) '
(
4piaF
m
)2
Rpp(Q = 0)2 χ¯ph(0) (86)
in such a way that the condition (83) is approximated by the following expression:
m
4piaF
+ Rpp(Q = 0) +
(
4piaF
m
)2
Rpp(Q = 0)2 χ¯ph(0) = 0 ; (87)
(vi) In weak coupling, one can further approximate (4piaF/m) Rpp(Q = 0) ' −1 in the last term on the left-hand side
of Eq. (87). In this way, the equation for Tc reduces to the simple form:
m
4piaF
+ Rpp(Q = 0) + χ¯ph(0) = 0 . (88)
With the expressions (82) for Rpp(Q = 0) and (85) for χ¯ph(0), Eq. (88) yields eventually the result:
Tc =
1
(4e)1/3
8eγEF
pie2
exp[pi/(2kFaF)] (89)
which is smaller by the factor (4e)1/3 ' 2.2 with respect to the BCS result (23). Note that it is for the presence in
Eq. (88) of the particle-hole (or polarization) bubble χph (which gives the leading contribution to the screening in an
electron gas [95]) that the GMB result is often referred to as a “screening correction” to Tc.
By a similar token, particle-hole corrections affect also the value of the BCS gap, by replacing the term m/(4piaF)
on the right-hand side of Eq.(8) with m/(4piaF) + χ¯ph(0) just like in Eq. (88). At zero-temperature, this yields a
reduction of the BCS result ∆0 = (8EF/e2) exp[pi/(2kFaF)] by the same factor of 2.2 occurring in Eq. (89), thereby
maintaining the value of the ratio ∆0/Tc = pi/eγ of the BCS theory.
In the context of the BCS-BEC crossover, it would be of interest [175] to assess whether corrections of the GMB
type (as embodied by the diagram of Fig. 14) can still yield significant effects on Tc and ∆, when carried over to
the unitary limit (kFaF)−1 = 0 where one knows that a remnant Fermi surface is still active (cf. Section 3.3). A
partial answer to this question was provided in Refs. [176, 177], where the expression (88) was taken to hold for
all couplings across the BCS-BEC crossover, with the only provision of using the appropriate value of the chemical
potential (and not simply EF) when calculating χ¯ph(0) = 0. [A completely different approach was instead followed
in Refs. [178, 179, 180], where particle-particle and particle-hole fluctuations were included simultaneously in the
framework of the functional renormalization-group approach.] To get a complete answer to this question, however,
the typical approximations of the weak-coupling (BCS) limit that led to the expression (88) should be abandoned and
the full wave-vector and frequency dependence of the particle-particle propagator Γ0(Q) should be retained in the
calculation of ΣppGMB in Fig. 14. Work along these lines has recently appeared [181].
In any case, the fact that experimental [182, 183] and Quantum Monte Carlo (QMC) [184, 185, 186] results for
Tc at unitarity are only by about 25% lower than the NSR result indicates that screening effects on top of the t-matrix
are less important at unitarity than in the weak-coupling (BCS) regime.
In nuclear physics, the GMB corrections were instead considered for the gap parameter ∆ [187]. With more than
two species of fermions, the reduction of the gap can turn over into an enhancement [188]. In nuclear and neutron
matters, screening of the pairing force has also been considered at higher densities [189]. Not only the particle-hole
bubble exchange has been considered, but these bubbles have been summed up to the full RPA. Once polarization
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effects are no longer treated to the lowest order as within the GMB approach, the problem arises that the screening of
the force and the coupling of the single-particle motion to the two-particle excitations have to be treated on the same
footing. This introduces a single-particle self-energy energy Σ(k, ω) that depends on wave vector and frequency, a
feature that has to be taken into account because the Fermi step gets reduced by the wave-function renormalization
factor
Z−1k = 1 −
∂Σ(k, ω)
∂ω
∣∣∣∣∣
ω=ξk
. (90)
The gap equation modified in this way reads [190]:
∆k =
∫
dk′
(2pi)3
Veff(k,k′)
ZkZk′∆k′
2
√
ξ2k′ + ∆
2
k′
(91)
where the effective potential Veff contains the RPA screening correction [cf. diagrams (b) and (c) of Fig. 41 in Sec-
tion 5.5] in addition to the Born term [cf. diagram (a) of Fig. 41 in Section 5.5]. In neutron matter this kind of
screening reduces the gap as a function of kF by about 30%, bringing the results in quite close agreement with QMC
calculations [36] (see Sect. 5.5). In symmetric nuclear matter an anti-screening effect also exists, because in this case
attractive density fluctuations become more important than spin fluctuations. This enhancement effect, however, is
over-compensated by the particle-phonon coupling in the self-energy, so that in the end the gap becomes even smaller
than in the BCS approximation. In the case of symmetric nuclear matter no QMC calculations exist to compare with.
3.5. NSR theory in nuclear physics and the approach by Zimmermann and Stolz
In nuclear physics, too, the t-matrix (sometimes referred to also as T -matrix) approach has a long history, to treat
bound state formation and correlations at finite temperatures [191, 192]. Based on the work by Zimmermann and
Stolz (ZS) [160], an improved Beth-Uhlenbeck equation for hot nuclear matter was treated with the t-matrix [193].
In 1995 the NSR approach was applied to nuclear matter for the treatment of the BEC-BCS transition in the case of
proton-neutron pairing, which leads to the bound state of the deuteron in strong coupling [22].
In the ZS approach of Ref.[160], the self-energy Σ is given by the diagram of Fig. 8(a) similar to the NSR approach,
albeit with an important difference. The ZS approach is based on a perturbative treatment, where the Dyson equation
is truncated at first order in the self-energy like in Eq.(60) for the NSR approach, that is, G ≈ G0 + G20 Σ where Σ
denotes the self-energy calculated in ladder approximation with single-particle propagators G0. The difference is that
now G0 is not the bare propagator 1/(iωn − ξk) of the NSR approach, but is a quasi-particle propagator that takes into
account a mean-field-like quasi-particle energy shift due to Σ, that is, G0 = 1/(iωn − ξ∗k) where ξ∗k = ξk + ΣR(k, ξ∗k) and
ΣR is the retarded self-energy. This is because in nuclear physics it is crucial to include the (Hartree-Fock) mean-field
shift in the single-particle energies [26]. Also in the case of a contact interaction, however, the importance of including
a mean-field shift was pointed out in Refs. [150, 151] for the BCS side of the crossover and in Ref. [194] for the whole
BCS-BEC crossover. With the above replacement ξ → ξ∗, one ends up with an expression for the correlated density
slightly different from that of the NSR approach, of the form
ncorr = −
∫
dQ
(2pi)3
∫
dΩ
pi
b′(Ω)
(
δ(Q,Ω) − 1
2
sin[2δ(Q,Ω)]
)
(92)
where b′(Ω) is the derivative of the Bose function b(Ω) = 1/(eΩ/T−1) with respect to Ω and δ(Q,Ω) = Im ln[Rpp(Q,Ω)+
m/4piaF] is the in-medium scattering phase shift with Rpp given by Eq.(57). In the presence of a bound state (for which
aF > 0), δ = pi in the energy range between the bound-state energy and the continuum threshold. The expression (92)
for the correlated density was first used to describe the BCS-BEC crossover in nuclear matter [22, 26], and was later
used for a contact interaction [194].
Figure 15 shows the coupling dependence of the critical temperature obtained by the ZS approach, which interpo-
lates between the BCS and BEC limits, and compares it with that obtained by other approaches. Note that, while in
the BCS limit the ZS approach converges to the BCS result (23), the NSR approach (which neglects the mean-field
shift) converges to the BCS result divided by e1/3, as already mentioned in Section 3.1. In Section 5 the ZS approach
will be employed to describe the deuteron case in nuclear physics.
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Figure 15: The dependence of the critical temperature Tc (in units of EF ) on the interaction parameter (kFaF )−1 is compared for several approxi-
mations: ZS approach (solid line); NSR approach (dashed line); BCS result (dotted line); BEC limit (dashed-dotted line). The NSR result of Fig. 9
has been also reported for convenience. [Adapted from Ref. [194].]
3.6. Residual interaction among composite bosons
In the (extreme) BEC limit of the BCS-BEC crossover, all fermions get paired into tight composite bosons (dimers)
which interact with each other through a residual (albeit small) interaction. To the extent that this gas of composite
bosons is dilute, at low energy the residual interaction can be characterized by the boson-boson scattering length aB, in
a similar fashion as the inter-particle interaction of the original fermionic system was characterized by the fermionic
scattering length aF . It is also clear that aB is bound to be proportional to aF with a constant coefficient, in such a way
that aB vanishes simultaneously with aF in the extreme BEC limit when (kFaF)−1  +1.
From a physical point of view, the progressive loss of fermionic character of the system when approaching the
BEC limit becomes apparent by looking at the shape of the single-particle spectral function discussed in Section 3.3.
When approaching the BEC limit, the left (hole) peak at negative frequency in the single-particle spectral function
looses progressively its weight because all particles are bound in pairs [153, 151, 166].
In terms of the diagrammatic structure, the above features are reflected in the facts that: (i) The only diagrams
that survive the regularization procedure (7) are those which are built directly on the particle-particle propagator Γ0
given by the expression (55); (ii) In the BEC limit, the particle-particle propagator Γ0 is proportional to the bare
bosonic (dimer) propagator [cf. Eq. (64)]. The correspondence between these two propagators is shown graphically
in Fig. 16(a).
To construct the full diagrammatic structure in the BEC limit, one has then to connect different particle-particle
propagators Γ0 with each other through four-leg structures, which, when taken together, correspond to an effective
residual interaction between the composite bosons. These structures (which are infinite in number) correspond to
all different kinds of virtual processes by which the fermionic character of the constituent particles manifests itself
when two composite bosons undergo isolated scattering events. Accordingly, the associated diagrams are calculated
in the limit of vanishing density. The collection of all these diagrammatic structures is schematically represented in
Fig. 16(b) by a block which connects two incoming and two outgoing composite bosons.
The first two terms contributing to the residual interaction among composite bosons are shown in Fig. 16(b). When
evaluated in the limit of vanishing four-vectors, these terms yield the value 8piaF/(2m) of the coefficient of the cubic
term in the GP equation (46), thereby implying the result aB = 2aF between the fermionic and bosonic scattering
lengths. This result corresponds to the Born approximation for the dimer-dimer scattering problem [68, 13, 148]. It
turns out that this result can be improved by introducing the dimer-dimer T -matrix which considers a sequence of
dimer-dimer scatterings instead of a single scattering, as shown schematically in Fig. 16(c). [Note that here the label
T -matrix is meant to distinguish this dimer-dimer sequence from the t-matrix (Γ0) of the constituent fermions.] The
calculation of the dimer-dimer T -matrix (and thus of aB) is then reduced to the calculation of two infinite perturbation
series, namely, the series that builds up the dimer-dimer residual interaction (cf. Fig. 16(b)) and the series that
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Figure 16: (a) Correspondence between the bare bosonic propagator (left) and the particle-particle propagator (right). (b) The dimer-dimer residual
interaction is represented graphically by a block (where Q1 + Q2 = Q3 + Q4 in four-vector notation). The first two terms of the dimer-dimer
residual interaction are explicitly shown (right), where thin lines represent bare fermionic single-particle propagators G0 and fermionic spin labels
are indicated in the internal lines. The dimer-dimer residual interaction contains, in principle, an additional infinite number of terms (dots), where
in the intermediate states one of the dimers is broken into its fermionic constituents. (c) T -matrix for the dimer-dimer scattering problem, where
successive blocks are connected through a sequence of dimer-dimer bubbles.
obtains the complete dimer-dimer T -matrix through an infinite sequence of this dimer-dimer residual interaction (cf.
Fig. 16(c)). By this scheme, the Born approximation corresponds to the first-order term of both perturbation series.
The dimer-dimer T -matrix beyond the Born approximation was first considered in Ref. [149]. There, only the first
two terms of the dimer-dimer residual interaction shown explicitly in Fig. 16(b) were retained and the corresponding
diagrammatic series for the dimer-dimer T -matrix of Fig. 16(c) was summed up, obtaining the value aB ' 0.75aF for
the bosonic scattering length. Later on, a complete treatment was given in Refs. [195, 196] for the numerical solution
of the corresponding four-body Schro¨dinger equation, yielding aB ' 0.60aF . This value of aB was subsequently
confirmed in Refs. [197, 198], where a full diagrammatic treatment was given by summing up not only the series
for the dimer-dimer T -matrix of Fig. 16(c) but also the infinite series for the residual dimer-dimer interaction of
Fig. 16(b), and by lattice-effective-field theory-methods [199] which yielded in addition the estimate re ' −0.43aF
for the dimer-dimer effective range parameter. This value has recently been corrected to re ' 0.13aF by the four-body
calculation of Ref. [200]), which has confirmed the previous results of Refs. [201, 202]. The problem was recently
reconsidered in Ref. [203] for a two-component Fermi mixture in which the two different fermionic species have
different masses. It was found that, in the large mass ratio domain, the dominant processes are just the repeated
dimer-dimer scatterings considered originally in Ref. [149] (that is, those explicitly depicted in Figs.16(b) and (c)),
with the conclusion that the ensuing approximation is asymptotically correct for large mass ratio (and thus provides,
in practice, a good approximation for any mass ratio).
It is worth emphasizing that the presence of the branch cut, which occurs in the BEC limit at sufficiently high
energy in the spectral representation (69) of the particle-particle propagator Γ0, is bound to give an important con-
tribution to the ab-initio calculation of the boson-boson scattering length aB in terms of the scattering length aF of
the constituent fermions. On physical grounds, this feature is expected to occur because the fermionc nature of the
constituent particles of the composite bosons has to show up just when these bosons collide against each other, such
that energies that are much higher than the kinetic energy of the colliding bosons come into play in the intermediate
(virtual) states of the collision. To some extent the logic here is similar to Frank Wilczek’s account for the origin
of mass [204], when this quantity is calculated from first principles and not merely regarded as a phenomenological
parameter by remaining in the low-energy sector where quantum mechanics effectively suppresses the complexity of
composite systems.
For all these reasons, the above results for the dimer-dimer scattering obtained in the BEC limit of the BCS-BEC
crossover can be considered almost unique, to the extent that it has been possible to obtain from first principles the
relevant scattering properties of composite (bosonic) objects in terms of the scattering properties of the constituent
(fermionic) particles. Only very recently, it has become possible to describe also deuteron-deuteron scattering by
solving the four-body Schro¨dinger equation for two neutrons and two protons [205]. A corresponding information is
not available, for instance, for a gas of bosons like 4He atoms, whose inter-particle potential is commonly modeled
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by a simplified phenomenological form (like the hard-sphere model) and the bosons are considered to be effectively
point-like objects.
The above results for the dimer-dimer scattering were obtained in the limit of vanishing density, which is relevant
to an extremely dilute gas of composite bosons in the BEC limit. At higher densities, where the Pauli principle starts
to become important and the Fermi functions are no longer negligible, an in-medium corrected four-fermion equation
of the following form has to be considered (see Ref. [27]):
[E − (εk1 + εk2 + εk3 + εk4 )] Ψk1k2k3k4 = [1 − f (ξk1 ) − f (ξk2 )]
∑
k′1k
′
2
3¯k1k2k′1k
′
2
Ψk′1k
′
2k3k4
+ [1 − f (ξk1 ) − f (ξk3 )]
∑
k′1k
′
3
3¯k1k3k′1k
′
3
Ψk′1k2k
′
3k4 + permutations . (93)
Here, 3¯k1k2k3k4 = 〈k1k2|3|k3k4〉 − 〈k1k2|3|k4k3〉 is the anti-symmetrized matrix element of the two-body force and the
indices ki = (ki, σi) contain momenta and spin (and possibly isospin, like in nuclear physics). The eigenvalue of this
Schro¨dinger type of equation is denoted by E. The phase-space factors [1− f (ξk1 )− f (ξk2 )] are the same as in the two
particle Bethe-Salpeter equation and take care of the fact that particles cannot scatter into points of phase space which
are already occupied. The above in-medium four-fermion equation could be used to study the density dependence of
aB. It will be explicitly employed in Secion 5 below to reveal quartet condensation (but it could as well be used to
investigate bi-exciton versus exciton condensation in semiconductors).
3.7. Pairing fluctuations in polarized Fermi gases
The NSR approach discussed in Section 3.1 is readily extended to the polarized case with different spin popu-
lations, by introducing two different chemical potentials µσ for the two spin species σ in the bare fermionic single-
particle propagators G0σ that enter the particle-particle propagator Γ0 and the self-energy (54) (which thus depends
also on σ). This approach, however, breaks down near unitarity, because if one calculates the densities for µ↑ > µ↓
one finds n↑ < n↓ in some regions of the phase diagram [206, 140]. A warning about this problem exists already
in the unpolarized case, where the spin susceptibility becomes negative at temperatures slightly above Tc in a region
about unitarity [138, 207] (see also Ref. [208]). The size of this region can be significantly reduced by avoiding the
expansion (60) of the Dyson equation and using the t-matrix approximation discussed in Section 3.1, although even
in this case the spin susceptibility at Tc remains negative in a small region on the BEC side of unitarity [138].
To overcome this problem of a negative spin susceptibility for all temperatures above Tc throughout the whole
BCS-BEC crossover, it turns out that it is sufficient to introduce some degree of self-consistency in the self-energy
of Fig. 8(a). This has been done either by using the ZS approach of Section 3.5 where a quasi-particle energy
shift is introduced in all particle lines of the self energy of Fig. 8(a) [194], or by replacing the bare single-particle
propagator that closes the loop in Fig. 8(a) by a dressed one [138, 207]. The latter approximation (referred to as
the Extended T-Matrix Approximation (ETMA)) was applied to calculate the critical temperature of the polarized
gas throughout the BCS-BEC crossover [138]. Specifically, assuming that the transition to the superfluid phase is
of second order, in Ref. [138] the Thouless criterion Γ0(Q = 0)−1 = 0 was solved simultaneously with the number
equations nσ =
∫
dk
(2pi)3 T
∑
n eiωnη Gσ(k), where Gσ is dressed by the ETMA self-energy Σσ via the Dyson equation
and the particle-particle propagator Γ0(Q) is determined by Eq. (57) for Rpp with the replacement ξk+Q → ξk+Q↑ and
ξk → ξk↓. This form of the Thouless criterion corresponds to the vanishing of the gap ∆ in the mean-field equation
(47) for a polarized superfluid.
At unitarity, the critical temperature obtained in this way decreases for increasing polarization, from the value
Tc/EF = 0.21 for balanced populations to the value Tc/EF ' 0.12 at a critical polarization αc = 0.13 where the
curve develops a re-entrant behaviour (cf. the dashed line in Fig. 17), in analogy to what occurs within mean-field
(cf. Fig. 7 of Section 2.6). This analogy would suggest one that the re-entrant behaviour could be eliminated by taking
into account the FFLO instability or phase separation. However, a problem arises at finite temperature with the FFLO
instability within the present scheme, because a second-order phase transition to the FFLO phase would require the
Thouless criterion to be satisfied for finite value Q0 of the pair momentum Q (that is, Γ0(Q0,Ων = 0, )−1 = 0) rather
than for Q = 0 as usually. This, in turn, implies that Γ0(Q,Ων = 0) diverges like (|Q| − |Q0|)−2 when |Q| → |Q0| (in
the present rotationally invariant case Γ0 depends only on the magnitude |Q| of the wave vector). This divergence is
non-integrable in the expression of the self-energy, in contrast to the standard case where the divergence of Γ0 when
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Figure 17: Phase diagram for a unitary Fermi gas in the plane temperature (in units of TF ) vs polarization α. Symbols correspond to the experimental
data from Ref. [137] for α , 0 and from Ref. [183] for α = 0. Circles: boundary between the normal phase (N) and the phase separation (PS)
region; Triangles: boundary between the normal phase and the superfluid phase (SF); Squares: boundary between the superfluid phase and the
phase separation region. Following Ref. [137], data are interpolated by straight lines to identify the three regions in the phase diagram. The
second-order transition lines obtained by the theoretical ETMA [138], ZS [194], and renormalization group (RG) [50] approaches are also reported
for comparison.
Q → 0 is compensated by the factor Q2 resulting from the spherical integration over Q. As a consequence, when
T → Tc the self-energy Σσ(k) would diverge for all wave vectors and frequencies, a result which does not allow for
a solution of the number equations. This failure of having a second-order phase transition associated with the FFLO
phase within the NSR theory was pointed out in Ref. [209], following a similar conclusion drawn in Refs. [210, 211]
within a Ginzburg-Landau approach. The above argument appears to be quite general and is thus applicable, at finite
temperature, to any version of the t-matrix approximation.
The above argument, on the other hand, will not be applicable if the transition from the normal to the FFLO
phase is of first order, since in this case the transition occurs before the divergence of the particle-particle propagator
will show up. In this respect, it was already mentioned in Section 2.6 that the detailed analysis of Ref. [117] in the
weak-coupling limit has shown that the transition from the normal to the FFLO phase is indeed of first order even
at the mean-field level. For ultra-cold Fermi gases, for which the two spin populations are separately conserved,
this first-order transition corresponds to a phase separation between the polarized normal gas and a polarized FFLO
superfluid. In general, this kind of phase separation will compete with the phase separation between the normal
phase and a standard BCS superfluid (where Cooper pairs condense with zero center-of-mass wave vector). Finally,
we mention some recent work on this matter where an analysis of the stability of the FFLO phase with respect to
fluctuations was considered for the superfluid phase at finite temperature. While Refs. [212, 213] conclude that low-
energy fluctuations act to disorder the FFLO phase at long distances, yielding a phase with an algebraic decay of
correlations, the renormalization-group analysis of Ref. [214] points to an instability of the FFLO phase towards
phase separation between the normal and the standard BCS superfluid phase.
The experimental phase diagram for the polarized unitary Fermi gas was obtained in Ref. [137] and shows that
indeed, beyond a critical polarization αtc ≈ 0.20, the transition from the normal to the superfluid phase turns from
second- to first-order, with a phase separation occurring between a polarized normal gas and a polarized superfluid
(with no indication, however, about the BCS or FFLO nature of the superfluid component). This experimental phase
diagram is shown in Fig. 17, where the second-order transition lines obtained by three different theoretical approaches
are also reported: the ETMA of Ref.[138], the ZS approach of Ref. [194], and the renormalization group (RG)
approach of Refs. [215, 50]. The theoretical results are physically meaningful only for the part of the curves that
precedes the re-entrant behaviour, and for this reason the re-entrant branch is only partially reported. The physical
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branch can instead be compared with the experimental data for the second-order transition to the superfluid phase
(triangles). One sees that, although the ETMA and ZS curves are somehow off the experimental data, they still
represent an improvement over the mean-field curve of Fig. 7(b). The RG approach curve approximates instead quite
well the experimental data for the second-order transition, including also the position of the tricritical point (that
corresponds to the end point of the RG curve and to the upper vertex of the experimental PS region). This agreement
appears quite remarkable, even though one should warn that there is some arbitrariness in the choice of couplings to
be kept in the RG equations and in the way the RG flow is implemented, as pointed out in Ref. [50]. On the other hand,
theoretical calculations are still missing for the first-order (N-PS and SF-PS) transition lines of Fig. 17, which would
eventually allow for a quantitative comparison with the experimental data. [In this respect, it should be mentioned
that the “pseudo-gap” approach of Ref. [216], which at zero temperature reduces to the mean-field approximation
discussed in Section 2.6, cannot be used for such a quantitative comparison, while the functional renormalization
group results of Ref. [217] are expressed in terms of grand-canonical variables and for this reason they cannot be
directly compared with the phase diagram of Fig. 17].
As a final remark, we discuss the relevance of the Luttinger theorem in the context of imbalanced systems. Ac-
cording to this theorem [218], interaction effects in the normal phase do not modify the position of the Fermi step
in wave-vector space at T = 0. In the polarized case, one has to impose a strong polarization such that the system
remains normal even at T = 0, in such a way that a jump is expected to occur in the occupation numbers nkσ at the
respective Fermi wave vectors kFσ = (6pi2nσ)1/3. As an illustration, Fig. 18 shows nkσ obtained for kF↓ = kF↑/2
within the pp-RPA approach at T = 0 for two different couplings. It turns out that the depletion of nkσ below kFσ
due to interaction effects is compensated by the filling of nkσ above kFσ, in such a way that the Luttinger theorem is
satisfied for each σ as shown analytically in Ref. [146]. However, one sees from Fig. 18 that for the stronger coupling
(kF↑aF)−1 = −0.2 the jump of nk↓ at kF↓ is positive instead of being negative, resulting in a negative quasi-particle
residue Zk↓. This shortcoming signals the breakdown of the perturbative treatment (like in Eq.(60)) of the self-energies
Σσ in the pp-RPA approach. It is relevant to mention that the T = 0 formalism of the pp-RPA approach, where the
bare particle propagators are defined in terms of the Fermi wave vectors kFσ instead of the chemical potentials µσ [95]
and in terms of which the results of Fig. 18 have been obtained, has been shown to be equivalent to the ZS approach
in the T → 0 limit [146], due to the inclusion of the mean-field-like quasi-particle energy shift (cf. Section 3.5). For
this reason, the results obtained above for the Luttinger theorem at T = 0 within the pp-RPA approach apply also to
the ZS approach reported in the phase diagram of Fig. 17.
4. BCS-BEC crossover in ultra-cold Fermi gases
Ultra-cold Fermi gases have provided a unique opportunity for realizing experimentally the BCS-BEC crossover.
This is because a method was found to vary the scattering length aF of the two-fermion problem, from negative
to positive values across the resonance where aF = ±∞, while keeping the density of the system (and thus the
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corresponding Fermi wave vector kF) fixed. In this way, the experimental data have been associated with and labeled
by the value of the dimensionless coupling parameter (kFaF)−1 which is also used theoretically to drive the BCS-BEC
crossover, thereby allowing for a direct and unambiguous comparison between experiments and theory. Below we
shall describe the main aspects and achievements of the BCS-BEC crossover that have emerged with ultra-cold Fermi
gases during the last several years. We refer to Refs. [219, 51] for further reviews on the BCS-BEC crossover with
ultra-cold fermionic atoms.
4.1. Fano-Feshbach resonances and the interaction-induced crossover
In the context of ultra-cold Fermi gases, the Fano-Feshbach resonances [220, 221, 222] occur via the coupling of
alternative scattering channels, when a bound level in a closed molecular channel can be displaced continuously with
respect to the threshold of an open channel. This occurs by exploiting the different Zeeman coupling felt by the two
(closed and open) channels in an external magnetic field B [49].
(a) (b)
a  > 0 a  < 0 F F
F 0εa
Figure 19: (a) Coupling of closed and open dimer scattering channels, which can be displaced relative to each other by the coupling to a magnetic
field B. (b) The corresponding scattering length vs the magnetic field. When aF > 0, a bound state with binding energy ε0 = (ma2F )
−1 sets in.
[Adapted from http://cua.mit.edu/ketterle group.]
The atom-atom interaction can thus be varied, from a condition when the resonant bound state is embedded
in the continuum above threshold, to a condition when a true bound state exists below threshold (cf. Fig. 19(a)).
Correspondingly, the scattering length aF for the low-energy scattering changes from negative to positive values,
being associated with attractive or repulsive interactions in the two cases, and diverges when the bound state sets in
(cf. Fig. 19(b)).
In particular, for a “broad” Fano-Feshbach resonance (with respect to the variations of B), such that the effective
range can be neglected in the expression of the scattering amplitude, the interaction between atoms with different spin
labels can be modeled by a contact interaction with a negative strength 30, where, in turn, 30 can be eliminated in
terms of aF like in Eq.(7) [223]. What is here meant by “spin” is the quantum number associated with the atomic
hyperfine levels that are split apart by the magnetic field itself. The two hyperfine levels of lowest energy are then
conventionally referred to as spin ↑ and spin ↓, and can be populated independently with N↑ and N↓ atoms (in practice,
N = N↑ + N↓ is at most of the order of 106). For instance, in 6Li for B large enough the states | ↓〉 and | ↑〉 correspond
to |mI = 1,mJ = − 12 〉 and |mI = 0,mJ = − 12 〉, respectively, where I = 1 and J = 12 are the nuclear and electron spin
quantum numbers with projections mI and mJ . In addition, the dependence of aF on B can be inferred either directly
from the experiment [69] (cf. Fig. 20 (a)) or from a molecular calculation [223, 49] (cf. Fig. 20 (b)).
For a Fano-Feshbach resonance, the resonant condition aF = ±∞, which occurs when the bound state crosses the
threshold of the continuum, corresponds to the “unitarity limit” whereby (kFaF)−1 = 0. While in principle the BCS
condition of strongly overlapping Cooper pairs corresponds to (kFaF)−1  −1 and the BEC condition for molecular
bosons corresponds to (kFaF)−1  +1, it turns out that the evolution from the BCS to BEC limits is best studied in the
limited range −1 . (kFaF)−1 . +1 for the following reasons. On the one hand, it is found by theoretical calculations
that this limited range is sufficient in practice for realizing the BCS-BEC crossover in most physical quantities. On
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Figure 20: (a) Measurements of the scattering length (in units of the Bohr radius a0) vs the magnetic field B near the broad Fano-Feshbach resonance
of 40K Fermi atoms. (b) Calculated scattering length aF (in atomic units) for the collision of two fermionic 6Li atoms vs the magnetic field B (in
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(a) adapted from Ref. [69]; panel (b) adapted from Ref. [223].]
the other hand, the range −1 . (kFaF)−1 . +1 is just where the experiments can be realized because: (i) when
(kFaF)−1  −1 the experimental signal is usually too weak to be detected; (ii) when (kFaF)−1  +1 the molecules
(which are in the highest vibrational state of the interatomic potential) undergo rapid vibrational relaxation via three-
body collisions, leading to heating and trap losses which set an upper limit on the value of (kFaF)−1 up to which the
experimental data can be trusted.
4.2. Main experimental results
The distinctive and rather unique feature of the BCS-BEC crossover with trapped ultra-cold Fermi gases is that
a variety of targeted experiments have been realized with these systems over the last decade, which have specifically
allowed to follow the continuous evolution of the system between the two (BCS and BEC) limits. The large majority
of these experiments have been realized with 6Li atoms, using the broad Fano-Feshbach resonance occurring at 832
G to tune the interaction, while the remaining experiments used 40K atoms and the broad Fano-Feshbach resonance at
202.2 G. In both cases, the interaction between fermions can be accurately modeled by the contact potential described
in detail in the previous sections. It should be recalled in this context that, initially, most of the theoretical studies of the
BCS-BEC crossover with ultra-cold atoms were instead based on a “two-channel” model, which includes explicitly
the closed-channel molecules in the Hamiltonian [224, 225, 226, 227, 228, 229]. In Ref. [223] it was eventually
clarified, however, that for a broad resonance a “single-channel” contact potential is adequate to describe the system
in an extended range of magnetic field that spans the whole BCS-BEC crossover. This property of broad Fano-
Feshbach resonances is fundamental for using ultra-cold atoms to simulate the BCS-BEC crossover in a universal
fashion, independent of the details of the inter-atomic interaction.
An additional aspect to be considered for the use of ultra-cold gases as effective “quantum simulators”, is that
ultra-cold gases require a trap to hold the neutral atoms together. Most useful in this sense prove to be the optical
traps, which allow for an independent application of a magnetic field to tune a Fano-Feshbach resonance. In practice,
these traps act on the atoms as an external potential proportional to the laser intensity, which has usually the shape of
an inverted Gaussian. For most purposes, it is sufficient to expand this inverted Gaussian up to second order around
its minimum, leading to an anisotropic harmonic potential of the form
Vext(r) =
1
2
m
(
ω2xx
2 + ω2yy
2 + ω2z z
2
)
(94)
where r = (x, y, z), with typical values of the frequencies (ωx, ωy, ωz) ranging from tens to thousands of Hz.
When comparing theory and experiments, one thus needs, in general, to consider the effects of the trapping po-
tential (94). This is usually done by relying on a local-density approximation (LDA), whose conditions of validity are
normally satisfied in the experiments. By this approximation, the trapped gas is regarded as a (continuous) collec-
tion of independent homogeneous systems characterized by a “local” chemical potential µ(r) = µtrap − Vext(r), with
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a common temperature T and scattering length aF . [To avoid ambiguities, we have here introduced the chemical
potential µtrap of the trapped system to distinguish it from that of the homogeneous system]. Physical quantities then
result by averaging (that is, by integrating) over the contributions at different r. In this context, it is also useful to
introduce the trap Fermi energy EF trap = ω0 (3N)1/3 (associated with an ideal balanced Fermi gas at T = 0), where
ω0 = (ωxωyωz)1/3 is the geometrically averaged trap frequency [230]. In terms of EF trap, one can also define the Fermi
wave vector kF trap =
√
2mEF trap for the trap and form the dimensionless coupling parameter (kF trapaF)−1. [Note, how-
ever, that these numbers do not coincide with the local values of kF and (kFaF)−1 associated with the density of the
system at the trap center.] Thermodynamic quantities can be made dimensionless by using appropriate powers of
EF trap, kF trap and N, in such a way that they depend solely on the interaction parameter (kF trapaF)−1 and the dimen-
sionless temperature T/EF trap (see, e.g,. Refs. [231, 232, 233]). Recently, novel experimental methodologies have
become available which apply tomographic reconstruction techniques to the bare experimental data by still relying
on the above LDA approximation [234, 235], thus allowing for a direct extraction of quantities characteristic of the
homogeneous gas from the experiments made on the trapped gas.
An impressive series of experiments has been realized with ultra-cold Fermi gases over the last decade, covering
a broad number of physical (both thermodynamic and dynamical) quantities. These experiments include:
(i) The initial production of long-lived composite bosons [236, 237, 238, 239];
(ii) The condensation of composite bosons [240, 241, 242];
(iii) The evidence of a condensate extending also to the BCS side of the crossover [243, 244] with the “projection”
technique introduced in Ref. [243] (see Refs. [245] and [246] for a theoretical and experimental analysis of this
technique, respectively);
(iv) The evidence for a pairing gap with radio-frequency spectroscopy [247, 248, 234] and its quantitative measure-
ment using a small population imbalance [249];
(v) The study of collective modes in a trap, in particular, the measurement of frequencies and damping rates of
breathing [250, 251, 252, 253, 254], radial quadrupole [255, 256], scissors [256, 254], and higher-nodal axial
modes [257];
(vi) The measurement of several thermodynamic properties of the unitary Fermi gas across the superfluid transition,
including the critical temperature [258, 259, 182, 183], the specific heat and entropy [258, 259], the equation of
state, chemical potential and pressure [182, 260, 261, 183];
(vii) The precise measurement of the closed-channel contribution in 6Li, that has confirmed the validity of the single-
channel model [262];
(viii) The detection of pairing correlations with atom shot noise measurements [263], following the proposal of
Ref. [264];
(ix) The observation of vortices throughout the whole crossover [265];
(x) The detection of phase separation [108, 109, 266] and the measurement of the critical temperature [267, 137]
and polarization [267, 268, 269] in imbalanced Fermi gases;
(xi) The measurement of first- [270] and second-sound [271] velocities;
(xii) The measurement of the critical velocity for the superfluid flow [272, 273];
(xiii) The estimate of the Cooper pair size ξpair [274];
(xiv) The measurement of single-particle spectral features (with evidence of a pseudo-gap) with wave-vector resolved
radio-frequency spectroscopy [31, 32];
(xv) The measurement of the Tan’s contact [275, 276, 277, 278, 279] and the verification of universal relations
connected with this quantity [275, 276];
(xvi) The measurement of the shear viscosity and of its ratio with the entropy density [280, 281, 282, 283], to test the
“universal minimum” conjectured for this quantity by string-theory methods [284];
(xvii) The measurement of static [285] and dynamic spin [286] and density [279, 287] response functions;
(xviii) The evidence for a superfluid quenching of the moment of inertia [288] and the measurement of the superfluid
fraction [271];
(xix) The measurement of “current-voltage” characteristic curves for transport through a quantum point contact in
the unitary Fermi gas across the superfluid transition [289];
(xx) The detection of the Josephson’s oscillations throughout the BCS-BEC crossover [290].
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The above experiments have explored rather completely the BCS-BEC crossover in three dimensions. More re-
cently, experimental studies have been conducted for the BCS-BEC crossover also in systems with reduced dimension-
ality. In particular, for a two-dimensional gas experiments have analyzed pairing effects [291, 292] and single-particle
spectral features [33], collective modes and the shear viscosity [293], the ground-state pressure [294], the effects of
spin imbalance [295], the superfluid critical temperature [296, 297], and the equation of state [298, 299]. Finally,
Ref. [300] has analyzed the phase-separation in a one-dimensional spin-imbalanced Fermi gas, confirming the pre-
dictions based on the Bethe-ansatz [301] and providing indirect evidence for the occurrence of FFLO ordering in the
system.
4.3. The unitary limit
In the context of ultra-cold Fermi gases, special attention has been devoted to the “unitary limit” of the inter-
particle interaction, when the scattering length is infinite. At the two-body level, in this limit the scattering cross
section approaches σ(k) = 4pi/k2 at low relative wave vector k, which corresponds to the unitarity bound for the
(s-wave) scattering cross section and stems directly from the unitarity condition of the S-matrix (see, e.g., Ref. [302]).
At the many-body level, interest in this limit of the interaction was stimulated by G. Bertsch at the 10th conference
on “Recent progress in many-body theories” (see Refs. [19] and [20]). As a challenge to the participants, Bertsch
proposed the problem of determining the ground-state properties of a (homogeneous) system of fermions interacting
via a contact interaction tuned at infinite scattering length (then referred to as the “unitary Fermi gas”). This case
is particularly interesting also for a dilute neutron gas, where the scattering length is much larger than the inter-
particle distance (cf. Section 5). What is intriguing of the unitary limit is that there are no length scales associated
with the interaction, paradoxically somehow just like for the non-interacting Fermi gas. The only length scale that
remains at zero temperature is the average inter-particle spacing k−1F which is fixed by the density. More generally, the
thermodynamic properties of the unitary Fermi gas depend only on density and temperature. A few universal functions
of the dimensionless temperature T/EF (or, at zero temperature, a few universal numbers) then suffice to characterize
the properties of the unitary Fermi gas and for this reason the unitary gas is said to be universal. In addition, several
nontrivial relationships between thermodynamic observables can be derived [303], which are particularly useful to
extract from experiments thermodynamic quantities that cannot directly be measured (or are especially difficult to
measure).
For the unitary Fermi gas, the absence of a length scale associated with the interaction has interesting consequences
also for trapped systems. For instance, it can be shown [304] that at zero temperature the spatial profile n(r) of the
density within LDA is completely specified in terms of the value of a single parameter ξ. This parameter (referred to
as the Bertsch parameter) is defined as the ratio between the ground-state energy of the unitary homogeneous Fermi
gas and that of the non-interacting system (this ratio corresponds also to µ/EF as a consequence of scale invariance).
The argument goes as follows. For a contact potential at T = 0, the chemical potential in units of the Fermi energy
depends only on the dimensionless coupling (kFaF)−1, such that for the homogenous gas µ/EF = F
(
(kFaF)−1
)
where
F is a universal function. The LDA then implies that for the trapped system:
µ(r)/EF(r) = F
(
(kF(r)aF)−1
)
(95)
with the local quantities kF(r) = (3pi2n(r))1/3, EF(r) = kF(r)2/2m, and µ(r) = µtrap − Vext(r). A remarkable feature of
the unitary limit is that the “local” dimensionless coupling (kF(r)aF)−1 does not depend on the position r in the trap,
such that µ(r)/EF(r) = F(0) ≡ ξ as for the homogeneous gas. This relation can be inverted to get EF(r) = µ(r)/ξ,
thus yielding for the density profile the expression:
n(r) = ξ−3/2[2m(µtrap − Vext(r))]3/2/(3pi2) (96)
which has the same form of the non-interacting Fermi gas apart from the pre-factor ξ−3/2. In addition, the expression
N =
∫
dr n(r), once applied alternatively to Eq.(96) and to the corresponding equation for the non-interacting gas,
yields the relation µtrap/EF trap = ξ1/2, which connects the ratio between the chemical potential µtrap of the unitary
Fermi gas and the Fermi energy EF trap = ω0 (3N)1/3 of the non-interacting Fermi system in the trap, to the corre-
sponding ratio ξ for the homogeneous gas. Equation (96) also implies that the axial and radial radii of the cloud at
unitarity are reduced by a factor ξ1/4 with respect to the corresponding values of the non-interacting Fermi gas, a
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result that was used to obtain some of the first experimental estimates of the Bertsch parameter [305, 306]. The spatial
invariance of the local coupling strength for the trapped unitary Fermi gas leads also to the relation
∆(r) =
η
ξ
µ(r) (97)
for the local gap parameter ∆(r), where η is the ratio ∆/EF for the homogenous unitary Fermi gas at T = 0. Also the
gap profile of the trapped unitary Fermi gas has thus the form of an inverted parabola.
4.4. Theoretical approaches to the unitary limit and comparison with experiments
The universality of the unitary Fermi gas and the possibility to realize it in experiments with ultra-cold atoms has
motivated a number of theoretical studies of this system, and in particular of its ground-state energy characterized by
the Bertsch parameter ξ. The first estimate of the Bertsch parameter was given in
Ref. [20] by using a Pade´-approximant extrapolation of the perturbative expansion of the ground-state energy of a
dilute Fermi gas, with the result ξ = 0.43±0.13. Since then, a number of theoretical works have calculated the value of
the Bertsch parameter. Analytic or semi-analytic works have improved the simple BCS mean-field estimate ξ = 0.59
by including pairing fluctuations in the superfluid phase with diagrammatic [151, 304, 159] or functional integral
approaches [44, 45], by using  [307, 308, 309] and large-N expansions [310], or by the functional renormalization
group approach [311, 312].
A few words about these approaches are required.
The  expansion exploits the fact that, in d = 2 dimensions the unitary Fermi gas is a non-interacting Fermi
gas, while in d = 4 it is a gas of non-interacting dimers [313]. By calculating the loop integrals using dimensional
regularization, one can perform calculations in arbitrary dimensions near d = 2 or d = 4 and make expansions in
¯ = d−2 or in  = 4−d, respectively. To get predictions for the physical case with d = 3, one then tries to match these
two expansions. Depending on the details of the approximations used for this matching, one obtains ξ = 0.364 to
0.391 [308]. The  expansion can also be used for finite temperature calculations [314]. For instance, for the critical
temperature this approach gives Tc/EF = 0.183 ± 0.014.
The large-N expansion provides another way to circumvent the absence of a small expansion parameter in the
unitary Fermi gas. Here, one introduces N species (“flavors”) of fermions distinguished by an index i (i = 1, · · · ,N),
each having two spin projections (σ =↑, ↓) and mutually interacting via [310]
Hint =
g
N
N∑
i, j=1
∫
drψ†i↑(r)ψ
†
i↓(r)ψ j↓(r)ψ j↑(r) , (98)
ψiσ(r) being the field operator for the fermion species i and spinσ and g the coupling constant. Note that the interaction
has a Sp(2N) symmetry and can transform a pair of one species j into a pair of another species i. For this reason, the
case N = 2 is different from the isospin in nuclear physics, where the numbers of protons and neutrons are instead
separately conserved. Note in addition that the number of species N is a purely formal parameter (like the quantity
 above) and the physical results correspond to N = 1. What is relevant here is that, in the limit N → ∞, the BCS
mean-field approximation becomes exact, and corrections in 1/N can be calculated by including the RPA on top of it.
Including only the leading term and the 1/N correction, and then extrapolating the result to N = 1, one finds for the
Bertsch parameter the value ξ = 0.28.
The same  and large-N expansions were used also in Ref. [315], where they have been framed in the standard
approach for critical phenomena. In this case, the starting point was the observation that the unitary Fermi gas in the
zero-density limit can be interpreted as a quantum multi-critical point at µ = (kFaF)−1 = h = T = 0, which can be
used as the fixed point of a renormalization-group analysis.
Finally, the functional renormalization group starts from a flow equation for the effective-action generating func-
tional. Approximate solutions of the flow equation can be found by using truncations in the space of possible func-
tionals (see Refs. [40, 316] for recent reviews of this method).
Before we turn to the fully numerical works, let us mention that at high temperature, the fugacity eβµ can be used
as a small expansion parameter, leading to the virial expansion. Of course it cannot be used to compute the universal
parameters ξ or η, but it allows for the calculation of the equation of state of the unitary Fermi at high temperatures
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which has been measured to high precision. While the second-order virial coefficient for a contact interaction was
calculated long time ago [317], the virial expansion was pushed to higher order only recently. In particular, the
third-order virial coefficient for the unitary Fermi gas was obtained in Refs. [318, 319, 320] with different techniques
(see Ref. [42] for a review). For the fourth-order virial coefficient, on the other hand, a discrepancy that was found
between the theoretical estimates [321, 322] and the experimental value [182, 183] was resolved only recently by a
fully numerical calculation [323] that agrees with the experimental value.
A completely different way of approaching the unitary Fermi gas consists in trying to solve the problem using
fully numerical techniques.
One can distinguish between studies of particles in a harmonic potential and studies of particles in a box with
periodic boundary conditions. Calculations for particles in a harmonic potential are especially interesting because of
their similarity with nuclear systems and because they allow one to extract the coefficients of the leading gradient
terms (i.e., beyond LDA) in the energy density functional [324]. Such calculations have been done using the direct
diagonalization of the Schro¨dinger equation in the basis of correlated Gaussians (CG) for few particles (up to six
in Ref. [325] and up to ten in Ref. [326]), and for larger particle numbers using Green’s function [327] and fixed-
node diffusion Monte-Carlo (FN-DMC) [325], lattice Monte-Carlo [328], and auxiliary-field Monte-Carlo (AFMC)
[324]. The pairing gap, defined as the energy difference between odd and even numbers of particles (corresponding
to the lowest quasiparticle energy, which is generally smaller than the local gap at the trap center), was discussed in
Refs. [327, 325]. Unfortunately, results of different calculations do not agree with each other (see Fig. 10 of Ref. [39]).
It should be stressed, however, that while FN-DMC is just a variational method with an unknown error bar a priori,
AFMC and lattice Monte-Carlo are in principle exact (and free from the fermionic sign problem for the imbalanced
gas). In practice, it turns out to be quite difficult to reach the zero-range interaction limit in this kind of calculations.
It is also not clear why the lattice calculations [328] show pronounced shell effects (that is, strongly reduced energies
per particle at shell closures N = 2, 8, 20, 40) in contrast to all other approaches, where the shell effects seem to be
washed out by the strong pairing.
Calculations for particles in a box with periodic boundary conditions are better suited for the extrapolation to a
uniform gas, although it remains difficult to control finite size effects. These calculations, too, were performed using
different numerical methods. Like in the trapped case, the results show strong variations. The predictions for the
Bertsch parameter ξ vary between ξ = 0.25 in the the first lattice calculation [329] and ξ = 0.44 in the first DMC
calculation [330]; in later lattice [331] and FN-DMC calculations [332, 333, 334, 335, 336] the value of ξ slowly
converged over the the years (see table VI of Ref. [337]) towards the value ξ = 0.37 that was obtained in the latest
AFMC [338] and lattice [337] calculations simulating up to 66 particles. (The AFMC technique was also used for
neutron matter, see Section 5.5.)
Correspondingly, a number of experimental works has determined ξ with increasing precision [339, 305, 306,
340, 341, 109, 342, 260, 183], culminating with the value ξ = 0.370 ± 0.005 obtained in Ref. [183] (this value
takes into account a small systematic-error correction associated with a subsequent more precise determination of the
position of the broad Fano-Feshbach resonance of 6Li [343]). This experimental value agrees well with the state-of-
the art theoretical results ξ = 0.372 ± 0.005 and ξ = 0.366+0.016−0.011 obtained in Refs. [338] and [337], respectively. In
addition, the value η = 0.44 ± 0.03 for the parameter η of Eq.(97) was determined experimentally in Ref. [249], in
good agreement with the QMC result η = 0.45 ± 0.05 of Ref. [344]. These comparisons exemplify the high degree
of accuracy that is nowadays possible to reach in experiments with ultra-cold Fermi gases, thereby pointing out the
effectiveness of these gases as “analog” quantum simulators of many-body problems.
The unitary Fermi gas has been analyzed in detail also at finite temperature. The main experiments that have
contributed to the characterization of the thermodynamic and dynamical properties of the unitary Fermi gas have
already been mentioned in Section 4.2. On the theoretical side, the (homogeneous) unitary Fermi gas has represented
a central issue of finite-temperature QMC calculations, and actually most of the numerical efforts have been focused on
this specific coupling value of the BCS-BEC crossover. The auxiliary-field QMC method has extensively been applied
to the calculation of thermodynamic quantities, such as the temperature dependence of the chemical potential, energy,
and entropy [175, 345, 346] as well as of the wave-vector distribution and “contact” constant [347]. In principle, this
method is unbiased for thermodynamic quantities, although the effects due to space and time discretization, the finite-
size of the sample, and the use of a finite-range interaction introduce significant sources of uncertainty (which are
discussed in detail in Ref. [346]). The same method has also been applied to the calculation of dynamical quantities,
such as the spectral-weight function [348] and the (frequency dependent) spin susceptibility [349] and shear viscosity
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[350, 351, 352]. It should be recalled, however, that the extraction of dynamical quantities from QMC simulations
relies on a numerical solution of the problem of the analytic continuation of a function from the imaginary to the
real axis. Such a numerical solution is notoriously an ill-posed problem, which unavoidably requires uncontrolled
assumptions on the properties and the overall structure of the function to be continued analytically. For these reasons,
the results for dynamical quantities extracted from QMC simulations should be considered with caution.
Alternative Monte Carlo methods based on diagrammatic expansions of the partition function or of the single-
particle self-energy have also been applied to the (homogeneous) unitary Fermi gas. The determinant diagrammatic
Monte Carlo method has been used in Refs. [184, 353, 185] and in Ref. [186] for the calculation of the critical
temperature, chemical potential, and energy of the unitary Fermi gas. Their results for the critical temperature Tc/EF =
0.152 ± 0.007 [184, 185] and Tc/EF = 0.173 ± 0.006 [186] slightly disagree with each other, probably because of the
different extrapolations to the continuum limit from the lattice model used in the calculations. These results, however,
are both consistent with the experimental values Tc/EF = 0.157 ± 0.015 [182], 0.17 ± 0.01 [261], and 0.167 ± 0.013
[183]. In this respect, it should be noted that a crucial advance of Ref. [183] was the determination of the temperature
directly from the density profiles without the use of a fitting procedure or an external thermometer.
In addition, the bold diagrammatic Monte Carlo method [155] was used in Ref. [354] to obtain the equation
of state of the unitary Fermi gas in the normal phase. This method is formulated directly in the thermodynamic
limit and can thus be applied to the continuum system with a genuine contact interaction. It is based on the idea of
sampling stochastically Feynman diagrams for the (imaginary time) self-energy using “bold” (that is, self-consistent)
fermionic single-particle propagators G and particle-particle propagators Γ, summing up in this way a huge number
of diagrams. The method relies on the assumption that the Feynman series of self-consistent (skeleton) diagrams,
possibly regularized with re-summation techniques for diverging series, converges to the physical self-energy Σ. This
assumption, however, was challenged in Ref. [355] (see also Ref. [356]), where explicit counter-examples were given.
The reported excellent agreement with the experimental data for the unitary Fermi gas [354], on the other hand, seems
to indicate a posteriori that, at least for the unitary Fermi gas in the normal phase, a good convergence to the physical
self-energy can be reached. Clearly, an a priori knowledge about the expected range of validity of the method would
be desirable. Progress in this direction was recently made in Ref. [357], where a sufficient condition was established
for the convergence to the correct result by the self-consistent skeleton scheme.
We conclude by pointing out that, although the unitary Fermi gas has been at the forefront of both theory and
experiments in the field of ultra-cold Fermi gases, under the perspective the BCS-BEC crossover the unitary limit
(kFaF)−1 = 0 represents just one point (and not necessarily the most significant one) within the intermediate-coupling
region. For instance, as discussed in Section 3.3, the boundary between the fermionic (pseudo-gap) and bosonic
(molecular) regimes of the BCS-BEC crossover is found to occur past unitarity at about (kFaF)−1 ' 0.5 [171]. In
addition, the maximum value of the superfluid critical velocity (which signals where superfluidity is most robust)
does not occur exactly at unitarity but slightly past it, as obtained by theoretical calculations [358] and measured by
experiments [272, 273] (see Section 4.6 below). Finally, in two dimensions, where the unitary gas (that is, a scale-
invariant interacting Fermi gas) cannot be defined, the intermediate region of the BCS-BEC crossover is still perfectly
meaningful, and the unitary limit can be replaced with alternative concepts characterizing the crossover region [170].
4.5. Tan contact
A major advance in the understanding of the physical properties of many-body systems with short-range interac-
tion (like ultra-cold Fermi gases) has recently come from the introduction of a set of universal relations, expressed in
terms of a quantity called the contact C, which connect the strength of short-range two-body correlations to the ther-
modynamics and provide powerful constraints on the behaviour of the system irrespective of its state [359, 360, 361].
Originally, Tan derived the universal relations for the contact C by a suitable enforcement of the boundary con-
ditions at short inter-particle distance on the many-body Schro¨dinger wave-function for otherwise non-interacting
particles. Later on, these relations were re-derived within quantum field theory methods involving the operator prod-
uct expansion [362, 363], as well as using the Schro¨dinger formalism in the coordinate representation [364].
From a physical and intuitive point of view, the contact C describes how the two-body problem locally merges
into the surrounding many-body problem, by considering the short-distance behaviour of the pair correlation function
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for opposite-spin fermions [359, 365]:
g↑↓(ρ) −→
(ρ→0)
C
(4 pi)2
(
1
ρ2
− 2
aFρ
+ · · ·
)
(99)
which generalizes the expression (74) obtained in Section 3.2 at the level of the t-matrix.
Alternatively, the contact can be defined via the large wave-vector tail of the fermionic distributions nσ(k) with
k = |k|, which behaves asymptotically as [359]
nσ(k) ≈ Ck4 . (100)
With a zero-range inter-particle interaction, both the kinetic and interaction energies diverge but their sum is well-
defined, such that the internal energy density E/V and the pressure P can be expressed in terms of the contact C as
[359, 360]:
E
V
=
C
4piaFm
+
∫
dk
(2pi)3
k2
2m
(
nσ(k) − Ck4
)
(101)
P =
2
3
E
V
+
C
12piaFm
(102)
where V is the volume occupied by the system. One can also show that the derivative of the energy (at constant
entropy) and of the free energy (at constant temperature) with respect to the scattering length can be related to the
contact through the following “adiabatic relations” [360, 365]: ∂E
∂a−1F

S
= − CV
4pim
(103)
 ∂F
∂a−1F

T
= − CV
4pim
. (104)
Additional quantities depend only on the short-range behaviour of the pair correlation function and can therefore
be expressed in terms of the contact C. In particular, the high-frequency tail of the radio-frequency (RF) spectrum
IRF(ω) [366] approaches IRF(ω) ≈ Cω−3/2/(23/2pi2) (where ω is in units of EF and
∫ +∞
−∞ dωIRF(ω) = 1/2), which holds
provided final-state effects in the RF transition can be neglected (see Ref. [367] for a derivation of the high-frequency
tail based on a short-time operator product expansion). Another example is the large wave-vector tail of the static
structure factor S (Q) ≈ C[1/(8Q)− 1/(2piaF Q2)] where Q = |Q| [368]. Also the number of closed-channel molecules
near a Fano-Feshbach resonance is proportional to the contact [369, 370]. For a comprehensive review of the universal
relations involving the contact, cf. Ref. [365].
Albeit useful at a formal level, the above relations do not allow one to actually compute the value of the contact
C, as a function of coupling and temperature. We now turn to this point, restricting ourselves to the case of a balanced
gas.
The simplest way to introduce (and calculate) the contact is to consider the large wave-vector behaviour of the
fermionic distribution n(k) (per spin component). At the mean-field level, n(k) is given by the factor |3k|2 = (1 −
ξk/Ek)/2 that enters the BCS wave function (1). Upon expanding this factor for large k, one obtains:
n(k) = |3k|2 ' ∆
2
4 ξ2k
' (m∆)
2
k4
(105)
which allows one to approximate the contact C with the quantity (m∆)2 at this level of approximation. In particular,
in the BEC limit at T = 0, one gets (m∆)2 = 4pin0/aF from the relation between the gap ∆ and the wave function
Φ of the Gross-Pitaevskii equation (46), where n0 is the condensate density within the present approximation. In the
BCS regime, on the other hand, ∆ is exponentially small in the coupling parameter (kFaF)−1 and thus the value (m∆)2
cannot properly represent the contact in this limit. However, one knows on general grounds that in weak coupling C
must reduce to the expression (2piaFn)2 as it can be readily obtained from the adiabatic relation reported above, where
piaFn2/m represents the leading coupling dependence of the free energy at T = 0.
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Figure 21: (a) Coupling dependence of the Tan’s contact C at T = 0 (in units of k4F/3pi
2), obtained in terms of the gap ∆ at the mean-field level
(dashed line) and with the inclusion of pairing fluctuations in terms of the parameter ∆∞ given by Eq.(75) (circles and full line). (b) Experimental
data of the (trap-averaged) contact Ct (in units of NkF , where N is the total number of atoms and kF is the trap Fermi wave vector) for a gas of
40K atoms vs (kFaF )−1. Data were obtained alternatively from the tail of the wave-vector (momentum) distribution (full circles), photo-emission
spectrometry PES (empty circles), and the high-frequency tail of the RF line-shape (stars). [Panel (a) reproduced from Ref. [63]; panel (b) adapted
from Ref. [275].]
Inclusion of pairing fluctuations somewhat modifies the mean-field results and recovers, in particular, the correct
value for the contact in weak coupling at T = 0. The simplest way to assess the effect of pairing fluctuations is
to consider the normal phase above Tc in terms of the non-self-consistent t-matrix approximation. For large |k| the
approximate expressions (65) and (66) hold at any coupling, such that one obtains
n(k) ' −∆2∞ T
∑
n
G0(k)2 G0(−k) (106)
for each spin component, where the quantity ∆∞ was defined in Eq.(75). [Strictly speaking, in the limit of large |k| to
the result (65) one should add the term −Γ0(k) nF where nF is the particle density due to free fermions. However, this
additional term turns out to be irrelevant for the calculation of n(k).] With the further result which holds for large |k|
T
∑
n
G0(k)2 G0(−k) ' − 1
4 ξ2k
' − m
2
|k|4 , (107)
Eq.(106) becomes n(k) ' (m∆∞)2/|k|4 thus identifying (m∆∞)2 with the contact C within the present approximation,
as anticipated in Section 3.2. The identification C = (m∆∞)2 where ∆∞ is given by Eq.(75) was originally introduced
in Ref. [366] within the non-self-consistent t-matrix, and later generalized in Ref. [371] to include all possible higher-
order effects in the particle-particle propagator.
The quantity ∆2∞ can be calculated analytically in the BCS and BEC limits. Starting from the definition (75), in the
BCS limit one expands Γ0(Q) given by Eq.(55) to second order in 4piaF/m, so that Γ0(Q) ' − 4piaFm
(
1 − 4piaFm Rpp(Q)
)
with Rpp(Q) given by Eq.(57). This yields:
(m ∆∞)2 ' (4piaF)2
∫
dQ
(2pi)3
T
∑
ν
eiΩνη χpp(Q,Ων)
= (4piaF)2
∫
dQ
(2pi)3
T
∑
ν
eiΩνη
∫
dk
(2pi)3
T
∑
n
G0(Q − k,Ων − ωn) G0(k, ωn) = (2piaFn)2 (108)
where χpp is the particle-particle bubble given by Eq.(56) and n is the (full) particle density. The value (108) vanishes
quadratically with |aF | and is thus dominant with respect to the mean-field value of the contact in the BCS limit, as
discussed previously. In the BEC limit, on the other hand, using the approximate form (64) for Γ0 one obtains:
(m ∆∞)2 ' −8piaF
∫
dQ
(2pi)3
T
∑
ν
eiΩνη
iΩν − Q24m + µB
=
4pin
aF
. (109)
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The result (109) formally coincides with that obtained within mean field, with the difference that here n refers to the
full and not to the condensate density. This kind of analysis can be extended also to the superfluid phase below Tc.
The numerical results for the contact obtained at T = 0 throughout the BCS-BEC crossover with the inclusion of
pairing fluctuations (circles and full line) and at the mean-field level (dashed line) are shown in Fig. 21(a).
Experimentally, the expected universality of the contact C was demonstrated in Ref. [275] for an ultra-cold gas of
trapped fermionic (40K) atoms, where the (trap-averaged) contact Ct was measured at a temperature of about 0.1TF
by three independent methods. Specifically, through (i) the large wave-vector tail of the fermionic distribution n(k),
(ii) the high frequency tail of the RF spectrum IRF(ω), as well as (iii) using wave-vector-resolved RF (photo-emission)
spectroscopy. The data obtained by these three independent experimental methods are reported in Fig. 21(b). Here, the
mutual agreement (obtained within the experimental errors) of the different results can be considered as an empirical
proof of the universality of Tan’s relations.
Besides the dependence of the contact C on coupling at a given temperature, its dependence on temperature at a
given coupling is also of interest. This dependence was first determined analytically in the low- and high-temperature
limits in Ref. [372]. It was found that in the low-temperature limit the contact increases like T 4 due to phonons,
while in the high-temperature limit the contact decreases like 1/T , thereby implying that the contact must achieve a
maximum at an intermediate temperature (which is expected to be of the order of the Fermi temperature TF). [Higher
orders in a high-temperature expansion were obtained in Ref. [373].] The full temperature dependence of the contact
for the homogeneous gas at unitarity was then calculated in Ref. [167] from the large wave-vector tail of the fermionic
distribution n(k), both below and above Tc, and is reported Fig. 22 (dashed line). This calculation is based on the
non-self-consistent t-matrix approximation of Section 3.1, which is known to become exact in the high-temperature
limit [374], and presents an enhancement of the contact C when approaching Tc from above that was attributed to
pseudo-gap effects (a broad maximum above Tc was also found by QMC calculations [347]). Above Tc, Fig. 22
shows also an improved calculation (full line) based on an extended version of the non-self-consistent t-matrix [375],
which includes correlations among pre-formed pairs that are missing in the t-matrix and which improves on the value
of Tc and on the high-temperature behaviour of C. The temperature dependence of the contact for the unitary Fermi
gas has further been studied with the self-consistent t-matrix [376], Gaussian pairing-fluctuations [377], and functional
renormalization group [378] approaches.
Figure 22 further reports the experimental measurements of the contact for the homogeneous gas (circles), based
on a technique that allows the local properties of the trapped cloud to be probed [278]. These measurements show a
gradual decrease of the contact with increasing temperature as predicted by theory, while at the edge of the experimen-
tally attainable temperatures (which is about where the experimental value of Tc is expected to occur) a sharp decrease
of the contact is observed. Later on, based on the evidence that the contact gets enhanced near Tc, the question was
raised about whether the contact displays a critical behaviour near a continuous transition, in spite of the fact that it
remains finite even for strongly interacting fermions both in the normal and superfluid phases [379].
In nuclear physics, the range of the interaction is not short enough to allow finding a 1/k4 tail in the occupation
numbers. Nevertheless, the concept of the contact has been generalized to the nuclear physics context as well (see
Section 5.7 below).
4.6. Josephson effect
The Josephson effect is probably the most striking consequence of the spontaneous symmetry breaking of the
phase ϕ(r) of the complex gap (order) parameter ∆(r) = |∆(r)|eiϕ(r), which is at the essence of the macroscopic
quantum coherence of superconductivity. In its original formulation [380], the Josephson effect is the phenomenon
for which a super-current flows indefinitely without any voltage applied across a physical constriction or a junction
(which can be either a thin insulating barrier or a point of contact) that weakens the superconductivity in between
two superconductors. Such Josephson junctions have important applications in quantum-mechanical circuits [381].
At a microscopic level, the phenomenon amounts to the coherent tunneling of Cooper pairs across a potential barrier
placed at the interface between two superconductors. It results in a characteristic relation J(δϕ) between the super-
current J and the asymptotic phase difference δϕ across the potential barrier, which in its simplest version has the
form J(δφ) = J0 sin(δϕ) where J0 is the maximum value of the current attainable with the barrier [381].
The BdG equations (32) can be used to calculate the relation J(δφ) for an arbitrary shape of the potential barrier.
And not only in the conventional situations of BCS weak coupling when Cooper pairs tunnel across the barrier, but
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Figure 22: Temperature dependence of the contact C (in units of k4F/3pi
2) for the homogeneous gas at unitarity. The experimental values from
Ref. [278] (circles) are compared with the theoretical calculations of Ref. [167] based on the non-self-consistent t-matrix approximation (dashed
line) and with an improved approximation based on the work of Ref. [375] that also includes correlations among pre-formed pairs (full line).
[Courtesy of F. Palestini.]
also under more general conditions when the inter-particle interaction is spanned up to the BEC strong-coupling limit
where composite bosons are instead responsible for tunneling. In a recent study of the Josephson effect throughout
the BCS-BEC crossover at zero temperature [358, 60], a slab geometry was adopted where a potential barrier Vext(x)
(either rectangular or Gaussian) is embedded in a homogeneous superfluid that extends to infinity on both sides of the
barrier. Accordingly, the order parameter has the form ∆(x) = |∆(x)|e2i[qx+φ(x)], where q = Jm/n0 is the wave vector
associated with the uniform super-current (n0 being the bulk fermionic number density) and 2φ(x) is the local phase
accumulated by the order parameter over and above the reference value 2qx in the absence of the barrier, such that
δϕ = 2[φ(x = +∞) − φ(x = −∞)] across the barrier. It turns out that, while a full implementation of self-consistency
for the solution of the BdG equations is not required on the BCS side, self-consistency is essential on the BEC side to
account for the non-linearity of the GP equation (46) to which the BdG equations reduce in this limit (cf. Section 2.5).
Typical Josephson characteristics obtained in this way throughout the BCS-BEC crossover are shown in Fig. 23, where
 0
 0.05
 0.10
 0.15
 0.20
 0.25
 0  0.2  0.4  0.6  0.8  1
q/
k F
δφ/pi
(a)
 0
 0.05
 0.10
 0.15
 0.20
 0.25
 0  0.2  0.4  0.6  0.8  1
q/
k F
δφ/pi
(b)
Figure 23: Josephson characteristics for: (a) A rectangular barrier centered at x = 0 of width LkF = 4.0 and height V0/EF = 0.1; (b) A Gaussian
barrier Veff (x) = V0e−x
2/(2σ2) with σkF = 1.6 and the same value of V0. The three curves correspond to (kFaF )−1 = −1.0 (dotted lines), 0.0 (dashed
lines) and +1.5 (full lines). [Reproduced from Ref. [60].]
they are seen to depend markedly on the inter-particle coupling (kFaF)−1 for a given barrier.
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Figure 24: Critical velocity vs coupling. The shaded region identifies the allowed region outside which the superfluid flow becomes unstable. The
left (blue) and right (red) boundary curves are associated with pair-breaking and sound-mode excitations. [Reproduced from Ref. [60].]
0
0.1
0.2
0.3
0.4
-2 -1 0 1 2 3
q c
/k
F
(kFaF)-1
(a)
0
0.1
0.2
0.3
0.4
-2 -1 0 1 2 3
q c
/k
F
(kFaF)-1
(b)
Figure 25: Maximum velocity qc/m obtained from the maximum of the Josephson characteristics vs (kFaF )−1, for several rectangular barriers with:
(a) LkF = 2.65 and V0/EF = (0.02, 0.10, 0.40) from top to bottom; (b) LkF = 5.30 and V0/EF = (0.01, 0.05, 0.20, 0.50) from top to bottom. The
Landau critical velocity is also reported (full lines without symbols). [Reproduced from Ref. [60].]
For given coupling, the shape of the Josephson characteristics varies also with the width and height of the barrier.
In particular, these variations affect the value of the maximum Josephson current J0 which increases as the ratio V0/EF
decreases. For any given coupling, it is thus of interest to determine the maximum allowed value of the Josephson
current obtained by progressively lowering the barrier height, which corresponds to an intrinsic upper value qc/m for
the velocity of the superfluid flow. On physical grounds, a vanishing small (albeit non zero) barrier acts as an impurity
that probes the stability of the homogeneous superfluid flow and plays a similar role to the walls of a container in the
context of the Landau criterion for superconductivity [382]. In this respect, alternative dissipation mechanisms are
active on the two sides of unitarity and are associated with the onset of quasi-particle excitations of a different nature,
namely, pair-breaking excitations on the BCS side and sound-mode quanta on the BEC side. In the presence of a
barrier, the allowed values of the superfluid flow are thus expected to lie inside the shaded region of Fig. 24, which is
bounded by the critical velocities associated with the above two kinds of excitations.
Detailed numerical calculations with the BdG equations have confirmed this expectation, leading one to conclude
that the Josephson effect is most robust in the unitary regime where qc attains its maximum [358, 60]. Examples of
calculations of the maximum Josephson current for given barrier are reported in Fig. 25. A similar conclusion has
also been confirmed experimentally, through a direct measurement of the critical velocity of an ultra-cold superfluid
Fermi gas in the BCS-BEC crossover (cf. Fig.2 of Ref. [272] and Fig.2 of Ref. [273]).
In terms of the above analysis, by spanning the BCS-BEC crossover it was possible to smoothly connect the
Josephson effect conceived originally for fermions [380, 381] to the corresponding effect for bosons (as measured,
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e.g., in Ref. [383]). This connection, in turn, has allowed for a deeper understanding of the Josephson effect [358, 60].
4.7. Collective modes and anisotropic expansion
Collective modes and the expansion from an anisotropic trap allow one to obtain interesting information on the
dynamical regime of a system. A simple example is a non-interacting Fermi gas in an anisotropic trap with ωx > ωy.
When the trap is switched off at t = 0, each atom follows its ballistic trajectory r(t) = r(0) + t p(0)/m, so that after a
long time of flight the cloud profile reflects the spherical shape of the wave-vector distribution at t = 0. Accordingly,
the aspect ratio R =
√〈x2〉/〈y2〉, which was initially given by R = ωy/ωx < 1, approaches R = 1 for long times. The
situation is completely different in the hydrodynamic regime. If the cloud is initially in hydrostatic equilibrium, the
pressure gradient has to compensate the force of the trap. For the above example, this means that the pressure gradient
is stronger in the x than in the y direction, so that when the gas is released from the trap it will be accelerated more
strongly in the x than in y direction. Accordingly, during the expansion the aspect ratio will turn from R < 1 to R > 1.
Differences between the collisionless and hydrodynamic regimes can be observed also in small-amplitude collec-
tive oscillations. Among the different modes that have been studied, the radial quadrupole mode exhibits a particularly
drastic change. This mode is an oscillation of the gas in a cylindrical trap (with ωx = ωy ≡ ωr), which can be excited
by squeezing the gas in x direction and simultaneously expanding it in y direction for a short time (so as to keep the
volume constant). In this way, the cloud shape oscillates with frequency ≈ 2ωr in the collisionless regime [384] and√
2ωr in the hydrodynamic regime [385, 386, 387].
The hydrodynamic behaviour can be a consequence of superfluidity (the so-called collisionless hydrodynamics).
For instance, in the BEC limit the dynamics of the gas at T = 0 is described by the time-dependent Gross-Pitaevskii
equation for dimers, which can be reduced to the continuity equation
n˙ + ∇ · (nv) = 0 (110)
and the Euler equation
v˙ + ∇
(
v2
2
+
Vext
m
+
µloc
m
)
= 0 (111)
for large particle numbers [388]. Here, v(r, t) is the velocity field and µloc(r, t) the local chemical potential calculated
from the density n(r, t). [Note that one can rewrite ∇µloc = (1/n)∇P where P is the pressure.] On the BCS side, it can
be shown that at T = 0 the time-dependent BdG equations, too, can be reduced to the continuity (110) and Euler (111)
equations, provided the dynamics is sufficiently slow to avoid pair breaking and the Cooper pair size is sufficiently
small compared to the system size [389, 90].
The system behaves hydrodynamically also in the normal phase when there occur enough collisions between
atoms to maintain local equilibrium (the so-called collisional hydrodynamics). In this case, Eqs. (110) and (111)
can be derived from the Boltzmann equation [390]. If the system is very dilute (like at high temperature) or weakly
interacting, the normal phase will be in the collisionless regime. In this case, the collision term of the Boltzmann
equation (see Eq. (114) below) can be neglected and the system dynamics described by the Vlasov equation:
f˙ +
p
m
· ∇r f − (∇V) · ∇p f = 0 , (112)
where f (r,p, t) is the distribution function per spin state (we assume f↑ = f↓ = f ) and V = Vext +U is the potential that
takes into account the trap Vext and a mean-field-like potential U. Theoretically, most challenging are the situations
when the system cannot be described by the above limiting cases. We discuss two examples where the intermediate
regimes have explicitly been studied.
We first consider the T = 0 case and discuss how well hydrodynamics reproduces the results of the time-dependent
BdG theory. For small-amplitude collective oscillations, the time-dependent BdG equations can be linearized around
equilibrium. [In nuclear physics this procedure is referred to as the Quasiparticle Random-Phase Approximation
(QRPA), while in condensed matter is known as RPA.] QRPA calculations were performed in the BCS regime for the
collective modes of a gas in a spherical trap with ωz = ωr [391, 392]. It was found that hydrodynamics is only valid
if the gap ∆ (at the trap center) is much larger than the level spacing ωr in the trap; otherwise, the frequency of the
collective mode can be significantly smaller than that predicted by hydrodynamics, and the mode gets damped due
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to its coupling to two-particle excitations (pair breaking). In Ref. [393] this pair-breaking effect was suggested as an
explanation for the frequency shift and damping of the radial breathing mode observed experimentally in Ref. [251].
The QRPA equations were also solved for the collective modes in a uniform gas [71, 394]. At small wave vector
q, the QRPA dispersion ω(q) of the collective mode follows the linear behaviour ω = cq of the Bogoliubov-Anderson
sound [395, 396], where c =
√
(1/n)∂P/∂n is the hydrodynamic sound velocity. In the BCS regime (but also at
unitarity), for increasing q the dispersion relation ω(q) approaches the threshold for pair breaking at about 2∆, and the
QRPA dispersion ω(q) becomes progressively flat with a negative curvature d2ω/dq2 < 0. Analogous results were
obtained in Ref. [397], where equations similar to the time-dependent BdG equations (albeit adapted to the unitary
limit) were solved, as well as in Ref. [398] where the QRPA was solved for neutron matter. On the BEC side where
µ < 0, the situation is different since the pair-breaking threshold is no longer flat as a function of q [394]. In this
case, the QRPA dispersion ω(q) has a positive curvature but does not enter the continuum. Deep in the BEC limit,
the QRPA reproduces the dispersion ω =
√
(cq)2 + (q2/2mB)2 of the Bogoliubov mode which is obtained from the
linearized time-dependent GP equation for the condensate of composite bosons with mass mB = 2m [388]. In this
case, the sound velocity c =
√
8piaF/m2B corresponds to the (Born approximation) value aB = 2aF of the boson-boson
scattering length, as discussed in Section 3.6.
We next consider the regime of sufficiently strong pairing and long wavelength, such that hydrodynamics can be
applied at T = 0. The question then arises about what happens at finite temperature, when thermal quasi-particle
excitations form a normal-fluid component in the superfluid. If the collision rate of the thermal quasi-particles is high
enough (that is, much higher than the frequency of the collective oscillation), also this normal component can be
treated hydrodynamically and the collective modes can be described in the framework of Landau two-fluid hydrody-
namics [399]. In particular, the two-fluid hydrodynamics predicts the existence of second sound (for which normal
and superfluid components oscillate out of phase). In a recent experiment with 6Li atoms at unitarity [271], second
sound was indeed observed and the temperature dependence of the normal-fluid density was extracted.
In the BCS regime, on the other hand, the normal component is more likely to be in the collisionless regime.
In this case, one can again apply the time-dependent BdG theory (or its linearized form QRPA). A simplification,
which is computationally less demanding, is provided by a semiclassical quasi-particle transport theory developed
initially for clean superconductors in Ref. [400]. It can be derived by a formal expansion of the time-dependent BdG
equations in powers of the Planck constant ~ [389], in analogy to the derivation of the Vlasov equation (112) from the
time-dependent Hartree-Fock theory [59]. In this quasi-particle transport theory, the normal component is described
in terms of a quasi-particle distribution function ν(r,p, t), which satisfies a Vlasov-like equation of motion
ν˙ + (∇pE) · ∇rν − (∇rE) · ∇pν = 0 , (113)
where E is the quasiparticle energy in the local rest frame of the superfluid (see Refs. [389, 401] for the explicit
expressions). The superfluid velocity is obtained by solving the continuity equation for the total (superfluid and
normal) density and current at the same time.
Figure 26(a) shows a comparison of the quadrupole response function (that is, the Fourier transform of the
quadrupole moment 〈x2 − y2〉 after its excitation at t = 0) for T ≈ Tc/2, as obtained within the semiclassical the-
ory and the QRPA. With this set of parameters, hydrodynamics works well at T = 0 since in this case the gap at
the center of the trap is ≈ 6ωr. At T = 0.5Tc, one sees from this figure that the agreement between QRPA and the
semiclassical theory remains satisfactory. The presence of the normal component leads to a strong damping (which is
reflected in the width of the peak) of the hydrodynamic mode at
√
2ωr, as well as to the presence of a second damped
mode with frequency 2ωr corresponding to the collisionless normal gas.
While the QRPA is limited for computational reasons to spherical traps with small particle numbers, the semi-
classical theory can be applied also to realistic geometries and particle numbers [402], as shown in Fig. 26(b). One
distinguishes again two peaks, whose strength is shifted for increasing temperature from the hydrodynamic mode at
left to the ballistic mode at right. In addition to being broadened, the hydrodynamic mode is also shifted to lower
frequencies, which allows for a qualitative explanation of the experimental result of Ref. [253] as shown in Ref. [402].
Finally, it may happen that the effects of collisions in the normal component are not negligible but insufficient
to guarantee hydrodynamic behaviour. In this case, neither the time-dependent BdG equations nor the Landau two-
fluid description are applicable (to our knowledge, this theoretically difficult case has not been studied thus far). The
situation becomes much simpler for temperatures T > Tc where the entire system is in the normal phase. In this case,
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Figure 26: (a) Quadrupole response function for a gas of 17000 atoms in a spherical trap with (kFaF )−1 = −1.5 and T = 0.5Tc. The results
of the semiclassical quasi-particle transport theory of Ref. [401] (solid line) are compared to the QRPA results of Ref. [392] (dotted line). (b)
Semiclassical results for the quadrupole response of a gas of 400000 atoms in a cylindrical trap with (kFaF )−1 = −1.5 and various temperatures.
[Panel (a) adapted from Ref. [401]; panel (b) adapted from Ref. [402].]
the transition from collisional hydrodynamic to collisionless behaviour, which is observed experimentally as function
of temperature or coupling [256, 254], has been theoretically described in the BCS regime up to unitarity in terms of
the Boltzmann equation [404, 405, 254, 406, 407, 408, 403]:
f˙ +
p
m
· ∇r f − (∇V) · ∇p f = −
∫
dp1
(2pi)3
∫
dΩ
dσ
dΩ
|p − p1|
m
[ f f1(1 − f2)(1 − f3) − f2 f3(1 − f )(1 − f1)] . (114)
[This equation is sometimes referred to as the Boltzmann-Nordheim or Boltzmann-Uehling-Uhlenbeck equation.] In
the collision integral on the right-hand side, fi is a short-hand notation for f (r,pi, t), Ω is the solid angle defining the
direction of p2−p3 ≡ 2q, while the total wave vector and the absolute value of the relative wave vector are determined
by the conservation requirements p2 + p3 = p + p1 ≡ k and |p2 −p3| = |p−p1| ≡ 2q. The factors (1− f ) and (1− fi) in
the collision integral underline the occurrence of Pauli blocking, which is absent in the classical Boltzmann equation.
To a first approximation, the cross section dσ/dΩ = a2F/(1 + q
2a2F) for the scattering of two atoms in vacuum
can be used in Eq. (114). However, the cross section and thus the collision rate may be strongly affected by medium
effects. In the medium, the cross section is given by dσ/dΩ = |mΓR(k, ω)/4pi|2, with ω = k2/4m + q2/m − 2µ. As ΓR
develops a pole at T = Tc, dσ/dΩ can be strongly enhanced already at temperatures above but close to Tc. The effect
of this enhancement on the viscosity of the gas was studied in Refs. [409, 410]. The in-medium t-matrix enters also the
left-hand side of Eq.(114), through the mean-field-like contribution to V calculated from the self-energy [406, 403].
As an example of the quantitative precision that can be reached with the Boltzmann equation, Fig. 27 compares
the solution of the Boltzmann equation, obtained in Ref. [403] for the unitary Fermi gas in the normal phase, with the
experimental data. One sees that both (a) the expansion of the cloud from an anisotropic trap and (b) the quadrupole
mode are well described by the theory. Unfortunately, these observables are not very sensitive to medium effects,
since they give strong weight to parts of the cloud far away from the cloud center (where the local T/TF is large and
medium effects are weak). In addition, the enhanced collision rate and the mean-field-like potential act into opposite
directions [403], making the observation of medium effects even more difficult.
4.8. Quantum vortices and moment of inertia
In contrast to superconducting materials, ultra-cold trapped Fermi gases are neutral systems which are well isolated
from their surrounding. In addition, all physical properties of these systems are expected to vary smoothly throughout
the BCS-BEC crossover, also owing to the presence of the trap. For instance, the fact that the normal and condensed
gas clouds have similar size and shape makes it difficult to detect condensation on the BCS side. For this reason, a
stringent proof of the superfluid behaviour of ultra-cold trapped Fermi gases has long been elusive. In this context,
two experiments were performed specifically to reveal the presence of the superfluid phase [265, 288], by setting
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Figure 27: Comparison of the numerical solutions of the Boltzmann equation for the unitary Fermi gas in the normal phase (lines) with the
experimental data (symbols). (a) Time dependence of the aspect ratio during the anisotropic expansion of the cloud for different initial temperatures
(experimental data from Ref. [280]). (b) Temperature dependence of the frequency (top) and damping rate (bottom) of the quadrupole mode
(experimental data from Ref. [254]). [Adapted from Ref. [403].]
an ultra-cold trapped Fermi gas into rotation. In both experiments, an equal mixture of 6Li atoms in the lowest two
atomic (hyperfine) states was prepared in a cigar-shaped trap.
Figure 28: Observation of vortex lattices across the BCS-BEC crossover. [Reproduced from Ref. [265].]
In the first experiment [265], large arrays of vortices were generated at low temperature throughout the BCS-BEC
crossover by sweeping a Fano-Feshbach resonance, thereby providing the first direct evidence for the occurrence of
the superfluid phase in a fast rotating trapped Fermi gas and establishing an analogy with type-II superconductors and
neutron stars. This is because the occurrence of a quantized vortex lattice is a direct consequence of the existence
of a macroscopic wave function that describes the superfluid, with the gradient of the phase of the wave function
being proportional to the velocity field of the superfluid. Figure 28 shows examples of these vortex lattices, that were
detected in Ref. [265] by imaging the cloud after ballistic expansion in order to increase the contrast.
In the second experiment [288], the superfluid behaviour was revealed in a slowly rotating trapped Fermi gas
by the quenching of the moment of inertia Θ, which was measured at unitarity for increasing temperature until the
classical rigid-body value Θcl of the normal state was reached. The basic idea for a quenched moment of inertia as a
signature of superfluidity dates back to more than fifty years ago in nuclear physics, where a moment of inertia below
the classical rigid-body value was attributed to superfluidity [59]. In the experiment of Ref. [288], a slow rotation
was required to transfer a finite angular momentum L to the system while avoiding at the same time the presence of
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vortices, which are energetically favored only above a critical rotation frequency Ωc1 (in this respect, the experiment
of Ref. [288] is complementary to the experiment of Ref. [265]).
Theoretically, the slow rotation of a trapped Fermi gas at T = 0 was studied in Ref. [411], where it was shown
that the moment of inertia of a superfluid gas rotating around the z axis reaches the irrotational value Θirrot = Θcl(ω2x −
ω2y)/(ω
2
x +ω
2
y) provided the condition ∆  (ωx, ωy) is satisfied (which coincides with the condition for the validity of
superfluid hydrodynamics discussed in Section 4.7). If ∆ and (ωx, ωy) are instead of the same order of magnitude, the
moment of inertia is larger than Θirrot and lies between Θirrot and Θcl, as it is the case of atomic nuclei [412]. An early
work on this subject was published by Migdal [413].
T/Tc = 0 T/Tc = 0.25 T/Tc = 0.5 T/Tc = 1
Figure 29: Current densities in the x − y plane for a gas in the BCS regime at temperatures T/Tc = 0.0, 0.25, 0.5, and 1.0 (from left to right), in a
trap with ωx/ωy = 0.7 slowly rotating about the z axis. [Adapted from Ref. [414].]
The temperature dependence of the moment of inertia was studied in Refs. [415, 414], where it was shown that in
the limit ∆  (ωx, ωy) the current in the rotating trap can be decomposed as in Landau two-fluid hydrodynamics into
a normal component rotating like a rigid body and a superfluid component with an irrotational velocity field. As an
example, the resulting current densities in a trap with ωx/ωy = 0.7 are displayed in Fig. 29 at different temperatures,
and show how the irrotational velocity field at T = 0 turns continuously into a rigid-body rotation at T = Tc. The
rotational component, which is proportional to the normal-fluid fraction, is concentrated at the surface at low tem-
perature and penetrates more and more into the trap center upon approaching Tc. As a consequence, the moment of
inertia smoothly reaches the rigid-body value at T = Tc.
Similar effects as in a slowly rotating gas at finite temperature may appear in a rapidly rotating gas already at
zero temperature. In particular, it was suggested in Ref. [416] that it might be possible to put the system into fast
rotation without generating vortices by adiabatically increasing the angular velocity. In this case, in the limit of axial
symmetry ωx = ωy it is expected that the system separates into a superfluid phase at rest near the center surrounded
by a rotating normal phase. Since in the strongly-coupled regime the normal and superfluid phases have different
equations of state, this would have an observable effect on the density profile, which would enable one to determine
the difference in energies of the normal and superfluid phases. As pointed out in Ref. [417], however, the rotation itself
destroys a certain fraction of Cooper pairs, in analogy to what happens at finite temperature in the two-fluid model.
As a consequence, an intermediate layer appears in between the superfluid and normal phases, where the rotational
current gradually builds up from the inner superfluid phase to the outer normal phase, and the discontinuity in the
density profile is eventually washed out.
Regarding the case of a rapidly rotating system with vortices, as it was observed in the experiment [265], it turns
out that this case is theoretically challenging since it requires the description of complex arrays of vortices in a trapped
system across the BCS-BEC crossover. Approaches based on the BdG equations discussed in Section 2.4 have so far
been limited to a single vortex line [83, 84, 78] or to vortex lattices in small 2D systems [89, 90]. Extending these
calculations to vortex lattices in realistic 3D systems appears to be computationally prohibitive, owing to exceeding
computation time and memory space. Nevertheless, finding solutions with large vortex patterns has recently become
possible in terms of the LPDA equation introduced in Ref. [98], where a “Local Phase Density Approximation” to
the BdG equations was obtained by a suitable double coarse graining of those equations throughout the BCS-BEC
crossover, which deals with the magnitude and phase of the order parameter on a different footing. In this way,
the BdG equations were replaced by a single differential equation for ∆(r) in close analogy with the GL and GP
equations discussed in Section 2.5. With the important difference, however, that the LPDA equation holds over an
extended region of the temperature-coupling phase diagram of the BCS-BEC crossover, and reduces to the GL and
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GP equations in appropriate ranges of coupling and temperature as shown schematically in Fig. 30. A full theoretical
analysis based on the LPDA equation for the two experiments with rotating traps made in Refs. [265, 288] was
reported in Ref. [418], where a vector potential A(r) = mΩ × r was associated to the trap rotating with frequency Ω.
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Figure 31: (a) The experimental values for the number of vortices Nv from Ref. [265] multiplied by a factor of four (stars) are compared with the
results of the calculations of Ref. [418] for Ω = 0.8 (in units of the radial trap frequency Ωr) and two different temperatures (in units of TF ). The
calculations use the same trap parameters of the experiment. (b) Moment of inertia Θ (in units of its classical value Θcl) vs the angular frequency
Ω (in units of Ωr), for three couplings at zero temperature. The inset shows the tiny increase of Θ at unitarity before its sharp rise at the critical
frequency Ωc1 . [Adapted from Ref. [418].]
Figure 31(a) shows a comparison of the LPDA calculation of Ref. [418] with the experimental data of Ref. [265].
In this figure, the experimental values for the number of vorticesNv have been multiplied by a factor of 4 common to
all couplings, because it was also found in Ref. [418] that the Feynman’s theorem for the number of vortices for unit
area (which is known to apply to an infinite array of vortices [419]) is satisfied here only in (about) 1/4 of the cloud
area. Similarly to the Josephson effect discussed in Section 4.6, also in this case by looking at the number of vortices
one concludes that superfluidity is most robust in the unitary regime.
Figure 31(b) shows instead the frequency dependence of the moment of inertia Θ = L/Ω obtained in terms of the
total angular momentum L at zero temperature for three different couplings, using the trap parameters of Ref. [288].
At unitarity, the number of vortices that enter the cloud are also indicated for a choice of angular frequencies, from
55
which one concludes that not too many vortices are required to stabilise the moment of inertia to its classical value
Θcl. The inset of Fig. 31(b) provides a closer view at the behaviour of Θ at unitarity in a narrow frequency range about
the critical frequency Ωc1 , at which the first vortex nucleates in the cloud. A smooth increase in Θ is found to occur
before the sharp rise at Ωc1 , owing to the finite particle number. In addition, this increase of Θ before Ωc1 has a linear
dependence, in line with a general argument discussed in Ref. [420].
5. BCS-BEC crossover in nuclear systems
Nuclear systems (nuclei, neutron stars, proto-neutron stars, etc.) contain two types of nucleons: protons and
neutrons. Consequently, three types of pairing can occur: neutron-neutron (nn), proton-proton (pp), and proton-
neutron (pn). Only the latter channel shows a bound state, the deuteron (d or 2H). As a consequence, one can imagine
a crossover from a BEC of deuterons to a BCS state of pn Cooper pairs.
In contrast to the cold-atom case, where the interaction strength can be varied (leading to the interaction-induced
crossover of Section 4.1), the nucleon-nucleon interaction is of course fixed. In nuclear matter the crossover is thus
realised by varying the density. At low density, the deuteron is bound, but the binding energy decreases with increasing
density. At some stage, the deuteron becomes unbound and turns into a pn Cooper pair. The possibility of such a
density-induced crossover is actually not limited to nuclear systems. It relies only on the fact that the interaction has a
finite range [24], since then the relevant matrix elements of the interaction get small as the momentum transfer, which
is of the order of kF and then increases with density, exceeds the wave-vector range of the interaction.
In ordinary nuclei, nn and pp pairing win against pn pairing because of n-p asymmetry, i.e., there are usually
more neutrons than protons. Since there is no pp or nn bound state, the BEC regime does not exist for these channels.
However, since the nn system is “almost” bound, the nn scattering length is very large and a situation similar to the
unitary limit can be realised in low-density neutron matter.
There is also a completely different way how one can pass from a BEC to a BCS state in nuclear systems. The
α particle (4He nucleus made of two protons and two neutrons) is much more strongly bound than the deuteron
mentioned above. Therefore, one may think that at low density, a BEC of α particles is energetically more favourable
than a BEC of deuterons. But as we will discuss below, an α particle is much more sensitive to the presence of a finite
density than a deuteron, and therefore, at some density, the BEC of α particles disappears in favour of a BCS state of
pn (or nn and pp) Cooper pairs mentioned above.
Nuclear pairing is, of course, a quite old subject dating back to the even-odd staggering of nuclear binding and
the strong reduction of the moment of inertia of deformed nuclei. Those issues, together with their history, are well
described in textbooks (see, e.g., Refs. [421, 59]). More modern reviews can be found in Refs. [55, 56, 57]. Since our
aim here is to concentrate on the BCS-BEC crossover and since this phenomenon is so far elusive in finite nuclei (see
later), this Section will mainly concentrate on infinite nuclear or infinite neutron matter with only short glimpses on
what happens in finite nuclei.
5.1. Deuteron in symmetric nuclear matter and proton-neutron pairing
The deuteron is the only bound state of two nucleons. Its spin is S = 1 (spin triplet). To have an antisymmetric
wave function, it must be isospin singlet (i.e., T = 0), and the orbital angular momentum can take the values L = 0, 2
since the total spin of the deuteron is JP = 1+. It is, indeed, well known that the deuteron has a quadrupole (L = 2)
component in its wave function as a consequence of the non-central (tensor) force. With EB/A = 1.1 MeV (where
EB = 2.2 MeV is the binding energy and A = 2 is the number of nucleons), its binding energy is very weak compared
to the most bound nucleus 56Fe with EB/A = 8.8 MeV or the α particle with EB/A = 7.1 MeV. Nonetheless, pn pairing
can exhibit the BCS-BEC crossover phenomenon [21, 22, 16]. This can be of a certain importance, for instance, to
explain the deuteron production in heavy-ion collisions where the expansion of the system after the collision results
in low-density nuclear matter [16]. One may also imagine that in collapsing stars or in not completely cooled neutron
stars, where a certain fraction of protons still exists, pn pairing can play a role.
The BCS-BEC crossover in nuclear matter has been investigated within the BCS framework in Ref. [16]. At finite
temperature, the BCS equation for the wave-vector dependent gap ∆k has the usual form
∆k = −
∑
k′
V(k,k′)
∆k′
2Ek′
[1 − 2 f (Ek′ )] (115)
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Figure 32: (a) S and D components of the pairing tensor in coordinate space at T = 0 for three different values of the density. The panel at the
lower right displays the free deuteron wave function for comparison. (b) Deuteron size as a function of density. [Panel (a) adapted from Ref. [16];
panel (b) adapted from Ref. [423]]
which extends Eq.(4) to finite temperature. Here, V(k,k′) denotes the matrix element of the nucleon-nucleon force,
Ek =
√
ξ2k + ∆
2
k the quasiparticle energy, with ξk = εk − µ and f (E) = 1/(eE/T + 1) the Fermi function. In
Ref. [16], a separable form of the Paris force [422] was used for V(k,k′), reproducing nucleon-nucleon phase shifts
and the deuteron binding energy. The density-dependent nucleon single-particle energies εk were obtained within the
Bru¨ckner-Hartree-Fock (BHF) approach.
We recall from Section 2.1 that the BCS occupation numbers at finite temperature are given by the expression:
nk =
1
2
(
1 − ξk
Ek
[1 − 2 f (Ek)]
)
. (116)
Similarly to what was done in Section 1.2, multiplying both sides of Eq. (115) by ξk[1 − 2 f (Ek)]/2Ek = 1 − 2nk and
defining κk = ∆k[1 − 2 f (Ek)]/2Ek, one recovers Eq. (5) also at finite temperature, in the form:
2εk κk + (1 − 2nk)
∑
k′
V(k,k′) κk′ = 2µ κk . (117)
As discussed in Section 1.2 for the zero-temperature case, this shows that in the low-density limit, where εk → k2/(2m)
and nk → 0, the gap equation reduces to the Schro¨dinger equation, and the pairing tensor κk coincides with the
deuteron wave function, whose eigenvalue 2µ tends towards (minus) the deuteron binding energy −2.2 MeV. Note,
however, that this argument holds only at zero temperature. For any fixed non-zero temperature, the low-density limit
corresponds to the classical limit whereby µ → −∞, such that the gap equation has only the trivial solution ∆k = 0
[i.e., κk = 0].
Figure 32(a) shows the S -wave and D-wave components of the pairing tensor κ(r) (defined as the Fourier transform
of κp) as a function of r at zero temperature for four different densities n. The typical oscillatory behaviour of the
Cooper pair wave function results at higher densities. As the density decreases, on the other hand, the Cooper pair
wave function reduces to the bound-state wave function of the free deuteron.
These results can be used to determine the size ξpair of the deuteron in matter [cf. Eq. (6) of Section 1.3], according
to the expression [423, 14]:
ξ2pair =
∫
dr r2|κ(r)|2∫
dr |κ(r)|2 =
∑
k |∇kκk|2∑
k |κk|2 . (118)
Results for the deuteron size as function of the density are shown in Fig. 32(b). In the lower curve (dashed line),
free single-particle energies p2/(2m) were used, while the upper curve (solid line) was obtained with BHF single-
particle energies εk. Note how the deuteron size first shrinks with increasing density until it reaches a minimum at
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Figure 33: Gap as a function of kF = (3pi2n/2)1/3 (where n = nn + np) and asymmetry α = (nn − np)/(nn + np). [Reproduced from Ref. [23].]
n ∼ 0.036 fm−3, after which it starts to increase. This initial size shrinking was also noticed in a more general context
in Ref. [424]. A qualitatively similar behavior was already revealed in 1970, when the deuteron size was calculated
as a function of the distance to the α-particle in 6Li [425]. Note further that, although the deuteron size initially
shrinks, it gets monotonously less bound with increasing density. Neglecting the BHF mean field and the wave vector
dependence of V(k,k′) at low wave vectors, one can show from Eq. (117) that, to linear order in the density, the
chemical potential is given by µ = µD + pin/(2mpD) where µD = −1.1 MeV is one half of (minus) the free deuteron
binding energy and pD =
√
2m|µD|.
5.2. Asymmetric nuclear matter and the BCS-BEC crossover
Thus far we have considered only symmetric nuclear matter, with equal densities of protons and neutrons. How-
ever, in astrophysical situations such as proto-neutron stars, there is usually a strong neutron excess. It is thus impor-
tant to consider also the asymmetric (i.e., isospin imbalanced) situation when there are more neutrons than protons.
Formally, this is completely analogous to the situation of pairing between spin ↑ and ↓ in a spin-imbalanced (po-
larized) system discussed in Section 2.6. Here, for the sake of illustration, we concentrate on the blocking effect
(breached-pair solution) and leave aside the FFLO solution and phase separation. [Recall, however, from Section 2.6
that, at least for the contact potential, the breached-pair solution corresponds to a physically stable phase only in the
BEC limit.]
A first study of this type, which considers the blocking effect due to unpaired neutrons, was undertaken in Ref. [23],
where the pn gap was studied as a function of asymmetry and density. It was found that asymmetry quenches the gap
in the weak-coupling BCS regime, but that it does not play a role in the strong-coupling (low-density) regime. This
is understandable since in this regime the system will form a BEC of deuterons and a Fermi sea of the remaining
neutrons. At sufficiently low density, the surrounding neutrons will not perturb the deuteron bound state. Figure
33 shows the gap as a function of kF = (3pi2n/2)1/3, where n = np + nn is the total density, and of the asymmetry
α = (nn −np)/(nn + np). In these calculations, the Argonne V14 interaction [426] and free single-particle energies were
used. One sees that even at very large asymmetries (i.e., nn  np) there remains a finite gap in the kF → 0 region,
while in the weak-coupling regime (larger kF) pairing does not survive past some critical asymmetry.
Analytically, this can be shown as follows. In the strong-coupling limit, where the chemical potential is negative
and for very low densities tends to µD = −EB/2 ∼ −1.1 MeV, the gap and particle number equations somehow
exchange their roles as already noted in Section 2.3. The gap equation goes over into the Schro¨dinger equation for the
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deuteron, while the gap can be determined from the number equation in the following way. Consider, for example,
the density of the protons given by
np =
(2m)3/2
2pi2
∫ ∞
εmin
dε
√
ε
1
2
1 − ε − µ√
(ε − µ)2 + ∆2
 , (119)
where the integral over k has been transformed in an integral over ε = k2/(2m) and εmin = µ + δε is the energy below
which the the neutron states are fully occupied while the proton states are empty (at zero temperature), cf. Fig. 4(b). In
the n→ 0 limit, the width of this region tends towards zero. In addition, since µ→ µD and ∆  |µD|, one can expand
the expression within brackets up to order (∆/µD)2. The resulting integral can be performed analytically and one
obtains np ∼ (nµ/2)(∆/µD)2, where nµ = (2m|µD|)3/2/(8pi) ∼ 0.00049 fm−3. Writing the asymmetry as α = 1 − 2np/n,
one ends up with the following low-density result for the gap [23]
∆
|µD| =
√
n(1 − α)
nµ
, (120)
which confirms that in strong coupling the gap persists for any asymmetry, as seen in Fig. 33.
In weak coupling the situation is different. As shown in Fig. 4(a), the proton occupation numbers are now zero in
a window µ ± δε with δε = √δµ2 − ∆2, where δµ = (µp − µn)/2 is half the difference between the chemical potentials
(analogous to h = (µ↑ − µ↓)/2 of Section 2.6). For the gap equation, using a contact interaction with a coupling
constant 30 and a cutoff εc instead of the regularization of Eq.(47), one obtains:
1 = − (2m)
3/230
8pi2
∫ εc−µ
−µ
dξΘ(|ξ| − δε)
√
ξ + µ
ξ2 + ∆2
(121)
where ξ = ε−µ. This integral can be done with the usual approximations valid in the weak-coupling limit. Comparing
the result with the corresponding weak-coupling result in the symmetric (δµ = 0) case, one finds:
√
δε2 + ∆2 + δε = ∆0 , (122)
where ∆0 is the gap in symmetric matter with the same value of µ. One obtains eventually:
∆ = ∆0
√
1 − 2δε
∆0
. (123)
From this result one sees that the gap decreases very rapidly and disappears when 2δε = ∆0, i.e., when the width of
the window reaches the size of the gap in symmetric matter. Since ∆0  µ in weak coupling, one can expand the
asymmetry α to leading order in δε/µ, with the result α = 3δε/(2µ). Inserting this into Eq. (123), one concludes that
the gap vanishes continuously, although with infinite slope, when [23]
αmax =
3∆0
4µ
, (124)
as it can be seen in Fig. 33 for large values of kF . Concerning further the dependence of ∆ on δµ, the asymmetry sets in
and the gap starts to decrease only after the window δε opens up, that is, when δµ reaches ∆0. But then, while δε and
the asymmetry α increase, δµ decreases as one can show with the help of above expressions, and the gap eventually
vanishes when δµ = δε = ∆0/2. [23]. This corresponds to the re-entrant behavior already found by Sarma [101]
for condensed matter systems long time ago. As it was argued in Section 2.6, however, this unphysical behavior is
eliminated when the FFLO phase or phase separation are considered. For nuclear matter this was done, for instance,
in Ref. [427].
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Figure 34: (a) In-medium deuteron binding energy Eb as a function of the density n for different deuteron wave vectors Q at a fixed temperature
of T = 10 MeV. (b) In-medium scattering phase shift in the 3S 1 channel for Q = 0 as a function of E = k2/m∗ for different densities (n0 = 0.17
fm−3 is the saturation density of nuclear matter) and T = 10 MeV. [Adapted from Ref. [26].]
5.3. Proton-neutron correlations at finite temperature
Finite-temperature effects are very important in heavy-ion collisions and supernova matter, when low-density
nuclear matter can be produced. As discussed in Section 3, the BCS theory is not suitable for the calculation of the
critical temperature Tc in the BEC and crossover regimes, because of the existence of pair correlations (that give rise
to pre-formed non-condensed pairs in the pseudo-gap phase above Tc). In nuclear matter, pair fluctuations were first
studied in Ref. [193] within the ZS approach discussed in Section 3.5.
To reduce the complexity of the calculation, we follow Refs. [193, 22, 26] and consider a separable potential. In
its simplest form, the potential in a given interaction channel α can be written in the form:
Vα(k, k′) = −λα3(k)3(k′) , (125)
where k and k′ are in- and out-going wave vectors in the center-of-mass frame of the two nucleons, −λα is the coupling
constant, and 3(k) is a form factor (which, for instance, in the case of the Yamaguchi potential [428], has the form
3(k) = 1/(k2 + β2)). In this way, the expression for the t-matrix (with the diagrams shown in Fig. 8(b)) becomes
analytic up to a quadrature like in the case of a contact interaction (cf. Eqs. (55) and (57)), leading to the following
expressions:
Γα(k, k′,Q, ω) =
Vα(k, k′)
1 − Jα(Q, ω) (126)
where Q and ω are the total wave vector and energy, respectively, and
Jα(Q, ω) =
∫
dk
(2pi)3
Vα(k, k)
1 − f (ξQ/2+k) − f (ξQ/2−k)
ω − ξQ/2+k − ξQ/2−k + i0 . (127)
The form factor makes this integral finite and no regularization procedure is needed. Concerning the single-particle
energies ξk that enter the expression (127), different approximations have been used in the literature. In Ref. [22], the
wave-vector dependence of the mean field was neglected and the constant shift was absorbed in an effective chemical
potential µ∗, yielding ξk = k2/2m − µ∗. In Ref. [26], the wave-vector dependent mean field was instead calculated
with the D1 Gogny force [91] in Hartree-Fock (HF) approximation and then expanded up to second order, yielding
ξk = k2/2m∗ − µ∗ (effective mass approximation).
Note that in the 3S 1 channel, the t-matrix (126) can have a pole at an energyωb(Q) below the two-particle threshold
ω0(Q) = Q2/4m∗ −2µ∗. This pole corresponds to the deuteron bound state, and one can define the in-medium binding
energy of the deuteron as Eb = ω0−ωb. Owing to Pauli blocking, the deuteron gets less bound with increasing density,
but this effect is weaker for a deuteron that moves with respect to the medium, as it can be seen from Fig. 34(a). The
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wave vector above which the deuteron is bound is called the Mott wave vector QMott [193]. At very low density,
the deuteron is always bound and QMott = 0. The density at which the bound state at Q = 0 disappears at a given
temperature is called the Mott density. The in-medium nucleon-nucleon phase shifts δα can readily be obtained from
1/(1 − Jα) = eiδα/|1 − Jα|. As an example, Fig. 34(b) shows the phase shift in the 3S 1 channel for Q = 0 at different
densities, as function of the energy E = ω + 2µ∗ = k2/m∗. One sees that at higher densities, for instance at n ≥ n0/5
(n0 = 0.17 fm−3 being the saturation density of nuclear matter), the phase shift is negative in the low-energy region
and then becomes positive as the energy increases. The energy where the phase shift crosses zero is ω = 0, i.e.,
E = 2µ∗. At lower densities, when µ∗ is negative, the phase shift is positive at low energy. At some very low density,
the value of the phase shift at E = 0 changes from 0 to pi. This happens precisely at the density below which the
deuteron is bound, in analogy with what is required in vacuum by Levinson’s theorem (see, e.g., Ref. [429]).
Like in the NSR approach, the self-energy Σ is given by the diagram shown of Fig. 8(a), with an important
difference, however, as explained in Section 3.5. In the NSR approach, the thin lines of Fig. 8 represent the bare
single-particle propagator G0, while here they represent the HF propagator GHF which contains the HF single-particle
energies ξk instead of the free ones k2/2m − µ. The Dyson equation now reads G−1 = G−1HF − Σ˜, where Σ˜ is the self-
energy with the HF mean field subtracted. A caution is in order at this point. On the one hand, the density-dependent
Gogny force is supposed to take already into account the correlation effects on the single-particle energies ξk. On the
other hand, when calculating Σ with the t-matrix (126), including only the channels α = 3S 1 (deuteron) and α = 1S 0
which are most relevant for pairing correlations, one cannot expect Σ to give the correct quasi-particle energies. For
this reason, it is convenient to subtract the full energy shift generated by the self-energy, by setting
Σ˜(k, ω) = Σ(k, ω) − Σ(k, ξk) , (128)
which allows for a clear separation of dynamic correlation effects encoded in the energy dependence of Σ˜ and effects
from the mean-field shift contained in ξk.
To discuss the correlation correction to the density as a function of µ, one starts from the expression
n(T, µ) = −4T
∑
ν,k
G(k, iων) (129)
where the factor of 4 comes from the sum over spin and isospin. If the Dyson equation is again truncated at first
order, such that G ≈ GHF + G2HFΣ˜, one can write the total density as in Eq. (92) as a sum of the HF density nHF plus
corrections in the form [193, 22, 26]:
n = nHF + ncorr = nHF + nbound + nscatt . (130)
Here, the bound-state contribution reads
nbound = 6
∫
|Q|>QMott
dQ
(2pi)3
b(ωb(Q)) (131)
where b(ω) = 1/(eω/T − 1) is the Bose function. This term gives the nucleon density corresponding to a Bose gas of
deuterons. The factor of 6 takes into account that the deuteron has 3 spin projections and each deuteron contains 2
nucleons. In addition, the scattering-state contribution reads:
nscatt = −6
∫
|Q|>QMott
dQ
(2pi)3
b(ω0(Q)) − 6
∑
α= 3S 1, 1S 0
∫
dQ
(2pi)3
∫ ∞
ω0(Q)
dω
pi
(
d
dω
b(ω)
) (
δα − 12 sin 2δα
)
. (132)
As an example of the importance of the correlation contribution to the density, Fig. 35(a) shows the composition
of the system at temperature T = 5 MeV. One sees that the correlation contribution to the total density is important at
low density (n < n0/4). When n = 0.02 fm−3, the correlated part is even larger than the HF part, meaning that most
of the nucleons are in correlated pairs in this density region. With increasing temperature, the ratio of the correlated
density to the total density decreases, but the density region with sizeable nucleon correlations is enlarged. Note
that the correlation contribution is not separated into bound and scattering state contributions since, taken separately,
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Figure 35: (a) HF (solid line) and correlation (dashed line) contributions to the total density ntot = nHF + ncorr for T = 5 MeV as a function of the
total density. (b) Critical temperature (solid line) as a function of density interpolating between BCS (long-dashed line) and BEC (short-dashed
line) critical temperatures in symmetric nuclear matter. [Adapted from Ref. [26].]
they are not very meaningful, as discussed in Ref. [193]. For instance, if the temperature is much larger than the
deuteron binding energy, the first term of the scattering-state contribution (132) almost exactly cancels the bound-
state contribution (131).
For given chemical potential µ, the critical temperature Tc is obtained from the Thouless criterion, which in the
present case reads J3S 1 (Q = 0, ω = 0) = 1. When one calculates Tc as a function of the density, the corrections
nbound and nscatt are crucial in the strong-coupling regime, since only with these corrections one recovers the critical
temperature T BECc = pi/m(n/6ζ(3/2))
2/3 for the Bose-Einstein condensation of deuterons in the low-density limit. At
higher densities, the result interpolates between T BECc and the BCS critical temperature T
BCS
c , as shown in Fig. 35(b).
Note further that, in some range of densities, Tc as a function of n is double-valued. This is a consequence of the
first-order liquid-gas phase transition of nuclear matter. We will discuss this phenomenon in detail in Section 5.4.
As discussed in Section 3.3, the pre-critical pair fluctuations lead to the formation of a pseudo-gap. For the case
of low-density nuclear matter, the single-particle spectral function and the pseudo-gap in the level density (which
corresponds to the density of states in condensed matter) were studied in Ref. [30]. In this work, the authors consider
again the t-matrix approximation to the self-energy of Fig. 8(a). After analytic continuation, the imaginary part of the
retarded self-energy reads:
Im Σ(1, ω) =
∑
2
Im Γ(12, 12, ω + ξ2 + i0)[ f (ξ2) + b(ω + ξ2)] (133)
where the short-hand notation “1” stands for wave vector k1, spin σ1, and isospin τ1 quantum numbers (and anal-
ogously for “2”). The real part is obtained from the imaginary part according to the Kramers-Kronig relation.
Here, Γ is again calculated with the separable Yamaguchi potential (125), however, with the single-particle ener-
gies ξk = k2/2m + U(k) − µ obtained by a self-consistent Galitskii-Feynman calculation from the real part of the
self-energy, i.e., U(k) = Re Σ(k, ξk). Note that this is different from the Bru¨ckner-Hartree-Fock (BHF) approach [95],
where the “backward” (hole-hole) contributions are discarded [i.e., the factor (1− f1− f2) in the numerator of Eq. (127)
is replaced by (1− f1)(1− f2)]. As we will see, this is important since the BHF approximation entails unphysical results
for the level density.
Using the quasi-particle approximation, whereby the full spectral function in Eq. (81) is replaced by A(k, ω) =
δ(ω − ξk), one obtains the level density from the expression:
N(ω) =
[ 1
k2
∂ξk
∂k
]−1
calculated at ξk = ω . (134)
Figure 36 shows the formation of the pseudo-gap in the level density approaching the critical temperature from above,
for low particle density n = n0/3. Note that when T = 5 MeV the BHF calculation yields an opposite behaviour
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compared to the t-matrix approach, underlining the necessity to incorporate the hole-hole contribution. Figure 36
also shows the standard BCS gap (dotted line) in the level density, which is quite small owing to the closeness of
T = 5 MeV to the critical value T BCSc = 5.08 MeV of BCS theory. With the full theory, the critical temperature is
instead Tc = 4.34 MeV and the calculation is performed in the normal-fluid regime. The full line shows that the pair
fluctuations lead to a pseudo-gap, with a strong depletion of the level density around the Fermi energy. However, the
pseudo-gap effect is overestimated in the quasi-particle approximation. If one calculates the level density from the full
spectral function A(k, ω) = −1/pi Im[1/(ω− k2/2m−Σ(k, ω) + µ)], the depletion in the level density is still present but
it is somewhat weaker than that shown in Fig. 36 (cf. Fig. 2 of Ref. [30]). Note the overall similarity with the results
presented in Fig. 13(c) for a contact potential.
5.4. Effect of pairing on the liquid-gas transition in symmetric nuclear matter
In symmetric nuclear matter one cannot pass continuously from the BEC to the BCS side, because, at intermediate
densities, homogeneous nuclear matter is thermodynamically unstable and transforms into an inhomogeneous mixture
of “gas” (dilute) and “liquid” (dense) phases (for a review, see, e.g., Ref. [430]). This occurs already at the HF level,
but the inclusion of the correlated density in Eq. (130) has sizeable effects on the phase diagram.
We begin by discussing the relation between the density n and the chemical potential µ. Figure 37(a) shows n as a
function of µ for different temperatures, where the dashed lines represent the HF results nHF (obtained with the Gogny
force [91]) and the solid lines include the correction ncorr due to pair correlations (cf. Eq. (130)). This comparison
shows that, for given chemical potential, the correlations increase the density. In the high-density region, the results
with and without correlations converge to the same value, implying that the correlations fade away at high density as
expected. For example, at T = 5 MeV, the two results coincide starting from n = 0.07 fm−3. This is a consequence
of the Mott mechanism, as discussed at length in Ref. [193]. As mentioned in Section 5.3, the critical number density
where the bound state (at Q = 0) disappears is called Mott density. When the temperature changes from 5 MeV to
10, 15.9, and 20 MeV, the Mott density changes from 0.07 fm−3 to 0.12, 0.18, and 0.22 fm−3, implying that the mean-
field approximation is valid in the high-density region. Below this region, the contribution of the nucleon-nucleon
correlations is important.
From Fig. 37(a) one also sees that, below a certain critical temperature T liq−gasc = 15.9 MeV (which has nothing
to do with the superfluid critical temperature), n is no longer a single-valued function of µ. Therefore, the curves in
Fig. 37(a) are generated in practice by making a loop over the HF density and not over µ. The presence of a region
of densities where the chemical potential decreases with increasing density is a typical feature of a liquid-gas phase
transition. In the present framework, the liquid-gas critical temperature coincides with the mean-field result [431, 432].
This is an artifact of the perturbative treatment of correlation effects, as explained in Section 5.3. In a more complete
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Figure 37: (a) Density of symmetric nuclear matter at T = 20, 15.9, 10, and 5 MeV (from left to right) as a function of the chemical potential. (b)
Corresponding pressure as function of the density. The dashed lines are Gogny HF results, while the solid lines include the pair correlations in the
normal phase. [Adapted from Ref. [26].]
(self-consistent) treatment, T liq−gasc should be reduced when deuteron (and heavier) clusters are included, as shown in
Ref. [192].
To determine the boundary of this first-order phase transition, one needs to consider the pressure. In principle, one
can get the pressure P(T, µ), as a function of temperature and chemical potential, from the number density n(T, µ) by
integrating the thermodynamic relation n = (∂P/∂µ)T over µ:
P(T, µ) =
∫ µ
−∞
n(T, µ′)dµ′ . (135)
However, this procedure has to be modified in the temperature range below T liq−gasc , where n is not a single-valued
function of µ. In this region, one can obtain the pressure by transforming the integral over µ into an integral over nHF
as follows:
P(T, nHF) =
∫ nHF
0
n(T, n′HF)
(
∂µ
∂n′HF
)
T
dn′HF . (136)
Since µ is a single-valued function of nHF (cf. dashed line in Fig. 37(a)), this integral is well defined.
The resulting pressure is shown in Fig. 37(b) as a function of the density, where again the solid lines are the
full results including pair correlations and the dashed lines are HF results. The main effect of the nucleon-nucleon
correlations is to increase the pressure at very low densities, with the exception of the case T = 5 MeV for which the
pressure at high densities is lower than the HF result.
From Fig. 37(b) one sees that there is a density region where ∂P/∂n < 0. In this so-called spinodal region, small
density fluctuations grow exponentially, resulting in phase separation (visible as multi-fragmentation in heavy-ion
collisions). The boundaries of the spinodal region can be obtained from the zeros of ∂P/∂n (or, equivalently, of
∂µ/∂n) and are shown as the thick solid line in Fig. 38. Outside the spinodal region, there is a region in the phase
diagram where the system is metastable and it is energetically favourable to phase separate. The coexistence region of
the liquid and gas phases of nuclear matter are determined by the conditions for chemical and mechanical equilibrium:
P(T, n1) = P(T, n2) and µ(T, n1) = µ(T, n2) . (137)
The result is shown in Fig. 38 as the thin solid line. Note that, within the present approach, the high-density boundary
of the coexistence region cannot be computed for T < 4.5 MeV, because the calculation of the pressure at a given
density n from Eq. (136) necessitates the calculation of all densities n′ < n. This would, in fact, include the density at
n = 0.05 fm−3 where the superfluid Tc reaches its maximum of about 4.5 MeV (cf. Fig. 35(b)).
For comparison, the corresponding mean-field results for the phase boundaries are presented in Fig. 38(a) (dashed
lines), which coincide with Fig. 6 of Ref. [432]. Comparing the results with and without correlations, one sees that
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line: limits of the coexistence region; thick line: spinodal region in the normal phase, dashed line: transition to the superfluid phase. [Adapted from
Ref. [26].]
the correlations decrease the phase-transition temperature in the low-density region and reduce the unstable region
of the liquid-gas phase transition considerably. This is an expected result, since the presence of deuterons in the gas
can be considered as a first step towards the formation of liquid droplets. In the high-density region, the effect of
the correlations is almost negligible, which is also plausible because there the deuteron is unbound. The stabilisation
effect is probably even stronger for α-particle condensation (to be discussed in Section 5.8) than for deuterons, since
α particles are about seven times more strongly bound than deuterons.
In Fig. 38(b), the superfluid critical temperature Tc (dashed line), the liquid-gas coexistence region (thin line),
and the spinodal instability region (thick line) have been combined in a single phase diagram. As explained above,
the present approach does not allow one to calculate the liquid-gas coexistence curve for T < 4.5 MeV. However,
extrapolating the thin solid curve to lower temperatures and recalling that at T = 0 the liquid phase becomes stable
at saturation density, it is clear that the coexistence curve will cross the superfluid Tc curve at n ∼ n0, implying
that homogeneous nuclear matter with pairing is stable above this density, as one would expect. From the results
of Ref. [433] one can presume that the liquid-gas coexistence region will be slightly reduced below the superfluid
critical temperature, but this effect should be almost negligible in the case of symmetric nuclear matter considered
here [433, 434]. At low densities, superfluid matter is never stable, because the superfluid Tc curve remains always
below the coexistence curve.
The spinodal curve, given by the thick line of Fig. 38, can be calculated until it reaches the superfluid region. One
thus concludes that superfluid nuclear matter is metastable below n ∼ 0.045 fm−3 and above n ∼ 0.1 fm−3. Note that,
at low density, the density region where the gas phase is metastable is strongly enlarged by correlations, especially
when approaching the superfluid transition temperature. This confirms that the correlations have a stabilizing effect
with respect to phase separation, even though the intermediate region of the BCS-BEC crossover still lies in the
unstable region of the liquid-gas phase transition. Note that also at T = 0 symmetric nuclear matter is not stable at
sub-saturation densities, but the exact boundaries of the spinodal region are not yet known.
5.5. Neutron-neutron pairing at zero temperature
In the nn case, the BEC side of the BCS-BEC crossover cannot be realized because there is no nn bound state. As
a matter of fact, it is generally believed that two neutrons are nearly bound (although experimentally the possibility of
an extremely weakly bound state is not excluded). As a consequence, the S -wave scattering length ann = −18.5 fm
[435] is quite large compared to the range of the nn interaction, which is only of the order of R ∼ 1 fm. Hence, at low
density the situation R < 1/kF < |ann| can be realized, similarly to trapped atoms near the unitary limit.
With increasing density, however, the finite range of the interaction plays an increasingly important role. The
effect of the effective range on the equation of state was studied within a t-matrix theory in Ref. [436]. The finite
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Figure 39: (a) Pairing tensor in coordinate space as a function of r in neutron matter for various densities (n0 = 0.085 fm−3 is half the saturation
density of symmetric nuclear matter). (b) Coherence length of the nn Cooper pair in neutron matter as a function of the density. [Adapted from
Ref. [34].]
range of the interaction leads to a reduction of pairing correlations at higher density, so that one passes from the
strongly interacting to the BCS regime.
It is assumed that in the inner crust of neutron stars there is a dilute gas of neutrons coexisting with a Coulomb
lattice of dense nuclear clusters (for a review, see, e.g., Ref. [437]). The density of the neutron gas varies continuously
from 0 to ∼ 0.08 fm−1 as one goes deeper into the star. The distance between the heavy clusters can be very large (up
to more than 100 fm) and the neutron gas can be approximately regarded as uniform. The nn pairing in this gas can
have important observable consequences on the cooling of the star [438].
Several studies in the low-density limit of nn pairing have been performed. In Ref. [34], the BCS gap equation
(115) was solved for the case of pure neutron matter. For the interaction V(k,k′), the D1 Gogny force [91] and the
so-called G3RS force [439] were used. While the former is a density-dependent effective in-medium interaction, the
latter is a bare nucleon-nucleon force, which is relatively simple but reproduces the nn scattering phase shifts in the
1S 0 channel. The single-particle energies ξk were calculated with the Gogny HF mean field. It should, however, be
mentioned that the Gogny force in the 1S 0 channel is also density independent and relatively close to the bare force
(with scattering length −13.5 fm).
Figure 39(a) shows the nn pairing tensor as a function of position r for various densities. In the zero-density limit,
the wave function looks like that of a bound state although there is only a resonance very close to zero energy. In
Fig. 39(b), the nn coherence length (pair size) is shown as a function of density. Although qualitatively it looks similar
to the pn case of Fig. 32(b), the important difference is that, in the zero-density limit, the coherence length of the nn
pairs diverges (since there is no nn bound state) while the coherence length of pn pairs approaches the deuteron rms
radius. Note also that the minimal size of the nn Cooper pair stays slightly above the pn one. Similar results were
found using relativistic mean-field (RMF) single-particle energies and the Bonn-B potential in the gap equation [440].
The nuclear pairing problem is further complicated by the fact that the nuclear force contains a three-body piece,
which is not very well known. Recently, a nn pairing calculation was performed in Ref. [441] including two-body and
three-body forces obtained from chiral perturbation theory. According to this study, the (repulsive) three-body force
does not give rise to a very strong reduction of the gap in neutron matter. As with other well tested phenomenological
pairing forces like the Gogny D1S force [91], one obtains a gap which culminates at ∼ 2.5 MeV at kF ∼ 0.8 fm−1.
In a recent study of the nn gap [442], extensive numerical investigations of the 1S 0 gap (and the 3P2 − 3F2 one) were
performed in the BCS approach using chiral effective field theory also including three body forces, with the aim of
assessing the uncertainty of the nn gap in BCS approximation. These results confirm the earlier findings, with the
conclusion that at the BCS level the uncertainties are not important (at least, as far as the 1S 0 nn gaps are concerned).
Low-density neutron matter was also studied with more sophisticated Quantum-Monte-Carlo (QMC) approaches.
These are ab-initio calculations that adopt a realistic nucleon-nucleon interaction. As an example, Fig. 40(a) shows
the ratio ∆/EF of the gap to the Fermi energy EF = k2F/(2m) obtained by the variational and Green’s function Monte-
Carlo (GFMC) method of Ref. [36]. The blue squares were obtained with the AV4 interaction, a simplified version
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Figure 40: (a) Ratio ∆/EF and (b) gap ∆ in neutron matter as a function of the Fermi wave vector kF , as obtained in different QMC calculations
(symbols): variational and Green’s function Monte Carlo (GFMC) [36]; determinantal quantum Monte Carlo (DQMC) [35]; auxiliary field diffusion
Monte Carlo (AFDMC) [443]. For comparison, the BCS results (solid line) and results of Ref. [189] that include screening corrections (dashed
line) are also shown. [Adapted from Ref. [36].]
of the Argonne V18 interaction keeping s and p wave contributions, while the red circles were obtained keeping only
the s-wave interaction. As expected, the gap is entirely determined by the s-wave interaction at these low densities.
It appears that the QMC results for ∆/EF are suppressed compared to the BCS ones (solid line). Even with this
suppression, the maximum value of ∆/EF of about 0.3 is reached at kF ∼ 0.27 fm−1, corresponding to a very low
density of ∼ 0.0007 fm−3. This ratio corresponds to a strong coupling situation, with (kFann)−1 ∼ −0.2, which is
close to, but not precisely at, the unitary limit. At higher densities, (kFann)−1 gets even closer to zero, but the finite
range of the interaction leads to a strong reduction of the gap. As a consequence, high-density neutron matter is again
in the weak-coupling (BCS) regime. In Fig. 40(b), the gap ∆ of the GFMC calculations of Ref. [36] (squares) is
compared with the results of other QMC calculations. The determinantal quantum Monte-Carlo (DQMC) results of
Ref. [35] (triangles), obtained with a low-momentum interaction derived from pionless effective-field theory (EFT),
agrees at low density very well with the GFMC results of Ref. [36] and also shows a suppression with respect to the
BCS gap (solid line). This suppression is mainly a consequence of the particle-hole fluctuations, analogous to the
Gor’kov-Melik-Barkhudarov (GMB) corrections discussed in Section 3.4 for a contact interaction. These screening
effects, which are missing in the BCS approach, are in principle automatically included in the exact QMC calculations.
Surprisingly, the auxiliary field diffusion Monte-Carlo (AFDMC) calculation of Ref. [443] (diamonds), which uses a
more complete interaction (AV8’ two-body plus Urbana IX three-body force), shows almost no suppression of the gap
with respect to the BCS result. As pointed out in Ref. [36], this discrepancy between the AFDMC results of Ref. [443]
and the other QMC results may be due to the trial wave function used in Ref. [443].
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Figure 41: Diagrams for the pairing interaction with screening from bubble exchanges.
The inclusion of screening (or anti-screening) corrections is a delicate task. Only a few theoretical studies in
infinite nuclear and neutron matters exist (see, e.g., Ref. [444] and references therein). The reason is that nuclear
systems are strongly interacting, while medium polarisation can only be tackled perturbatively for technical reasons.
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A step towards a non-perturbative treatment of screening, based on a renormalization group approach, was made
in Ref. [445], leading to a very strong suppression of the gap. The fact that the gap, like in nuclear matter, depends
exponentially on any uncertainty of the effective pairing force makes a reliable prediction very difficult.
In any case, one has to go beyond the lowest-order GMB approach (see Section 3.4). Nonetheless, the results
obtained in Ref. [189] with screening corrections are quite close to the Monte-Carlo results in neutron matter (see
dashed line in Fig. 40(b)). It is therefore worth explaining how pairing is affected by medium polarization in neutron
matter and symmetric nuclear matter. One of the subtle points is that one has to treat polarization effects consistently
in the pairing force and nucleon self-energies. This is because quite often strong cancellations of both contributions
occur. The screening terms which we refer to are depicted in Fig. 41. Here, diagram (a) corresponds to the bare
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Figure 42: Neutron-neutron pairing gaps in the 1S 0 channel for (a) neutron matter and (b) symmetric nuclear matter obtained with different
approximations. Dashed line: using only the bare interaction of Fig. 41(a); short-dashed line: including the one bubble exchange of Figs. 41(a) and
(b); long-dashed line: including the full RPA in the screened interaction of Figs. 41(a), (b), and (c); solid line: including the Z factors in addition to
the fully screened interaction. [Data taken from Ref. [189].]
force (Born term), while diagrams (b) and (c) stand for the whole bubble series (RPA). The bubbles are attached to
the particle-particle lines via the G-matrix [446, 447]. The corresponding gap equation is given in Eq. (91). There is,
however, a problem with the calculation of the multi-bubble contributions. The particle-hole interaction in the bubble
series can be approximated by the Landau parameters. However, as a consequence of the liquid-gas instability, there
appears the well-known low-density singularity of the RPA in nuclear matter (with Landau parameter F0 = −1). This
problem, discussed in Ref. [448] (see also references therein) is remedied by dressing the vertex insertions according
to the Babu-Brown induced-interaction theory [449]. The results are shown in Fig. 42 for (a) neutron matter and (b)
symmetric nuclear matter. The red solid lines should be considered as the final results.
As already mentioned, the gap in neutron matter compares quite well with the QMC results of Ref. [36]. One
may extrapolate from this that also the gap in symmetric nuclear matter is quite reliable. However, the strong shift of
the peak position towards lower density is slightly suspicious, also because this feature is not seen in any of the more
phenomenological approaches. If true, this feature would imply that, at saturation, there is practically a vanishing
neutron-neutron gap in symmetric nuclear matter. Nevertheless, this does not necessarily mean that in finite nuclei the
superfluid properties are not well reproduced, since there an average over whole volume and surface is performed.
It is also interesting to see from Fig. 42 that, concerning the induced force, in symmetric nuclear matter there is
actually anti-screening while in neutron matter there is screening. This stems from the fact that, contrary to neutron
matter, also proton bubbles can be exchanged which have an attractive effect. Only when in addition the dynamic
mean field corrections (i.e., the Z-factors defined in Eq. (90)) are included, the final gap becomes quenched.
More recently [450], the induced pairing interaction was calculated at various asymmetries. The screening in
neutron matter goes smoothly over to anti-screening in symmetric nuclear matter. About half way in between there is
practically total cancellation between screening and anti-screening and only the mean field remains active. However,
so far the corresponding gaps have not yet been calculated.
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5.6. Neutron matter at finite temperature
At finite temperature, the correlated density of Eq.(130) has to be included in the calculation of Tc as a function of
n, as discussed in Sections 3.1 and 5.3. This was done, e.g., in Ref. [37], where an effective low-momentum interaction
Vlow−k was used [451]. Since this interaction is not separable, the calculation of the t-matrix, the critical temperature,
and the correlated density is slightly more involved than with a separable potential.
The technique used in Ref. [37] is based on the so-called Weinberg eigenvalues [452]. The starting point is the
integral equation for the nn t-matrix, of the form:
Γ(k,k′,Q, ω) = V(k,k′) +
∫
dk′′
(2pi)3
V(k,k′′)G(2)0 (k
′′,Q, ω)Γ(k′′,k′,Q, ω) . (138)
Here, Q is the total wave vector of the pair, k and k′ are the initial and final wave vectors in the center-of-mass frame,
and
G(2)0 (k,Q, ω) =
1 − f (ξQ/2+k) − f (ξQ/2−k)
ω − ξQ/2+k − ξQ/2−k + i0 (139)
is the (retarded) non-interacting two-particle propagator in the medium with ξk = k2/2m − µ. Equation (138) can
be readily solved in the basis where the operator VG(2)0 is diagonal, which implies finding the (generally complex)
eigenvalues ην that correspond to the eigenfunctions ψν, such that:∫
dk′
(2pi)3
V(k,k′)G(2)0 (k
′,Q, ω)ψν(k′,Q, ω) = ην(Q, ω)ψν(k,Q, ω) . (140)
In the S -wave case here considered, the eigenvectors depend only on Q = |Q| and k = |k|, but not on the angle
between Q and k, such that G(2)0 can be averaged over this angle. The critical temperature can then be obtained from
the condition ην(Q = 0, ω = 0) = 1, since this corresponds to a pole in the t matrix.
To obtain the correction to the density, the Dyson series of the single-particle Green’s function can be truncated
to first order like in the original NSR approach, by writing G ≈ G0 + G20(Σ − Σ1) where the self-energy Σ is again
calculated within the t-matrix approximation (cf. Fig. 8(a)). Note that the first-order (HF) contribution Σ1 has been
subtracted, assuming that it is already included in the single-particle energies (cf. discussion in Section 5.3). In this
case, one can write the density as n = nfree + ncorr − n1, where the correlation contribution can be expressed in terms
of the Weinberg eigenvalues ην, in the form
ncorr = − ∂
∂µ
∫
Q2dQ
2pi2
∫
dω
pi
b(ω) Im
∑
ν
log(1 − ην(Q, ω)) , (141)
while the correction from the HF term is given by:
n1 = 2
∫
dk
(2pi)3
∂ f (ξk)
∂ξk
Σ1(k) . (142)
Figure 43 shows the resulting dependence of Tc on n via the dimensionless parameter (kFann)−1(with kF =
(3pi2n)1/3). The results obtained by the BCS theory (dashed line) and the original NSR approach with a contact
interaction (dotted line) are also shown for comparison. In the figure, the limits (kFann)−1 → −∞ and (kFann)−1 → 0
correspond to low and high density, respectively. In both limits, neutron matter is in the BCS phase: at low density,
because ann < 0 is finite; at high density, because of the finite range of the interaction [24]. The maximum of Tc/EF
is reached for (kFann)−1 ∼ −0.2, which corresponds to a density of ∼ 0.0007 fm−3 ∼ 0.004 n0 (which is approximately
where also the ratio ∆/EF is maximum, cf. Fig 40(a)). Such a dilute neutron gas exists probably between the nuclear
clusters in certain regions of the inner crust of neutron stars. One can say that, at this density, the neutron gas is very
close to the unitary limit. Note however that, as it was the case for the gap (cf. Figs. 40 and 42), also the critical
temperature is expected to be lowered by GMB-like screening corrections [172, 189] which were not included here.
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5.7. Short-range correlations and generalized nuclear contact
In contrast to ultra-cold atoms, the inter-particle distance and the interaction range in nuclei are not separated by
orders of magnitude and, therefore, one cannot expect to find a clean 1/k4 tail in the occupation numbers [453]. As a
consequence, there is no nuclear analog of the Tan’s relations of Section 4.5. Nevertheless, the contact formalism has
been generalized to the nuclear physics context.
As pointed out in Ref. [453], a kind of universality of short-range proton-neutron correlations was already observed
more than 60 years ago. Namely, it was found that the cross section for the nuclear photoeffect at photon energies
above 150 MeV is approximately given by [454]
σ = L
NZ
A
σd , (143)
where σd is the photodisintegration cross section of the deuteron. This suggests that the photon is absorbed by a
correlated proton-neutron pair whose wave function is similar to that of the deuteron at short distances. The so-called
Levinger constant L ≈ 6 is universal in the sense that it is roughly the same for all nuclei, and it has been recently
related to the contact [453, 455].
Since in nuclear physics there is not only spin but also isospin, one has now two contacts Cs and Ct depending
on whether the pair is in a spin singlet (S = 0,T = 1) or triplet (S = 1,T = 0 as the deuteron) state. In terms of the
contacts Cs and Ct, the Levinger constant L can be written as [453]
L =
at
8pi
A
NZ
(Cs + Ct) , (144)
where at is the pn scattering length in the triplet channel.
Although the s wave is dominant at short distances, a generalization of the contact formalism to higher partial
waves was presented in Ref. [456]. In that work, the momentum distributions of light nuclei, obtained in variational
Quantum Monte-Carlo calculations, were analyzed. It was found that the large wave-vector tails become universal,
although not proportional to 1/k4, for k & 4 fm−1, in contrast to Ref. [457] where a universal 1/k4 behavior was found
in the range 1.6 fm−1 . k . 3.2 fm−1.
Also inelastic electron scattering experiments were interpreted in terms of the contact [458]. It was observed that
for each high-momentum proton knocked out of the nucleus, most of the time another nucleon is knocked out with
momentum back-to-back to the first one, confirming the picture of short-range two-body correlations. Interestingly,
np correlations are about 20 times stronger than pp correlations. Hence, in a neutron-rich nucleus, the probability to
be in the large wave-vector tail of the distribution is higher for protons than for neutrons.
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Figure 44: Single-particle mass operator in case of pairing (a) and quartetting (b).
5.8. Quartet BEC with applications to nuclear systems: alpha condensation in infinite nuclear matter
The possibility of quartet (that is, α-particle) condensation in nuclear systems has come to the forefront only in
recent years. This may be due to the fact that the problem of quartet condensation (the condensation of four tightly
correlated fermion) is technically far more difficult than pairing. In addition, the BCS-BEC transition for quartets
is very different (as we shall see) from the pair case, to the extent that the weak-coupling BCS-like regime of long
coherence length does not exist for quartets. Rather, at high density quartets dissolve into two Cooper pairs.
Quartets are present in nuclear systems, while they are much rarer in other fields of physics. One knows that two
excitons in semiconductors can form a bound state and the question has been raised in the past whether bi-excitons
can condense [459]. In future cold-atom devices, it might be possible to trap four different species of fermions which,
with the help of Fano-Feshbach resonances, could form quartets (note that four different fermions are necessary to
form quartets owing to Pauli principle). Theoretical models have already been treated and a quartet phase predicted
in this context [28, 460].
We begin the theoretical description of quartet condensation, by briefly recalling what is done in the standard
S -wave pairing. In the equation for the pairing tensor (anomalous average) κk1k2 = 〈ck1 ck2〉 (with spin and isospin
dependence suppressed)
κk1k2 =
1 − nk1 − nk2
εk1 + εk2 − 2µ
∑
k′1k
′
2
〈k1k2|V |k′1k′2〉κk′1k′2 , (145)
where εk is the kinetic energy (possibly, with a HF shift) and 〈k1k2|V |k′1k′2〉 = δ(Q−Q′)V(k−k′) is the matrix element
of the force with Q = k1 + k2 and k = (k1 − k2)/2 the center-of-mass and relative wave vectors, respectively, one
recognises the two-particle Bethe-Salpeter equation, taken at the eigenvalue E = 2µ. For pairs at rest (that is, with
Q = 0), inserting the standard BCS expression (116) for the occupation numbers leads to the gap equation (115).
The idea is to proceed in an analogous way for quartets. With the short-hand notation introduced after Eq. (133),
the in-medium four-fermion Bethe-Salpeter equation for the quartet order parameter K(1234) = 〈c1c2c3c4〉 reads
[461]:
(ε1 + ε2 + ε3 + ε4 − 4µ)K(1234) = (1 − n1 − n2)
∑
1′2′
〈12|V |1′2′〉K(1′2′34) + permutations . (146)
Although the above equation is a rather straightforward extension of the pairing to the quartet one, the crux lies in the
problem of finding the single-particle occupation numbers nk in the quartet case. To this end, it is again convenient
to proceed in analogy with the pairing case. Eliminating there the anomalous Green’s function from the 2 × 2 set of
Gor’kov equations [95], the retarded mass operator in the Dyson equation for the normal Green’s function takes the
form:
M1,1′ =
|∆1|2
ω + ξ1
δ1,1′ (147)
where ξ1 = ε1 − µ and the gap is defined by
∆1 =
∑
2
〈11¯|V |22¯〉〈c2c2¯〉 , (148)
“1¯” being the time reversed state of “1”. The graphical representation of Eq.(147) is given in Fig. 44(a).
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Figure 45: (a) Single-particle wave functions ϕ in position (left) and wave-vector (right) space for two different chemical potentials at zero
temperature. A Gaussian function is also shown for comparison (dashed line). (b) Single-particle occupation numbers nk vs k. [Data taken from
Ref.[461].]
In the case of quartets, the derivation of a single-particle mass operator is more involved, and we give here only
the final expression (for a detailed derivation, see Refs. [461, 462]):
Mquartet1,1 (ω) =
∑
234
∆1234[ f¯2 f¯3 f¯4 + f2 f3 f4]∆∗1234
ω + ξ2 + ξ3 + ξ4
(149)
where fi = f (ξi) is the Fermi function and f¯ = 1 − f . In addition, the quartet gap matrix is given by:
∆1234 =
∑
1′2′
〈12|V |1′2′〉〈c1′c2′c3c4〉 (150)
The quartet mass operator (149) is also depicted in Fig. 44(b).
Although the derivation of Eqs.(149) and (150) is slightly intricate, the final result looks rather plausible on
physical grounds. For instance, the three backward going fermion lines in Fig. 44(b) give rise to the Fermi occupation
factors in the numerator of Eq. (150). This makes a marked difference with pairing (cf. Fig. 44(a)), where only a
single fermion line with f¯ + f = 1 appears. Once the mass operator has been obtained, the occupation number can be
calculated via the standard procedure and the system of equations for the quartet order parameter is closed.
For the moment we concentrate on the case T = 0. Even in this case, solving numerically this complicated non-
linear set of four-body equations by brute force is out of question. Luckily, there exists a very efficient and simplifying
approximation that comes to the rescue. In nuclear physics, it is known that, because of its strong binding, it is a good
approximation to treat an α particle in mean field as long as it is projected on good total momentum. In Eq.(150), one
can therefore make the ansatz (see also Ref. [463]):
〈c1c2c3c4〉 → ϕ(k1)ϕ(k2)ϕ(k3)ϕ(k4) δ(k1 + k2 + k3 + k4) , (151)
where ϕ is a 0S single-particle wave function in wave-vector space (the spin-isospin singlet wave function is again
suppressed). This ansatz, which is an eigenstate of the total momentum operator with eigenvalue K = 0, makes the
problem manageable, since it reduces the calculation to the self-consistent determination of ϕ(k). Below, an example
will be given where the high efficiency of the product ansatz is demonstrated. Note, however, that the bare nucleon-
nucleon force cannot be used with the mean-field ansatz (151). It is thus convenient to take a separable potential with
two parameters (strength and range), which can be adjusted to energy and radius of a free α particle. Figure 45(a)
shows the single-particle wave function in position and wave-vector space for two values of the chemical potential.
For the larger chemical potential, one sees the wave function deviates considerably from a Gaussian. It is also found
that, for slightly positive µ, the system of equations has no longer solution and self-consistency cannot be achieved.
The evolution of the occupation number nk with µ (density) shown in Fig. 45(b) is very interesting. At slightly
positive µ where the system has no longer solution, the occupation number is still far from unity. The largest occupa-
tion number one obtains lies at around nk=0 ∼ 0.35. This result is completely different from the BCS-BEC crossover
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Figure 46: Critical temperatures for the condensation of α particle (with binding energy EB/A ∼ 7.1 MeV - solid lines) and of deuteron (with
EB/A ∼ 1.1 MeV - dashed lines), as a function (a) of the chemical potential µ and (b) of the uncorrelated density n0 (see also Ref. [27]). The
crosses were obtained by solving the linearized version of Eq. (146) with the Faddeev-Yakubosvki (FY) method. [Adapted from Ref. [464].]
in the pairing case, when µ can vary from negative to positive values and the occupation number saturates at unity
for µ well inside the positive region, see Section 1.2. This shows that, in the case of quartetting, the system is still
far from the regime of weak coupling and large coherence length, when the equations that describe it stop having
solution. From the extension of the wave functions one also sees that the size of the α particles has barely increased.
Before giving an explanation for this behaviour, we consider the critical temperature for which the breakdown of the
solution is more clearly seen.
To determine the critical temperature for the onset of quartet condensation, the equation for the order parameter
(146) has to be linearised, by replacing the correlated occupation number nk therein by the free Fermi-Dirac distri-
bution fk at finite temperature. Determining the temperature where the equation is satisfied gives the desired critical
temperature Tαc . This is the Thouless criterion for the critical temperature of pairing [173], transposed to the quartet
case. Figure 46 shows the evolution of Tαc as a function of the chemical potential and density [464], and explicitly
demonstrates the excellent performance of the momentum-projected mean-field ansatz for the quartet order param-
eter. The crosses correspond to the full solution of Eq. (146) in the linearised finite-temperature regime with the
rather realistic Malfliet-Tjohn bare nucleon-nucleon potential [465] using the Faddeev-Yakubovsky method, while the
continuous line corresponds to the projected mean-field solution (the full solution is available only for negative chem-
ical potentials). One clearly sees the breakdown of quartetting at small positive µ, while pn pairing (in the deuteron
channel) continues smoothly into the large µ region. [The occurrence of the breakdown of Tαc at a somewhat larger
positive µ with respect to the full solution of the quartet gap equation with the ansatz (151) at T = 0, may be due to
the fact that here we are at finite temperature - see also the discussion below.] Note that the density n0 in Fig. 46(b)
is the uncorrelated one. Actually, a calculation a` la Nozie`res and Schmitt-Rink for the quartet case is still missing.
Therefore, no plot can be shown for Tc, as a function of the correlated density, as it was the case for deuteron pairing,
see Fig. 35(b).
It is worth mentioning that in the isospin polarised case with more neutrons than protons, pn pairing is much more
affected than quartetting (due to the much stronger binding of the α particle) and finally loses against α condensation
[466]. As a consequence, in the quartetting case, and contrary to the pairing case, the dissolution of α particles seems
to occur quite abruptly as a function of density, although it is still unknown whether this is an abrupt transition or a
(rather sharp) crossover. It could be possible that α particles coexist with (pn, nn, or pp) Cooper pairing at somewhat
positive values of µ (higher density) and disappear asymptotically much faster than deuteron pairing. Nevertheless,
a phase transition from α condensation to Cooper pairing cannot be excluded and the breakdown of the solution at
T = 0 at small positive µ, discussed above, hints at a quantum phase transition with the density as control parameter.
To settle this question, the equation for the quartet order parameter should be formulated at the outset in terms of BCS
quasi-particles and solved as a function of density. This is a complicated problem to be addressed in the future.
The above difference between pairing and quartetting has to do with the different level densities involved in the
two systems. In the pairing case, the single-particle mass operator contains only a single particle (hole) line propagator
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Figure 47: 3h-level density g3h(ω) for three different values of the chemical potential µ. [Reproduced from Ref. [461].]
and the level density is given by:
g1h(ω) = −1
pi
Im
∫
dk
(2pi)3
f¯k + fk
ω + ξk + iη
=
∫
dk
(2pi)3
δ(ω + ξk) . (152)
In the case of three fermions, as is the case of quartetting, the corresponding level density is instead given by (see also
Ref. [467]):
g3h(ω) = −1
pi
Im Tr
f¯1 f¯2 f¯3 + f1 f2 f3
ω + ξ1 + ξ2 + ξ3 + iη
= Tr( f¯1 f¯2 f¯3 + f1 f2 f3) δ(ω + ξ1 + ξ2 + ξ3) . (153)
Figure 47 gives the results of g3h(ω) for negative and positive values of µ at T = 0. The interesting case is µ > 0,
for which phase-space constraint and energy conservation cannot be fulfilled simultaneously at the Fermi level (which
corresponds to ω = 0) and the level density is zero there. This is just the point where quartetting should build up, but if
the level density is zero, there cannot be quartetting. In the case of pairing, on the other hand, there is no phase space
restriction and the level density is finite at the Fermi level. For negative µ, f (ξk) vanishes at T = 0 and is exponentially
small at finite T , in such a way that there is no fundamental difference between 1h and 3h level densities. This explains
the striking difference between pairing and quartetting in the weak-coupling regime. The same reasoning holds when
considering the in-medium four-body equation (146). The relevant in-medium four-fermion level density is also zero
at 4µ for µ > 0. Actually, the only case of an in-medium n-fermion level density which remains finite at the Fermi
energy is (besides n = 1) the n = 2 case when the center-of-mass wave vector is zero, see Ref. [468]. That is why
pairing is such a special case, different from condensation of all higher clusters. At finite temperature, on the other
hand, the level densities no longer pass through zero and only a strong depression may occur at the Fermi energy.
This is probably the reason why the breakdown of the critical temperature is slightly less abrupt than what happens at
T = 0.
5.9. A glimpse at finite nuclei
We end up this Section on nuclear systems by briefly considering the situation of the BCS-BEC crossover and
alpha condensation in finite nuclei. The proton-neutron (deuteron like) pairing in heavier nuclei is very elusive, and a
considerable activity is going on about this subject at present. For asymmetric nuclei, the suppression of pn-pairing
can be understood in terms of what we have seen from the infinite-matter study. For N ∼ Z nuclei, on the other hand,
one would expect to find pn pairing because the bare proton-neutron attraction is stronger than the proton-proton or
neutron-neutron one. However, these different pairing channels enter in competition with each other and it is not clear
which one prevails. Recent publications of interest on this subject can be found in Refs. [469, 470].
The situation is different if one considers single Cooper pairs in light nuclei (in this case, even though one cannot
speak about BEC, yet the strong coupling limit may manifest itself). For example, the nucleus 6Li in its ground state
has a strong α + d cluster structure. Because of the small number of nucleons, quite sophisticated Resonating Group
Method (RGM) calculations could be performed in the past [472, 473]. It is interesting to note that, similar to Fig. 32,
as a function of distance from the α particle the deuteron first shrinks before it enters the inner part of the α. For this
reason, the situation is qualitatively similar to the infinite-matter case. A similar situation may occur for 18F = 16O
+ d, where 18F has the quantum numbers of the deuteron in its ground state as is the case also for 42Sc = 40Ca + d.
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[Reproduced from Ref. [471].]
However, no studies concerning the strong coupling features of these systems are reported. Even though one may
think that adding more deuterons to doubly magic nuclei would enhance the condensate aspect, two deuterons form
an α particle which is about seven times more strongly bound. This fact may also obscure the pn-pairing in the N ∼ Z
nuclei.
Important nn correlations have been discussed in very neutron-rich nuclei, close to the neutron drip line, where
a so-called neutron skin develops. The neutron Cooper pairs turn out to be spatially localized at the surface of those
nuclei, thus inducing a spatial asymmetry. What is important for this effect to occur is that the gap field is built up of
states with even and odd parity. This can happen either when the value of the gap englobes different major shells or
when an intruder single particle state invades a shell of opposite parity. Typical studies of this effect can be found in
Refs. [474, 471, 475, 476]. This spatial concentration of nn Cooper pairs in those nuclei (as shown in Fig. 48) can be
considered as a signature for the transition from weak to strong coupling, as discussed in Section 5.5.
To summarize, in finite nuclei no clear evidence has been seen thus far of strong coupling and the BCS-BEC
crossover in the deuteron channel, but these effects may play a certain role in compact stellar objects. Concerning nn
pairing in neutron-rich nuclei, some transition from weak to strong coupling can actually be revealed.
The BEC of α particles in nuclei has been widely discussed over the last ten years. Usually, the ground states of
nuclei are too compact to allow for α particles to form (the only exception being 8Be, see Fig. 49). At least in lighter
nuclei, however, there exist long lived states with a dilute density (about a factor 3-4 smaller than the ordinary density
of nuclei), which allows for the appearance of α particles with little mutual overlap, forming an almost ideal Bose gas.
One notable state of this kind is the first excited 0+ state at 7.65 MeV in 12C, called the Hoyle state. Because of the
abundance of 12C in the universe (giving rise to life on earth), the astrophysicist Fred Hoyle predicted in 1952 [478]
that in stars the triple α reaction α+α+α→12C∗ must be accelerated due to the existence of an excited state in 12C at
the right resonating energy, which he predicted to be very close to the value 7.65 MeV measured by Fowler a couple
of years later [479]. It turns out that this state can be described to a good approximation as a state of low density,
where all three α particles are “condensed” with their center-of-mass motion in the same 0S bosonic mean-field orbit
[29]. It seems that this is not the only nα nucleus exhibiting such an “exotic” state. A good candidate is the sixth 0+
state in 16O at 15.1 MeV [29]. There may be α gas states in even heavier nuclei as well. Intense experimental activity
is presently going on in this field. There also exist speculations that in heavier nuclei a surface layer of condensed α
particles may exist [480] and α clustering certainly also exists in nuclei with spontaneous α decay [481].
On the theoretical side, in small systems like nuclei one must deal with a number-conserving condensate ansatz.
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Figure 49: QMC result for the density distribution of 8Be in its ground state, (a) in the laboratory frame and (b) in the intrinsic frame: The nucleus
clearly consists of two α clusters. [Adapted from Ref. [477].]
In Ref. [482], the following variational ansatz was made for the Hoyle state with, for instance, three α particles:
Ψ3α = A[φ(α1)φ(α2)φ(α3)] (154)
where φ(αi) the four-nucleon wave function of the i-th α particle andA the antisymmetrization operator with respect
to all the 12 nucleons. Note the analogy of the expression (154) with a number-projected BCS wave function. Gener-
alization of this ansatz to more than three α particles is straightforward. As mentioned in Section 5.8, the α particle
can be well described by a mean-field wave function as long as the center-of-mass motion is correctly separated. It is
also well known that for light nuclei, harmonic oscillator wave functions with the oscillator length as parameter are
excellent variational functions. The following ansatz was thus made in Ref. [482]:
φ(αi) ∝ exp
[
− 2
B2
R2i
]
ϕ(αi) (155)
where Ri is the center-of-mass coordinate of the i-th α particle and
ϕ(αi) ∝ exp
[
− 1
2
4∑
k,l=1
(ri,k − ri,l)2/(8b2)
]
(156)
is a translationally invariant “intrinsic” α-particle wave function. Here, the only variational parameters are then
the widths B and b. It generally turns out that, for α-particle gas states, the width of the intrinsic α-particle wave
function stays close to its free value b = 1.35 fm, whereas B is much larger since the center-of-mass covers the whole
nuclear volume. Performing the antisymmetrization and minimising the energy with respect to B for fixed b, under the
condition that the Hoyle state is orthogonal to the ground state, yields a single α-condensate 12-nucleon wave function.
Because of the Gaussian form of the center-of-mass motion of each α, also the total center-of-mass can eventually
be eliminated, so that the 12-nucleon 3α-cluster wave function is totally translationally invariant. The Hamiltonian
used contains two-body and three-body effective forces of Gaussian type, whose parameters were adjusted many
years before the description of the Hoyle state from α − α scattering data and and the properties of a single free α
particle [483]. The Coulomb force was also included. In this way, all measured properties of the Hoyle state have
been reproduced from a parameter-free theory with only a single variational parameter B. Among those properties we
mention, for instance, the inelastic form factor from the ground to the Hoyle state obtained from electron scattering
experiments [484], as shown in Fig. 50. This inelastic form factor is quite sensitive to the size of the Hoyle state. Its
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rms radius was obtained to be 3.8 fm, which, when compared with that of the ground state of 2.4 fm, implies a volume
increase by a factor 3-4, thus confirming the low-density gas-like quartet structure of the Hoyle state which is similar
to the one of 8Be shown in Fig. 49 but with one additional α particle. Since quartetting was found to exist only at low
density also in nuclear matter, one can assume that the Hoyle state (and possibly more α gas states in other nuclei)
is a precursor to macroscopic quartet condensation. This should be considered in analogy to pairing, for which it is
known that only a handful of Cooper pairs gives rise in superfluid nuclei to what can be considered as precursor to
macroscopic neutron superfluidity in neutron stars.
A number-conserving quartet wave function does not necessarily imply that condensation occurs. One convenient
way to theoretically investigate this question is to construct the single α-particle density matrix n(R,R′), by integrating
out from the density matrix of the total system all intrinsic coordinates and all center-of-mass coordinates but one.
The diagonalisation of this matrix yields the occupation probabilities of the various α orbits. It was found that in the
Hoyle state the three α particles are to over 70% in the lowest 0S orbit, the remaining orbits having an occupancy
reduced by at least a factor of ten. In contrast, the occupancies of the 12C ground states are equally distributed [29].
At least theoretically, this result represents a clear signature that to a large extent the Hoyle state can be considered as
an α condensate. However, the effect of anti-symmetrisation is to scatter the α particles out of the condensate 30% of
the time, which by itself is an interesting effect. Figure 51 shows the probability distributions of the α occupancies for
the ground and Hoyle states.
Although more could be said about α clustering and α condensation in nuclei, we have given only a short overview
of the present situation in finite nuclei because this report mainly concentrates on phenomena occurring in infinite
matter. Recent more complete reviews on the subject can be found in Refs. [486, 487].
6. Concluding remarks
Quite generally, “crossover” is a term that describes a situation when a system goes from being in one phase to
being in another phase as a certain parameter is changed, without encountering a phase transition in between. For the
BCS-BEC crossover, this means that by tuning the inter-particle interaction (or the density) the system goes from a
BCS state where pairs of (opposite spin) fermions are described by Fermi statistics, to a BEC state where two-fermion
dimers are described by Bose statistics. In this way, by freezing out the internal degrees of freedom of the fermion
pairs, the statistics of fermions smoothly merges with the statistics of bosons. As a consequence, the BCS and BEC
paradigms are not fully distinct from each other but rather are the two extrema of a continuum.
It appears fair to say that the BCS-BEC crossover should be considered one of the major scientific achievements
that have occurred during the last several years. For this reason, our scope here has been to provide a detailed
and as much as possible comprehensive review of the physics of the BCS-BEC crossover, and to apply it to the
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physical systems for which (the ultra-cold Fermi gases) this crossover has been explicitly realized experimentally, or
for which (the nuclear systems) the crossover scenario is found consistent with various aspects of its phenomenology,
or indirectly accessed from close analogy with ultra-cold gases. For both systems, we have focused on the aspects
of maximum cross interest. For this reason, less attention was paid to topics that are of more specific interest to the
separate systems, such as the effects of the trapping potential in ultra-cold gases or the pairing in finite nuclei.
Even within these restrictions, the topics covered by this paper are not exhaustive and important aspects have
unavoidably been left out. In particular, special mention deserve the radio-frequency spectroscopy that was originally
introduced to measure the pairing gap in the condensed state [247, 488], and the thermodynamics of the gas cloud
from which the equation of state was extracted [260, 183]. From the theoretical side, emphasis was not given to the
results obtained via functional-integral approaches [44, 45, 489] or quantum Monte Carlo methods [39, 38]. Rather,
a diagrammatic approach was preferred, because it can be more directly connected to one’s physical intuition and can
also be more readily subject to targeted improvements.
Additional interest in the BCS-BEC crossover comes from particle physics (and, in particular, from quark-gluon
plasma, see, e.g., Refs. [490, 491]). In the ultimate analysis, this cross interest from different fields of physics to the
BCS-BEC crossover is due to the fact that strongly-coupled quantum Fermi systems, even though they are described
by different microscopic theories, share the basic feature of having the same kind of spontaneously broken symmetry
[492, 493]. Superconductors make thus no exception to the interest in the BCS-BEC crossover. As mentioned in
Section 1.1, actually the first motivation for introducing the BCS-BEC crossover originated in condensed matter.
Nowadays, there is growing direct evidence for the occurrence of this crossover in two-band superconductors with
iron-based materials [494], for which it was possible to detect the collapse of the small Fermi surface pocket, with the
related single-particle dispersion in the condensed state becoming an inverted parabola (as discussed in Section 3.3
in the context of ultra-cold gases). Electron-hole bilayers appear also as promising candidates for the realization
of the BCS-BEC crossover in condensed matter systems [495, 496, 497, 498]. It is thus possible that in the near
future the BCS-BEC crossover might be under the spotlight also in condensed matter, the field where it was originally
envisaged. On the other hand, condensation of quartets, very relevant for nuclear systems, may in the future also be
investigated with ultra-cold atoms when the trapping of four different fermion species will be achieved. Definitely,
the exploration of the BCS-BEC crossover in ultra-cold Fermi gases and nuclear systems, which has been reviewed
here, has enriched us with concepts, tools, and results that will be extremely precious for the investigations of this
phenomenon in a broader range of contexts, in the years to come.
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