In this paper an aggregation of oneserver queueing systems with periodical arrivals of customers groups into multiserver queuing system is considered. A synergetic effect of a queue disappearance in the aggregated system is analyzed using a convergence of an aggregated input flow to the Wiener process and the invariance Donsker-Prokhorov principle.
Main Theorem
Consider a scheme of series where characteristics of n -server queuing system are defined by the parameter n → ∞ which characterizes a convergence to the infinity of input flow intensity. Denote e n (t), e n (0) = 0, a number of customers arrived in the system at the moment t inclusive. Put τ j a service time of j -th customer of the input flow, τ j , j ≥ 1, is the sequence of independent and identically distributed random variables (i.i.d.r.v's) with the common distribution function (d.f.) F (t) (F = 1 − F ), which has continuous and bounded by f > 0 density. Assume that q n (t) is a number of busy servers in the system at the moment t, q n (0) = 0.
Periodical flow with unit period is defined by the moments 1, 2, . . . of customers groups arrivals which have sizes η 1 ≥ 0, η 2 ≥ 0, . . .
, {d} integer and fractional parts of real number d.
Define the input flow to n-server system by the equality e n (t) =
[nt+ψ] k=1 η k where r.v. ψ is independent with η k , k ≥ 1, τ j , j ≥ 1, and has uniform distribution on the segment [0, 1], M η = a > 0. From Wald identity we have
So the intensity of input flow to the n-server system equals na. 
The statement of Theorem 1.1 means a convergence to zero of virtual waiting time in the n-server system on the time segment [0, T ] and characterizes a disappearance of a queue in the aggregation of n oneserver systems, n → ∞. Theorem 1.1 may be used in an analysis of a adequacy of queuing models with infinite number of servers to computer networks [6, 10] .
2 Some theorems on C -convergence of random processes
Denote by F 1 the space of deterministic functions on the segment [0, T ] with uniform metric ρ. Designate by F the set of bounded functionals f defined on F 1 and continuous in the metric
Say that the sequence of random processes z n = z n (t), n ≥ 1, C -converges to the random process z = z(t) if for any functional f ∈ F we have that Theorem 2.1 If random functions z(t) ∈ C, z n (t) ∈ D, n ≥ 1, then for C -convergence z n (t) → z(t), n → ∞, it is necessary and sufficient that: 1) for n → ∞ finite dimensional distributions of random functions z n (t), n ≥ 1, tend to finite dimensional distributions of random function z(t) on some set S which is everywhere dense on [0, T ], 2) for any ε > 0
Assume that z(t), 0 ≤ t ≤ T, is Gaussian process, M z(t) = 0, M z 2 (t) < α < ∞, then this process is a.s. continuous. Formulate a condition of the following limit relation for the process z(t).
Theorem 2.2 If there is positive number K satisfying the inequality
Proof. In conditions of Theorem 2.2 minimal number N (r) of balls with the radios r in the metric space ([0, T ], ε), (here ε(t, t + u) is the half metric on [0, T ]) which cover the segment [0, T ], satisfies the inequality N (r) ≤ T Kr −2 . Consequently the Dadly integral
constructed by the relative entropy ln N (r) satisfies the conditions: Ψ(T ) < ∞.
From [4], [5, Theorem 1] we have (3).
Theorem 2.3 Assume that the sequence of random processes z n (t), n ≥ 1, C -converges to Gaussian continuous process z(t), the relation (3) is true and the sequence of positive numbers L n → ∞, n → ∞, then
Proof. Take arbitrary number ε > 0 and choose such L(ε), that
From C -convergence z n (t) → z(t), n → ∞, it is possible to find n(ε) that for n > n(ε) the inequality
is true and so
From the convergence L n → ∞, n → ∞, we may take n 1 (ε) > n(ε) so that for n > n 1 (ε) the inequality L n > L(ε) is true and consequently
The relation (4) is proved.
Proof of main theorem
For n → ∞ the random processes
C -converges to the random process σξ(t), where ξ(t) is the standard Wiener process. This statement is called the invariance principle of Donsker-Prokhorov and is proved using the statement of Theorem 2.1 (see for example, [1, Theorem 5.1]) with S = [0, T ]. So the processes X n (t), n ≥ 1, satisfy the conditions 1), 2) of Theorem 2.1. Consider the sequence
The following inequalities are true a.s.:
From the inequalities (5), (6) we have that the sequence of random processes x n (t), n ≥ 1, also satisfies the conditions 1), 2) of Theorem 2.1 and so Cconverges to the Wiener process σξ(t) on the segment [0, T ], n → ∞. Denote by q ∞ n (t) the number of busy servers at the moment t in the system with input flow defined by the process e n (t) and with infinite number of servers. From the condition 2) and Theorem [3, Chapter II, § 1, Theorem 1] the sequence of random processes
C -converges on the segment [0, T ] to the random process ζ(t) defined by the equality
for n → ∞. Here Θ(t) is centered Gaussian process independent on ξ(t) with the covariance function R(t, t + u)
The process ζ(t) satisfies on the segment [0, T ] Theorem 2.2 conditions with
Consequently Theorem 2.2 leads to the relation
From C -convergence of the random sequence y n (t), n ≥ 1, to the random process ζ(t) on the segment [0, T ] and from Theorem 2.3 we obtain the relation P sup 0≤t≤T q ∞ n (t) ≥ n → 0, n → ∞. Using [3, Chapter II, § 1, the end of Theorem 1 proof] remark that random events
Consequently from the inequality q n (t) ≤ n we have the relation
Combining last formulas we obtain the relation (1). Theorem 1.1 is proved.
Summation of periodical flows of customers groups
Consider independent periodical flows with periods T (i) and construct random processes
Here η 
takes place then the relation (1) is true.
Proof. Analogously to Theorem 1.1 it is possible to prove that for n → ∞ the sequence of random processes
C -converges to the random process
where ξ (i) (t) are the standard Wiener processes, i = 1, . . . , m. From Theorem 2.1 we have that finite dimensional distributions of independent processes x (i) n (t) converge to finite dimensional distributions of the processes
on the segment [0, T ] relatively and for any ε > 0 following limit relations take place: lim Consequently from the independence of the processes x (i) n (t), i = 1, . . . , m, finite dimensional distributions of their sum x n (t) also converge to finite dimensional distributions of the sum
As and for any ε > 0 Consequently the process x n (t) C -converges on [0, T ] to random process χ(t) which coincides by a distribution with
Further proof of Theorem 4.1 repeats word by word Theorem 1.1 proof. Theorem 4.1 is proved.
