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Abstract
For highly sensitive real-world predictive analytic applica-
tions such as healthcare and medicine, having good predic-
tion accuracy alone is often not enough. These kinds of
applications require a decision making process which uses
uncertainty estimation as input whenever possible. Qual-
ity of uncertainty estimation is a subject of over or under
confident prediction, which is often not addressed in many
models. In this paper we show several extensions to the
Gaussian Conditional Random Fields model, which aim to
provide higher quality uncertainty estimation. These exten-
sions are applied to the temporal disease graph built from the
State Inpatient Database (SID) of California, acquired from
the HCUP. Our experiments demonstrate benefits of using
graph information in modeling temporal disease properties
as well as improvements in uncertainty estimation provided
by given extensions of the Gaussian Conditional Random
Fields method.
1 Introduction
The increased availability of Electronic Health Record
(EHR) data has created suitable conditions for various
studies that are aimed for improvement of healthcare
quality level. Data mining based studies on EHR data
have shown the potential for improvement of healthcare
systems [4, 26]. These methods aim at building stable
frameworks for estimating different states in healthcare
systems and providing significant knowledge to health-
care practitioners. Predictive modeling application to
health outcomes related to medical data in terms of
diseases, procedures, mortality, and other measures may
have a huge impact on quality of treatment, improve de-
tection of high risk groups of patients, or detect impor-
tant effects not taken into consideration in prior medical
treatments. These are some of the problems that can
be addressed by inspecting and analyzing medical data.
However, some of the problems these studies en-
counter are data locality. For example such cases are
applications where data records are specific for partic-
ular hospitals (e.g. only general hospitals) or group of
patients (e.g. Medicare patients). Therefore, it is very
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difficult to create models that provide good generaliza-
tion performance for chosen applications [22]. An ad-
ditional problem in the analysis is posed by the hetero-
geneity of the data due to different data sources, often
having different quality. This data heterogeneity can
potentially compromise quality of conclusions derived
from the given analysis.
For these reasons, we focus on analysis of the
Healthcare Cost and Utilization Project (HCUP)
database [1], particularly the SID database from the
hospitals in the state of California. This database con-
tains more than 35 million inpatient discharge records
over 9 years and it is not specific to a group of hos-
pitals but contains data for entire state. It can be in-
duced that the data can be observed as non–local for
California and any analysis can be generalized for that
state. For each patient in the database there is demo-
graphic information (like age, birth year, sex, race), di-
agnosis (primary and up to 25 others), procedures (up to
25), information about hospital stays and other informa-
tion (like length of stay, total charges, type of payment
and payer, discharge month, survival information). Us-
ing this data could potentially give us insight in many
healthcare problems.
Among many difficult tasks, capturing global trends
of diseases are the ones that intrigue many healthcare
practitioners [9, 11]. Being able to confidently predict
future trends of diseases, may lead to better anticipation
of healthcare systems and allow better decision making,
which should consequently provide higher quality ser-
vice to those who are in need of it.
As many diseases are related, graphical modeling
of disease data may be beneficial for predicting disease
trends. As such, several types of graphs may be built
and several prediction tasks may be imposed on these
graphs. In the literature, several networks have been
constructed to study the connection between human
diseases. The nodes of the networks are disease codes
while the links are derived based on common genes [10],
shared metabolic pathways [7], connection to common
miRNA molecule [13], observed comorbidity [8]. These
networks have been used for the study of obesity [2],
illness progression [8], association of diseases with the
cellular interactions [14], properties of the genetic origin
of diseases [10], etc.
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Since the HCUP are EHR data, we are more
interested in modeling of phenotypic networks. These
kind of networks are introduced in [3, 8]. In [3] a novel
multi-relational link prediction method is proposed and
it is shown that disease co-morbidity can enhance
the current knowledge of genetic association. In our
study, we are primarily concentrated on disease-based
graphs (we have opted modeling 253 diseases coded with
CCS schema rather than modeling diseases with ICD-9
codes, because the CCS is the empirically built schema
interpretable by wider audience rather than medical
experts). Specifically, disease-based graphs can be built
as comorbidity graphs based on phenotypic patient data
(as described in Section 3.1), but also other disease links
based on common genes [3], ontologies, common patient
profile, or common history.
As mentioned before, in previous work on diseases
data, many graphs were proposed, and we now aim to
utilize such constructed graphs to improve predictive
power of unstructured models, which to our knowledge
was not done before. For this task we are using a
Gaussian Conditional Random Fields (GCRF) model.
The GCRF model [18] has been successfully applied
in many real world problems, providing improvements
over given state-of-the-art models while maintaining
reasonable scalability. Some of the applications are in
the climatology domain [6, 18, 23], modeling patient’s
response in acute inflammation treatment [17], traffic
estimation [5], image de–noising problems [21], etc.
When models provide prediction for real-world
problems, it can be very important to report uncer-
tainty estimation of the prediction. This is especially
true for domains where predictions are used for impor-
tant decision-making, such as health. The objective of
this paper is to improve the estimation quality of predic-
tion uncertainty in the GCRF model for evolving graphs
in order to more accurately represent the confidence of
the prediction for healthcare applications. For example,
instead of predicting that the number of admissions for
a disease is going to be 15.026±10.000, making a dif-
ferent estimation of 15.000±150, can be more useful for
decision making process. Therefore, we aim to address
this important topic in this paper. We experimentally
demonstrate improvement of predictive uncertainty by
removing bias of the GCRF framework via representing
its parameters as functions. We use two approaches, one
that models parameters as a function of uncertainty es-
timation of unstructured predictors [17], (where we ex-
tend an initial approach as described in Section 2.3.1)
and another one, that models parameters as neural net-
works [19] (described in Section 2.3.2).
In the following section, we are first going to de-
scribe how several unstructured models (Section 2.1)
and the GCRF method (Section 2.2.2) allow model-
ing uncertainty, as well as how the uncertainty estima-
tion can be improved with modeling parameters of the
GCRF model as functions (Sections 2.3.1 and 2.3.2).
Further, we are going to describe in more details the
data we used in our experiments and the way of con-
structing the graphs from this data (Section 3). Exper-
iments are described in Section 4 and results in terms
of accuracy and uncertainty estimation quality are given
in this same section. Finally, we are going to conclude
this study and give some further goals in Section 5.
2 Models
We aim to model complex trends of diseases in an au-
toregressive manner utilizing linear and non-linear mod-
els. These models will be called unstructured predic-
tors as they have no information on graph structure,
that might prove beneficial for predictive performance.
Therefore, the structured GCRF framework will be used
for introducing graph structure to these models.
2.1 Unstructured Models For modeling disease
trends we will be using several unstructured predictors,
Linear regression models and Gaussian Processes regres-
sion models with several lags for learning each. These
methods are evaluated and the ones with best perfor-
mance are chosen as inputs for the GCRF framework,
which will then introduce graph structure information
to the prediction, providing a certain level of correc-
tion. As uncertainty of the unstructured predictors is
the additional information we are using in some of our
experiments, we will provide formulas for retrieving un-
certainty from unstructured predictors.
2.1.1 Linear AR Model Linear regression form of
auto–regressive (AR) representation is:
(2.1) yi = w
Txi + ε, ε ∼ N (0, σ2y)
where w is an unknown set of weights. The weight and
noise variance are estimated by
(2.2) wˆ = XT (XTX)−1Xy.
The variance of the Linear predictor is given by
(2.3) σ2y =
(y − wˆTX)T (y − wˆTX)
N − k − 1 ,
where X is matrix representation of all data available for
training, N is the number of training examples and k is
the number of attributes. Prediction y∗ and uncertainty
estimation σ2∗ of the test data x∗ are found using
(2.4) y∗ = wˆTx∗,
(2.5) σ2∗ = σ
2
y(1 + x∗(X
TX)−1xT∗ ).
2.1.2 Gaussian Processes Regression Model A
Gaussian process (GP) is generalization of a multivari-
ate Gaussian distribution over finite vector space to a
function space of infinite dimension [20]. Assumption of
a Gaussian prior is present over functions that map x
to y:
(2.6) yi = f(xi) + ε, ε ∼ N (0, σ2y).
Gaussian processes are defined with
(2.7) f(x) ∼ GP (m(x), k(x, x′)),
where m(x) is the mean function and k(x, x′) is the
covariance function in the form of a kernel that is
required to be positive definite. In our implementation
we are using a Gaussian kernel:
(2.8) k(xi, xj) = σ
2
yexp
(
−1
2
D∑
d=1
(xid − xjd)2
w2d
.
)
Here, σ2y is the white noise variance parameter of the
Gaussian prior.
If we denote covariance of training part as C =
K + σ2yIN , Kij = k(xi, xj), the joint density of the
observed outputs y and test output y∗ is presented as
(2.9)
(
y
y∗
)
= N
(
0,
[
C k∗
kT∗ c∗
])
,
where k∗ is the covariance vector for the new test point
x∗. The posterior predictive density is given by
(2.10) p(y∗|x∗,X,y) = N (y|0, C),
(2.11) µ∗ = k
T
∗ C
−1y, σ2∗ = c∗ − kT∗ C−1k∗.
The σ2∗ is the predictive variance or uncertainty at test
point x∗ [20].
2.2 Structured Models Benefits of using struc-
tured methods have emerged in the previous decade,
and there are many evidences of benefits of using
structured methods over unstructured [18]. As many
datasets can be presented as graphs these methods have
gained popularity and are considered state-of-the art
methods in many domains.
2.2.1 Continuous Conditional Random Fields
Continuous Conditional Random Fields were proposed
by [15], and model conditional distribution:
(2.12) P (y|X) = 1
Z(X,α, β)
exp(φ(y,X, α, β)).
The term in the exponent φ(y,X, α, β) and the normal-
ization constant Z(X,α, β) are defined as follows
(2.13) φ(y,X, α, β) =
N∑
i=1
A(α, yi, X) +
∑
i∼j
I(β, yi, yj , x),
(2.14) Z(X,α, β) =
∫
y
exp(φ(y,X, α, β))dy.
Function A is called the association function, and it
represents any function that handles mapping from
X → y with respect to input variables X. Function
I is called interaction potential and it handles any
relation the two data instances yi and yj have. In
order to efficiently define the CRF form, association and
interaction potentials are defined as linear combinations
of feature functions f and g [12],
(2.15) A(α, yi, X) =
K∑
k=1
αkfk(yi, X),
(2.16) I(β, yi, yj , x) =
L∑
l=1
βlgl(yi, yj , X).
2.2.2 Gaussian Conditional Random Fields
Feature function fk can be represented as the residual
error of any unstructured predictor Rk,
(2.17) fk(yi, X) = −(yi −Rk(X))2, k = 1, ...K.
And feature function gl as the residual error of given
network similarity S
(l)
ij
(2.18) gl(yi, yj , x) = −S(l)ij (yi − yj)2, l = 1, ...L.
Then, the final GCRF takes following log-linear form:
P (y|X) = 1
Z
exp(−
K∑
i=1
K∑
k=1
αk(yi −Rk(X))2
−
∑
i∼j
L∑
l=1
βlSij
(l)(yi − yj)2)
where α and β are parameters of the feature functions,
which model the association of each yi and X, and the
interaction between different yi and yj in the graph,
respectively. Here Rk(x) functions are any unstructured
predictors that map X → yi independently, and might
be used to also incorporate domain specific models.
Similarity matrix S is used to define the weighted
undirected graph structure between labels.
This choice of feature functions enables us to rep-
resent this distribution as a multivariate Gaussian [18]
to ensure efficient and convex optimization:
(2.19)
P (y|X) = 1
(2pi)
N
2 | Σ | 12
exp
(
−1
2
(y − µ)TQ(y − µ)
)
where Q represents the inverse covariance matrix:
(2.20) Q =
{
2
∑K
k=1 αk + 2
∑
k
∑L
l=1 βle
(l)
ij S
(l)
ij (x), i = j
2
∑L
l=1 βle
(l)
ij S
(l)
ij (x), i 6= j
The posterior mean is given by
(2.21) µ = Q−1b,
where b is defined as
(2.22) bi = 2
(
K∑
k=1
αkRk(x)
)
.
This specific way of modeling will allow efficient infer-
ence and learning. It should be noted that the GCRF
model does not depend on input variables X directly,
but via its inputs Rk(X) and S
(l)
ij which are learned
prior to GCRF learning. The parameters α and β serve
as confidence indicators, however are not sensitive to
any change of distribution of input variables, which
is common in real life datasets, thus making them bi-
ased towards the unstructured predictors whose perfor-
mances may vary on the dataset. In this paper we aim
to address this bias problem of the GCRF model, the
extensions are going to be described in Sections 2.3.1
and 2.3.2.
Learning and inference The learning task is
to optimize parameters α and β by maximizing the
conditional log-likelihood,
(2.23) (αˆ, βˆ) = argmax︸ ︷︷ ︸
α,β
logP (y|X;α, β)
which is a convex objective, and can be optimized using
standard quasi-newton optimization techniques. Note
that there is one constraint that is needed to assure the
distribution is Gaussian, which is to make the Q matrix
positive-semidefinite. To ensure this, we are using the
exponential transformation of parameters αk = e
uk and
βl = e
vl , as suggested in [15], to make the optimization
unconstrained.
2.3 Parameters of GCRF as functions The
GCRF intrinsically possesses uncertainty estimation.
This uncertainty estimation is highly biased towards
the data the model was trained on as GCRF does not
depend on input variables directly. Once parameters
of the GCRF model are introduced as functions, these
functions impact both parameters values and scale (note
that
∑
k αk +
∑
l βl = I, where I is a unit vector). Pa-
rameters in the GCRF represent degree of belief toward
each unstructured predictor and similarity measure. If
they are modeled to be dependent on input variables,
the bias problem will be solved and thus uncertainty
estimation should be improved. The uncertainty esti-
mation improvement is achieved both by better fitting
parameters and by altering the unit scale to better fit
the data as well. We experimentally evaluate our as-
sumptions on modeling parameters of the GCRF model
as functions in terms of uncertainty estimation and pre-
diction accuracy (Section 4). In this chapter we sum-
marize potential ways of handling the bias in the GCRF
models caused from parameters αk.
2.3.1 Parameters αk as functions of unstruc-
tured predictor’s uncertainty First, we address the
problem of model bias by modeling the overall model
uncertainty as a function of the uncertainty of each un-
structured prediction. The principal assumption is that
the chosen unstructured predictors can output uncer-
tainty for their predictions. Initial GCRF uncertainty
estimation improvements were done on modeling time
series of patients’ response to acute inflammation treat-
ment [17] showing that the uncertainty estimation of
GCRF modeled in this way provides a higher quality
of uncertainty than the quality of this measure for uti-
lized unstructured predictors. The new parameters of
the GCRF model are modeled such that:
(2.24) αk,p =
euk,p
σ2k,1
, β = ev
where σ2k,1 represents the uncertainty estimation of
unstructured predictor k for the first time step (p = 1),
while α and β are coefficients for the feature functions.
We have extended this work by relaxing a few as-
sumptions made in [17], as well as by applying uncer-
tainty estimation on evolving graphs data (rather than
applying it on linear–chain data). The first assump-
tion of the previous work was that the log likelihood of
GCRF would be optimized with respect to the uncer-
tainty of each unstructured predictor, but only consid-
ering the first time step of the respective model. This
follows the homoscedasticity assumption that the vari-
ance of the model will not change significantly through
time. This strong assumption of homoscedasticity is
dropped in our study and the parameters of the GCRF
model have been optimized with respect to the uncer-
tainty estimation of each unstructured predictor at each
time step. This allows the model to optimize different
parameters for different prediction horizons. Thus, if
predictions of the unstructured predictor increase un-
certainty further in the future, GCRF will also adjust
accordingly.
We have further improved uncertainty estimation
by penalizing the predictors whose uncertainty estima-
tion was not good enough during validation. This could
be done by any quality measure of uncertainty estima-
tion on the training data. We use the percentage of
nodes that fall into the 95% confidence interval (cik,p)
as a quality index to augment our approach:
(2.25) αk,p =
euk,p
σ2k,p
cik,p.
2.3.2 Parameters αk as functions of input vari-
ables The previous approach can be further general-
ized by observing parameters α as functions of input
parameters, which was proposed in [19]. However, in
[19] there were no experimental results on uncertainty
improvement and the paper does not mention this as-
pect of the extension. We can observe the parameter α
as a parameterized function of input variables α(θk, x),
where θk are the parameters, and x are input variables of
function α. Due to the positive semi–definiteness of the
precision matrix constraint, function α(θk, x) becomes
(2.26) αk = e
uk(θk,x),
where uk(θk, x) is in [19] a feed-forward neural network.
This method is easily optimized using gradient descent
methods. These functions are titled as uncertainty
functions, since they provide significant improvement
to the covariance matrix in terms of bias correction.
3 Medical Data
The data source we used in this study, as we mentioned
previously, is the State Inpatient Databases (SID) which
is an archive that stores the universe of inpatient
discharge abstracts from data organizations. It is
provided by the Agency for Healthcare Research and
Quality and is included in the Healthcare Cost and
Utilization Project (HCUP) [1]. Particularly, we have
access to the SID California database, which contains
35.844.800 inpatient discharge records over 9 years
(from January 2003 to December 2011) for 19.319.350
distinct patients in 474 hospitals (436 AHAID identified;
about 400 per year). For each patient there are up to 25
diagnosis codes in both CSS and ICD9 coding schemas,
together with up to 25 procedures applied during this
particular admission of the patient. There are also
some demographic information about each patient, like
age, birth year, sex, race, etc., as well as information
about hospital stays, length of stay, total charges,
type of payment, a payer, discharge month, survival
information.
Availability of this information made possible build-
ing of several graphs, and exploring usefulness of at-
tributes and links of the graph for a chosen target at-
tribute. In this study, we focused on disease based
graphs and prediction of number of admissions for each
disease. Graphs are constructed for these 9 years in
monthly resolution. In our experiments, we used 231
out of 259 diseases that we were able to follow through-
out all 9 years. For each node, we include temporal
information, meaning that there are one, two or three
previous values of the target variable (we refer to these
attributes as lag1, lag2, and lag3) as attributes of a node
in the current time step (more details about utilization
of those attributes are given in Section 4). When it
comes to the structure, we explored several cases.
3.1 Comorbidity graph Disease-based graphs can
be built as comorbidity graphs based on phenotypic pa-
tient data [3]. However, this type of graph did not pro-
vide satisfactorily results, since variogram [25] for the se-
lected target attributes was not appropriate (Figure 1).
Variograms were inspected for two behaviors: display-
ing a decreasing trend in variance at higher values of
similarity, and falling below the line of the overall vari-
ance of the data. By [24] this similarity measure would
be characterized as a ”bad” similarity measure. There-
fore, we researched several other disease links, like those
based on common patient profile or common history.
Figure 1: Comorbidity graph variogram. Blue line repre-
sents disease comorbidity similarity and red line represents
overall variance.
3.2 Jenson-Shannon divergence graph For the
first case we measured Janson-Shanon divergence be-
tween distribution of two diseases based on several at-
tributes.
(3.27) JSD(P ||Q) = 1
2
(KLD(P ||M) +KLD(Q||M)),
where KLD is the Kullback-Leibler divergence, P and
Q are the distributions of the selected disease attribute
for two observed diseases and M = 12 (P + Q). The
similarity obtained from this divergence is
(3.28) S(yp, yq) =
1
JSD(xp||xq) .
Utilizing the variogram technique showed that using the
distribution of white people admitted for each disease
showed the best performance among all other attributes
of each disease (Figure 2).
3.3 Common history graph The best performance
so far was obtained by the structure built on common
history links as can be seen in Figure 3, calculated using
formula:
(3.29) S(yi, yj) = exp(−mean(abs(xhi − xhj ))).
Here, xhi represents vector of length h utilized for given
attribute of the node x. For example, if we were
Figure 2: JS divergence graph variogram. Blue line repre-
sents disease similarity according to JS divergence and red
line represents overall variance.
observing previous 2 time steps the similarity would be
(3.30) S(yi, yj) = exp(−abs((x
t1
i − xt1j ) + (xt2i − xt2j ))
2
).
The variogram was obtained using historical informa-
tion of admitted whites for each observed disease in pre-
vious three timesteps. As this variogram is the best, we
have decided to use this measure in our experiments.
Figure 3: Similarity history variogram. Blue line represents
disease history similarity and red line is overall variance.
4 Experiments
We have characterized mentioned methodology ap-
proaches to the HCUP diseases evolving graph. Our
goal is to predict the number of people admitted for a
disease as primary one in twelve months of the year 2011
in the state of California, which is the last year in our
database. We have normalized the admission count to
a 0-1 scale, making admission rate as the target vari-
able. Predicted values can easily be converted back to
counts of people admitted for that disease. Between
nodes in each timestep we have defined the similarity
values based on the exploration in Section 3.
For the unstructured predictors we have used a lin-
ear and non-linear model. Both models were trained in
an autoregressive fashion for each disease separately, ob-
serving several previous timesteps to infer one timestep
ahead. For each of the two models we have used target
variables of up to three timesteps in history (lags) as
features of the models. Unstructured predictors were
optimized with a sliding window of 12 months. Among
the unstructured predictors, the best linear and non-
linear predictors were chosen as inputs into the GCRF
model. Separate GCRF models were optimized with
linear and non-linear predictors so the effect of each on
the results could be characterized separately.
We are training and comparing three different
GCRF models. The first is an original GCRF model
(described in Section 2.2.2), with a slight difference
that an α parameter was optimized for each node in
a graph separately for fair comparison with the other
GCRF models. We will denote this model simply as
GCRF. The second GCRF model is the one described
in Section 2.3.1, which includes the uncertainty estima-
tion of the unstructured predictor to rescale parameter
α with uncertainty of the unstructured predictor. In
our results this method is called uGCRF. Finally, the
third GCRF model is the one described in Section 2.3.2,
where parameters α were modeled as feed-forward neu-
ral networks. The last GCRF model, with uncertainty
functions, will be denoted as ufGCRF in our results.
We will characterize all methods for their predictive
power using the root mean squared error (RMSE). As
we have mentioned before, an important goal of men-
tioned approaches is the improved uncertainty estima-
tion power, which will be evaluated using negative log
predictive density as we describe below.
Uncertainty estimation quality measure The
quality of uncertainty estimates is evaluated by mea-
suring the average Negative Log Predictive Density
(NLPD), a measure that incorporates both the accu-
racy and uncertainty estimate of the model. NLPD met-
ric penalizes both over and under confident predictions.
This measure is also used in data analysis competitions
[16] where uncertainty estimation was of major impor-
tance. Smaller values of NLPD correspond to better
quality of the estimates. For given prediction yi∗, NLPD
reaches a minimum for σ2i∗ = (yi − yi∗)2.
(4.31) NLPD =
1
2
N∑
i=1
(yi − yi∗)2
2σ2i∗
+ logσ2i∗
where σ2i∗ is predicted uncertainty.
Experimental results In our experiments, un-
structured predictors provide higher predictive accuracy
when using only the previous timestep as input (lag
1). As such, we have used the Linear regression and
Gaussian Processes regression with lag 1 as unstruc-
tured models for the structured GCRF model. Results
are shown in Table 1, the best results are bolded, the
runner–up results are underlined, and third best results
Figure 4: Confidence interval plots for the three GCRF
methods. Blue lines represent true values of admission rate
for Hepatitis disease (24 months for years 2010 and 2011),
while red lines represent prediction of the respective GCRF.
are in italic. From the Table 1 it can be observed
that the GCRF model using GP as unstructured pre-
dictor gives the most accurate result and that two other
GCRF models introduce slightly more error to the orig-
inal GCRF model. The main objective of uncertainty
functions is to scale belief towards unstructured pre-
dictors with respect to change of their respective input
variables. Rescaling variance values (from which uncer-
tainty is expressed) is another, more robust effect of un-
certainty functions that significantly benefits the models
uncertainty estimation, as described in Section 2.3. Fol-
lowing the original GCRF method results, the ufGCRF
model introduces less error than the uGCRF method
deeming it superior among the two extensions in this
experiment. It should be noted that all GCRF methods
displayed outperform all of the unstructured predictors.
This evidently comes from the structure information in-
cluded in the prediction. As a reminder, we are using
common history graph described in Section 3.3.
The other aspect of characterizing the methods in-
cludes evaluation of uncertainty quality, which is an im-
portant concept in this study. Uncertainty estimation
is evaluated using the NLPD metric and the results are
shown in the Table 2. The original GCRF model pro-
vides lowest quality of the uncertainty estimation among
all of the other methods. This can be attributed to the
underconfident predictions of the GCRF model, which
can be observed also in Figure 4. By underconfidence
we refer to the estimated confidence interval being too
high (large gray area in Figure 4 in the case of the
original GCRF). For instance in Figure 4 we observe
that GCRF is giving estimate for admission of Hepati-
tis of about 0.61±0.78, making predictions of the GCRF
model less useful. The two extensions narrow down
the unnecessary large confidence interval in the original
GCRF case, where their predictions are 0.81±0.16 for
uGCRF and 0.71±0.25 for ufGCRF, which can be more
helpful for decision making process. Since NLPD mea-
sure takes into account both accuracy of the model and
uncertainty estimation quality, we see that this ability
to narrow confidence interval of the two extensions, is
also reflected in the results shown in Table 2. The fact
that ufGCRF has better predictive power gives it better
results in NLPD than uGCRF, which shows good un-
certainty estimation, but introduce little bit more error
than ufGCRF. Actually, the best performance in terms
of NLPD measure gives ufGCRF using LR as unstruc-
tured predictor, but right after it goes again ufGCRF
with GP, so we can conclude that this GCRF exten-
sion gives the best uncertainty estimation in our exper-
iments among all models. The comparison of uncer-
(a) GCRF
(b) uGCRF
(c) ufGCRF
Figure 5: Min and obtained NLPD (y-axis; smaller is better)
for all 231 diseases (x–axis) for three GCRF models with
Linear Regression as unstructured predictor. Red bars
represent the average minimal NLPD value for given
prediction of the node over 12 months and blue bars are
the average obtained NLPD value for that node over 12
months.
tainty estimation quality of the three GCRF methods
is also given in Figure 5 (this figure shows result using
LR as unstructured predictor, however results for us-
ing GP are similar and are omitted for lack of space).
Each bar represents mean NLPD measure for each dis-
ease averaged over the 12–months testing period. Red
bars represent minimal NLPD value for given predic-
tions (the best possible uncertainty estimation), while
blue bars represent actual uncertainty quality obtained
for NLPD metric in experiments. Values are sorted in
descending order to show rate of the blue and red sur-
face, where the model that has more dominant blue sur-
face is better. We can see that GCRF fails to reach the
minimal NLPD for its predictions, while uGCRF does a
much better job. However, the best performance is pro-
vided by ufGCRF, where we see that obtained NLPD is
very close to the minimal NLPD for given predictions in
most cases. Both uGCRF and ufGCRF appear to esti-
mate uncertainty much closer to the true error variance,
with ufGCRF having superior performance in both un-
certainty estimation and predictive power among two
extensions. Also, note that both uGCRF and ufGCRF
outperform the GCRF model for each disease in terms
of uncertainty estimation.
5 Conclusions and Future Work
In this study, the GCRF model is successfully applied
to a challenging problem of admission rate prediction,
based on a temporal graph built from HCUP (SID) data.
For sensitive health care and medical applications, one
should consider aspects of uncertainty, and use this in-
formation in a decision making process. Thus, it was
important to address this aspect of the methods and
compare their quality of uncertainty estimation. In the
experiments we characterize several unstructured (Lin-
ear Regression and Gaussian Processes with lag 1, lag 2
and lag 3) and structured predictors (original GCRF,
uGCRF and ufGCRF) for their predictive error and
quality of uncertainty estimation. All three structured
models outperformed unstructured ones in terms of pre-
dictive error, showing that structure brings useful infor-
mation to this prediction task. However in terms of
quality of uncertainty estimation, those unstructured
predictors did a better job than original GCRF, but
underperformed compared to the two extensions of the
GCRF model. Even though the original GCRF model
showed the best performance in predictions, it had the
lowest quality of uncertainty estimation. Introducing
small predictive error, uGCRF and ufGCRF models
gained large improvements in uncertainty estimation,
especially the ufGCRF model that had the better per-
formance in prediction of these two GCRF model ex-
tensions. As the next task in future work, we plan to
introduce uncertainty propagation in the GCRF model
as the predictive horizon increases.
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