Abstract. In a recent thread of papers, we have introduced FQL, a precise specification language for test coverage, and developed the test case generation engine Fshell for ANSI C. In essence, an FQL test specification amounts to a set of regular languages, each of which has to be matched by at least one test execution. To describe such sets of regular languages, the FQL semantics uses an automata-theoretic concept known as rational sets of regular languages (RSRLs). RSRLs are automata whose alphabet consists of regular expressions. Thus, the language accepted by the automaton is a set of regular expressions. In this paper, we study RSRLs from a theoretic point of view. More specifically, we analyze RSRL closure properties under common set theoretic operations, and the complexity of membership checking, i.e., whether a regular language is an element of a RSRL. For all questions we investigate both the general case and the case of finite sets of regular languages. Although a few properties are left as open problems, the paper provides a systematic semantic foundation for the test specification language FQL.
Introduction
Despite the success of model checking and theorem proving, software testing has a dominant role in industrial practice. In fact, state-of-the-art development guidelines such as the avionic standard DO-178B [1] are heavily dependent on test coverage criteria. It is therefore quite surprising that the formal specification of coverage criteria has been a blind spot in the formal methods and software engineering communities for a long time.
In a recent thread of papers [2] [3] [4] [5] [6] [7] , we have addressed this situation and introduced the Fshell Query Language (FQL) to specify and tailor coverage criteria, together with Fshell, a tool to generate matching test suites for ANSI C programs. At the semantic core of FQL, test goals are described as regular expressions whose alphabet are the edges of the program control flow graph (CFG). For example, to cover a particular CFG edge c, one can use the regular expression Σ ⋆ c Σ ⋆ . Importantly, however, a coverage criterion usually contains not just a single test goal, but a (possibly large) number of test goals -e.g. all basic blocks of a program. FQL therefore employs regular languages which can
In the finite case we make an additional distinction for the subcase where the regular expressions in ∆, i.e., the set of postponed regular expressions, are fixed. This has practical relevance, because in the context of FQL, the results of the operations on RSRL will be better readable by engineers if ∆ is unchanged.
Contributions and Organization. In Section 3, we investigate closure properties of general and finite RSRLs, considering the operators product, Kleene star, complement, union, intersection, set difference, and symmetric difference. We also consider the case of finite RSRLs with a fixed language substitution ϕ, as this case is of particular interest for testing applications. Next, in Section 4, we investigate the complexity of the decision problems equivalence, inclusion, and membership for Kleene star free RSRLs. We also give an algorithm for checking the membership in general and analyze its complexity. We close in Section 5 with a discussion on how our results reflect back to design decisions for FQL.
Related Work
Afonin et al. [8] introduced RSRL and studied the decidability of whether a regular language is contained in an RSRL and the decidability of whether an RSRL is finite. Although Afonin et al. shortly discuss possible upper bounds for the membership decision problem, their analysis is incomplete due to gaps in their algorithmic presentation. Pin introduced the term extended automata for RSRLs as an example for a formalism that can be expressed by equations [9] , but did not investigate any of their properties. In our own related work on FQL [2, 10, [3] [4] [5] [6] [7] , we deal with practical issues arising in testcase generation. Note that FQL uses a language layer on top of RSRLs which extracts the alphabet from the program using a convenient syntax. In conclusion, we are unaware of related work that considers the properties we study here.
Let us finally discuss other work whose terminology is similar to RSRLs without direct technical relation. Barceló et al. define rational relations, which are relations between words over a common alphabet, whereas we consider sets of regular languages [11] . Barceló et al. also investigate parameterized regular languages [12] , where words are obtained by replacing variables in expressions with alphabet symbols. Metaregular languages deal with languages recognized by automata with a time-variant structure [13, 14] . Lattice Automata [15] only consider lattices that have a unique complement element, whereas RSRLs are not closed under complement (no RSRL has a RSRL as complement).
Closure Properties
Operators. We investigate the closure properties of RSRLs, considering standard set theoretic operators, such as union, intersection, and complement, and variants thereof, fitting RSRLs. In particular, we apply those operators also to pairs in the Cartesian product of RSRLs, and point-wise to each element in a RSRL and another given regular language.
Definition 3 (Operations on RSRL). Let R 1 and R 2 be RSRLs and let R be a regular language. Then, we define the following operations on RSRLs:
Point-wiseṘ
Language Restrictions. We analyze three different classes of RSRLs for being closed under these operators: (1) General RSRLs, (2) finite RSRLs, and (3) finite RSRLs with a fixed language substitution ϕ. For closure properties, we do not distinguish between Kleene star free and finite RSRLs, since every finite RSRL is expressible as Kleene star free RSRL (however, given a RSRL with Kleene star, it is non-trivial to decide whether the given RSRL it finite or not [8] ). Therefore, all closure properties for finite RSRLs apply to Kleene star free RSRLs as well. Hence, cases (2-3) correspond to FQL. Case (3) is relevant for usability in practice, allowing to apply the corresponding operators without constructing a new language substitution. This does not only significantly reduce the search space but also provides more intuitive results to users. 
Theorem 4 (Closure Properties of RSRL). The following
Then we create a unified alphabet ∆ = { i, δ | δ ∈ ∆ i with i = 1, 2} and a unified language substitution ϕ : ∆ → 2 Σ * with ϕ( i, δ ) = ϕ i (δ). We obtain R i = (K ′ i , ϕ) where K ′ i is derived from K i by substituting each symbol δ ∈ ∆ i with i, δ ∈ ∆. Hence without loss of generality, we fix the alphabets ∆ and Σ with language substitution ϕ, allowing our RSRLs only to differ in the generating languages K i . When we discuss binary operators, we freely refer to RSRLs R i = (K i , ϕ) for i = 1, 2, in case of unary operators to R = (K, ϕ), and in case of point-wise operators to the regular language R ⊆ Σ ⋆ .
General Observations. We exploit in our proofs some general observations on the cardinality of RSRLs. Moreover, we prove all closure properties of Cartesian binary operators by reducing the point-wise operators to the Cartesian one. For space reasons, we show this generic argument only in Appendix A.
Fact 5 (Finite Sets of Regular Languages are Rational) Every finite set of regular languages is rational.
Proof. For a finite set of regular languages R, 
In the following we consider the set S(L) of shortest words of a language L, disregarding ε, defined with S(L) = {w ∈ L\{ε} | ∃w ′ ∈ L\{ε} with |w ′ | < |w|}. We also refer to the shortest words S(R) of a RSRL R with S(R) = L∈R S(L).
Lemma 8. Let ε ∈ ϕ(δ) hold for all δ ∈ ∆. Then, for each w ∈ ∆ + and shortest word v ∈ S(ϕ(w)), there exists a δ ∈ ∆ such that v ∈ S(ϕ(δ)).
Proof. We start with a little claim: Because of ε ∈ ϕ(δ) for all δ ∈ ∆, we have
, and since v = ε, v p = ε for some 1 ≤ p ≤ k. We fix such a p. From the claim above, we get v p ∈ ϕ(δ p ) ⊆ ϕ(w), leading to a contradiction: If v = v p , then v is not a shortest word in ϕ(w) \ {ε}, as v p is shorter. If v = v p , we contradict our assumption with v = v p ∈ ϕ(δ p ).
Thus, we have shown that there exists a δ with v ∈ ϕ(δ). It remains to show v ∈ S(ϕ(δ)). Assuming that v ′ ∈ ϕ(δ) \ {ε} is shorter than v, we quickly arrive at a contradiction: v ′ ∈ ϕ(δ) ⊆ ϕ(w) from the claim above, implies that v would not be a shortest word in ϕ(w) \ {ε} in the first place, i.e., v ∈ S(ϕ(w)).
⊓ ⊔ Corollary 9. Let ε ∈ ϕ(δ) hold for all δ ∈ ∆. Then the set of shortest words S(R) is finite.
Proof. Lemma 8 states for each word v ∈ S(R), we have v ∈ S(ϕ(δ)) for some δ ∈ ∆. But there are only finitely many symbols δ ∈ ∆, each generating only finitely many shortest words in ϕ(δ) \ {ε}. Hence S(R) must be finite.
In the latter case, expressingṘ ⋆ requires a new language substitution ϕ.
Every language L i ∈Ṙ ⋆ contains the empty word ε = a 0·i , and hence, ε ∈ ϕ(δ) for all δ ∈ ∆ (disregarding symbols δ not occurring in K). Thus, Corollary 9 applies, requiring that the set of shortest words S(Ṙ ⋆ ) is finite. This leads to a contradiction, since S(Ṙ ⋆ ) = {a i |i ≥ 1} is infinite. (2) Since R is finite, alsoṘ ⋆ has to be finite and statement follows from Fact 5. (3) Consider the RSRL R = {{a}}, produced from (K, ϕ) with K = {δ a } and ϕ(δ a ) = a. Then,Ṙ ⋆ = {{a i | i ≥ 0}}, and since {a} = {a i | i ≥ 0} we have to introduce a new symbol. ⊓ ⊔
Complement
Proposition 11 (Non-closure under Complement). Let R be a rational set of regular languages. Then R is not a rational set of regular languages.
Proof. Fact 6 states that R is countable while 2 Σ * is uncountable. Hence, 2 Σ * \ R is uncountable and is therefore inexpressible as RSRL. Proof.
(1) Consider the RSRL R = (K, ϕ) with K = L(δδ * ) and ϕ(δ) = {a, b} = Σ. Then we have R = {Σ i |i ≥ 1}. For i = j, we have Σ i ∩ Σ j = ∅, and consequently, Σ i ⊆ Σ j and Σ i ⊇ Σ j . Furthermore, observe ε ∈ Σ i for each i ≥ 1. AssumeṘ is a RSRL. Then, there are K ′ and ϕ ′ such thatṘ = (K ′ , ϕ ′ ). Since R ′ is infinite and K ′ is regular, there exists a word w ∈ K ′ with w = uvz and ϕ(v) = {ε} and uv i z ∈ K ′ for all i ≥ 1. Because of ε ∈ Σ p = ϕ(uvz) for some p, we obtain ε ∈ ϕ(v) as well. But then, for all i ≥ 1,
Therefore, we need a new symbol to represent Σ * \ {a}. ⊓ ⊔
In contrast to complementation, some RSRLs have a point-wise complement which is a RSRL as well; first, this is true for all finite RSRLs, as shown above, but there are also some infinite RSRLs which have point-wise complement.
Union
Proposition 14 (Closure of Union). The set R 1 ∪ R 2 is a rational set of regular languages, expressible as (K 1 ∪K 2 , ϕ) without changing the substitution ϕ.
Proof. Regular languages are closed under union, hence the claim follows.
⊓ ⊔
The following set of regular languages is not rational. We will use it in the proof of Proposition 16 to show that, in general, RSRLs are not closed under point-wise union.
{a,b} * . M contains infinitely many languages, therefore, any RSRL R = (K, ϕ), with M = R, requires a regular language K containing infinitely many words. By L n we denote the set {b} ∪ {a
. . .. There must be a word w = uvz ∈ K such that uv i z ∈ K, for all i ≥ 1 (cf. pumping lemma for regular languages [16] ). Furthermore, there must be such a word w = uvz such that ϕ(u) = ∅, ϕ(v) = ∅, ϕ(v) = {ε}, and ϕ(z) = ∅. This is due to the fact that we have to generate arbitrary long words
Since b ∈ ϕ(uvz) has to be true, we can assume w.l.o.g. that b ∈ ϕ(u). But, then ba k . . . ∈ ϕ(uvz). This is a contradiction to the fact that, for all n ≥ 1,
Proposition 16 (Closure of Point-wise Union).
In the latter case, the resulting RSRL requires in general a different language substitution.
2 ), ϕ) with ϕ(δ 1 ) = {a} and ϕ(δ 2 ) = L(a + ε) and let R = {b}. Then, R · ∪ R = {{b} ∪ {a i | 1 ≤ i ≤ n + 1} | n ∈ N} which is not a RSRL, as shown in Example 15. (2) By Fact 5. (3) Let R = ({δ}, ϕ) with ∆ = {δ}, Σ = {a, b}, ϕ(δ) = {a} and let R = {b}. Then, R · ∪ R = {{a, b}}, which is inexpressible with ϕ.
⊓ ⊔
Intersection
Proposition 17 (Closure of Intersection). Let R 1 and R 2 be two finite RSRLs using the same language substitution ϕ. Then, R 1 ∩ R 2 is a finite RSRL which can be expressed using the language substitution ϕ.
Proof. We can enumerate each word w 1 ∈ K 1 and check whether there is a word w 2 ∈ K 2 such that ϕ(w 1 ) = ϕ(w 2 ). If so, we keep w 1 in a new set
In general, RSRLs are not closed under point-wise intersection but they are closed under point-wise intersection when restricting to finite RSRLs. 
Set Difference
Proposition 19 (Closure of Difference). For finite R 1 and R 2 , R 1 − R 2 is a finite RSRL, expressible as (K 3 , ϕ), for some . Let R 1 and R 2 be finite RSRLs using the same language substitution ϕ. Then, R 1 ∆R 2 is a finite RSRL and can be expressed using the language substitution ϕ.
Proof. The proof follows immediately from the closure properties of union, intersection, and difference.
⋆ for all δ ∈ ∆, and all as regular expressions returns : true iff ∃w ∈ K : ϕ(w) = R (i.e., iff R ∈ (K, ϕ))
3 return false;
Decision Problems
Given a a regular language R ⊆ Σ ⋆ and a RSRL R = (K, ϕ) over the alphabets ∆ and Σ, the membership problem is to decide whether R ∈ R holds. Given another R ′ = (K ′ , ϕ ′ ), also over the alphabets ∆ ′ and Σ, the inclusion problem asks whether R ⊆ R ′ holds, and the equivalence problem, whether R = R ′ holds.
Theorem 22 (Equivalence, Inclusion, and Membership for Kleene star free RSRLs). Membership, inclusion, and equivalence are PSpace-complete for Kleene star free RSRLs.
This holds true, since in case of Kleene star free RSRLs, we can enumerate the regular expressions defining all member languages in PSpace. Given the PSpace-completeness of regular language equivalence, we compare a given regular expression with all member languages, solving the membership problem in PSpace. Doing so for all languages of another RSRL solves the inclusion problem, and checking mutual inclusion yields an algorithm for equivalence. This approach does not immediately generalize to finite RSRLs, since finite RSRLs R = {ϕ(w) | w ∈ K} may be generated from an infinite K with Kleene stars.
In the general case, the situation is quite different: Previous work shows that the membership problem is decidable [8] . Taking this work as starting point, we give a first 2ExpSpace upper bound on the complexity of the problem. A corresponding lower bound is missing, however we expect the problem to be at least ExpSpace-hard. Due to space reasons, we only give an overview on the algorithm in the paper and must defer its details to the appendix. Finally, the decidability of inclusion and equivalence are still open problems.
Membership for general RSRLs
By definition, the membership problem is equivalent to asking whether there exists a w ∈ K with ϕ(w) = R. For checking the existence of such a w, we have to check possibly infinitely many words in K efficiently. To render this search feasible, we (A) rule out irrelevant parts of K, and (B) treat subsets of K at once. This leads to the procedure membership(K, R, ϕ) shown in Algorithm 1, which first enumerates with M ′ ∈ enumerate(K, R, ϕ) a sufficient set of sublanguages (Line 1), and then checks each of those sublanguages individually (Line 2). More specifically, we employ the following optimizations: We rule out (A.1) all words w with ϕ(w) ⊆ R, and (A.2) all words w whose language ϕ(w) differs from R in the length of its shortest word. We subdivide the remaining search space (B) into finitely many suitable languages M ′ and check the existence of a w ∈ M ′ with ϕ(w) = R in a single step.
We discuss a mutually fitting design of these steps below and consider the resulting complexity. However, due to space limitations, we put the details on enumerate(K, R, ϕ) and basiccheck(R, M ′ , ϕ) into Sections B.1 and B.2, respectively, followed by Section B.3 with the corresponding proofs. As all words w with ϕ(w) = R must be element of M ϕ (R), we restrict our search
(A.2) Minimal Word Length. We restrict the search space further by checking the minimal word length, i.e., we compare the length of the respectively shortest word in R and ϕ(w). If R and ϕ(w) have different minimal word lengths, R = ϕ(w) holds, and hence, we rule out w. We define the minimal word length minlen(L) of a language L with minlen(L) = min{|w| | w ∈ L}, leading to the definition of language strata.
Definition 24 (Language Stratum). Let L be a language over ∆, and ϕ : ∆ → 2 ′ . Here, we only discuss the property of these subsets M ′ which enables such an efficient check, and later we will describe an enumeration of those subsets M ′ . When we check a subset M ′ , we do not search for a single word w ∈ M ′ with ϕ(w) = R but for a finite set F ⊆ M ′ with ϕ(F ) = R. The soundness of this approach will be guaranteed by the existence of 1-word summaries: A language M ′ ⊆ ∆ ⋆ has 1-word summaries, if for all finite subsets F ⊆ M ′ there exists a summary word w ∈ M ′ with ϕ(F ) ⊆ ϕ(w). The property we exploit is given by the following proposition. Lemma 26 (Summarizable Language Representation, adapting [8] ). Let M ⊆ ∆ ⋆ be a regular language. Then, for each bound B ≥ 0, there exists a family rep(M, B, ϕ) of union-free regular languages
Theorem 27 (Membership Condition, following [8] ). Let R = (K, ϕ) be a RSRL and ϕ : ∆ → 2 Σ ⋆ be a regular language substitution. Then, for a regular language R ⊆ Σ ⋆ , we have R ∈ R, iff there exists an
We obtain the space complexity of membership, depending on the size of the expressions, representing the involved languages. More specifically, we use the expression sizes ||R|| and ||K|| and the summed size ||ϕ|| = Σ δ∈∆ ||ϕ(δ)|| of the expressions in the co-domain of ϕ.
Theorem 28 (membership(R, K, ϕ) runs in 2ExpSpace). More precisely, it runs in DSpace ||K|| r 2 2 (||R||+||ϕ||) s for some constants r and s.
Conclusion
Motivated by applications in testcase specifications with FQL, we have studied general and finite RSRLs. While we showed that general RSRLs are not closed under most common operators, finite RSRLs are closed under all operators except Kleene stars and complementation (Theorem 4). This shows that our restriction to Kleene star free and hence finite RSRLs in FQL results in a natural framework with good closure properties. Likewise, the proven PSpacecompleteness results for Kleene star free RSRLs provide a starting point to develop practical reasoning procedures for Kleene star free RSRLs and FQL. Experience with LTL model checking shows that PSpace-completeness often leads to algorithms which are feasible in practice. In contrast, for general and possibly infinite RSRLs, we have described a 2ExpSpace membership checking algorithm -leaving the question for matching lower bounds open. Nevertheless, reasoning on general RSRLs seems to be rather infeasible. Last but not least, RSRLs give rise to new and interesting research questions, for instance the decidability of inclusion and equivalence for general RSRLs, and the closure properties left open in this paper. In our future work, we want to generalize RSRLs to other base formalisms. For example, we want ϕ to substitute symbols by context-free expressions, thus enabling FQL test patterns to recognize e.g. matching of parentheses or emptiness of a stack. Proof. (1) If R 1 ⊙ R is not closed, we fix a violating pair R 1 and R. Then we obtain R 1 ⊗ R 2 = R 1 ⊙ R for R 2 = ({δ R }, ϕ) and ϕ(δ R ) = R. Since R 1 ⊙ R is not a RSRL, R 1 ⊗ R 2 is not as well, and the claim follows. ⋆ m N m+1 with 1-word summaries, we restrict our implementation to such languages and exploit these restrictions subsequently. So, given such a language M ′ over ∆, and a regular language substitution ϕ : ∆ → 2 Σ ⋆ , we need to check whether there exists a finite F ⊆ M ′ with ϕ(F ) = ϕ(M ′ ) = R. We implement this check with the procedure basiccheck(R, M ′ , ϕ), splitting the condition of Proposition 25 into two parts, namely (1) whether there exists a finite F ⊆ M ′ with ϕ(F ) = ϕ(M ′ ), and (2) whether ϕ(M ′ ) = R holds. While the latter condition amounts to regular language equivalence, the former requires distance automata as additional machinery.
Definition 31 (Distance Automaton [8] ). A distance automaton over an alphabet ∆ is a tuple A = ∆, Q, ρ, q 0 , F, d where ∆, Q, ρ, q 0 , F is an NFA and d : ρ → {0, 1} is a distance function, which can be extended to a function on words as follows. The distance function d(π) of a path π is the sum of the distances of all edges in π. The distance µ(w) of a word w ∈ L(A) is the minimum of d(π) for all paths π accepting w.
A distance automaton A is called limited if there exists a constant U such that µ(w) < U for all words w ∈ L(A).
In our check for (1), we build a distance automaton which is limited iff a finite F with ϕ(F ) = ϕ(M ′ ) exists. Then, we rely on the PSpace-decidability [18] of the limitedness of distance automata to check whether F exists or not.
Distance-automaton Construction. Here, we exploit the assumption that M ′ is a union-free language over ∆: Given the regular expression defining M ′ , we construct the distance automaton A M ′ following the form of this regular expression: -δ ∈ ∆: We construct the finite automaton A δ with L(A δ ) = ϕ(δ). We extend A δ to a distance automaton by labeling each transition in A δi with 0. -e · f : Given the distance automata A e = (Q e , Σ, ρ e , q 0,e , F e , d e ) and
we connect each final state of A e to the initial state of A f and assign the distance 0 to these connecting transitions. -e ⋆ : We construct the distance automaton A e = (Q e , Σ, ρ e , q 0,e , F e , d e ). Then, A e ⋆ = (Q e , Σ, ρ e ∪ ρ, q 0,e , F e ∪ {q 0,e }, d e ⋆ ), where ρ = {(q, ε, q 0,e ) | q ∈ F e } and d e ⋆ = d e ∪ {((q, ε, p), 1) | (q, ε, p) ∈ ρ}, i.e., we connect each final state of A e to the initial states of A e and assign the corresponding transitions the distance 1.
If the resulting distance automaton A M ′ is limited, then there exists a finite subset
. This implies that (1) holds. 
B.3 Proofs
Proof (of Theorem 22). PSpace-Membership. We exploit for the PSpacemembership of all three considered problems the same observations: (1) Given Kleene star free languages K, we can enumerate in PSpace all words w ∈ K, and (2) we can check whether L(R) = L(ϕ(w)) holds, in PSpace [19] .
Thus, to check membership of R in (K, ϕ), we enumerate all w ∈ K and check whether L(R) = L(ϕ(w)) holds for some w -if so, R ∈ R is true. For checking the inclusion R ′ ⊆ R, we enumerate all w ′ ∈ K ′ and search in a nested loop for a w ∈ K with L(ϕ(w)) = L(ϕ(w ′ )). If such a w exists for all w ′ , we have established (K ′ , ϕ ′ ) ⊆ (K, ϕ). We obtain PSpace-membership for equivalence (K ′ , ϕ ′ ) = (K, ϕ) by checking both, (K ′ , ϕ ′ ) ⊆ (K, ϕ) and (K, ϕ) ⊆ (K ′ , ϕ ′ ). Hardness. For hardness we reduce the PSpace-complete problem whether a given regular expression X ⊆ Σ ⋆ is equivalent to Σ ⋆ [19] to all three considered problems: Given an arbitrary regular expressions X, we set K = {a}, ϕ(a) = X, K ′ = {b}, ϕ ′ (b) = Σ ⋆ , and R = Σ ⋆ . This gives us 
