Abstract -Advances in robot technology and artificial intelligence have increased the range of robot applications as well as the iniporrance of supporting human interaction with robots and robot teums. Previous work by the authors has highlighted the iniporrance of creating neglect tolerant autonomy and efficient interfaces. In this pape,: lessons leamed from evaluating neglect tolerance and interface efliriency are compiled into a set ofprinciples for efficient interaction. Emphasis is placed on designing efficient interfaces, but many of the principles require airtonomy levels that support the principles Each principle is illustrated by an example and niotivated by citing relevant factor.7 from cognitive information processing.
Introduction
Improving robot technology has increased the types of domains where robots can be useful to humans. Many of these domains require that humans interact with the robots to guide the mission, interpret sensor data, or coordinate multiple tasks. In this paper, we restrict attention to circumstances where the robot is remote from the human.
Ideally, the presence of the robot is transparent to the human; the human interacts directly with the world. The human probes the world through some control element and gathers information about the world through some information presentation element.
Unfortunately, a remote human cannot directly interact with the world but must, instead, interact with the world via a robot intermediaty. In such a situation, control commands are passed from human to robot, modulated by robot autonomy, and then implemented in the world. On the return path, information is not passed directly to the human, hut is instead obtained via a limited set of robot sensors where they are interpreted and, perhaps, used to modulate robot behavior.
In this context, there are two interaction loops: the human interacts with the robot via an interface, and the robot inter- Such limitations mean that human intent is transformed and restricted by the available technology. Every such transformation introduces a potential workload bottleneck or potential error condition. The principles that we develop are designed to counteract the effects of these bottlenecks.
Basis for Principles

Neglect Time
A very important metric in measuring the autonomy of a robot with respect to some task (and corresponding task effectiveness metric) is the robot's neglect tolerance. Neglect tolerance is a measure of how the robot's current task effectiveness declines over time when the robot is neglected by the user.
We have conducted a series of experiments that suggest that for a given robot, interface, and problem space there is a characteristic neglect curve such as that shown in Figure 1 . These experiments required human snbjects to perform secondary tasks that forced them to attend to something other than robot control for selected periods of time. Indeed, as attention is turned elsewhere, average robot performance declines.
These experiments allow us to evaluate the amount of time that a robot can be neglected before average performance drops below a given level of performance. This time is referred to as neglect time and is illustrated in Figure 1 .
Each autonomy mode bas a characteristic neglect time which varies as a function of world complexity.
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Interaction Time
In addition to neglect time, the interface between human and robot also constrains performance. Interfaces that efficiently allow a human to control the robot and manipulate the world are desirable.
Experiments were conducted where subjects were required to perform secondary tasks. When attention is turned from the secondary task back to the robot task after a selected period of time, performance begins to increase. The amount of time required before performance rises from threshold to peak performance is referred to as interaction time. This concept is illustrated in Figure 2 when performance starts at a minimum. Interaction time includes the time required to switch attention from a secondary task to the primary task, time required to establish context, time to plan, and time to communicate the plan to the robot. Interfaces that produce small interaction times are preferred to interfaces that produce large interaction times.
Robot Attention Demand
A key metric of system performance pivots on the question, "How much time does a robot demand?" As shown in Figure 3 , interaction time (IT) and neglect time (NT) determine the answer to this question. In a task with consis-I emphasis should be placed to maximize interaction effectiveness.
FreeTime
We now turn attention to evaluating what RAD can tell us about designing systems that support effective interaction.
The first metric of an efficacy is free time. Free time is a measure of how much time is left over for other tasks and is given by FT = 1 -RAD = &&. This is a fairly intuitive result; if we want a human to have as much free time as possible, then the robot should be as autonomous as possible. This is, however, only a minimum requirement for effective interaction (one that, for example, is necessary for dealing with communication latency). Because we want people to be able to perform multiple tasks during their free time, free time alone is insufficient to characterize efficient interaction.
FanOut
Suppose, for the moment, that the free time available to a human will be used to manage a team of several homogeneous robots. Fan out is a measure of how many such robots can be effectively controlled by a human. Fan out depends on RAD and is bounded above by FO 5 &j = v.
This bound occurs because attention is not the only resource T m I consumed in a multi-robot environment. Of particular importance to multi-tasking is the role of working memory, since each task requires a corresponding mental model and some portion of short-term memory. Since working memory bas limited capacity, a large number of tasks may saturate working memory and increase the amount of time required to obtain situation awareness.
Fan out can be maximized by minimizing IT. This conclusion is supported by plotting fan-out as a function of IT and NT. Such a plot is shown in Figure 5 . From the plot, we see that if NT is sufficiently high, IT becomes the critical factor in determining how many robots can be controlled.
This result simply means that if we want to be able to control a lot of robots with our available free time, then we should work on minimizing the amount of time spent with each robot. This can be extended to heterogeneous robots and general multi-tasking domains.
Making Interactions Efficient
In this section, we present seven principles for making interaction efficient. We also briefly state how these principles are compatible with the role of working memory in generating behavior. The principles are:
1. implicitly switch interfaces and autonomy modes, 2. let the robot use natural human cues, 3. manipulate the world instead of the robot, 4. manipulate the relationship between the robot and 5 . let people manipulate presented information, 6 . externalize memory, and 7. help people manage attention.
world, We will discuss and illustrate each principle in turn
Implicitly Switch Modes
Figure 6: The control element and the region of the interface being manipulated implicitly determine the interaction.
It is often desirable to change the way in which an operator controls a robot and receives information from the robot.
Such changes are sometimes mandated by the environment and sometimes made at the discretion of the human; which autonomy mode and interface elements are selected depends on the context established by the environment, communications channel, operator, etc. For example, when precise control is needed and a quality communication link is available, a user may switch from scripted control to pure teleoperation.
Such switches are necessary, but they should not place an undo burden on the operator. If the user wants to switch to teleoperatiun, than grabbing the joystick is sufficient evidence of the user's intent; the robot and interface should automatically adapt. Cognitive effort and attention should not be required. If the user wants to switch to waypoint planning, then dropping landmarks in a planview map is sufficient evidence of intent; the robot and interface should automatically adapt. This is illustrated in Figure 6 which shows a typical user workstation and interface. The input device selected by the user (mouse, joystick or keyboard, for the situation displayed) and the pottion of the interface affected (planview, perspective view) determine the robot's autonomy mode. For example, if the user has been using the mouse to give waypoints in a plan view, but the user grabs the joystick, the robot should automatically switch to teleoperation mode. As a side note, if the robot and interface switch modes based on a response to an implicit user command, the interface should confirm the change to help avoid mode confusion.
In terms of cognitive information processing, the user should not need a mental model that tells them the steps required to switch interaction modes; knowing how to act in each mode should be sufficient knowledge. The sketch-based interface could support both natural mapping and iconic representation of regions-ofinteresdrisk. Since people frequently use sketches to give directions (including landmarks), it is possible that such an interface would employ previously existing mental mod-
Use Natural Cues
els [12].
In terms of cognitive information processing, "naturalness" means that well-calibrated mental models are available, well-known sensory stimuli receive attention, and wellpracticed use of short term memory is employed. Thus, naturalness is compatible with effective interaction hecause it invokes well-practiced response generation. The purpose of interacting with a remote robot is to accomplish some task in the world. Insofar as possible therefore, robot AI and interfaces should be designed so as to allow the task to be done, rather than drawing attention to the robot and the interface per se. Some possible ways to accomplish this are illustrated in Figure 8 . On the right side of the figure, the user is presented with a first-person perspective of what the robot's camera sees. If the user's goal is to gather information about the world, then it is natural to directly manipulate the image.
Directly Manipulate the World
The user can touch a point in the image that it wants information about: the interface interprets this action as a command and the robot drives to the spot (via closed-loop feedback from the interface). On the left side of the figure, a user is presented a plan-view perspective of the robot's situation (obtained, for example, via a UAV). If the user's goal is to gather information about a certain region of the world, then it is natural for the user to touch that region and have the robot autonomously go to the location.
In terms of cognitive information processing, interacting with the world requires a mental model, and interacting with the robot requires a separate mental model. If the robot is transparent to the user, than only one mental model is required. This entails that working memory is less likely to be overtaxed with extra data in short-term memory and extra mental models. Thus, transparency is a desired element of efficient interaction. It is sometimes difficult to develop interfaces and autonomy that directly supports world manipulation. Under these circumstances, human attention may need to be drawn to the robot. When attention needs to be drawn to the robot, it is most helpful if this attention remains focused on elements of the world and the task. More precisely, information regarding the status of robot in relation to a goal state or information that relates robot pose to world coordinates is useful. This is illustrated in Figure 9 which shows a prototype interface developed for operating the BYU UAV via a personal digital assistant (PDA) (see hnp://www.ee.byu.eddedroboticsJfacilis).
Manipulate Robot-World Relationship
On the PDA, information about the UAV's altitude, pitch, and direction is presented. The display of this information follows conventional cockpit displays and includes some very useful information about the relationship between the UAV and the world. Unfortunately, the prototype interface requires that the user directly specify commands such as roll, pitch, etc. This requires that the user evaluate how these commands translate into resulting consequences in the real world for the task assigned. This means that a mental model which performs such a translation must be resident in working memory: since working memory is limited, this implies that fewer secondary tasks can be accomplished (e.g., fan-out is reduced).
Suppose instead that the user be allowed to grab the UAV's wingtip and pull it down or push it up to induce a bank. This could be displayed on the interface directly as a banking airplane in relation to the ground. Similarly, altitude could be selected by dragging the center of the airplane up or down. Provided that the UAV autonomy supports this level of command, the user burden is eased. This process of allowing the user to manipulate the relationship between the world and the robot rather than just manipulate the robot can be continued. Suppose that rather than requiring the user to specify a bank angle, the user simply dragged the nose of a UAV icon in the compass to a desired direction or location; the interface and UAV would coordinate to orient the UAV in the desired direction.
In terms of cognitive information processing, the relationship between robot and world must be known before a human can plan what the robot should do. Directly presenting information about this relationship allows the human to use only the mental model that generates behavior, rather than using not only this mental model hut also the mental model that translates sensor data into such a representation. Furthermore, since the translation of data into a representation imposes a burden on short-term memory, removing this translation frees up short term memory resources. One primary purpose of an interface is to present information, primarily about the world, the relationship between the world and the robot, and about the robot. Consider the conventional interface illustrated in Figure 10 . In this interface, information is presented about laser range finder and sonar ranges (upper left and right, respectively), global position and orientation (middle topological map and compass), and camera. This display could be augmented with robot status information, teaming information, etc.
Information is Meant to be Manipulated
When such information is displayed to a user, the purpose of the information is to support decision-making by the user. At perhaps the most fundamental level, this information is used to determine environment affordances (e.g., a "foo" or a path) and dis-affordances (e.g., obstacles or risky zones).
When affordances are presented to users, these (dis-) affordances invite interaction. For example, if an obstacle is presented then the user may wish to guide the robot around it. If an opening in a hallway is presented, then the user may wish to guide the robot toward it.
The interface should support interaction with the information presented. For example, the laser range finder, camera, sonar, and global map all present a perspective on turning left. The prototype interface allowed turns to be specified only through a joystick; or by clicking a mouse in either the camera view or the global view. This prototype did not support turning left between obstacles by allowing the user to click in the laser range finder or sonar.
In general, if information is presented to a user, the user should be able to manipulate this information directly and thereby guide the robot or make progress on a task. In terms of the cognitive information processing model, if information can be manipulated directly, there is no need for a mental model that translates this information into an action that will occur in a different modality. One of the difficulties with teleoperating a robot via a camera perspective is that the user cannot see where the "robot's shoulder are.? A common occurrence in human machine interaction is when the user projects herself of himself into the machine so that the machine is an extension of the user. This greatly simplifies the task of keeping the correct mental models resident in working memory, but is limited if the sense of proprioception is missing. Without this sense, the user must either (a) maintain all relevant information in shortterm memory and then integrate this information into a mental representation, or (b) consult other sensors and integrate all sensors into a consistent whole. Both are hard to do and both place burdens on short-term memory. This can make the task of guiding a robot all-encompassing. In fact, this may be one reason why a single user cannot both guide a robot through a disaster area and find victims [2].
Externalize Memory
One way to simplify the cognitive load associated with navigation (and thereby support multi-tasking) is to externalize memory. A notional display that externalizes memory and integrates sensors is presented in Figure 11 . In the figure, information about past sensor readings is included as an obstacle density field in the same field of view as the camera. (Additionally, the relationship between obstacles in the world and the robot is presented, thus satisfying the previous principle.) The user need not remember where all obstacles occurred once they are out of the camera's field of view, and the user need not integrate range information with the camera data. Attention appears to be a major bottleneck in cognitive information processing. Even if sufficient information is presented to a user, if their attention is not on this information than incorrect decisions can be made. Thus, it is important for a user to properly manage attention. -A well designed interface and robot autonomy level should support proper attention management. For example, if a user is not attending to a relevant sensor and keeps mnning into an obstacle, the interface could highlight the information. Also, if one robot in a team needs attention, it could change colors, flash, or pop to the front of the attention queue [lo] .
Support Attention Management
In addition to these obvious attentional support devices, it is also important to help schedule anention. Since neglect time is stochastic, a user should schedule attention for the worst case scenario. To facilitate a service schedule based on the average case, an interface and robot autonomy mode . that supports an UNDO would be beneficial. 'Furthermore, such assistance would help users properly calibrate trust and thereby avoid misuse and abuse 161.
Summary and Future Work
We have reviewed the notions of neglect time and interaction time, and used these notions to motivate the importance of minimizing interaction time in a multi-tasking context. We then stated seven principles that make interactions more efficient, illustrated these seven principles with an example, and discussed why these principles are justified from an information-processing perspective.
Although it is a lot of fun to speculate on principles of efficient interaction, it is important to validate these principles in future work. The principles that we have chosen to present have arisen partly through trends uncovered through our experiments, and partly through experience in trying to design efficient interfaces. A suite of algorithms is being developed and a series of secondary task experiments is being conducted to validate these principles.
