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Abstract
In this thesis, we will study the concept of k-edge connected and k-connected reliabil-
ity. There, vertices are modelled as fail-safe and edges fail stochastically independent.
For a fixed k, the network is then considered operational when each pair of vertices
has k edge disjoint or internally disjoint paths, respectively, connecting them in the
surviving subnetwork. Thus, the property of being operating covers the connectivity
of the surviving graph together with some minimum bandwidth. We study essential
and irrelevant edges for those reliability measures. Further, we study a splitting ap-
proach to transform the reliability of the graph into the probability that subgraphs
have a certain connectivity. We also extend an approximation algorithm of Karger
from the All-Terminal Unreliability to k-edge connected Unreliability and study the k-
edge connected Reliability for some special graph classes, namely graphs with restricted
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The concept of network reliability gained importance starting in the 1960’s when more
complicated communication networks arised. Various ways to model the operability
of the network were introduced, see for example [FH65; Fra67; FF70; MR70; Ona68;
RT89; Rue86; Rus88; Abr79; AGM73; AMG75; Agg85; Bea78; Ben75; Arn78; Ave85;
But82; CH84; DJ72; Ebr84; GG77; HK83; Kya98; QY92; SS91; TB84; Jan85; CL89;
Eva76; Wal87; Wil72; ZK94; CG88]. However, complete state enumeration was the
only practical approach to calculate the reliability. Therefore, the models became
more abstract and considered the existence of paths with certain properties instead of
listing component combinations which ensured the operability of the network, see for
instance [ACB82b; ACB82a; AN80; CL96; FB87; JG88; JLY93; LL90; LJY95; Lin01;
MP82]. The All-terminal-reliability, a model where vertices are fail-safe and edges fail
stochastically independent and where the network is considered operational when the
surviving network is connected, became a standard model of reliability ([Col91]). This
gave access to techniques of path- and cut-enumerations to calculate the reliability –
for example those described in [YBH15; SR05; SR91; She95; Loc78; LL90; KY99].
While this accelerated the calculation of the reliability measures, the calculation was
still of exponential nature. In [Val79] it then was proven, that – unless P = NP holds
– all algorithms to calculate the All-terminal-reliability for arbitrary graphs will have
a run time which scales exponentially with the number of components. Shortly after,
this result was extended to other reliability measures [PB83; Bal86; BW04].
Thus, different approaches were studied:
1. How can we reduce the number of components without changing the reliability?
([CL96; LLP04; WZ97; Abr79; BA16])
2. How can we iterate over the exponentially many cases more efficiently? ([BS87;
HR87; LP01; PP89; Ros77; SR91])
3. How can we bound or approximate the network reliability? ([Ass86; But82; CH84;
HS14; Kar99; Ona68; NI92; BC86; CH88])
4. Which special networks/graphs allow for a more efficient calculation? ([Wol02;
AP89; Gil59; LMC00])
5. In which different contexts can we approach the concept of network reliability?
([HUB15; FM73; GH10; HS13; Kar99; Li+15; Maz92; Pro74])
In this thesis, we will study the concept of k-edge connected and k-connected reliability.
There, vertices are still modelled as fail-safe and edges fail stochastically independent.
For a fixed k, the network is then considered as operational when each pair of vertices
has k edge disjoint or internally disjoint paths, respectively, connecting them in the
surviving subnetwork. Thus, the property of being operating now not only covers the
connectivity of all components but also in a sense a bandwidth in the surviving network.
2 1 Introduction
While this reliabilty was already mentioned as possible generalization in several other
works (see [Kar99; Lan15; Rei15; LMC00]), this is - to the authors knowledge - the
first extensive study of the two sets of reliability measures.
In Chapter 2 we will study monotone binary systems as a generalized framework where
k-edge connected and k-connected reliability arise as special cases. In Chapter 3 and
4 we will cover the necessary basics of graphs as well as k-connectivity and k-edge
connectivity. Chapter 5 will then present our work on essential and irrelevant edges for
k-connectivity and k-edge connectivity. There, we were able to show, that a graph has
exactly 0, exactly k or at least 3/2k essential edges for k-edge connectivity. Further,
we could characterize the structure of the graph in case it has 3/2k up to 2k − 1
essential edges for k-edge connectivity as well as give necessary conditions in terms of
the edge- or vertex-connectivity of the graph for the existence of irrelevant edges for
k-edge connectivity and k-connectivity. In Chapter 6 we then introduce the notion of
a probabilistic graph to define the here-studied reliability measures.
We then follow the different approaches established for the All-Terminal reliability
and transfer them to the k-edge connected and k-connected reliability: In Chapter 7
we study how essential and irrelevant edges can be used to reduce the state-space. In
Chapter 8 we then employ a Divide-and-Conquer strategy to split the graph into smaller
subgraphs which are evaluated independent of each other, a concept first introduced in
[Ros77]. The reliability of the whole graphs is then obtained by combining the results
for the different subgraphs. We introduce superstates which combine the probabilities
of several states of the subgraphs which will result in the same connectivity when
we then combine the subgraphs. For two-edge connectivity, this was already done
in [LMC00] and [Rei15]. We show, that the set of superstates constructed there is
minimal and study the structure of this set when we empose an ordering based on the
connectivity. Further, we give a set of superstates for all k for k-edge connectivity and
k-connectivity. While those sets are in general not minimal, we could show that they
are at least finite for 3-edge connectivity and 2-connectivity and give an algorithm to
construct all of the superstates in those cases.
In Chapter 9, we use – and improve – the work of Karger [Kar99] and Harris and
Srinivasan [HS14] to construct an algorithm which approximates the k-edge connected
unreliability with relative error ε with high probability for any ε > 0.
In Chapter 10 we study special graphs which allow a more efficient calculation of the
reliability. We use our Divide-and-Conquer Strategy from Chapter 8, to give a linear
time algorithm to calculate the 2-edge connected reliability, 3-edge connected reliability
and 2-connected reliability for graphs where the treewidth of the graph is bounded
by some constant. We further use Courcelle’s Theorem to show that this Divide-
and-Conquer strategy can be employed for every k to calculate the k-edge connected
reliability and k-connected reliability by a linear time algorithm. For this however,
the description of a finite set of superstates – whose existence is proven – is necessary.
Further, we highlight a connection of the reliability of G and G− e for edge-transitive
graphs and give a recursive formula to calculate the 2-edge connected reliability and
2-connected reliability of the complete graph.
3
2 Monotone Systems
All reliability measures considered later can be described by functions where an output
(state of system) is generated depending on the arguments (state of system compo-
nents). For this reason, we will devote this chapter to monotone and coharent systems
and general rules holding for all reliability measures. All results presented here are com-
mon knowledge and can be found in most books which deal with monotone systems,
for example [Nat10] or [BT12].
2.1 Monotone Binary Systems
Consider a system consisting of several components. It can be described via a block





Fig. 2.1: Block diagram of a system consisting of four components arranged in two pairs
or described mathematically more precisely by a structure function φ:




1 , if component i is operating
0 , if component i is failing
.
The value of the structure function is defined analogously for the system state.
Definition 2.1 (Structure function).
The structure function φ of a binary system consisting of n components is a mapping
φ : {0, 1}n → {0, 1}. We denote n as the order of the system. We denote an input
x = (x1, . . . , xn) of the structure function as state of the system.
Definition 2.2.
A component is called irrelevant, if
φ(x1, . . . , xi−1, 0, xi+1, . . . , xn) = φ(x1, . . . , xi−1, 1, xi+1, . . . , xn)
for every (x1, . . . , xi−1, xi+1, . . . , xn) ∈ {0, 1}n−1. Otherwise, the component is called
relevant.
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Remark 2.3. Whenever we can identify an irrelevant component, we can remove it from
our system and consider the new structure function
ϕ(x1, . . . , xi−1, xi+1, . . . , xn) := φ(x1, . . . , xi−1, 0, xi+1, . . . , xn)
to simplify the considered system.
Definition 2.4.
A system is called monotone, if φ(x) ≥ φ(y) for all x, y ∈ {0, 1}n with x ≥ y holds.
Definition 2.5.
A system is called coharent, if it is monotone and all its components are relevant.
Proposition 2.6. For every coharent system holds φ(0, . . . , 0) = 0 and φ(1, . . . , 1) = 1.
Remark 2.7. In this thesis, all considered reliability measures are monotone for all
systems but not necessarily coharent.
Definition 2.8.
A monotone system is trivial, if φ(0, . . . , 0) = 1 or φ(1, . . . , 1) = 0. Otherwise, it is
non-trivial.
Proposition 2.9. In a trivial monotone system all components are irrelevant.
Definition 2.10.
Let S be a monotone system with structure function φ and n components.
a) P ⊆ {1, . . . , n} is called a pathset, if φ(xp) = 1 with xp = (x1, . . . , xn) where
xi =
{
1 , if i ∈ P
0 , otherwise.
A pathset P is called minimal, if no proper subset of P is a pathset.
b) C ⊆ {1, . . . , n} is called a cutset, if φ(xc) = 0 with xc = (x1, . . . , xn) where
xi =
{
0 , if i ∈ C
1 , otherwise.
A cutset C is called minimal, if no proper subset of C is a cutset.
Remark 2.11. A pathset is a set of components, such that whenever all components
of the pathset are operating, the system is operating, independent of the state of the
other components. A cutset is a set of components, such that whenever all components
of the cutset fail, the system fails, independent of the state of the other components.
Proposition 2.12. The set of pathsets and the set of cutsets both form an upper semi-
lattice under set-inclusion due to the monotone property of the system. The minimal
elements in this semi-lattice are the minimal pathsets and minimal cutsets, respectively.
Lemma 2.13. Let I ⊆ {1, . . . , n} be a set of components and Ī = {1, . . . , n} \ I its
complement. Then
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a) I is a pathset if and only if Ī is not a cutset.
b) I is not a pathset, if and only if Ī is a cutset.




1 , if i ∈ I
0 , if i 6∈ I
and xci =
{
1 , if i 6∈ Ī
0 , if i ∈ Ī
.
Since i ∈ I ⇔ i 6∈ Ī by definition of Ī, we get xp = xc.
a) Assume I is a pathset. Then φ(xc) = φ(xc) = 1. Since φ(xc) 6= 0, Ī is not a cutset.
b) Assume I is not a pathset. Then φ(xc) = φ(xp) 6= 1, hence φ(xc) = 0. Therefore Ī
is a cutset.
Lemma 2.14. Let P1, . . . , Pk be the minimal pathsets and C1, . . . , Cr be the minimal
cutsets of a given non-trivial monotone system. Then the structure function has the
following representations:






















Proof. First, we will proof











by validating the equality for all values of φ, that is φ = 1 and φ = 0.
Assume the structure function for the state x = (x1, . . . , xn) is one. This implies that
the set of operating components in x is a pathset. By the semi-lattice property, this
set either is minimal or contains a minimal pathset as subset. Denote this minimal
pathset as Pa. Since Pa is a subset of the operating components in x, it holds xi = 1
for all i ∈ Pa. Then
∏
i∈Pa









= 0 and the right-hand
side of the equation results in one. Similarly, min
i∈Pa





Now conversely assume the structure function of the state x is zero. This implies that
the set of operating components in x is not a pathset. Since the set of pathsets forms
an upper semi-lattice, no subset of the operating components in x forms a pathset.
Thus, for each pathset Pj, there exists a component i ∈ Pj, such that xi = 0. Hence∏
i∈Pj xi = mini∈Pj xi = 0 for all 1 ≤ j ≤ k and the right-hand side of the equation is
zero.
For the proof of the equation
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consider the set of failed components of x, I and its complement Ī. By using Lemma
2.13 we can use the same argumentation depending on whether Ī is a pathset or not
and the result follows analogously.
Definition 2.15.
A series system is a system, which is operating if and only if all of its components are
operating.
A parallel system is a system, which fails if and only if all of its components fail.











(1− xi) = max
1≤i≤n
xi.
Hence, due to Lemma 2.14 every non-trivial monotone system can be considered as
series (parallel) system of parallel (series) systems. Among the latter parallel (series)
systems, components may appear multiple times.
Remark 2.17. Let φ be the structure function of a non-trivial monotone system. Then,
the series and parallel systems of same order form lower and upper bounds for φ, i.e.
min
1≤i≤n
xi ≤ φ(x1, . . . , xn) ≤ max
1≤i≤n
xi
for all x1, . . . , xn ∈ {0, 1}.
Let X1, . . . , Xn be random variables with P (Xi = 1) = pi and P (Xi = 0) = 1 − pi,
e.g. Xi ∼ B(1, pi) for pi ∈ [0, 1], i ∈ {1, . . . , n}. The random variable Xi describes the
state of the component i at a fixed time.
Definition 2.18.
The hazard function of a binary system is defined as
h(p1, . . . , pn) = P (φ(X1, . . . , Xn) = 1) = E[φ(X1, . . . , Xn)].
Remark 2.19. While in the context of monotone systems the term hazard function
seems to be the common notion, we will use the term reliability instead – which is the
equivalent notion in a graph theoretic context.
Remark 2.20. In most applications we will assume that the failure of the components
and hence the assigned random variables are stochastically independent. Hence, all
considered random variables will be assumed to be stochastically independent unless
stated otherwise.
Lemma 2.21. For any component i ∈ {1, . . . , n} it holds:
h(p1, . . . , pn) = pi·h(p1, . . . , pi−1, 1, pi+1, . . . , pn)+(1−pi)·h(p1, . . . , pi−1, 0, pi+1, . . . , pn).
2.1 Monotone Binary Systems 7
Proof. By the law of total probability, it holds
h(p1, . . . , pn) =P (φ(X1, . . . , Xn) = 1)
=P (Xi = 1) · P (φ(X1, . . . , Xn) = 1|Xi = 1)
+ P (Xi = 0) · P (φ(X1, . . . , Xn) = 1|Xi = 0)
=pi · h(p1, . . . , pi−1, 1, pi+1, . . . , pn)
+ (1− pi) · h(p1, . . . , pi−1, 0, pi+1, . . . , pn).
Definition 2.22.
Let i ∈ {1, . . . , n} be a component in a MBS and let φ′ be the structure function derived
from φ for Xi = 0 and let h
′ be the corresponding reliability.
The component i is irrelevant for the reliability, if
h(p1, . . . , pn) = h
′(p1, . . . , pi−1, pi+1, . . . , pn)
holds.
The component i is essential for the reliability, if h′(p1, . . . , pi−1, pi+1, . . . , pn) = 0 holds.
Lemma 2.23. Let i be an irrelevant component. Then, i is irrelevant for the reliability.
Proof. Since i is irrelevant,
φ(X1, . . . , Xi−1, 0, Xi+1, . . . , Xn) = φ(X1, . . . , Xi−1, 1, Xi+1, . . . , Xn)
holds for all (X1, . . . , Xi−1, Xi+1, . . . , Xn) ∈ {0, 1}n−1. We immediately obtain
h(p1, . . . , pn) =P (φ(X1, . . . , Xn) = 1)
=P (Xi = 1) · P (φ(X1, . . . , Xn) = 1|Xi = 1)
+ P (Xi = 0) · P (φ(X1, . . . , Xn) = 1|Xi = 0)
=(P (Xi = 1) + P (Xi = 0)) · P (φ′(X1, . . . , Xi−1, Xi+1, . . . Xn) = 1)
=h′(p1, . . . , pi−1, pi+1, . . . , pn)
Lemma 2.24. Let 0 < pj < 1 for 1 ≤ j ≤ n and let i be a component which is irrelevant
for the reliability. Then the component i is irrelevant for the structure function.
Proof. Assume for the sake of contradiction, that the component i is not irrelevant, i.e.
there exists a state Y = (Y1, . . . , Yi−1, Yi+1, . . . , Yn) such that
φ(Y1, . . . , Yi−1, 1, Yi+1, . . . , Yn) = 1
and
φ(Y1, . . . , Yi−1, 0, Yi+1, . . . , Yn) = 0.
Since 0 < pj < 1 for all j, this state has a positive probability P (Y ) to occur. This
means however, that
P (φ(X1, . . . , Xn) = 1|Xi = 1) ≥ P (φ(X1, . . . , Xn) = 1|Xi = 0) + P (Y )
> P (φ(X1, . . . , Xn) = 1|Xi = 0)
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holds. Using the decomposition formula, we obtain
h(p1, . . . , pn) =P (φ(X1, . . . , Xn) = 1)
=P (Xi = 1) · P (φ(X1, . . . , Xn) = 1|Xi = 1)
+ P (Xi = 0) · P (φ(X1, . . . , Xn) = 1|Xi = 0)
>(P (Xi = 1) + P (Xi = 0)) · P (φ(X1, . . . , Xn) = 1|Xi = 0)
=h′(p1, . . . , pi−1, pi+1, . . . , pn),
which is a contradiction to i being a component which is irrelevant for the reliability.
Lemma 2.25. Let i be a component which is essential, then i is essential for the
reliability.
Proof. Similar to the irrelevant case.
Lemma 2.26. Let 0 < pj < 1 for all 1 ≤ j ≤ n and let i be a component which is
essential for the reliability. Then i is essential for the structure function.
Proof. Similar to the irrelevant case.
Remark 2.27. The property of being essential/irrelevant for the reliability is thus the
property of being essential/irrelevant for the structure function if we restrict the domain
of the structure function to states with positive probability.
Theorem 2.28. Let C1, . . . , Cr denote the cutsets and P1, . . . , Pk denote the pathsets of
a given monotone binary system. Then the reliability has the following representations:


















Proof. Consider an index set I ⊆ {1, . . . , n} and the state
xI =
{
1 , if i ∈ I
0 , otherwise.
This state is unique for every index set, i.e. xI = xI′ ⇔ I = I ′ for all I, I ′ ∈ {1, . . . , n}
and the according states xI and xI′ . The probability for this state is







since all components operate stochastically independent. If I is a pathset, then φ(xI) =
1. If I is not a pathset, then by Lemma 2.13 it holds φ(xI) = 0, since xI is the state
of the definition of the cutset Ī = {1, . . . , n} \ I.
It follows
h(p1, . . . , pn) =P (φ(X1, . . . , Xn) = 1) =P ((X1, . . . , Xn) = xI ∧ I is pathset)













which corresponds to the first equation of the theorem. The second equation follows
as
h(p1, . . . , pn) =1− P (φ(X1, . . . , Xn) = 0)























by the correspondance between I and Ī.
Theorem 2.29. The reliability of a monotone system is increasing in each pi,
i ∈ {1, . . . , n}. Further for non-trivial monotone systems it holds, h(0, . . . , 0) = 0 and
h(1, . . . , 1) = 1.
Proof. For all i ∈ {1, . . . , n} holds that if pi = 0 or pi = 1, then Xi becomes a constant.
Hence, since the monotone system is non-trivial, it holds
h(0, . . . , 0) = P (φ(0, . . . , 0) = 1) = 0 and
h(1, . . . , 1) = P (φ(1, . . . , 1) = 1) = 1.
Since the system is monotone, φ(x1, . . . , xi−1, 0, xi+1, . . . , xn) = 1 implies
φ(x1, . . . , xi−1, 1, xi+1, . . . , xn) = 1 for all (x1, . . . , xi−1, xi+1, . . . , xn) ∈ {0, 1}n−1. Hence
P (φ(X1, . . . , Xn) = 1|Xi = 1) ≥ P (φ(X1, . . . , Xn) = 1|Xi = 0).
By Lemma 2.21 it holds
h(p1, . . . , pn)
=pi · h(p1, . . . , pi−1, 1, pi+1, . . . , pn) + (1− pi) · h(p1, . . . , pi−1, 0, pi+1, . . . , pn)
=pi · P (φ(X1, . . . , Xn) = 1|Xi = 1) + (1− pi) · P (φ(X1, . . . , Xn) = 1|Xi = 0).
Hence pi > p
′
i implies
h(p1, . . . , pi−1, pi, pi+1, . . . , pn)
=pi · P (φ(X1, . . . , Xn) = 1|Xi = 1) + (1− pi) · P (φ(X1, . . . , Xn) = 1|Xi = 0)
≥p′i · P (φ(X1, . . . , Xn) = 1|Xi = 1) + (1− p′i) · P (φ(X1, . . . , Xn) = 1|Xi = 0)
=h(p1, . . . , pi−1, p
′
i, pi+1, . . . , , pn)
for all i ∈ {1, . . . , n}, (p1, . . . , pi−1, pi+1, . . . , pn) ∈ [0, 1]n−1.
If additional the Xi are identically distributed, i.e. all components have the same
probability p to be operating, the reliability is a polynomial in p.
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Definition 2.30.
If X1, . . . , Xn are iid with Xi ∼ B(1, p), p ∈ [0, 1], then
h(p) = P (φ(X1, . . . , Xn) = 1) = E[φ(X1, . . . , Xn)]
is called reliability polynomial.
Corollary 2.31. The reliability polynomial of a non-trivial monotone system is a
strictly increasing function on [0, 1] with h(0) = 0 and h(1) = 1.
2.2 Monotone Multistate Systems
Often, considered systems and components have different levels of operating efficiency,
rather than the two states ”operating” and ”failing”. Therefore, in this section we will
extend our model to monotone multistate systems and extend the definitions of the
previous section to accommodate the multistate character.
Definition 2.32.
The structure function φ of a multistate system with n components is a mapping
φ : D1 × . . .×Dn → {0, 1, . . . , k}
where Di ⊆ {0, 1, . . . k} is the set of possibles states of component i, i ∈ {1, . . . , n}.
We denote n as the order of the system and k+ 1 is the number of levels of the system.
We denote an input x = (x1, . . . , xn) of the structure function as state of the system.
We will denote D = D1 × . . .×Dn as the domain of the system.
Definition 2.33.
A component is called irrelevant, if
φ(x1, . . . , xi−1, 0, xi+1, . . . , xn) = φ(x1, . . . , xi−1, k, xi+1, . . . , xn)
for every (x1, . . . , xi−1, xi+1, . . . , xn) ∈ D. Otherwise the component is called relevant.
A level s ≥ 1 of a component is called irrelevant, if
φ(x1, . . . , xi−1, s, xi+1, . . . , xn) = φ(x1, . . . , xi−1, s− 1, xi+1, . . . , xn)
for every (x1, . . . , xi−1, xi+1, . . . , xn) ∈ D1 × . . . ×Di−1 ×Di+1 × . . . ×Dn. Otherwise
the level is called relevant.
A system is called monotone, if φ(x) ≥ φ(y) for all x, y ∈ D with x ≥ y.
Remark 2.34. Whenever we can identify an irrelevant component, we can remove it
from our system and consider the new structure function ϕ like for binary systems.
Whenever we can identify an irrelevant level s of a component, we can reassign the
probability for level s to the level s−1 without changing the system reliability (defined
later in this section) and reduce the domain which needs to be considered.
Definition 2.35.
A system is called coharent, if it is monotone and all levels of all its components are
relevant.
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Remark 2.36. There exists an alternate definition for coharent multistate systems (see
[Jan85]), where a level is relevant, if
φ(x1, . . . , xi−1, s, xi+1, . . . , xn) 6= φ(x1, . . . , xi−1, s− 1, xi+1, . . . , xn)
for all (x1, . . . , xi−1, xi+1, . . . , xn) ∈ D1 ×D2 × . . .×Di−1 ×Di+1 × . . .×Dn. However,
since the reliability measures considered in this thesis are monotone for all systems but
not necessarily coharent (by neither of the two definitions), the definition of irrelevant
levels presented here seems more practical for the problems at hand.
Definition 2.37.
Let φ be the system function of a monotone system. The state x = (x1, . . . , xn) is
a) a d-upper state bound, if φ(x) ≥ d. The state x is a minimal d-upper state bound,
if additionally no state y, y < x, is a d-upper state bound.
b) a d-lower state bound, if φ(x) ≤ d. The state x is a minimal d-lower state bound, if
additionally no state y, y > x, is a d-lower state bound.
Remark 2.38. Whenever the state x is a minimal d-upper (lower) state bound, all states
y with y < x (y > x) are d− 1-lower (upper) state bounds.
Let X1, . . . , Xn be random variables with P (Xi = s) = pis, such that pis ≥ 0, for all
i ∈ {1, . . . , n}, s ∈ Di and
∑
s∈Di
pis = 1 for all i ∈ {1, . . . , n}. The random variable Xi
describes the state of the component i at a fixed time. Further let P = (Pab)n,k be the
matrix containing all probabilities as entries in the form
Pab =
{
pab , if b ∈ Da
0 , otherwise.
Definition 2.39.
The level-reliability hd to the level d is defined as




1 , if φ(X1, . . . , Xn) ≥ d
0 , otherwise
is an indicator variable.




i · P (φ(X1, . . . , Xn) = i) = Eφ(X1, . . . , Xn).
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Remark 2.41. The level-reliability hd describes the probability that the system is in an
operating state of level at least d, while the mean reliability havg describes the expected
mean of the operating level. If k equals one, they coincide. However, if k is greater
than one, the mean-reliability is only an appropriate measure if the operating level of
the system can be quantified in integer values while the level-reliability can be used to
describe any system where the levels of operability can be ordered linearly.
Considering the level-reliability for a given level d we could derive a new system function
ϕ with binary output as
ϕ(x1, . . . , xn) =
{
1 , if φ(x1, . . . , xn) ≥ d
0 , otherwise
and validate the relevance of the components and its levels for this new structure
function.
Remark 2.42. In the following sections the connectivity number κ and edge-connectivity
number λ of the surviving subgraph of our probabilistic graph can be considered as level
of the system. Following the line of thought presented in this section, it is sufficient to
consider the probability that κ (resp. λ) is at least some fixed value k. The expected
value of κ (resp. λ) will therefore not be considered as separate reliability measure.
Remark 2.43. The multistate property of the components can be considered as different
capacity levels of the edge. However, in the scope of this thesis we will only consider
edges with unit capacity. Higher capacities are only considered in the form of parallel
edges which fail stochastically independent – which gives a huge restriction to the
possible probability distributions of the component states.
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3 Graphs and Graph Operations
In this chapter we will give the basic notations which we will use for graphs. For
everything not explicitly defined here or in chapter 4, we refer to the terminology used
in [BM08].
Definition 3.1 (Undirected graph).
An undirected graph G = (V,E) is a 2-tuple consisting of a non-empty set V and a
multiset E consisting of 1- and 2-element subsets of V . We denote V as vertex set and
E as edgeset. We denote the elements of V and E as vertices and edges respectively.
If e = {v} ∈ E is an 1-element subset of V , we call it a loop. If E does not contain
loops and all elements of E are unique, we denote G as simple (undirected) graph.
Definition 3.2 (Adjacent and Incident).
Two vertices u, v ∈ V are adjacent, if there exists an edge e = {u, v} in E. We say,
the edge e is incident to u and v.
Definition 3.3 (Neighbourhood).
The closed neighbourhood of a vertex v, N [v], of an undirected graph is the set of
vertices adjacent to v joined with the vertex v.
N [v] = {w : ∃e = {w, v} ∈ E} ∪ {v}
The open neighbourhood of a vertex v, N(v), of an undirected graph is the closed neigh-
bourhood of v minus v itself.
N(v) = N [v] \ {v}
The closed neighbourhood of a vertex subset W ⊆ V , N [W ], of an undirected graph is
the union of the closed neighbourhoods of the vertices v ∈ W .




The open neighbourhood of a vertex subset W ⊆ V , N(W ), of an undirected graph is
the closed neighbourhood of W minus the vertices of W .
N(W ) = N [W ] \W
Remark 3.4. By Γ(v) we will denote the edge subset incident to v. Similarly Γ(W ) will
denote the edge subset with exactly one endvertex in W . Further, Γ(U,W ) will denote
the edgeset with one adjacent vertex in W and the other in U and δ(U,W ) = |Γ(U,W )|
will denote the number of edges joining U and W (and similarly for Γ(v) and Γ(W )).
We define the following operations for graphs :
G− e := (V,E \ {e}) is the graph resulting from G after deletion of the edge e.
14 3 Graphs and Graph Operations
G− v := (V \ {v}, E \ Γ(v)) is the resulting graph from G after deletion of the vertex
v and all edges incident to v.
G− F := (V,E \ F ) is the graph resulting from G after deleting all edges of F .
G−W := (V \W,E \
⋃
v∈W Γ(v)}) is the graph resulting from G after deletion of all
vertices of W ⊆ V and all edges incident to vertices of W .
G+ e := (V,E ∪ {e}) is the graph resulting from G after insertion of the edge e
(resulting multiple edges will be conserved).
G+ v := (V ∪ {v}, E) is the graph after insertion of a new vertex v.
G[W ] := G− (V \W ) is the induced subgraph of G.
G(F ) := (V, F ) = G− (E \ F ).
G/e is the resulting graph of G after contraction of the edge e ∈ E (identifying the
vertices adjacent to e and conserving multiple edges).
G ∪H := (V (G) ∪ V (H), E(G) ∪ E(H)) is the union of two graphs G and H.
Definition 3.5 (Path).
A trail between two vertices v1, vn ∈ V of a graph is an alternating sequence of vertices
and edges (v1, e1, v2, e2, . . . , vn−1, en−1, vn) such that ei = {vi, vi+1} ∈ E. A path is a
trail, where each vertex v ∈ V appears at most once. We will use the short notation
s, t-path for a path between the vertices s and t.
Two paths between v1 and vn are called internally disjoint, if they have no vertex in
common besides v1 and vn and no common edge.
Two paths are edge-disjoint, if they have no edge in common.
Remark 3.6. If we consider paths with common starting vertex v1 but different end
vertices vn1 , . . . , vnk we will call them internally disjoint, if they only have the starting
vertex v1 in common. If they differ in the starting vertex as well, we call them internally
disjoint, if they have no vertex in common.
Definition 3.7 (Connected vertices).
Two vertices u and v of a graph are said to be connected if there exists a path between
u and v.
Definition 3.8 (Connected graph).
A graph is called connected if all pairs of vertices u, v ∈ V are connected.
Definition 3.9 (Connected component).
A connected component of a graph is the induced subgraph G[W ] where W is an
inclusion-maximal vertex-subset W ⊆ V , such that all pairs of vertices in W are con-
nected.
Proposition 3.10. A graph has exactly one connected component if and only if it is
connected.
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Definition 3.11 (Separator and cut).
A separator of a graph G is a vertex subset W ⊆ V such that G−W is not connected.
A cut of a graph G is an edge subset F ⊆ E such that G− F is not connected.
A separator W (cut F ) is called minimal if no proper subset of W (F ) is a separator
(cut) of G.
A separator W is called an s, t-separator if there exists no s, t-path in G−W .
An edge subset F is called an s, t-cut if there exists no s, t-paths in G− F .
Definition 3.12 (Induced cut).
Let G = (V,E) be a graph and ∅ 6= S ⊂ V be a proper vertex subset. Then Γ(S) is the
induced cut of S and V \ S.
Remark 3.13. We will denote the induced cut of S and V \ S by (S, S̄) to simplify the
distinction between cuts and induced cuts.
Proposition 3.14. Let G = (V,E) be a graph and ∅ 6= S ⊂ V . The induced cut of S
and V \ S is an s, t-cut for every pair of vertices s, t with s ∈ S and t ∈ V \ S.
Proposition 3.15. Let G = (V,E) be a connected graph and ∅ 6= S ⊂ V . The induced
cut of S and V \ S is a minimal cut if and only if G[S] and G[V \ S] are connected.
Further, each minimal cut of G is the induced cut of some vertex set S.
Definition 3.16 (Laminar and crossing cut).
Let G = (V,E) be connected graph. Let ∅ 6= S, T ⊂ V be two proper vertex subsets of
G. The induced cuts (S, S̄) and (T, T̄ ) are crossing, if neither S ∩ T , S ∩ T̄ , S̄ ∩ T nor
S̄ ∩ T̄ are empty. Otherwise, the induced cuts (S, S̄) and (T, T̄ ) are laminar.
Definition 3.17 (Articulation and bridge).
An articulation is the element of a separator of cardinality one. A bridge is the element




4.1 Connectivity Number κ and Edge-Connectivity
Number λ
Definition 4.1 (Connectivity number).
For two non-adjacent vertices s, t, s 6= t of a graph G the local connectivity number is
κs,t(G) = min
W is s,t-separator
|W |. For two vertices s, t, s 6= t of a graph G the local edge-
connectivity number is λs,t(G) = min
F is s,t-cut
|F |. The (edge-)connectivity number is the







For the complete graph with n vertices, we define κ(Kn) = n− 1.
Theorem 4.2 (Menger [Men27]). For every pair of non-adjacent vertices s, t ∈ V ,
s 6= t the number of internally disjoint s, t-paths equals κs,t(G). For every pair of
vertices s, t ∈ V , s 6= t the number of edge-disjoint s, t-paths equals λs,t(G).
Proof. For the proof see [Men27]. Another elegant proof can be found in [Gör00].
Remark 4.3. Motivated by Menger’s theorem, we can define κs,t(G) for adjacent vertices
s and t as the number of internally disjoint paths between s and t. It is easy to see,
that – unless G is a complete graph – for every pair (s, t) of adjacent vertices there
exists a non-adjacent pair of vertices x, y, such that κx,y(G) ≤ κs,t(G). If G = Kn,
then κs,t(G) = n − 1 for all vertices s, t ∈ V , s 6= t. Hence, this extension of κs,t(G)
on adjacent vertices does not influence the value of κ(G). We can even say that a
vertex has an infinite local connectivity number to itself (the path consisting of only
one vertex is internally disjoint to itself by definition) and we only have to redefine
κ(K1) :=∞.
Definition 4.4 (Biconnected component).
A biconnected component of a graph G is the induced subgraph G[W ] where W is an
inclusion-maximal vertex-subset W ⊆ V , such that for all pairs of vertices u, v in W
holds κs,t(G) ≥ 2.
Remark 4.5. If G′ is a biconnected component of G, for all pairs of vertices s, t ∈ V (G′)
holds κs,t(G
′) ≥ 2, i.e. the property κs,t(G) ≥ 2 is preserved in the subgraph induced
by the vertices of the biconnected component.
Definition 4.6 (Block).
A block of the graph G is either a biconnected component of G or a bridge of G together
with its endvertices.
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Fig. 4.1: An example illustrating that κ(u, v) ≥ 2 is not a transitive property
Proposition 4.7. Two different blocks of the same graph have at most one vertex in
common.
Definition 4.8 (Two-edge connected component).
A two-edge connected component of a graph G is the induced subgraph G[W ] where W
is an inclusion-maximal vertex-subset W ⊆ V , such that for all pairs of vertices u, v
in W holds λs,t(G) ≥ 2.
Proposition 4.9. Two different two-edge connected components of the same graph do
not have vertices nor edges in common.
Remark 4.10. Let W be the vertex-set of a biconnected (two-edge connected) compo-
nent of G. Then G[W ] is two-(edge) connected.
This property does not hold for higher connectivity:
Remark 4.11. Let k ≥ 3 and W be an inclusion-maximal vertex-subset W ⊆ V , such
that all vertices in W are pairwise k(-edge) connected. Then G[W ] is not necessarily
k(-edge) connected.
Theorem 4.12. Let G be an undirected graph and k ≥ 1. Let R be a relation between
pairs of vertices, where u ∈ V is in relation R to v ∈ V if and only if λu,v(G) ≥ k
holds. Then R is an equivalence relation (using λv,v(G) :=∞).
Proof. The reflexity is obvious from the definition of λv,v(G). Since G is undirected,
the symmetry is also trivial. It remains to show that R is transitive. Let u, v, w ∈ V
be three vertices of G, such that λu,v(G) ≥ k and λv,w(G) ≥ k. Assume for the sake
of contradiction that λu,w(G) < k holds. This means, that there exists a bipartition
(U, V \ U) with u ∈ U and w ∈ V \ U such that there are less than k edges crossing.
The vertex v now must belong to either U or V \U . If v ∈ U , then the same bipartition
separates v and w, which is a contradiction to λv,w(G) ≥ k. By the same argument, v
can also not be in V \ U . Since there is no other case possible, our assumptions must
be wrong and therefore λu,w(G) ≥ k holds, which completes the proof.
Remark 4.13. A similar statement to Theorem 4.12 does not hold for the relation R:
κu,v(G) ≥ k if k > 1, as can easily seen from Figure 4.1.
Theorem 4.14. Let G = (V,E) be a graph and k ≥ 1. Let s, t ∈ V be two vertices
of G with λs,t(G) ≥ k and let Gst be the graph resulting from identifying s and t in G.
Further, let v, w ∈ V \ {s, t} be two vertices of G. Then
1. λv,w(G) ≥ k if and only if λv,w(Gst) ≥ k and
2. λv,s(G) ≥ k if and only if λv,st(Gst) ≥ k
holds.
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Proof. (1): We will use proof by contraposition. Assume λv,w(G) < k and we want to
show that λv,w(Gst) < k holds. Since λv,w(G) < k, there is a bipartition (U, V \ U),
such that v ∈ U , w ∈ V \ U) and that the corresponding cut (U, Ū) has less than k
edges. Since λs,t(G) ≥ k, there is no cut separating s and t with less than k edges, so
s and t must be in the same block of the bipartition. This however means, that the
edges crossing from U to V \ U are the same in G and Gst, which implies λs,t(G) =
λs,t(Gst) < k. For the opposite direction, consider the bipartition (U, V (Gst) \U) with
less than k edges and without loss of generality st ∈ V (Gst) \ U . Then the bipartition
(U, V \ U) in G has the same set of less than k edges, which implies λv,w(G) < k.
(2): Proof works identical to (1) when we replace w with s.
For k-connectivity similar results do not hold. However, we have the following result
to simplify our graphs at least a little:
Theorem 4.15. Let G = (V,E) be a graph and k ≥ 1. Let W be a vertex subset which
is pairwise locally k-connected in G. Let F be the set of edges in G with both endvertices
in W . And let F ′ be a set of edges with both endvertices in W (not necessarily in G)
such that all vertices of W are pairwise locally k-connected in G−F +F ′. Let s, t ∈ V
be two vertices of G. Then κs,t(G) ≥ k holds if and only if κs,t(G−F +F ′) ≥ k holds.
This allows us, whenever we identify a k-connected vertex subsets, to replace its edgeset
F by a simpler edgeset F ′ which is sufficient to preserve the k-connectivity.
Proof. We will consider two cases. For the first case, assume that both s and t are in
W . Then, by definition κs,t(G) ≥ k and κs,t(G−F +F ′) ≥ k holds. So there is nothing
to prove.
For the second case, assume that at least one vertex, say s, is not in W . Assume
κs,t(G) < k. Without loss of generality assume that s and t are not adjacent (otherwise
introduce an artificial vertex in the middle of the edge). Then κs,t(G) < k means, that
there exists a vertex set U ⊆ V \ {s, t} with less than k vertices which separates s and
t. Denote the vertex sets which are separated by U as S and T . Then, either S or
T does not contain any vertices of W , since they cannot be separated by less than k
vertices. This means, that F ′ introduces no edges crossing the separator and thus U
also separates s and t in G − F + F ′, which implies κs,t(G − F + F ′) < k. Since this
holds for any graph G and G− F + F ′ with the desired properties, the opposite proof
direction follows from interchanging G and G− F + F ′.
4.2 Algorithms
There exist various different algorithms to calculate λs,t(G). In this section we will
present three different approaches namely by the flow-based algorithm of Ford and
Fulkerson [FF56], the Maximum Adjacency Ordering of Nagamochi and Ibaraki [NI99]
and the probabilistic Contraction Algorithm of Karger [Kar99].
4.2.1 The Algorithm of Ford and Fulkerson
The algorithm of Ford and Fulkerson uses a generalization of Theorem 4.2 to non-
integral edge weights. To state it, we first need some additional notions:
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Definition 4.16 (Source, Sink).
Let G = (V,E) be a directed graph. A vertex s with no incoming edges is called source
of G. A vertex t with no outgoing edges is called sink of the graph G.
Definition 4.17 (Capacity, Flow).
Let G = (V,E) be a directed graph, let s ∈ V be the source of G and t its sink. Let
c : E → R+ be a mapping which assigns to each edge a real value called capacity - the
maximal amount of flow which is allowed on this edge. Then a flow f : V × V → R is
a mapping which fulfills:
1. For all (u, v) ∈ E: f(u, v) ≤ c((u, v)) (capacity constraint)
2. For all (u, v) ∈ E: f(v, u) = −f(u, v) (skew symmetry)
3. For all (u, v) 6∈ E: f(u, v) ≤ 0 (no pseudo-flow)
4. For all v ∈ V \ {s, t}:
∑
w∈V
f(v, w) = 0 (flow conservation)






f(v, t) (flow value)
A flow is said to be maximum if there exists no flow f ′ with larger flow value |f ′|.
Note that we also define a flow for non-edges. If the edge in the opposite direction
exists, this simplifies the representation of backward-edges for the augmenting path.
If edges in both directions exist, this further ensures that we use at most one of those
two opposing edges. If edges in both directions do not exist, the assigned flow on these
vertex pairs is zero.
Theorem 4.18 (Max-Flow Min-Cut Theorem [FF56]). The maximum value of an s-t
flow is equal to the minimum capacity over all s-t cuts.
Given a non-maximum flow, we need some means to create a new flow with higher
value. For that we introduce the concept of augmenting paths.
Definition 4.19 (Residual network, Augmenting path).
Given a graph G = (V,E) with source s ∈ V , sink t ∈ V , capacity function c :
E → R+ and flow function f : V × V → R, the residual network is a directed
graph Gf = (V,Ef ) together with a new capacity function cf defined by cf ((u, v)) =
c((u, v))−f(u, v) and (u, v) ∈ Ef ⇔ cf ((u, v)) > 0. An augmenting path is an s, t-path
(s, e1, v1, . . . , ek, vk, ek+1, t) in the residual network.
Note that the residual network might contain edges which were not present in the
original graph. These so-called backward edges allow us to reduce the flow assigned on
an edge.
Theorem 4.20 ([FF56]). A flow is maximum if and only if the corresponding residual
network has no augmenting path.
Algorithm 4.1 describes the Ford-Fulkerson Algorithm. To apply Algorithm 4.1 to an
undirected graph, we have to make the following modifications: To calculate λs,t(G) we
set the capacity of each edge to 1. We direct each edge incident to s as outgoing from
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Algorithm 4.1 Ford-Fulkerson Algorithm [FF56]
1 Input: A network G = (V,E) with capacity c, source s and sink t
2 Output: A maximum flow f from s to t
3 For all (u, v) ∈ V × V :
4 f(u, v)← 0
5 While there exists an augmenting path p from s to t in Gf :
6 cf (p)← min{cf ((u, v)) : (u, v) ∈ p}
7 For each edge (u, v) ∈ p:
8 f(u, v)← f(u, v) + cf (p)
9 f(v, u)← f(v, u)− cf (p)
10Return f
s, each edge incident to t as incoming to t and all other edges are replaced by a set of
antiparallel edges. To calculate λ(G), we calculate λs,t(G) for all pairs s, t (or faster:
for a fixed s and all t ∈ V \ {s}). We can also use the Ford-Fulkerson Algorithm to
calculate κs,t(G): Replace each vertex v (besides s and t) in the directed graph by two
vertices v+ and v−, where v+ is adjacent to the outgoing edges of v and v− is adjacent
to the incoming edges of v. Further, add an edge of capacity 1 between v− and v+.
This way, a vertex v is in the minimum vertex cut if and only if the edge (v−, v+) is in
the minimum edge-cut.
4.2.2 Maximum Adjacency Ordering
In their paper [NI99], Nagamochi and Ibaraki presented the first algorithm to calculate
λ(G) which does not make use of flows. It relies on the so-called maximum adjacency
ordering (MA ordering) of the vertex set to generate the maximum cut of G.
Definition 4.21 (MA ordering).
Let G = (V,E) be a graph. A sequence (v1, v2, . . . , vn) of the vertices of G is called MA
ordering if it satisfies
δ({v1, v2, . . . , vi}, {vi+1}) ≥ δ({v1, v2, . . . , vi}, {vj}), 1 ≤ i < j ≤ n.
This ordering has the following special property:
Theorem 4.22 (Nagamochi, Ibaraki [NI99]). Let G = (V,E) be a graph and let
(v1, . . . , vn−1, vn) be an MA ordering of G. Then
(1) λvn−1,vn(G) = deg vn
(2) κvn−1,vn(G) = deg vn if G is simple.
With the following observation we can use Theorem 4.22 (1) to compute a minimum
cut of G: If λ(G) < λvn−1,vn(G), then vn−1 and vn are on the same side of the minimum
cut, and therefore λ(G) = λ(G/{vn−1, vn}). We can then construct a new MA ordering
and repeat the process. The procedure is described in Algorithm 4.2.
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Algorithm 4.2 Algorithm to calculate λ(G) using MA Ordering [NI99]
1 Input: A graph G = (V,E)
2 Output: A maximum cut X in G (as induced cut)
3 G1 ← G, i← 1
4 While i < n do
5 Construct an MA ordering of G
6 Let ui and vi denote the second-last and last vertex
7 Compute λui,vi(Gi) = degGi vi
8 Gi+1 ← Gi/{ui, vi}, i← i+ 1
9 Find i∗ = i that minimizes λui,vi(Gi) for i = 1, . . . , n− 1
10 Return the size of the set of vertices X contracted to vi∗ before obtaining Gi∗
4.2.3 Contraction Algorithm
The Contraction Algorithm was introduced by Karger in [Kar99]. Opposed to the
previously described algorithms, it is a probabilistic algorithm which returns any cut
of the graph with a certain probability – that is increasing with decreasing cut size.
It is based on the following principle: In each step choose an edge of the graph uniformly
at random and exclude all cuts which contain this edge from the possible results.
Repeat this process until only one cut remains and then return this cut. Since a cut
is excluded as soon as one of its edges is selected in the process and edges are chosen
uniformly, the fewer edges a cut has, the more likely it is to survive.
However, this basic description would generate several problems including keeping track
of remaining cuts and repeatedly selecting edges which do not exclude further cuts –
problems which the algorithm circumvents by using contraction.
More formally, the Contraction Algorithm can be described by pseudocode given in
Algorithm 4.3. Since in each contraction the number of remaining vertices is reduced
Algorithm 4.3 Contraction Algorithm [Kar99]
1 Input: A graph G = (V,E)
2 Output: A cut X in G (as induced cut)
3 H ← G
4 While H has more than two vertices do
5 Select an edge e of H uniformly at random
6 H ← H/e
7 Let v denote one of the two remaining vertices of H
8 Return the set of vertices X contracted to v
by one, it is easy to see that Algorithm 4.3 terminates after n− 2 iterations.
While the Contraction Algorithm does not necessarily return a minimum cut, it is
possible to show that the algorithm returns a min-cut with at least a certain probability
depending on n:
Theorem 4.23 (Karger [Kar99]). Let G = (V,E) be a graph and c ⊆ E be a minimum
cut of G. The Contraction Algorithm selects the cut c with probability at least n−2.
Running the Contraction Algorithm O (n2) times therefore returns the cut c at least
once with high probability (where the exact probability depends on the constant).
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Further, since c was an arbitrarily chosen minimum cut, O (n2) runs will not only
return c with high probability, but will return every minimum cut with high probability.




5 Essential and Irrelevant Edges
In this chapter, we want to characterize properties of essential and irrelevant edges for
k-(edge) connectivity of a graph.
Adopting Definition 2.2 for k-(edge) connectivity, we get:
Definition 5.1.
An edge e ∈ E is essential for the k-(edge) connectivity of the graph G = (V,E) if it
is contained in every spanning k-(edge) connected subgraph of G. An edge e ∈ E is
irrelevant for the k-edge connected reliability of the graph G = (V,E) if it is contained
in no minimal spanning k-(edge) connected subgraph.
In this chapter, we assume k to be an arbitrary fixed integer and G = (V,E) to be
an arbitrary graph and will simply speak of essential and irrelevant edges without
explicitly mentioning ”for the k-(edge) connected reliability of the graph G = (V,E)”.
Further, let P(G) denote the set of all pathsets of G, i.e. the set of edgesets F such
that (V, F ) is k-(edge) connected.
Remark 5.2. Since pathsets are closed under inclusion, an edge e ∈ E is essential if
and only if it is in every minimal pathset. Further, if e is irrelevant, for every pathset












Theorem 5.3. Let G = (V,E) be a k-edge connected graph and e = {u, v} be an edge
of G. The following statements are equivalent:
1. The edge e is essential for k-edge connectivity,
2. λ(G− e) = k − 1,
3. λu,v(G) = k and
4. e is in a k-cut of G.
Proof. (1) ⇒ (2): If the edge e is essential, then every k-edge connected spanning
subgraph of G must contain the edge e. Since G − e is a spanning subgraph which
does not contain e, it can not be k-edge connected. Therefore λ(G − e) < k holds.
Since removal of exactly one edge can reduce the edge-connectivity by at most one and
λ(G) ≥ k, we have λ(G− e) ≥ k − 1 and therefore λ(G− e) = k − 1.
(2)⇒ (3): Since λ(G− e) = k− 1, there must be a bipartition (U, V \U) of the vertex
set with k−1 crossing edges. Further, for all bipartitions where u and v are in the same
block of the partition the number of crossing edges in G and G− e is equal. However,
since λ(G) ≥ k, G does not contain a bipartition with k− 1 crossing edges. Therefore,
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the vertices u and v must be in different blocks of (U, V \ U) and the k − 1 crossing
edges of this bipartition together with e therefore form a set of k edges separating u
and v in G. It follows λu,v(G) = k.
(3)⇒ (4): Trivial.
(4) ⇒ (1): Let F denote a k-cut containing e in G. Then F \ {e} is a k − 1 cut in
G − e and therefore G − e is not k-edge connected. This implies, that all spanning
subgraphs of G which do not contain e are not k-edge connected, since they are also
spanning subgraphs of G− e. Hence, every k-edge connected spanning subgraph of G
contains e.
Theorem 5.4. Let G = (V,E) be a k-connected graph and e = {u, v} ∈ E. Then the
following statements are equivalent:
1. The edge e is essential for k-connectivity,
2. κu,v(G) = k and
3. κ(G− e) = k − 1.
Proof. (1) ⇒ (2): Assume for the sake of contradiction that κu,v(G) ≥ k + 1 and e is
essential. Since e is essential, there exist U, S, T ⊂ V in G− e, such that U has k − 1
vertices and separates S and T . Since κu,v(G) ≥ k+ 1 and the removal of one edge can
reduce the connectivity by at most one, we have that κu,v(G− e) ≥ k. Thus, either S
or T does not have one of the vertices u and v. This however means that the edge e is
not between the vertex sets S and T and therefore U also separates S and T in G, a
contradiction to G being k-connected.
(2) ⇒ (3): The path (u, e, v) is internally disjoint to any other u-v-path. Thus, each
inclusion-maximal set of pairwise internally disjoint u-v-paths must contain the path
(u, e, v). Therefore the size of all those sets reduces by one if we omit the edge e and
we obtain κu,v(G− e) = k− 1, which implies κ(G− e) ≤ k− 1. Since G is k-connected
and the connectivity can be reduced by at most one if we omit exactly one edge, we
obtain κ(G− e) = k − 1.
(3)⇒ (1): Since κ(G−e) = k−1 holds, G−e does not contain a k-connected spanning
subgraph of G, which implies that e is essential for k-connectivity.
We have now characterized the essential edges. Further, from the characterization of
essential edges for k-edge connectivity as edges of k-cuts, we immediately obtain the
following result:
Corollary 5.5. Let k ≥ 1 and G be a k-edge connected graph. If G has an essential
edge, then G has at least k essential edges.
We will now show that also values from k + 1 to 3/2 · k − 1 are not possible for the
number of essential edges for k-edge connectivity. Further, we will characterize the
structure of graphs with 3/2 · k up to 2k − 1 essential edges.
Theorem 5.6. Let G = (V,E) be a k-edge connected graph. Let F1, F2 ∈ E be two
distinct laminar k-cuts of G. Then F1 and F2 have at most k/2 edges in common.
Proof. Consider the vertex subsets which F1 and F2 separate. Let F1 be the separator








Fig. 5.1: Structure of the two cuts F1 and F2 and their edge-sets
denote the number of edges between the sets A and B, b denote the number of edges
between A and C and c denote the number of edges between B and C (see Figure 5.1).
Then F1 and F2 have b edges in common and it holds a + b = k and b + c = k and
thus a = c. Now assume a < k/2. Then the border-edgeset of B has a + c < k edges,
a contradiction to G being k-edge connected. Thus a ≥ k/2 holds and from a+ b = k
immidiatly b ≤ k/2 follows which completes the proof.
Theorem 5.7. Let G = (V,E) be a k-edge connected graph. Let F1, F2 ∈ E be two
crossing k-cuts of G. Then k is even and F1 and F2 have no edge in common.
Proof. Let F1 be the separator of the vertex set A ∪B from the vertex set C ∪D and
let F2 be the separator of the vertex set A ∪ C from the vertex set B ∪ D. Since F1
and F2 are crossing, neither A,B,C nor D is empty. We denote the number of edges
between the vertex sets by a − f as depicted in Figure 5.2. From the cuts F1 and F2
we get
b+ c+ d+ e = k
a+ c+ d+ f = k
which gives 2a + 2b + 4c + 4d + 2e + 2f = 4k. Further, since the graph is k-edge
connected for the boundary sets of A−D, we have
a+ b+ c ≥ k
a+ d+ e ≥ k
b+ d+ f ≥ k
c+ e+ f ≥ k
Summing up these inequalities yields 2a + 2b + 2c + 2d + 2e + 2f ≥ 4k. Comparing
those two results, we obtain 2c+ 2d ≤ 0 and thus c = d = 0. Thus, the cuts F1 and F2
have no edges in common. Now assume a < k/2. The boundary sets of A and B have
at least k vertices and thus b > k/2 and f > k/2 follows. This however contradicts
b + c + d + f = k and thus a < k/2 does not hold. Assume a > k/2. Since F2 is a
k-cut, then e = k − a < k/2 follows. Considering the boundary set of C and D we
obtain b > k/2 and f > k/2 which yields a contradiction. Thus a = e = k/2 needs to
hold which implies k is even. (Similarly, we can also show b = f = k/2.)







Fig. 5.2: Four vertex sets and their joining edge-numbers for two crossing cuts or three pairwise
laminar cuts
For the next result, we need the notion of phylogenetic trees – which are partially
labeled trees where each unlabeled vertex has degree at least three – and the following
result, which we will proof in Chapter 7:
Proposition 5.8. Let G = (V,E) be a graph and F = {F1, . . . , Fi} be a set of i
pairwise laminar cuts. Then, there exists exactly one phylogenetic tree T with i edges
whose label set is a partition of V such that each edge e of T corresponds to one cut Fj
in F , i.e. the label sets on the two sides of e in T correspond to the vertices separated
by Fj in G.
Theorem 5.9. Let G = (V,E) be a k-edge connected graph. Let F1, F2, F3 be three
distinct, pairwise laminar k-cuts of G. Then either there are vertex subsets A, B and C
such that F1 = Γ(A,B∪C), F2 = Γ(B,A∪C), F3 = Γ(C,A∪B) and |F1∪F2∪F3| =
3k
2
holds or it holds |F1 ∪ F2 ∪ F3| ≥ 2k.
Proof. First, we consider the case F1 = Γ(A,B ∪C), F2 = Γ(B,A∪C), F3 = Γ(C,A∪
B). Let a = δ(A,B), b = δ(A,C), c = δ(B,C) denote the number of edges between
the vertex sets A, B and C. Then we have |F1 ∪ F2 ∪ F3| = a + b + c. Since F1 is a
k-cut, we have a+ b = k. Similarly, for F2 and F3 we obtain a+ c = k and b+ c = k.
Thus, we have a = b = c = k/2. The result follows immidiatly.
Now assume that F1, F2 and F3 do not have the representation as F1 = Γ(A,B ∪ C),
F2 = Γ(B,A ∪ C), F3 = Γ(C,A ∪ B). Then they have one of the following two
representations
1. F1 = Γ(A,B ∪ C ∪D), F2 = Γ(B,A ∪ C ∪D), F3 = Γ(C,A ∪B ∪D) or
2. F1 = Γ(A,B ∪ C ∪D), F2 = Γ(A ∪B,C ∪D), F3 = Γ(A ∪B ∪ C,D)
with A, B, C and D non-empty. No other configuration is possible since sets of laminar
cuts correspond to phylognetic trees and the only options for a phylogenetic tree with
three edges are a 4-path (second case) or a 3-star (first case) with labeled or unlabeled
center vertex. If in the 3-star the center-vertex is unlabeled, we have the previously
considered case F1 = Γ(A,B ∪ C), F2 = Γ(B,A ∪ C), F3 = Γ(C,A ∪B).
We again denote by a − f the number of edges between the vertex sets A − D as
depicted in Figure 5.2. Then we have |F1 ∪ F2 ∪ F3| = a+ b+ c+ d+ e+ f .
For the first case from the cuts F1, F2 and F3 we obtain
a+ b+ c = k
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a+ d+ e = k
b+ d+ f = k
or by re-arranging
a = k − d− e
b = k − d− f
c = k − b− a = 2d+ f + e− k
Which gives |F1 ∪ F2 ∪ F3| = a + b + c + d + e + f = k + d + e + f . Since G is
k-edge connected and D is non-empty, for the border-edges of D it holds c+ e+f ≥ k.
Substituting c in this inequality yields
2d+ f + e− k + e+ f ≥ k
which immediately gives d+e+f ≥ k. Thus, we have |F1∪F2∪F3| = k+d+e+f ≥ 2k
which is the statement of the theorem.
Now we consider the second case, F1 = Γ(A,B ∪ C ∪ D), F2 = Γ(A ∪ B,C ∪ D),
F3 = Γ(A ∪B ∪ C,D). Then we have
a+ b+ c =k
b+ c+ d+ e =k
c+ e+ f =k
which gives a = d + e and f = b + d. Since G is k-edge connected and B and C are
nonempty, we obtain k ≤ a+ d+ e = 2a and k ≤ b+ d+ f = 2f . Thus, we have
|F1 ∪ F2 ∪ F3| = a︸︷︷︸
≥k/2





which completes the proof.
Theorem 5.10. Let G = (V,E) be a k-edge connected graph. Then G has exactly 0,
exactly k or at least 3k/2 essential edges. Further, if G has at least 3k/2 but less than
2k essential edges, the structure of G is as depicted in Figure 5.3.
Proof. We consider the number of k-cuts of G. If G has zero k-cuts, then by Theo-
rem 5.3, G has zero essential edges. If G has exactly one k-cut, again by Theorem 5.3,
exactly those k edges in the k-cut are the essential edges of G. Assume G has at least
two k-cuts. If there is a pair of crossing k-cuts, by Theorem 5.7 those have no edge
in common and thus G has at least 2k essential edges and we are done. So assume G
has at least two k-cuts and those are pairwise laminar. If G has exactly two k-cuts, by
Theorem 5.6 those have at most k/2 edges in common and G has between 3/2k and 2k
essential edges and the structure depicted in Figure 5.3. If G has at least three k-cuts,
then by Theorem 5.9 either they have the form F1 = Γ(A,B∪C), F2 = Γ(B,A∪C) and
F3 = Γ(C,A ∪ B) which is the special case of the structure in Figure 5.3 for a = k/2;
or those three cuts have together at least 2k edges and thus G has again at least 2k
essential edges.





Fig. 5.3: Structure of G if G has at least 3k/2 and less than 2k essential edges where k/2 ≤ a < k.
For irrelevant edges we could not find an easy characterization similar to Theorem
5.3 or Theorem 5.4. Instead, we will give necessary conditions for the existence of
irrelevant edges.
Theorem 5.11. Let G be a k + 1-vertex connected graph. Then G does not contain
an irrelevant edge for k-(edge) connectivity.
Proof. Let e = {u, v} be an arbitrary edge of G. We will construct a k-connected
spanning subgraph of G which contains e and where e is in a k-cut: Since G is k + 1-
vertex connected, G − v is k-vertex connected. Let G′ be the graph obtained from
G− v by adding the vertex v and k of its incident edges in G (including e). Then G′
is k-vertex connected and thus also k-edge connected and e is in a k-cut. This shows
that e is not irrelevant and since e is arbitrarily chosen, this completes the proof.
Remark 5.12. The proof actually shows that an edge e = {u, v} ∈ E is not irrelevant,
if G − v or G − u is k-(edge) connected – which especially holds for (k + 1)-vertex
connected graphs.
While we can conclude from a given vertex-connectivity that the graph has no irrelevant
edges for a certain edge-connectivity, the opposite result does not hold:
Theorem 5.13. For every k > 1 and every m ≥ k, there exists an m-edge connected,
k-connected graph which contains an irrelevant edge for k-connectivity.
Proof. Assume that there exists a pair k,m such that for every m-edge connected,
k-connected graph G every edge of G is contained in a minimal k-connected spanning
subgraph. Let G′ = 2Km+1−k + Kk the graph resulting by joining two disjoint copies
of Km+1−k with a Kk. We will show that G
′ is m-edge connected and k-connected but
that no edge coming from the Kk is in any minimal k-connected spanning subgraph of
G.
Let V1 and V2 denote the vertices of the two copies of Km+1−k and let V3 and E3 denote
the vertices and edges of Kk. Let u ∈ V1(V2) and v ∈ V3 be arbitrarily chosen. Then
there is one path joining u and v directly, m− k paths joining u and v which have one
vertex of V1(V2) as intermediate and k−1 paths joining u and v and having one vertex
of V3 as intermediate. Clearly the paths are edge-disjoint and thus λu,v(G
′) ≥ m.
Since having local edge-connectivity at least k is a transitive property and u and v
were arbitrarily chosen, it follows immediately that λ(G′) ≥ m and thus G′ is m-edge
connected.
Since the vertices of V1(V2) and V3 form a clique of m+1 ≥ k+1 vertices, if G′ contains
a separator with less than k vertices, this separator must separate V1 and V2. However,
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u ∈ V1, v ∈ V2 do have k paths joining each other which each have one vertex of V3 as
intermediate and which are thus internally disjoint. Thus κu,v(G
′) ≥ k and we obtain
κ(G′) ≥ k and thus G′ is k-connected.
Now let H be a minimal k-connected subgraph of G′. Then u ∈ V1, v ∈ V2 have k
internally-disjoint paths connecting them in H. Since V3 is a k-separator of V1 and V2
in G′, it is a k-separator of V1 and V2 also in H. That means, that each vertex of V3 is
on one of those k disjoint paths. Thus, none of the k internally disjoint paths between
u and v uses an edge of E3.
The necessary edge-connectivity to ensure no irrelevant edge for k-edge connectivity is
a lot higher compared to the case of vertex-connectivity:
Theorem 5.14. Let k ≥ 2. There exists a (2k−2)-edge connected graph which contains
irrelevant edges for k-edge connectivity.
Proof. An example graph is given in Figure 5.4, where the k − 1 corresponds to k − 1
parallel edges between the given vertices. Since the resulting subgraph H is supposed
to be k-edge connected, each vertex v1, . . . , vk has to have degree at least k and thus
has to contain one edge to u and w. However, those edges already ensure λu,w(H) ≥
k and thus for each subgraph H ′ which additionally contains the edge {u,w} holds
λu,w(H
′) ≥ k + 1, which makes said edge non-essential. This completes the proof.
Even a simple graph can be easily constructed: Just replace every vertex v1, . . . , vk by
a clique of cardinality at least 2k−3 (to ensure (2k−2)-edge connectivity). Then each
clique needs to have at least one edge to u and one to w because otherwise there are
at most k − 1 edges connecting this clique with the rest of the graph, a contradiction.
u
w
v1 v2 · · · · · · · · · vk
k − 1
k − 1 k − 1
k − 1
k − 1 k − 1
Fig. 5.4: An example of a (2k−2)-edge connected graph with an irrelevant edge for k-edge connectivity
highlighted in red.
Theorem 5.15. Let k ≥ 1, and let G be a (2k − 1)-edge connected graph. Then G
does not contain an irrelevant edge for k-edge connectivity.
Proof. We will pick an arbitrary edge e = {u,w} and construct a k-edge connected
subgraph containing e, in which e is essential. Let U0 denote the set of vertices which
are locally k-edge connected to u in G − w (they contain u by default). Since all the
vertices not in U0 have less than k edge-disjoint paths to u and having local edge-
connectivity is a transitive property, they have less than k edge-disjoint paths to the
whole set in G− w. Thus, since G is (2k − 1)-edge connected, every vertex not in U0
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must have (at least) k edge disjoint paths to u not containing U0 in G. Hence, G−U0
(containing w by default) must be k-edge connected. Now, there are two cases possible.
Case 1: G[U0] is k-edge connected. Consider the graph G
′ = (G − U0) ∪ G[U0] + F ,
where F is a set of k edges joining G − U0 and G[U0] which contains e. It is easy to
see that G′ is then k-edge connected and e is in the k-cut F , which proofs that e is not
irrelevant in G.
Case 2: G[U0] is not k-edge connected. Consider the vertex set U1 of vertices which
are locally k-edge connected to u in G[U0]. By the same argument as above, we can
see that G− U1 is k-edge connected. We now again consider the two cases depending
whether G[U1] is k-edge connected. We repeat this process until we end in Case 1,
in which case we can construct the relevant subgraph. Note that whenever we choose
Case 2 the set G − Ui must contain an additional vertex of Ui−1, since Ui is k-edge
connected in Ui−1 but G[Ui] is not. However, since our graph only has finitely many
vertices, after a finite number of iterations we therefore have to reach Case 1, which
completes the proof.
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6 Probabilistic Graphs and Reliability
Measures
In this thesis we will study different reliability measures of undirected graphs. We will
assume that vertices of the graph are fail-safe. While for reliability measures which just
deal with connectivity of the graph, vertex-failure can be modelled by using a directed
graph where each vertex is split into an in-vertex and and out-vertex connected by
an edge which has the failure probability of the vertex, those transformations are not
easily possible when we are interested in the degree of connectivity. The only way to
model the vertex failure there is to assign the random variable of the failure of the
vertex to each incident edge. This however would imply that edges fail stochastically
dependent, while in our modell we will further assume that all edges of the graph fail
stochastically independent. We get the following definition:
Definition 6.1 (Probabilistic graph).
A probabilistic graph G is a graph together with a mapping p : E → [0, 1]. pe := p(e) is
the probability of e being operating and qe := 1− pe is the failure probability of e ∈ E.
The state of a graph is defined by the set of operating edges F ⊆ E.
We will apply all graph operations described in Chapter 3 also to probabilistic graphs
without change in notation. The probability mapping of the resulting graph G′ =
(W,F ) will be p restricted to the set F . If G′ contains additional edges compared to
G its probability will be given explicitly. Further, for a probabilistic graph G and an
edge e by G|pe = c we will denote a new probabilistic graph G′ which has the same
graph as G but where in the probabilistic mapping the value of the edge e is c.
Definition 6.2 (State probability).
The state probability P (F ) of a probabilistic graph is







For probabilistic graphs several reliability measures dealing with connectivity have been
considered in previous studies. The most extensively studied measures are:
• The Two-Terminal-Reliability Rst(G), which is the probability that the specified
vertices s and t are connected in an undirected graph.
• The All-Terminal-Reliability R(G), where a graphG is considered to be operating,
when G is in a connected state.
• The K-Terminal-Reliability RK(G), which is the probability that all vertices of
the specified vertex subset K ⊆ V of an undirected graph are in the same con-
nected component in the surviving subgraph.
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Further, there are equivalent reliability measures for undirected graphs which we will
not consider here.
All these reliability measures only consider connectivity of a specified vertex subset.
Real-life applications often require a certain bandwidth for the network to operate.
Clearly, for a certain bandwidth to be reached the specified vertices must be connected.
However, the property of the vertices to be connected does not ensure that the required
bandwidth is reached. Thus, those reliability measures may not adequately describe
our network. In this work we will therefore define the following capacity-dependent
reliability measures (where we assume that each operating edge has unit capacity):
• The Biconnected Reliability R2vc(G) is the probability that for each pair of ver-
tices s, t ∈ V of a probabilistic graph there exist two disjoint s, t-paths.
• The K-Terminal-Biconnected Reliability RK2−vc(G) is the probability that for each
pair of vertices of K, s, t ∈ K ⊆ V , of a probabilistic graph there exist two disjoint
s, t-paths.
• The Two-Terminal-Biconnected Reliability Rst2−vc(G) is the probability that for
the specified vertices s, t ∈ V of a probabilistic graph there exist two disjoint
s, t-paths.
• The k-connected Reliability Rk−vc(G) is the probability that for each pair of
vertices s, t ∈ V of a probabilistic graph there exist k internally disjoint s, t-
paths.
• The K-Terminal-k-connected Reliability RKk−vc(G) is the probability that for each
pair of vertices of K, s, t ∈ K ⊆ V , of a probabilistic graph there exist k internally
disjoint s, t-paths.
• The Two-Terminal-k-connected Reliability Rstk−vc(G) is the probability that for
the specified vertices s, t ∈ V of a probabilistic graph there exist k internally
disjoint s, t-paths.
• The Two-edge-connected Reliability R2−ec(G) is the probability that for each pair
of vertices s, t ∈ V of a probabilistic graph there exist two edge-disjoint s, t-paths.
• The K-Terminal-two-edge-connected Reliability RK2−ec(G) is the probability that
for each pair of vertices of K, s, t ∈ K ⊆ V , of a probabilistic graph there exist
two edge-disjoint s, t-paths.
• The Two-Terminal-two-edge-connected Reliability Rst2−ec(G) is the probability
that for the specified vertices s, t ∈ V of a probabilistic graph there exist two
edge-disjoint s, t-paths.
• The k-edge-connected Reliability Rk−ec(G) is the probability that for each pair of
vertices s, t ∈ V of a probabilistic graph there exist k edge-disjoint s, t-paths.
• The K-Terminal-k-edge-connected Reliability RKk−ec(G) is the probability that for
each pair of vertices of K, s, t ∈ K ⊆ V , of a probabilistic graph there exist k
edge-disjoint s, t-paths.
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• The Two-Terminal-k-edge-connected Reliability Rstk−ec(G) is the probability that
for the specified vertices s, t ∈ V of a probabilistic graph there exist k edge-disjoint
s, t-paths.
Further, for all those reliability measures a corresponding reliability polynomial can
be defined. This corresponds to the case where all edges fail with identical probabil-
ity p. We will denote the reliability polynomial the same as the reliability but with
the additional second parameter p. For example, the reliability polynomial for Two-
Terminal-k-edge-connected Reliability would be denoted by Rstk−ec(G, p).
The main focus of this thesis will be on the k-edge connected Reliability and k-
connected Reliability. The special case k = 2 will be considered when this allows
us to apply additional methods or obtain further results. The K-Terminal variant
(with the special case K = {s, t}) will only be mentioned when results of K = V can




Since the calculation of the k-connected and k-edge-connected Reliability is – at least
for some values of k – known to be NP-hard (see [Bal86], [Rei15], [Lan15]) , there
can be no algorithm which calculates those reliability measures in polynomial time
for any graph, unless P = NP holds. The run-time of all known algorithms will scale
exponentially with the size of our input graph and it is therefore useful to consider
graph operations, which while preserving the value of the reliability measure will reduce
the size of the considered graph. Graph operations which substitute the problem of
calculating the reliability of a graph G to a single simpler graph G′ will be considered in
this chapter. In the next chapter, we will then consider how to calculate the reliability




The knowledge of essential and irrelevant edges can be immediately used to reduce the
state space of the underlying MBS for graph reliability:
Theorem 7.1. Let k ≥ 1, G = (V,E, p) be a probabilistic graph and e ∈ E be an edge
with 0 < pe < 1. The following statements hold:
1. If e is essential for k-edge connectivity, then Rk−ec(G) = peRk−ec(G|pe = 1),
2. if e is irrelevant for k-edge connectivity, then Rk−ec(G) = Rk−ec(G− e),
3. if e is essential for k-connectivity, then Rk−vc(G) = peRk−vc(G|pe = 1) and
4. if e is irrelevant for k-connectivity, then Rk−vc(G) = Rk−vc(G− e).
Further, if for all edges f ∈ E holds 0 < pf < 1, then the converse of (1) and (2) ((3)
and (4)) is also true.
Proof. Follows immediately from the corresponding statements for essential and irrel-
evant components for the structure function of MBS and its reliability together with
the decomposition formula for MBS (see Chapter 2).
The decomposition formula (Lemma 2.21) sets the probability of an edge e to 1 or
may lead to new essential edges in G − e. Together with the possibility to set the
probability of essential edges to 1, it is worthwhile to introduce the following reduction
which makes use of a set of non-failing edges:
Theorem 7.2. Let k ≥ 1, G = (V,E, p) be a probabilistic graph and F the set of non-
failing edges in G. Let W be a set of pairwise locally k-connected vertices in (V, F ) and
let F ′ be the set of edges of G with both endvertices in W which do not belong to F .
Then
Rk−vc(G) = Rk−vc(G− F ′).
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Proof. Since all edges in F have probability 1, all states of G with positive probability
must contain all edges of F . Thus, the vertices of W will be locally k-connected in all
those states. Now consider an arbitrary state (with positive probability) G′ = (V,E ′)
and let A′ = F ′ ∩E ′. Since W is pairwise locally k-connected in both H = (G,F ) and
H ′ = (G,F +A′), by Theorem 4.15, we can replace H ′ by H without changing whether
G′ is k-connected. Thus, all edges in F ′ are clearly irrelevant for the k-connected
Reliability and the result follows.
Theorem 7.3. Let k ≥ 1, G = (V,E, p) be a probabilistic graph, F the set of non-
failing edges of G and W be a set of pairwise locally k-edge connected vertices in (V, F ).
Then
Rk−ec(G) = Rk−ec(G/W )
holds.
Proof. Similar to the k-connected case in the previous theorem, it is easy to prove that
the edges in F ′ with both endvertices in W which do not belong to F are irrelevant for
the k-edge-connected Reliability. Further, in all states which have positive probability,
the vertices in W will be locally k-edge connected. Thus, by Theorem 4.14, the other
vertices of G are k-edge connected to W in G′ if and only if they are k-edge connected
to W in G′/W and the contraction preserves all edges not in F ′ and F .
Remark 7.4. The additional contraction in the edge-connected case compared to just
the edge-deletion does not reduce the state-space. Nevertheless it is advantageous to
contract because it may generate parallel edges which reduces the ”relevant” state-
space (for k parallel edges instead of 2k cases we only have to distinguish k + 1 cases
depending on the number of surviving edges). However, for k > 3, we have no formula
to simplify sets of parallel edges and even for k = 2, if we reduce a set of i > 2 to two
parallel edges, the assigned values on those two edges can no longer be interpreted as
probabilities (see [Rei15]).
For k = 2, further reductions can be found in [Rei15] in the edge-connected case and
in [Lan15] in the biconnected case. For k > 2, no further reductions which involve just
one simpler graph are known. Reductions of the state space which involve more than
one graph are presented in the next chapter.
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8 Splitting
We will start by giving the splitting formulas for the special case of an articulation as
well as for a k-cut and a vertex separator of size k for k-edge connectivity. Then we will
describe the splitting formula for k-edge-connected Reliability on a separator of size 2
and then use this basis to generalize for a separator of arbitrary size in Section 8.2.
In Section 8.3 we construct all different splitting states which arise from our definition
for 2-edge connectivity, 3-edge connectivity and 2-connectivity. In Section 8.4 we show
that the set of splitting states is minimal for 2-edge connectivity by highlighting an
interesting connection between those splitting states – called phylogenetic/Greg trees
– and sets of pairwise laminar cuts. Finally, in Section 8.5 we present our findings for
lattice related properties of the set of Greg trees.
8.1 Some Special Cases for Small Separators/Cuts
Definition 8.1.
Given a (probabilistic) graph G = (V,E) a splitting is a triple (G1, G2, X), consisting
of two (probabilistic) graphs G1 = (V1, E1) and G2 = (V2, E2) and a non-empty vertex
set X such that G1 ∪G2 = G and G1 ∩G2 = (X, ∅).
Remark 8.2. When G (and therefore G1 and G2) are probabilistic graphs, we will
assume that the edge-failures of G and G1 and G2 are coupled, i.e. an edge of E1 (E2)
fails in G if and only if it fails in G1 (G2).
Further, we will assume that both V1 \X and V2 \X are non-empty.
Theorem 8.3. Let k ≥ 1 and let G = (V,E) be a probabilistic graph. Let v ∈ V be an
articulation of G which generates the splitting (G1, G2, {v}). Then
Rk−ec(G) = Rk−ec(G1) ·Rk−ec(G2)
holds.
Proof. The edge-failures of edges in E1 and E2 are independent and E1 and E2 are
disjoint. Further, it is easy to see that whenever G1 and G2 are in a k-edge connected
state, G = G1 ∪G2 is also in a k-edge connected state. Thus, Rk−ec(G1) ·Rk−ec(G2) ≤
Rk−ec(G) holds. It remains to show that whenever G is in a k-edge connected state,
G1 and G2 will both be also in a k-edge connected state. So assume G is in a k-edge
connected state. That means that all vertices u in V1 have k edge disjoint paths to v in
G. Since v is an articulation, no path from u to v can contain edges of E2 (otherwise
the path must have used the vertex v twice, which is not allowed in a path). Therefore,
all those k edge disjoint paths only contain edges of E1 and therefore – since u was
chosen arbitrarily – G1 must also be in a k-edge connected state. We can use the
same argument to show that G2 is in a k-edge connected state. From that we get
Rk−ec(G) ≤ Rk−ec(G1) ·Rk−ec(G2), which completes the proof.
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Theorem 8.4. Let k ≥ 1 and let G = (V,E, p) be a probabilistic graph. Let v ∈ V be
an articulation which generates the splitting (G1, G2, {v}). Let ∅ 6= K ⊆ V be a vertex
subset of G and let K1 = K ∩ V1 and K2 = K ∩ V2 denote the corresponding vertex
subsets in G1 and G2, respectively. Then
RKk−ec(G) =

RKk−ec(G1) , if K2 = ∅





k−ec (G2) , else
holds.
Proof. Assume K2 = ∅. Then no minimal pathset of G contains edges of E2 since these
edges can not be on a path between vertices of K, since they would have to cross the
vertex v twice. Thus RKk−ec(G) = R
K
k−ec(G− E2) = RKk−ec(G1) holds. The case K1 = ∅
works identically.
Now assume that both K1 and K2 contain vertices of G. Assume G is in a state such
that all vertices of K are k-edge connected. For all vertex-pairs in K1 this implies
k edge-disjoint paths in the state of G1 and for all vertex pairs in K2 this implies k
edge-disjoint paths in the state of G2. Further, all paths from a vertex in K1 to a vertex
in K2 have to cross v since v is an articulation. This means that k edge disjoint paths
from K1 to K2 in G imply k edge disjoint paths from K1 to v in G1 and k edge disjoint







Further, if G1 and G2 are in a state such that all vertices in K1 and K2 are k-edge
connected in G1 and G2, respectively. The vertices of K1 will be pairwise locally k-edge
connected in G and the same holds for vertices of K2. If there exists k edge-disjoint
paths from K1 to v in G1 and k edge disjoint paths from v to K2 in G2, combining
those paths yields k edge-disjoint paths from K1 to K2 in the state of G. This now




k−ec (G2) which completes the proof.
Theorem 8.5. Let k ≥ 2 and let G = (V,E, p) be a probabilistic graph. Let v ∈ V be
an articulation which generates the splitting (G1, G2, {v}). Let ∅ 6= K ⊆ V be a vertex
subset of G and let K1 = K ∩ V1 and K2 = K ∩ V2 denote the corresponding vertex
subsets in G1 and G2, respectively. Then
RKk−vc(G) =

RKk−vc(G1) , if K2 ⊆ {v}
RKk−vc(G2) , if K1 ⊆ {v}
0 , else
holds.
Proof. If K \{v} contains vertices of V1 and V2, since v is an articulation, those vertices
are not 2-connected (and therefore not k-connected for k ≥ 2) in G even if no edge
fails and therefore no state of G is a pathset. We immediately get RKk−vc(G) = 0. So
assume without loss of generality K2 ⊆ {v}. That means all vertices of K are in V1.
Further, since no path between vertices in V1 can contain edges of E2, all edges of E2
are irrelevant and we get RKk−vc(G) = R
K
k−vc(G− E2) = RKk−vc(G1).
Theorem 8.6 (Lange [Lan15]). Let k ≥ 1, G = (V,E, p) be a probabilistic graph and
let F ⊆ E be a k-cut. Let the connected components of G−F be denoted by G1 and G2.
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X
e
Fig. 8.1: A 3-connected graph with splitting set X of cardinality three. If G is separated on X and
a new vertex attached to X is introduced, G′2 is no longer 3-connected. If instead of introducing a
new vertex, X becomes a clique with non-failing edges in both split-sets, the edge e is irrelevant in
the modified graph while it is essential in G - which disproves Theorem 3.16 of [Lan15].
Let G′1 and G
′
2 denote the probabilistic graphs resulting from G1 and G2, respectively,
when we add a new vertex v which is adjacent to all endvertices of F (with possible
parallel edges {u, v} if u is the endvertex of more than one edge of F ) and all edges








Remark 8.7. The same result holds in the K-terminal case if both G1 and G2 contain
vertices of K.
A similar result does not hold for k-vertex connectivity, unless k ≤ 2. An according
theorem presented in [Lan15] is false, as can be seen from the counterexample presented
in Figure 8.1.
Next, we will consider the k-edge connectivity and a separating vertex set of size
two. For the whole graph to be k-edge connected, all vertices in the split components
must have (at least) k edge disjoint paths to the separating vertex set, but the split
component must not be necessarily k-edge connected in itself. It is possible that the
splitting vertices have only i < k edge-disjoint paths joining each other in one split
component, as long as they have at least k − i edge disjoint-paths joining them in the
other split component. We get the following formula:
Proposition 8.8. Let k ≥ 1, G = (V,E, p) be a probabilistic graph and X = {u, v}
such that (G1, G2, X) is a splitting of G. Let G
j
i denote the probabilistic graph resulting



















1 ) = Rk−ec(G
−1
2 ) := 0.
Note that here the j in Gji , i = 1, 2, will denote the number of edges added to make the





the probability that Gi is in a state which becomes k-edge connected if we add j edges
but is not k-edge connected when we add less than k edges. The summation range
ensures that we add altogether at most k edges in both split components and thus, of
the (at least) 2k edge-disjoint paths connecting u and v in the two split components,























Fig. 8.2: H1, H2 an d H3 represent three different possible configurations on how each vertex pair in
X can have exactly one edge disjoint paths, such that H1 ∪ I generates a two-(edge) connected graph
and H2 ∪ I does not. Further, H2 ∪ I ′ forms a two-(edge) connected graph while H1 ∪ I ′ does not. H3
does neither form a two-(edge) connected graph together with I nor I ′. Thus, if we have more then
two splitting vertices, we need more information than just the number of disjoint paths between X to
characterize compatible states of G1 and G2.
8.2 Generalization to Arbitrary Separators
Proposition 8.8 introduces a lot of terms which cancel each other just to describe the
state of the split components, i.e. to describe that Gi needs at least j additional paths
in the split component. To avoid that, we will introduce new superstates which cover
all states of Gi where all vertices have k edge disjoint paths to the split set and where
the split set is connected in a certain way. Proposition 8.8 then reformulates to:
Proposition 8.9. Let k ≥ 1, G = (V,E, p) be a probabilistic graph and X = {u, v}
such that (G1, G2, X) is a splitting of G. Let P (H
j
i ), j = 0, . . . , k − 1 denote the
probability that Gi, i = 1, 2, is in a state such that all vertices in Gi have k edge
disjoint paths to X and that λu,v(Gi) = j holds. For P (H
k
i ) we will instead require










We will now generalize Proposition 8.9. Note that for deciding whether the resulting
graph G is k-(edge) connected it was sufficient to know that each vertex in the splitting
components has k internally (edge) disjoint paths towards the splitting set and the
number of internally (edge) disjoint paths connecting the two splitting vertices. We
did not need any information about the exact structure of G1 and G2. For 3 or more
splitting vertices the property that all vertices of the split component need to have
at least k internally (edge) disjoint paths to the splitting vertices remains a necessary
condition for k-(edge) connectivity of the whole graph. However, now the number of
internally (edge) disjoint paths joining the split vertices together is insufficient to decide
whether the two split components together will form a k-(edge) connected graph, as is
illustrated in Figure 8.2. We need some more information on how the splitting vertices
are connected in the split components.
To check whether two states H1 and H2 generate a k-(edge) connected graph, we are
interested in the structure of the paths between the vertices of X in H1 and H2 and
not the exact paths. Therefore, by isomorphy, we will consider all vertices not in X as
unlabeled.
8.2 Generalization to Arbitrary Separators 43
For k-edge connectivity, by Theorem 4.14, we can contract all vertices in G1 (and G2)
which are pairwise k-edge connected. This contraction changes the labels of the vertices
to subsets of X.
For k-connectivity, by Theorem 4.15, if we find a subgraph which is k-connected, we can
replace its edge set by any other edge set which ensures k-connectivity of the subgraph.
Thus, we will replace every k-connected subgraph by a clique to match different states
which make this subgraph k-connected to the same superstate.
The following theorem allows us to match further states to the same superstate:
Theorem 8.10. Let G = (V,E) be a graph and X = {s, t} be a vertex subset such
that (G1, G2, X) is a splitting. Let G
j
1 denote the graph resulting from G1 by adding j
edges joining s and t. Let u, v ∈ V1 be two vertices of G1 (which may coincide with s
and t). Then the following statements hold:
λu,v(G) =λu,v(G
j
1) with j = λs,t(G2) and
κu,v(G) =κu,v(G
j
1) with j = κs,t(G2).
Proof. Let P be a set of k edge disjoint paths between u and v. Then, each path in
P which uses edges of G2 must traverse s and t. Thus, if we replace the subpath in
G2 by an edge joining s and t we obtain a path in G
j
1 which uses the same edges of
G1 and is thus still edge disjoint to the other paths in P . Further, at most λs,t(G2) of
those paths can be in P and thus we introduced sufficiently many edges in Gj1. For the
opposite proof direction exchange each edge {s, t} in P by an edge disjoint path in G2.
Since P can contain at most λs,t(G2) edges {s, t}, we have sufficiently many paths in
G2 to choose from (if G1 contains edges of the form {s, t} itself, leave this many edges
unchanged in P ). Thus, for each set of edge disjoint paths in G we find a set of edge
disjoint paths in Gj1 of equal size and vice versa. Thus, also the size of maximum sets
of those kinds must coincide, which proofs the first part of the theorem.
For the second part, note that unless {u, v} = {s, t} of the internally disjoint paths in
P at most one can use edges of G2 since all those paths must use s and t. This path
then can use the edge {s, t} in Gj1. If {u, v} = {s, t}, paths using edges of G2 must lie
completely in G2 and there can be at most κs,t(G2) many paths in P at the same time.
The argument is then similar to the edge-connected case.
Whenever we find two splitting vertices in G1 (or G2) such that one of the split com-
ponents contains no vertices of X (besides possibly the two split vertices itself) we
can thus replace this split component by a set of parallel edges. Further, in case of
vertex-connectivity, if none of the two splitting vertices belongs to X, adding one edge
between the two split vertices is sufficient since further edges only increase the local
connectivity between the split vertices.
Definition 8.11 (Superstates ĜkX and Ǧ
k
X).
Let k ≥ 1, G = (V,E) be a graph and X ⊆ V . Then we define the following graphs:
ĜkX is the graph resulting from G by the following procedure:
1. Merge all pairs of vertices which are locally k-edge connected in G. The label of
the new vertex is the subset of X which was contracted into the vertex and then
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2. for each separator S = {s, t}, such that for the splitting (G1, G2, S) holds that
V1 \ S contains only unlabeled vertices (vertices whose label is the empty set),
replace G1 by a set of λs,t(G1) parallel edges joining s and t.
ǦkX is the graph resulting from G by the following procedure:
1. For each pair of vertices (s, t) which are locally k-connected in G, add the edge
{s, t} to G, then
2. for each separator S = {s, t}, such that for the splitting (G1, G2, S) holds that
V1 \S contains no vertex of X, replace G1 by κs,t(G1) parallel edges joining s and
t if S ∩X 6= ∅ and one edge joining s and t if S ∩X = ∅. Finally,
3. for each vertex v ∈ V \X, remove the label of v. Further, if the neighborhood of
v is a clique, remove v unless N(v) = W and |W | = k.
Note that each vertex is locally k-edge connected to itself and thus is merged with itself
in ĜkX . Thus, all vertices of G not in X automatically become unlabeled in Step 1 of
ĜkX . The graph Ĝ
k
X will be our superstate of G for k-edge connectivity and the graph
ǦkX is the superstate for k-connectivity. Further, due to Theorem 8.13 and 8.16 we will
later deal only with graphs where each vertex in V \X has k internally (edge) disjoint
paths to the set X and thus, Step 2 of ǦkX is only relevant for k = 1 and k = 2 or for
the K-terminal case (if Step 2 would reduce the graph for k ≥ 3, we immediately know
that ǦkX can not contribute to the k-connected reliability).
Definition 8.12.
Let G1 and G2 be graphs whose vertices are labeled by subsets of a set X such that
each vertex of X appears exactly once in G1 and once in G2. Let Πi, i = 1, 2, be the
partition of the set X into labels of Gi (where empty labels are ignored). Then the
graph G = G1 ∪G2 is defined as follows: Merge all vertices in G1 (G2) which contain
labels of the same block of Π1 ∨Π2. G is then the union of the modified versions of G1
and G2, where vertices with label ∅ are assumed to be distinct.
Theorem 8.13. Let k ≥ 1, G = (V,E) a graph with X ⊆ V such that (G1, G2, X) is





k-edge connected and every vertex in Vi \X, i = 1, 2, has k edge disjoint paths to the
set X in Gi.
Remark 8.14. We again will assume that λv,v(G) :=∞ and thus, the graph K1 will be
considered k-edge connected.
Proof. ”⇒”: Assume G is k-edge connected. That means that every vertex v ∈ V \X
has k edge disjoint paths to the vertex x ∈ X. Without loss of generality assume
v ∈ V1 \X. Consider a set of k edge disjoint paths connecting v and x. Since X is a
separator, each path which uses an edge of G2 therefore must contain a vertex of X
before the first edge of G2. Thus, if we shorten all paths until they hit a vertex of X
for the first time, we get a set of k edge disjoint paths between v and the set X such
that all paths are contained in G1. Since v was arbitrarily chosen, it holds that every
vertex in V1 \ X has k edge disjoint paths to the set X in G1. The same argument
holds for all vertices in V2 \X.
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We have now shown that every unlabeled vertex in Ĝi
k
X , i = 1, 2 has k edge disjoint
paths to the labeled vertices in Ĝi
k
X . If all labeled vertices are pairwise locally k-edge




X we have then proved that G
′ is k-edge connected. Let
u, x ∈ X be two arbitrary vertices of X. If u and x are merged into the same vertex
of G′, they are locally k-edge connected by default. Now assume that u and x are not
merged into the same vertex of G′ and that λu,x(G
′) < k holds. Let F ⊆ E(G′) with
|F | < k then be a cut in G′. We want to show that this implies a cut F ′ in G with
|F ′| = |F |, a contradiction. Let X1 denote the labels of X on the same side of F as
u and X2 denote the labels of X on the same side of F as x. Then, if we merge all
vertices of X1 and all vertices of X2 into one vertex each, the set F will still be a cut.
(Note in general that modifying (i.e. merging vertices or splitting a vertex into several
vertices and distributing its edges) vertices of the same side of a cut leaves the cut
intact and does not change its cardinality.) Further, the partition (X1, X2) is clearly
an upper bound of the partition Π1 ∨Π2 and thus especially also of Π1 and Π2. Thus,
since the operation ∪ did not introduce new edges, the corresponding edgesubsets F1




X/X1/X2, respectively, and thus, since





A ⊂ F1 be the set of edges of F1 in Ĝ1
k
X which was generated in Step 2 of the procedure
to construct Ĝ1
k
X from G1. Then, by Theorem 8.10 there is a set A
′ of equal cardinality,
such that (F1 \A) ∪A′ is a cut of G1 after Step 1 of the procedure. Since Step 1 only
merged vertices which are locally k-edge connected and therefore must be on the same
side of the cut (F1 \ A) ∪ A′, (F1 \ A) ∪ A′ is also a cut in G1. The same argument
holds for F2 and G2 and since A
′ has the same cardinality as A, this implies a cut of
less than k edges in G = G1 ∪G2, a contradiction to G being k-edge connected.
”⇐”: Since we assume that all vertices in V \ X have k edge disjoint paths to the




X being k-edge connected implies that
all vertices in X are locally k-edge connected in G. Let u, v ∈ X be two vertices of
X. If u, v ∈ X are in the same block of Π1 (Π2), it means that they were merged in




X) and thus are locally k edge connected
in G1 (G2) and thus in G = G1 ∪ G2. Further, if u and v are in the same block of
Π1 ∨ Π2, that means that there exists a sequence (x1, x2, . . . , xj) with x1 = u and
xj = v such that xi and xi+1 are in the same block in Π1 or Π2 for i = 1, . . . , j − 1.
λu,v(G) ≥ k then follows from transitivity. Now assume that λu,v(G) < k holds. Let
F ⊆ E be a minimal cut separating u and v. Since F has less than k edges, no edge
of F can be contracted when we contract locally k-edge connected vertex pairs, since
the endvertices of edges in F must lie on different sides of the cut. If some edges of
F are removed by Step 2 of the procedure to generate Ĝi
k
X , they are replaced by an
equal amount of new edges as stated by Theorem 8.10. Further, since vertices in the




X have to be k-edge connected in G, as argued above, the
additional merging in the ∪ operation does also not change the cut. Thus, λu,v(G) < k
would imply that λu,v(G
′) < k, a contradiction to G′ being k-edge connected. This
completes the proof.
Remark 8.15. The property that all vertices not in X must have k edge disjoint paths
to X is necessary to ensure that all vertices which we remove in Step 2 also were k-edge
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connected to the other vertices. Theorem 8.13 also immediately proofs Proposition 8.9.
Theorem 8.16. Let k ≥ 1 and G = (V,E) a graph with X ⊆ V such that (G1, G2, X)





k-connected and every vertex in Vi \ X, i = 1, 2, has k internally disjoint paths to k
different vertices of X in Gi.
Proof. ”⇒”: Assume G is k-connected. Let s ∈ V1 \ X, t ∈ V2 \ X. Since X is a
separator between s and t and G is k-connected, both s and t need to have k internally
disjoint paths to k different vertices of X. Since s and t were arbitrarily chosen, all
vertices in V \X have k internally disjoint paths to different vertices of X. It remains





Theorem 4.15 transforming X into a clique does not change whether other vertices are
k connected to X and the k internally disjoint paths to different vertices of X can
be easily extended to k internally disjoint paths to an arbitrary vertex of X. So let
u, v ∈ X and P be a set of k internally disjoint paths in G with endvertices u and
v. Step 1 only adds additional edges to G and thus does not alter P . If P contains
subpaths in subgraphs replaced in Step 2, by Theorem 8.10 these subpaths can be
replaced by the newly introduced edges in Step 2. Step 3 only removes vertices not in
X which have a clique as neighborhood. Thus, if P contains a subpath of the vertices
a, b, c where b is a vertex removed in Step 3, then since a and c are adjacent, we can
replace the subpath a, b, c by the subpath a, c. Since this paths contains no additional
vertices, it is still internally disjoint to all other paths in P . The only exception occurs,
if {a, c} = {u, v} and the edge {a, c} is in P itself. Thus, we have shown that all vertex
pairs of X which are not adjacent in G′ are locally k-connected in G′. By Theorem
4.15 we are allowed to introduce edges between those vertices without changing the
connectivity. Thus, it is sufficient to consider the case were X is a clique. If |X| ≥ k+1,
all vertices in are still X are k-connected, if we remove the vertex b. If |X| = k and
the neighborhood of b contains a vertex d not in X, X together with d still forms a
k-connected subgraph and we can again remove b in Step 3. The only remaining case
is when |X| = k and N(b) = X, which is excluded in Step 3, which completes the first
part of the proof.
”⇐”: Since we assume that all vertices have k internally disjoint paths to k different
vertices of X, it only remains to show that the vertices in X are pairwise locally k-
connected in G. Assume for the sake of contradiction that u, v ∈ X are not locally
k-connected in G. Without loss of generality we will assume that u and v are not
adjacent (else we consider the edge joining u and v as separating vertex, i.e. introduce
an artificial vertex on that edge). Then there is a vertex set W of size smaller than k
which separates u and v in G. All vertices on the two boundaries of the cut can only
be k-connected to vertices on the same side and thus Step 1 introduces no new edges
crossing the cut. If a vertex of W was removed in Step 2, if the two separating vertices
used for Step 2 coincide with u and v, we again get an edge joining them directly which
we will model by an artificial vertex on this edge. If not both u and v coincide with
the splitting vertices, we choose the splitting vertex which is not u or v as replacement
for W . In any case, after Step 2 we again obtain a vertex set separating u and v which
contains less than k vertices. Step 3 only removes vertices – which can not increase the
local vertex-connectivity of u and v. Thus, κu,v(G
′) < k, a contradiction to G′ being
k-connected. This completes the proof of the theorem.
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Theorem 8.18. Let k ≥ 1, G = (V,E, p) be a probabilistic graph and X ⊆ V such
that (G1, G2, X) is a splitting of G. Let Ĥi be the set of superstates Ĝi
k
X of spanning
subgraphs of Gi and Ȟi be the set of superstates Ǧi
k
X of spanning subgraphs of Gi,
i = 1, 2. Further, for H ∈ Ĥi, i = 1, 2, let P ei (H) denote the probability that Gi is in a
state such that all vertices of Gi have k edge-disjoint paths to X and that the superstate
Ĝi
k
X is H. For H ∈ Ȟi, i = 1, 2, let P vi (H) denote the probability that Gi is in a state
such that all vertices of Vi \X have k internally disjoint paths to k different vertices of
X and that the superstate Ǧi
k



















Proof. By Theorem 8.13, G is in a k-edge connected state whenever, the superstates
of G1 and G2 are k-edge compatible and all vertices in Gi have k edge disjoint paths
to the set X. In the same way, Theorem 8.16 proofs the correctness of this theorem
for the k-vertex connected case.
8.3 Constructing the Splitting Classes for 2− ec, 3− ec
and 2− vc
While Theorem 8.18 gives us means to use splitting for arbitrary values of k and
arbitrary sets X, the sets Ĥi and Ȟi, i = 1, 2, depend on k, X as well as the graph G
itself. An intriguing question is, for which values of k and |X|, we can describe those
sets (up to the labeling of X) independent of the graphs G1 and G2.
• Theorem 8.3 shows that this is the case for |X| = 1 and arbitrary k for the edge-
connectivity (vertex connectivity is uninteresting in this case, since there |X| = 1
only allows for k = 1, which is the already well-studied all-terminal-reliability)
• Proposition 8.9 (as well as a similar variant for vertex-connectivity, which we did
not explicitly state here), show that this is the case for |X| = 2, independent of
k.
However, not for all values of k and |X| the description can be done independent of
the graph G with finite sets for possible superstates. Figure 8.3 gives an infinite class
of graphs which coincide with their respective superstates for k = 4, |X| = 3 and







Fig. 8.3: The yellow round vertices correspond to vertices of X while the white squares correspond to
unlabeled vertices. For each number of vertices in the chain, the graph depicted is its own superstate
for 4-edge connectivity and 3-connectivity. Thus, using our description of Ĥi and Ȟi, we would need
an infinite class of graphs in those sets to be independent of the underlying graph G for |X| = 3.
cases, a description of the superstates without reference to Gi would need to cover all
those graphs and thus have infinitely many states.
However, in this section we will show that for k ≤ 3 and edge-connectivity and for k = 2
and vertex-connectivity, it is possible to generate all superstates for arbitrarily large
sets X independent of the underlying graph G. We will not only show that those sets
of superstates are finite, but also give an algorithm which can generate all superstates
in those sets uniquely and thus we can even count the number of possible superstates
depending on |X|. Those results were also published in [Lan17].
For two-edge connectivity, Step 1 merges all vertices which are locally 2-edge connected.
Thus, the resulting superstate will be cycle-free. Further, all unlabeled vertices are
required to have at least two edge disjoint paths towardsX and thus need to have degree
at least two. If an unlabeled vertex has degree two, its neighbors form a separator and
thus unlabeled vertices of degree two are removed in Step 2. We obtain the following:
Proposition 8.19. Let k = 2 and let G = (V,E) be a graph with splitting (G1, G2, X).
Then, all superstates in Ĥi, i = 1, 2, are partially labeled forests where unlabeled vertices
have at least degree three.
The connected components of those forests also appear in various contexts of origin
relations, where the unlabeled vertices then correspond to a hypothetical common
ancestor of two objects, who is not yet known by name. In the context of evolution
of species, those trees are known as phylogenetic trees or Greg trees. While in this
context of origin those trees are rooted, we consider the unrooted case here. Carlier
et al. [CL96] were the first to identify this structure as splitting structure for 2-edge
connectivity but were unable to count them. In the context of ancestry of species,
Felsenstein [Fel78] gave an algorithm to generate and count all of the phylogenetic
trees for a given set of species (which correspond to our set X). Independently, Flight
[Fli90] considered those origin trees in context of handwritten copies of manuscripts
and termed them Greg trees. In [Rei15], Reinwardt was the first to give the generator in
the context of splitting structures for two-edge connectivity by including a multilabel
operation as well as an extension from trees to forest. However, the proof of the
uniqueness of the construction given in [Rei15] is incomplete, so that we gave a corrected
version in [Lan17]. But first, we will note that the extension to multilabels and several
components can be easily avoided:
Lemma 8.20. Let P be a property of a partially labeled graph such that a graph G
can only have property P if each connected component of G has at least one labeled
vertex and that property P holds for the graph if and only if it holds for each connected
component. Let S(n) be the number of graphs with n labeled vertices and property P
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and let T (n) be the number of connected graphs with n labeled vertices and property
P . Further, let S(n, c) be the number of graphs with n labeled vertices and property P
which have exactly c connected components. Then the following equations hold:













With this recurrence equation, knowledge of T (n) is sufficient to calculate S(n) and it
is thus sufficient to find a generator for all connected graphs with property P .
Proof. Equation (8.1) follows from the definition of S(n, c). For Equation (8.2), con-
sider an arbitrary ordering of the vertices and consider the connected component of the
lowest labeled vertex, denoted by v. This component has i labeled vertices for some
i in 1 to n − c + 1 and the remaining c − 1 components have the remaining labeled
vertices. Summing over all possible choices for i and multiplying all possible config-
urations of this component (counted by T (i)), all possible selections for the labeled





) and all possible configurations of the remaining
components (counted by S(n− i, c−1)), we will gain all possible configurations for the
whole graph (counted by S(n, c)). Equation (8.3) follows from the definition of S(n, c)
and S(n) and the fact that since each component of a graph counted in S(n) must
have a labeled vertex in every connected component, every graph in S(n) must have
between one and n components.
The second step is the simplification from multilabels to a graph in which all labeled
vertices have a single label:
Lemma 8.21. Let P be a graph property. Let T (n) be the function counting all (con-
nected) graphs with n labeled vertices which have property P . Let S(n) be the number
of (connected) graphs with property P which have a label set of n labels for labeled ver-
tices, where the labels of labeled vertices form a partition of the label set. Let S(n, l) be
the number of graphs counted in S(n) which have additionally exactly l labeled vertices.











Proof. Equation (8.5) follows directly from the definition of S(n, l). Equation (8.4)
follows from the fact, that to calculate all graphs counted in S(n, l), we can count all
configurations counted in T (l) and then in a second step replace each label in T (l)
by a block of a partition of the n elements of the label set into l blocks (=labeled
vertices). Since the Stirling numbers of the second kind count the number of ways how
to partition n elements into k blocks, Equation (8.4) follows.
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With that in mind we can now give the construction algorithm to generate all Greg
trees:
Theorem 8.22 (Felsenstein [Fel78], Flight [Fli90], Reinwardt [Rei15], Lange [Lan17]).
Let Tn be the set of Greg trees with labels 1 to n. Then T1 is the set {({1}, ∅)} containing
the graph with one isolated vertex labeled 1. For n ≥ 2, Tn can be obtained from Tn−1 by
independently applying the following operations and each possible choice to each graph
G in Tn−1:
(A) Choose an unlabeled vertex of G and give it the label n.
(B) Choose a vertex u of G and add a new vertex with label n adjacent to u to G.
(C) Choose an edge of G and add a new vertex with label n as subdivision of this edge.
(D) Choose an edge of G and add a new unlabeled vertex z as subdivision of this edge
and add a new labeled vertex n adjacent to z.
Proof. We will divide the proof in two parts:
1. All created graphs belong to the set Tn.
2. All graphs in Tn are created uniquely.
1) First note that each of the Operations (A)-(D) adds exactly one labeled vertex to
the graph. Further, all edge operations are either subdividing a bridge or introducing
new bridges to the graph. So none of the operations introduces cycles and thus since
we operate on trees, each generated graph will be a tree again. It remains to show that
each unlabeled vertex has at least degree three. First note that no operation decreases
the degree of existing vertices. Thus, all preexisting unlabeled vertices still have degree
at least three. A new unlabeled vertex is only introduced by Operation (D) applied on
some edge e = {u, v}. In the resulting graph, this unlabeled vertex has u, v and the
vertex labeled n as neighbors and thus also degree three. This completes the first part
of the proof that no graph outside of Tn is created by applying the Operations (A)-(D)
to the set Tn−1.
2) First note that applying the same Operation (A)-(D) to different graphs yields
different graphs. Further, applying the same operation to different vertices/edges of
the same graph yields different graphs. Thus, using induction, we only need to show
that for each graph G in Tn we can determine by which of the Operations (A)-(D) it
was created and that there exists a graph G′ in Tn−1 which can generate G by using
this Operation.
Let G be an arbitrary graph in the set Tn. We will distinguish different cases depending
on the degree of the vertex labeled n. Operation (A) gives a label to a previously
unlabeled vertex and thus to a vertex with degree at least three. In Operation (C) the
new labeled vertex has degree two. In graphs resulting from Operations (B) and (D)
the vertex n has degree one. So assuming the vertex n has degree at least three, it
was uniquely generated by Operation (A) and the graph G′ is isomorphic to G but the
vertex with label n in G is unlabeled in G′ while all other labels remain unchanged.
Assume the vertex n has degree two. Then it can only be generated by Operation (C).
Denote the neighbors of n in G by u and v. Then G can be generated from the graph
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G′ := G− n+ {u, v} by applying Operation (C) to the edge {u, v}.
Assume n has degree one. Then G was generated by Operation (B) or (D). Denote
the neighbor of n in G by v. Since in Operation (D) the neighbor of n is an unlabeled
vertex of degree three, if v is not unlabeled or has degree at least four, G must have
been generated by Operation (B). Also, if v is labeled or has degree at least four,
G′ := G − n belongs to the set Tn−1 and G can be generated by applying Operation
(B) to G′ and the vertex v.
So now assume that v is an unlabeled vertex of degree three. In the graph G′ := G−n,
the vertex v thus has degree two and G′ does not belong to the set Tn−1. Applying
Operation (B) to G′ and the vertex v would result in G. Since for each operation,
there can exist at most one graph which generates G and further G′ is not in Tn−1,
no graph in Tn−1 can generate G by Operation (B). Thus, if there exists a graph G′
in Tn−1 which can generate the graph G, it must use the Operation (D). Denote the
neighbors of v in G by u,w and n. Then we can generate G by applying Operation (D)
on the edge {u,w} of the graph G′ := G− v−n+ {u,w}. Since the degree of u and w
is unchanged and the new edge {u,w} is a bridge since the vertex v is an articulation
in G, G′ is in Tn−1. Since no other case is possible, this completes the proof that each
graph in Tn can be generated by the Operations (A)-(D) applied to graphs in Tn−1.
Corollary 8.23 (Reinwardt [Rei15], Lange [Lan17]). Let F (n) denote the number of
Greg trees with labels 1 to n. Let f(n, u) be the number of Greg trees with labels 1 to n




f(n, u), for n ≥ 2
f(n, u) =(u+ 1) · f(n− 1, u+ 1)
+ (n+ u− 1) · f(n− 1, u)
+ (n+ u− 2) · f(n− 1, u)
+ (n+ u− 3) · f(n− 1, u− 1)
with F (1) = f(1, 0) = 1 and f(n, u) = 0 if n or u is less than 0.
Proof. The set T1 contains just the graph with one isolated vertex labeled n so f(1, 0) =
F (1) = 1. There exists no graph with a negative number of vertices, so f(n, u) = 0 if
at least one parameter is negative.
The recurrence relation for f(n, u) is an immediate consequence of Theorem 8.22:
Consider the graphs in Tn with exactly u unlabeled vertices. Each of those graphs is
uniquely generated by one graph in Tn−1. If it was generated by Operation (A), it
was generated from a graph with n − 1 labeled vertices and u + 1 unlabeled vertices
so (u + 1) · f(n − 1, u + 1) graphs in Tn with the desired parameters were created by
Operation (A) where the factor u + 1 represents the choice for the unlabeled vertex
z. Similarly, if it was created by Operation (B), it was created by a graph with n− 1
labeled and u unlabeled vertices. So (n+ u− 1) · f(n− 1, u) graphs in Tn with desired
parameters were created by Operation (B). Similarly, the other terms of the recurrence
arise for the Operations (C) and (D).
For the number of all graphs in Tn, we have to add the number of graphs with exactly
n labeled vertices and u unlabeled vertices for all possible choices of u. By using the
handshaking lemma for trees, we obtain that in a graph with at most n vertices with
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degree less than three we can have at most n − 2 vertices with degree at least three,
so n− 2 is an upper bound for the number of unlabeled vertices u.
Now we consider the three-edge connected case. In this case all vertex pairs in the
superstate have at most local edge connectivity two (otherwise they would have been
merged). So while the resulting graph now may have cycles, distinct cycles can not
have an edge in common. We obtain a cactus graph. Further, unlabeled vertices again
need to have at least degree three. Although this graph class has no (known) relation
to phylogenetic relations, we will stick with the Greg notion.
Definition 8.24.
A cactus graph G is a connected graph such that no two cycles of G have an edge
in common. A Greg cactus graph with labels 1 to n is a cactus graph with n labeled
vertices, labeled by the values 1 to n, and an arbitrary number of unlabeled vertices such
that all unlabeled vertices have degree at least three.
Proposition 8.25. Let k = 3 and let G = (V,E) be a graph with splitting (G1, G2, X).
Then, all superstates in Ĥi, i = 1, 2, are partially labeled graphs such that all connected
components are Greg cactus graphs.
Theorem 8.26 (Lange [Lan17]). Let Wn be the set of Greg cacti with labels 1 to n.
Then W1 = T1 and for n ≥ 2, Wn can be obtained from Wn−1 by applying the following
operations (see Table 8.1 for graphical representations of the operations) to each graph
G in Wn−1:
(A) Choose an unlabeled vertex of G and give it the label n.
(B) Choose a vertex u of G and add a new vertex with label n together with the edge
{n, u} to G.
(C) Choose an edge of G and add a new vertex with label n as subdivision of this edge.
(D) Choose an edge of G and add a new unlabeled vertex z as subdivision of this edge
and add a new labeled vertex n together with the edge {n, z}.
(E) Choose a bridge {u,w} of G. Add a new labeled vertex n together with the edges
{u, n} and {w, n}.
(F) Choose a bridge {u,w} of G. Add a new unlabeled vertex z, a labeled vertex n and
the edges {u, z}, {w, z} and {z, n}.
(G) Choose a bridge {u,w} of G. Add a new unlabeled vertex z as subdivision of this
edge and add a new labeled vertex n together with the edge {z, n} and one of the
edges {u, n} or {w, n}.
(H) Choose a bridge of G. Add two new unlabeled vertices z1, z2 as subdivision of this
bridge and add a new labeled vertex n together with the edges {z1, n} and {z2, n}.
(I) Choose a bridge of G. Add two new unlabeled vertices z1, z2 as subdivision of this
bridge, add a new labeled vertex n and a new unlabeled vertex z3 adjacent to z1,
z2 and n.
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(K) Choose a bridge {u,w} of G. Add a new unlabeled vertex z1 as subdivision of this
bridge, add a new labeled vertex n and a new unlabeled vertex z2 adjacent to z1,
n and either u or w.
Proof. We will divide the proof in three parts:
1. Each cactus graph inWn can be generated by the Operations (A)-(K) fromWn−1.
2. Applying the Operations (A)-(K) to graphs inWn−1 generates only graphs inWn.
3. Each graph in Wn is generated uniquely.
Part 1: Consider an arbitrary graph G in Wn. We consider different cases depending
on the degree of the vertex n.
Case 1 deg n ≥ 3: If deg n ≥ 3, then the graph G′ obtained from G by removing the
label n belongs to Wn−1. Thus, G can be obtained from G′ by Operation (A).
Case 2 deg n = 2: Denote the two neighbors of n by u and w. If u and w are
not adjacent, adding an edge between them and deleting the vertex n does not
generate cycles and the degrees of the vertices do not change. Thus, this graph
G′ belongs to Wn−1 and G can be obtained from G′ by Operation (C) applied on
this edge {u,w}. So assume that u and w are adjacent. Then, since the graph is
chord-free and n, u, w is a triangle, the edge {u,w} must be a bridge in G− n. If
both u and w are labeled vertices or are unlabeled and have a degree of at least
4, G− n belongs to Wn−1 and G can be obtained from G− n by Operation (E)
applied on {u,w}. If u and w are both unlabeled and have degree 3, denote their
additional neighbors with a and b. Since {u,w} is a bridge in G − n, so are the
edges {u, a} and {w, b}. Thus, e = {a, b} is a bridge in G′ = G− n− u− w + e.
Further, since the degree of a and b is the same in G′ and G, G′ belongs to Wn−1
and G can be obtained from G′ by Operation (H) applied on e. The remaining
case is, that u is a labeled vertex or an unlabeled vertex of degree at least 4 while
w is an unlabeled vertex of degree 3. Let a denote the additional neighbor of w.
Since {u,w} is a bridge in G− n, {w, a} is a bridge. Thus, e = {u, a} is a bridge
in G′ = G− n−w+ e. Since the degree of a is unchanged and the degree of u is
reduced by 1, G′ belongs to Wn−1 and G can be obtained from G′ by Operation
(G) applied on e.
Case 3 deg n = 1: If deg n = 1, let u denote the neighbor of n. If u is labeled or
unlabeled with degree at least 4, G− n belongs to Wn−1 and G can be obtained
from G − n by Operation (B) applied on u. So assume u is unlabeled and has
degree 3, then let x and y the other neighbors of u. If x and y are not adjacent,
G′ = G − n − u + {x, y} belongs to Wn−1 and G can be obtained from G′ by
Operation (D) applied on {x, y}. So assume x and y are adjacent. Since x, y, u
forms a triangle and G is chord-free, {x, y} must be a bridge in G− u. If both x
and y are labeled or unlabeled with degree at least 4, G′ = G− n− u belongs to
Wn−1 and G can be obtained from G′ by Operation (F) applied on {x, y}. If both
are unlabeled and have degree 3, denote their additional neighbors with a and b.
The edges {x, a} and {y, b} then must be bridges in G. Thus, the edge e = {a, b}






































Tab. 8.1: Graphical representation of the Operations (A)-(K). Existing vertices are denoted by white
circles, new unlabeled vertices are denoted by white squares and the new labeled vertex n is denoted
by black circles. Edges, which are bridges are denoted by an additional b next to the edge.
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in G′ and G, G′ belongs to Wn−1. G can be obtained from G′ by Operation (I)
applied on e. The remaining case is that x is a labeled vertex or unlabeled vertex
of degree at least 4 while y is an unlabeled vertex of degree 3. Let b denote the
additional neighbor of y. The edge {b, y} is a bridge in G and thus e = {x, b} is
a bridge in G′ = G − n − u − y + e. The degree of b is equal in G and G′ while
the degree of x is reduced by 1 in G′. Thus, G′ belongs to Wn−1 and G can be
obtained from G′ by Operation (K) applied on e.
Part 2: First note that all operations add exactly one labeled vertex which always
obtains label n. Thus, it remains to show that all resulting graphs are chord-free and
all unlabeled vertices have degree at least 3. It is easy to see that the degree of existing
vertices is not reduced by the Operations (A)-(K) and all newly introduced unlabeled
vertices have exactly degree 3. Thus, after the Operations(A)-(K) applied on graphs
from Wn−1, all unlabeled vertices will have degree at least 3. Operation (A) does not
introduce new edges and thus especially no chords. Subdividing an edge in a chord-free
graph also does not produce chords. Since the new edges in (B) and (D) are bridges
the Operations (B) - (D) do not generate chords. The Operations (E) - (K) are only
applied on bridges e = {u,w} and thus cannot generate chords for existing cycles.
Further, it is easy to see that the graph inserted between u and w by those operations
is also chord-free.
Part 3: All graphs inW1 are obviously unique. So assume by induction that all graphs
inWn−1 are unique. Since applying the same operation to two different graphs/different
components of the same graph obviously results in different graphs, it suffices to show
that each graph can be obtained by only one of the Operations (A) - (I) . We will
compare the graphs inWn depending on n. Operation (A) is the only operation where
n has a degree of at least 3. Vertices of degree 1 are obtained from (B), (D), (F), (I)
and (K) while vertices of degree 2 are obtained from (C), (E), (G) and (H). First, we
will distinguish the vertices of degree 2: Operation (C) is the only operation where the
neighbors of n are not adjacent to each other. So assume the neighbors are adjacent
to each other. If both neighbors are labeled or have degree at least 4, they cannot
be generated by (H) and (K) and thus are unique to (E). If both are unlabeled with
degree 3, they cannot be generated by (E) and (K) and are thus unique to (H). If one is
labeled or has degree at least 4 while the other is unlabeled with degree 3, they cannot
be generated by (E) and (H) and are thus unique to (K). Now we want to distinguish
the cases where n has degree 1. Since the neighbor of n is unlabeled with degree 3 for
the Operations (D), (F), (I) and (K), a labeled neighbor or unlabeled neighbor with
degree at least 4 is unique to Operation (B). Further, by using (B) we will never obtain
an unlabeled vertex with degree 3 as neighbor of n (otherwise it was an unlabeled
vertex with degree 2 previously, which is forbidden). Let z denote the neighbor of n
and assume z is unlabeled with degree 3 and denote its other neighbors by u and w.
Operation (D) is the only one where u and w are not adjacent. If u and w are adjacent,
we again distinguish whether u and w are unlabeled vertices of degree 3. If both are
unlabeled vertices of degree 3, it is unique to (I), if exactly one is unlabeled of degree
3, it is unique to (K) and if both are labeled or have degree at least 4, it is unique to
Operation (F). Thus, for each graph it can be uniquely determined which operation
created it and thus all created graphs are unique.
Corollary 8.27 (Lange [Lan17]). Let g(n, u,m, b) be the number of graphs in Wn with
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u unlabeled vertices, m edges and b bridges. Then, for n ≥ 2 holds
g(n, u,m, b) =
+ (u+ 1) · g(n− 1, u+ 1,m, b) + (u+ n− 1) · g(n− 1, u,m− 1, b− 1)
+ (b− 1) · g(n− 1, u,m− 1, b− 1) + (m− b− 1) · g(n− 1, u,m− 1, b)
+ (b− 2) · g(n− 1, u− 1,m− 2, b− 2)
+ (m− b− 1) · g(n− 1, u− 1,m− 2, b− 1)
+ (b+ 1) · g(n− 1, u,m− 2, b+ 1) + b · g(n− 1, u− 1,m− 3, b)
+ 2b · g(n− 1, u− 1,m− 3, b) + (b− 1) · g(n− 1, u− 2,m− 4, b− 1)
+ (b− 2) · g(n− 1, u− 3,m− 5, b− 2)
+ 2(b− 1) · g(n− 1, u− 2,m− 4, b− 1)
with g(1, u,m, b) =
{
1 , if u = m = b = 0
0 , otherwise
.
Proof. By Theorem 8.26, every graph in Wn can be uniquely generated from Wn−1
by one of the Operations (A)-(K). Operation (A) increases the number of labeled
vertices by one and decreases the number of unlabeled vertices by one. Thus, we have
g(n− 1, u+ 1,m, b) graphs in Wn−1 which can generate graphs counted in g(n, u,m, b)
by Operation (A). In each of those graphs, we can choose any of the u + 1 unlabeled
vertices for the operation. Similarly, we can obtain the other terms of the recursion
for the Operations (B)-(K). For the Operations (C) and (D) we need to distinguish
whether the operation was applied on a bridge or non-bridge edge because this changes
the number of bridges in the resulting graph. Operations (G) and (K) get an additional
factor two to account for the choice whether we add an edge to u or w.
Corollary 8.28 (Lange [Lan17]). Let G(n) be the number labeled Greg cacti with n













Proof. To count G(n) we need to sum g(n, u,m, b) over all possible ranges for the
number of unlabeled vertices u, the number of edges m and the number of bridges b.
Given the operations in Theorem 8.26, we can add at most 3 unlabeled vertices for
each new labeled vertex and for two labeled vertices we have zero unlabeled vertices.
Thus, if n ≥ 2, the number of unlabeled vertices ranges from 0 to 3n − 6. Since all
unlabeled vertices have degree at least 3 and the average degree of cactus graphs is less




c. The number of bridges is obviously bounded
by the number of edges and thus b ranges from 0 to m.
Last but not least, we will consider the case for two-connectivity. Consider the opera-
tions to generate Ǧ2X : In Step 1, each biconnected component is replaced by a clique.
Step 2 again removes all unlabeled vertices of degree two. Step 3 removes all unlabeled
vertices which belong to only one clique, with the exception of N(v) = X and |X| = 2.
Since this is the only exception, we will ignore it in our generation.
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Definition 8.29.
A clique tree is a graph obtained from a tree T by the following operations
1. Replace each vertex v of T by a clique of arbitrary size and for each edge incident
to v select a vertex of the clique which becomes the new endvertex of the edge.
2. Contract an arbitrary number of bridges of the resulting graph.
A Greg clique tree with labels 1 to n is a clique tree with n labeled vertices, labeled by
the values 1 to n, and an arbitrary number of unlabeled vertices such that all unlabeled
vertices have degree at least three and are articulations of the graph.
Remark 8.30. We can also consider a clique tree to be resulting from a cactus graph by
replacing each cycle by a clique. In the definition for Greg clique trees we explicitly need
the property that unlabeled vertices are articulations since it is no longer a consequence
of having degree at least three.
Proposition 8.31. Let k = 2 and let G = (V,E) be a graph with splitting (G1, G2, X).
Then, all superstates in Ȟi, i = 1, 2, are partially labeled graphs such that all connected
components are Greg clique trees.
Theorem 8.32 (Lange [Lan17]). Let Cn be the set of Greg clique trees with labels 1 to
n. Then C1 = T1 and for n ≥ 2, Cn can be obtained from Cn−1 by applying the following
operations to each graph G in Cn−1:
(A) Choose an unlabeled vertex of G and give it the label n.
(B) Choose a vertex u of G and add a new vertex with label n together with the edge
{n, u} to G.
(C’) Choose a bridge of G and add a new vertex with label n as subdivision of this
edge.
(D’) Choose a bridge of G and add a new unlabeled vertex z as subdivision of this edge
and add a new labeled vertex n together with the edge {n, z}.
(E’) Choose a block of G. Add a new labeled vertex n adjacent to all vertices of this
clique.
(F’) Choose a block of G. Add a new unlabeled vertex z and a labeled vertex n such
that z is adjacent to all vertices of this clique and n.
(G) Choose a bridge {u,w} of G. Add a new unlabeled vertex z as subdivison of this
edge and add a new labeled vertex n together with the edge {z, {n}} and one of
the edges {u, n} or {w, n}.
(H) Choose a bridge of G. Add two new unlabeled vertices z1, z2 as subdivision of this
bridge and add a new labeled vertex n together with the edges {z1, n} and {z2, n}.
(I) Choose a bridge of G. Add two new unlabeled vertices z1, z2 as subdivision of this
bridge, add a new labeled vertex n and a new unlabeled vertex z3 adjacent to z1,
z2 and n.
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(K) Choose a bridge {u,w} of G. Add a new unlabeled vertex z1 as subdivision of this
bridge, add a new labeled vertex n and a new unlabeled vertex z2 adjacent to z1,
n and either u or w.
Proof. We will again divide the proof in three parts:
1. All graphs in Cn can be generated from Cn−1 by one of those operations.
2. Applying those operations to graphs from Cn−1 does not generate graphs which
are not in Cn.
3. Each graph in Cn is generated uniquely from Cn−1.
Part 1: Let G be an arbitrary graph in Cn. We will perform a case distinction depending
on the structure of n in G.
Case 1 The vertex n is an articulation: Thus, n has at least degree 2. If n has degree
2, denote its neighbors by u and w. Since n is an articulation, the edges {u, n}
and {w, n} must be bridges in G. Thus, e = {u,w} is a bridge in G′ = G−n+ e.
G′ belongs to Cn−1 and G can be obtained from G′ by Operation (C’) applied to
e. If n has degree at least 3, the graph G′ obtained from G by removing the label
of n belongs to Cn−1 and G can be obtained from G′ by Operation (A).
Case 2 The vertex n is not an articulation. Thus, n belongs to exactly one block. We
will now further distinguish depending on the size of this block.
Case 2.1 The block has at least size 4. Then the graph G′ = G − n belongs to
Cn−1 and G can be obtained by Operation (E’) applied to this block.
Case 2.2 The block has size 2: Then n has degree 1. Denote its neighbor by u.
If u is a labeled vertex or an unlabeled vertex with degree at least 4, which
is also an articulation in G′ = G − n, then G′ belongs to Cn−1 and G can
be obtained from G′ by Operation (B) applied to u. If u is unlabeled with
degree 3 and an articulation in G−n, let x and y denote its other neighbors.
Since u is an articulation in G − n, the edges {x, u} and {y, u} must be
bridges in G. Thus, the edge e = {x, y} is a bridge in G′ = G−n−u+ e. G′
belongs to Cn−1 and G can be obtained from G′ by Operation (D’) applied
to e.
So now assume that u is an unlabeled vertex, which is not an articulation
in G − n. If u has degree at least 4, G′ = G − n − u belongs to Cn−1 and
G can be obtained from G′ by Operation (F’). If u has degree 3, denote its
other neighbors with x and y. Since u is not an articulation in G− n, x and
y must be adjacent and the edge {x, y} is a bridge in G− n− u.
If both x and y are labeled or have degree at least 4, G′ = G−n−u belongs
to Cn−1 and G can be obtained from G′ by Operation (F’) applied on {x, y}.
If both x and y are unlabeled with degree 3, denote their other neighbors
with a and b respectively. The edges {a, x} and {b, y} must be bridges in G.
Thus, e = {a, b} is a bridge in G′ = G−n−u−x− y+ e, G′ belongs to Cn−1
and G can be obtained from G′ by Operation (I) applied to e. Now assume
that x is labeled or unlabeled with degree at least 4 while y is unlabeled and
has degree 3. Denote the other neighbor of y with b. The edge {b, y} is then
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clearly a bridge in G. Thus, e = {x, b} is a bridge in G′ = G− u−n− y+ e,
G′ belongs to Cn−1 and G can be obtained from G′ by Operation (K) applied
to e.
Case 2.3 The block has size 3: Denote the other vertices of the block by u and w.
The edge {u,w} is a bridge in G−n. If u and w are labeled vertices or have
at least degree 4 in G, G′ = G − n belongs to Cn−1 and G can be obtained
from G′ by Operation (E’) applied to {u,w}. If u and w are both unlabeled
and have degree 3, let a and b denote their respective other neighbors. The
edges {a, u} and {b, w} are bridges in G and thus e = {a, b} is a bridge in
G′ = G−n−u−w+e. G′ belongs to Cn−1 and G can be obtained from G′ by
Operation (H) applied on e. If u is labeled or has degree at least 4 while w is
unlabeled and has degree 3, denote the other neighbor of w by b. The edge
{b, w} is a bridge in G and thus e = {u, b} is a bridge in G′ = G−n− u+ e.
G′ belongs to Cn−1 and G can be obtained from G′ by Operation (G) applied
to e.
Part 2: It is clear that all operations applied to a graph G′ in Cn−1 add one labeled
vertex with label n. Further, no operation decreases the degree of existing vertices and
thus all preexisting unlabeled vertices still have degree at least 3. All newly introduced
unlabeled vertices have degree exactly 3 and are articulations. Further, all operations
which modify the graph either operate on bridges ((C’),(D’),(G)-(K)) and only interact
with the endvertices of this bridge to introduce new cliques or they operate on a single
block ((E’) and (F’)) and the vertex added to this block is adjacent to all other vertices
of the block. Thus, the resulting graph is again a clique tree. Thus, all graphs generated
from Cn−1 by the operations indeed belong to Cn.
Part 3: Assume by induction that all graphs in Cn−1 are unique. The uniqueness of the
generated graphs in Cn can be shown analogously to Part 1. For all the considered cases
in Part 1 observe that the given operation is the only operation which can generate a
graph such that the considered (extended) neighborhood of n has the desired structural
properties. Thus, for each graph in Cn it is uniquely determined which operation
applied to a graph in Cn−1 generates it. Note, that the same operation applied to
different graphs or different parts of the same graph results in different graphs. Thus,
each graph in Cn is uniquely generated from Cn−1.
Corollary 8.33 (Lange [Lan17]). Let c(n, u, c, b) the number of graphs in Cn with u
unlabeled vertices, c blocks and b bridges. Then for n ≥ 2, it holds
c(n, u, c, b) =
(u+ 1) · c(n− 1, u+ 1, c, b)
+ (n+ u− 1) · c(n− 1, u, c− 1, b− 1) + (b− 1) · c(n− 1, u, c− 1, b− 1)
+ (b− 2) · c(n− 1, u− 1, c− 2, b− 2) + (b+ 1) · c(n− 1, u, c, b+ 1)
+ (c− b) · c(n− 1, u, c, b) + b · c(n− 1, u− 1, c− 1, b)
+ (c− b) · c(n− 1, u− 1, c− 1, b− 1) + 2b · c(n− 1, u− 1, c− 1, b)
+ (b− 1) · c(n− 1, u− 2, c− 2, b− 1)
+ (b− 2) · c(n− 1, u− 3, c− 3, b− 2)
+ 2(b− 1) · c(n− 1, u− 2, c− 2, b− 1)
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n |Tn| |Wn| |Cn|
1 1 1 1
2 1 1 1
3 4 12 12
4 32 320 288
5 396 13.700 11.108
6 6.692 812.972 592.876
7 143.816 61.785.304 40.502.360
8 3.756.104 5.728.322.616 3.374.365.336
Tab. 8.2: Number of Greg trees |Tn|, Greg cacti |Wn| and Greg clique trees |Cn| for a specified number
of labeled vertices n from 1 to 8
with c(1, u, c, b) =
{
1 , if u = c = b = 0
0 , otherwise
.
Proof. By Theorem 8.32 each graph in Cn is uniquely generated from Cn−1. A graphG in
Cn with u unlabeled vertices, c blocks and b bridges which was generated by Operation
(A), was generated from a graph with u+ 1 unlabeled vertices, c blocks and b bridges.
Thus, considering the choices for the unlabeled vertex, (u + 1) · c(n − 1, u + 1, c, b)
graphs counted in c(n, u, c, b) are generated by Operation (A). The other terms are
derived similarly for the Operations (B)-(K) where (G) and (K) give an additional
factor two for the choice of the vertex and Operations (E’) and (F’) give two terms
since the required number of bridges of the graph in Cn−1 varies depending on whether
we picked a bridge or biconnected component for the block.
Corollary 8.34 (Lange [Lan17]). Let C(n) be the number of graphs in Cn. Then for








c(n, u, c, b)
Proof. Theorem 8.33 shows that we can count all graphs in Cn by summation of
c(n, u, c, b) for all possible values of u, c and b. Thus, we only need to verify that
our summation ranges are sufficient. Since by Theorem 8.32 we can add at most 3
unlabeled vertices for each new labeled vertex and for two labeled vertices we have 0
unlabeled vertices, the number of unlabeled vertices can only range from 0 to 3n− 6.
Since each unlabeled vertex must be an articulation, for u ≥ 1 unlabeled vertices, we
have at least u + 1 blocks. Further, the maximum numbers of blocks is obtained for
trees and thus, n+ u− 1 is an upper bound. Since all bridges are blocks, the number
of bridges is obviously bounded above by the number of blocks.
8.4 Minimality
In this chapter we will consider whether the splitting classes we generated are minimal.
First we have to specify what we consider minimal in this context: Let X and k be
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fixed. Let H be the inclusion-minimal set of superstates such that Ĥi, i = 1, 2, is
contained in H for all graphs G. We say that H is minimal if for every two distinct
states H1, H2 ∈ H there exists a third state H3 ∈ H (which might coincide with H1 or
H2) such that exactly one of the states H1 or H2 is k-edge compatible to H3.
If H is not minimal, i.e. there are two states H1, H2 which are k-edge compatible
to exactly the same states – we will say that H1 and H2 are (X, k)-equivalent. We
can improve the formula of Theorem 8.18 by replacing both H1 and H2 by a common
superstate H (with P ei (H) = P
e
i (H1) + P
e
i (H2), i = 1, 2) to reduce the number of
terms necessary in the calculation. It remains an interesting open question to find a
procedure which generates a minimal set of superstates.
Lemma 8.35. Let |X| ≤ 2 and k ≥ 1. Then H is finite and minimal.
Proof. Assume |X| = 1. Since all vertices in V \ X have k edge-disjoint paths to X,
all vertices in Gi are merged with X. Thus, H consists of exactly one state containing
the isolated vertex u ∈ X and the result is trivial.
Assume |X| = 2. As stated in Proposition 8.9, the superstates in H consists of the
two vertices of X joined by 0 up to k edges. The set H thus clearly contains k + 1
states and is finite for any k. Further, two states are k-edge compatible, if the number
of edges in both states together is at least k. Let H1 and H2 be two states with i and
j edges, respectively. Without loss of generality, we will further assume that i < j.
Then the state H3 having exactly k − j edges is k-edge compatible to H2 but not to
H1. This completes the proof.
The following proposition follows from Courcelle’s Theorem, which we will discuss in
Chapter 10:
Proposition 8.36. If the set H is minimal, then H is a finite set.
Lemma 8.37. Let |X| ≥ 3 and k ≥ 4. Then H is infinite.
Proof. Let k = 4. In Figure 8.3 an infinite class of superstates belonging to H is
depicted for |X| = 3. If |X| > 3, the same set of graphs with additional isolated
vertices for the remaining vertices of X is in H. Thus, H is clearly infinite.
For k > 4, the graphs in Figure 8.3 can be modified by introducing parallel edges to
obtain the same result (not depicted).
Theorem 8.38. Let |X| ≥ 3 and k = 3. Then H is not minimal.
Proof. Let |X| = 3. Then, the states depicted in Figure 8.4 are (X, 3)-equivalent as
can be shown by listing all states in H. For |X| > 3 consider the same set of states










Fig. 8.4: Different states of ĤkX in H for k = 3 and |X| = 3 which are 3-edge compatible to the same
set of states of H
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Thus, only k = 2 remains open (k = 1 corresponds to the All-Terminal Reliability and
was solved by Bienstock in [Bie86]).
For k = 2, two states H1, H2 in H are 2-edge compatible if and only if all vertices of
X are in the same connected component of H1 ∪ H2 and further, no edge of H1 or
H2 induces a cut in H1 ∪H2. Thus, we will now study cuts induced by edges of Greg
forests.
Similar to regular graphs, we can characterize a cut by the vertex sets on both sides of
the cut. However, we will adopt the definition to emphasize the labeling of the Greg
forest:
Definition 8.39.
Let G = (V,E) be a Greg tree. For an edge e ∈ E, the edge-bipartition of e = {u, v},
denoted by Xe(T ), is the bipartition {X1e , X2e} with X1e ∪X2e = X such that all vertices
of X ie, i = 1, 2, are in the same connected component of T − e. Since the partition has
no ordering, when we speak of X1e without further clarification, we mean that X
1
e is




e (T ) denotes the block such that the vertices
labeled by the set Xue are in the same connected component as u (u does not necessarily
need to be labeled itself), X ūe will denote the block of the connected component which
does not contain the vertex u. The set E(T ) denotes the set of all edge-bipartitions of
T .
We will now continue as follows: First, we will show that each Greg tree is uniquely
characterized by its set of edge-bipartitions and that we can construct T from E(T ).
Then we will show that for any Greg tree T , E(T ) corresponds to a set of laminar
cuts on the set X and further, that for any set of laminar cuts there exists a Greg
tree with an appropriate set of edge-bipartitions. While this result is not necessary
to show the minimality of H, it is interesting in itself and gives an easy access to
possible configurations for sets of laminar cuts, as we have already illustrated in the
proof of Theorem 5.9. Finally, we will show that the set H is minimal by using the
edge-bipartitions to find an appropriate state H3 for each pair of states H1 and H2.
First, we will show that the set of edge-bipartitions of a Greg tree is indeed a set and
not a multiset.
Lemma 8.40. Let T = (V,E) be a Greg tree and let e, f ∈ E be two edges of T , e 6= f .
Then Xe 6= Xf holds.
Proof. Since T is a tree, T − e− f contains exactly three connected components. Let
V1,V2 and V3 denote the vertex sets of those components and let Xi = X∩Vi, i = 1, 2, 3,
be the corresponding subsets of X in those components. Without loss of generality, the
bipartitions Xe and Xf have then the following representation: Xe = {X1, X2 ∪ X3}
and Xf = {X1 ∪ X2, X3}. Thus, it remains to show that the set X2 is not empty.
Consider an arbitrary vertex u on the path between the edges e and f . The vertex
u clearly belongs to V2. Now two cases are possible: If u is a labeled vertex, it holds
u ∈ X2 and thus X2 is not empty. If u is an unlabeled vertex, it has degree at least
three. Hence, T − u has at least three components. The component not containing e
and f is a tree consisting only of vertices of V2. Since all leafs in T obviously have a
degree less than three, they are labeled. Thus, this subtree needs to contain a labeled
vertex and thus X2 is not empty. This completes the proof that X2 is not empty and
thus that the edge-partitions Xe and Xf are not equal.
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Next, we will show an interesting property concering the edge-bipartition of an edge
e and the edge-bipartitions of the other edges which have the same endpoint with
e in common. This property will then provide the main argument for the unique
construction of the Greg tree given its set of edge-bipartitions.
Lemma 8.41. Let T = (V,E) be a Greg tree, let e = {u, v} ∈ E be an edge of T and
let Γ(u) denote the set of edges incident to u in T .
• If u is an unlabeled vertex, the set F = Γ(u) \ {e} fulfills Xue =
⋃
i∈F
X ūi . Further,
for each set F ′ ⊆ E \ {e} with Xue =
⋃
i∈F ′
X1i holds |F ′| ≤ |F | ⇒ F ′ = F .
• If u is a labeled vertex, let U denote the label set of the vertex u. Then, for each
edge f ∈ E \ {e} it holds Xuf ∩X ūe 6= ∅.
Further, for the set F = Γ(u) \ {e} holds Xue = U ∪
⋃
i∈F
X ūi and for each set
F ′ ⊆ E \ {e} with Xue = U ∪
⋃
i∈F ′
X1i holds |F ′| ≤ |F | ⇒ F ′ = F .




X1i since each set disjoint to X
ū
e will miss the label set of the vertex u.
The second statement implies that there exist sets where the label set of u is the only
missing set in the union.
Proof. Let (V1, E1) and (V2, E2) denote the connected components of T−e with u ∈ V1.
First we will show that e is the only edge separating u and X ūe . For each edge f ∈ E1, u
and all vertices of V2 are in the same connected components. Thus, those edges do not
separate u and X ūe . For each edge f ∈ E2 all vertices of V1 are in the same connected
component and thus Xue ⊆ Xuf . However, since by Theorem 8.40 different edges induce
different edge-partitions, Xue 6= Xuf and thus Xuf ∩ X ūe 6= ∅. This completes the first
part of the proof which corresponds to the first statement for labeled vertices u.
Let (V f1 , E
f




2 ) denote the connected components for f ∈ F = Γ(u) \ {e}
such that V f1 ⊆ V1 for all f ∈ F . It clearly holds
⋃
i∈F
V i1 = V1 \ {u}. Thus, considering
the corresponding labeled vertex sets, it follows that if u is unlabeled
⋃
i∈F
X ūi = X
u
e
holds and if u is labeled
⋃
i∈F
X ūi = X
u
e \ U holds. This completes the proof of the
statements concerning F = Γ(u) \ {e}.
It remains to show that F is the minimal set which allows the representation of Xue
as the union of blocks of other edge partitions. First note for edges in E2 both blocks
contain vertices of X ūe . Thus, we are only concerned with edgesets F
′ ⊆ E1.
Consider an arbitrary edge f ∈ E1 \ F and let e′ denote the edge in F on the path
from u to f . Let X1f denote the block which does not contain vertices of X
ū
e . Then by
considering the tree structure, it is obvious that X1f ⊆ X1e′ . However, by Theorem 8.40
different edges of the same tree have different edge-partitions, which implies X1f 6= X1e′ .
Thus, whenever we do not choose an edge of F , we have to choose at least two edges in
the corresponding subtree instead and thus F is the only set with minimal cardinality
and the desired property.
Theorem 8.42. Let T = (V,E) be a Greg tree and let E denote the set of edge-
partitions of T . Then T can be uniquely constructed from the set E.
64 8 Splitting
Note that by Theorem 8.40 different edges have different partitions and thus E contains
exactly one edge-partition for each edge in T . We will use U to denote the label set of
a labeled vertex u.
Proof. First observe that for each leaf u there exists an edge f ∈ E with Xf =
{U,X \ U}. Further, if U ⊆ X is not the label of a leaf, there exists no edge-partition
such that U is a block. Thus, we can derive the set of leafs of T from the set E .
We now will give a procedure which uses a current root vertex u, a given edge-
bipartition whose edge e will be incident to u in the resulting tree and the remaining
set of edge-bipartitions to construct the subtree attached to the root vertex u by the
edge e.
We will start with an arbitrary leaf u and remove its edge-partition {U,X \ U} from
the set E .
Construction step: Check if X \ U can be represented as union of blocks in E .
If that is possible, by Theorem 8.41 the vertex adjacent to the root vertex u, which we
will denote by v, cannot be labeled and thus, we add an unlabeled vertex v and the
edge {v, u} to the constructed tree. Further, by Theorem 8.41 there exists exactly one
minimal set of partitions F ⊆ E with this property and F consists of edge partitions
induced by edges incident to v.
If the union representation is not possible, by Theorem 8.41 the vertex adjacent to the
root vertex must be labeled. So for each vertex v ∈ X \ U we check whether we can
represent X \ (U ∪W ) as the union of blocks of partitions in E . By Theorem 8.41 this
is possible for exactly one inclusion-minimal labelset W which belongs to the vertex
v which is the neighbor of our root vertex u. So we add v and the edge {u, v} to our
constructed tree. Further, there exists a unique minimal description for X \ (U ∪W )
as union of partition-blocks. The corresponding set of partitions F again corresponds
to the edge-partitions induced by the edges incident to v.
In any case we added one edge and one vertex to our constructed tree and the blocks
of the edge-partitions of the edges incident to the newly added vertex v are known. So
iteratively, for each of these blocks we check whether we can represent them as unions
of other blocks in E and repeat the construction step where now v corresponds to the
root vertex and the corresponding block in F is considered instead of X \ U .
Since in each construction step we add one edge to our graph and our graph contains
exactly |E| edges, the procedure will terminate. Thus, we have given a procedure
to construct T from E in a finite number of steps which completes the proof of the
theorem.
We have shown that the set of edge-bipartitions E of a Greg tree T uniquely describes
the tree T . We will now show some results on how modifications of the set E influence
the structure of the corresponding tree.
Lemma 8.43. Let T be a Greg tree and e be an edge of T . Let E(G) denote the set of
edge-bipartitions of G for G = T, T/e respectively. Then it holds
E(T/e) = E(T ) \ {Xe}.
Proof. Let f be an arbitrary edge of T with f 6= e. Then, Xf (T ) = Xf (T/e) since the
labels of X will be in the same connected components in T − f and T/e − f . Thus,
since for each edge f besides e, the edge-bipartitions coincide. The reulst of the lemma
follows immidiatly.
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Lemma 8.44. Let T be a Greg tree. Let U ⊂ X be a label subset such that for each
edge-bipartition {X1, X2} holds that U ⊆ X1. Let E denote the set of edge-bipartitions
of T . Then, there exists a Greg tree T ′ with set of edge-bipartitions E ′ such that
E ′ = E ∪ {U,X \ U}.
Proof. Note that by the consideration of both enumerations of the blocks the restriction
that U ⊆ X1 for each edge-bipartition {X1, X2} means that for each edge f of T all
labels in U are in the same connected component in T − f . Thus, U is a subset of
the labels of one labeled vertex w. Let W denote the set of all labels of the vertex w.
Consider the partially labeled tree G′ resulting from T by relabeling the vertex w with
the set W \ U and adding a new vertex u with label set U and the edge e = {u,w}.
There are two cases: If W \ U is non-empty or W \ U is empty and w has degree
at least two in T , then G′ is a Greg tree. Then it is easy to see that T results from
G′ by contraction of the edge e which further has Xe = {U,X \ U}. Thus, G′ is
the desired Greg tree by Theorem 8.43. If on the other hand W \ U is empty and
w has degree one, then let f be the edge incident to w. Since w is a leaf, it holds
Xf = {W,X \W} = {U,X \U}. It follows that E ∪ {U,X \U} = E and T itself is the
desired Greg tree.
Theorem 8.45. Let T = (V,E) be a Greg tree and let e, f ∈ E be two edges of T ,
e 6= f . Then the edge-bipartitions of Xe and Xf are non-crossing.
Proof. This result basically follows from the proof of Theorem 8.40. There we showed
that Xe = {X1, X2 ∪X3} and Xf = {X1 ∪X2, X3} for suitable disjoint choices of X1,
X2 and X3. It follows immediatly that X
1
e ∩X2f = X1 ∩X3 = ∅. Thus, Xe and Xf are
non-crossing.
Theorem 8.46. Let C be a non-empty set of pairwise non-crossing cuts of a set X.
Then there exists a Greg tree T with label groundset X such that C is the set of edge-
bipartitions of T .
Proof. We will use a proof by induction on the size of the set C. Assume C contains
exactly one element, the bipartition {X1, X2}. Then the Greg tree T with two vertices
labeled X1 and X2 joined by an edge has C as its set of edge-bipartitions.
Now let C be a set of cardinality at least two and assume that the theorem holds for
all sets of pair-wise non-crossing cuts of X with fewer than |C| elements.
Let XS = {S,X \ X} be a cut in C such that no other cut in C has S as superset of
one of its sets. Such a cut XS clearly exists.
There are two possible cases: Either, for each other cut XT = {T,X \ T} without
loss of generality holds S ⊆ T , or there exists some cut XT = {T,X \ T} such that
S ∩ T 6= ∅ and S ∩ (X \ T ) 6= ∅.
We will assume the latter, and we will show that then XS and XT are crossing. We
already know that S ∩ T 6= ∅ and S ∩ (X \ T ) 6= ∅ holds in this case. Further, by
the definition of XS holds T 6⊂ S and (X \ T ) 6⊂ S. Thus, (X \ S) ∩ T 6= ∅ and
(X \S)∩ (X \T ) 6= ∅ and it follows that XS and XT must be crossing, a contradiction
to the definition of the set C.
Thus, for all other cuts XT = {T,X \ T} ∈ C holds S ⊆ T . We will now consider the
set C ′ obtained by removing the cut XS from C. Since C ′ has fewer elements than C,
by induction there exists a Greg tree T ′ which has C ′ as its set of edge-bipartitions.
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Further, for all edge-partitions of XT = {T,X\T} of C ′ holds S ⊆ T . By Theorem 8.44,
there exists a tree which has C ′ ∪ {S,X \ S} = C as its set of edge-bipartitions which
completes the induction.
Lemma 8.47. Let T1 = (V1, E1) and T2 = (V2, E2) be two (X, 2)-equivalent Greg trees.
Let e ∈ E1 be an edge of T1. Then there exists an edge f ∈ E2 with Xe(T1) = Xf (T2).
Proof. Consider the state G = ({X1e , X2e}, ∅) of two isolated vertices with the labels
X1e and X
2




e in T1, T1 ∪G is not
two-edge connected. Since we assume that T1 and T2 are (X, 2)-equivalent, T2∪G is not
two-edge connected and X1e and X
2
e are not merged in T2 ∪G. In T2 ∪G the number
of edges joining the vertices X1e and X
2
e corresponds to the number of edge-disjoint
paths connecting vertices of X1e and X
2
e in T2. Since T2 is a tree, at least one such
path exists. Hence, for each pair connecting vertices with labels of X1e to those with
labels of X2e , there exists an edge which they have in common (otherwise T2∪G would
be two-edge-connected). However, since T2 is a tree, each set of pairwise non-disjoint
paths must have a common edge f in all paths. This edge lies on all paths connecting
vertices of X1e and X
2
e . Thus, in T2 − f the vertices of X1e and X2e are in different
connected components and thus {X1e , X2e} is the edge bipartition of T2 and f .
Corollary 8.48. Let T1 and T2 be two (X, 2)-equivalent Greg trees. Then T1 = T2
holds.
Proof. By Lemma 8.48 for each edge of T1 there needs to exist an edge in T2 with the
same edge-bipartition. Thus, T1 and T2 have the same set of edge-bipartitions (Lemma
8.40 guarantees that these sets are no multisets). By Theorem 8.42 a Greg tree can
be uniquely constructed from its set of edge-bipartitions. Thus, T1 and T2 must be
equal.
Theorem 8.49. The set H is minimal for k = 2 and any X.
Proof. Consider two arbitrary Greg forests W1 and W2. We will show that if W1 and
W2 are (X, 2)-equivalent, then W1 = W2 holds.
Let A and B denote the partition of X induced by the connected components of W1
and W2, respectively.
Assume A and B are not equal. Then there exist two vertices which are in the same
block in one partition while being in different blocks in the other. Without loss of
generality, let v, w ∈ X be two vertices in the first block of A, A1, which are in
different blocks of B, say B1 and B2. Consider the graph G = KB1 ∪KX\B1 + {v, w},
where KS denote the complete graph with vertex set S unless |S| = 2 in which case
two parallel edges are introduced. Then, since v and w are in different connected
components of W2, {v, w} is a bridge in G ∪ W2 and thus G ∪ W2 is not two-edge
connected. However, in W1 there exists a path connecting v and w and thus v and w
are locally two-edge connected in G ∪W1. Since in G all vertices of B1 are pairwise
locally two-edge connected and all vertices of X not in B1 are pairwise locally two-edge
connected and v ∈ B1 and w ∈ X \B1. By the transitive property all pairs of vertices
are locally two-edge connected in G ∪ W1. Thus, G ∪ W1 is two-edge connected, a
contradiction to W1 and W2 being (X, 2)-equivalent.
Now assume that A and B are equal. Let Ti1, . . . , Til denote the connected components
of Wi, i = 1, 2. Let Ai denote the ith block of A and vi denote one specific vertex of
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the block Ai, 1 ≤ i ≤ l. Thus, M = {vi|1 ≤ i ≤ l} is a set which contains exactly one






/M , where Gi is
an arbitrary, connected graph with Ai ⊆ V (Gi) and V (Gj)∩V (Gi) = ∅ for i 6= j. Thus,
G can be obtained from a graph G′ where vertices of X in different blocks of A are in
different connected components and vertices in the same block of A are connected, by
identifying one vertex of A in each connected component of G′ with each other.
Since W1 and W2 are (X, 2)-equivalent, it holds that W1 ∪G is two-edge connected if
and only if W2 ∪G is two-edge connected. But for this special construction also holds
that Wi∪G, i = 1, 2 is two-edge connected if and only if Tij ∪Gj is two-edge connected
for all 1 ≤ j ≤ l. Thus, for all j ∈ {1, . . . , l} holds T1j∪Gj is two-edge connected if and
only if T2j ∪ Gj is two-edge connected. By Corollary 8.48, this implies that T1j = T2j
for all j and thus W1 = W2.
8.5 A Lattice-based Approach











where c(H1, H2) =
{
1 , if H1 and H2 are k-edge compatible
0 , otherwise
.
We can rewrite that using p(Gi) as vector with entries P
e
i (H) for H ∈ H and C as the
corresponding compatibility-matrix of size |H| × |H|:
Rk−ec(G) = p(G1)
TCp(G2) (8.6)
Note that the matrix C is symmetric.
Now assume for a moment, that a given state H2 is guaranteed. Then P
e
2 (H2) = 1.
We can thus define the probability R(G1, H2) that G1 is in a compatible state to H2







or, using a vector representation (then for all choices of H2 ∈ H):
r(G1) = p(G1)
TC.
If the matrix C is regular, it then holds:
p(G1) = C
−1r(G1).






Thus, we will now study the structure of C = (cij) to see when the matrix C is
regular. Since two (X, k)-equivalent states in H correspond to identical rows in C, we
immediately get the following proposition:
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Proposition 8.50. Let C be regular. Then H is minimal.
We already know that for |X| ≥ 3 and k ≥ 3 the set H which we constructed is not
minimal. Thus, only the case |X| = 2 and k arbitrary and the case k = 2 and |X|
arbitrary will be of relevance in this section.
Let |X| = 2 and let cij = c(H i1, H
j
2) as described in Proposition 8.9. It follows that
cij =
{
1 , if i+ j ≥ k
0 , otherwise
holds and it is easy to see that C is regular for all k.
However, for the case k = 2 and |X| = 3, 4, 5 it was shown that C is singular, see
[Rei15], and it is reasonable to assume that the same holds for |X| > 5.
For K-Terminal reliability, the corresponding compatibility matrix was also shown to
be singular [Sim12]. There, Simon was able to reduce C to a modified (and then regular)
matrix C ′ by analyzing an underlying lattice-structure in the set of superstates. We
will try to find a similar lattice-structure here.
For the rest of this chapter, we will assume that the set X is fixed and k = 2. We will
use W for a Greg forest and T for a Greg tree. Further, we introduce the following
notations:





E(T ) denotes the set of edge-partitions obtained for the connected
components of W .
The symbol ≤p denotes the refinement ordering on partitions.
X(T ) denotes the labelset of X occuring in T , i.e. X(T ) = X ∩ V (T ).
Wn denotes the set of all Greg forests with labelset X = {1, . . . , n}.
We now introduce a partial ordering on the set of Greg forests with labelset X:
Definition 8.51.
Let W1 and W2 be two Greg forests in Wn. Then we define the partial ordering 6 as
follows:
W1 6 W2, if for all graphs H ∈ Wn holds: W1 ∪ H is two-edge connected implies
W2 ∪H is two-edge connected.
Clearly W1 and W2 are (X, 2)-equivalent if and only if W1 6 W2 and W2 6 W1 holds.
We will now analyze the structural properties of (Wn,6). Note, that by Theorem 4.12
the property of the two-edge connectivity implication which we use in W1 6 W2 holds
for all H ∈ Wn if and only if it holds for all graphs G.
Theorem 8.52. Let W1,W2 ∈ Wn be two Greg forests. Then the following statements
are equivalent:
1) W1 6 W2.
2) C(W1) ≤p C(W2) and
for all edge-partitions {B1, B2} ∈ E(W2) holds: either there are no components T of
W1 with X(T )∩B1 6= ∅ and X(T )∩B2 6= ∅ or there is exactly one such component
T and it holds {B1 ∩X(T ), B2 ∩X(T )} ∈ E(W1).
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Proof. 1)⇒ 2): Assume C(W1) 6≤p C(W2). Then there exist two labels a, b of X in the
same component of W1 but different components of W2. Let Ta denote all labels of X
in the same component as a in W2 and T̄a = X \Ta denote the set of remaining labels.
Then clearly, b ∈ T̄a holds. Now consider the graph H = KTa ∪ KT̄a + {a, b}. Then
{a, b} is a bridge in W2∪H and thus W2∪H is not two-edge connected. However, since
there exists a path connecting a and b in W1, W1∪H is two-edge connected. W1 6 W2
follows.
Now assume W1 6 W2 and C(W1) ≤p C(W2). We will show that then for all edge-
partitions {B1, B2} ∈ E(W2) and all components T of W1 with X(T ) ∩ B1 6= ∅ and
X(T )∩B2 6= ∅ the bipartition {B1∩X(T ), B2∩X(T )} is an edge-partition of W1. As-
sume for the sake of contradiction, that there exists an edge-partition {B1, B2} ∈ E(W2)
and a connected component T of W1 with X(T ) ∩ B1 6= ∅ and X(T ) ∩ B2 6= ∅ and
{B1 ∩X(T ), B2 ∩X(T )} 6∈ E(W1). This means that there is no single edge separating
the vertex sets B1∩X(T ) and B2∩X(T ) in W1. Consider the graph H = KB1∪KX\B1 .
Since in W2 a single edge separates B1 and B2 and the vertices of B1 are not connected
to the vertices of X \ (B1 ∪B2), this edge separates B1 and X \B1 in H ∪W2. Thus,
H ∪ W2 is not two-edge connected. In W1 however, we need at least two edges to
separate B1 ∩X(T ) and B2 ∩X(T ). Thus, since B2 ∩X(T ) is in X \B1, there are at
least two edges connecting the vertices B1 and X \B1 in H tW1, or H ∪W1 is a single
vertex with label X. In each case, H ∪W1 is two-edge connected, a contradiction to
W1 6 W2.
It remains to show that there can be at most one component T with X(T ) ∩ B1 6= ∅
and X(T )∩B2 6= ∅. Assume for the sake of contradiction, that there exist components
T1, T2 of W1 with X(T1) ∩ B1 6= ∅ and X(T1) ∩ B2 6= ∅ and X(T2) ∩ B1 6= ∅ and
X(T2) ∩ B2 6= ∅. We introduce the following abbreviation: Aki = X(Ti) ∩ Bk, (i, k) ∈
{1, 2}2. By the previous argument, we already know that W1 ≤ W2 implies that
{A11, A21}, {A12, A22} ∈ E(W1). So, for i = 1, 2 respectively, there is an edge connecting
A1i and A
2
i in W1 and those edges are not the same edge. Now consider the graph H
with V (H) = {A11 ∪ (B1 \ X(T2)) ∪ (X \ (B1 ∪ B2)), A12 ∪ (B2 \ X(T1)), A12, A22} and
E(H) = {{A11∪(B1\X(T2))∪(X\(B1∪B2)), A12∪(B2\X(T1))}, {A21, A22}}. ThenW1tH
is isomorphic to C4 and thus two-edge connected. However, since {B1, B2} ∈ E(W2),
there is a single edge separating B1 and B2 in W2. And since B1 and B2 are in different
connected components of H, this edge separates B1 and B2 in H ∪W2. Thus, H ∪W2
is not two-edge connected, a contradiction to W1 6 W2 and we have proven that 1)
implies 2).
2) ⇒ 1): Now we assume that C(W1) ≤p C(W2) and that for all edge-partitions
{B1, B2} ∈ E(W2), there is at most one component T of W1 with X(T ) ∩ B1 6= ∅ and
X(T )∩B2 6= ∅ and for this component, if existent, it holds {B1 ∩X(T ), B2 ∩X(T )} ∈
E(W1). Let H be an arbitrary graph such that W1 ∪ H is two-edge connected. We
want to show that W2 ∪H is two-edge connected.
Assume for the sake of contradiction, that W2 ∪ H is not two edge connected. Then
there are two cases, either W2 ∪H is not connected, or it contains a bridge.
First assume that W2 ∪H is not connected. Let B denote the labels of the vertices in
one connected component of W2 ∪H. Then, there is no path connecting vertices of B
and X \B in H and further C(W2) ≤p {B,X \B} holds. Since C(W1) ≤p C(W2), thus
there is also no path connecting vertices of B and X \B in W1 and thus H ∪H is not
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connected, a contradiction to our assumptions.
Now assume that W2 ∪H contains a bridge. If an edge e of H is the bridge, following
the previous argumentation, for H ′ = H − e, W1 ∪ H ′ is not connected and thus the
edge e is a bridge in W1 ∪H = W1 ∪H ′ + e.
Now assume that the bridge e in W2 ∪ H is an edge of W2. We will consider the
following sets: B1 and B2 are the sets of the edge-partition of e in its connected com-
ponent of W2. Ai denotes the (possibly empty) set of labels of vertices not in Bi but
in the same connected component of W2 ∪ H − e, i = 1, 2. Thus, there are no edges
in H connecting A1 ∪B1 and A2 ∪B2 and it holds C(W2) ≤p {A1, B1 ∪B2, A2}. Since
C(W1) ≤p C(W2), there is no path connecting vertices of Ai with B1 ∪ B2, i = 1, 2,
and also no path connecting vertices of A1 and A2 in W1. It remains to show that in
W1 either B1 and B2 are not connected or there is a single edge separating them. We
consider the set of components T of W1 for which X(T ) ∩ B1 6= ∅ and X(T ) ∩B2 6= ∅
holds. If this set is empty, B1 and B2 are not connected in W1. Assume that there
is exactly one component T with X(T ) ∩ B1 6= ∅ and X(T ) ∩ B2 6= ∅. Since there
is only one such component, there is no path connecting vertices of B1 and B2 in the
other components of W1. Further, since {X(T ) ∩ B1, X(T ) ∩ B2} ∈ E(W2), there is a
single edge separating X(T )∩B1 and X(T )∩B2 in W1. Thus, this edge also separates
B1 and B2 in W1 ∪H and therefore is a bridge. This contradicts our assumption that
W1 ∪H is two-edge connected and the theorem follows.
Corollary 8.53. Let W1,W2 ∈ Wn be two Greg forests with C(W1) = C(W2). Then
W1 6 W2 holds if and only if E(W1) ⊇ E(W2) holds.
Proof. This corollary follows by the simplification of 2) in the case C(W1) = C(W2).
Remark 8.54. Similarly, assume W1 6 W2 holds, and let T1 and T2 be connected
components of W1 and W2. Then X(T1) = X(T2) implies E(T1) ⊇ E(T2). The opposite
direction is not true, since statement 2) needs to hold for all edge-partitions of all
components of W2 to imply statement 1).
Corollary 8.55. Let π be a set partition of {1, . . . , n}. Let Wn(π) be the set defined
as follows: W ∈ Wn(π) :⇔ W ∈ Wn and C(W ) = π. Then (Wn(π),6) is an upper
semi-lattice with rank function.
Proof. Let π be an arbitrary set partition on the set {1, . . . , n} and let W1,W2 ∈ Wn(π).
Thus, C(W1) = C(W2) = π holds. By the previous corollary, W1 6 W2 holds if and
only if E(W1) ⊇ E(W2) holds. Further, given a multilabeled Greg tree T and an edge
e ∈ E(T ), we have proven that E(T/e) = E(T ) \ {Xe(T )}. Applying this component-
wise, it holds that for each set E ⊆ E(Wi), i = 1, 2, there exists one multilabeled Greg
forest W with E = E(W ). It obviously follows E(W1∧W2) = E(W1)∩E(W2). Since each
forest is uniquely defined by C(W ) and E(W ), W1∧W2 is unique. Since 6 corresponds
to a subset-relation which is closed, the set of edge-partition sets of the Greg forests
in Wn(π) is an independence system where the basis are inclusion-maximal sets of
pairwise non-crossing cuts on the blocks of π. Since each set of pairwise non-crossing
cuts belongs to a multilabeled Greg tree, these inclusion-maximal sets correspond to
Greg trees where no vertex can be split, i.e. Greg trees where each labeled vertex is
single-labeled and a leaf and all unlabeled vertices have exactly degree three. Thus, the
minimal elements in (Wn(π),6) have exactly 2n−3|π|+s(π) edges (and thus elements
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in E), where s(π) denotes the number of singletons in π. The rank r(W ) for a forest
W ∈ Wn(π) is simply the difference between this maximal number and E(W ).
Remark 8.56. For W1,W2 ∈ Wn(π), there is no W ∈ Wn with W1 6 W 6 W2 and
C(W ) 6= π. Thus, the forest defined by π and E(W1) ∩ E(W2) is also a minimal upper
element of W1 and W2 in (Wn,6). Next, we will show that it is the only minimal
upper element.
Lemma 8.57. Let W1,W2 ∈ Wn be two Greg forests with C(W1) = C(W2). Let W be
the Greg forest defined by C(W ) = C(W1) and E(W ) = E(W1) ∩ E(W2). Let W ′ be a
Greg forest with W1 6 W ′ and W2 6 W ′. Then it holds W 6 W ′.
Proof. Since W1 6 W ′ holds, by Theorem 8.52, C(W ) = C(W1) ≤p C(W ′) follows.
Consider an arbitrary set partition {B1, B2} ∈ E(W ′). Then, by Theorem 8.52, there
are either no components T of Wi, i = 1, 2, with X(T ) ∩ B1 6= ∅ and X(T ) ∩ B2 6= ∅
or there is exactly one such component. It holds C(W ) = C(W1) = C(W2). Thus, if
there is no component T of W1 with X(T ) ∩ B1 6= ∅ and X(T ) ∩ B2 6= ∅, there are
also no components T ′ of W2 and T
′′ of W with X(T ′) ∩ B1 6= ∅ and X(T ′) ∩ B2 6= ∅
respectively X(T ′′) ∩ B1 6= ∅ and X(T ′′) ∩ B2 6= ∅. On the other hand, if there
is a component T of W1 with X(T ) ∩ B1 6= ∅ and X(T ) ∩ B2 6= ∅, then there are
also components T ′ of W2 and T
′′ of W with X(T ′) ∩ B1 6= ∅ and X(T ′) ∩ B2 6= ∅
respectively X(T ′′)∩B1 6= ∅ and X(T ′′)∩B2 6= ∅ and it further holds X(T ) = X(T ′) =
X(T ′′). Let {B1, B2} ∈ E(W ′) be an edge-partition such that there is a component T
of W1 (and thus also a component T
′ of W2) with non-empty intersections. Then by
Theorem 8.52, {B1 ∩ X(T ), B2 ∩ X(T )} ∈ E(W1). Similarly using W2 6 W ′, we get
{B1 ∩ X(T ′), B2 ∩ X(T ′)} ∈ E(W2). Now since X(T ) = X(T ′) = X(T ′′) holds, we
obtain {B1 ∩X(T ), B2 ∩X(T )} ∈ (E(W1) ∩ E(W2)) and thus, there exists exactly one
component T ′′ of W with B1∩X(T ′′) 6= ∅ and B2∩X(T ′′) 6= ∅ and for this component
holds {B1 ∩X(T ′′), B2 ∩X(T ′′)} ∈ E(W ) = (E(W1) ∩ E(W2)). Thus, statement 2) of
Theorem 8.52 holds for W and W ′ and thus W 6 W ′ follows.
Lemma 8.58. Let W1,W2 ∈ Wn be two Greg forests with C(W1) ≤p C(W2). Let W
denote the Greg forest defined by C(W ) = C(W2) and E(W ) ⊆ E(W2) where an edge-
partition of W2 is in E(W ) if and only if either for each connected component T of W1
holds that B1 ∩X(T ) = ∅ or B2 ∩X(T ) = ∅, or there is a unique component T of W1
for which holds B1 ∩ X(T ) 6= ∅ and B2 ∩ X(T ) 6= ∅ and for this component T then
further holds {B1 ∩X(T ), B2 ∩X(T )} ∈ E(W1). The following statements hold:
1. W1 6 W and W2 6 W .
2. Let W ′ ∈ Wn be a Greg forest with W1 6 W ′ and W2 6 W ′. Then W 6 W ′.
Proof. 1) By definition, it holds C(W1) ≤p C(W2) = C(W ) and E(W ) ⊆ E(W2). Thus,
by Corollary 8.53, W2 6 W holds. Further, by definition for all {B1, B2} ∈ E(W ) there
is at most one component T of W1 with B1 ∩X(T ) 6= ∅ and B2 ∩X(T ) 6= ∅. If such a
component exists, than {B1 ∩X(T ), B2 ∩X(T )} ∈ E(W1). Thus, the statement 2) of
Theorem 8.52 holds for W1 and W and therefore W1 6 W follows.
2) Let W ′ be an arbitrary Greg forest with W1 6 W ′ and W2 6 W ′. By Theorem 8.52
holds C(W1) ≤p C(W2) = C(W ) ≤p C(W ′). There are two cases: C(W ) = C(W ′) or
C(W ) <p C(W ′). First consider C(W ) = C(W ′). Assume for the sake of contradiction
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that W 6 W ′ does not hold. Then, by Corollary 8.53, it holds E(W ′) 6⊆ E(W ).
However, since W2 6 W ′, E(W ′) ⊆ E(W2) should hold. Let {B1, B2} ∈ E(W ′) be
an edge-partition of W ′ not in W . Then, by the definition of E(W ) for this edge-
partition either there is more than one component T of W1 with B1 ∩X(T ) 6= ∅ and
B2 ∩ X(T ) 6= ∅, or there is exactly one component T of W1 with this property but
{B1 ∩ X(T ), B2 ∩ X(T )} ∈ E(W1) does not hold. By Theorem 8.52 thus W1 6 W ′
holds, a contradiction to our assumptions of W ′.
Now assume C(W ) <p C(W ′). For the sake of contradiction, assume that W 6 W ′.
Then, by Theorem 8.52, there exists an edge-partition {B1, B2} ∈ E(W ′), such that for
more than one component T of W holds B1 ∩X(T ) 6= ∅ and B1 ∩X(T ) 6= ∅ or there
exists exactly one such component T and it holds {B1 ∩ X(T ), B2 ∩ X(T )} 6∈ E(W ).
If there is more than one component T of W with non-empty intersections, then -
since C(W ) = C(W2), there is also more than one component T ′ of W2 with non-
empty intersections. By Theorem 8.52, this contradicts W2 6 W . So assume that
for each edge-partition {B1, B2} ∈ E(W ′), there is at most one component T of W
with non-empty intersections. Now let {B1, B2} ∈ E(W ′), such that there exists a
connected component T of W with B1 ∩ X(T ) 6= ∅ and B2 ∩ X(T ) 6= ∅ but {B1 ∩
X(T ), B2 ∩ X(T )} 6∈ E(W ). Since C(W ) = C(W2) and W2 6 W ′, it holds {B1 ∩
X(T ), B2 ∩ X(T )} ∈ E(W2). Thus, by the definition of E(W ), for this edge-partition
{B1 ∩X(T ), B2 ∩X(T )} ∈ E(W2) holds that there is either more than one connected
component T ′ of W1 with B1∩X(T )∩X(T ′) 6= ∅ and B2∩X(T )∩X(T ′) 6= ∅ or there is
exactly one connected component T ′ of W1 such that the intersections are non-empty
but {B1 ∩X(T ) ∩X(T ′), B2 ∩X(T ) ∩X(T ′)} 6∈ E(W1) holds.
However, since C(W1) ≤p C(W2) and B1 ∩ X(T ) 6= ∅ and B2 ∩ X(T ) 6= ∅, it suffices
to consider components T ′ of W1 with X(T
′) ⊆ X(T ). For these components holds
B1 ∩X(T ) ∩X(T ′) = B1 ∩X(T ′) and B2 ∩X(T ) ∩X(T ′) = B2 ∩X(T ′). No matter
which case applies to {B1, B2} ∈ E(W2), by Theorem 8.52 it contradicts W1 6 W ′.
Since no other case is possible, thus W1 6 W ′ and W2 6 W ′ implies W 6 W ′ which
completes the proof.
However, while we have found those embedded semi-lattice structures in (Wn,6) (see
also Figures 8.5 and 8.6), the whole set itself does not form a lattice (see Figure 8.7)
and has no rank-function.


















Fig. 8.5: Lattice formed by all Greg trees with labelset {1, 2, 3} with ordering T1 6 T2 if and only if
for all graphs G T1 ∪G is 2-edge connected implies T2 ∪G is 2-edge connected
Fig. 8.6: Upper semilattice formed by all Greg trees with labelset {1, 2, 3, 4}
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Fig. 8.7: Segment of the Hasse-Diagramm of all Greg forests with labelset {1, 2, 3, 4} which shows two
forests which do not have a unique join
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9 An Approximation Scheme
Since exact algorithms are not suitable for sufficiently large networks, in this section
we will present an approximation scheme for the k-edge connected unreliability.
9.1 Definition of Approximation Algorithms
Definition 9.1.
Let A be an algorithm which for an input x returns the value g(x). Let f(x) be a
strictly positive function which we want to approximate by g(x). The algorithm A is




Note that g(x) is required to have a relative error of ε compared to f(x). Thus, while
it holds that the reliability R(G, p) and the unreliability U(G, p) add up to one, an
approximation algorithm for U(G, p) does not necessarily implies an approximation al-
gorithm for R(G, p) and vice versa since for example the result 1 is a 1%-approximation
of the reliability 0.995 while 0 is not a 1%-approximation for the corresponding un-
reliability of 0.005. Since communication networks in most cases are highly reliable,
approximating the unreliability is the more interesting problem for practical applica-
tions.
Definition 9.2.
A family of algorithms A(ε) is an approximation scheme if for each ε ∈ (0; 1) the
algorithm A(ε) is an ε-optimal approximation algorithm.
Definition 9.3.
A randomized algorithm A is an ε-optimal random approximation algorithm if for each










Note that the probability of 3
4
can be increased to 1− δ for any value of δ ∈ (0; 1
4
) by





times and taking the median of the results.
Definition 9.4.
A randomized algorithm A(ε) is a random approximation scheme if for each ε ∈ (0; 1)
the algorithm A(ε) is an ε-optimal random approximation algorithm.
Definition 9.5.
A random approximation scheme is a fully polynomial random approximation scheme
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While there is still no known FPRAS for R(G, q), in 1999 the first FPRAS for U(G, q)
was presented by Karger [Kar99]. There, he combined the following two approaches: If
the unreliability is sufficiently large, it can be estimated by Monte-Carlo-Sampling of
random cut-failure events. If the unreliability is low, the probability that large cuts fail
becomes negligible compared to the failure probability of smaller cuts. Therefore, in the
latter case, sampling the almost min-cuts and approximating their failure probability
by an FPRAS for the DNF-counting problem [KL83] gives a suitable approximation for
the unreliability. Karger also provided an extension – besides others – for the k-edge
connected unreliability by stating that the same principle that for small Uk(G, q) large
cuts become negligible to smaller cuts remains unchanged and that the DNF-counting
algorithm can easily be modified to count clauses with at most k−1 variables are false.
However, the details concerning the value of Uk(G, q) that can be considered small and
up to which size the almost minimal cuts need to be sampled remained open. This,
however, has huge implications for the run-time of the resulting algorithm. In 2018,
Harris and Srinivasan [HS14] improved the algorithm of Karger by showing that in
the case of high reliability (low U(G, q)), the number of small cuts which needs to be
sampled for a sufficient approximation is considerably smaller than Karger’s estimate.
At the same time, Karger presented a new FPRAS for U(G, q) which now instead of
sampling of small cuts makes use of contractions [Kar16]. While this new FPRAS
is in all cases faster than the improved variant of Harris and Srinivasan, its use of
contraction makes the extension to Uk(G, q) impossible. We will improve some results
of Karger as well as Harris and Srinivasan and give the details to extend the scheme
to k-edge connected unreliability.
9.2 The FPRAS for All-Terminal-Unreliability
In this section we will introduce all relevant aspects of Karger’s FPRAS for the All-
Terminal-Unreliability [Kar99]. We will state how Monte-Carlo-Sampling can be used if
U(G, q) is sufficiently large. Further, we will introduce Karger’s Contraction Algorithm
[Kar99] as a tool to bound the number of almost-minimum cuts. We will show – using
the generalized framework of Harris and Srinivasan [HS14]– how this bound on the
number of almost-minimum cuts can be used to bound the probability that a cut with
higher weight fails and finally how those results can be combined to then approximate
U(G, q).
Monte-Carlo-Sampling works as follows: For each edge we use an accordingly biased
random generator to simulate whether the edge fails or remains intact. Then we check
whether the resulting graph is connected. If we do this often enough, the average of our
simulation results will converge towards U(G, q) with high probability. More formally:
Theorem 9.6 (Karp, Luby [KL83]). Performing O
(
log n
ε2 · U(G, q)
)
Monte-Carlo trials
will approximate U(G, q) to within factor 1± ε with high probability.
This approach works for any random event and can also be used for Uk(G, q) without
any modification. Note however, that as U(G, q) becomes smaller, the run-time of the
Monte-Carlo approach can become arbitrarily large. Therefore, if U(G, q) is smaller
than a certain threshhold (or better: when we can not ensure that U(G, q) is above the
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threshhold), we will have to devise another strategy. For that we first have to bound
the number of near-minimum cuts.
Definition 9.7.
Given a graph G = (V,E) with a min-cut of size c, for a fixed a ≥ 1, an α-cut is an
induced cut with size at most α · c.
To bound the number of α-cuts, we need a modified variant of the Contraction algo-
rithm (Algorithm 4.3): Assume α is fixed and let s = d2αe. While G has more than s
vertices, choose an edge e uniformly at random and set G← G/e. Then, when we are
left with an s-vertex graph, we pick uniformly at random a bipartition of the vertex
set. The edges linking the two bipartition sets have a one-to-one correspondance to
a cut in our original graph G and we say that the modified Contraction Algorithm
selects the cut. Karger could show that the modified Contraction Algorithm chooses
any particular α-cut with probability at least n−2α. Since the choices of different cuts
are disjoint events whose probabilities add up to one, it immediately follows that the
number of α-cuts is at most n2α.
Theorem 9.8 (Karger [Kar99]). The modified Contraction Algorithm chooses any par-
ticular α-cut with probability at least n−2α.
In Section 3 we will improve this result by a factor depending on α. We will use this
bound on the number of α-cuts to bound the probability that any cut with at least α ·c
edges fails (or more precisely: to bound the expected number of such cuts that fail,
which provides an upper bound for the probability that at least one such cut fails).
Theorem 9.9 (Harris, Srinivasan [HS14]). Let F : R → [0,∞) be any increasing
function with distributional derivative dF (x) and with the property that, for any α ≥
1, the number of α-cuts is at most F (α). Let g : R → [0,∞) be any continuously
decreasing function. Then∑
Cuts C of weight
|C|≥αc




Whereas we will not strengthen the result of this theorem, in the next section we
will weaken the necessary conditions while maintaining the same result. This will
be necessary since our new function F is no longer continuous with a distributional
derivative.
Using a specialized variant of Theorem 9.9, Karger then could bound the probability
for U(G, q) as well as the probability that at least one cut with size at least size α · c
fails:
Theorem 9.10 (Karger [Kar99]). Suppose G is a graph with minimum cut c and where
each edge of G fails independently with probability q, where qc = n−(2+δ) for some δ > 0.
Then
1. U(G, q) ≤ n−δ(1 + 2/δ) and
2. the probability that at least one cut of size α ·c or greater fails is at most n−αδ(1+
2/δ).
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For qc < n−4 Karger showed that sampling all α-cuts for a = 2 − ln(ε/2)/(2 lnn)
suffices to get an approximation with relative error at most ε. The choice qc < n−4 is the
threshold where both approaches – Monte-Carlo-Sampling and Cut Enumeration – have
the same asymptotic runtime. Putting it all together, he obtained Algorithm 9.1, where
Size-of-Min-Cut, Monte-Carlo-Sampling, GenerateAlphaCuts and DNF-Counting are
appropriate subroutines.
Algorithm 9.1 FPRAS for All-Terminal-Unreliability [Kar99]
1 Input: A graph G = (V,E), a failure probability q, a relative error ε
2 Output: An approximation for 1−R(G, 1− q)
3 c← Size-Of-Min-Cut(G)
4 IF qc ≥ n4
5 Return Monte-Carlo-Sampling(G, q, ε)
6 ELSE
7 α← 2− ln(ε/2)
2 lnn
8 S ← GenerateAlphaCuts(G,αc)
9 Return DNF-Counting(S, q, ε/2)
9.3 Improved Bound for the Number of α-cuts
In this section we will give a better upper bound for the number of α-cuts and show
its implications for the FPRAS for U(G, q).




2s−1, where s = d2αe.
Proof. We will follow Karger’s original proof [Kar99] but bound the resulting probabil-
ity better. Consider a fixed α-cut. This cut gets selected by the Contraction Algorithm
if and only if none of its edges gets selected to be contracted and if the bipartition in the
resulting s-vertex graph is chosen in accordance with the cut edges. If our cut survives
to the s-vertex graph stage, the probability to be selected is 21−s. We now bound the
probability that no edge of the cut is selected up to this point. Each time we contract
an edge, the number of vertices in the graph is reduced by one. Consider the step when
the graph has r vertices remaining. Since G has a minimum cut of seize c, every vertex
must have degree at least c and thus the graph must have at least rc/2 edges. Since
the specified cut is an α-cut, it has at most α · c edges and thus the probability that
one of its edges is selected is at most αc/(rc/2) = 2α/r. Thus, the probability that we
never contract an edge of the α-cut through all steps of the contraction phase together






















If 2α is non-integral, then we make use of the Gamma function as generalization of
the factorial. For this generalized factorial holds - like for the standard factorial –
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n!/(n − 2α)! < n2α. Further, we make use of s = d2αe, which means that (s − 2α)!
is the factorial in the interval [0, 1) where (again interpreted as the Gamma function),
the function value is at most 1.










Proof. The statement follows immediately from (d2αe)! ≥ 3d2αe−2 · 2.
While the second bound is weaker, in most cases it is easier to handle since it is a
continuous function with distributional derivative. From now on we will consider both
of those new bounds for our improvement of the analysis of Karger’s algorithm. For
the first bound we first have to adjust Theorem 9.9 to deal with piecewise continuous
functions F (we will also weaken some further restrictions of the Theorem even though
we will not make use of those weaker requirements):
Theorem 9.14. Let α ≥ 1 be any fixed constant. Let F : R : [0,∞) be any function
which in the interval [α,∞) is piecewise continuous and non-decreasing, has a piecewise
distributional derivative dF and does not contain upward jumps. Further assume that
F has the property that for any i ≥ α, the number of i-cuts is at most F (i). Let
g : R→ [0,∞) be any continuous non-increasing function in the interval [a,∞). Then∑
Cuts C of weight
|C|≥αc




Proof. We will follow the original proof of Harris and Srinivasan [HS14]. Enumerate
the weights of all cuts with weight at least αc in non-decreasing order as αc ≤ r1 ≤ r2 ≤
. . . ≤ rk, where ri denotes the weight of the ith cut in that ordering. The definition of
F implies that for any i ∈ {1, . . . , k} the inequality i ≤ F (ri/c) holds. Then∑













F (ri/c) (g(ri/c)− g(ri+1/c))




g(ri/c) (F (ri/c)− F (ri−1/c))
≤g(r1/c)
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Remark 9.15. Note that we do not make use of the downward jumps in the approxi-
mation of our sum. Therefore, instead of F choosing a function F ′, which instead of
the downward jump is constant until F reaches its original value from before the jump,
will decrease the value of
∫∞
x=α
g(x)dF (x) and therefore give a better approximation.
However, in most cases the improve will be marginal since most of the integral value
is in the interval [d2αe, b2αc+ 1) which will remain unchanged for our function F .
We will now show how Corollary 9.12 and 9.13 can be employed to improve the result
of Theorem 9.10.
Theorem 9.16. Suppose G is a graph with minimum cut c and where each edge of G
fails independently with probability q, where qc = n−(2+δ) and γ =
δ log(n) + log(9/4)
log(2/3n)
for some γ > 0. Then


















Before proving the theorem, we want to point out how this result improves Theorem
9.10: If δ > 0, then γ > δ holds. Thus, the bounds in both cases are tightened, in
addition to the additional factor of (4/9)α−1. Further, if qc < 9/4n−2, then γ > 0
holds and thus the theorem also holds when qc is in the interval (n−2, 9/4n−2) where
Theorem 9.10 is not applicable. Theorem 9.16 basically tells us that we can use graphs
which have 50% more vertices (when δ ≈ 2) and still use basically the same bound on
α compared to Theorem 9.10. While this is a mayor improvement, it is sadly only an
improvement in the runtime constant.














· 2 log(n′) · n′2x. The variable γ is now defined such that qc = n′−(2−γ) is
satisfied. Then we can simply copy the proof of Theorem 9.10 with γ as replacement
for δ and n′ in place of n. With the additonal factor of 9/4, which we have in our
variant we obtain:










Using again the definition of γ, we see that n′γ = 9/4 · nδ and the result follows with
some term rearrangements.
Theorem 9.17. Suppose G is a graph with minimum cut c and where each edge of G
fails independently with probability q, where qc = n−(2+δ) for some δ > 0. Then
























n2x if x > 1
2/3n2 otherwise.
We choose F (1) = 2/3n2 since then F (1) is an upper bound for the number of minimum





minimum cuts; see for example [Kar99]). Observe
that this is the smallest value where we do not have an upwards jump from F (1) to
F (1+ε). We will only show statement 1 of the theorem, statement 2 follows accordingly
if we start at α.
By Theorem 9.14 we get











In all (half-open) integration intervals now
2d2xe−1
(d2xe)!



















































While the bound we get from Theorem 9.17 is stronger than the bound of Theorem
9.16, calculating which value of α is sufficient such that all larger cuts contribute less
than εU(G, q) to U(G, q) seems to be only solvable numerically. Further, whenever ε is
constant, there is a constant bounding a sufficient value for α such that omitting non-
α-cuts introduces at most an error of ε. Thus, we again obtain only an improvement
in the constant factor for the All-Terminal-Unreliability. However, as we will show
in the next section, for the k-edge connected unreliability α scales with k, and thus
- while again we will only improve the runtime constant - the improvement becomes
more significant the larger k becomes.
9.4 Extension to k-edge-connected Unreliability
For k-edge connectivity it seems reasonable to believe that the same holds as for regular
reliability: If the graph is more reliable, the probability that a cut with fewer edges
has insufficient edges left should be more likely than the probability that a large cut
has almost all of its edges failing. However, there is some trade-off since for the larger
cut we also have more choices for which set of less than k edges still might be intact
while the cut fails. The probability that a cut C of size |C| fails can be described by
the following formula:








The easiest approach (which also Karger describes in [Kar99]) is to show that there is
some q′ < 1, such that a cut of size |C| fails with probability at most q′|C| and then use
the same approach as for regular reliability with q′ instead of q. And indeed, we can
find such a q′:
Theorem 9.18. Let G = (V,E) be a graph with min-cut c whose edges fail stochasti-
cally independent with probability q ∈ (0, 1). Then for each k ∈ N, there is a constant
q′ = q′(q, c, k) < 1 such that the probability that a cut of size |C| has less than k
surviving edges in G is at most q′|C|.
Proof. We will use a proof by induction.










Induction step: It is now sufficient to show that there exists a constant q′2 < 1, such

























































































































































)i =: q′2 < 1,
where the last inequality follows from (|C| − k + 1)! ≤ (|C| − i)!.
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However, by adapting g(x) in Theorem 9.14 we can deal with the new failure probability
more directly and obtain a better bound for the probability that a cut with at least αc
edges has less than k surviving edges.
Theorem 9.19. Suppose G is a graph with minimum cut c and where each edge of G
fails independently with probability q, where qc = (2/3n)−(2+γ) for some γ > 0. Then






























Remark: For simplicity we will assume that α · c is an integer, since otherwise there is
no cut in the interval [αc, dαce) and we could consider dαce instead. The proof works
in both cases identically when we consider the generalized binomial coefficient resulting
from the gamma function.







(1 − q)iqxc−i and F (x) = 9/4 · (2/3n)2x (again
using Corollary 9.12 instead of Corollary 9.13 for F will give us a better bound which
in trade off we cannot interpret directly). We will define n′ = 2/3n. Using Theorem
9.14, we obtain


















































































































(αγ log n′)i+1 − 1
αγ log n′ − 1




· αγ log n
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The theorem follows now immediately.
Theorem 9.20. Let G be a graph with n vertices whose edges fail stochastically in-
dependent with probability q, 0 < q < 1. Let c denote the size of a min-cut of G
and let k ≥ c be a fixed integer. Let ε > 0 be a constant. Let γ ≥ 2 be defined by

















Some cut in G with weight at least αc
has less than k surviving edges
)
≤ ε · Uk−ec(G, q)
holds.
Note that the restrictions αc ≤ n
2
4




there is no non-α-cut and therefore
P
(
Some cut with weight at least αc




Proof. First note, that the chance that one specific minimum cut has less than k
surviving edges is a trivial lower bound for the k-edge connected unreliability, i.e.
























Let n′ be defined by n′ = 2/3n.
By definition, it holds








We multiply by −γ and raise to the base of n′ to obtain





























































































































≥P (At least one cut with at least αc edges has less than k surviving edges)
We thus have

















≥ P (At least one cut with at least αc edges has less than k surviving edges)
which completes the proof.
Note while Theorem 9.20 could be used to obtain a suitable value for α, the approx-
imations used in the proof of Theorem 9.20 and Theorem 9.19 makes the described
formula not very tight. In practical applications, it is therefore advised to calculate a
sufficient value for α numerically (which also allows to use the sharper bound on the
number of α-cuts given in Corollary 9.12).
We will now describe the resulting algorithm to approximate the k-edge connected un-
reliability. Note that the DNF-counting algorithm of Karp, Luby and Madras [KL83]
can be easily modified to count that all but k−1 variables become true in every clause
of the DNF-formula, such that we do not need to list all partial k-cuts individually.
Thus, we can simply use the following procedure to approximate Uk(G, q):
Step 1: Calculate the size of a minimum cut c
Step 2: If qc ≥ n−2−2
√
k, use Monte-Carlo-Sampling to approximate Uk(G, q)
Step 3: Otherwise, calculate a sufficient value of α using Theorem 9.20 for ε/2.
Step 4: Enumerate all α-cuts of G as set Sk.
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Step 5: Use the DNF-counting FPRAS to approximate the probability that at least
one cut in Sk fails for ε/2 and return the result.
The size of a minimum cut can be calculated using the algorithms of Nagamochi and
Ibaraki [NI99] in O(mn+n2 log n). If qc ≥ n−2−2
√
k, the Monte-Carlo-Sampling approx-
imates Uk(G, q) in O(mn2+2
√
k/ε2) and we are done. Otherwise, for a simple graph we
can use Theorem 9.20 to bound α (or obtain a suitable value numerically) and obtain
by Theorem 9.8 (which we could again optimize by using Corollary 9.12 or Corollary








α-cuts. We can enumerate all α-cuts in Õ(n2α), for example using the randomized
algorithm described in [Kar99]. Our DNF formula thus has length O(n · n2α) and
can be approximated by the algorithm of Karp, Luby and Madras [KL83] in time







10 Special Graph Classes
Since the underlying problem is NP-hard, it is unlikely to obtain a procedure which
calculates Rk−ec(G) or Rk−vc(G) efficiently in all cases. However, for some special graph
classes their additional properties might be used to generate algorithms which run in
polynomial time or subexponential time and thus are more efficient than complete state
enumeration.
10.1 Graphs with Bounded Treewidth
The concept of tree- and path-decomposition was first introduced by Neil Robertson
and Paul Seymour in their series on graph minors [RS83]. Applications of tree- and
path-decomposition to network reliability can be found for example in [Wol02] and
[LMC00].
Definition 10.1.
A path-decomposition of a graph G is a sequence of subsets Xi of vertices of G, with
two properties:
• For each edge of G, there exists an i such that both endpoints of the edge belong
to subset Xi, and
• for every three indices i ≤ j ≤ k, Xi ∩Xk ⊆ Xj.
The second property is equivalent to requiring that for each vertex the sequence of
vertex subsets containing that vertex has consecutive indexes.
Definition 10.2.
The width of a path-decomposition is the maximum size of the sets Xi minus 1.
The path-width of a graph G, pw(G), is k, where k is the minimal size of all path-
decompositions of G.
Definition 10.3.
A path-decomposition of G is called smooth, if
for each i, |Ui+1 \ Ui|+ |Ui \ Ui+1| = 1 and
|U1| = |Ul| = 1 where l is the index of the last vertex set.
That means, that two consecutive sets Xi and Xi+1 differ by exactly one vertex.
Lemma 10.4. For every path-decomposition there exists a smooth path-decomposition
with same size.
Proof. We will sketch the construction of the smooth path-decomposition. Extend
our sequence (U1, . . . , Uf ) to (U0, U1, . . . , Uf , Uf+1) with U0 ⊆ U1 and |U0| = 1 and
Uf+1 ⊆ Uf and |Uf+1| = 1 to fulfill the second property of a smooth decomposition.
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(If |U1| = 1 or |Uf | = 1 we can omit this step.)
Let Ui and Ui+1 be two consecutive vertex subsets in the decomposition. Consider the
sets M = Ui \Ui+1 and P = Ui+1 \Ui. Then we create a new sequence of vertex subsets
as follows:
1 N1 ← Ui
2 k ← 1
3 WHILE M 6= ∅ DO
4 Select a vertex m ∈M
5 Nk+1 ← Nk \ {m}
6 M ←M \ {m}
7 k ← k + 1
8 WHILE P 6= ∅ DO
9 Select a vertex p ∈ P
10 Nk+1 ← Nk ∪ {p}
11 P ← P \ {p}
12 k ← k + 1
Clearly it holds |Ni| ≤ max{|Ui|, |Ui+1|} for all i ∈ {1, . . . , k} and thus our new de-
composition does not increase in size. Since N1 = Ui and Nk = Ui+1, the first prop-
erty of path-decompositions is fulfilled when we replace Ui and Ui+1 by the sequence
N1, . . . , Nk. Further, we only alter vertices, whose consecutive sequence either ends in
Ui or begins in Ui+1 and thus the second property is fulfilled as well. Further, it is evi-
dent, that |Ni \Ni+1| = 1 and Ni+1 ⊆ Ni during the M -procedure and |Ni+1 \Ni| = 1
and Ni ⊆ Ni+1 during the P -procedure and thus, the property of being smooth holds
as well.
Definition 10.5 ([Pön03]).
Let G = (V,E) be a graph. A composition order of G is a sequence consisting of entries
of the form
• +v, where v ∈ V ,
• −v, where v ∈ V or
• +e, where e ∈ E
such that
• for each vertex v ∈ V , there exists exactly one entry +v and one entry −v where
+v precedes −v and
• for each edge e = {u, v} ∈ E, there exists exactly one entry +e which precedes
−v and −u and succeeds +v and +u.
Remark 10.6. We can derive a composition order from a nice path-decomposition as
follows:
Start with +v, v ∈ U1, i← 1
While i 6= l − 1:
If |Ui−1 \ Ui| = 1:
Add the entry +v with v ∈ Ui+1 \ Ui
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For each edge e ∈ N(v) ∩ Ui: Add the entry +e
Else: Add the entry −v with v ∈ Ui \ Ui+1
i← i+ 1
Add the entry −v, v ∈ Ul
Remark 10.7. The composition order of a graph is not unique.
Now assume we have a composition order of a graph. Then we can calculate the k-
edge-connected Reliability (k-connected Reliability) by the following algorithm:
We will store a set of states consisting of two parts: An identifier and a value. When-
ever the identifier of two states coincide, we will merge them into a single state by
adding their values. We will use the set of superstates H, defined in Chapter 8, as
identifier and their corresponding probability as value.
Algorithm 10.1 Algorithm to calculate Rk−ec(G) using path decomposition
Input:
• a composition order of G
• edge probabilities pe for all edges in G
Output:
k-edge-connected Reliability Rk−ec(G)
Initialization: Set Z0 = ((∅, ∅), 1) as starting state. X ← ∅
Remove the last ’-v’ entry of the composition order.
FOR every entry f of the composition order DO:
IF f = ’+v’: X ← X ∪ {v}. For every state Z = (I, P ), modify the identifier by
I ← ĤkX(I + v).
IF f = ’+e’: For every state Z = (I, P ), create two new states Z1 = (I1, P1) and
Z2 = (I2, P2) with: I2 ← I, P2 ← P · (1− pe), P1 ← P · pe, I1 ← ĤkX(I + e).
IF f = ’-v’: X ← X \ {v}. For every state Z = (I, P ) check whether in the identifier
v has k edge-disjoint paths to X. If not, remove the state. If yes, change the identifier
by I ← ĤkX(I).
Return the value of the state with identifier K1 with label X.
We use the vertex sets of the path decomposition as splitting sets X. If f = ’+v’,
we add v to X. whenever f = ’-v’, we remove v from X and check whether the
new state is still operating. By transitivity, we only need to check the property of k
edge-disjoint paths for v. Whenever f = ’+e’ we make a case distinction whether e is
operating or failed and generate the two corresponding states with their probabilities.
Whenever two states have the same identifier, it means they were generated by two
(or more) different states Z which have the same superstate and thus we have to add
their probabilities.
The correctness on the algorithm follows from Theorem 8.13. For k-connectivity, we
instead have to terminate when the graph has k + 1 remaining vertices.
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Theorem 10.8. Let a be any fixed integer. Let G be a simple graph with a given path
decomposition with width at most a. Then, for 2-edge connectivity, 3-edge connectiv-
ity and 2-connectivity the algorithm runs in linear time, where the run-time constant
depends on a.
Proof. Since the identifier of our states are the superstates in H, for every set X with
|X| = n we have a finite number of different identifiers, say an. Since we have a path
decomposition of minimal size, |X| ≤ pw(G) + 1 holds. Since an is monotonously
increasing, the maximum number of states considered at the same time is thus 2ap(w)+1
(since for ’+e’ we generate two states simultaneously before combining states), which is
a constant given pw(G). Searching for equal identifiers to combine them after each entry
f can be done by indexing the identifiers and sorting the list of identifiers. Depending
on the algorithm this can be done for example in time a(pw(G) + 1) · log a(pw(G) + 1).
The size of the state identifier is bounded by the size of the graphs in H, which again
scales linearly with |X|. Thus, the maximum number of steps to calculate ĤkX(G) is
bounded by the pathwidth as well. Hence, every entry f can be processed in O(1).
Therefore, the runtime of the algorithm is in O(n+m). Since in simple graphs for every
entry ’+v’ there can be at most pw(G) entries ’+e’ (since we get one ’+e’ entry for each
edge between v and another vertex of the vertex subset of the path decomposition), it
follows m ∈ O(n) and the algorithm runs in O(n).
We will now extend the concept of pathwidth to treewidth:
Definition 10.9.
A tree decomposition of a graph G = (V,E) is a tree T with vertices X1, . . . , Xl, such




Xi = V ,
2. For all Xi,Xj,Xh such that Xh is on the unique path between Xi and Xj in T
holds: Xi ∩Xj ⊆ Xh
3. for every e = {u,w} ∈ E, there exists an Xi with {u,w} ⊆ Xi
Definition 10.10.
The width of a tree decomposition is the maximum size of the sets Xi minus one. The
treewidth of a graph G, tw(G), is the minimal width of all tree-decompositions of G.
Similar to the path decomposition we can again construct a smooth decomposition
and introduce a composition order. However, since we have to deal with a tree instead
of a path, we can no longer resolve the graph from one end straight forward to the
other. Instead, we can declare one arbitrary leaf of the tree as end and resolve the
tree starting from all other leafs. In addition to the path operations we then need
an additional operation to resolve when several subtrees meet at a common vertex.
Theorem 8.18 gives an equation for the resolution of the join of two subtrees. Since
again for tw(G) ≤ a, where a is some fixed integer, the number of terms evaluated
in Theorem 8.18 is bounded by a constant depending on a, we obtain the following
proposition:
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Proposition 10.11. Let a be any fixed integer and G be a simple graph with a given
tree decomposition of width at most a. Then, for the 2-edge-connected Reliability, 3-
edge-connected Reliablity and Biconnected Reliablity a modified variant of Algorithm
10.1 runs in linear time where the run-time constant depends on a.
The question, whether we can extend the result to higher k-(edge) connectivity by
using a minimal set of superstates rather than H, arises. A positive answer is provided
by the next section.
10.1.1 Courcelle’s Theorem
To descibe Courcelle’s Theorem [CMR01], we first have to introduce Monadic Logic:
A graph is represented by its set of vertices, V and a binary relation adj(x, y) on V ×V
which holds true if and only if x and y are adjacent in G (thus, we will only deal with
simple undirected graphs – but extensions to multiple edges and directed graphs are
possible by adapting the representation of graphs, see [CE12] ). In monadic first order
logic, MSO1, the following symbols are allowed:
• variables of vertices, x, y, z
• variables of vertex sets, X, Y, Z
• the adjacency relation adj(x, y)
• subset relations ⊆ for vertex sets
• element relations ∈ for vertices and vertex sets
• equality relations x = y
• negations ¬
• conjunctions ∧ and disjunctions ∨
• brackets ( and )
• existential quantifier ∃ and all-quantifier ∀ for vertices and vertex sets
as well as all symbols which can derived strictly from that, for example ⇒ or ⇔
or symbols for sub-formulae. The truth assignment of a formula is the same as for
predicate logic.
For example the formula
Con(G) := ¬∃X((∃x ∈ X ∧ ∃y 6∈ X) ∧ (∀x∀y(adj(x, y)⇒ (x ∈ X ⇔ y ∈ X))))
holds true if and only if G is connected.
Lemma 10.12. For any fixed k, the property whether a graph G is k-connected can be
encoded in an MSO1 formula.
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Proof. A graph G with at least k + 1 vertices is k-connected, if and only if for any
subset X ⊆ V with |X| ≤ k, G−X is connected. We will first adapt our formula for
connectivity to take into account the remaining vertex set in G−X:
Con1(Z) := ¬∃X ⊆ Z((∃x ∈ X ∧ ∃y ∈ Z ∧ y 6∈ X)
∧ (∀x ∈ Z∀y ∈ Z(adj(x, y)⇒ (x ∈ X ⇔ y ∈ X))))
We can now define the property of being k-connected for k ≥ 2 recursively: A graph G
is k-connected if and only if it is k − 1-connected and for all v ∈ V (G), G− v is k − 1
connected:
Conk(Z) := Conk−1(Z) ∧ ∀v ∈ Z∃A ⊆ Z(∀a ∈ Z(a 6= v ⇔ a ∈ A)) ∧ Conk−1(A))
A formula in monadic second order logic, MSO2, can in addition to the symbols of
MSO1 also use existential quantifier, all-quantifier and the subset relation for edge
sets. For that, edge sets are considered as subsets of the adj relation.
Lemma 10.13. For any fixed k, the property whether a graph G is k-edge connected
can be encoded in an MSO2 formula.
Proof. We will again encode it recursively.
Con1(E) := ¬∃X((∃x ∈ X ∧ ∃y 6∈ X) ∧ (∀x∀y((x, y) ∈ E ⇒ (x ∈ X ⇔ y ∈ X))))
Conk(E) := ∀e ∈ E∃F ⊆ E(∀f ∈ E(f 6= e⇔ f ∈ F ) ∧ Conk−1(F )
Courcelle’s Theorem now gives a connection between graph properties which can be
expressed in MSO2 and graphs of bounded tree width [CMR01]:
Theorem 10.14 (Corcelle [CMR01]). Any graph property P which can be expressed
in MSO2, can be evaluated on graphs of bounded treewidth in linear time.
The proof uses the construction of a tree automaton for the MSO2 formula where
then every step of the tree decomposition corresponds to one step of the automaton.
Crucially, we can interpret every state of the automaton as one superstate where the
splitting set is the currently active set in a corresponding tree decomposition:
Proposition 10.15. Let G be the set of all graphs with vertex set X. Let P be a graph
property. Two graphs G1, G2 ∈ G are said to be P -equivalent if for all graphs G3 ∈ G
with V (G3) ∩ V (G1) = V (G3) ∩ V (G2) = X holds G1 ∪G3 has property P if and only
if G2 ∪G3 has property P .
If P can be expressed in MSO2, then there exists a finite set H and a mapping φ : G →
H such that φ(G1) = φ(G2) holds if and only if G1 and G2 are P -equivalent.
Corollary 10.16. For all fixed values of k, the k-connected Reliablity and the k-edge-
connected Reliability can be evaluated in linear time for graphs of bounded treewidth.
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Proof. The property of being k-connected as well as the property of being k-edge
connected can be expressed in MSO2. Thus, there exists a finite set of superstates H
which can be used in Algorithm 10.1 to evaluate the reliability. Since the setH is finite,
every entry in the tree decomposition can be evaluated in constant time (depending
on tw(G)) and the number of entries is bounded by a constant (depending on tw(G))
times the order of the graph. Thus, the run-time of the algorithm is linear.
However, the number of states in the constructed tree automaton (and thus in H) is
rapidly growing with
• the size of the MSO2 formula,
• the number of quantifiers in the MSO2 formula and
• the treewidth of G.
Thus, in most applications with graphs of not to large size, an algorithm which runs
in polynomial time or even exponential time will outperform an algorithm constructed
by Courcelle’s Theorem due to its large run-time constant [FG04].
10.2 Edge-Transitive Graphs
Definition 10.17.
A graph G = (V,E) is said to be edge-transitive, if for each pair of edges e, f ∈ E,
there exists an automorphism ϕ on G, such that ϕ(e) = f holds.
Remark 10.18. The set of edge-transitive graphs includes for example the complete
graph Kn, the complete bipartite graph Kn,m, the Turan-graph Tn,k if k|n, the Hy-
percube, the even complete graph minus a perfect matching K2n − M or the Gray
graph.
Lemma 10.19. Let G = (V,E) be an edge-transitive graph, let e, f ∈ E be two edges
of G and let P be a graph invariant property. Further, let GPe denote the set of spanning
subgraphs H = (V, F ) of G, such that e ∈ F and H has property P . Similarly, let GPf
denote the set of spanning subgraphs with property P which contain the edge f . Then
|GPe | = |GPf | holds.
Proof. Since G is an edge-transitive graph, there exists an automorphism ϕ s.t. ϕ(e) =
f . For any set F ⊆ E, let ϕ(F ) denote the image of ϕ restricted to F . Let H = (V, F )
be an arbitrary graph in GPe . Consider the graph H ′ = (V, ϕ(F )). Since ϕ is an
automorphism on G, H and H ′ are isomorphic P is a graph invariant, it follows that
H ′ has property P . Further, since e ∈ F , it holds f ∈ ϕ(F ) and thus H ′ ∈ GPf . Since
the construction of H ′ from H is a bijection, for every graph H in GPe , there exists
a unique graph H ′ in GPf . This however implies |GPe | ≤ |GPf |. But since e and f are
arbitrarily chosen, by the same argument also |GPf | ≤ |GPe | holds, which completes the
proof.
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i(1 − p)m−i denote its k-(edge-













Proof. It is easy to see that ai and bi denote the number of spanning subgraphs of G
with i edges which are k-edge connected and k-vertex connected respectively. Thus,






bi are the number of spanning subgraphs of
G− e with i edges which are k-edge connected and k-vertex connected or equivalently
the number of subgraphs of G with said property which do not contain the edge e.
Since being k-(edge) connected and having i edges is a graph invariant property and
G is edge-transitive, by the previous lemma each edge appears equally often in the set








) = m− i
m
and the theorem follows.
10.3 The Complete Graph
For the complete graph, results were first published in [Lan15] and [Rei15]. Shortly
after, Lange, Reinwardt and Tittmann published an improved recursive formula to
calculate R2−ec(Kn) and R2−vc(Kn) in [LRT17]. Using the symmetry of the graph, the
formula heavily employs number partitions. We write σ ` n whenever σ is a partition















where ki denotes the number of parts of σ which have entry i. We will present the
results without proof here:
Theorem 10.21 (Lange, Reinwardt, Tittmann [LRT17]). The two-edge-connected Re-








R2−ec(Kk, p)D(n− k, k),
where D(s, k) is defined by











R(Ki, p) k i (1− p)i(s−i)/2.
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Applying the same definition of D(s, k) to the Biconnected Reliablity provides the
following statement:
Theorem 10.22 (Lange, Reinwardt, Tittmann [LRT17]). The Biconnected Reliability















·B(l, n− s− l − 1)C(n− s− l − 1)
· (1− p)(n−s−1)s+l,
where B(l, t) and C(t) are defined by
















This result was then extended to the K-terminal case:
Theorem 10.23 (Lange, Reinwardt, Tittmann [LRT17]). The K-Terminal-two-edge-

















with D(s, k) from Theorem 10.21.
Theorem 10.24 (Lange, Reinwardt, Tittmann [LRT17]). The K-Terminal Bicon-





















While this thesis resolves various open questions concerning the k-connected and k-
edge-connected Reliability, further research questions remain open. Those include:
1. Are there any restrictions on the possible number of irrelevant edges a simple
graph can have for k-connectivity or k-edge connectivity?
2. Are there further graph reductions which do not change the reliability?
3. What set of operations produces a minimal set of splitting superstates for k-edge
connectivity for k ≥ 3 or for k-connectivity and k ≥ 2?
4. Can the structure of the set of superstates be used to optimize the calculation of
R2−ec(G)?
5. Is there an FPRAS for the k-edge connected unreliability whose run-time is in-
dependent of k?
6. Is there an FPRAS for k-connected unreliability?
7. Which further graph classes allow a more efficient calculation of Rk−ec(G) or
Rk−vc(G)?
8. How can we bound the k-edge-connected Reliability or k-connected Reliability?
9. Which coefficients of the reliability polynomials have an interpretation as graph
invariants?
10. Which of the results presented here can be extended to the K-Terminal case?
11. Can the results presented here be extended to graphs with integer edge weights?




In this thesis, we have studied different aspects of k-connected and k-edge-connected
Reliability. Starting from monotone binary systems, which lay a common framework
for our reliability measures, we introduced the concept of essential and irrelevant com-
ponents. We then studied, which edges of a graph are essential for k-edge connectivity
and how many essential edges a graph can have. Then, we studied irrelevant edges
and could show that a graph can not have any irrelevant edges if the graph is suffi-
ciently connected. After introducing our reliability measures, we applied this concept
of essential and irrelevant edges to propose graph reductions which modify the graph
without changing its reliability. Next, we studied how we can split the graph into sev-
eral subgraphs and combine the probabilities of the different states in the subgraphs
to obtain the reliability of the whole graph. The reductions there proposed an effi-
cient way of unifying several states of the subgraphs which contribute in an equal way
towards the reliability. Motivated by that observation, we then studied the set of su-
perstates which we obtained. We could show that the set is finite and optimal whenever
we split on a 2-vertex set. Further, we could show that it is finite and minimal for
2-edge-connected Reliability. While for 3-edge-connected Reliability and Biconnected
Reliability the set still remains finite, we could prove that it is no longer minimal. We
further studied, how to construct all possible superstates for 2-edge-connected Relia-
bility, 3-edge-connected Reliability and Biconnected Reliability and enumerate them.
We use this approach later in an algorithm to calculate the reliability for graphs of
bounded treewidth. In Chapter 9 we studied an approximation algorithm of Karger
which was used to approximate the All-Terminal-Reliability. We improved its bounds
on the number of almost minimal cuts and modified the algorithm to approximate the
k-edge-connected Reliability. In Chapter 10, we highlighted the existence of a finite set
of superstates to split for k-connected Reliability and k-edge-connected Reliability for
k ≥ 3 using Courcelle’s Theorem. However, the nature of Courcelle’s Theorem does
not allow to construct this finite set of superstates in a reasonable fashion. We further
showed that the knowledge of the reliability polynomial of a graph can be useful to
obtain the reliability polynomial of related graphs. For that, in our example we showed
that the reliability polynomial of an edge transitive graph G can be used to obtain the
reliability polynomial of the graph G − e both for k-connected Reliability as well as
k-edge-connected Reliability. We then presented a recurrence relation to calculate the
Biconnected Reliability and the 2-edge-connected Reliability of the complete graph.
Finally, we gave an overview of new interesting questions for further research which




[Abr79] J. Abraham. “An improved algorithm for network reliability”. In: IEEE
Transactions on Reliability 28.1 (1979), pp. 58–61.
[ACB82a] K. Aggarwal, Y. Chopra, and J. Bajwa. “Capacity consideration in re-
liability analysis of communication systems”. In: IEEE Transactions on
Reliability 31.2 (1982), pp. 177–181.
[ACB82b] K. Aggarwal, Y. Chopra, and J. Bajwa. “Modification of cut sets for reli-
ability analysis of communication systems”. In: Microelectronics and Reli-
ability 27.3 (1982), pp. 337–340.
[Agg85] K. Aggarwal. “Integration of reliability and capacity in performance mea-
sure of a telecommunication network”. In: IEEE Transactions on Reliability
34.2 (1985), pp. 184–186.
[AGM73] K. K. Aggarwal, J. S. Gupta, and K. B. Misra. “A new method for system
reliability evaluation”. In: Microelectronics Reliability 12.5 (1973), pp. 435–
440.
[AMG75] K. Aggarwal, K. Misra, and J. Gupta. “A fast algorithm for reliability
evaluation”. In: IEEE Transactions on Reliability 24.1 (1975), pp. 83–85.
[AN80] Y. P. Aneja and K. Nair. “Maximal expected flow in a network subject to
arc failures”. In: Networks 10.1 (1980), pp. 45–57.
[AP89] S. Arnborg and A. Proskurowski. “Linear time algorithms for NP-hard
problems restricted to partial k-trees”. In: Discrete Applied Mathematics
23.1 (1989), pp. 11–24.
[Arn78] S. Arnborg. “Reduced state enumerationanother algorithm for reliability
evaluation”. In: IEEE Transactions on Reliability 27.2 (1978), pp. 101–105.
[Ass86] J. Y. Assous. “First-and second-order bounds on terminal reliability”. In:
Networks 16.3 (1986), pp. 319–329.
[Ave85] T. Aven. “Reliability evaluation of multistate systems with multistate com-
ponents”. In: IEEE Transactions on Reliability 34.5 (1985), pp. 473–479.
[BA16] J. M. Burgos and F. R. Amoza. “Factorization of network reliability with
perfect nodes I: Introduction and statements”. In: Discrete Applied Math-
ematics 198 (2016), pp. 82–90.
[Bal86] M. Ball. “Computational complexity of network reliability analysis: An
overview”. In: IEEE Transactions on Reliability 35.3 (1986), pp. 230–239.
[BC86] T. Brecht and C. Colbourn. “Improving reliability bounds in computer
networks”. In: Networks 16.4 (1986), pp. 369–380.
[Bea78] M. D. Beaudry. “Performance-related reliability measures for computing
systems”. In: IEEE Transactions on Computers 6 (1978), pp. 540–547.
104 Bibliography
[Ben75] R. Bennetts. “On the analysis of fault trees”. In: IEEE Transactions on
Reliability 24.3 (1975), pp. 175–185.
[Bie86] D. Bienstock. “An algorithm for reliability analysis of planar graphs”. In:
Networks 16.4 (1986), pp. 411–422.
[BM08] J. Bondy and U. Murty. Graph Theory. Vol. 244. Graduate Texts in Math-
ematics. Springer, 2008.
[BS87] F Beichelt and L Spross. “An improved Abraham-method for generating
disjoint sums”. In: IEEE Transactions on Reliability 36.1 (1987), pp. 70–
74.
[BT12] F. Beichelt and P. Tittmann. Reliability and Maintenance. Networks and
Systems. 1. Auflage. Boca Raton, Florida: Taylor und Francis Group, 2012.
[But82] D. A. Butler. “Bounding the reliability of multistate systems”. In: Opera-
tions Research 30.3 (1982), pp. 530–544.
[BW04] H. Bodlaender and T. Wolle. A note on the complexity of network relia-
bility problems. Tech. rep. 2004-001. Utrecht University: Information and
Computing Sciences, 2004.
[CE12] B. Courcelle and J. Engelfriet. Graph structure and monadic second-order
logic: a language-theoretic approach. Vol. 138. Cambridge University Press,
2012.
[CG88] P Camarda and M. Gerla. “Reliability comparison of computer networks”.
In: IEEE INFOCOM. IEEE. 1988, pp. 835–841.
[CH84] M. Carey and C. Hendrickson. “Bounds on expected performance of net-
works with links subject to failure”. In: Networks 14.3 (1984), pp. 439–
456.
[CH88] C. Colbourn and D. Harms. “Bounding all-terminal reliability in computer
networks”. In: Networks 18.1 (1988), pp. 1–12.
[CL89] A. K. Choudhury and V. O. Li. “A new reliability measure for computer
networks”. In: TENCON’89. Fourth IEEE Region 10 International Con-
ference. IEEE. 1989, pp. 293–297.
[CL96] J. Carlier and C. Lucet. “A decomposition algorithm for network reliability
evaluation”. In: Discrete Applied Mathematics 65.1-3 (1996), pp. 141–156.
[CMR01] B. Courcelle, J. A. Makowsky, and U. Rotics. “On the fixed parameter
complexity of graph enumeration problems definable in monadic second-
order logic”. In: Discrete Applied Mathematics 108.1 (2001), pp. 23–52.
[Col91] C. Colbourn. “Combinatorial aspects of network reliability”. In: Annals of
Operations Research 33.1 (1991), pp. 1–15.
[DJ72] P. Doulliez and E. Jamoulle. “Transportation networks with random arc
capacities”. In: Revue Française d’Automatique, d’Informatique et de
Recherche Opérationnelle 3 (1972), pp. 45–60.
[Ebr84] N. Ebrahimi. “Multistate reliability models”. In: Naval research logistics
quarterly 31.4 (1984), pp. 671–680.
[Eva76] J. Evans. “Maximum flow in probabilistic graphs-the discrete case”. In:
Networks 6.2 (1976), pp. 161–183.
Bibliography 105
[FB87] C. C. Fong and J. A. Buzacott. “An algorithm for symbolic reliability com-
putation with path-sets or cut-sets”. In: IEEE Transactions on Reliability
36.1 (1987), pp. 34–37.
[Fel78] J. Felsenstein. “The number of evolutionary trees”. In: Systematic Biology
27.1 (1978), pp. 27–33.
[FF56] L. Ford and D. Fulkerson. “Maximal flow through a network”. In: Canadian
Journal of Mathematics 8 (1956), pp. 399–404.
[FF70] H. Frank and I Frisch. “Analysis and design of survivable networks”. In:
IEEE Transactions on Communication Technology 18.5 (1970), pp. 501–
519.
[FG04] M. Frick and M. Grohe. “The complexity of first-order and monadic second-
order logic revisited”. In: Annals of pure and applied logic 130.1-3 (2004),
pp. 3–31.
[FH65] H Frank and S Hakimi. “Probabilistic flows through a communication net-
work”. In: IEEE Transactions on Circuit Theory 12.3 (1965), pp. 413–414.
[Fli90] C. Flight. “How many stemmata?” In: Manuscripta 34.2 (1990), pp. 122–
128.
[FM73] L. Fratta and U. G. Montanari. “A Boolean algebra method for computing
the terminal reliability in a communication network”. In: IEEE Transac-
tions on Circuit Theory 20.3 (1973), pp. 203–211.
[Fra67] H. Frank. “Vulnerability of communication networks”. In: IEEE Transac-
tions on Communication Technology 15.6 (1967), pp. 778–789.
[GG77] K. Gopal and J. Gupta. ““On the Analysis of Fault-Trees”-Some Com-
ments”. In: IEEE Transactions on Reliability 26.1 (1977), pp. 14–15.
[GH10] F. Gao and H. Hu. “Computing ST Reliability of 2-State Stochastic Flow
Networks Using a New Topological Formula”. In: Semantics Knowledge and
Grid (SKG), 2010 Sixth International Conference on. IEEE. 2010, pp. 334–
337.
[Gil59] E. N. Gilbert. “Random graphs”. In: The Annals of Mathematical Statistics
(1959), pp. 1141–1144.
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