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Résumé :
La propagation des incertitudes de systèmes dynamiques peut se faire grâce à une
discrétisation de l’aléa à l’aide de chaos polynomiaux (PC). Toutefois, si on s’intéresse
à la réponse de ces systèmes sous sollicitations harmoniques, il apparaît des oscillations
parasites autour des fréquences propres déterministes dans la réponse fréquentielle des
moments statistiques : elles sont la signature de PC-résonances, des résonances in-
duites par la discrétisation de l’aléa. Ces oscillations s’atténuent lorsqu’on utilise un
développement en PC de plus en plus élevé. Il s’avère toutefois que la convergence est
lente autour des fréquences propres déterministes.
Aussi, desméthodes classiques d’accélération de convergence (transformation d’Aitken,
de Shank) ont été appliquées avec succès. On retrouve ainsi les résultats donnés par
des simulations de Monte Carlo (MCS) pour des développements d’ordre assez faible.
Ces résultats sont illustrés sur un système à 2 degrés de liberté dont les deux raideurs
sont aléatoires et indépendantes.
Abstract :
This paper investigated the use of polynomial chaos expansion (PCE) for studying
uncertain dynamical systems. In particular the evolution of the moments of the fre-
quency response function with parametric uncertainties while the number of terms of
the PCE is rising, is considered. It was shown that, depending on the frequency of exci-
tation, PCE results may tend very slowly to theMonte Carlo simulation results about the
deterministic eigenfrequencies. It turns out that the PCE coeﬃcients are the responses
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of a deterministic dynamical system. As a consequence these coeﬃcients are subjected
to the so-called PC-resonances associated to the eigenfrequencies of this latter system.
Aitken’s and Shank’s transformations are well-knownmethods to accelerate the con-
vergence of a sequence. They were successfully used to the mean and the standard devi-
ation calculated with a PC expansion. As a consequence, results in an excellent agree-
ment with the ones calculated with a MCS were obtained for a quite low PCE order. All
these results were demonstrated on a 2-dof system, which has 2 random independent
stiﬀnesses.
Chaos polynomiaux ; système dynamique incertain ; réponse har-
monique ; transformation d’Aitken ; accélérateur de convergence
1 Introduction
La prise en compte des incertitudes devient de plus en plus incontournable pour
modéliser des structures. Même si les simulations de Monte Carlo (MCS) restent une
référence, d’autres approches, comme le développement des variables incertaines en
chaos polynomiaux (PC), ont émergé et ont été largement étudiées depuis plus de deux
décennies en mécanique des solides [1, 2, 3]. Les propriétés de convergence de ce
développement ont été étudiées par Field and Grigoriu [4, 5].
Toutefois des travaux récents [6, 7] ont montré que cette convergence peut s’avérer
très lente lorsqu’on s’intéresse à la réponse harmonique de systèmes dynamiques autour
de fréquences critiques (résonance, vitesse de rotation critique pour les machines tour-
nantes). Aussi, il est important de comprendre pourquoi cette convergence est lente et
d’accélérer cette dernière.
Tout d’abord on déterminera les équations qui régissent les coeﬃcients du développe-
ment en PC, pour une matrice de raideur incertaine. Enﬁn, on montrera comment ac-
célérer la convergence de ces développements à partir deméthodes classiques, comme la
méthode d’Aitken ou celle de Shank qui sont reliées aux approximants de Padé [8, 9, 10].
2 Système dynamique linéaire incertain
2.1 Incertitude
On considère un système dynamique linéaire à n degrés de liberté (ddl) décrit par
sesmatrices demasse, amortissement et raideur,M,C etK respectivement. On appelle
F(t) le vecteur chargement et x(t) le vecteur des ddl qui vériﬁe l’équation :
Mx(t) +C _x(t) +Kx(t) = F(t) (1)
Dans cette étude on suppose que la matrice de raideur est aléatoire et s’écrit :
K = K() = K0 +
rX
i=1
iKi (2)
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où  = (1; : : : ; r) et i est une variable aléatoire à moyenne nulle et r est le nombre
de paramètres incertains.
La solution de l’Eq. (1) est aléatoire et peut être développée selon une famille de
polynômes orthogonaux, les chaos polynomiaux f	j() : j 2 INg [1]. En pra-
tique ce développement est tronqué à l’ordre m (degré le plus élevé intervenant dans
le développement), ce qui correspond à ne retenir que les P + 1 premiers termes :
xP (t;) =
PX
j=0
Yj(t)	j() (3)
où P + 1 = (m+ r)!=m!=r! et
	j() =
rY
i=1
Hji(i) (4)
avec
Pr
i=1 ji le degré de	j et i est le degré deHji(i). Dans la suiteHi est le polynôme
de Hermite de degré i et i une variable aléatoire normale centrée réduite.
2.2 Mise en équation
En substituant xP donné par l’Eq. (3) dans l’Eq. (1) et en utilisant les propriétés des
polynômes de Hermite on obtient l’équation régissant les coeﬃcients du développement
en PC : fM Y + eC _Y + eKY = eF (5)
où
fM = A0 
M 2 Rn(P+1)n(P+1) (6)eC = A0 
C 2 Rn(P+1)n(P+1) (7)eK = rX
k=0
Ak 
Kk 2 Rn(P+1)n(P+1) (8)
Ak 2 R(P+1)(P+1)avec [Ak]ij =
Z
1
  
Z
r
fk	i()	j()p()g d (9)
Y = [Y>0 Y
>
1 : : :Y
>
P ]
> 2 Rn(P+1) (10)eF = [F> 0 0 : : :0 ]> 2 Rn(P+1) (11)
où 
 est le produit de Kronecker.
L’Eq. (5) montre que les coeﬃcients du développement peuvent être considérés
comme des ddls d’un système dynamique dematrices demasse, amortissement et raideur
égales à fM, eC et eK. On appellera dans le suite ce système un PC-système auquel
des PC-résonances sont donc associées pour des PC-fréquences propres, solutions du
problème aux valeurs propres donné par les matrices eK et fM. Les PC-résonances
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provoquent l’apparition d’oscillations parasites dans l’évolution fréquentielle des mo-
ments statistiques. Ces perturbations s’atténuent avec l’augmentation de l’ordre des
chaos dans le développement [6] : ceci est illustré par la Fig. 2 issue de l’exemple du
paragraphe 4. Toutefois, lorsqu’on est autour des fréquences propres déterministes du
système dynamique initial, la convergence est très lente et cela requiert donc des or-
dres très élevés de chaos polynomiaux. Pour pallier cette diﬃculté, des accélérateurs
de convergence ont été testés. Récemment, Keshavarzzadeh et ses co-auteurs [11] ont
réalisé une étude similaire dans le cadre de problèmes à valeurs initiales aléatoires et
des équations elliptiques aléatoires.
3 Accélération de la convergence
3.1 Transformation d’Aitken
La transformation d’Aitken [8, 9, 10, 11] est une transformation non-linéaire d’une
suite fMng en une suite f1Zng :
1Zn =
MnMn+2   (Mn+1)2
Mn+2   2Mn+1 +Mn (12)
Cette méthode peut être également réappliquée à la suite f1Zng pour obtenir une
nouvelle suite f2Zng et ainsi de suite. On peut ainsi obtenir la suite fpZng obtenue
après p applications de la transformation d’Aitken.
3.2 Transformation de Shank
La transformation de Shank [8, 9, 11] est une extension de celle d’Aitken : elle fait
intervenir 2k + 1 termes de la suite initiale. On obtient ainsi une nouvelle suite ek :
ek(Mn) =

Mn Mn+1    Mn+k
Mn+1 Mn+2    Mn+k+1
...
...    ...
Mn+k Mn+k+1    Mn+2k

2Mn    2Mn+k 1
...    ...
2Mn+k 1    2Mn+2k 2

(13)
où2Mn = Mn   2Mn+1 +Mn+2.
4. Application
4.1 Description de l’exemple
On étudie le système à 2 ddl représenté en Fig. 1. L’excitation est harmonique,
F(t) = F0 exp(i!t). Chacune des raideurs est aléatoire :
k1 = k(1 + K1) (14)
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k2 = k(1 + K2) (15)
où 1 and 2 sont deux variables aléatoires normales centrées réduites. La décomposi-
tion de la matrice de raideur (Eq. (2)) donne :
K0 = k

2  1
 1 1

K1 = Kk

1 0
0 0

K2 = Kk

1  1
 1 1

(16)
Le tableau 1 liste les caractéristiques du système.
Figure 1: Système à 2 ddl et deux paramètres incertains
k (Nm 1) m (kg) c (Nm 1s 1) K (%) F01 (N)
15000 1 1 5 1
Table 1: Caractéristiques du système à 2 ddl
Les composantes du développement vériﬁent l’Eq. (5), qui se traduit, dans cet ex-
emple, par : 
 !2fM+ i! eC+ eK0 + eK1Y(!) = eF0 (17)
4.2 Résultats
Des résultats sont donnés en Fig. 2 où l’évolution de lamoyenne et de l’écart-type de
la réponse est donnée pour diﬀérents ordres du développement en PC. Les oscillations
parasites autour des fréquences propres déterministes sont très visibles pour un ordre
faible, égal à 2 (soit P=6 polynômes), mais encore visible pour une ordre de 20 (soit
P=231 polynômes) et même pour un ordre de 50 (soit P=1326 polynômes). On peut
en outre montrer que les PC-fréquences, ffijgi=0:P ; j=1:2 s’expriment en fonction des
fréquences propres du système initial, fj par la relation suivante :
f2ij = (1   K i) f2j (18)
où on peut montrer que figi=0:P est l’ensemble des zéros deHP+1, leP+1 polynôme
de Hermite. Donc les PC-fréquences sont réparties de façon symétrique autour des
fréquences propres déterministes. Si P est pair, alors  = 0 est racine de HP+1 et
donc les fréquences propres déterministes sont des PC-fréquences.
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(a) moyenne, ordre = 2
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(b) écart-type, ordre = 2
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(c) moyenne, ordre = 20
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(d) écart-type, ordre = 20
10 15 20 25 30 35
10−4
10−3
10−2
freq (Hz)
M
oy
en
ne
 d
e 
|x 1
| (m
)
(e) moyenne, ordre = 50
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(f) écart-type, ordre = 50
Figure 2: Moyenne et écart-type de x1 calculés avec un développement en PC (noir -
trait plein) et par MCS (rouge - pointillé)
On constate que la convergence est très rapide si on est loin des fréquences propres
déterministes mais qu’elle est très lente autour des fréquences propres déterministes.
Ceci est particulièrement mis en évidence sur la Fig. 3, qui montre l’évolution de la
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Figure 3: Moyenne et écart-type de x1 évalués par MCS, PC et la transformation
d’Aitken
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(a) moyenne, transformation d’Aitken appliquée 3x
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(b) moyenne, transformation de Shank sur 7 termes
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(c) écart-type, transformation d’Aitken appliquée 3x
0 5 10 15 20 25 30 35 40 45 50
1
2
3
4
5
6
7
8
9
10
x 10−3
ordre des CP
éc
ar
t−
ty
pe
 d
e 
x 1
 
(m
)
 
 
simulation directe
MCS : 108 éch.
Shank−3x
(d) écart-type, transformation de Shank sur 7 termes
Figure 4: Moyenne et écart-type de x1 évalués par MC , PC, la transformation d’Aitken
appliquée récursivement 3x et la transformation de Shank appliquée sur 7 termes con-
sécutifs.
22ème Congrès Français de Mécanique Lyon, 24 au 28 Août 2015
moyenne et de l’écart-type pour une fréquence d’excitation correspondant à la 1ère
fréquence de résonance déterministe en fonction du nombre de chaos retenus dans le
développement. On constate que même pour un ordre de 50, l’écart est de 30 % avec les
MCS. En revanche, en appliquant la transformation d’Aitken on constate que le résultat
issu de la transformation est très proche des MCS pour un ordre compris entre 40 et
50. Ces résultats sont encore améliorés en appliquant récursivement la transformation
d’Aitken et en appliquant la méthode de Shank sur plus de 3 termes (voir Fig. 4).
Conclusion
Ce travail a permis de dégager une particularité de la discrétisation de l’espace
aléatoire par les chaos polynomiaux dans l’étude de systèmes dynamiques : les PC-
résonances. Elles se traduisent par des oscillations parasites qui se situent autour des
fréquences propres du système déterministe. En outre il se trouve que ces oscillations
s’atténuent lentement lorsqu’on augmente l’ordre du développement en PC.
Il a été montré que des transformations classiques qui permettent l’accélération de
la convergence de suites numériques (transformation de Shank et d’Aitken) se sont
révélées être très eﬃcaces. Elles permettent de retrouver des résultats issus des sim-
ulations de Monte Carlo à des ordres assez faibles.
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