ABSTRACT One-shot video-based person re-identification exploits the unlabeled data by using a singlelabeled sample for each individual to train a model and to reduce the need for laborious labeling. Although recent works focusing on this task have made some achievements, most state-of-the-art models are vulnerable to misalignment, pose variation and corrupted frames. To address these challenges, we propose a one-shot video-based person re-identification model based on pose-guided spatial alignment and KFS. First, a spatial transformer sub-network trained using pose-guided regression is employed to perform the spatial alignment. Second, we propose a novel training strategy based on KFS. Key frames with abruptly changing poses are deliberately identified and selected to make the network adaptive to pose variation. Finally, we propose a frame feature pooling method by incorporating long short-term memory with an attention mechanism to reduce the influence of corrupted frames. Comprehensive experiments are presented based on the MARS and DukeMTMC-VideoReID datasets. The mAP values for these datasets reach 46.5% and 68.4%, respectively, demonstrating that the proposed model achieves significant improvements over state-of-the-art one-shot person re-identification methods.
I. INTRODUCTION
Person re-identification (re-ID) is a type of image retrieval task concentrating on finding specific pedestrians in numerous images captured by different cameras. The views of cameras are often non-overlapping. This task is applicable to many aspects of daily life, such as suspect tracking, missing child searching, and crowd statistics.
In recent years, based on the strong inference power of deep neural networks, person re-ID methods based on deep learning have achieved significant success. Most existing methods [1] - [3] operate based on supervised learning and require large labeled training sets. However, labeling
The associate editor coordinating the review of this manuscript and approving it for publication was Zhenhua Guo. individuals in numerous images is tedious and error prone, especially for video datasets. Therefore, semi-supervised methods [4] - [6] have recently attracted significant attention based on their practical abilities. These methods take advantage of a small number of labeled data to predict the labels for numerous unlabeled data and train models using both labeled and unlabeled data. Therefore, for semi-supervised methods, there is no need to annotate all data, which dramatically decreases labor costs and increases practical value. For semisupervised methods, one-shot settings represent a challenging prerequisite. In such settings, only one sample is labeled for each individual. Mining information for classifying unlabeled data from such limited labeled information is very difficult, but also very important. To utilize as few labeled data as possible, we focus on one-shot learning in this paper. As shown in Fig. 1 , one critical problem that is prevalent in person re-ID datasets is misalignment between image pairs. It is difficult to compare misaligned image pairs directly because of background clutter and misaligned individual positions. Previous one-shot person re-ID studies [4] , [5] have focused on data augmentation methods, such as random cropping, during the training procedure to make models adaptive to misalignment. However, this straightforward process cannot guarantee properly aligned results in various scenarios. Instead of adapting a network to misalignment passively, it is more reasonable to employ a separate network to align images actively. Therefore, we propose a pose-guided spatial transformer sub-network (STSN) for image calibration. The STSN first regresses various transformer parameters for an input image, then converts the image into an aligned image using an affine transformation. Pose information contributes to improving regression precision and ensures network robustness against background disturbances. Additionally, pose-guided regression alleviates the issue of small gradients and slow update rates, which often occurs in transformer networks trained using classification loss [7] . The STSN also enables the re-ID subnetwork (RSN) to concentrate on individuals, rather than the background, allowing it to acquire distinctive discriminative features.
Another challenge in person re-ID is human pose variation. As shown in Fig. 2 , the state-of-the-art ''exploit the unknown gradually'' (EUG) model [5] always produces misclassifications when there are significant differences in poses between compared images. In the real world, poses are always changing based on different viewing angles of cameras, walking paths, walking behaviors, etc. This problem is ubiquitous and can significantly reduce the performance of person re-ID models. Therefore, making a network adaptive to pose variation is essential for improving person re-ID accuracy. To address this issue, we introduce a novel training strategy called key frame selection (KFS) that selects frames with maximal pose transformer values as key frames, then uses these key frames to train the RSN. By exploiting these key frames, the RSN can reduce the influence of pose variation and produce better feature embedding results for person re-ID. For video-based person re-ID tasks, frame feature pooling is a crucial step that determines the effectiveness of a model. Commonly used strategies include max pooling and average pooling [5] . Although these strategies are simple and easy to implement, they are susceptible to corrupted frames (e.g., the person in a frame is occluded by other objects). Additionally, current methods neglect contextual information in frames, which is of significant value for video-based tasks. In this paper, a frame feature pooling strategy based on long short-term memory (LSTM) and an attention mechanism is proposed to take full advantage of contextual information and handle corrupted frames. The LSTM module is included in the network to learn contextual clues and calculate an attention weight for each frame. A corrupted frame will receive a lower weight and have a smaller impact on fused features.
In summary, this paper includes the following main contributions: 1) We propose an STSN trained using pose-guided regression to resolve the misalignment problem. The STSN enables the RSN to concentrate on individuals, rather than the background. 2) A novel KFS strategy is proposed to train the RSN. This strategy enables the network to adapt to pose variation and effectively improves person re-ID accuracy. 3) A novel frame feature pooling strategy based on LSTM and an attention mechanism is proposed to alleviate the influence of corrupted frames and generate more discriminative fused features.
II. RELATED WORK
Person re-ID has attracted significant attention from many researchers in recent years based on its numerous applications and research significance. In the nascent stage, person re-ID methods relied on hand-crafted features [8] - [11] and metric learning methods [12] - [16] . These methods aimed to extract robust features and capture invariant factors to perform better comparisons. They were mostly limited to small datasets. However, more complicated datasets containing large numbers of images have been created to simulate real-world challenges [11] , [17] - [19] .
To learn discriminative features from massive data, deep neural networks have been adopted in many fields. Li et al. [17] proposed a Siamese neural network to determine if a pair of input images displayed the same individual. Convolution networks were used to extract visual features and the output was a similarity score. Recently, several researchers have proposed various methods to extend deep networks for person re-ID [1] - [3] , [20] - [22] . These methods make networks robust to illumination variation, occlusion, and background clutter. Although these supervised methods have achieved good performance, they require large labeled datasets. Some methods even require additional attribute labels (e.g., gender and hair color). These labeling tasks require significant manpower and hinder the practical application of the methods discussed above.
To reduce labeling requirements, semi-supervised person re-ID methods have been proposed. When using such methods, datasets containing fewer labeled samples are sufficient for training a semi-supervised person re-ID model. Zhu et al. [32] proposed the semi-supervised cross-view projection-based dictionary learning (SCPDL) approach. SCPDL jointly learns a pair of feature projection matrices and pair of dictionaries to rectify the differences between different camera angles. Labeled data boost the discriminability of these dictionaries and unlabeled data make the dictionaries adaptive to variations within each video. However, SCPDL can only be applied to surveillance systems with exactly two cameras, which limits its applicability. As discussed in [5] , [33] , although the methods proposed in [4] , [6] , [34] , [35] were described as unsupervised methods, they require some annotated information in practice, so they can be considered as semi-supervised methods. Liu et al. [4] used the K-reciprocal nearest neighbors method to improve the accuracy of their classifier. Classifiers based on reciprocal nearest neighbor searching can eliminate difficult negative label matches, meaning the labels predicted for unlabeled data may include fewer mistakes. However, it is time consuming to calculate K-reciprocal lists. Ye et al. [6] proposed the dynamic graph matching (DGM) method. By learning a feature space with intermediate estimated labels, DGM can iteratively update the image graph and label estimation process. This iteration process makes DGM robust to noisy initial training data. However, efficiency is a significant problem for DGM. To address the imbalanced unlabeled data problem, Ye et al. [34] proposed the robust anchor embedding (RACE) framework. An anchor graph was used to train a convolutional neural network model and anchor embedding was proposed to estimate the labels of noisy unlabeled data. Unlike the clustering methods above, Chen et al. [35] used camera annotations to make their model learn intra-camera and cross-camera representations. Margin-based association loss helped to maintain space-time consistency and enhance discriminative feature learning.
In a one-shot setting, semi-supervised methods use only one labeled sample for each individual. Wu et al. [5] proposed a one-shot learning method called EUG. EUG increases the number of selected pseudo-labeled candidates interatively based on a progressive sampling strategy. Experimental results have shown that EUG outperforms other existing oneshot methods.
Pose information can be used as prior knowledge for re-ID training. Some methods have been proposed to estimate human poses in images. Wei et al. [23] presented the convolutional pose machines (CPM) method. Unlike previous graphical inference models for explicitly refining body part locations, the CPM method includes a sequential architecture composed of convolutional networks that operates directly on belief maps from previous stages to produce location results. To expand CPM to multi-person pose estimation, Cao et al. [24] proposed part affinity fields to associate body parts with individuals in an image.
Inspired by EUG [5] , we propose the pose-guided one-shot re-ID (PGOR) method. The PGOR method has the following differences compared to EUG. First, an STSN is applied to solve misalignment problems in our method. Such problems were largely ignored in [5] . Second, we use KFS to overcome the pose variation problem. Finally, Wu et al. used a simple pooling method to fuse features from frames and ignored contextual information. We determined that contextual information is necessary for the video-based person re-ID tasks and that it can be learned using the frame feature pooling strategy proposed in this paper.
III. POSE-GUIDED ONE-SHOT RE-IDENTIFICATION

A. PROBLEM DESCRIPTION
One-shot person re-ID requires one labeled sample for each individual for training. It has significant application value and places significant demands on algorithms.
In this paper, we denote a labeled dataset as
} and an unlabeled dataset as D unlabeled = {V m+1 , . . . , V m+n }. V i represents the i-th video in the dataset and L i represents the identity label of the ith video. For the one-shot learning problem, the objective function can be written as follows:
where fea is a function parameterized by θ to extract video features. Taking a video V i as an input, fea outputs the features for this video. Additionally, classify is a function parameterized by ω to perform classification. Based on input features from fea, classify predicts a label for an input video. Next, loss is a function that measures the difference between a predicted label and ground truth label.L i is the pseudo-label of the i-th video predicted by the model. P is an indicator function where P i ∈ {0, 1}, meaning if P i is equal to one, then the i-th unlabeled video is selected for the training process with its pseudo-label. The video is unselected if P i is equal to zero. R is a regularization term designed to encourage the selection of more unlabeled data. In the evaluation procedure, only the fea function is used. For a query video V q , we calculate its Euclidean distance to every video V g i in the gallery according to the formula fea θ, V q − fea θ, V g i 2 . By sorting these distances in ascending order, we can derive a rank list for every query video as a person re-ID result.
B. METHOD OVERVIEW
The framework of the PGOR method proposed in this paper is illustrated in Fig. 3 . First, a pose estimation network is used to locate the body part points of individuals in each frame of the video included in the dataset {D labeled ∪ D unlabeled }. This pose information can be used for KFS and regression training of the STSN. Second, the STSN is trained using poseguided regression. This sub-network extracts visual features using a deep convolutional network. Following two fully connected (FC) layers, the transformer parameters are calculated. Every frame is aligned using an affine transformation based on these parameters. Third, the RSN is trained. We define
as the dataset composed of the selected unlabeled data and their pseudolabels. The training dataset for this sub-network is the union set {D labeled ∪ S}. In the first round of the training process, S = Ø, meaning none of the unlabeled data are selected. The key frames in each training video are first selected and then inputted into the STSN to get aligned frames. Aligned frames are fed to the feature extraction module, which is composed of a deep convolution network, to extract frame features. Next, a frame fusion module based on LSTM is used to fuse these frame features. A predicted label is obtained using two FC layers. Note that this predicted label is not the final pseudo-label and exists only for computing classification loss. Finally, after finishing a round of training, additional unlabeled data are selected to join with the labeled data to create a new training dataset and start the next training iteration until all unlabeled data are selected. Similar to [5] , we use the following nearest neighbor search method to determine pseudo-labels:
where dis is a distance function for measuring the difference between V i and V j . In this paper, we use Euclidean dis-
We sort the videos in D unlabeled by this distance in ascending order. The first α ·t ·n videos selected with their pseudo-labels become the new S. α is the selection ratio for each iteration, t is an iteration counter, and n is the number of videos in D unlabeled . In each round, additional unlabeled data are added to the training dataset and model performance improves gradually. We repeat training and selecting procedure until |S| = |D unlabeled |. When all unlabeled data are selected, the final round of training is conducted.
C. SPATIAL TRANSFORMER SUB-NETWORK
As shown in Fig. 1 , based on the different viewing angles of cameras and divergent pedestrian positions, the frames of query and gallery videos may be spatially misaligned.
Comparing features from a misaligned pair of images can cause errors and decrease recognition accuracy. However, a compared pair can be correctly aligned by a spatial transformation to solve misalignment problems. We adopted the affine transformation as a base spatial transformation. Video frames are first inputted into the STSN. It then calculates the affine transformation parameters for every frame. The original frame is affine transformed into a spatially aligned frame using these parameters as follows:
where (x, y) is the coordinate in the original frame, x , y is the corresponding coordinate in the transformed frame, and M is the affine transformation matrix. In [7] , the authors embedded a spatial transformer module into a classification network and used classification loss to train the regression of transformation parameters. Inspired by this method, we also use a deep convolution network to perform regression calculations. Note that in the model in [7] , the spatial transformer module is located at the lowest level of the integral network. The gradient from back propagation is correspondingly small and leads to fewer parameter updates, which is not conducive to accurate regression calculations. To solve this problem, we converted the spatial transformer module into an independent sub-network. Additionally, deeper convolutional networks, such as ResNet [26] , can be applied for feature extraction based on the independence of the STSN.
Instead of using classification loss like the authors of [7] , we use pose information to guide the training of regression. Pose information contains the positions of individuals, meaning training using pose information is advantageous compared to training using classification information that does not contain implicit position data. We use pose information to obtain precise transformation parameters for training.
First, OpenPose [25] , which is an open-source tool for key point estimations, is used for pose estimation, allowing us to acquire the coordinates of the body parts of individuals in each frame. The affine transformation parameters used for training the STSN are calculated as follows: where As shown in Fig. 4 , the affine transformation parameters are calculated based on the affine transformation of the left triangle into the right triangle. (px min , py max ) and (px max , py max ) determine the width of the individual. (px min , py max ), (px max , py max ), and (px mean , py mean ) determine the height of the individual. Transforming these three points into the bottom-left, bottom-right, and middle points of the image ensure that the region only includes the individual by removing background noise. Subsequently, the individual is aligned and moved to the center of the image, as shown in the right image in Fig. 4 . Note that we use the OpenPose tool to estimate poses for video frames only during the training procedure. During evaluation, no extra pose information is required to support our model in performing affine transformations.
The STSN includes a feature extraction module consisting of convolution layers and a parameter regression module. To improve generalization ability, we use a ResNet-50 network as a feature extraction module and two FC layers as a parameter regression module. The output of the final FC layer is the affine transformation parameter matrix, which is denoted as M . Based on the ground truth parameters M computed using Equation (5), we use mean squared error loss to train this sub-network. The loss function is defined as follows:
where B is the batch size for mini-batch training. After a frame is transformed by the STSN, the body parts of individuals are aligned appropriately and background noise is removed to enhance feature comparison. Aligned frames also assist the subsequent RSN in extracting more discriminative and robust features, thereby improving recognition accuracy. VOLUME 7, 2019 D. KEY FRAME SELECTION Human pose variation causes features from the same individual to show differences between query and gallery videos. For example, an individual facing a camera directly in a query video may turn back in a gallery video. Such differences can lead to a false match result or videos containing the same individual may be classified as different individuals. Based on the pose variation problem, this paper proposes a training strategy called KFS to ensure that the RSN is robust to pose variation.
First, pose estimation is performed for each frame of a training video to obtain body part coordinates. We divide the video into several segments of the same length. A key frame is defined as follows:
where keyframe 0 is a frame randomly selected from the first segment. λ is the length of the segment and is a function to measure the change of pose. It is defined as follows:
where px a i , py a i are the coordinates of the i-th body part in frame fra a . Different body parts may have different contributions to pose changes. For example, the influence of limbs on pose changes is greater than the influence of other body parts. Therefore, we use φ i as a weight coefficient for the ith body part. It indicates the contribution of a specific body part to the pose change value. This weight term enables better characterization of the pose change degree.
The KFS strategy is outlined in Algorithm 1 below.
Algorithm 1 Key Frame Selection
Input: V (a video) Output: keyframes (a set of key frames) keyframes = {keyframes} ∪ {maxframe} 13: end for As shown in Fig. 5 , the proposed KFS method ensures that a selected key frame has a larger pose change from the previous key frame compared to all other frames. By using these key frames for training, the RSN can learn to re-identify the same individual in different poses. Therefore, the characteristics of individual poses in different scenes are learned more accurately. When a pose changes drastically, the RSN can extract correct features for matching and make correct classifications.
E. FRAME FEATURE POOLING
There are often corrupted frames in surveillance videos. As shown in Fig. 6 , individuals in frames may be occluded by other objects (Fig. 6(a-b) ) or not fully captured by the camera (Fig. 6(c-d) ). The features extracted from these corrupted frames are unstable. If these features are used during the pooling process, the final fused features will be negatively affected and become less discriminative. To reduce the influence of corrupted frames, contextual information is used to pool frame features and improve the generalization ability of fused features. An LSTM module is added to derive an attention weight for each frame.
The fusion process occurs within the RSN, which includes a basic convolution module, feature fusion module, and classification module. Again, a ResNet-50 network is used as the basic convolutional module to extract visual features. Key frames are inputted into the basic convolutional module to obtain a frame feature sequence (f 1 , . . . , f n ). The feature fusion module includes an LSTM layer. The feature sequence is inputted into this layer and the hidden state of the LSTM represents the attention weight coefficient W = (w 1 , . . . , w n )
T . Then, we set W 0 = (0, . . . , 0) T and input the features of the first frame f 1 into this layer. We then update the hidden state of the layer to get W 1 . This process is repeated until reaching the final frame feature f n . The final hidden state W n is then obtained. W n is inputted into a softmax layer to ensure that the sum of weights is equal to one. The output is the final attention weight, which can be used to pool features. Equation (9) defines the fusion process for frame features as follows:
After the features are pooled into a fused feature, the fused feature is used to perform classification. The classification module consists of two FC layers and a softmax layer. The output of the final layer is a class label vector (c 1 , . . . , c m ) . From argmax c i , we get the predicted class label. To train this sub-network, cross-entropy loss is utilized to magnify the probability of true labels. The loss function is defined as follows:
where class is the ground truth class label corresponding to the video. During the evaluation process, we follow the method presented in [5] . Instead of using the output of the classification module, fused features are used to determine the class label of a video based on a nearest neighbor search. This improves classification performance compared to the direct use of the classification module. This is because under one-shot learning requirements, there is not a sufficient number of samples to provide sufficient training for the classification module. Therefore, the classification module tends to experience overfitting, leading to poor classification performance. In contrast, fused features are much more stable. Therefore, the proposed nearest neighbor search method is more accurate in terms of determining class labels.
IV. EXPERIMENTS A. DATASETS AND SETTINGS 1) DATASET DESCRIPTION
Because our study focused on video-based person re-ID, we selected two video person re-ID datasets called MARS [19] and DukeMTMC-VideoReID [5] to conduct our experiments. These two datasets are widely used for video person re-ID tasks. MARS is a video extension of the Market-1501 dataset [11] . It contains 8298 tracklets of 625 individuals for training and 12180 tracklets of 636 individuals for testing. 3248 distractor tracklets produced by false tracking results are also included. Each individual has 13.2 tracklets on average. Most of these tracklets contain 25 to 50 frames. These tracklets were generated automatically by the deformable part model [27] and GMMCP tracker [28] . The DukeMTMC dataset is a fully annotated and calibrated dataset. It contains more than 2 million frames and more than 2700 individuals. However, it was designed for image-based person re-ID. For testing video 
2) EVALUATION METRICS
For retrieval tasks, the cumulative matching characteristic (CMC) and mean average precision (mAP) are commonly used as evaluation metrics. CMC represents the expectation of a true match being found within the first n ranks. In this paper, we select rank-1, rank-5, and rank-20 to represent the CMC metric. AP is calculated based on the precision-recall curve of a query. mAP is the mean of AP across all queries. CMC focuses heavily on retrieval precision, whereas mAP focuses on both precision and recall.
3) EXPERIMENTAL SETTINGS
In this paper, we refer to the setup in [4] for the experimental setup for one-shot learning. For each person re-ID dataset, a video is randomly selected from camera 1 for each individual to create a labeled dataset. If an individual never appeared in the view of camera 1, then a video is randomly selected from the next camera to ensure that each individual in the labeled dataset appears. The remaining videos are used as the unlabeled dataset and their identity labels cannot be used during the training procedure.
4) IMPLEMENTATION DETAILS
The GPU used for our experiments was the NVIDIA Tesla P100 and the network model was implemented using the VOLUME 7, 2019 PyTorch [30] framework. The ResNet-50 basic network used in the STSN and RSN used initialization parameters that were pre-trained using ImageNet [31] . To save GPU memory and improve iteration efficiency, the parameters of the first three residual modules of the ResNet-50 network were fixed. During the training processes for these sub-networks, the parameters were updated using the stochastic gradient descent method. The momentum was set to 0.5 and the weight decay coefficient was 0.0005. For the STSN, the architecture of this neural network includes ResNet-50 and two FC layers. For every FC layer, a dropout layer is added before it. More details are presented in Table. 2. The size settings of ResNet remain the same as the general version. The dropout rate is set to 0.5. We performed iterative training with a batch size of 64 for 10000 iterations. The learning rate was initially set to 0.01. After every 2000 iterations, it was reduced to 10% of the previous value.
Regarding the RSN, the architecture of this neural network is similar to the STSN, it also includes ResNet-50 and two FC layers. Dropout layers are also added before FC layers. The dropout rate is set to 0.5. For training process for oneshot learning, iterative training with a batch size of 16 was performed for 70 iterations. The learning rate was initially set to 0.1, then linearly decreased. The learning rate was set to 0.01 for the final 15 iterations.
B. COMPARED METHODS
The one-shot learning models selected for comparison in our experiments were the baseline (one-shot) [5] , DGM [6] , online instance matching (OIM) [36] , stepwise [4] , RACE [34] , deep association learning (DAL) [35] , and EUG [5] algorithms. Baseline (one-shot) [5] is a model trained using the method proposed in [5] , where only labeled data were used. DGM [6] is based on the DGM method. OIM [36] is a model based on OIM loss. For OIM, we used the experimental results presented in [33] . Stepwise [4] is a model based on the K-nearest neighbors method. RACE [34] is a model based on the RACE framework. DAL [35] is a model using marginbased association loss. EUG [5] is a state-of-the-art model based on stepwise learning, which is also the model with the best performance among pervious models.
C. EXPERIMENTAL RESULTS
The experimental results of the proposed model and other one-shot learning models on the MARS and DukeMTMCVideoReID datasets are listed in Table. 3. One can see that the proposed model achieves superior performance on both datasets. Compared to the EUG model, the absolute mAP values of the proposed model on the two datasets are greater by 4.06% and 5.19%, respectively, representing relative increases of 9.6% and 8.2%, respectively. Rank-1 accuracy is greater by absolute values of 3.83% and 4.68%, respectively, representing relative increases of 6.1% and 6.4%, respectively. We attribute these performance improvements to increased classification accuracy for unlabeled data. Based on the STSN, KFS, and the novel frame feature pooling strategy, more discriminative features can be learned for better frame comparisons. Additionally, because fewer errors are propagated to the next iteration, model performance improves over time. We also conducted ablation experiments to analyze the independent improvements of each method over multiple iterations.
1) ANALYSIS OF SELECTION RATIOS
Iterative training strategies are used to leverage additional unlabeled samples. To analyze the selection ratio of unlabeled data α discussed in Section. III-B, a relevant experiment was performed. The results are presented in Fig. 7 . For both datasets, the best performance was obtained when α was set to 0.05. As the selection ratio increases, model performance decreases. This means that in one-shot learning, it is not appropriate to add a large number of unlabeled samples to the new training dataset in each iteration, especially in the early stages of training. This is because in early iterations, based on limited data, the model is not sufficiently trained and will make many incorrect classifications. Many unlabeled data with untrue pseudo-labels being selected will negatively affect the next training iteration and make the model biased. As these errors accumulate, model performance decreases rapidly. Therefore, a smaller selection ratio should be used to achieve better training results.
2) ANALYSIS OF MODEL CONVERGENCE
In the iterative training process, our method achieves optimal performance faster than EUG. In Fig. 8 , the abscissa indicates the proportion of unlabeled data used in the training process. The selection ratio α is fixed at 0.05. For the MARS dataset, our method achieves the best performance on all evaluation metrics on the 15th iteration, whereas EUG achieves its optimal values on the 17th iteration. The same result can be observed for the DukeMTMC-VideoReID dataset. The reason for this phenomenon is that our PGOR method helps the network extract more discriminative features compared to EUG. Particularly in the early stages of iterative training, the network trained by PGOR can obtain better classification performance and reduce the number of misclassification results transmitted to subsequent training iterations. In contrast, EUG generates more misclassification results and requires more training samples to compensate for the training bias introduced by false pseudo-labels, reducing its convergence speed. Although EUG can mitigate the effects of training bias by using more samples, there is still performance degradation. Therefore, when EUG achieves its best performance, it still lags behind the PGOR model in terms of accuracy.
To illustrate the advantages of our PGOR model in terms of convergence speed, the loss at each epoch for RSN training using the MARS dataset is presented in Fig. 9 . One can see that the loss of the PGOR model is smaller than that of EUG after the 18th epoch and that the PGOR model enters the convergence stage earlier. After selecting unlabeled data, in every iterative training, our method can also accelerate convergence. Based on the STSN that produces well-aligned frames and the frame feature pooling strategy that mitigates the effects of corrupted frames, the features extracted by our method tend to be more robust and discriminative. When comparing these features, fewer conflicts will occur. Therefore, classification performance increases rapidly, causing loss to drop concomitantly. In summary, our model improves classification ability rapidly to achieve faster convergence.
3) ANALYSIS OF THE STSN
This section analyzes the impact of the proposed STSN on re-ID performance. Table. 4 
lists experimental results.
+STN represents the spatial transformer network used in the experiments presented in [7] . It is embedded in the RSN and VOLUME 7, 2019 trained using classification loss. +STSN represents our proposed sub-network. Unlike the original STN, our proposed STSN is an independent sub-network that is trained using pose-guided regression. Compared to EUG, after adding the STN or STSN, performance is improved in terms of both rank and mAP. Although adding the STN can improve re-ID performance, the improvement is less significant than that introduced by the STSN. There are three main reasons for this difference. First, the STN is located at the bottom of the network. This means it has fewer chances to have its parameters updated, meaning it may not correctly align frames. In contrast, our STSN has more parameter updating opportunities based on its independence. Second, the STN is embedded in the original network, meaning its number of layers is limited and it cannot be extended to create a deeper network. In contrast, the STSN uses deep convolutional layers to extract more robust visual features, which is advantageous for transformation parameter regression. Third, the STN is trained using classification loss, but there are differences between classification and spatial alignment tasks. Using classification loss is not conducive to learning accurate spatial information. The STSN uses pose information to guide the learning of transformation parameters. This pose information contains human position data, which is more suitable for helping spatial transformation networks learn proper alignment. Therefore, the STSN can effectively remedy spatial misalignment issues and improve recognition performance.
4) ANALYSIS OF KFS
This section analyzes the impact of the KFS strategy and the combination of different body part weight coefficients on re-ID performance. For this experiment, our PGOR model only used the KFS strategy, excluding the STSN. Without using our proposed frame feature pooling method, an average pooling method was implemented. Table. 5 lists three groups of weight coefficients for different body parts. The first group gives the same weight to each body part. The second group increases the head weight. The third group increases the limb weights and decreases the head weight. Fig. 10 presents the effects of KFS and the weight coefficients of different body parts for both datasets. It is clear that KFS can effectively improve re-ID performance, indicating that that selection of samples with large changes in pose during the training process can enhance the adaptability of the model to pose variation. It is also beneficial for helping the network learn better feature embedding in cases with extreme pose variation. The experimental results for analyzing the weight coefficient combinations of different body parts demonstrate that the best recognition performance is obtained when the weight of the limbs is increased and that of the head is decreased. This indicates that the contribution of the limbs is greater than that of other body parts when measuring the degree of pose variation. In other words, position changes of the limbs often represent significant changes in human pose, whereas changes in head position have a smaller impact.
5) ANALYSIS OF FRAME FEATURE POOLING
This section analyzes the impact of the proposed frame feature pooling strategy based on LSTM and an attention mechanism. We will refer to the proposed strategy as LAM pooling for convenience in this section. Experimental results are listed in Table. 6. One can see that the max pooling method is prone to amplifying the influence of corrupted frames, resulting in the worst recognition performance. The average pooling method can suppress the influence of corrupted frames to some extent. However, this effect is limited and cannot solve the problem at a foundational level. In contrast, LAM pooling can significantly reduce the impact of corrupted frames in the fusion process by considering contextual information, resulting in the best overall performance.
To illustrate the suppression of corrupted frames by LAM pooling, Fig. 11 presents the trend of the fusion weights as a frame feature sequence is inputted into the LSTM module. One can see that the weight of the corrupted frame gradually decreases with additional inputs, whereas the weight of the normal frame gradually increases. This indicates that LAM pooling can effectively process corrupted frames by considering contextual information. LSTM learns to distinguish the corrupted frames within a sequence by comparing the current frame to previous frames to determine if there are any abnormal data points in the current frame. If any such points are detected, the fusion weight of the corrupted frame will be reduced. Consequently, normal frames have a greater chance to be included in fused features. As a result, the expressive ability of fused features is significantly improved.
D. VISUALIZATION
Based on our experiments, it is clear that the PGOR method can correctly process videos with spatial misalignment and pose variation. As shown in Fig. 12 , we selected some representative samples in rank-20 using PGOR. To present re-ID accuracy intuitively, similarity scores are calculated as follows:
where D V q ,V g i is the distance between query videos and gallery videos discussed in Section. III-A. ξ is a distance threshold value indicating that two videos contain different individuals. We set ξ to one in our experiments. In Fig. 12 , there are some videos with spatial misalignment problems, such as the video in the second row and sixth column, and the video in the fourth row and fourth column. However, PGOR can retrieve these videos and achieve higher similarity scores compared to EUG. Consider the video in the second row and sixth column. The similarity score for PGOR is 86.3%, while that for EUG is only 58.0%. As a result, EUG could not retrieve this video. This result illustrates that PGOR can alleviate the spatial misalignment problem. It calibrates video frames to eliminate VOLUME 7, 2019 background clutter, meaning misaligned videos can be classified correctly. For EUG, misaligned videos are not properly processed and the extracted features contain significant background noise. Therefore, it is difficult for EUG to compare misaligned video pairs accurately, resulting in poor recognition performance.
The pose variation problem is also illustrated in Fig. 12 . Consider the video in the first row and sixth column. The individual in this video has his back turned to the camera. However, he faces the camera in the query video. For PGOR, this video is retrieved with a similarity score of 88.8%. For EUG, this video is not retrieved and gets a similarity score of 72.4%. By training with KFS, the RSN can learn a better feature embedding for different scenes with pose variation. When an individual changes pose dramatically, the RSN can still make a correct classifications based on its adaptability to pose variation. In contrast, EUG, which is trained using a conventional training strategy, cannot learn pose information explicitly. Therefore, it is inclined to make incorrect classifications when pose variation problems occur.
In general, the similarity scores calculated by PGOR are greater than those calculated by EUG when the classification results are correct, indicating that our model provides better person re-ID performance. The video with a red bounding box in Fig. 12 is an incorrect classification result for both PGOR and EUG. The individual in this video has similar clothing compared to the individual in the query video. Therefore, the extracted feature for this video tends to be similar to that of the query video, which causes a classification error. Like most person re-ID methods, PGOR may produce errors for hard negative sample problems. Although PGOR makes mistakes, the similarity score for this video is still lower than that produced by EUG (79.4% vs. 85.5%), which demonstrates that PGOR can still enlarge the distance between hard negative samples and anchor points in the feature space. It also indicates that the feature space learned by PGOR is superior.
Regarding the STSN, Fig. 13 illustrates the effects of this sub-network in terms of improving recognition performance. One can see that background clutter is largely eliminated in the aligned image. Additionally, the network only retains the portion of the image containing the individual, which is beneficial for allowing the RSN to focus on the individual instead of the background. This allows more discriminative features to be extracted. This effect can be observed by visualizing the network structure. We inputted both misaligned and aligned images into the RSN and intercepted the output of layer-1 in the ResNet for visualization. For misaligned images, features with greater intensity in the output are largely distributed in the background, which contains significant useless background information that is irrelevant to the final frame features, meaning the rendering ability of the frame features is reduced and they cannot be used for correct matching. In contrast, for aligned images, features with higher intensity are largely distributed on the individual. This reduces the interference of background information, allowing the network to extract effective features and improving recognition accuracy.
V. CONCLUSION
To alleviate the influences of spatial misalignment, pose variation, and corrupted frames on video-based person re-ID under one-shot learning, we proposed the PGOR method based on spatial alignment and KFS. First, an STSN is used to solve the spatial misalignment problem. This sub-network achieves superior spatial alignment compared to existing data augmentation techniques and embedded transformer networks. The training strategy of KFS was proposed to solve the pose variation problem and recognition performance was improved compared to conventional training methods. Finally, a frame feature pooling method based on an attention mechanism with LSTM was proposed to alleviate the influence of corrupted frames. The proposed pooling method obtains higher recognition accuracy compared to commonly used frame pooling methods. Experiments demonstrated that compared to other one-shot learning methods, PGOR has improved performance for one-shot person re-ID in terms of both rank and mAP. Furthermore, as a one-shot learning method, the proposed PGOR method achieves good performance on re-ID using a small number of labeled data. Therefore, the proposed PGOR method significantly reduces labor costs and has excellent application value. In the future, we will focus on hard negative sample problems to improve classification accuracy further. 
