This article presents a historical overview of research in reconfigurable flight control. For the purpose of this article, the term 'reconfigurable flight control' is used to refer to software algorithms designed specifically to compensate for failures or damage of flight control effectors or lifting surfaces, using the remaining effectors to generate compensating forces and moments. This article will discuss initial research and flight testing of approaches based on explicit fault detection, isolation, and estimation, as well as later approaches based on continuously adaptive and intelligent control algorithms. In addition, approaches for trajectory reshaping of an impaired aircraft with reconfigurable inner loop control laws will be briefly discussed. Finally, there will be some discussion on current implementations of reconfigurable control to improve safety on production and flight test aircraft and remaining challenges to enable broader use of the technology, such as the difficulties of flight certification of these types of approaches.
INTRODUCTION
By the end of 1998, an F-18E/F Super Hornet was in the midst of flutter testing when it experienced a stabilator actuator failure [1] . In previous versions of the F/A-18, this failure would have triggered a reversion to a mechanical control mode, which usually caused substantial transients and slightly degraded handling qualities. However, the E/F design included the replacement of this mechanical backup system with a reconfigurable control law. A reconfigurable control law compensates for failure or damage of flight control effectors or lifting surfaces, using the remaining effectors to generate compensating forces and moments. For this particular failure, the left stabilator and rudder toe-in can be used to restore some of the lost pitching moment and the flaps, ailerons, and rudders can be used to compensate for coupling in the lateral/directional axis caused by asymmetric stabilator deflection as shown in Fig. 1 . Although this control reconfiguration approach had been demonstrated with simulated failures in flight test, this was the first successful demonstration with an actual failure.
Although this was a significant event, perhaps even more significant was the earlier design decision to replace a mechanical backup system with a softwarebased reconfiguration scheme. For decades, the general approach had been to use physical hardware redundancy to design flight control systems to be tolerant to failures and damage [2] . However, the use of redundant hardware or other mechanical backup approaches can add weight, volume, cost, and maintainability penalties to the aircraft. As a result, when digital computers started being used in the 1970s to perform redundancy management, there was also interest in using software algorithms to replace physical hardware redundancy. Initially, much work focused on sensor analytic redundancy approaches to enable the isolation of a failed sensor with less redundancy. An example of this is the sequential probability ratio tests (SPRTs) that were flight tested on the F-8 fly-by-wire demonstrator in the late 1970s [3] and later became important parts of control reconfiguration schemes, to detect and isolate control effector failures. Digital computers also enabled far more advanced control laws such as adaptive approaches and optimizing control allocation schemes. Although there had been a large amount of research in adaptive flight control going back into the 1950s, it was limited by the available analogue mechanization approaches [4] . It also had primarily focused on disturbance attenuation and eliminating the need for gain scheduling over the flight envelope as opposed to dealing with damage or failure cases. More complex digital adaptive flight control laws were flight tested in the 1970s [3] , but the results were mixed and there was still a great deal of scepticism about adaptive control's suitability and value for aircraft [5] .
Anecdotal examples of control reconfiguration can be found throughout the history of flight in cases where pilots had manually exploited the remaining control capability of a degraded aircraft. Some of these became inspirations for later automatic reconfiguration systems. An early theoretical basis for control reconfiguration appeared in a 1971 dissertation by Beard [6] looked at the number of control effectors needed for controllability of a linear system for failure accommodation. Beard also discussed a detection filter approach that could be used with linear time-invariant systems. In contrast, studies in the 1970s looked at the idea of backup flight control effectors, which could compensate for the failure of a primary control surface. Many of the strategies considered for replacing a failed primary control effector are also relevant for reconfiguration. The earliest detailed study to show the value of control reconfiguration may have been one done by the Grumman Aerospace Corporation for the United States Air Force (USAF) published in 1978 [7] , which was followed by a study by the United States Navy (USN) published [8] in 1980. The Grumman study showed both the value of reconfiguration and the importance of considering reconfiguration in the initial design process. One example from that study was a configuration that used a large stabilator for both primary pitch and roll. The roll moment due to using only a single stabilator for pitch control could not be counteracted by the remaining effectors. However, Grumman suggested that a fairly minor redesign of the speed brake could make the aircraft more suitable for reconfiguration, by allowing the speed brake to also be used for pitch control. Another aircraft studied at this time was the F-16. This aircraft appeared to be very well suited for reconfiguration and would become a focus of later USAF studies.
Research in flight control reconfiguration began in earnest in the 1980s and has remained a major area of study ever since. Given the enormous amount and variety of published research, a journal-length article cannot comprehensively discuss or even reference all noteworthy work. As a result, this article will provide only a representative overview of the history of reconfigurable flight control from its early origins to its most recent applications. The focus will be on approaches that have been demonstrated in flight or in high-fidelity simulation. This article will not deal with approaches for accommodating sensor failures or for switching among redundant hardware, both of which are sometimes referred to as flight control reconfiguration. The US National Aeronautics and Space Administration (NASA) has published several helpful books that describe the history of the major flight tests at Dryden under the Self-Repairing Flight Control System (SRFCS), Propulsion-Controlled Aircraft, and Intelligent Flight Control programs as well as the F-8 FBW demonstrator that flight tested a number of technologies relevant to reconfigurable control [3, 9, 10] . These provide accessible overviews of important programs that culminated in flight testing at Dryden. In addition, useful survey articles on the general problem of fault-tolerant control were published by Stengel [11] in 1991 and Patton [12] in 1997 and there is a recent book on control reconfiguration with a focus on fault detection and Kalman filter approaches by Hajiyev and Caliskan [13] .
EARLY APPROACHES BASED ON FAILURE DETECTION, ISOLATION, AND ESTIMATION
In September 1982, NASA sponsored a workshop on what was then called restructurable controls [14] . A definition of restructurable controls from a summary of the workshop was that it must have the following attributes.
1.
A method to measure the effectiveness of the current control mode. 2. A technique to identify the control(s) which have been lost when the above measure exceeds a threshold. 3. A means to determine the characteristics of the remaining controls. 4. A routine that can redesign control laws for the remaining flight controls without the intervention of a controls, engineer [15] .
Reconfigurable control was defined as an alternative approach that had the first two attributes, but it implemented a predetermined response for each class of identifiable failures and did not need to have the third or fourth attribute. These definitions would be seen as too limiting by many researchers today, but they do clearly show the strong influence of redundancy management on how this problem was formulated in the 1980s. In contrast, there was quite a bit of scepticism at the workshop on the suitability of using continuously adaptive flight control to solve this problem without the first two or three attributes. For example, Michael Athans had referred to a study which proved with a combination of analytical techniques and simulation results that all existing adaptive control algorithms are not worthwhile [14] . Much of the research in reconfigurable control in the 1980s would fit within the definitions provided earlier with a requirement for explicit failure detection, isolation, and estimation (FDIE). An important early example of this type of approach was developed by General Electric (GE) Aircraft Controls in Binghamton for the USAF [16] . The initial design used a single extended Kalman estimator to perform all FDIE. Following FDIE, a pseudo-inverse approach based on a linearized model of the aircraft was used to determine control effector commands, so that the degraded aircraft would generate the same accelerations as the nominal aircraft. The single Kalman estimator approach would turn out to be impractical, and most research efforts since have subdivided the FDIE problem to try to make it more feasible to solve. In contrast, the pseudo-inverse would become a major focus of research. A simple example of a pseudo-inverse is given for a linear timeinvariant aircraft model as follows
where x is a vector of states, A and B appropriately sized matrices, and
where u is a vector of control inputs generated by any control technique and K is an appropriately sized matrix that allocates the control input to specific control effectors. Following damage or loss of a control surface, a pseudo-inverse technique would try to optimize the cost function
where B F is the control effectiveness matrix of the damaged aircraft and K F is a new control allocation matrix used in place of K. This may be done simply by setting @J=@K F ¼ 0, so that
where the superscript '#' is used to signify the Penrose pseudo-inverse of B F . However, this simple formulation would not be practical for a more realistic flight-control problem. As a result, increasingly complex modifications have been needed to deal with numerical issues, the non-linear flight envelope, actuator saturations, handling qualities, and axis prioritization.
The GE design ultimately evolved to focus around three components as shown in Fig. 2 [16] : (1) a System Impairment Detection and Classification (SDIC) module to detect and isolate damage; (2) an effector gain estimator (EGE) to determine the remaining capabilities of a partially damaged surface detected by the SIDC; and (3) a control mixer based on a pseudo-inverse approach to modify control surface commands initially generated by a conventional control law. There were a variety of other approaches examined in the early 1980s for control. Potts and D'Azzo looked at changing the closed loop poles of a system with failures [17] , Vander Velde looked at minimizing eigenvalue/eigenvector deviations [18] , and Looze looked at maximizing a frequency domain performance metric to reallocate the controls [19] . A command generator/tracker approach was looked at by Ostroff and Hueshcen for a commercial aircraft with control surface failures under turbulence [20] and by Sadeghi for the A-7 aircraft [21] .
In 1984, the USAF began the SRFCS program. Recognizing that achieving the full potential of reconfigurable control might require incorporation in initial aircraft design, this effort initially focused on both the F-16 and a fictitious study aircraft called the control reconfigurable combat aircraft (CRCA), which would be designed by Grumman to have a wide variety of potential reconfiguration possibilities [22] . GE initially focused on the F-16, whereas studies were done on the CRCA, which ultimately lead to a downselect of lear astronics to develop the control law and Charles river analytics to develop the FDIE approach. Approaches by both GE and the CRCA team used a pseudo-inverse with a variety of modifications for performing reconfiguration following explicit FDIE. Both approaches to FDIE drew on work that had been previously done for sensor failure detection and isolation. GE chose an approach developed by Alphatech for the SIDC, which generated and filtered actuator and aircraft acceleration sensor residuals and then used a log-likelihood test to detect surface failures and SPRT to verify and classify a stuck or floating surface. The surface-damage detection approach by CRA included a no-fail filter to generate residuals, a bank of filters to compensate the residuals based on partial surface loss estimates and expected modelling errors, a bank of likelihood ratios to compute the likelihood of each surface-damage hypothesis, and a modified multiple hypothesis test to make detection and isolation decisions [23, 24] .
In 1985, limited flight testing of the GE approach was performed, using the total in-flight simulation (TIFS) aircraft, an NC-131H twin turboprop transport modified as a six-degree-of-freedom in-flight simulator. The flight testing included only a small number of simulated failure cases, and the pseudoinverse approach was not scheduled over the flight envelope. More extensive testing was done in 1986 using piloted high-fidelity simulation of the advanced fighter technology integration (AFTI) F-16 [25] . This testing did schedule the pseudo-inverse approach over the flight envelope, although the SIDC was designed only for a single flight condition. Simulation results were positive for a wide variety of single and multiple surface failures including stuck, floating, and partial surface losses. However, several problems were noted, including dealing with actuator saturations, pilot -vehicle coupling, and false detections. At present, all remain significant challenges with reconfiguration approaches. The pilots involved in the evaluation had also recommended the development of pilot-alert displays. The idea of pilot-alert displays had been examined previously, but was not then a major focus of the program.
In 1987 and 1989, the USAF performed limited flight testing of a simple pseudo-inverse approach with detection of locked aileron and rudder cases [26] . This used the XBQM-106, a 200 lb remotely piloted vehicle with a 12-ft wingspan and a pusher prop configuration. There were also a variety of other approaches being examined for the flight control reconfiguration problem by the late 1980s, in addition to those previously mentioned. For example, Huang and Stengel looked at implicit model-following [27] and Napolitano and Swaim looked at multiple model Kalman filtering [28] . FDIE for control reconfiguration had also become a major area of interest. Allen and Caglayan examined expert systems [29] , Barron [31] , and Mayhew and Gleason examined other approaches based on analytic redundancy techniques [32] .
By 1989, piloted simulation of the CRCA approach had been done [33] and extensive flight testing of the GE approach began at NASA, Dryden, in December. Piloted simulation of the CRCA focused on four diverse flight conditions and included significant complexity including structural modes, gusts, sensor noise, and sophisticated damage modelling. Flight testing was done on a research F-15 with McDonnell Douglas as the prime integrator [34, 35] . The flight-test program covered 25 flights and allowed considerable evaluation of the system in some respects. However, it was only able to look at a small number of simulated failure and damage cases owing to limitations of the on-board computer and flight safety concerns. Failure cases included both locked surfaces and a partially missing stabilator case that was simulated by moving the surface towards the local angle-of-attack. The results were mixed. A pilot-alert display that showed the remaining manoeuvring capability of the vehicle was rated highly and would ultimately become an important way to show the value of reconfiguration to pilots. The program also provided considerable evidence that a pseudo-inverse approach could significantly restore flying qualities to degraded aircraft if the damage or failure could be reliably identified. Flying qualities were particularly improved in the most severe cases such as with a locked stabilator at an unfavourable position. However, handling quality improvements were not universal. Further, both reconfiguration and pilot-alert were dependent on reliable FDIE and that was the least successful part of the program. FDIE required substantial tuning of threshold parameters and it was difficult to get both fast detection and low false alarm rates. It was common for the pilot to necessarily put in large control inputs to trigger the FDIE in some of the simulated failure case.
The SRFCS program was followed by another flight-test program at Dryden for propulsion-only control of an aircraft that had suffered loss of all control surfaces due to a hydraulic failure [10, 36] . The idea behind this program was developed by Burcham, on the basis of a Sioux City incident in 1989 in which the flight crew had remarkably succeeded in making a hard landing with a large commercial aircraft, using thrust from the engines as the only control effectors. Unlike the SRFCS program, this used a switching approach in which a new conventional control law replaces the existing control law. The new control law enables the pilot to control heading and flight path angle and provides feedback to damp out the phugoid and dutch roll modes as shown in Fig. 3 . This approach also may avoid the need for reliable FDIE as it would be possible to have a pilot of perform the FDIE task and activate the system. In 1993, PCA was demonstrated on the research F-15 with all control surfaces disabled and was able to perform a firm but acceptable touchdown 6 ft left of the runway centre-line [10] . Landing of an impaired aircraft in flight test had not been done previously under the SRFCS program. Successful flight testing was also later done on an MD-11 and simulation evaluations were done with numerous other multi-engine aircraft. However, there were concerns about under which conditions propulsion-only control could be effective. In particular, changes in the centre of gravity of the aircraft could significantly impact the effectiveness of this approach.
By the beginning of the 1990s, there was a flight tested set of techniques available, which could be used to add limited reconfigurable control capability to otherwise conventional flight control laws for fixed wing aircraft. FDIE was the largest limiting factor and required complicated tuning based on known failure models, particularly for surface-damage detection and isolation. Similarly, the pseudo-inverse and related gain-switching approaches for modifying control laws could require quite a bit of design tuning and there was a lack of theoretical proofs of stability and robustness. However, these approaches could be very effective when optimized for a small number of failure cases. The pseudo-inverse could also be replaced by more advanced control allocation techniques that were being developed over the 1990s and becoming feasible as on-board computational power increased [37] . Like the related field of redundancy management, practice was moving ahead of theory.
ADAPTIVE AND INTELLIGENT CONTROL APPROACHES
In the 1990s, there was an explosion in the number and types of approaches applied to the reconfigurable flight-control problem. Advances in computer technology and in control-development software packages were making it much easier and cheaper to experiment with complex non-linear approaches. Further, throughout the 1980s, there had been considerable theoretical advances in the areas of adaptive [38, 39] and non-linear control [40] . The late 1980s also saw a resurgence of interest in the use of emerging machine intelligence technologies such as neural-networks and fuzzy logic for control [41] . These approaches might potentially improve FDIE or support the development of new architectures that did not use explicit FDIE at all. However, although adaptive, non-linear, and intelligent approaches were becoming very popular among the research community, they remained controversial among the broader flight-control community. For example, in 1991, an important article on non-linearities in flight control by Graham and McRuer concluded that 'In connection with aircraft flight control, across modes (i.e., between system architectures), envelope restrictors, and in redundancy management, discreet nonlinearities are essential. Otherwise, nonlinearities are an abomination.' [42] By the late 1980s and early 1990s, researchers had begun experimenting with a variety of adaptive and intelligent techniques for flight control reconfiguration. Morse [46, 47] . Initial results with limited fidelitysimulation models were promising, but it was clear that much work would be needed to overcome many practical challenges by applying these types of approaches to the reconfigurable flight-control problem. Some of the key concerns included ensuring stability and robustness, despite the wide range of flight control inputs and non-linear dynamics, providing sufficient design insight to allow tuning of control laws to meet a full set of qualitative and quantitative design criteria, avoiding excitation of aircraft structural modes, and maintaining acceptable pilot handling qualities. Throughout the 1990s, there were several adaptive and intelligent architectures that made considerable progress in addressing these concerns through broad research, simulation testing, and limited flight testing. These involved the addition of adaptive or learning components to more conventional multi-variable control laws.
The first of these architectures to be flight tested used a receding horizon optimal control law with gains updated based on on-line parameter identification. On-line parameter ID is challenging for reconfiguration as it requires fast identification of abruptly changing parameters. This is problematic for a system, such as an aircraft, that does not always have sufficient excitation. Identification approaches that react rapidly using short data windows or discounting past data can suffer from numerical ill-conditioning or sensitivity to noise and may be unreliable for use on-line in a flight critical application. One approach towards mitigating this problem was to add constraints to the cost function of a least-squares approach. Chandler et al. developed an approach that constrains the problem by incorporating a priori knowledge of the relationships between aircraft stability and control parameters [48] . Another constraint-based approach penalized excessive parameter deviations over time. This was suggested by Bobrow and Murray [49] and eventually implemented by Ward et al. [50] . Bodson later showed that this was equivalent to using an adaptive forgetting function that varies the size of the data window used by the identification algorithm based on the amount of excitation [51] . Barron associates under the USAF Self-Designing Flight Control System program combined the two approaches in a modified sequential least-squares (MSLS) algorithm [52] . MSLS attempts to optimize a cost function that includes both the more conventional predicted squared error of the estimate over a weighted window of data, and a term that penalizes the estimate for deviations from a constraint of the form
where u is a vector of parameter estimates, M a positive weighting matrix, and k a matrix of constraints. The constraints penalize the estimate for large deviations from a weighted blending of previous and a priori estimates of the parameters. In 1996, Barron associates with support from Lockheed flight tested MSLS combined with a receding horizon optimal control law on a research F-16 using the architecture shown in Fig. 4 . Although only five flights were done, a number of different failure cases were Fig. 4 Self-designing flight control system successfully demonstrated, including landing with a simulated partially missing stabilator. The MSLS approach was also later applied within a more complex flight control law for reconfigurable control of a tail-less aircraft [53] and other applications. Two other architectures to be flight tested in the 1990s were based on neural-network technology. In 1990, the USN had begun a program called intelligent flight control to evaluate the potential of emerging machine intelligence technologies for a variety of flight control functions including reconfiguration [54] . Some of the approaches examined under this program, such as learning, turned out to be impractical for flight control application at the time. However, important advances were made in several areas including the development of an adaptive neural-network flight control law in Calise and Kim [47, 55, 56] . It used two neural-networks comprised sigma-pi and radial basis function neurons to invert the non-linearities in a dynamic inversion control law. One neural-network was trained offline on the basis of known data and remained static in flight. The second neural-network adapted online to deal with uncertainties. The most important advance was the development of a Lyapunov-based proof of stability under mild assumptions on the inversion error. Eventually, the static neuralnetwork was replaced with a more conventional lookup table. An example of such an approach is the use of an adaptive neural-network to modify the desired dynamics, y d , for a dynamic inversion control law such that
where y c is the command input, e the error, K a gain matrix, w NN a matrix of neural-network weights, and j a vector of neural-network basis functions. The weights of the neural-network may be adapted using an approach such as _ w NN ¼ Àg(ej þ h e j jw NN ) (7) where g and h are positive constants. The first term is derived from the Lyapunov stability approach, and the second term ensures the boundedness of the neural-network weights. Variations of this approach were applied by Calise and students of Calise to a wide variety of systems including missiles [57] , a tilt-rotor aircraft [58] , reusable launch vehicles [59] , and munitions [60] . Several important theoretical advances were made in the course of this work, including a stability proof for adaptive multi-layer sigmoidal neural-networks in McFarland and Calise [57] and a pseudo-control hedging technique to allow adaptation to continue during actuator saturation in Johnson et al. [59] . A version of this adaptive neural-network was also incorporated within a Boeing effort under the USAF RESTORE program, which made significant advances in practical application of the approach for a tail-less aircraft [61] . In late 1999, a joint program by the USAF, USN, NASA, and Boeing demonstrated the neuro-adaptive approach on the X-36, an unmanned subscale tailless aircraft [62] . The baseline X-36 controller was modified to become a explicit model-following approach with the adaptive neural-network as shown in Fig. 5 [63] . Unfortunately, only two flights were completed. However, the results helped validate the previous positive simulation results and the testing included successful structural modes interactions testing. In addition, limited flight testing of this approach was later also done on a munitions program. The other flight tested neural-network approach came out of an effort in intelligent flight control begun by NASA, Ames, in 1994 with McDonnell Douglas [64] . This effort initially focused on the original Kim and Calise approach with both static and dynamic neural-networks, but experimented with different types of neural-networks to improve performance. Pre-trained NN accuracy was improved using a Levenberg -Marquardt Perceptron, a dynamic cell structure neural-network was investigated by Jorgensen to enable learning, and some aspects of the approach were demonstrated in F-15 simulation by Totah with a variety of damage cases [65] . Eventually, this evolved into a somewhat different architecture, which was more comparable to an indirect adaptive control law as shown in Fig. 6 . An LQR approach developed by Washington University was used as the control method and gains were determined through an on-line Ricatti solver based on aircraft parameters stored in a static neuralnetwork. This was to be augmented by on-line parameter identification and a neural-network that learned the errors in the aircraft model data stored in the static neural-network. A version of this architecture without adaptation was flight tested in spring of 1999 on a research F-15 [66] . Fifteen flights were completed, making this a fairly large test program when compared with the other efforts described in this section. The parameter identification and dynamic neural-network were also flight tested at this time, but were not included within the control loop owing to safety concerns. Nonetheless, the flight tests did show the potential of using the on-line Ricatti solver to update gains while performing manoeuvers that caused rapid changes in flight condition. In addition, flight testing demonstrated the use of a static neural-network to replace look-up tables with a checksum approach used to monitor the neural network performance. There was some degradation of handling qualities in pitch, but this has been linked to the use of outof-date data to train the static neural-network. More recently, analysis by Williams has shown that the dynamic neural-network could have improved performance, despite this modelling error [67] .
Beyond the three approaches discussed earlier, there were a wide variety of other approaches to reconfiguration examined in this time period. A limited flight-test program was done by Deutsches Zentrum fur Luft und Raumfahrt (DLR) on a modified short-haul passenger aircraft. The approach used a control mixer combined with genetic algorithm optimization to adapt the feedforward parameters in an explicit model-following control system [68] . Schtessel et al. looked at a sliding mode control approach [69] . Steinberg and Page looked at an adaptive backstepping approach [70] , which would later become more broadly studied and flight tested to support trajectory reshaping of impaired aircraft as described in section 4. Bodson and Pohlchuck looked at different methods of command limiting to address actuator rate saturation [71] . Balakrishnan and Biega looked at an adaptive critic approach [72] , and Ho and Balakrishnan looked at a fuzzy logic approach [73] . Hajiyev and Caliskan looked at integration between both sensor and actuator FDI and reconfiguration using a Kalman filter approach [74] . Various authors looked at the application of soft computing methods to the FDIE problem as can be seen in a survey by Patton et al. Toribio [75] . The list of approaches here hardly scratches the surface of the amount of published research. There were also attempts to apply reconfiguration to other types of aircraft configurations. A number of researchers such as Huang et al. looked at applying reconfiguration to rotary wing vehicles [76] . There were also advances towards aircraft with large numbers of distributed effectors. This type of system provides particular challenges towards performing on-line system identification and control allocation. A two-stage approach to parameter ID was developed by Buffington et al. to address this problem [77] .
In the late 1990s, there were several studies that compared different approaches to this problem. In the study led by NASA, Marshall looked at a Reusable Launch Vehicle reconfiguration and trajectory optimization problem based on an X-33 simulation model [78] . The inner loop approaches included a sliding mode controller, an adaptive neural-network approach, a dynamic inversion controller, a linear parametrically varying controller, and control design by trajectory linearization. Preliminary results showed that 'the difference in performance between most of the cases was a result of differences versus specific test criteria, where an algorithm did well or poorly for that criteria throughout the test cases.' Another comparison study was done by Steinberg and Page using medium-and high-fidelity non-realtime F-18 simulations [79, 80] . This included adaptive neuralnetwork approaches, indirect adaptive approaches based on MSLS, fuzzy logic, adaptive backstepping, sliding mode control, and a baseline dynamic inversion control law. Results indicated that all of the control laws examined displayed features that might make them a good choice for certain types of design problems, but the best choice of which approach to use for any given design would be very dependent on the system configuration, designer preferences, and on requirements. Finally, Page and Steinberg compared a variety of advanced control allocation approaches including direct allocation, discrete time direct allocation, pseudo-inverse, and several variations of a weighted pseudo-inverse including a cascaded generalized inverse [37, 81] . Results were also less than conclusive in endorsing any particular approach.
By the end of the 1990s, continuously adaptive and intelligent control techniques had been flight tested successfully for reconfigurable flight control. Progress had been made on many key areas. However, the flight testing had been fairly limited in many respects and concerns still remained about factors such as how to do flight certification to ensure safety, how to set design parameters that impact on adaptation, and how to incorporate all of the many qualitative and quantitative requirements that go into practical flight-control design. Although the potential benefits were significant, control designers interested in using these approaches on production aircraft would still need to be cautious.
BEYOND THE INNER LOOP
The approaches described earlier focus on modifying the inner loop control system. However, an impaired aircraft may have significant restrictions on both its manoeuvring capability and the flight envelope through which it can be safely controlled. Dealing with these types of issues has generally been the task of the human pilot, who has sometime developed very innovative strategies to control impaired aircraft. Even simple trajectory-following can be a challenge for impaired autonomous vehicles as well as for manned applications when there are severe constraints on the safe operating envelope or manoeuvring capability. An approach for dealing with this is to automatically optimize or reshape the trajectory of the vehicle for particular tasks in a way that takes any impairment into account. One approach to this problem has been demonstrated on a high-fidelity unmanned combat air vehicle simulation under a joint USAF/USN effort by Barron associates, the Massachusetts Institute of Technology, and Northrop Grumman. The approach combines a direct-adaptive backstepping controller that uses spatially local models of the vehicle dynamics, a provably stable approach to learning the structure of the underlying vehicle models online, and a finite automaton-based path planning approach that reshapes trajectories using precomputed manoeuver and trim primitives [82] . Although some progress has been made with this type of approach, there are still considerable technical challenges with performing on-line trajectory reshaping using this type of approach, particularly because of the curse-of-dimensionality problem [83] .
This problem is also of great interest for reusable launch vehicles, and different approaches have been examined [78] . Recently, Barron associates flight tested an approach for this on the TIFS aircraft, which was being used to simulate an X-40 testbed [84] . The tested approach is shown in Fig. 7 . It used a combination of a reconfigurable inner loop control law developed by the Air Force Research Laboratory [85] with an adaptive backstepping guidance approach. The gains of the guidance law were modified following detected effector failures based on the bandwidth of the reconfigured inner loop control law. There is also on-line trajectory reshaping using an optimum path-to-go algorithm that uses polynomial networks to determine a path based on estimated vehicle capabilities after identification of upper and lower bounds of lift and drag. Forty evaluations of approach/landing (both actual landings and simulated landings at higher altitude) were demonstrated for 21 different failure cases with locked surfaces. Results were very promising and demonstrated the ability of the vehicle to perform landings with reasonable dispersion, despite some significant failures.
RECONFIGURABLE FLIGHT CONTROL IN PRACTICE
By the 1990s, reconfigurable control had advanced sufficiently that simple forms of reconfiguration could be used to improve aircraft safety. To date, this has been done primarily to deal with a limited Fig. 7 Trajectory reshaping for reusable launch vehicle number of detectable actuator failure modes. The F/ A-18E/F mentioned in section 1 was the first reported US military production aircraft delivered with a reconfigurable control law in the late 1999 [1] . The E/F uses reconfiguration only for a single stabilator actuator failure mode, which is designed to fail to a locked neutral position. Even with this simple failure case, there were challenges with the design. Results in both flight testing and practice have shown some slight pitch insensitivity, but roll/ yaw compensation has been excellent and level 1 handling qualities are maintained following the failure. Another application of reconfigurable control has been to improve safety on flight-test programs, particularly to deal with potential failure modes of electric actuation. There have been multiple examples of this, although most have not flown. One well-documented example was for the X-33 program [86] . Like the F/A-18E/F example, the X-33 design was a relatively simple system to deal with specific detectable single actuator failures. There were problems in using a pseudo-inverse technique because of the limited control redundancy available on the vehicle. This was dealt with using a constrained optimization approach based on sequential quadratic programming (SQP). Because of the computational complexity involved, solutions were calculated off-line. A more advanced reconfigurable control law based on the one that flew on the X-36 described in section 3 was part of the initial design proposed for the X-45 demonstrator. However, Boeing was cautious about using the approach and would include it only as an addition to a baseline control law, which would be sufficient whether or not the adaptive approach was successfully implemented.
As can be seen, real-world applications have been largely limited so far other than for simple applications to deal with a small number of actuator failures. The latter are becoming increasingly common in flight-control designs, but the more advanced adaptive and intelligent approaches are generally not used in practice. One reason for this has been the difficulty of certifying these approaches for safety of flight. This is particularly difficult because of the need for approaches to enable rapid recertification following any changes made to a previously cleared control law. There has been some progress in developing tools for analysing reconfigurable control laws such as the use of linear matrix inequality techniques by Wise and Sedwick and by Chen et al. [87, 88] . There has also been some progress in approaches for more advanced control laws. Buffington et al. [89] describes a study of V&V techniques for adaptive and intelligent approaches.
Another approach is to design adaptive reconfigurable control laws specifically to be easier to certify and implement. An early example of this by Wohletz [90] looked at summing the output of a direct adaptive component with a conventional control law. Another approach by Monaco and Ward under a USN program looked at adding the output of the adaptive element to the feedforward path as shown in Fig. 8 [91] . The adaptive element is an indirect adaptive approach that uses MSLS and receding horizon optimal control similar to the self-designing control law described in section 3. This avoids modifying any aspects of the inner loop such as structural limiters or filters and could potentially be treated more like an auto-pilot for certification purposes. High-fidelity piloted simulation was done on an F-18 and found that a wide range of failure and damage cases could be dealt with without modifying the inner loop. A limited F-18 flight-test program is currently ongoing by Barron associates and Boeing at the Naval Air Systems Command.
CONCLUSIONS
The last few decades has seen substantial advances in flight control reconfiguration and an increasingly large number of approaches. Initial approaches were very heavily influenced by work in redundancy management and sensor analytic redundancy and focused on explicit FDIE. These had some successes, but were limited by the types of failure or damage that could be reliably detected and isolated using existing aircraft sensors. In the 1990s, a much wider range of potential approaches were applied to the problem including adaptive and intelligent approaches. There has been some successes in addressing practical implementation issues and limited flight testing of these more complex non-linear control laws. However, these approaches still have a certain amount of risk involved with application. By the late 1990s, there started to be applications of simple reconfiguration systems to improve safety, particularly for a small number of actuator failure modes that could be reliably detected with sensors on the actuators. The largest remaining hurdle for Fig. 8 Retrofit reconfigurable control law for the F-18 broader use of reconfiguration is how to perform flight certification and how to readily incorporate the wide range of flight-control design criteria within the more complicated non-linear approaches. Given the limited number of applications to date, several decades of reconfigurable flight control research may be more significant in its support of the development of model-based and adaptive approaches to improve flight-control design than for developing approaches to specifically deal with failure and damage.
