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Imaging through a strongly di↵usive medium remains an outstanding challenge in particular in
association with applications in biological and medical imaging. Here we propose a method based
on a single-photon time-of-flight camera that allows, in combination with computational processing
of the spatial and full temporal photon distribution data, to image an object embedded inside a
strongly di↵usive medium over more than 80 transport mean free paths. The technique is contactless
and requires one second acquisition times thus allowing Hz frame rate imaging. The imaging depth
corresponds to several cm of human tissue and allows one to perform deep-body imaging, here
demonstrated as a proof-of-principle.
Visible or near-infrared (NIR) light propagating in tur-
bid media, for example biological tissue or a foggy envi-
ronment, follows a complicated random path due to mul-
tiple scattering. As a consequence, the optical wavefront
is severely modified and its intensity is rapidly attenuated
in propagation. This leads to the inability of an imag-
ing system to detect an object that is located within and
thus obscured by the medium.
Recent e↵orts have also been directed at imaging ob-
jects that are located behind or embedded in a scattering
medium [1–3].
Generally speaking, photons propagating in a scattering
medium can be divided into ballistic, snake and di↵usive
photons [4]. Ballistic and snake photons propagate with
no or very little interaction with the scatterers along the
direction of the beam. They therefore retain their origi-
nal coherence and most of the image information. How-
ever, they are also exponentially suppressed and do not
survive beyond distances of several cm in biological or
highly scattering tissue. A medium of thickness L is con-
sidered to be highly di↵usive when the transport mean
free path `⇤ = 1/µ0s ⌧ L, where µa and µ0s are the ab-
sorption and reduced scattering coe cients, respectively
[4–8] with typical values for biological tissue that are of
order µa ⇠ 0.05 1/cm and µ0s ⇠ 10 1/cm (`⇤ ⇠ 0.1 cm)
[9]. The transport mean free path represents the distance
over which all information on the photon’s initial propa-
gation direction is lost. Measurements of light transmit-
ted through such a material therefore carry very little or
no direct image information. Here we focus attention on
this propagation regime.
The first generation of experiments and methods for dif-
fuse imaging were developed in the late 1980’s, early
1990’s, establishing the boundaries in terms of maximum
imaging depth and resolution [10–14]. Successive gener-
ations were aimed at medical tests in a variety of condi-
tions and also in vivo [15–20]. The aim of most studies in
recent years has been towards increasing image contrast,
depth sensitivity and decreasing acquisition time [7, 21–
23].
In the strongly di↵usive regime, light will propagate in
the form of Photon Density Waves (PDWs) that exhibit
many features typical of standard propagating waves, in-
cluding interference, di↵raction and also imaging prop-
erties. Imaging properties are essentially determined by
the wave-vector associated to PDWs, d =
p
3µa/`⇤ [5].
For typical biological tissue, d ⇠ 1 1/cm, thus limiting
imaging resolution to transverse dimensions that are of
the same order of magnitude of the medium thickness,
e.g. spatial resolutions of the order of 5 cm are achieved
in 5 cm thick samples [6, 24]. This can be improved upon
by using computational techniques, e.g. inverse retrieval
algorithms [5], or by post-selecting data in the temporal
domain [25] to achieve resolutions of ⇠1 cm with realistic
scattering parameters. We note that in the latter case,
the majority of the temporal information was discarded
to filter out data only at one specific temporal slice where
the spatial resolution was found to be highest.
Computational based time-resolved measurements com-
bined with ultrafast imaging have demonstrated to be
a promising technique in retrieving information lost in
a highly scattering medium, see e.g. [6] for a review.
Among these, an approach was introduced that builds
upon all of the temporally resolved data, named All Pho-
tons Imaging (API). API utilizes both spatial and tem-
poral (photon arrival time) components of scattered light
and has successfully demonstrated to improve the spatial
resolution of an object hidden behind a turbid medium
[26].
We underline that in all the methods outlined above, the
acquired data (images at the output plane of the scat-
tering medium) shows a clear shadow that is cast by the
hidden object and is always clearly visible, even in the
time-integrated image. The e↵ect of the computational
methods including also API, is to significantly improve
the spatial resolution of the acquired image. Pioneering
work was performed by Cai et al. in which the position
of 5 mm sized objects embedded within 60 mm of a dif-
fusive medium (2.5 mm transport mean free path) was
determined using fiber source/detector pairs and a streak
camera [27].
Here we introduce a Time-of-Flight Di↵usive Optical To-
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FIG. 1. Layout (left) and photograph (right) of the experi-
mental layout. The input laser beam is defocused to a diame-
ter of ⇠ 5 cm and is centred on the embedded target (shapes
cut out of black tape). The SPAD camera (visible also in
the bottom right hand corner of the photograph) is placed on
the opposite side of the di↵usive slabs in order to collect the
transmitted laser light.
mography (ToF-DOT) approach to address the problem
of imaging an object deeply embedded inside a highly
scattering medium. Unlike the aforementioned methods,
we investigate a regime where any signatures, even of
the presence of an occluding object within the scattering
medium, are too weak to be identified from visual inspec-
tion of the raw data alone. We use the full spatial and
temporal information of the photon time-of-flight at each
pixel spatial position recorded on a single-photon array
detector in combination with a computational retrieval
method in order to estimate the hidden object shape and
position. The ToF-DOT approach allows to recover the
shape of a 2D opaque object hidden inside more than
80 transport mean-free-path lengths of di↵usive material
(corresponding to several cm of human tissue). We recon-
struct mm-sized features and find that both the spatial
and temporal resolution of the camera are key to achiev-
ing these results. Moreover, the technique is su ciently
sensitive to allow data acquisition on time scales of the
order of 1 second.
Experimental setup. We aim to reconstruct the shape
and location of a two dimensional object embedded
within a di↵usive medium by performing spatially and
temporally resolved intensity measurements of femtosec-
ond light pulses transmitted through the medium. Our
experimental setup is illustrated in Fig. 1. We use a
pulsed laser source with a wavelength of 808 nm, 120
fs temporal pulse duration, 80 MHz repetition rate and
1 W average power defocused to 2.5 cm radius spot
size, thus corresponding to an illumination fluence of 0.5
mW/mm2. This illuminates an object inside a medium
consisting of two slabs of polyurethane foam, each 2.5
cm thick, with absorption and reduced scattering coef-
ficients at the illumination wavelength measured from a
single point, time-resolved measurement to be µa = 0.09
cm 1 and µ0s = 16.5 cm
 1 (see Methods for details). The
material thus has a transport mean free path `⇤ = 600
µm that is nearly two orders of magnitude smaller than
the total thickness of the material, L = 5 cm.
The laser pulses are transmitted through the di↵usive
medium and some of the light is absorbed by a hidden
object placed between the two slabs. Black tape was used
to create hidden targets of di↵erent shapes, e.g. letters
(A, X), triangles or double lines. The transmitted light
is collected by a camera composed of a 32 ⇥ 32 array of
Single Photon Avalanche Diode (SPAD) detectors (com-
mercialised by Photon Force Ltd.), each one operating in
Time Correlated Single Photon Counting (TCSPC) mode
with 55 ps resolution [28]. The SPAD camera therefore
collects three-dimensional data: two spatial dimensions
with N ⇥N = 32⇥ 32 pixel resolution and one temporal
dimension (T = 230⇥ 55 ps time-bins).
The first column in Fig. 2 shows typical examples of time-
integrated transmission images measured with the cam-
era for various objects with feature sizes of order ⇠ 1 cm
(shown in the last column). We also show time-gated
images in the third column, attempting to isolate any
eventual ballistic photons. The notable feature of these
images is that in none of these is it possible to visually
determine the presence (or absence) of an object embed-
ded inside the medium.
Computational retrieval model. As noted above,
the material has a transport mean free path `⇤ = 600
µm that is two orders of magnitude smaller than the total
thickness of the material. This places light in the strongly
di↵usive regime, which in turns allows us to model the
photon propagation inside the di↵usive medium using a
di↵usion approximation [29]. Light within the medium
essentially behaves like heat, following the steepest de-
scent of the scalar gradient weighted by the di↵usivity,
with an additional loss e↵ect due to photon absorption
[30]. The di↵usion equation in the context of photon
di↵usion is expressed as
c 1
@ (~r, t)
@t
+ µa (~r, t) Dr · [r (~r, t)] = S(~r, t) (1)
where c is the speed of light in the medium, ~r is the
spatial position, t is the temporal coordinate,  (~r, t) is
the photons flux, S(~r, t) is a photon source and D is a
term which includes the absorption coe cient µa and the
reduced scattering coe cient µ0s and in this work does not
depend on ~r or t: D =
 
3(µa + µ0s)
  1
. A full derivation
of Eq. (1) beginning with the radiative transfer equation
can be found in [30]. For the case of a highly localized
(in space and time) input laser pulse, Eq. (1) has an
analytical solution given by [11]
 (~r, t;~r0, t0)=
c
[4⇡Dc(t  t0)]3/2
⇥
exp

  |~r   ~r
0|2
4Dc(t  t0)
 
exp [ µac(t  t0)] . (2)
Here, ~r0 and t0 identify the position and time of the in-
put laser pulse. Eq. (2) describes the evolution of a delta
function in time and can be applied to an extended light
source (see Methods).
The image-retrieval model can be described as an inverse
problem, where the aim is to estimate the shape of the
3
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FIG. 2. Main experimental results. The first column shows the object hidden inside the scattering medium. The second and
third columns show the recorded image of the transmitted laser beam and time-gated on the first 10 time-bins that are above
the noise level respectively. No discernible image is visible, showing that time-gating in an attempt to isolate ballistic photons
is not successful. The fourth column shows the retrieved object images using the technique described in the main text. The
fifth column shows the original unknown objects (Dark pixels correspond either to dead pixels or to so-called ‘screamers’, i.e.
defected pixels with abnormally high dark counts).
hidden object x 2 RN⇥N , from the 3D (2 spatial and 1
temporal dimension) observation obtained by the SPAD
camera, denoted by Y . We have Y = A(x), where A is
the linear operator mapping the original 2D image x to
the 3D measurements.
The first step is to compute a forward model using Eq. (2)
to simulate light propagation from the input plane to the
object plane and then, after masking with a guess esti-
mate (for example, at the first step this can be a simple
flat, zero-amplitude distribution), propagation from the
object plane to the di↵use medium output. This numeri-
cal solution is then compared to the actual measurement
by evaluating a cost function. This function is in turn
used to modify the shape of the object guess function
and is minimised through an iterative process of solving
the forward model with the adapted guess target func-
tion. Full details of the forward model and iterative cost
function minimisation are given in the Methods section.
Results and Discussion. The absorption and scatter-
ing parameters of the polyurethane (PU) were measured
before the experiment by fitting the temporal di↵usion to
Eq. (2) (see Methods). We then placed objects of various
shapes and out of black tape at the interface between the
two slabs of material (as shown in Fig. 1).
Di↵erent shapes were tested: The letters “A” and “X”
and a triangle shape. Fig. 2 shows the results with data
for the three di↵erent objects on three di↵erent rows. As
indicated in the figure, the first columns show the raw
data, as recorded directly on the SPAD camera (imag-
ing the output side of the di↵usive material), the second
column shows the background subtracted data (i.e. the
data after subtracting out a measurement taken with the
laser o↵), and the third column shows a time-gated im-
age (taken by isolating the first 10 temporal bins of data
that rise above the noise floor). As can be seen, there
is no discernible information in these time-gated photons
and the images actually resemble very closely the total
time-integrated images. Reducing the number of time-
bins selected to perform the gating leads only to a re-
duction of the overall signal, with no further information
on the presence or shape of the occluded object. Finally,
the last two columns show the retrieved image of the oc-
cluded object and the actual ground truth for the object.
1 cm 
FIG. 3. Tracking of a hidden object positioned at di↵erent
positions inside the di↵usive medium and “captured” at 1.5 s
intervals.
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Increasing spatial resolution (time resolution = 55 ps) 
Increasing temporal resolution (spatial resolution = 160x160 px) 
FIG. 4. Numerical simulations of the reconstruction of a hid-
den object (0.5 mm thickness, 5 mm height, separated by 1
mm). The top row shows the impact of increasing spatial
resolution of the camera for a fixed temporal resolution (55
ps). Pixel densities are shown above each figure illustrating
the reconstructed object and a vertical binning of the image
to highlight the spatial resolution along the horizontal direc-
tion. The bottom row shows the impact of increasing the
temporal resolution of the camera for a fixed spatial resolu-
tion (160⇥160 pixels). The images have not been thresholded
(see Methods) in order to highlight the e↵ects of spatial and
temporal resolution
.
It can be noticed that the ToF-DOT allows to correctly
assess the presence of the occluded object and also pro-
vides a good qualitative agreement with the actual object
shape. Whilst the time integrated or time-gated camera
recordings do not show any distinct shadows and thus do
not allow to guess the shape or position of the hidden ob-
jects, the method is also sensitive to the exact position of
the object as shown in Fig. 3 with an example where the
“triangle” is shifted in three di↵erent positions whilst ev-
erything else (i.e. laser illumination and camera position)
remains unchanged. The data for these images was also
acquired at 1.5 second intervals, showing the potential for
tracking of changes within the medium in real-time. We
do also note however, that the retrieval algorithm used
to estimate the object shape of interest was performed
o✏ine. It required a few minutes to converge for each
image on a standard laptop computer, using a Matlab
implementation. This, could be reduced to sub-second
timescales by employing parallel computing methods.
We underline once more that in the operating conditions
used here, typical e.g. of a thick sample of human tis-
sue (that has an average scattering length of 15-20 cm 1
[31]), standard methods such as time gating of ballistic
19
 m
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FIG. 5. Experimental results: Imaging double-lines with
32x32 pixel density: the figures show measurements for three
di↵erent separations (5, 2, 1 mm as indicated in the figures)
between the two vertical lines (geometry indicated in the left-
most figure). The shaded areas show the ground truth posi-
tions of the vertical lines.
or snake photons [4] do not allow to recognise the shape
of any object considered in our experiment. Indeed, the
5 cm thick material of our experiment is equivalent to 83
transport mean free paths and this e↵ectively eliminates
all ballistic photons.
As can be seen in these results, in all cases the algo-
rithm struggles to reconstruct features such as sharp
edges, with a resolution that is limited here to ⇠ 0.5 cm.
However, we performed a series of numerical simulations
based on using the forward model with a hidden object
that is composed of two vertical stripes, 0.5 mm thick, 5
mm long and separated by 1 mm. These stripes were em-
bedded in a di↵usive medium that has the same µ0s and
µa as in the experiment at a distance of 2.5 cm from the
output surface. We then add noise to the output image
in order to simulate the camera noise and then use the
data in the ToF-DOF reconstruction algorithm to test
the ability to correctly identify the 1 mm gap between
two stripes. These tests were performed with increasing
spatial (first row in Fig. 4 with temporal resolution fixed
at 55 ps) and temporal resolution (first row in Fig. 4
with spatial resolution fixed at 160⇥160 pixels). We can
see that increasing spatial or temporal resolution on the
camera leads to an increase in the resolution of the fi-
nal retrieved image of the occluded object. In particular,
with 55 ps time bins and 160⇥160 pixels, feature sizes as
small as 1 mm are clearly visible.
On the basis of this finding we performed an experiment
aimed at testing our current spatial resolution capabil-
ity: two vertical stripes (4 mm thickness, 19 mm height)
were used, separated by 5, 2 and 1 mm with a fixed
pixel count of 32⇥32. The results are shown in Fig. 5
that displays the 2D reconstructions. A good qualitative
agreement with the ground truth (shaded rectangles) is
observed for all separations although at 1 mm separation,
clear artefacts start to appear, e.g. the two slits are fused
together in the lower half. Nevertheless, the retrieval is
still able to correctly recognise the existence and overall
shape/position of the slits. These measurements there-
fore highlight current limitations of our approach (di -
culty with highly asymmetric features that have details
in the sub-mm region) but also the potential to resolve
close to mm features in the occluded object.
5
We note that the 55 ps temporal resolution of the camera
corresponds to 1.5 cm in free space. But in di↵usive prop-
agation one should consider the PDW as the wave prop-
agating information through the system and this travels
at a much slower speed, requiring several nanoseconds
to transit 5 cm, corresponding to a camera resolution
⇠ 0.5 mm. This simplified reasoning seems to agree with
our findings that resolution is limited at the mm scale.
In more detail, if we consider the case in which there is
no embedded object in the medium, then each pixel on
the camera will record a temporal profile for the photon
arrival times at the output that is exactly described by
Eq. (2). Moreover, we know that early arrival times cor-
respond to photons taking shorter, i.e. more direct paths
to the camera and longer times correspond to photons
that travel longer distances due to multiple scattering
e↵ects. In the presence of an absorbing object with a
spatially extended shape, photon paths that intersect the
object will be blocked and will therefore be absent from
the final temporal measurement. This in turn will lead
to temporal profiles that deviate slightly from Eq. (2).
Furthermore, each spatial pixel on the camera is collect-
ing a di↵erent subset of photon paths from the medium
so that in general, the deviations from the perfect tem-
poral profile Eq. (2) will vary from pixel to pixel. The
shape of the object is therefore encoded in this spatially
varying temporal information. One can no longer resort
to an exact analytical relation to describe the temporal
profile modifications at each pixel. These are however,
still fully determined from the solution of the di↵usion
equation Eq. (2) when including the embedded, absorb-
ing object. The retrieval algorithm is therefore iteratively
reconstructing the shape of the object that best matches
the equation predictions to the measured temporal mod-
ifications of the photon signal at each pixel.
Conclusions. We have proposed a computational
imaging technique for detecting hidden objects that are
completely immersed in a highly scattering medium. The
method relies on the full, spatially resolved, time-of-flight
information of the photons that are transmitted through
the medium and recorded with a photon-counting SPAD
camera. The high sensitivity of the camera allows fast
acquisition times on the order of 1 second and precise
ToF timing. We have shown that by introducing the
full ToF information, we can resolve features in the 1-5
mm range and that this can be improved by increasing
both spatial and temporal resolution of the camera.
High spatial and temporal resolution SPAD cameras
are currently being developed that also have improved
pixel fill factors [32] (⇠ 60% compared to the ⇠ 1% used
in these experiments) and thus promise even shorter
acquisition times and higher resolutions. We note that
Intensified CCD cameras are also available with the
required 100-200 ps temporal resolution and could be
used to perform similar measurements to those shown
here.
This work was carried out under the assumption that
the medium is homogeneous, which will not in general
be true in the case of actual biological tissue or organs.
Future work will therefore need to consider the impact
of this for example by including a detailed model of the
inhomogeneity in the forward model or by searching for
methods for adapting the inverse retrieval.
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Methods.
Experiment details: A femtosecond laser source de-
livers 130 fs pulses at 808 nm with a repetition rate of
80 MHz and 1 W average power. A small fraction is re-
flected o↵ a beam splitter to an optical constant fraction
(OCF) discriminator, while most of the energy is directed
towards the scattering medium after the beam has been
expanded using a diverging lens. On the other side of the
sample the SPAD camera is collecting the transmitted
light having interacted with both the scattering medium
and the hidden object placed inside.
The SPAD camera is composed of 32⇥32 array of
SPAD detectors (100 µm pitch, 8 µm pixel active area
diameter) each one operating in TCSPC mode. Each
individual SPAD can detect the time of arrival of a
single photon with a time resolution of about 55 ps
and impulse response function (IRF) of 120 ps. The
OCF output provides the trigger signal for the SPAD
camera. The transmitted light is imaged to the SPAD
array through an 8 mm focal length photographic lens
(Samyang 8mm f/3.5 UMC Fish-eye), and the camera
is kept at a fixed distance such that the correspondent
field of view (FOV) is covering an area larger than the
hidden object dimensions.
Characterisation of the scattering medium: The
reduced scattering coe cient µ0s of the PU foam was es-
timated using the experimental setup shown in Fig. 1,
where the sample consisted of two polyurethane slabs
(without any hidden objects). The absorption coe cient
µa was measured prior to the experiment using a spec-
trophotometer but can be verified also from the same
time-resolved measurement used to estimate µ0s. The re-
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duced scattering coe cient is estimated by comparing
the measured temporal broadening and optical delay of
a laser pulse with the expected model given by the di↵u-
sion approximation, Eq. (2). Fig. 6 shows the raw data
measured at a single pixel for a medium of total thick-
ness 5.0 cm and 2.5 cm: in both cases the coe cients that
best fit the experimental data were found to be µa = 0.09
1/cm and µ0s = 16.5 1/cm.
Retrieval algorithm: As described in the Compu-
0           1           2           3           4           5          6           7           8
500
400
300
200
100
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 time (ns)
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FIG. 6. Single pixel temporal histograms of the photon
arrivals transmitted through 2.5 cm and 5 cm of material.
The thicker solid lines show the best fits with Eq. (2), with
µ0s = 16.5 1/cm used as a fitting parameter.
tational retrieval model section, we denote with Y 2
RN⇥N⇥T the 3D measurements, containing T images of
sizeN⇥N , and described by the following forward model:
Y = A(x) +W. (3)
In Eq. (3), W is a realization of an additive random
noise and A : RN⇥N ! RN⇥N⇥T is the observation oper-
ator mapping linearly the hidden object to the 3D mea-
surements. This operator models the acquisition process
described in the Computational retrieval model section.
The inverse problem defined by Eq. (3) is ill-posed and
requires the development of adapted tools in order to be
solved. During the last decades, optimization techniques
have been developed to tackle such problems arising in
di↵erent signal processing fields [33, 34]. In this context,
the unknown object is defined as a minimizer of an ob-
jective function made of a sum of two terms: the data
fidelity term related to the forward model and the reg-
ularization term incorporating a priori information we
have on the target object (e.g. piece-wise constant im-
age). Therefore, we proceed to minimize a regularized
least-squares criterion defined as
minimize
x2C
1
2
kA(x)  Y k22 +  R
 
 †(x)
 
. (4)
where R promotes sparsity of the target object in a
basis induced by the operator  (e.g. wavelet basis
[35], gradient basis [36], etc.). Moreover, the amplitude
of x is constrained to belong to C ⇢ RN⇥N . Finally,
  > 0 is the regularization parameter balancing the
importance of the regularization term with respect to
the data-fidelity term (least-squares criterion).
To compute the forward propagation A(x) e ciently, we
separate the linear projection into two linear operations;
computation of the spatio-temporal intensity field at the
depth of the object and propagation of the light field
from the object to the observation plane. The former can
be performed by an element-wise multiplication between
the object, or its current estimate, and each temporal
frame of the light field propagated from the illumination
point to the object. This only needs to be computed
once using equation Eq. (2). The latter is computed
by convolving the result of the previous operation with
the point spread function given in equation Eq. (2).
Performing these two operations is significantly more
e cient than computing the large matrix multiplication
representing the full forward propagation. In addition,
in order to avoid fitting to noise at the edges of the
recorded data and consequentially causing Fourier
transform artefacts when performing the aforementioned
convolution operations, the measurements fidelity term
kA(x)   Y k22 is minimised only over pixels that experi-
ence a signal to noise ratio in the recorded data Y over
a certain threshold. This selection can be performed
by multiplication with a selection mask M(Y ). The
operator A(x) is then computed as
A(x) = M(Y )⇥[ (~rx, t;~r0, t0)  ( (~rout, t;~rx,0, t)⇥ xT )] ,
(5)
Where   indicates a convolution, ~rx = (x, y, d1) is the
set of 2D spatial coordinates at the illumination-object
distance d1, ~r0 is the illumination position at the input
surface, ~rout = (x, y, d1+d2) is the set of 2D coordinates
at the output surface, ~rx,0 = (0, 0, d1), xT : RN⇥N⇥T is
constructed by repeating the 2D object x in the third di-
mension T times and M(Y )i,j,1:T is one if
PT
k Yi,j,k   s
and zero otherwise, with s being a real positive constant.
It is important to emphasize that both R and  † can
vary with di↵erent prior information about x. We use
the prior knowledge that the objects we wish to image
are both piece-wise constant and sparse to then employ
a regularisation term composed of two di↵erent penalty
functions  R( †(x)) =  1R1( 
†
1(x))+ 2R2( 
†
2(x)). The
first penalty function induces total-variation (TV) regu-
larization by choosing  †1(x) = [Dh(x), Dv(x)], where
Dh and Dv represent the horizontal and vertical discrete
gradients of the image, respectively [36]. This regulariza-
tion term is given by
R1
 
 †1(x)
 
= kxkTV
=
X
i,j
q
|xi+1,j   xi,j |2 + |xi,j+1   xi,j |2.
(6)
The second penalty function induces sparsity by minimis-
7
ing the `1 norm and is given by
R2
 
 †2(x)
 
= kxk1 =
X
i,j
|xi,j |. (7)
To solve the minimisation problem, we implement a
steepest descent algorithm, which iteratively updates a
solution x(k) with the gradient of the objective function
in Eq. (4) as x(k) = x(k 1) aD(k 1), where D(k 1) is the
numerical gradient of the objective function evaluated at
x(k 1) [37].
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