Abstract. We study a generalized family of stochastic orders, semiparametrized by a distortion function , namely -distorted stochastic dominance, which may determine a continuum of dominance relations from the first-to the second-order stochastic dominance (and beyond). Such a family is especially suitable for representing a decision maker's preferences in terms of risk aversion and may be used in those situations in which a strong order does not have enough discriminative power, whilst a weaker one is poorly representative of some classes of decision makers. In particular, we focus on the class of power distortion functions, yielding power-distorted stochastic dominance, which seems to be particularly appealing owing to its computational simplicity and some interesting statistical interpretations. Finally, we characterize distorted stochastic dominance in terms of distortion functions yielding isotonic classes of distorted expectations.
Introduction
In the theory of decision under uncertainty, decision makers measure their preferences regarding uncertain prospects by assigning different weights, to be interpreted either as misjudgements or as subjective revisions, to the outcomes of the corresponding random variable (RV) or to the corresponding probabilities. Mathematically, this weighting process may be formulated as a transformation of the values of the RV or of its cumulative distribution function (CDF), which, in turn, may be expressed, for instance, in terms of integrals (integrated CDFs, integrated quantiles, etc.), utilities (functions of the RV) or probability distortions (functions of the CDF). Based on different combinations of such transformations, the theory of stochastic dominance (SD) provides tools for representing the preferences of decision makers and their attitudes towards risk.
In this context, the most commonly used SD relations are first-and second-order stochastic dominance (FSD, SSD, respectively), owing to their several applications in areas such as economics, econometrics, finance and insurance. Basically, FSD represents any decision maker who prefers "more" to "less", whereas SSD represents any decision maker who is also "risk averse". Although most decision makers may be represented by FSD, it is generally not easy to establish whether one uncertain prospect is "bigger" than another (checking FSD is generally a strong condition). Thus, the discriminative power of FDS is generally poor. On the other hand, SSD might be limiting for those decision makers who are "mostly" risk averse but may have some degree of flexibility in their preferences and therefore exhibit a weak risk attitude, at least in some situations (as discussed by Muller et al. 2017 ). This may be illustrated by a paradoxical example: consider a choice between 1) a sure gain of and 2) an uncertain gain of 0 (with probability 0.5) or + (with probability 0.5), in which we assume to be positive and arbitrarily small compared with . Clearly, all risk-averse decision makers would choose option 1 (for small s). Nevertheless, we argue that most of the others, who are usually not risk averse, would make the same choice. Hence, neither FSD nor SSD represents those who choose option 1. Proper justifications for decisions of this type may be provided by a general approach, making it possible to generalize both FSD and SSD as well as yielding SD relations "between" these two.
The literature contains various examples of SD relations that interpolate FSD and SSD. Fishburn (1976, 1980) established continua of SD relations for bounded and unbounded probability distributions that fill the "gap" between FSD, SSD and weaker SD relations of integer degrees. Leshno and Levi (2002) defined the almost SD of the first and second order, which allows for small violations of the FSD or SSD rules, whereby the weight of such violations is controlled by a real parameter. More recently, some authors focused on this topic again. Tzeng et al. (2013) proposed an adjustment for the main theorem in the paper by Leshno and Levi (2002) . Tsetlin et al. (2015) generalized second-order almost SD to dominance rules of a higher degree. Muller et al. (2017) introduced a new and different family of stochastic orders, covering preferences from FSD to SSD.
Drawing inspiration from these works, we are also concerned with finding orders between FSD and SSD, but we look at the problem from a totally different perspective. In fact, the various approaches of the papers cited above are all related to the concept of a utility function, that is, a transformation, or weighting, of the outcome of an RV. Differently, we refer to the dual approach of Yaari (1987) , which focuses on a transformation of the corresponding CDF, referred to as probability distortion.
We recall that a distortion is an increasing function : 0,1 → 0,1 such that 0 = 0 and 1 = 1. This transformation process may be seen as a decision maker performing a subjective weighting of the original CDF, in which the choice of may represent different ways of measuring uncertainty (the decision maker's perceptions). For instance, a concave distortion function emphasizes the weight of smaller outcomes, which conforms to the idea of risk aversion, whereas a convex emphasizes the weight of the larger ones. Levi and Wiener (1998) studied the SD relations between distorted distributions and investigated the classes of distortions that preserve FSD and SSD. Following their approach, in section 2 we compare RVs of which the CDFs are transformed through a common distortion function and consequently define a semiparametric family of stochastic orders, denoted by -distorted stochastic dominance ( -DSD), ≥ . We study the relationships among the orders ≥ for different choices of . Basically, the strength of -DSD is related to the shape of the distortion function and especially to its degree of concavity/convexity. If is "more convex" than in the sense of Chan et al. (1990) , then -DSD implies -DSD. By varying the degree of convexity of , we may establish a continuum of SD relations, from FSD to SSD and beyond (i.e., weaker than) SSD. This can be achieved by focusing on a parametric family of distortion functions = , and, consequently, by defining a parametric family of stochastic orders. In particular, we choose the class of power functions = , > 0, which gives rise to the power-DSD (PDSD) of order 1 + 1/ , where the order determines the strength of the SD relation and 1/ ∈ 0, ∞ determines its degree of risk aversion. In section 3, we show that PDSD satisfies some desirable conditions, yielding FSD as a limiting case and SSD as a special case.
Insofar as -DSD generalizes SSD, in section 4, we apply the same approach to generalize the increasing and convex order (ICX), an order that is somewhat complementary to SSD (Shaked and Shanthikumar, 2007) . Differently from SSD, the ICX represents decision makers who prefer "more"
to "less" but are also "risk lovers". We define a generalization of ICX, via a distortion function , and denote it as -risk-loving-DSD. Given two (possibly) different distortions , , -DSD and -risk-loving-DSD can be combined to define the , -mixed-DSD order. Similarly to what has been undertaken recently by Muller et al. (2017) , , -mixed-DSD imposes constraints on aversion as well as attraction to risk, expressed in terms of , .
In section 5, we characterize DSD, risk-loving-DSD and mixed-DSD in terms of classes of orderpreserving functionals, generally known in the literature as distorted expectations or distortion risk measures (see for instance Wang and Young 1998) . The generalized Gini indices, introduced by Donaldson and Weymark (1983) , also belong to this class. Wang and Young (1998) showed that distorted expectations derived from convex distortion functions preserve ICX. Similarly, it can be shown that distorted expectations derived from concave distortion functions preserve SSD. We finally show that a distorted expectation preserves -DSD ( -risk-loving-DSD) if it derives from a distortion that is less (more) convex than , whereas mixed-DSD is preserved if the distortion function satisfies some intuitive constraints in terms of convexity and concavity.
Distorted stochastic dominance
Let be a non-decreasing and right continuous function. We define the right-continuous (generalized)
inverse of as = sup"#: # ≤ % (Marshall et al. 2011, p. 714) . We aim to compare a pair of RVs & and ' with corresponding CDFs ( ) and ( * and quantile functions + ) = ( ) and + * = ( * . To avoid some technical issues, in this paper, we consider only RVs with finite expectations.
We recall that the definitions of FSD and SSD can be expressed equivalently in terms of the quantile function. In fact, FSD and SSD are equivalent to first-and second-degree inverse stochastic dominance (Thistle 1989) . 
Proposition 1
The following conditions are equivalent. -DSD is equivalent to SSD between -distorted distributions. Moreover, it can be seen that -DSD is closely related to (weak) p-majorization (Marshall et al. 2011, p. 583) or, using a different terminology, to the weak spectral order (Chong 1974) , with respect to the measure associated with .
The distortion process, studied, among others, by Levi and Weiner (1998) , Wang and Young (1998) and Yaari (1987) , may be interpreted as a subjective weighting of the probabilities, which reflects the attitude (e.g. towards risk) of decision makers. Intuitively, a concave (convex) emphasizes left (right) tail probabilities and, indirectly, attaches more weight to the corresponding smaller (larger) outcomes, conforming to the idea of risk aversion (attraction). For instance, a risk-averse decision maker whose probability of a negative event (loss, failure, etc.) is given by will basically act as if such a probability was greater than .
The idea of obtaining a family of stochastic orders via distortion functions has been studied elsewhere.
Li and Shaked (2007) made use of distortion functions to generalize the total time on test transform
order. Levi and Wiener (1998) The next theorem establishes the relation between the orders ≥ for different s. We show that the strength of -DSD is related to the degree of concavity/convexity of the distortion function or, equivalently, to its Arrow-Pratt risk aversion measure (Arrow 1971; Pratt 1964) . We provide some useful definitions below. Definition 4 formalizes the concept of one function being more convex (or concave) than another (Chan et al. 1990; Van Zwet 1964) . Definition 5 gives the expression of the Arrow-Pratt measure.
Definition 4 (Chan et al. 1990
). Let (, be a pair of CDFs. We say that ( is more (less) convex than and write ( ≥ <) ( ≥ <) () iff ( is convex (concave) in the interval 0,1 .
Definition 5.
Define the Arrow-Pratt risk aversion measure of a function , at least twice differentiable, as
Theorem 1
Let , be two distortion functions, at least twice differentiable.
1) The following conditions are equivalent.
2 represents an upper bound for the DSD family. Intuitively, for Theorem 1, as the degree of convexity of increases, we might come "close" to this upper bound. Then, our idea is to focus on parametric families of distortion functions = , . In particular, we search for families that fulfil the following conditions.
C1 implies that must assign positive weight to all the probabilities in the interval 0,1 to satisfy the antisymmetry property, also denoted as "neutrality" by Yaari (1987) . According to Theorem 1, C2 implies that parameter must determine the degree of concavity/convexity of and consequently the strength of the dominance relation. C3 states that the family must contain the identity function to generalize SSD. C4 states that, if -DSD holds for all ∈ K, then it must be equivalent to FSD ( -DSD implies FSD, whereas the converse implication is always true).
In section 3 we show that the class of power distortion functions satisfies all the above conditions.
Power-DSD
We search for a family of distortion functions that fulfils C1-C4. It is not difficult to identify classes of distortions that satisfy C1-C3. Thus, C4 is crucial. We show that the class of power distortion functions satisfies them all, besides being very simple and providing useful interpretations.
. yields a parametric family of stochastic orders, which we denote as PDSD of order 1 + 1/ .
Definition 6. We say that & dominates ' w.r.t. the PDSD of order 1 + and write
It can easily be seen that PDSD satisfies C1-C3. Below we prove that it also satisfies C4.
Lemma 1
Let = and let + be a quantile function. Then holds at every point of continuity of +.
Lemma 1 implies the following result.
Theorem 2
Thus, PDSD fulfils C1-C4; in particular, we obtain:
PDSD also has an interesting statistical interpretation. Assume that is a positive integer and denote with Q : the largest-order statistic (or sample maximum) from a sample of i.i.d. RVs Q , … , Q . The CDF of Q : is ( S E:E = ( S . Clearly, we obtain
which, in turn, implies & T:T ≥ ' T:T for all ℎ ≤ (C1). As increases, larger values become progressively more important (whereas the weights of smaller values remain fixed) and PDSD approaches FSD.
For > 1, PDSD covers the preferences of decision makers from FSD to SSD, similarly to the family of stochastic orders recently introduced by Muller et al. (2017) . Nevertheless, for < 1, we obtain orders that are weaker than SSD. Such weaker orders can be used to increase the rate of completeness, to be understood as the proportion of pairs of distributions that are ranked according to a given preorder, providing finer criteria for the decision making (see for instance Muliere and Scarsini 1989) .
In a decision problem, may be chosen according to the degree of risk aversion of the decision maker, can be found numerically. In particular, PDSD is simple to verify in the discrete case (as we show in section 3.1) and for single-crossing distributions, owing to Theorem 3 below.
We say that ( ) , ( * are single-crossing (from below) if a point, say ; , exists such that ( ) ; ≥ ( * ;
for ; > ; and ( ) ; ≤ ( * ; for ; < ; . In this special case, PDSD verification reduces to a comparison of the generalized expectations X8& E 9, X8' E 9, where X8Q E 9 = 4 + S 0 6 ( = ). This can be stated as follows (the result follows from Theorem 3 of Hanoch and Levy 1969) .
Theorem 3
If ( 
Some examples of PDSD
In the following, we apply PDSD to both discrete (e.g. empirical case) and continuous RVs. ' is stronger than SSD, whereas, for c < 0.5, the dominance relation between & and ' is weaker. ' holds ∀ ∈ 0,1 .
Normal distribution
Let &~Ž { ) , z ) and '~Ž { * , z . † ( ) − ( * = 1 (with sign sequence −, +) for { ) ≥ { * , z ) ≤ z * . Then, (2) becomes
The inequality can be solved numerically. Let { ) = 0.1, { * = 0, z ) = 1, z * = 1.1. X E | ≤ 1 for ' holds ∀ ∈ 0,1 .
Risk-loving-and mixed-DSD
As shown in section 3, -DSD is equivalent to SSD between distorted distributions; that is, & ≥ '
iff & ≥ ' . This approach can be extended to other SD relations, besides SSD. In particular, we focus on the increasing convex order, an order that is somewhat complementary to SSD, usually referred to as the increasing convex order (ICX). Thus, ≥ can also be defined equivalently as follows:
Clearly, the properties of risk-loving-DSD are closely related to those of DSD. In particular, Theorem 1 also holds for ≥ ; that is:
≥ and ≥ have the same basic properties. For = , ≥ is equivalent to ≥ . Moreover, similarly to what we discussed for ≥ , ≥ with convex (concave) is stronger (weaker) than ICX (≥ ). Owing to the relation among ≥ and ≥ , it can easily be seen that ≥ may also generate FSD, as a limiting case. This can be achieved be using the power function, giving rise to a risk-loving version of PDSD, defined as follows.
Definition 9. We say that & dominates ' w.r.t. k-PDSD and write & ≥
The following properties, C1-C4, follow straightforwardly.
If is a positive integer and Q : is the smallest-order statistic (or sample minimum) from a sample 
Characterization of DSD through distorted expectations
Given an RV & and a distortion function š, a distorted expectation, or distortion risk measure, namely .
In Theorem 4, we show that › oe is isotonic with FSD, SSD or ICX for every increasing, increasing convex or increasing concave distortion function š, respectively, as stated in the following theorem.
Parts 1 and 3 can be obtained through Theorem 4.4 of Wang and Young (1998) . Thus, all decision makers who prefer "more" to "less" may be represented, in terms of the functional › oe , by an increasing transformation š (all distortion functions are increasing, by definition). Decision makers who are also risk averse may be represented by convex distortions š, that is, a restricted class of functions.
Theorem 5 characterizes -DSD (as well as risk-loving -DSD and mixed-DSD) in terms of isotonic distorted expectations. Intuitively, the characteristics of š must depend on those of . If ≥ is "close"
to FSD, we expect that the class of distortions š that preserve ≥ consists of "most" distortion functions, whilst, if ≥ is "close" to SSD (but stronger), the class of distortions š that preserve ≥ consists of all convex distortions plus "some" others, which might be concave or neither convex nor concave (similar arguments hold for ≥ ). Generally, the weaker the order, the smaller the class. The next theorem formalizes this intuition.
Theorem 5
1) & ≥ ' iff › oe & ≥ › oe ' for every distortion function š that is less convex than (i.e., such that ≥ <) š).
2) & ≥ ' iff › oe & ≥ › oe ' for every distortion function š that is more convex than (i.e., such that š ≥ <) ).
3) & ≥ F G ' iff › oe & ≥ › oe ' for every distortion function š that is less convex than and more convex than (i.e., such that ≥ <) š ≥ <) ). for £ = 1,2,3 (dashed) and for £ = 4,5,6 (solid). š ¡ is more convex than
If is concave, the class of distortions that are less convex than contains only "some" concave šs.
This result conforms to the idea that -DSD becomes weaker in parallel with the degree of concavity 
Conclusion
We introduced a new family of stochastic orders, semiparametrized by distortion functions, generalizing FSD and SSD. The strength of the ordering relation depends on the degree of convexity of the distortion function employed. By focusing on proper classes of distortions, we may obtain a continuum of dominance relations, covering the preferences of decision makers from FSD to SSD and even beyond SSD. This can be achieved by requiring such classes to fulfil some basic conditions, described in section 2, namely C1 -antisymmetry, C2 -monotonicity, C3 -identity and C4 -consistency. We prove that the class of power distortion functions or, correspondingly, the PDSD family satisfies such properties. PDSD is particularly interesting from a statistical point of view, since it can be seen as an SSD relation between sample maxima. For single-crossing distributions ( ) , ( * , the PDSD of order (positive integer) is equivalent to a comparison of the expected sample maxima (of random samples of dimension ) from & and '.
We extended our approach to a risk-loving framework, enabling the generalization of ICX, yielding risk-loving-DSD and, similarly, risk-loving-PDSD. Risk-averse-and risk-loving-DSD can be combined in a "mixed" order, making it possible to represent the preferences of decision makers by controlling both their aversion and their attraction to risk.
Finally, we characterized the orders analysed in terms of distorted expectations. We derived the
properties that a distortion function should fulfil to yield a distorted expectation that is isotonic with risk-averse-, risk-loving-or mixed-DSD.
Clearly, the approach used in this paper can be applied to other families of stochastic orders defined by iterated integrations, such as the Lorenz dominance of first and second degree (Aaberge 2009 ).
APPENDIX

Proof of Proposition 1
1) iff 2) because + ) 8 9 = + ) 7 and + * 8 9 = + * 7 . 2) iff 3) by substitution. The equivalence between SSD and inverse-SSD (Thistle 1989) implies the equivalence of 3) and 4). Lemma A2. Let ª, § be two non-decreasing right-continuous functions on 0,1 and let
