We deal with existence and uniqueness of variational solutions to a class of dissipative stochastic evolution equations driven by general Lévy processes. Furthermore, we prove existence and uniqueness of the invariant measure and the existence of an invariant set associated with the solutions under mild conditions, respectively.
Introduction
Let Λ = (Ω, F , (F t ) t 0 , P) be a filtered probability space with the filtration F = (F t ) t 0 satisfying the usual conditions, which supports a real-valued F-adapted Brownian motion W = (W t Ax, y C x , (1.6b) where ·,· denotes the duality pair between V * and V , and (·,·) the inner product on H . The volatility functions σ , g, h are measurable.
Variational solutions of stochastic partial differential equations (SPDEs) with Gaussian noise perturbation were first investigated by Pardoux [12] . In [4] , Caraballo et al. explored existence, uniqueness and exponential stability of variational solutions to a class of delay stochastic evolution equations driven by Wiener processes. Barbu and Da Prato [1] discussed the ergodicity of the variational solution to a SPDE with some additive white noise. Recently, a series of literature incorporated the jump components into stochastic evolution equations. Röckner and Zhang [16] dealt with existence, uniqueness and large deviation of variational solutions to a stochastic equation under Lipschitz coefficients assumptions. Dong and Xu [8] considered the invariant measure associated with the weak solution to one-dimensional stochastic Burgers equation with Lévy noise. Specially, Peszat and Zabczyk summarized their works concerning stochastic evolution equations with Lévy noises in the book [13] . Compared with the above-mentioned literature, we concentrate on existence and uniqueness of variational solutions and invariant measure related to a class of dissipative SPDEs driven by general Lévy processes. In the current paper, we discuss the case when the drift term b 0 in (1.5) is m-dissipative on H with the linear growth setting. We specially deal with existence, uniqueness and moment property of the invariant measure associated with the solution. Finally, we present sufficient conditions of the existence of an invariant set for this solution. The key tools are jump-decomposition and an Itô formula for stochastic integrals with respect to compensated Poisson random measures on separable Banach spaces (see, e.g., Rudiger and Ziglio [17] ). The rest of this paper is organized as follows. In the coming section, the existence and uniqueness of variational solutions to Eq. (1.5) are established. Section 3 is devoted to proving existence and uniqueness of the invariant measure. Moreover, an exponential stability of the solution to Eq. (1.5) is also studied in this section. In Section 4, a sufficient condition for the existence of an invariant set to this equation is presented.
Throughout the paper, the generic positive constants C may be different from line to line. If it is essential, the dependence of a constant C on some parameters, say T , will be written by C T . It is necessary to introduce some function spaces and notation, which will used in the later sections: 1 We refer to p. 73 in Da Prato and Zabczyk [7] for the definition of m-dissipative mapping.
Existence and uniqueness
In this section, the existence and uniqueness of variational solutions to Eq. (1.5) are established. We will refer to Prévôt and Röckner [14] for the definition of variational solutions to a SPDE with an obvious extension to jump noise (see also, Röckner and Zhang [16] 
where the approximated drift b 
Note that g(0, z) ≡ σ (0) = 0, according to the condition (2.1c). Using the coercivity (1.6) and the definition b
, the Cauchy's inequality gives
where the constant C 0 = |b 0 (0)| 2 and γ ∈ R is given in the Lévy-Itô decomposition (1.2). By virtue of the dissipativity of b n , we further have
Applying Burkhölder's inequality to conclude that, there exists a constant C > 0 such that
Note that D p is a countable subset of R + . Then using the inequality n a 2 n ( n |a n |)
2 for real numbers a n and the B-D-G inequality, we conclude that 2 Although Itô formula cannot be used directly for the solution X n to Eq. (2.4), the approximation argument of the process X n by the corresponding strong solutions as in Brzeźniak et al. [3] and Chow [6] still works here.
where we have used the condition (2.1c) for the 2nd equality and the condition (2.1b) for the last inequality. In addition, the finite constantθ is given in (1.3).
As a consequence, there exists a constant C > 0 such that for all t ∈ (0, T ] and all n ∈ N,
It follows from Gronwall's lemma that, for all n ∈ N,
Again apply Itô rule for |X
(2.8)
As a consequence, using (2.8), there exists a constant C > 0 such that
The Gronwall's lemma concludes that for any T > 0, 
(2.10)
In the following, we prove the validity of the integral representation (2.2). Actually, by virtue of (2.10), there exists a
with some constant C T > 0 which is independent of the index n.
Hence we can subtract a subsequence
(2.13) Take (1.6) into account, the operator A is bounded. Accordingly,
In particular, we can take a subsequence of (X
(2.14)
We observe that for m → ∞,
Since the limit point in L 2 (Ω) is unique and v ∈ V is arbitrary, it follows (2.11) and (2.14) that, in V * ,
. Consider a similar procedure as in Caraballo et al. [4] , we have
Using (e) of Proposition 21.26 in Zeidler [18] , the limits (2.11) and (2.14) yield that
Thus take limits on both sides of (2.16), and then we have 
Thus we complete the proof of the existence. Finally we prove the uniqueness. Let X(t; x) and Y (t; y) be two solutions of Eq. 
for some constant C γ > 0. Further, the Gronwall's lemma yields that 
Proof. Using Proposition 2.1 and noticing that Π(Z 2 ) < ∞, the remaining proof is similar to that of Theorem 3.1 of [2] . We here omit the details. 2
Invariant measure
In this section, we study the invariant measure of the variational solution to Eq. (1.5). We begin with an assumption concerning the jump volatility h : 
The last condition in (III ) is equivalent to that the Lévy process (L t ) t 0 admits the finite p-order moment. Compared with (III) and (III ), we note that if (III) holds, then Lévy measure Π is unrestrictive. If (III ) is assumed to hold, then this case is included, but an additional condition on Π : θ 2 < ∞ has to be imposed. However the essential proofs in this section by employing (III) and (III ) are indistinctive.
We now state the main result of this section. Prior to the proof of the theorem, we also need a Gronwall's inequality (see, e.g., [9] ). We first discuss existence and moment property of an invariant measure associated with the variational solution to the following approximating equation
Lemma 3.1. Let v(t) be a positive differentiable function satisfying that for every p 0 and p
Now we define the transition semigroup (P n t ) t 0 by P n t ϕ(x) = E[ϕ(X n (t; x))] for x ∈ H and ϕ ∈ C b (H). Then we have the Fellerian property of (P n t ) t 0 for each n 0 (in the case of n = 0, P 0 t = P t ).
Lemma 3.2.
For each n ∈ N ∪ {0}, the transition semigroup (P n t ) t 0 is Fellerian.
Proof. According to Lemma 7.1.5 in p. 125 of Da Prato and Zabczyk [7] , it suffices to prove that for any ϕ ∈ C 2 b (H) and n ∈ {0} ∪ N, P n t ϕ ∈ C b (H). Utilize (2.21), we have for all x, y ∈ H ,
where we used the dissipativity of the Yosida approximation b n for each n ∈ N. Hence the proof of the lemma is complete. 2 
From the inequality (3.3), we conclude that for
Note that the compact embedding V H . Then K (r) = {v ∈ H; v r} is a compact subset of H for fixed r > 0. So by Chebychev's inequality, for
if r > 0 is large enough. This yields that the measure family (
Therefore the existence of an invariant measure follows from Krylov-Bogoliubov theorem (see Da Prato and Zabczyk [7] ), since we have proved the Fellerian property of (P (1 + ε y) 3 .
Then the Itô rule yields that
Then from the Taylor series expansion, the last term of r.h.s. of (3.4) can be rewritten as
Similar to the proof of (3.2), we obtain
Integrate both sides of (3.5) w.r.t. the measure ν n (dx) and then using (3.6) to conclude that for each n ∈ N,
∞ be a H -valued random variable with the law v n . Then
if r > 0 is large enough. This yields that (ν n ) n∈N is tight. 2
We are now in a position to present the proof of Theorem 3.1.
Proof of Theorem 3.1. By virtue of Proposition 3.1, we can find a subsequence ν n m of ν n such that n m → ∞ and ν n m ⇒ ν, when m → ∞. For parsimony, we also index this subsequence by n. Then we have for each ψ ∈ C b (H),
Let δ > 0. Utilize Proposition 3.1 to conclude that, for each n ∈ N,
Then the equality (3.7) implies that H x 2 1+δ x 2 ν(dx) C for some constant C > 0. Letting δ ↓ 0 and Fatou's lemma yields 
. This shows that ν is an invariant measure for (P t ) t 0 by employing dominated convergence theorem, since D is a dense subset of C b (H) (see, e.g., Barbu and Da Prato [1] ). The following is devoted to proving (3.8). Note that, it holds that 1 (t), using Fatou's lemma, coupled with (2.9) and Proposition 3.1, there exists a constant C > 0 such that when n → ∞,
Thus we complete the proof of the existence part of Theorem 3.1. On the other hand, similar to the proof of (3.2), for 
This yields that for all x ∈ H and ϕ ∈ L 2 (H; ν), 
Define a Nemytskii operator by b
Consider the following stochastic evolution equation
If the functions σ , g and h satisfy the assumptions of Theorems 2.1 and 3.1, then the all conclusions in Theorems 2.1 and
Toward this end, we present a mean-square exponential stability of the variation solution to Eq. (1.5). Proof. Note that, for n ∈ N and x ∈ H , 
Proposition 3.2. Suppose the same conditions of Theorem
(3.10) 4 This condition is satisfied for the b 0 given in Example 3.1.
Using (2.11), for any ε > 0, there exists a large N ∈ N such that 
Invariant set
This section deals with an invariant set associated with the variational solution to the following Cauchy problem 
Suppose that b 
Define the first exit time of
where X(t, t 0 ; x 0 ) is a unique variational solution to Eq. (4.1) with the initial value X t 0 = x 0 at time t 0 . Next we give the definition of an invariant set for this solution X . Let F : 
By virtue of Itô rule with jumps (see, e.g., Rudiger and Ziglio [17] 
Π z ∈ Z 1 : F t, x + g(x, z) − F (t, x) = 0 = 0, ∀(t, x) ∈ D.
Proof. Recall that there exists a sequence of stopping times τ n ↑ ∞ such that N({τ k }, {p(τ k )}) = 1 for any k ∈ N. Therefore there exists a stopping time τ j such that τ j−1 t 0 < τ j (set τ 0 = 0, j ∈ N). 
