Multiobjective Optimisation of Restricted Complexity Controllers by Cao, Yi & Yan, Wenjun
Multiobjective Optimisation of Restricted Complexity
Controllers
Yi Cao§∗ Wenjun Yan‡†
§Cranfield University, U.K.
‡Zhejiang University, China
Keywords: Restricted Complexity Controller, Multiobjective Control, Convex Optimisation, Mixed
H∞/l1 Control
Abstract
Restricted complexity controller design for the active suspension benchmark problem [1] is considered.
The control design specifications of the benchmark is firstly recast into a mixed H∞/l1 optimisation prob-
lem, which is solved via a convex optimisation approach. A globally optimal Pareto curve is produced
via the optimisation. It presents the limits of performance and is served as a reference for restricted
complexity controller design. Then, controllers with different complexity are designed via a direct op-
timisation approach. The performance indices of these controllers are compared with the global Pareto
curve. Based on the comparison, the controller with three parameters is determined as the one achieving
acceptable performance with lowest complexity. Experimental results on the real system confirm the
satisfactory performance achieved by the controller.
1 Introduction
In recent decades, numerous control synthesis approaches have been proposed in the literature. Sophisti-
cated theories supporting these approaches are well developed. Many approaches have been successfully
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applied to different engineering systems. In spite of the progress, design and optimisation of restricted
complexity controller, i.e. controller with less complexity than the plant model), remains a challeng-
ing problem for control community. In a wider sense, restricted complexity controllers could include
fixed-order controllers, such as PID controllers, decentralized controllers and static output feedback con-
trollers. Such controllers are preferred in most practical systems due to their low cost (economically and
computationally), flexibility, robustness, easy maintenance and transparency for understanding.
Most control specifications, such as H∞, H2 and l1 norms and their combinations, are convex in
terms of closed-loop transfer functions [2]. Therefore, modern control synthesis approaches are convex
optimisation based and lead to globally optimal solutions, which determine the limits of performance
achievable with control systems. However, these convex optimisation approaches usually lead to com-
plexity of controllers higher than that of plant models. To overcome this deficiency, two routes can be
taken: reducing the model complexity (model reduction) before control design and/or reducing the con-
troller complexity (controller reduction) after it being designed. However, both approaches have their
own problems. The model reduction approach will introduce more uncertainties into the model, hence,
usually leads to results more conservative. In the second route, the objective to performing controller
reduction is totally different from the one used for controller design. Therefore, the global optimal-
ity gained at design stage could completely disappear even with sophisticated closed-loop performance
preserving techniques being applied.
Apart from the above two pathes to get restricted complexity controllers, it can also be done via
direct optimisation. This approach has been known in the literature for many decades. In 1953, Graham
had introduced several performance criteria for control system design and presented a way to use an
analog computer to get optimal closed-loop systems in standard forms [5]. Due to the recently rapid
development of computing techniques, nonlinear optimisation has found wide applications to control
synthesis problems, for examples, the PID optimal tuning for nonlinear systems [7] and commercial
software for nonlinear control design using optimisation [6]. The main advantage of a direct optimisa-
tion approach is its wide applicability. Almost any control synthesis problem can be recast in a nonlinear
optimisation one. Also, for any synthesis approach, if the global optimality of the results is not guaran-
teed, direct optimisation can always be applied at the end to improve the design. Moreover, the resulting
controller complexity is independent from the complexity of plant model in a direct optimisation ap-
proach. Hence, more accurate model could be considered to reduce model uncertainty so that the design
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conservativeness could be reduced as well. It is true that the direct optimisation approach is generally not
convex. Therefore, the solutions obtained might only be local optima. However, even the local optima
can also provide certain information about the limits of performance, i.e. they are the lower bound of
the achievable performance limits, particularly for restricted complexity controllers. For any controller
if it can achieve better performance than the local optima, then it is well designed. Otherwise, it has a
space for improvement.
In this work, a direct optimization approach to design parameters of a fixed-order controller is
adopted for the active suspension benchmark problem. To compromise the drawback of non-convexity
of the direct optimisation, a global optimization approach is firstly developed to produce a Pareto curve,
which reveals the performance limits for any controller. Then a direct optimisation approach is de-
veloped and solved for several controllers with different complexity. The multiobjective performance
achievable by these controllers is checked with the global Pareto curve. Based on this comparison, the
lowest complexity controller which achieves acceptable performance is determined. Experimental re-
sults from the real system confirm the succusses of the design. The paper is organized as follows. A
brief description of the active suspension system is provided in section 2. Section 3 presents a convex
optimisation approach, which leads to the globally optimal Pareto curve for determination of perfor-
mance limits. In section 4, a direct optimisation approach is described and several restricted complexity
controllers have been obtained. The lowest-order controller is determined by performance comparison
with the Pareto curve. The lowest-order controller is evaluated in section 5 and the paper closes with
some concluding remarks in section 6.
2 Active suspension problem
The active suspension system is modelled in two discrete-time transfer functions, the primary path trans-
fer function, Gp(q) = C(q)D(q) , which is the transfer function from the primary force (disturbance), up to the
residual force (output), y and the secondary path transfer function, G(q) = B(q)A(q) , which represents the
secondary path from the control input, u to the output, y. Here and in the rest of the paper, q = z−1 and
fs = 800 [Hz] denotes the sampling frequency of the system. The block-diagram of the system is shown
in Figure 1. For details of the system, see [1].
The overall goal is to design a linear discrete-time controller with restricted complexity, K(q) = R(q)S(q)
from the residual force, y to the control input, u so that the effect of disturbance on the residual force is
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attenuated. More precisely, given the closed-loop block diagram shown in Figure 1, define closed-loop
output and input sensitivity functions, Syp(q) and Sup(q), respectively:
Syp(q) =
1
1+KG
=
A(q)S(q)
P(q)
(1)
Sup(q) = − K1+KG =−
A(q)R(q)
P(q)
(2)
where, P(q) = A(q)S(q)+B(q)R(q).
The control objective can be stated as follows:
1. The controller should have a zero at z = −1 so that the gain is equal to zero at the frequency of
fs/2, where fs is the sampling frequency.
2. The input and output sensitivity transfer functions should satisfy the constraints, shown in Fig-
ures 2(a) and (b), i.e. |Sup| ≤Cup and |Syp| ≤Cyp at all frequencies.
Apart from the above constraints, the system also may potentially have an input saturation problem.
Since this requirement is not clearly stated in the benchmark specification, it is treated as a soft require-
ment, i.e. to satisfy the sensitivity constraints at the same time to minimise the input magnitude. The
sensitivity specifications of the benchmark problem can be converted into standard H∞ norm constraints:
‖Sy(ω)‖∞ = maxω
∣∣∣∣∣Syp(e− jω/ fs)Cyp(ω)
∣∣∣∣∣ ≤ 1 (3)
‖Su(ω)‖∞ = maxω
∣∣∣∣∣Sup(e− jω/ fs)Cup(ω)
∣∣∣∣∣ ≤ 1 (4)
Define Tu,up the closed-loop transfer function from the disturbance (input of the primary path) to the
input,
Tu,up(q) = Sup(q)Gp(q) =
A(q)R(q)C(q)
P(q)D(q)
(5)
Then input magnitude is bounded by the l1 norm of Tu,ud , |u| ≤ ‖Tu,up‖1|up|. Hence, the benchmark can
be recast as a l1 optimisation problem with H∞ constraints.
J = min
K(q)
‖Tu,up‖1 (6)
s.t. ‖Sy(ω)‖∞ ≤ 1
‖Su(ω)‖∞ ≤ 1
K(−1) = 0
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3 Convex optimisation approach
In the light of standard l1 design techniques [4], the l1 minimisation with H∞ constraints problem can be
solved via a convex approach. Let the impulse response model of Tu,up be
Tu,up(q) =
∞
∑
k=0
hkqk =
∞
∑
k=0
(hpk −hnk)qk (7)
where hpk ≥ 0 and hnk ≥ 0 are the positive and negative branches of hk, respectively. Then the l1 norm
of Tu,up can be represented as:
‖Tu,up‖1 =
∞
∑
k=0
|hk|=
∞
∑
k=0
(hpk +hnk) (8)
Numerically, the upper bound of the infinite summation can be replaced by a sufficient large number, N.
Moreover, the l1 norm minimisation is equivalent to the following problem:
min
α,hpk,hnk
α (9)
s.t.
N
∑
k=0
(hpk +hnk)≤ α
Once Tu,up is determined, closed-loop sensitivities can be derived as follows:
Sup = Tu,up/Gp (10)
Syp = 1−SupG (11)
Hence the sensitivity constraints can be evaluated accordingly. To ensure closed-loop stability, any
nonminimum zero of Gp should be included in Tu,up, i.e. for any z satisfies Gp(z) = 0 and |z|> 1,
Tu,up(z−1) =
N
∑
k=0
(hpk −hnk)z−k = 0 (12)
According to the first specification, K(−1) = 0, so as Sup(−1) = 0 and
Tu,up(−1) =
N
∑
k=0
(hpk −hnk)(−1)k = 0 (13)
For the benchmark problem, the impulse response length of Tu,up is set to N = 50. The global optimum
is obtained and the minimal l1 norm is 0.8864. Furthermore, by changing the maximal violation level
of the output sensitivity constraint, several minimal l1 norms of Tu,up are obtained by solving the convex
optimisation. The Pareto curve based on these results is shown in Figure 3. As described in [2, 3], the
Pareto curve determines the achievable limits of performance trade-off and will be used in the restricted
complexity controller design in the following section.
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4 Direct optimisation approach
Since the input saturation is not an explicit constraint of the benchmark problem, it is ignored for low-
order controller design to benefit the sensitivity performance. However, the controller designed will be
compared with the Pareto curve to ensure both sensitivity and l1 norm are satisfied.
The objective function for low-order controller design is the total violation of both sensitivity con-
straints. This cost is to be minimised subject to closed-loop stability, i.e. all closed-loop poles should
have their moduli less than one. Let
K(q) =
R(q)
S(q)
=
(r0+ r1q+ · · ·rm−1qm−1)(1+q)
1+ s1q+ · · ·snqn (14)
Then the direct optimisation problem is setup as follows.
min
r0,...,rm−1,s1,...,sn
400
∑
k=1
(J1(k)+ J2(k)) (15)
s.t. |p|< 1,∀p ∈ {p|P(p−1) = 0}
where
J1(k) =
 |Sup(qk)|−Cup(k), if |Sup(qk)|>Cup(k)0 otherwise
J2(k) =
 |Syp(qk)|−Cyp(k), if |Syp(qk)|>Cyp(k)0 otherwise
qk = e− j2pik/ fs
The above constrained nonlinear optimisation problem is solved for 2 ≤ m+n ≤ 8. Controllers with the
same complexity (number of parameters) are compared to determined the one which has the minimal
cost. The determined controllers are compared with the Pareto curve for the maximal output sensitivity
violation (all controllers have nearly zero input sensitivity violation) against the l1 norm of Tu,up. The
results shown in Figure 3 indicate that controllers with complexity (n+m) of 2, 4 and 5 are too far away
from the limits, whilst controllers with complexity of 6, 7 and 8 are close to the end where ‖Tu,up‖ is
too large. Therefore, the one with m = 1 and n = 2 is selected as the low complexity controller with
acceptable performance. The controller designed is as follows.
K(q) =
0.0202(1+q)
1−0.6747q−0.3164q2 (16)
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5 Controller evaluation
The controller is evaluated in two ways. Firstly, it is evaluated via simulation using the nominal models,
G and Gp provided by the benchmark problem. The simulation system is connected as shown in Fig-
ure 1. The disturbance signal up is the same as the one provided in the benchmark package. Then both
sensitivity functions are estimated via the spectral analysis approach i.e. by applying the utility function
provided in the benchmark package to the simulation data recorded.
The second evaluation is done by performing five experimental tests on the real system. The sen-
sitivity functions are estimated using the experimental data in the same way as described above. The
sensitivity functions estimated from the simulation and from one of the five experimental tests are shown
in Figures 4 (a) and (b) respectively. From the figures it can be seen that the input sensitivity constraint
is perfectly satisfied (only very small violation around frequency 230 [Hz] for the experimental results).
The output sensitivity performance has only minor violation, which is mainly around frequency 225 [Hz]
for the experimental results, and a minor shift at low frequencies for both simulation and experimental
results. Hence, The overall performance is satisfactory. The total violation of the simulation results and
all experimental results are summarised in Table 1.
6 Conclusions
The active suspension benchmark problem has been examined using multiobjective optimisation ap-
proaches. A convex optimisation problem has been formulated to provide a global Pareto curve to the
benchmark problem. The Pareto curve provides a reference for further low complexity controller design
and also reveals the limits of performance trade-off between control effort and sensitivity constraints.
Low complexity controllers are designed using a direct optimization approach. The best low-order
controller is determined via comparison with the Pareto curve. The satisfactory performance of the
controller is confirmed with simulation and experimental results.
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Table 1: Total sensitivity violation
Test Violation of Sup Violation of Syp Total Violation
Simulation 1.0587 25.328 26.2866
Experiment 1 7.1911 23.6811 30.8792
Experiment 2 6.4670 22.5461 29.0131
Experiment 3 6.1765 22.22 28.3965
Experiment 4 5.5755 21.5918 27.1673
Experiment 5 7.1004 22.7406 29.8410
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Figure 1: Active suspension control diagram
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Figure 2: Constraints on closed-loop (a) input sensitivity function, (b) output sensitivity function.
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Figure 3: Globally optimal Pareto curve and performance of low-complexity controllers
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Figure 4: Controller evaluation (a) input sensitivity function, (b) output sensitivity function. In both
figures, solid lines are experimental results, dotted lines are simulation results and dashed lines are
specifications.
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