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ANALYSIS OF ERROR PROPAGATION IN PARTICLE FILTERS
WITH APPROXIMATION1
By Boris N. Oreshkin and Mark J. Coates
McGill University
This paper examines the impact of approximation steps that be-
come necessary when particle filters are implemented on resource-
constrained platforms. We consider particle filters that perform in-
termittent approximation, either by subsampling the particles or by
generating a parametric approximation. For such algorithms, we de-
rive time-uniform bounds on the weak-sense Lp error and present
associated exponential inequalities. We motivate the theoretical anal-
ysis by considering the leader node particle filter and present numeri-
cal experiments exploring its performance and the relationship to the
error bounds.
1. Introduction. Particle filters have proven to be an effective approach
for addressing difficult tracking problems [8]. Since they are more compu-
tationally demanding and require more memory than most other filtering
algorithms, they are really only a valid choice for challenging problems, for
which other well-established techniques perform poorly. Such problems in-
volve dynamics and/or observation models that are substantially nonlinear
and non-Gaussian. A particle filter maintains a set of “particles” that are
candidate state values of the system (e.g., the position and velocity of an
object). The filter evaluates how well individual particles correspond to the
dynamic model and set of observations, and updates weights accordingly.
The set of weighted particles provides a pointwise approximation to the
filtering distribution, which represents the posterior probability of the state.
The analysis of approximation error propagation and stability of nonlinear
Markov filters has been an active research area for several decades [11, 18].
In the case of the particle filter, there has been interest in establishing what
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conditions must hold for the filter to remain stable (the error remaining
bounded over time), despite the error that is introduced at every time-step of
the algorithm by the pointwise approximation of the particle representation
[2–5, 7, 13, 15].
In this paper, we focus on examining the impact of additional intermittent
approximation steps which become necessary when particle filters are imple-
mented on resource-constrained platforms. The approximations we consider
include subsampling of the particle representation and the generation of
parametric mixture models. The main results of the paper are time-uniform
bounds on the weak-sense Lp-error induced by the combination of particle
sampling error and the additional intermittent approximation error (sub-
sampling or parametric). We employ the Feynman–Kac semigroup analysis
methodology described in [3]; our investigation of parametric approximation
is founded on error bounds for the greedy likelihood maximization algorithm,
which was developed in [16] and analyzed in [21, 24].
1.1. Leader node particle filter. Throughout the paper, we will motivate
the analysis by considering the concrete example of the “leader node” parti-
cle filter [17], an algorithm that has been proposed for distributed tracking
in sensor networks. One of the major concerns in distributed sensor network
tracking is balancing the tradeoff between tracking performance and network
lifetime. The leader node particle filter, proposed in [17, 25] and refined and
analyzed in [9, 23], achieves significant sensing and communication energy
savings. The leader node, which performs the particle filtering, changes over
time to follow the target and activates only a subset of nodes at any time
instant. Thus only the active sensor nodes have to relay their measurements
to a nearby location.
The setting corresponding to this filtering paradigm is depicted in Fig-
ure 1. A leader node (depicted by the large circles) is responsible for per-
forming local tracking of the target (trajectory depicted by squares) based
on the data acquired by the satellite sensor nodes (depicted by small cir-
cles). The satellite nodes have sensing capabilities and can locally transmit
the acquired data to the nearest leader node. The leader node fuses the data
gathered by the satellite nodes in its neighborhood, incorporating them into
its particle filter. Sensor management strategies are used to determine when
to change leader node [23]. When this occurs, information must be exchanged
so that the new leader node can reconstruct the particle filter. In attempt-
ing to alleviate the communication cost of transmitting all particle values
when the leader node is exchanged (which can involve thousands of bits), the
filtering distribution is more coarsely approximated, either by transmitting
only a subset of the particles or by training a parametric model.
Mathematically, the leader node particle filter can be described as fol-
lows. Suppose that L= {1,2, . . . ,L} is the set of possible leader nodes, and
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Fig. 1. The leader node distributed particle filtering setting.
every leader node with label ℓ ∈ L has a set of satellite nodes Sℓ that take
measurements and transmit them to the leader node. The number of such
satellite nodes in the vicinity of the leader node ℓ is |Sℓ|. Denote by ℓt the
label of the leader node at time t. We adopt the following state-space model
to describe the target evolution and measurement process:
Xt = ft(Xt−1, ̺t),(1)
Y jt = g
j
t (Xt, ζ
j
t ) ∀j ∈ Sℓt .(2)
Here Xt ∈Rdx is the target state vector at time t, Y jt ∈Rd
j
y is the jth sensor
measurement, ̺t and ζ
j
t are system excitation and measurement noises, re-
spectively, ft is a nonlinear system map ft :R
dx →Rdx and gjt is a nonlinear
measurement map gjt :R
dx → Rdjy . The target model is the same at every
leader node, but the observation process may be different.
1.2. Feynman–Kac models. Throughout the rest of this paper we adopt
the methodology developed in [3] to analyze the behavior of filtering dis-
tributions arising from (1) and (2). This methodology involves representing
the particle filter as an N -particle approximation of a Feynman–Kac model.
We now briefly review the Feynman–Kac representation (for a much more
detailed description and discussion, please refer to [3]).
To describe the probabilistic model corresponding to the state-space frame-
work above, we need to introduce additional notation. Let (Et,Et), t ∈N, be
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a sequence of measurable spaces such that Xt ∈Et. Associated with a mea-
surable space of the form (E,E) is a set of probability measures P(E) and
the Banach space of bounded functions Bb(E) with supremum norm
‖h‖= sup
x∈E
|h(x)|.
We define a convex set Osc1(E) of E -measurable test functions with finite
oscillations
osc(h) = sup(|h(x)− h(y)|;x, y ∈E),
Osc1(E) = {h : osc(h)≤ 1}.
For any h ∈ Bb(E) it is also possible to define the following:
‖h‖osc = ‖h‖+ osc(h),
and for a sequence of functions (hi)1≤i≤N ∈ Bb(E)N we define σ2(h) as
σ2(h),
1
N
N∑
k=1
osc2(hi).
In order to simplify the representation, we define for a measure µ ∈ P(E),
µ(h) =
∫
E
h(x)µ(dx)
and for the Markov kernel from (Et−1,Et−1) to (Et,Et)
(µt−1Mt)(At) =
∫
µt−1(dxt−1)Mi(xt−1,At).
The target state vector in (1) thus evolves according to a nonhomogeneous
discrete-time Markov chain Xt with transitionsMt from Et−1 into Et. These
transitions and the initial distribution η0 define the canonical probability
space (
Ω=
∏
t≥0
Et, (Ft)t∈N, (Xt)t∈N,Pη0
)
,
where the family of σ-algebras has the following property: Fi ⊂ Fj ⊂ F∞
for any i ≤ j and F∞ = σ(
⋃
i≥0Fi). To characterize the properties of the
observation process in (2) we introduce bounded and nonnegative poten-
tial functions Gjt :Et→ [0,∞),∀j ∈ Sℓt . Assuming that in every leader node
neighborhood Sℓt observation noises, ζjt , j ∈ Sℓt , in (2) are independent2
2The assumption of independence among the sensor observations is not critical for the
error analysis performed in the paper, but is adopted because it allows for a more concrete
discussion and concise presentation of results.
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the composite potential function at leader node ℓt can be written via the
product of the individual potential functions of satellite nodes, Gjt
G
Sℓt
t =
∏
j∈Sℓt
Gjt .
Then the propagation of the leader node Feynman–Kac model is described
by a pair of prediction-update operators. Since the prediction operator is
only concerned with the dynamics of the target, it coincides with the Markov
transition Mt for all possible leader nodes ℓt at time t. On the other hand,
the Boltzmann–Gibbs transformation on P(Et) is leader node dependent
and is defined for any η ∈P(Et)
Ψℓtt (η)(dxt) =
G
Sℓt
t (xt)η(dxt)
η(G
Sℓt
t )
.
Using the diffusion Mt+1 and Boltzmann–Gibbs transformation Ψ
ℓt
t we
can identify an operator Φℓtt+1 :P(Et)→P(Et+1) which describes, for a given
leader node ℓt, the evolution of the normalized prediction flow from time t
to time t+1
Φℓtt+1(η) =Ψ
ℓt
t (η)Mt+1.
To describe the evolution of the leader nodes we define a sensor manage-
ment rule Υℓtt :P(Et+1) × It → L × {0,1}. This mapping defines the next
leader node, ℓt+1 ∈L, and the decision, ∆t+1 ∈ {0,1}, on whether or not the
leader node has to be exchanged: ∆t+1 = 1 if we decide to transfer the pro-
cessing and measurement process to the leader node other than the current
one. Sensor management rules usually operate according to the informa-
tiveness of the sensors and the predicted position of the target.3 Thus the
decision is made based on the utility of measurements provided by differ-
ent leader nodes given the current filtering distribution Φℓtt+1(η) ∈ P(Et+1)
and the information about leader nodes, It ∈ It. Information It may include
coordinates of nodes in the sensor network, measurement models for every
node, costs of performing a hand-off from the current leader node to other
leader nodes etc. The operation of the nonlinear mapping Υℓtt is described
by the equation
(ℓt+1,∆t+1) =Υ
ℓt
t (Φ
ℓt
t+1(η),It).
The sequence of mappings Υ
ℓi−1
i−1 , . . . ,Υ
ℓt−2
t−2 defines the sequence of leader
nodes ℓi,t = ℓi, . . . , ℓt−1 that can be used to define the semigroups Φ
ℓi,t
i,t , i≤ t,
associated with the normalized Feynman–Kac distribution flows
Φ
ℓi,t
i,t =Φ
ℓt−1
t ◦Φℓt−2t−1 ◦ · · · ◦Φℓii+1.
3We discuss an example of such an algorithm, based on [23], in Section 5.
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The semigroup Φ
ℓi,t
i,t describes the evolution of the normalized prediction
Feynman–Kac model from time i to time t through the sequence of leader
nodes ℓi,t
η
ℓ0,t
t =Φ
ℓi,t
i,t (η
ℓ0,i
i ).
Using the analysis tools developed in [3] Φ
ℓi,t
i,t can further be related to
potential functions on Ei, G
ℓi,t
i,t :Ei→ (0,∞), and P
ℓi,t
i,t :P(Ei)→P(Et), the
Markov kernels from Ei to Et. In particular, using the expectation with
respect to the shifted chain,
Ei,xi{hi,t(Xi+1, . . . ,Xt)}
=
∫
hi,t(xi+1, . . . , xt)Mi+1(xi,dxi+1) · · ·Mt(xt−1,dxt),
and defining G
ℓi,t
i,t as
G
ℓi,t
i,t (xi) = Ei,xi
{ ∏
i≤j<t
G
Sℓj
j (Xj)
}
,
we can introduce the multi-step Boltzmann–Gibbs transformation on Ei
for any η ∈ P(Ei) and hi ∈ Bb(Ei), Ψℓi,ti,t (η)(hi) = η(G
ℓi,t
i,t hi)/η(G
ℓi,t
i,t ). Defin-
ing P
ℓi,t
i,t by the Feynman–Kac formulae,
P
ℓi,t
i,t (ht)∝ Ei,xi
{
ht(Xt)
∏
i≤j<t
G
Sℓj
j (Xj)
}
,
we can represent the semigroup Φ
ℓi,t
i,t as follows:
Φ
ℓi,t
i,t (η) =Ψ
ℓi,t
i,t (η)P
ℓi,t
i,t .
1.3. Dobrushin contraction and regularity conditions. The Dobrushin con-
traction coefficient (βi,t(P ) ∈ [0,1]) plays a key role in our analysis. For
a fixed leader node sequence, ℓi,t, this can be defined as follows:
βℓi,t(P
ℓi,t
i,t ) = sup{‖P
ℓi,t
i,t (xi, ·)−P
ℓi,t
i,t (yi, ·)‖tv;xi, yi ∈Ei}.
Here the total variation metric ‖·‖tv is defined for any µ, η ∈P(E) as ‖µ(·)−
η(·)‖tv = sup{|µ(A) − η(A)| :A ∈ F}. We can also define the (worst case)
Dobrushin contraction coefficient, which is independent of the leader node
sequence, βi,t(P ) = supℓi,t β
ℓi,t(P
ℓi,t
i,t ).
The estimation of the Dobrushin contraction coefficient is possible if
we adopt certain regularity assumptions regarding the components of the
Feynman–Kac operator. In particular, we adopt the following condition on
the Markov kernels:
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• (M)(m)u There exists an integerm≥ 1 and strictly positive number ǫu(M) ∈
(0,1) such that for any i≥ 0 and xi, yi ∈Ei we have
Mi,i+m(xi, ·) =Mi+1Mi+2 · · ·Mi+m(xi, ·)≥ ǫu(M)Mi,i+m(yi, ·).
The following regularity condition is defined for the potential functions:
• (G)u There exists a strictly positive number ǫu(G) ∈ (0,1] such that for
any ℓt, t≥ 0 and xt, yt ∈Et
G
Sℓt
t (xt)≥ ǫKuu (G)G
Sℓt
t (yt),
(G)u holds if a milder condition, G
j
t (xt)≥ ǫt(Gjt )Gjt (yt), holds for all t, all
potential functions Gjt , j ∈ Sℓt , and for all leader nodes ℓt ∈ L. In this case
we can take ǫu(G) = inft≥0minℓt∈Lminj∈Sℓt ǫt(G
j
t ) and Ku =maxℓt∈L |Sℓt |.
The following two propositions that summarize results presented in [3],
Proposition 4.3.3, Corollary 4.3.3 and Proposition 4.3.7, will be used for ana-
lyzing approximation error propagation in the leader-node algorithm (being
employed in the proofs of Theorems 2, 3 and 6).
Proposition 1 (Proposition 4.3.3. and Corollary 4.3.3 [3]). When (G)u
and (M)
(m)
u are satisfied we have for the Dobrushin contraction coefficient
βi,t(P ) = supℓi,t β
ℓi,t(P
ℓi,t
i,t )
βi,t(P )≤ (1− ǫ2u(M)ǫ(m−1)Kuu (G))⌊(t−i)/m⌋(3)
and the oscillations of the potential functions,
infxi∈EiG
ℓi,t
i,t (xi)
‖Gℓi,ti,t ‖
≥ ǫu(M)ǫmKuu (G),
‖Gℓi,ti,t ‖
ν(G
ℓi,t
i,t )
≤ ǫ−1u (M)ǫ−mKuu (G).(4)
Proposition 2 (Proposition 4.3.7 [3]). For any 0≤ p≤ n, µp ∈P(Ep),
and fn ∈ Bb(En) with osc(fn)≤ 1 there exists a function fµpp,n in Bb(Ep) with
osc(f
µp
p,n)≤ 1 such that for any ηp ∈ P(Ep) we have
|Φp,n(ηp)−Φp,n(µp)| ≤ β(Pp,n)‖Gp,n‖osc
ηp(Gp,n)
|(ηp − µp)(fµpp,n)|.(5)
Proposition 2 implies that for any µ, ν ∈ P(Ei) and ht ∈ Osc1(Et) there
exists hi ∈Osc1(Ei) such that
|[Φℓi,ti,t (ν)−Φ
ℓi,t
i,t (µ)](ht)| ≤ βℓi,t(P
ℓi,t
i,t )
‖Gℓi,ti,t ‖osc
ν(G
ℓi,t
i,t )
|(ν − µ)(hi)|.(6)
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Using the fact that we have for some positive function ϕ,
‖ϕ‖osc = ‖ϕ‖+osc(ϕ)≤ ‖ϕ‖
(
2− infy∈E ϕ(y)
supx∈E ϕ(x)
)
,
and, furthermore, βℓi,t(P
ℓi,t
i,t )≤ βi,t(P ) for any i≤ t and ℓi,t, we see
|[Φℓi,ti,t (ν)−Φ
ℓi,t
i,t (µ)](ht)|
(7)
≤ βi,t(P )
‖Gℓi,ti,t ‖
ν(G
ℓi,t
i,t )
[
2− infyi∈EiG
ℓi,t
i,t (yi)
‖Gℓi,ti,t ‖
]
|(ν − µ)(hi)|.
Thus under assumptions (G)u and (M)
(m)
u the error propagation in the
leader node filter can be characterized as follows:
|[Φℓi,ti,t (ν)−Φ
ℓi,t
i,t (µ)](ht)| ≤ (1− ǫ2u(M)ǫ(m−1)Kuu (G))⌊(t−i)/m⌋
(8)
× 2− ǫu(M)ǫ
mKu
u (G)
ǫu(M)ǫ
mKu
u (G)
|(ν − µ)(hi)|.
These results describe the propagation of one-step approximation error
through the nonlinear operator Φ
ℓi,t
i,t . They reveal the link between the ini-
tial error at time i and the propagated error at time t through the prop-
erties of the potential functions G
ℓi,t
i,t and the Dobrushin contraction coeffi-
cient βi,t(P ).
1.4. N -particle and parametric approximations. Let the sampling oper-
ator SN :P(E)→P(EN ) be defined as
SN (η)(h) =
1
N
N∑
k=1
h(ξk),(9)
where (ξ1, . . . , ξN ) is the i.i.d. sample from η. With this notation, the stan-
dard particle filter can be expressed using the distribution update recursion,
η̂t+1 = S
N (Φt+1(η̂t)).
The operation of the leader node with additional approximations, on the
other hand, is more complex. In particular, the standard particle filter re-
cursion is applied if ∆t+1 = 0 (leader node does not change). If ∆t+1 = 1,
there is a change in leader node, and there must be a transfer of information
from the current leader node to the next one. The communication of all N
particles is prohibitively costly in terms of energy. The leader node particle
filter therefore communicates a coarser approximation of its N -particle rep-
resentation. In this paper, we consider two possibilities for this additional
approximation step: (i) random subsampling (choosing Nb of the particles
at random); and (ii) parametric approximation of the filtering distribution.
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The subsampling leader node particle filter can then be expressed as
η̂
ℓ′0,t+1
t+1 = S
N ◦ SNb(Φℓ′tt+1(η̂
ℓ′0,t
t )) if ∆
′
t+1 = 1,
(10)
η̂
ℓ′0,t+1
t+1 = S
N (Φ
ℓ′t
t+1(η̂
ℓ′0,t
t )) if ∆
′
t+1 = 0.
Here η̂
ℓ′0,t
t is the distribution obtained via the sequence of the leader nodes ℓ
′
0,t
with the convention Φ
ℓ′−1
0 (η̂
ℓ′0,−1
−1 ) = η0 and Φ
ℓ′0
1 (η̂
ℓ′0,0
0 ) = S
N (η0)M1. In this
scenario, the sensor management step is accomplished via a suboptimal rule
using the approximate prediction of the target state
(ℓ′t+1,∆
′
t+1) =Υ
ℓ′t
t (Φ
ℓ′t
t+1(η̂
ℓ′0,t
t ),It).
There is also an additional subsampling operation (SNb) after the update
of the predictive posterior using the operator Φ
ℓ′t
t+1. Note that Nb < N so
that the communication cost of the leader node exchange is reduced, since
only Nb particles are transmitted. This step is followed by communication
of the subsampled particle set to the new leader node, and finally there
is an upsampling operation to regenerate N particles from the Nb-particle
approximation.
In order to express the parametric approximation particle filter in an
analogous fashion, we introduce an operator WNp :P(E)→P(ENp), which,
when applied to a measure ν ∈ P(E), constructs a parametric mixture ap-
proximation comprised of Np mixture components
WNp(ν)(h) =
Np∑
k=1
αkµθk(h).(11)
Here µθk ∈ P(E) is parameterized by a set of parameters θk and αk are
weights satisfying αk ≥ 0 and
∑
k αk = 1; θk and αk are estimated from ν.
Section 4 provides a concrete example ofWNp based on the greedy maximum
likelihood maximization. The parametric approximation particle filter can
then be expressed as
η̂
ℓ′0,t+1
t+1 = S
N ◦WNp ◦ SN (Φℓ
′
t
t+1(η̂
ℓ′0,t
t )) if ∆
′
t+1 = 1,
(12)
η̂
ℓ′0,t+1
t+1 = S
N (Φ
ℓ′t
t+1(η̂
ℓ′0,t
t )) if ∆
′
t+1 = 0.
Here if there is a leader node exchange (∆′t+1 = 1) the output of the standard
particle filter is fed into the parametric mixture approximation operator
that outputs parameters θk and weights αk, k = 1, . . . ,Np. These parameters
and weights are further transmitted to the new leader node to reduce the
communication cost. An N -particle approximation is then regenerated by
sampling from the mixture with parameters θk and weights αk.
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1.5. Problem statement. In this paper we study the additional approx-
imation errors arising during the leader node exchanges. These additional
approximation errors are the result of either additional random subsampling
in the subsample approximation leader node particle filter, or the additional
parametric approximation in the parametric leader node particle filter.
Let us denote η
ℓ0,t
t =Φ
ℓ0,t
0,t (η0) the true leader node distribution flow and ℓ0,t
the associated sequence of leader nodes obtained via the optimal sensor
management rule (ℓt+1,∆t+1) =Υ
ℓt
t (Φ
ℓt
t+1(η
ℓ0,t
t ),It). The approximate leader
node distribution flow η̂
ℓ′0,t
t defined by either (10) or (12) uses the sequence
of leader nodes obtained via the suboptimal sensor management rule, (ℓ′t+1,
∆′t+1) = Υ
ℓ′t
t (Φ
ℓ′t
t+1(η̂
ℓ′0,t
t ),It).
The global error between the true filtering distribution, η
ℓ0,t
t , and η̂
ℓ′0,t
t can
be split into two components:
E{|[ηℓ0,tt − η̂
ℓ′0,t
t ](ht)|p}1/p ≤ E{|[η
ℓ′0,t
t − η̂
ℓ′0,t
t ](ht)|p}1/p
+E{|[ηℓ0,tt − η
ℓ′0,t
t ](ht)|p}1/p.
Here the first term represents the error accumulated in the leader node
recursion because of the additional distribution approximations during the
leader node exchanges, and the second term represents the errors arising
due to the sub-optimality of the sensor management rule. In this paper we
study the errors of the first kind.
The global error of the first kind, η̂
ℓ′0,t
t − η
ℓ′0,t
t , can be related to the se-
quence of local approximation errors η̂
ℓ′0,i
i −Φ
ℓ′i−1
i (η̂
ℓ′0,i−1
i−1 ), i= 0, . . . , t [3]
η̂
ℓ′0,t
t − η
ℓ′0,t
t =
t∑
i=0
[Φ
ℓ′i,t
i,t (η̂
ℓ′0,i
i )−Φ
ℓ′i,t
i,t (Φ
ℓ′i−1
i (η̂
ℓ′0,i−1
i−1 ))].(13)
To simplify the notation in the rest of the article, we will use the follow-
ing convention, suppressing the explicit identification of the leader-node se-
quences; we will write η′t ≡ η
ℓ′0,t
t and ηt ≡ ηℓ0,tt , with associated mappings
Φt ≡Φℓt−1t and Φ′t ≡Φ
ℓ′t−1
t . Similarly we express the particle approximations
as η̂′t ≡ η̂
ℓ′0,t
t and η̂t ≡ η̂ℓ0,tt .
1.6. Paper organization. The rest of the paper is organized as follows.
Section 2 presents some foundational results that serve as the basis for our
analysis. In Section 3 we present error bounds and exponential inequalities
for the leader node particle filter that performs intermittent subsampling,
and in Section 4 we analyze the performance of this filter when it employs
parametric approximation. Section 5 describes numerical experiments that
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illustrate the performance of the algorithms we analyze and the relationship
to the bounds. Section 6 discusses related work, and Section 7 summarizes
the contribution and makes concluding remarks.
2. Bounds on errors induced by sampling. The following result bounds
the weak-sense Lp error induced by the sampling operator for functions
with finite oscillations. It is used to characterize the one-step approximation
errors in the leader node particle filter.
Lemma 1. Suppose ν ∈ P(E), then for any p≥ 1 and an E-measurable
function h with finite oscillations we have
E{|[ν − SN (ν)](h)|p}1/p ≤ c(p)1/pσ(h)√
N
,
where c(p) is defined as follows:
c(p) =
{
1, if p= 1,
2−p/2pΓ[p/2], if p > 1,
and Γ[·] is the Gamma function.
Proof. Since E{[ν − SN (ν)](h)} = ν(h)− ν(h) = 0, we have, from the
Chernov–Hoeffding inequality,
P{|[ν − SN (ν)](h)| ≥ ǫ} ≤ 2e−2Nǫ2/(σ2(h)).
We note that
P{|[ν − SN (ν)](h)|p ≥ ǫ}= P{|[ν − SN (ν)](h)| ≥ ǫ1/p},
and we have, from the Chernov–Hoeffding inequality,
P{|[ν − SN (ν)](h)| ≥ ǫ1/p} ≤ 2e−2Nǫ2/p/σ2(h).
Next we recall the following property:
E{|[ν − SN (ν)](h)|}=
∫ ∞
0
P{|[ν − SN (ν)](h)| ≥ ǫ}dǫ.
And finally we obtain
E{|[ν − SN (ν)](h)|p}1/p =
[∫ ∞
0
P{|[ν − SN (ν)](h)| ≥ ǫ1/p}dǫ
]1/p
≤
[
2
∫ ∞
0
e−2Nǫ
2/p/σ2(h) dǫ
]1/p
=
[
σp(h)p(2N)−p/2Γ
[
p
2
]]1/p
.
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Applying Lemma 7.3.3 of [3] allows us to set c(1) = 1 instead of c(1) =
2−1/2Γ[1/2] =
√
π/2, and this completes the proof. 
Lemma 1 tightens Lemma 7.3.3 from [3] and extends it to include non-
integer p. It is relatively straightforward to see why the sequence of con-
stants c(p) provides improvement over Lemma 7.3.3 from [3] that uses the se-
quence of constants d(p). For example, for even p= 2n, d(2n) = (2n)!/n!2−n
and the ratio of the two sequences is
d(2n)
c(2n)
=
(2n)!2−n
n!(2n)Γ(n)2−n
=
(2n− 1)!
n(n− 1)!Γ(n) =
Γ(2n)
nΓ(n)Γ(n)
=
1
nB(n,n)
.(14)
Here B is the Beta function. B(n,n) is a quickly decaying function. For
large n, Stirling’s approximation gives a simple expression for the Beta
function, B(n,n) ∼ √2πn−1/22−2n+1/2, yielding the large n Stirling’s ap-
proximation for (14),
d(2n)
c(2n)
∼ 1√
2πn
22n−1/2.
This shows that c(p) grows much slower with p than d(p).
The following theorem provides a bound on the moment-generating func-
tion of the empirical process
√
N [ν−SN (ν)](h). The result employs Lemma 1
to tighten Theorem 7.3.1 of [3].
Theorem 1. For any E-measurable function h such that σ(h)<∞, we
have for any ε
E{eε
√
N |[ν−SN (ν)](h)|} ≤ 1+εσ(h)
(
1−
√
π
2
+
√
π
2
e(ε
2/8)σ2(h)
[
1+Erf
[
εσ(h)√
8
]])
.
Proof. We first utilize the power series representation of the exponen-
tial
E{eε|[ν−SN (ν)](h)|}= 1+ εE{|[ν −SN (ν)](h)|}+
∑
n≥2
εn
n!
E{|[ν −SN (ν)](h)|n}.
Utilizing Lemma 1 we have
E{eε|[ν−SN(ν)](h)|}
≤ 1 + εσ(h)√
N
+
∑
n≥2
[
εσ(h)
(2N)1/2
]n Γ[n/2]
(n− 1)!
= 1 +
εσ(h)√
N
− εσ(h)
√
π√
2N
+
εσ(h)
√
π√
2N
eε
2σ2(h)/(8N)
[
1 +Erf
[
εσ(h)√
8N
]]
.
Choosing ε= ε
√
N and rearranging terms completes the proof. 
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The following corollary, containing a more tractable variation of the pre-
vious theorem, can be useful for deriving the exponential inequalities for the
particle approximations of Feynman–Kac models.
Corollary 1. For any E-measurable function h such that σ(h) <∞,
we have for any ε
E{eε
√
N |[ν−SN(ν)](h)|} ≤ (1 +
√
2πεσ(h))e(ε
2/8)σ2(h).
Proof. The proof is straightforward since supxErf(x) = 1, 1−
√
π/2<
0 and e(ε
2/8)σ2(h) ≥ 1. 
We note that the simplified estimate of the moment-generating function
in Corollary 1 is much tighter than the bound in Theorem 7.3.1 of [3] for
asymptotically large deviations ε while the more complex bound in Theo-
rem 1 is uniformly tighter over the range of ε.
3. Particle filters with intermittent subsampling. This section presents
an analysis of the error propagation in the leader node particle filter that
performs intermittent subsampling approximation steps. We focus on the
case where the number of particles N is constant, and the subsampling
approximation step always uses Nb particles. Our main results are a time-
uniform bound on the weak-sense Lp-error and an associated exponential
inequality.
3.1. Time-uniform error bounds and exponential inequalities. We now
analyze the global approximation error for the leader node particle filter
with intermittent subsampling defined by recursion (10). We first present
a theorem that specifies a time-uniform bound on the weak-sense Lp error.
Theorem 2. Suppose η̂′t is defined by (10) and assumptions (G)u
and (M)
(m)
u hold. Suppose further that P{∆′i = 1} ≤ qu for any i ≥ 0 and
0≤ qu ≤ 2/3. Then for a positive integer χ such that N = χNb, t≥ 0, p≥ 1
and ht ∈Osc1(Et) we have the time-uniform estimate
sup
t≥0
E{|[η̂′t − η′t](ht)|p}1/p ≤
ǫu,mc
1/p(p)√
N
(q1/pu
√
χ+ (1− qu)1/p),
where the constant ǫu,m is
ǫu,m =m(2− ǫu(M)ǫmKuu (G))/ǫ3u(M)ǫ(2m−1)Kuu (G).(15)
Proof. This and other technical proofs can be found in Section 8. 
The result can be generalized to cases where N is not an integer multiple
of Nb, at the expense of a slight loosening of the bound.
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Corollary 2. Suppose the assumptions of Theorem 2 apply, except we
allow any integer Nb <N . Then for any t≥ 0, p≥ 1 and ht ∈Osc1(Et) we
have the time-uniform estimate
sup
t≥0
E{|[η̂′t − η′t](ht)|p}1/p
≤ ǫu,mc1/p(p)
(
q1/pu
[
1√
N
+
1√
Nb
]
+ (1− qu)1/p 1√
N
)
.
Corollary 3. Under the same assumptions as Theorem 2, we have for
p ∈N and ht ∈Osc1(Et) the time-uniform estimate
sup
t≥0
E{|[η̂′t − η′t](ht)|p}1/p ≤
ǫu,mc
1/p(p)√
N
(quχ
p/2 + (1− qu))1/p.(16)
The intuitive implication of Theorem 2 and Corollary 3 is that rare ap-
proximation events have limited effect on the average approximation error
of the subsample leader node particle filter. The L2 error bound for the
standard particle filter is the same as (16) of Corollary 3 taken with p= 2,
except for the term (quχ+ (1− qu))1/2. This expression thus quantifies the
performance deterioration, in terms of L2 error bounds, due to the subsam-
ple approximation step.
If the compression factor, χ, is χ = 10, and subsample approximations
occur with probability 0.1, then the deterioration of the approximation error
captured, in terms of bounds, by the factor (0.1×10+(1−0.1))1/2 , is around
40%. The communication overhead, on the other hand, represented by the
total number of particles transmitted during leader node hand-off, is reduced
by a factor of 10. The compressed particle cloud exchanges are most efficient
in scenarios where the targets being tracked have slow dynamics and the
density of leader nodes is relatively low (both implying rare hand-off events),
but the tracking accuracy requirements and leader-to-leader communication
costs are high.
Theorem 3 below provides the exponential estimate for the probability of
large deviations of the approximate Feynman–Kac flows associated with the
subsample approximation particle filter.
Theorem 3. Suppose assumptions (G)u and (M)
(m)
u hold. Suppose fur-
ther that P{∆′i = 1} ≤ qu for i ≥ 0 and 0 ≤ qu ≤ 1. Then for any Nb <N ,
t≥ 0 and ht ∈Osc1(Et) we have
sup
t≥0
P{|[η̂′t − η′t](ht)| ≥ ǫ} ≤
(
1 + 4
√
2π
ε
√
N
ǫu,m
)
e−Nε
2/(2ǫ2u,m)
+ qu
(
1 + 4
√
2π
ε
√
Nb
ǫu,m
)
e−Nbε
2/(2ǫ2u,m).
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The implication of this theorem is that the tail probabilities of the ap-
proximation error can be significantly affected by the rare hand-off events.
Although the average approximation error bounds obtained in Corollary 3
appear encouraging, care should be exercised when selecting approximation
parameters to prevent the explosion of the tails of the approximation error
distribution. These tails characterize the probabilities of relatively rare, but
catastrophic events.
4. Particle filtering with intermittent parametric approximations. In
this section we analyze the error behavior of the leader node particle filter
described by recursion (12). This filter incorporates intermittent paramet-
ric mixture estimation of the filtering probability density. The probability
density estimation problem consists of estimating an unknown probability
density given the i.i.d. sample {ξi}1≤i≤N from this density. As before, let
(E,E) be a measurable space. Denote λ a σ-finite measure on E . Through-
out this section it is assumed that the underlying distribution has a density
if its Radon–Nikodym derivative with respect to λ exists.
We assume that with the sequence of the approximate filtering distri-
butions, Φ′i+1(η̂
′
i), there exists an associated and well-behaved sequence of
approximate filtering densities ddxi+1Φ
′
i+1(η̂
′
i) so that the mixture density es-
timation problem is well defined. The main result of the section, constituted
in Theorem 6, is a time-uniform, weak-sense Lp error bound characterizing
the expected behavior of the parametric approximation leader node particle
filter.
4.1. Parametric approximation. Within the Greedy Maximum Likeli-
hood (GML) framework proposed by Li and Barron [16], the discrepancy
between the target density f and its estimate is measured by the Kullback–
Leibler (KL) divergence. For any two measures ν and µ on E, KL-divergence
can be defined as follows:
D(ν‖µ) =
∫
log
dν
dµ
dν.(17)
We will also abuse notation by writing KL-divergence for two arbitrary
densities f and g in a similar fashion
D(f‖g) =
∫
log
f(x)
g(x)
f(x)dx.(18)
Consider the following class of bounded parametric probability densities:
Hi =
{
φθi(x) : θi ∈Θi, ai ≤ inf
θi,xi
φθi(xi), sup
θi,xi
φθi(xi)≤ bi
}
,
where 0 < ai < bi <∞ and Θi ⊂ Rdi defines the parameter space, and inf
and sup are taken over Θi and Ei. In the setting where the intermittent ap-
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Algorithm 1 GML
1 Given g1 ∈H,
2 for k = 2 to Np do
3 Find φθk ∈H and 0≤ αk ≤ 1 to maximize the function
4 (θ∗k, α
∗
k) = argmaxαk,θk
∑N
j=1 log((1− αk)gk−1(ξj) +αkφθk(ξj)).
5 Let gk = (1−α∗k)gk−1 + α∗kφθ∗k .
6 end for
proximation is accomplished using parametric approximation, we are looking
for a sequence of mixture density estimators of the filtering densities. We
thus define the class of bounded parametric densities, φθi(x), indexing it
by time-step i to emphasize that the parameterization can be time-varying.
The approximation is restricted to a class of discrete Np-component convex
combinations of the form
CNp,i = convNp(Hi)
=
{
g :g(x) =
Np∑
j=1
αi,jφθi,j (x), φθi,j ∈Hi,
Np∑
j=1
αi,j = 1, αi,j ≥ 0
}
.
As Np grows without bound, CNp,i converges to the class of continuous con-
vex combinations
Ci = conv(Hi) =
{
g :g(x) =
∫
Θ
φθi(x)P(dθi), φθi ∈Hi
}
.
The general framework for the greedy approximation of arbitrary cost
functions is discussed in [24]. The particular instance of this more general
framework is the GML for mixture approximation (see [16]). The corre-
sponding computational routine, a sequential greedy maximum likelihood,
associated with this procedure and based on the sample (ξi)1≤i≤N from the
target density f is summarized in the form of Algorithm 1. The optimiza-
tion step in this algorithm can be performed with any standard numerical
nonlinear optimization technique.
4.2. Local error analysis. The attractive features of Algorithm 1 are
threefold. First, the algorithm simplifies the ML density estimation pro-
cedure. Instead of facing the Np-mixture estimation problem we only have
to solve Np 2-mixture estimation problems [16]. Second, there are several
bounds on approximation and sampling errors of Algorithm 1 in terms of
KL-divergence (see [16] and [21]). In this section we extend the existing re-
sults and perform the Lp error analysis. Third, it was shown [16] that the
performance of the greedy algorithm converges to the performance of the
optimal mixture estimation algorithm as N and Np become large.
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Here we state the relevant results from [16] that will be of use in fur-
ther analysis. The following notation is introduced to facilitate presenta-
tion. Assuming that f is a target density and g ∈ C we denote D(f‖C) =
infg∈CD(f‖g), the least possible divergence (bias) between a target den-
sity, f , and a member g from the class of continuous convex combinations C.
Furthermore, assuming that the target density f is known, the analytical es-
timator gNp ∈ CNp can be obtained by solving the following greedy recursion
for i= 2, . . . ,Np (see Algorithm 1):
(θ∗k, α
∗
k) = argmax
αk ,θk
∫
log((1−αk)gk−1(x) +αkφθk(x))f(x)dx.
Alternatively, ĝNp ∈ CNp is an empirical Np-mixture estimator constructed
using Algorithm 1 based on a sample from the target density, f .
The following theorem (see [16]) reveals an important general property of
the GML algorithm. It bounds the divergence between the target density and
the analytical estimator gNp . The bound is the sum of two terms. The first is
the divergence between the target density and an arbitrary approximating
density gC ∈ C. The second term involves γ, the upper bound on the log-
ratio of two arbitrary functions from class C, and c2f,C , a class dependent
constant (see [16] for more detail). For example, for the class of densities
bounded below by a and above by b we have c2f,C ≤ (b/a)2. This second term
features Np as a denominator, so it tends toward zero as the number of
components in the mixture grows.
Theorem 4 (Li and Barron [16], Theorem 2). For every gC(x) ∈ C
D(f‖gNp)≤D(f‖gC) +
γc2f,C
Np
.
Here,
c2f,C =
∫ ∫
Θ φ
2
θ(x)P(dθ)
(
∫
Θφθ(x)P(dθ))
2
f(x)dx,
and γ = 4[log(3
√
e) + supθ1,θ2∈Θ,x∈E log(φθ1(x)/φθ2(x))].
One of the consequences of Theorem 4 is the following relationship be-
tween an arbitrary gC(x) ∈ C and the empirical GML algorithm output
ĝNp ∈ CNp [16]:
1
N
N∑
i=1
log ĝNp(ξi)≥ 1
N
N∑
i=1
log gC(ξi)−
γc2f,C
Np
.(19)
Clearly, it also follows directly from Theorem 4 that D(f‖gNp)≤D(f‖C) +
γc2f,C
Np
. Thus Theorem 4 establishes a strong formal argument that shows that
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the greedy density estimate converges to the best possible estimate as Np
grows without bound.
Our next goal is to connect the existing results on the performance of the
GML in terms of the KL-divergence to its performance in terms of Lp error
metric. Our next result reveals the Lp error bound characterizing the average
performance of the GML algorithm. The bound consists of two components
which arise because we split the total error into approximation error (the
distance between the best analytical distribution gNp and f ) and sampling
error (the additional error arising because the empirical estimator ĝNp is
derived from a sample from f , rather than f itself). The approximation
error bound follows directly from Theorem 4.
The bound on the sampling error is expressed in terms of the packing
number D(ε,H, dN ), which is the maximum number of ε-separated points
in H (the class of parametric density functions) and the entropy integral∫ b
0
√
log(1 +D(ε,H, dN ))dε,
both defined with respect to the empirical semimetric dN , which, in its turn,
is defined for h1, h2 ∈H as follows:
d2N (h1, h2) =
1
N
N∑
k=1
(h1(ξk)− h2(ξk))2.
Examples of classes of functions with converging entropy integral can be
found in [21] and [22].
Theorem 5. Suppose ĝNp ∈ CNp is constructed using Algorithm 1 and
ĜNp ∈ P(E) is the distribution associated with ĝNp . Suppose further that
there exists density f associated with the target distribution F ∈ P(E). Then
for any h ∈ Bb(E) with ‖h‖osc ≤ 1, p≥ 1, and N,Np ∈N we have
E{|[ĜNp − F ](h)|p}1/p
≤
√
2
[
8
a
√
N
(
2c2/p(p/2) + (p/4)!CE
∫ b
0
√
log(1 +D(ε,H, dN )) dε
)
+
γc2f,C
Np
+D(f‖C)
]1/2
,
where c(p) = 1 if 1/2≤ p < 1 and C is a universal constant.4
The following corollary addresses the special case when the target den-
sity f lies within the class of continuous convex combinations, C. In this
case, the approximation error bound approaches 0 as the number of mixture
components grows.
4See [22] for details.
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Corollary 4. Suppose that the assumptions of Theorem 5 hold. Sup-
pose in addition that f ∈ C then we have for any p≥ 1
E{|[ĜNp − F ](h)|p}1/p
≤
√
2
[
8
a
√
N
(
2c2/p(p/2) + (p/4)!CE
∫ b
0
√
log(1 +D(ε,H, dN )) dε
)
+ 4 log(3
√
e(b/a))
(b/a)2
Np
]1/2
.
Proof. The proof follows from the fact that under the additional as-
sumption we have D(f‖C) = 0. Furthermore, we note that under this as-
sumption c2f,C ≤ (b/a)2 and γ = 4 log(3
√
e(b/a)). 
4.3. Time-uniform error bounds. In this section we present a result spec-
ifying time-uniform error bounds for the leader node particle filter perform-
ing parametric approximation. The result links the properties of Markov
transitions Mi and error bounds for parametric GML approximation (Theo-
rem 5) with the propagation of approximation errors through Feynman–Kac
operators. It is based on the following observations.
In the context of the GML algorithm and the leader node recursion (12)
the operator WNp can be described as follows:
d
dxi+1
WNp ◦ SN (Φ′i+1(η̂′i)) =
Np∑
j=1
αi,jφθi,j .
This means that in this context our target density is ddxi+1Φ
′
i+1(η̂
′
i) and we
obtain an i.i.d. sample from this density through the particle filtering step.
Based on the i.i.d. sample we estimate the weights, αi,j , and parameters, θi,j ,
of a mixture using Algorithm 1. In the following we study the conditions for
the unbiased estimation of our target density and then formulate our main
result for the parametric approximation leader node particle filter.
Suppose we can write the Markov kernel Mi via its density function
pi(xi|xi−1) [3]
Mi(xi−1,dxi) = Pr{Xi ∈ dxi|Xi−1 = xi−1}= pi(xi|xi−1)dxi = pϑi(xi)dxi,
where we explicitly assume that the structure of the kernel Mi can be cap-
tured by a set of parameters ϑi ∈ Θi ⊂ Rdi (these parameters may include
the state-value xi−1). We can further define a class Mi of such densities
Mi = {pϑi(xi) :ϑi ∈Θi ⊂Rdi}.
Furthermore, using the definitions of the one-step Boltzmann–Gibbs trans-
formation and the associated Feynman–Kac operator we see that the distri-
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bution at time i+ 1 is related to the distribution at time i as follows:
dΦ′i+1(η̂
′
i)
dxi+1
=
∫
pi+1(xi+1|xi)G
Sℓ′
i
i (xi)
η′i(G
Sℓ′
i
i )
dη̂′i.
Thus for a Markov kernel with pϑi+1(xi+1) ∈Mi+1 we can rewrite the pre-
vious equation with a suitable change of measure
dΦ′i+1(η̂
′
i)
dxi+1
=
∫
Θi+1
pϑi+1(xi+1)P(dϑi+1).
This implies that for an N -particle approximation η̂′i [see (12)] we have
that
dΦ′i+1(η̂
′
i)
dxi+1
∈ convN (Mi+1) and, as N grows without bound, we have
dΦ′i+1(η̂
′
i)
dxi+1
∈ conv(Mi+1). Therefore the bias of the GML algorithm in the
leader node particle filter setting is determined by the properties of Markov
transition kernel Mi+1 and the class of approximating densities Hi+1. In
particular, for the Markov kernel with pϑi+1(xi+1) ∈Mi+1 and a sufficiently
rich class Hi+1, such that Mi+1 ⊆ Hi+1 we have asymptotically unbiased
approximation [recall that Ci+1 = conv(Hi+1)]
D
(
dΦ′i+1(η̂
′
i)
dxi+1
∥∥∥Ci+1)= 0.
The preceding discussion can be summarized in the form of a concise as-
sumption:
• (H)u: The Markov kernels associated with the target dynamics can be
expressed in the form Mi(xi−1,dxi) = pϑi(xi)dxi. The class of densities
associated with Mi is defined as Mi = {pϑi(xi) :ϑi ∈ Θi ⊂ Rdi}. Algo-
rithm 1 exploits such classes Hi that there exist strictly positive numbers
au = infi≥0 ai, bu = supi≥0 bi satisfying 0< au < bu <∞ and for any i≥ 0
we have
Mi ⊆Hi.
The following result describes the analog of Theorem 2 for the case of a
parametric approximation particle filter using the GML algorithm.
Theorem 6. Suppose η̂′t is defined by (12) and assumptions (G)u, (M)
(m)
u
and (H)u hold. Suppose further that P{∆′i = 1} ≤ qu for any i ≥ 0 and
0 ≤ qu ≤ 1. Then for any Np,N ≥ 1, t ≥ 0, p ≥ 1 and ht ∈ Osc1(Et) we
have the time uniform bound
sup
t≥0
E{|[η̂′t − η′t](ht)|p}1/p
≤ ǫu,m
[
c1/p(p)√
N
+ q1/pu
[
16
au
√
N
(
2c2/p(p/2) +C(p/4)!
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× sup
i≥0
E
∫ bi
0
log1/2(1 +D(ε,Hi, dN )) dε
)
+8 log
(
3
√
ebu
au
)
b2u
a2uNp
]1/2]
.
The above theorem provides an error bound for the parametric approxi-
mation particle filter (using the GML algorithm to perform approximation)
that is similar in structure to that specified for the subsampling approx-
imation particle filter. The error bound consists of two distinct contribu-
tions, one ( c
1/p(p)√
N
) corresponding to the normal operation of the filter and
the other capturing the impact of the additional parametric approxima-
tion. The bound on this second contribution is derived directly from the
bound expressed in Corollary 4. The theorem establishes a requirement on
the sequence of approximating classes Hi leading to unbiased approximation
of distribution flows. The requirement is that the Markov transition kernel
must have an associated bounded density and this density must be a member
of the class Hi. This condition is reminiscent of the modeling assumptions
that underpin Gaussian sum particle filtering (see, e.g., [10]), where the
premise is that the filtering density can asymptotically be represented as an
infinite sum of Gaussians.
5. Numerical experiments. In this section we present the results of nu-
merical experiments exploring the performance of the leader node particle
filter. The experiments provide an example of how the subsampling and para-
metric approximation particle filters can be applied in a practical tracking
problem. They provide an opportunity to compare the performance of the
two algorithms and to examine whether practical behavior is similar to that
predicted by the theoretical analysis.
We adopt the following information acquisition and target movement
models. The state of the target is two-dimensional with dynamics [9]
Xt =Xt−1 + r0([cosϕt; sinϕt]) + vt.
Here r0 is a constant (we set r0 = 0.02), and ϕt, vt are independent and
uniformly distributed vt ∼ U [0,1], ϕt ∼ U [−π,π]. Kl = 20 leader nodes and
Ks = 200 satellite nodes are distributed uniformly in the unit square. A satel-
lite sensor node j with coordinates sj = [s1,j, s2,j] can transmit its measure-
ment to any active leader node within the connectivity radius rc. The con-
nectivity radius is set to rc =
√
2 log(Ks)/Ks. We assume that any active
leader node can route an approximation of its posterior representation to
any other potential leader node.
The measurement equation of every satellite sensor is the binary detec-
tor [1] capable of detecting a target within radius rd with probability pd and
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false alarm rate pf
P{Y jt = 1|Xt}=
{
pd, if Xt ∈X jd ,
pf , if Xt /∈X jd ,
where the detection region X jd of satellite sensor j is defined as X jd = {x :‖x−
sj‖2 ≤ rd}. To perform sensor selection step we use the mutual informa-
tion (MI) criterion [17]
ℓt+1 = arg max
ℓt+1∈L
I(Xt+1, Y
Sℓt+1
t+1 |y
Sℓ1
1 , . . . , y
Sℓt
t ).(20)
Here the mutual information is defined as
I(Xt+1, Y
Sℓt+1
t+1 |y
Sℓ1
1 , . . . , y
Sℓt
t )
=
∫
p(xt+1, y
Sℓt+1
t+1 |y
Sℓ1
1 , . . . , y
Sℓt
t )
× log
(
p(xt+1, y
Sℓt+1
t+1 |y
Sℓ1
1 , . . . , y
Sℓt
t )
p(xt+1|ySℓ11 , . . . , y
Sℓt
t )p(y
Sℓt+1
t+1 |y
Sℓ1
1 , . . . , y
Sℓt
t )
)
dxdy,
y
Sℓ1
1 , . . . , y
Sℓt
t denotes the entire history of measurements, and the random
variable Y
Sℓt+1
t+1 denotes the (potential) set of measurements at time t+1 by
the set of satellite sensor nodes (Sℓt+1) of a candidate leader node ℓt+1.
Williams et al. pointed out in [23] that the application of the one-step mu-
tual information criterion for sensor selection can result in undesirable leader
node bouncing (frequent, unnecessary hand-off). To prevent this, Williams
et al. proposed a finite-time horizon dynamic program [23]. In our simu-
lations we use a simpler randomized algorithm to control the leader node
exchange rate. In this algorithm the current leader node flips a biased coin
with the probability of the flip outcome being 1 equal to λ. If the outcome
is 1 then the current leader node calculates the mutual information criterion.
It then applies (20) to determine if the current particle representation should
be transferred to a new leader node that is more likely to make informative
measurements. The leader node exchange rule can then be represented as
∆t+1 =
{
1, if (ut ≥ λ) and (ℓt+1 6= ℓt),
0, otherwise,
where ut is uniformly distributed in [0,1]. With this approach, the compu-
tational load for each leader node is significantly reduced, and the commu-
nication overhead can be regulated by the choice of λ. However, the value
of λ should be tailored depending on the application. In our experiments we
fix λ= 1/5. Note that equations for ∆t+1 and ℓt+1 define the structure of
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Fig. 2. Performance (RMSE) of different fusion schemes versus time: ▽ denotes the
scheme with fixed leader node selected at initialization; + denotes the scheme with leader
node selected using approximate Mutual Information (MI) criterion and nonparametric
(subsampling) approximation with Nb = 10;  denotes the scheme with leader node selected
using approximate MI criterion but no subsampling approximation (Nb = 300); and ◦
denotes the centralized scheme using the entire set of measurements from all sensors.
an example sensor management rule Υℓtt , which was formulated in a more
general form in Section 1.
We consider two leader node particle filtering algorithms, with one em-
ploying nonparametric approximation (subsampling) and the other using
parametric approximation. To create a subsample for transmission in the
nonparametric framework we use the general residual resampling scheme [7].
The parametric leader node particle filter is implemented using the GML al-
gorithm with Np components. Each component consists of a two-dimensional
Gaussian density with diagonal covariance matrix. The mean vector and co-
variance matrix are estimated using the particle representation available at
the current leader node. To implement the GML algorithm we used the stan-
dard MATLAB nonlinear optimization routine fmincon (see [19] for details
of the implementation).
In the following we report the simulation results obtained using the set-up
discussed above. All results are achieved using 5,000 Monte Carlo trials, and
in each trial a new trajectory of the target is generated.
Figure 2 depicts the performance in terms of Root Mean Squared Error
(RMSE) between the true position of the target and its estimate using dif-
ferent information diffusion schemes. The first scheme denoted by ▽ corre-
sponds to the situation when the leader node is selected at the initialization
and is fixed throughout the tracking exercise. The second and third schemes
denoted by + and  respectively correspond to nonparametric leader node
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algorithms using Nb = 10 and Nb = 300 particles for communications, re-
spectively. The fourth scheme denoted by ◦ corresponds to the centralized
scenario when all the measurements available from every sensor at every
time step t are used to track the target. Note that the baseline particle filter
uses N = 300 particles (this value was selected after experimentation with
multiple values of N because it provides sufficient accuracy without induc-
ing unnecessary computational overhead) in all scenarios (so the Nb = 300
case corresponds to no subsampling). We can see from Figure 2 that the
centralized scheme is only marginally better than the leader node scenario
without compression (N = Nb = 300). This confirms that our leader node
selection based on the approximate mutual information is a valid approach.
The leader node particle filter that uses a very small number of transmit-
ted particles (Nb = 10) performs comparably well. This suggests that there
are practical scenarios where a particle filter can incorporate aggressive ap-
proximation to reduce communication overhead without incurring a signifi-
cant penalty in tracking accuracy. The fixed leader node approach performs
poorly because the activated sensors only provide useful information when
the target is nearby.
In the next set of results, we explore the approximation error, that is, the
error induced by both sampling and the additional parametric/subsampling
approximations. The RMSE combines both approximation error and estima-
tion error resulting from the inaccuracy and/or ambiguity of the measure-
ment information. We can estimate a Root Mean Squared Approximation
Error (RMSAE) by calculating the error between a candidate particle filter
and an “ideal” reference particle filter. As our reference filter, we employ
a particle filter that uses N = 3,000 particles, with no approximation during
hand-off. For each of the 5,000 Monte Carlo trials, we apply this reference
filter to generate location estimates. The approximation error for our test
filters is measured relative to these estimates rather than the true locations.
Figure 3 depicts how the approximation performance is affected as the
number of particles in the subsampling step (Nb) changes and the number
of components in the mixture model (Np) is varied. The performance is
measured in terms of the RMSAE increase relative to a leader node particle
filter that performs no additional approximation.
Figure 3 indicates that the performance of the leader node particle filter
has interesting dynamic structure. In particular, in the time period t ∈ [1,50]
we can see an articulated transient behavior [see Figure 3(a), Nb = 10 in
particular]. The transient in these curves arises because the particle rep-
resentation of the target location density is initially highly dispersed and
multi-modal. However, as time progresses (t ∈ [51,100]) the particle repre-
sentation of the target becomes more localized and closer to unimodal, so
approximation performance improves significantly. Qualitatively, the perfor-
mance deteriorates gracefully with respect to the extent of the compression
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(a) (b)
Fig. 3. Deterioration of performance as a function of ( a) varying number of transmitted
particles and (b) varying number of transmitted mixture components for the leader node
particle filter. The performance deterioration is measured as the ratio of the RMSAE of
a leader node particle filter (with subsampling or parametric approximation) to that of
a leader node particle filter with no approximation (Nb = 300). ( a) Nonparametric leader
node particle filter. (b) Parametric leader node particle filter.
during hand-off (reduction in number of particles or components), as theo-
retically predicted in the previous sections.
For the final performance analysis, we define a compression factor as the
ratio of the number of particles used during regular particle filter compu-
tations to the number of values transmitted during the hand-off. For the
subsample approximation case, this is simply N/Nb. In our case of a Gaus-
sian mixture, variance information is transmitted in addition to the locations
of the Gaussians and the mixture weights, so the factor is 2N/5Np. Figure 4
presents a box-plot depicting performance deterioration (ratio of approxima-
tion error of the leader node with Nb <N and the leader node with Nb =N )
versus the compression factor. Both the median and the maximal deviations
of the performance deterioration scale smoothly with changing compression
factor. Parametric approximation clearly outperforms subsampling.
For the subsampling case, Corollary 3 provides an analytical bound on
the expected approximation error. The curve based on this result [depicting
the factor (quχ + (1 − qu))1/2; experimentally measured qu never exceeds
λ/2] is shown in Figure 4(a) and provides a meaningful characterization
of the expected performance deterioration. For comparison purposes, we
include a bound derived based on a simple worst-case assumption that the
subsample approximation particle filter performs only as well as a particle
filter that uses Nb particles at all times. The bound developed in this paper
clearly provides a better indication of the performance deterioration.
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(a) (b)
Fig. 4. The relationship between deterioration of approximation performance and com-
pression factor. The performance deterioration is measured as the ratio of the RMSAE of
a leader node particle filter (subsampling or parametric approximation) to that of a leader
node particle filter with no approximation (Nb = 300). The compression factor is the ra-
tio of N to the number of values transmitted during leader node exchange. The boxes
show lower quartile, median and upper quartile. Whiskers depict 1.5 times the interquar-
tile range, and the + values denote outliers. ( a) Nonparametric leader node particle filter.
 denotes the naive performance deterioration characterization,
√
N/Nb. ◦ denotes the
proposed characterization captured by Corollary 3. (b) Parametric leader node particle
filter.
6. Related work. In [11] Kunita studied the asymptotic behavior of the
error and stability of the filter that has an ergodic signal transition semi-
group with respect to the initial distribution. Ocone and Pardoux [18] ad-
dressed the stability of linear filters with respect to a non-Gaussian initial
condition and examined the stability of nonlinear filters in the case where
the signal diffusion is convergent. Although interesting, the results in [11, 18]
address the optimal filtering scenario, and more relevant to our study is the
analysis of approximately optimal filters (especially particle filters). Impor-
tant results concerning the stability of particle filters have been developed
over the past decade [2–5, 7, 12, 13, 15].
The Feynman–Kac semigroup approach to the stability analysis of particle
filters has been described and developed by Del Moral, Miclo and Guion-
net in [3–5]. The authors study the stability properties of general nonlinear
Feynman–Kac semigroups under a variety of assumptions. The Dobrushin
contraction coefficient of the underlying Markov chain plays a central role
in the analysis. In [5], Del Moral and Miclo formulate the conditions for
the exponential asymptotic stability of the Feynman–Kac semigroup and
bound the Lyapunov constant and Dobrushin coefficient. One of the ap-
plications of these results is a time-uniform upper bound on the error of
interacting particle systems. In [3], Del Moral provides an extensive anal-
ysis of the properties of Feynman–Kac semigroups. His analysis forms the
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basis for our study in this paper, particularly in the case of the subsampling
approximation particle filter.
Stability analysis for particle filters is frequently built on relatively strong
assumptions about the mixing and ergodicity properties of the underlying
Markov transitions of the signal (target state). There have been some ef-
forts to relax these types of assumptions. In [13, 15], Le Gland and Oud-
jane study the stability and convergence rates for particle filters using the
Hilbert projective metric. In [15], they relax the signal mixing assumptions
by employing a specific, “robust” particle filter architecture with truncated
likelihood functions.
In the subsampling approximation particle filter analyzed in this paper,
the number of particles varies over time. Crisan et al. examine the stability
of branching and interacting particle systems in [2]; in these systems the
population size also varies because at each time step a particle generates
a random number of offspring. The properties of the resulting particle filter
depend on the initial number of particles. The variation in the number of
particles is clearly very different from that of the subsampling approximation
particle filter, so the results are not directly applicable.
Thus far we have discussed previous work that has addressed particle
filter stability when the error arises due to the sampling approximation.
The sampling error is dependent on the resampling schemes, and Douc et
al. have provided theoretical results that allow various resampling schemes
to be compared [7].
Le Gland et al. provide uniform convergence results for the regularized
particle filters [12, 13]. Although there is some similarity to the parametric
approximation particle filter we analyze, the purpose of the approximation
is very different. It is not performed intermittently to reduce computation
or communication cost, but rather is performed every time step with a com-
plex model (N components). From an algorithmic standpoint, there are also
similarities with the Gaussian sum particle filter [10], but the theoretical
analysis of this filter is less developed.
There has been some work addressing the analysis of the leader node
particle filter [9]. Although simulation (and to some extent, experimental)
results indicate that instability effects are rarely observed in the leader node
particle filtering, prior to our work, the theoretical bounds on estimation
error for leader node particle filtering using intermittent parametric approx-
imation grow exponentially over time [9].
7. Concluding remarks. We have presented the analysis of the leader
node particle filter that performs intermittent approximation. Our main re-
sults have the form of upper bounds on the expected Lp approximation
error of the leader node particle filter that occasionally employs either sub-
sampling or parametric approximations of the filtering distribution. Such
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approximation steps become necessary when particle filters are deployed on
resource-constrained platforms, where the resource can be energy, memory or
computational power. The important conclusion of our analysis is that these
approximation steps do not induce instability, and moreover, the frequency
of the approximation steps significantly affects the extent of performance
degradation. If the approximation steps are rare, then the compression can
be significant (a subset of subsamples or a few mixture components are used
during leader node exchange), and the error remains reasonable. Numerical
experiments indicate that the bound for the subsample approximation par-
ticle filter provides a meaningful characterization of practical approximation
performance.
8. Proofs of theorems.
Proof of Theorem 2. We begin by applying Minkowski’s inequality
to (13):
E{|[η̂′t − η′t](ht)|p}1/p ≤
t∑
i=0
E{|[Φ′i,t(η̂′i)−Φ′i,t(Φ′i(η̂′i−1))](ht)|p}1/p,
and then using (7), (3) and (4) we have
t∑
i=0
E{|[Φ′i,t(η̂′i)−Φ′i,t(Φ′i(η̂′i−1))](hi)|p}1/p
≤ 2− ǫu(M)ǫ
mKu
u (G)
ǫu(M)ǫ
mKu
u (G)
×
t∑
i=0
(1− ǫ2u(M)ǫ(m−1)Kuu (G))⌊(t−i)/m⌋E{|[η̂′i −Φ′i(η̂′i−1)](hi)|p}1/p.
Next we analyze each individual expectation under the sum above. In partic-
ular, using the structure of the algorithm defined in (10) and the definition
of sampling operator introduced in (9) we can rewrite the terms comprising
the sum in the following explicit way:
E{|[η̂′i −Φ′i(η̂′i−1)](hi)|p}1/p
= E{|[∆′iSN ◦ SNb(Φ′i(η̂′i−1)) + (1−∆′i)SN (Φ′i(η̂′i−1))(21)
−Φ′i(η̂′i−1)](hi)|p}1/p.
Grouping the terms and using Minkowski’s inequality again, we conclude
E{|[η̂′i −Φ′i(η̂′i−1)](hi)|p}1/p
≤ E{|∆′i[SN ◦ SNb(Φ′i(η̂′i−1))−Φ′i(η̂′i−1)](hi)|p}1/p
+E{|(1−∆′i)[SN (Φ′i(η̂′i−1))−Φ′i(η̂′i−1)](hi)|p}1/p.
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Adding and subtracting ∆′iS
Nb(Φ′i(η̂
′
i−1)) in the first term, we have
E{|[η̂′i −Φ′i(η̂′i−1)](hi)|p}1/p
≤ E{|∆′i[SN ◦ SNb(Φ′i(η̂′i−1))− SNb(Φ′i(η̂′i−1))](hi)|p}1/p
(22)
+ E{|∆′i[SNb(Φ′i(η̂′i−1))−Φ′i(η̂′i−1)](hi)|p}1/p
+ E{|(1−∆′i)[SN (Φ′i(η̂′i−1))−Φ′i(η̂′i−1)](hi)|p}1/p.
We see that each error term under the sum splits into three individual terms,
describing the approximation paths the leader node algorithm can follow at
time i. If N = χNb, then the N -particle approximation after subsampling
can be recovered from the Nb-particle approximation without error by repli-
cating the Nb-particle approximation χ times. Thus the first term in (22) is
zero.
The analysis of the remaining two terms is similar. We first concentrate on
the second term. Recall that (ℓ′i,∆
′
i) = Υ
ℓ′i−1
i−1 (Φ
′
i(η̂
ℓ′0 : i−1
i−1 ),Ii−1). Thus given
the σ-algebra Fi−1 and the realization of the measurement taken by leader
node ℓ′i−1, Y
Sℓ′
i−1
i−1 = y
Sℓ′
i−1
i−1 , the output of the decision rule is independent of
the sampling error, [SN (Φ′i(η̂
′
i−1))−Φ′i(η̂′i−1)](hi). We exploit this Markovian
nature of the decision rule and apply Lemma 1 to the conditional expectation
rendering the following bound:
E{|∆′i[SNb(Φ′i(η̂′i−1))−Φ′i(η̂′i−1)](hi)|p}1/p
= E{∆′iE{|[SNb(Φ′i(η̂′i−1))−Φ′i(η̂′i−1)](hi)|p|Fi−1, Y
Sℓ′
i−1
i−1 = y
Sℓ′
i−1
i−1 }}1/p(23)
≤ c
1/p(p)√
Nb
q
1/p
i .
Combining the analysis results for all three terms, we obtain
E{|[η̂′i −Φ′i(η̂′i−1)](ht)|p}1/p ≤ c1/p(p)
(
q
1/p
i
1√
Nb
+ (1− qi)1/p 1√
N
)
.
We note that the expression in brackets has the form ϕ(qi) = q
1/p
i (α+ β) +
(1− qi)1/pα for some β > α≥ 0. For p≥ 1, ϕ(qi) has maximum at qi = qmax,
qmax =
1
1+ [(α+ β)/α]p/(1−p)
.
We have that ϕ(qi) is nondecreasing on qi ∈ [0, qmax] and nonincreasing on
qi ∈ (qmax,1]. Noting that [(α+ β)/α]p/(1−p) is increasing in p we obtain
qmax ≥ 1
1 + [α/(α+ β)]
≥ inf
β : β>α
1
1 + [α/(α+ β)]
= 2/3.
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Thus if qu ≤ 2/3≤ qmax, then for any i≥ 0 we have
E{|[η̂′i −Φ′i(η̂′i−1)](ht)|p}1/p ≤ c1/p(p)
(
q1/pu
1√
Nb
+ (1− qu)1/p 1√
N
)
.
Finally, noting [3] that
t∑
i=0
(1− ǫ2u(M)ǫ(m−1)Kuu (G))⌊(t−i)/m⌋ ≤
m
ǫ2u(M)ǫ
(m−1)Ku
u (G)
,(24)
we complete the proof of theorem. 
Proof of Corollary 2. The corollary follows by allowing for sam-
pling error to arise in the first term in (22):
E{|∆′i[SN ◦ SNb(Φ′i(η̂′i−1))− SNb(Φ′i(η̂′i−1))](hi)|p}1/p ≤
c1/p(p)√
N
q
1/p
i
and incorporating this error bound throughout the rest of the proof of The-
orem 2. 
Proof of Corollary 3. Starting with (21), we perform a different
error decomposition expanding the power. We observe that ∆′i(1−∆′i) = 0
and that if N = χNb for integer χ, we can reconstruct an N -sample repre-
sentation from the Nb sample with no additional error. Thus
E{|[η̂′i −Φ′i(η̂′i−1)](hi)|p}1/p
≤ E{∆′i|[SNb(Φ′i(η̂′i−1))−Φ′i(η̂′i−1)](hi)|p
+ (1−∆′i)|[SN (Φ′i(η̂′i−1))−Φ′i(η̂′i−1)](hi)|p}1/p.
Applying the same conditioning as in (23) and utilizing Lemma 1,
E{|[η̂′i −Φ′i(η̂′i−1)](hi)|p}1/p ≤
c(p)1/p√
N
(qiχ
p/2 + (1− qi))1/p.(25)
We note that χ≥ 1 and qiχ+(1− qi)≤ quχ+(1− qu) under the assumption
qi ≤ qu. The final step in the proof involves applying (24) as in the proof of
Theorem 2. 
Proof of Theorem 3. Using the triangle inequality in (13), following
the methodology presented in Theorem 2 and denoting ωi = (1− ǫ2u(M)×
ǫ
(m−1)
u (G))⌊(t−i)/m⌋ and a= 2−ǫu(M)ǫ
m
u (G)
ǫu(M)ǫmu (G)
we have
|[η̂′t − η′t](ht)| ≤ a
t∑
i=0
ωi|[η̂′i −Φ′i(η̂′i−1)](hi)|.
Using the structure of the algorithm defined in (10) and the definition of
sampling operator introduced in (9), we obtain the following (similarly to
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Theorem 2):
|[η̂′t − η′t](ht)| ≤ Z1 +Z2,
where
Z1 = a
t∑
i=0
ωi∆
′
i|[SN ◦ SNb(Φ′i(η̂′i−1))− SNb(Φ′i(η̂′i−1))](hi)|
+ a
t∑
i=0
ωi(1−∆′i)|[SN (Φ′i(η̂′i−1))−Φ′i(η̂′i−1)](hi)|,
Z2 = a
t∑
i=0
ωi∆
′
i|[SNb(Φ′i(η̂′i−1))−Φ′i(η̂′i−1)](hi)|.
Noting that
sup
t≥0
P{|[η̂′t − η′t](ht)| ≥ ǫ} ≤ sup
t≥0
P{Z1 +Z2 ≥ ǫ}
and using the fact that for any couple of random variables Z1,Z2 we have
(Z1+Z2 ≥ 1)→ ((Z1 ≥ 1/2) or (Z2 ≥ 1/2)) and thus P{X+Y ≥ ε} ≤ P{X ≥
ε/2}+ P{Y ≥ ε/2}, we have
sup
t≥0
P{|[η̂′t − η′t](ht)| ≥ ǫ} ≤ sup
t≥0
P{Z1 ≥ ǫ/2}+ sup
t≥0
P{Z2 ≥ ǫ/2}.
Now applying Markov’s inequality we conclude
sup
t≥0
P{|[η̂′t − η′t](ht)| ≥ ǫ} ≤ sup
t≥0
e−τ1ǫ/2E{eτ1Z1}+ sup
t≥0
e−τ2ǫ/2E{eτ2Z2}.
Next we apply the exponential series expansion,
E{eτ1Z1}=
∑
n≥0
τn1
n!
E{Zn1 },(26)
and use the fact that according to the following conditioning argument and
Lemma 1, we have
E{Zn1 }1/n = (E{Zn1 |∆′i = 1}P{∆′i = 1}+ E{Zn1 |∆′i = 0}P{∆′i = 0})1/n
≤ a
t∑
i=0
ωi(qic(n)N
−n/2 + (1− qi)c(n)N−n/2)1/n = c
1/n(n)√
N
a
t∑
i=0
ωi.
Noting that a
∑t
i=0ωi ≤ ǫu,m we have that E{Zn1 } ≤ ǫnu,mc(n)N−n/2. Substi-
tuting this into (26) and employing the same simplifications as in the proofs
of Theorem 1 and Corollary 1 we obtain
e−ετ1/2E{eτ1Z1} ≤
(
1 +
√
2π
τ1ǫu,m√
N
)
eτ
2
1 ǫ
2
u,m/(8N)−ετ1/2.
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Applying similar analysis to e−ετ2/2E{eτ2Z2} and choosing τ1 = 2εNǫ2u,m and
τ2 =
2Nbε
ǫ2u,m
completes the proof. 
Proof of Theorem 5. Using Pinsker’s inequality,
∫ |f − g|≤√2D(f‖g),
[6] we have
E{|[ĜNp − F ](h)|p}1/p ≤
√
2[E{D(f‖ĝNp)p/2}2/p]1/2.
Now, suppose p ≥ 2. The following decomposition can be used to analyze
the previous expression:
D(f‖ĝNp) =D(f‖ĝNp)−D(f‖C) +D(f‖C).
Denoting g∗ = argming∈CD(f‖g) we have the following modification of the
decomposition proposed by Rakhlin et al. in [21]:
D(f‖ĝNp)−D(f‖C) =−
∫
log ĝNp(x)F (dx) +
1
N
N∑
i=1
log ĝNp(ξi)
+
1
N
N∑
i=1
log g∗(ξi)− 1
N
N∑
i=1
log ĝNp(ξi)
+
∫
log g∗(x)F (dx)− 1
N
N∑
i=1
log g∗(ξi).
Applying (19) to the middle term we see
D(f‖ĝNp)−D(f‖C)
≤ |[F − SN (F )](log ĝNp)|+ |[F − SN (F )](log g∗)|+ γc
2
f,C
Np
.
By the definition of D(f‖C) it follows that D(f‖ĝNp) −D(f‖C) ≥ 0, and
thus we conclude
|D(f‖ĝNp)−D(f‖C)| ≤ 2 sup
g∈C
|[F − SN (F )](log g)|+ γc
2
f,C
Np
.
This allows us to split the effect of approximation and sampling errors by
applying Minkowski’s inequality (since p≥ 2),
E{D(f‖ĝNp)p/2}2/p ≤ 2E
{[
sup
g∈C
|[F − SN (F )](log g)|
]p/2}2/p
+
γc2f,C
Np
+D(f‖C).
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The next step of the proof makes use of a symmetrization argument.
We recall the definition of the Rademacher sequence (εk) as a sequence of
independent random variables taking values in {−1,+1} with P{εk = 1}=
P{εk = −1} = 1/2. Denote by SNε the generator of the signed Rademacher
measure (with ξk being the samples from µ)
SNε (µ)(h) =
1
N
N∑
k=1
εkh(ξk).
Using the symmetrization lemma (see, e.g., Lemma 2.3.1 in [22] or Lem-
ma 6.3 in [14]), we deduce
E
{[
sup
g∈C
|[F − SN (F )](log g)|
]p/2}2/p
≤ 2E
{[
sup
g∈C
|SNε (F )(log g)|
]p/2}2/p
.
Denoting κ(x)= g(x)−1 and using the fact [20] that ϕ(κ(x))=a log(κ(x)+1)
is a contraction,5 we apply the comparison inequality (Theorem 4.12 in [14]),
observing that [·]p/2 is convex and increasing for p≥ 2, and κ is a bounded
function
E
{[
sup
g∈C
|SNε (F )(log g)|
]p/2}2/p
≤ 2
a
E
{[
sup
g∈C
|SNε (F )(g)|
]p/2}2/p
+
2
a
E{|SNε (F )(1)|p/2}2/p.
Applying the same technique used to prove Lemma 1 we have
E{|SNε (F )(1)|p/2}2/p = E
{∣∣∣∣∣ 1N
N∑
i=1
εi
∣∣∣∣∣
p/2}2/p
≤ 2c
2/p(p/2)√
N
.
On the other hand, using the representation of g ∈ C and exchanging the
order of integration and summation
|SNε (F )(g)| =
∣∣∣∣∣ 1N
N∑
i=1
εi
∫
θ∈Θ
φθ(ξi)P(dθ)
∣∣∣∣∣
≤ sup
θ∈Θ
∣∣∣∣∣ 1N
N∑
i=1
εiφθ(ξi)
∣∣∣∣∣,
and we conclude
E
{[
sup
g∈C
|SNε (F )(g)|
]p/2}2/p
≤ E
{[
sup
g∈H
|SNε (F )(g)|
]p/2}2/p
.
5The function ϕ :R→ R is a contraction if we have |ϕ(x)−ϕ(y)| ≤ |x− y|,∀x, y ∈E.
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The Orlicz norm [3, 22] πψp(Y ) of a random variable Y is defined, for
a nondecreasing convex function ψp(x) = e
xp − 1, as
πψp(Y ) = inf{C > 0 :E{ψp(|Y |/C)} ≤ 1}.
By Hoeffding’s inequality the Rademacher process SNε (F )(g) is sub-Gaussian
for the semimetric dN [22]. Using the fact that E{Xp}1/p ≤ (p/2)!πψ2(X)
(see, e.g., Lemma 7.3.5 in [3] or [22], page 105, Problem 4), we deduce
EEε
{[
sup
g∈H
|SNε (F )(g)|
]p/2}2/p
≤ (p/4)!Eπψ2
(
sup
g∈H
|SNε (F )(g)|
)
.
In addition, since SNε (F )(g) is sub-Gaussian, we have for some universal
constant C (see proof of Corollary 2.2.8 in [22])
Eπψ2
(
sup
g∈H
|SNε (F )(g)|
)
≤ C√
N
E
∫ b
0
√
log(1 +D(ε,H, dN ))dε.
Combining the above we have
E{|[ĜNp − F ](h)|p}1/p
≤
√
2
[
8
a
√
N
(
2c2/p(p/2) + (p/4)!CE
∫ b
0
√
log(1 +D(ε,H, dN )) dε
)
+
γc2f,C
Np
+D(f‖C)
]1/2
.
Finally, suppose 1≤ p < 2. In this case using Jensen’s inequality we have
E{D(f‖ĝNp)p/2}2/p ≤ E{D(f‖ĝNp)}.
Thus the above analysis applies if we choose p = 2, and the proof is now
complete. 
Proof of Theorem 6. Using the same argument as in Theorem 2 we
have
E{|[η̂′t − η′t](ht)|p}1/p
≤ 2− ǫu(M)ǫ
mKu
u (G)
ǫu(M)ǫ
mKu
u (G)
t∑
i=0
βi,t(P )E{|[η̂′i −Φ′i(η̂′i−1)](hi)|p}1/p.
Based on (12), ĜNpi+1 =WNp ◦ SN (Φ′i+1(η̂
ℓ′0,i
i )) and Minkowski inequality we
have the decomposition for each individual expectation under the sum above:
E{|[η̂′i −Φ′i(η̂′i−1)](hi)|p}1/p
≤ E{|∆′i[SN (Ĝi
Np
)− ĜiNp ](hi)
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+ (1−∆′i)[SN (Φ′i(η̂′i−1))−Φ′i(η̂′i−1)](hi)|p}1/p
+E{|∆′i[Ĝi
Np −Φ′i(η̂′i−1)](hi)|p}1/p.
Using the same conditioning argument as in Theorem 2 and applying Corol-
lary 4 based on the assumption (H)u to the last term we have
E{|∆′i[Ĝi
Np −Φ′i(η̂′i−1)](hi)|p}1/p
= E{E{∆′i|[Ĝi
Np −Φ′i(η̂′i−1)](hi)|p|Fi−1, Y
Sℓi−1
i−1 = y
Sℓi−1
i−1 }}1/p
≤ q1/pi
√
2
[
8
ai
√
N
(
2c2/p(p/2)
+ (p/4)!CE
∫ bi
0
√
log(1 +D(ε,Hi, dN )) dε
)
+ 4 log(3
√
e(bi/ai))
(bi/ai)
2
Np
]1/2
.
Next we apply Lemma 1 and the same conditioning argument as in Theo-
rem 3 to the remaining term and conclude that since qi ≤ qu, then for any
i≥ 0 we have the time-uniform estimate
E{|[η̂′i −Φ′i(η̂′i−1)](hi)|p}1/p
≤ c
1/p(p)√
N
+ q1/pu
√
2
×
[
8
au
√
N
(
2c2/p(p/2)
+ (p/4)!C sup
i≥0
E
∫ bi
0
√
log(1 +D(ε,Hi, dN ))dε
)
+ 4 log(3
√
e(bu/au))
(bu/au)
2
Np
]1/2
.
This along with (3) and (24) completes the proof of theorem. 
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