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ABSTRACT
The advent of space telescopes has begun a new age of discovery – there are trillions
of exoplanets orbiting stars other than the Sun waiting to be found, each of which is
its own world with its own climate.
The majority of dynamical modelling of exoplanets to date has focussed on tidally
locked planets, due to the assumed likelihood that most planets we have discovered
will be in this state. However, there is a growing body of evidence that suggests that
close-in planets need not be tidally locked, and a survey of our Solar System shows
that there are at least 8 planets that are not.
We address the question of how relaxing the assumption of tidal locking changes the
climate of a terrestrial planet. We show that the atmospheric circulation is sensitive to
the speed of the diurnal cycle, a key ratio being the speed compared with the internal
wave speed of the atmosphere. Equatorial superrotation is shown to be modulated
by the presence of a diurnal cycle, and in some circumstances completely eliminated.
The results are explored in the context of a remote observer looking at the planet
through a telescope and recording a thermal phase curve. Observations of exoplanets
have shown both eastward and westward offsets of the hottest face of an exoplanet
from the brightest, implying distinct heat redistribution patterns. We investigate
the relationship between asynchronous rotation and the thermal phase curve offset
and in particular consider the inverse problem: can the rotation rate of a planet be
inferred from its phase curve? We demonstrate with an idealised model that hot
spot offsets to both the east and west are possible when the planet is allowed to spin
independently of its orbital rate.
Lastly, the idea of a moving heat source of the diurnal cycle is generalised and its
application to an unsolved peculiarity in the climate of Earth is investigated. The
Madden-Julian Oscillation (MJO), a quasi-periodic system of deep cloud convection
and increased rainfall in the tropics on Earth, is modelled as an equatorial moving
forcing, akin to the diurnal cycle of a slowly rotating exoplanet. We propose a simple
dynamical model that has characteristics of the MJO and investigate its properties.
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1 · INTRODUCTION
We are at the beginning of a new era of discovery – the discovery of planets orbiting
other stars beyond our Sun. First discovered in the 1980s, space telescopes such as
Kepler, Hubble and TESS have now found thousands of exoplanets, orbiting stars of
all shapes and sizes (it is somewhat of a cliché in exoplanetary literature to begin
“To date, there are n known exoplanets”, only for it to be outdated in days). These
discoveries inspire us to imagine what it might be like to land on one of these distant
planets, could they support life as we know it?
As our computational models of the Earth’s atmosphere have improved, so now we
wish to expand their remit – to cover planets of different sizes, orbital configurations
and atmospheric composition. There now exists a wide body of numerical models
of exoplanets, especially hot Jupiters (for example Cooper and Showman (2005),
Hammond and Pierrehumbert (2017), and Kataria, Showman, Fortney, et al. (2015)).
Showman, Menou, and Cho (2007) provide a comprehensive summary of the early
work done in modelling hot Jupiters. The terrestrial Proxima Centuari b was dis-
covered in 2016 orbiting our nearest neighbour star (Anglada-Escudé et al. 2016),
its similarity to Earth in terms of size and emission temperature induced a surge
in interest in exoplanetary science both in the scientific community and with the
general public, and has inspired a number of dynamical studies (Turbet et al. 2016,
for example). However, study of individual planets cannot hope to capture the full
range of possible climates that exist in the universe. We need general theories of
how the global characteristics of an exoplanet, such as rotation rate, orbital rate or
atmospheric composition, determine the climate. This thesis will address the question
of how the diurnal cycle and rotation rate of a planet affect its circulation, and what
1
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we may be able to infer of these properties from remote observations.
1.1 From Earth to Exoplanet
There are billions of stars in our galaxy alone, potentially all of which could host one
or more planets. Statistical analysis of known exoplanets and planetary candidates
suggests that 22% of Sun-like stars host Earth-like planets (Petigura, Howard, and
Marcy 2013). There are approximately 50 billion GK-class stars in the Milky Way,
meaning more than 10 billion Earth-like planets in our galaxy alone. If we assume
our galaxy is typical, and there are 100 million more galaxies like it in the observable
universe, there are trillions of exoplanets to discover.
But what does “Earth-like” mean? In the context of this study, Earth-like means of
equivalent size and receiving a similar amount of incoming radiation from its star.
The Earth has many features that distinguish it from the other planets in the Solar
System: size, distance from star, atmospheric & surface composition, tectonic activity
to name but a few. We know almost none of this with a degree of certainty about
planets outside the Solar System. If we were to travel to one of these planets, we
would probably hope that the definition of Earth-like would be something such as:
temperate, oxygen rich atmosphere, liquid water, maybe something to eat – generally
suitable for sustaining life as we know it. There is a huge gulf in the level of detail of
a planet we can detect remotely, and that which might tell us what it would be like
to be on the surface of the planet, looking up.
Until relatively recently, this was true even of the planets in our Solar System. It
wasn’t until the advent of radio telescopes in the late 1950s and probe descents
through the atmosphere that the surface temperature of Venus could be accurately
constrained. Before this, given its outwardly similar appearance to Earth, similar size
and effective temperature, most assumed that below the cloud deck was a temperate
troposphere. Yet the surface temperature of Venus is 500 ◦C and the atmospheric
circulation is dominated by a single equatorial jet, not mid-latitudinal jets as on Earth
(Ingersoll 2013). To a distant observer, the outward appearance of Venus and Earth
are both “Earth-like”, yet the atmospheric conditions of each are very different. For
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Figure 1.1: Exoplanets classified by size and semi-major axis. All currently known exoplan-
ets classified by orbital semi-major axis (abscissa), size (ordinate) and detection
method (colour). For reference, Earth is shown in red. Note the log scale on the
semi-major axis. Data from http://exoplanet.eu, accessed 15 Aug 18
exoplanets, we have even less data than for Venus, but we still wish to answer some
fundamental questions about their atmospheres and surface conditions; what are the
large-scale temperature and wind patterns on these distant planets?
The vast majority of planets we have discovered so far tend to be relatively large,
and close in to their host star (see fig. 1.1). This is mostly a case of selection bias in
detection methods. Big planets close to their star are easiest to spot; if they pass in
front of the host star they provide a strong transit signal (discussed in more detail
in the next chapter), as they orbit they can also produce a detectable wobble in the
star’s position as they both orbit a shared centre of gravity. Statistical analysis of data
from the Kepler space telescope suggests that it is likely that small planets, and those
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further out from their parent star, are much more abundant than current observation
rates suggest (Batalha 2014). We can hope that in the very near future we may begin
to more evenly sample the population of exoplanets, the recently launched Transiting
Exoplanet Survey Satellite (TESS) and the long-delayed but much anticipated James
Webb Space Telescope (JWST) both have the technology and remit to hunt for smaller,
further out terrestrial exoplanets.
As fig. 1.1 shows, even when considering only radius and orbit size, the known
exoplanets span a wide range of configurations. These differences will lead to a
similarly diverse range of climates; if we wish to model these planets using a General
Circulation Model (GCM), this will prove a challenge.
Until recently, GCMs have been developed primarily to model the weather and climate
of the Earth. While general in name, in the grand scheme of planetary systems they are
highly tuned to the specific conditions here on Earth: a fast rotator, temperature and
pressure ranges that encompass the triple point of water, and a chemical composition
of the atmosphere that exhibits greenhouse-effects. These conditions are not typical
of the other planets in our solar-system, and so existing numerical models have had
to be highly modified to be applied outside of Earth. A climate model has been
adapted to model Venus; a slowly rotating planet with high surface temperature
and pressure, and a much deeper atmosphere than Earth (Lee, Lewis, and Read
2005). The Laboratoire de Météorologie Dynamique (LMD) GCM has been adapted
to model Mars (Angelats i Coll et al. 2005), and recently the NCAR Weather Research
and Forecasting (WRF) model has been decoupled from Earth (Soto et al. 2015). A
comprehensive dataset of simulated conditions now exist for Mars and Venus. These
models are our best approximation to the conditions found on those planets; they
represent a huge amount of research and development to recreate dynamics that
agree with observations.
It is possible to develop specialised models of the planets in the Solar System. It
will not be feasible to develop a specialised model for every exoplanet. Therefore in
addition to the study of specific planets, we require a more general theory of planetary
climate dynamics, one that transcends the specifics of an individual configuration,
taking the pioneering geophysical fluid dynamics (GFD) approximations of Rossby,
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Eady and Lindzen developed to explain the weather phenomena on Earth and applying
them to a wider range of planetary regimes. This has of course already begun,
with notable generalised exoplanet studies of habitability (Joshi 2003), atmospheric
turbulence (Cho et al. 2008), and climate sensitivity to a number of orbital and
atmospheric parameters (Kaspi and Showman 2015; Showman, Lewis, and Fortney
2015).
This thesis continues on this path, extending the parameter space considered to
investigate the effect of a diurnal cycle on planetary climate, something that has not
been extensively studied.
While the study of exoplanet climates is furthering our understanding of atmospheric
dynamics beyond the narrow parameter regime of Earth, we wish also to tie our
theory to a tangible feature of an exoplanet that is observable with current technology.
So in addition to addressing the general circulation of an exoplanet, we will also
attempt to understand an inverse problem: how we might identify the climate regime
from the limited remote observations we have available to us from Earth-based or
near-Earth telescopes.
1.2 What drives large-scale dynamics?
In broad strokes, the large-scale dynamics of a dry atmosphere are a response to
differential heating. In the case of Earth, or terrestrial exoplanets which we will
assume have no internal heating, this forcing is provided by the incoming stellar
radiation. The starlight is most severe at the substellar point – the point at which the
stellar zenith angle is perpendicular to the surface – and decreases proportionally to
the cosine of the angle from this point on the surface, shown in fig. 1.2.
The planet is heated in one area, and cools radiatively everywhere. This temperature
gradient produces pressure differences and induces flow, redistributing the heat until
a balance between advective and radiative energy flux is struck. In the absence of
turbulent motion, the diffusive timescale of the atmosphere is relatively long so the
primary mechanism of heat redistribution is advective, not diffusive. The distribution
6 INTRODUCTION
S0
Substellar
Point
Antistellar
Point
Longitude
Star Planet
Terminator
Figure 1.2: Incomingstellar radiationThe incoming radiation fromthe star is aplane-parallel
beam irradiating one hemisphere, the “day side”. The substellar point, denoted
with a cross, is the point at which the star is observed directly overhead. This
always exists somewhere on the planet. At the terminator the angle of incidence
goes to 90° and beyond the planet is dark. The antistellar point is found at the
antipode of the substellar point.
of incoming radiation depends on the orbital parameters of the planet, shown in
fig. 1.3. The rotation rate of the planet Ω, the obliquity of this rotation relative to
the orbital plane δ, and the period of orbit Γ all influence the position and change of
incoming radiation over time. For planets with a low orbital obliquity and eccentricity,
which is true for present-day Earth and for the exoplanets we will imagine in this
study, the equator is hotter than the poles, the day side hotter than night.
In the prototypical planetary atmosphere there are two important factors that will
determine how the heat is redistributed: rotation and stratification. In general,
increasing the rotation or stratification leads to tighter spatial constraints on the fluid
motion, inhibiting mixing and leading to step-wise profiles of physical properties,
often resulting in shear flows and the inevitable growth of instabilities. The rotation of
the planet is felt through the Coriolis force – not really a true “force” but a consequence
of the rotational frame of reference and the geometry of a spherical planet – which,
on Earth, acts to deflect motion to the right in the Northern Hemisphere and to the
left in the Southern.
A classic example of rotationally constrained flows is seen in the clouds of Jupiter,
the visible bands are jets (of largely laminar flow) moving in alternate directions
between which there are narrow interface regions of high shear, where instabilities
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δ
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Γ
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Figure 1.3: Basic orbital mechanics. A planet orbiting a star in a circular orbit with orbital
rate Γ . The planet is rotating at rotation rateΩ about a rotational axis, which is at
an obliquity angle δ to the normal of the ecliptic plane. The orbit is circular, so
eccentricity ε= 0.
and small-scale turbulent structures exist. Strong rotation acts to prevent variation
in the direction of the rotational vector; a qualitative understanding of the flow in
such cases can be modelled using two-dimensional models. Figure 1.4 shows the
cloud deck of Jupiter as observed by the Hubble Space Telescope, and the vorticity
field of a two-dimensional shallow-water model of Jupiter developed by Scott and
Polvani (2007). In the simulation, an isotropic stochastic perturbation is applied to
the system at small-scales; from this random forcing the strong gradient of Coriolis
force causes coherent zonal structures to form. The similarity in appearance with the
weather layer of Jupiter is not a coincidence. While there is much more going on
in the interior of the planet that is not captured by this idealised model, it can still
provide insight into some of the dynamics at play.
Much of the theory in this thesis will be presented in terms of the waves that exist
in the atmosphere and the interaction between them. Rotation is necessary for
an important wave mode in the atmosphere – Rossby waves propagate due to the
presence of a rotational gradient. As will be shown, interactions between Rossby
waves and other waves are key to explaining dynamical phenomena observed in
exoplanetary atmospheres, especially for the transport of angular momentum to the
equatorial region necessary to support superrotation, a dynamical regime that does
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Figure 1.4: Shallow water model of Jupiter The vorticity field of a shallow water model
of Jupiter (le) and an image of Jupiter taken by Hubble in 2017. The shallow
water equations are forced isotropically with a stochastic forcing at small-scales.
The Coriolis force gradient in the meridional direction leads to coherent zonal jet
structures to form in the flow, as observed on Jupiter and Earth. Le from Scott
and Polvani (2007), right from NASA (2017).
not in general exist on Earth, but is a common state for other planets and exoplanets.
Stratification too is essential to the propagation of waves in the atmosphere. Com-
pared to other geophysical fluids such as the ocean or core mantle, the atmosphere
is a gas and strongly stratified, with density and pressure falling exponentially with
height. As a simple back-of-the envelope calculation, we can calculate a characteristic
height of the atmosphere over which pressure and density decay. A column of air
at rest is in hydrostatic equilibrium, i.e. the vertical pressure force balances that of
gravity acting on the mass of the atmosphere,
dp
dz
= −ρg, (1.1)
where p = p(z) is the pressure and ρ = ρ(z) is the density of the air. Assuming
that the column behaves as an ideal gas, p = ρRd T where T ' 250 K is the mean
temperature of the column of the atmosphere in the tropics (see the List of Symbols
and Constants for a list of common definitions and constants), we obtain a relationship
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between pressure and average temperature,
dp
dz
= − g
Rd T
p. (1.2)
This ODE is easily solved for both pressure and density
p = p0e
−z/H , (1.3)
ρ = ρ0e
−z/H , (1.4)
where H = RT/g ' 7.5 km is the e-folding height of the atmosphere i.e. density of
the atmosphere decreases by a factor of e approximately every 7.5 km. This is also
known as the scale height of the atmosphere and is a useful metric for comparative
studies between planets. Compare this to the scale of variation in the horizontal
direction, for example typical weather patterns in the Earth’s atmosphere have a
scale of L ∼ 1000 km, or the solar forcing L ∼ a ∼ 6000km, we see that the aspect
ratio of the atmosphere, H/L, is very small; the scales are vastly different and this
needs to be taken into account when modelling the stratified nature of the system –
an approximation valid for the horizontal flow may not apply in the vertical.
Interfacial waves, those along a boundary of distinct density difference such as seen
on the surface of the ocean, can exist at distinct air mass density boundaries but are
rare in the atmosphere. However, surface waves have a fundamental relationship with
internal waves; it will be shown later that the equations of motion can be represented
as a series of vertical modes, each of which is associated with horizontal motion
equivalent to shallow water waves propagating on surface of an ocean.
The combination of both stratification and rotation leads to further dynamics, namely
in the generation of baroclinic instability, the process responsible for generating
undulations in the jet stream and the so-called “storm-track” in the mid-latitudes on
Earth. It is the minimisation of potential density, a function of both vertical pressure
and meridional temperature gradients that generates the synoptic scale storms and
the cause of the uncertainty in the weather conditions well observed over a winter in
Devon.
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Internal waves, inertial and gravitational, are capable of redistributing heat and
momentum through the atmosphere, producing non-local effects and teleconnections
that correlate distant parts of the planet with local effects. Wave packets excited in
the atmosphere have characteristic phase and group velocities, these provide natural
length and timescales of the dynamical response and can be used to characterise the
region of parameter space in which a planet exists. We will often use the framework
of linear wave dynamics to explain the global patterns observed in our models of the
atmosphere.
This thesis will address the question: How does the relaxing the assumption that
an exoplanet is tidally locked change its climate? We will use a series of numerical
models to approximate and simulate the atmosphere of terrestrial exoplanets and
determine the climate dependence on the presence (or lack of) a diurnal cycle. If a
change in climate is observed in the model, we wish to understand how this might
be observed from a distant point such as Earth. We will describe the link between
the thermal phase curve of an observed planet and its possible orbital parameters.
And from this we will address an inverse problem – can the rotation rate of a planet
be inferred from its phase curve?
1.3 Some notes on notation
Exoplanets can be found in their trillions, and likely exceed our imagination for
novel orbital configurations. There are, however, symmetries of the rotating shallow
atmospheric shell model that mean that we don’t need to consider every value of a
parameter to fully describe the state space. In an attempt to retain some intuition for
the results presented, as much as possible we will try to keep a commonality with
the familiar parameters of Earth.
Rotation and orbital rate of a planet can vary both in magnitude and sign, but in terms
of the effect on the forcing felt on the atmosphere there is a symmetry of Ω→−Ω,
Γ → −Γ . As rotation largely defines the coordinate system on Earth we choose to
always keep Ω≥ 0, an anti-clockwise rotation about the north pole, and allow the
orbit to go in both directions about the host star. Consistent with expectations from
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Earth, this allows us to use the cardinal points to describe the system. The rotation
vector Ω always goes through the North and South poles, the North pole is defined
as the one about which rotation is anti-clockwise, as on Earth. East is prograde with
respect to Ω, in the direction of increasing longitude. The term prograde will be used
to describe motion in the direction of rotation, retrograde in the opposite direction.
All this is to say, when looking at maps of exoplanets the rotational asymmetry is the
same as on Earth and so direct comparisons can be made.
Unless otherwise stated, the atmosphere will be dry with an Earth-like composition,
using the values of thermodynamic properties stated in the table of constants. Gravity
and planetary radius will be kept constant at Earth’s values. For simplicity, higher
moments of orbit – obliquity, eccentricity, precession etc. – are all zero so that orbits
are perfectly circular. Therefore all modelled planets have a constant orbital rate, Γ ,
the substellar point is always on the equator, and the strength of stellar irradiation is
constant in time.
Due to the very high aspect-ratio of terrestrial planetary atmospheres, there will often
be a scale separation between horizontal motion and vertical motion. Unless stated
otherwise, the Laplacian operator applied to a three-dimensional field will act in the
horizontal only
∇2ψ= ∂ 2ψ
∂ x2
+
∂ 2ψ
∂ y2
, (1.5)
with equivalent metric terms included when working with a spherical geometry. The
divergence operator, ∇·, will apply to all dimensions of the vector field. If we wish
to apply it along a specific plane, it will be denoted with the dimension omitted as
subscript. For example, divergence in the horizontal is given by
∇z · u = ∂ u
∂ x
+
∂ v
∂ y
. (1.6)
1.4 An outline of what follows
While it would be good to immediately get into the problem at hand, it is helpful to
define the system we will be working with and the models of the atmosphere that we
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will rely on for the remainder of this thesis. Chapter 2 introduces the equations of
motion of the atmosphere. Starting from the most complete set of equations — the
Navier-Stokes equations of fluid motion and thermodynamics — we derive a series
of approximations to more easily identify relationships of cause and effect, hopefully
a greater gain in understanding offsetting a smaller loss in fidelity.
In chapter 3 we provide an overview of exoplanets and previous work done on the
modelling of exoplanetary atmospheres — what we know and what we do not. We
will discuss detection methods, specifically transit detection, and the thermal phase
curve that is created by continuous monitoring of an exoplanet orbiting a distant star.
We identify several key features of the exoplanet atmospheric circulation, especially
where they differ from our intuition of the weather on Earth.
It is common to assume that an exoplanet is tidally locked, its rotation rate equal to
orbital rate, as the moon is to Earth. Due to the strong gravitational tidal forces acting
over small distances tidal locking is a likely state for planets close-in to their host star,
but not universal, as is clear from our Solar System where none of the planets are
tidally locked1. In chapter 4 we investigate the relationship between the offset in the
observed thermal phase curve and the rotation and orbital rate of a planet. Using a
shallow water approximation of the atmosphere, we show that an offset in the phase
curve of an observed exoplanet could be a result of asynchronous rotation, with both
prograde and retrograde offsets feasible when only these two orbital parameters are
varied.
Shallow water theory does not tell the whole story of atmospheric circulation, and so
in chapter 5 we extend our investigation into three dimensions. The introduction of
vertical stratification allows for more complex dynamics; where our shallow water
solutions converged to a steady state, in the stratified system inherent instabilities
mean that we only ever obtain a statistically steady state, baroclinic instability and
turbulent motion produce synoptic scale variation but can also provide a source of
momentum for the mean flow, generating coherent jets. We show that the formation
of a superrotational jet, a robust feature of many “fully-featured” general circulation
1Mercury is technically tidally locked, but due to its high orbital eccentricity it is locked in a 3:2
orbital resonance and so still has a diurnal cycle.
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models of tidally locked exoplanets, is modulated by the presence and direction of a
diurnal cycle. The results of chapter 4 are shown to qualitatively agree with those of
the stratified model; we discuss the differences between the two and the utility of
the shallow water model in capturing the large-scale dynamics of a diurnally forced
planet.
We have an interest in exploring how the results of our exoplanet studies could be
applied to further understanding of our own atmosphere here on Earth. Chapter 6
introduces the problem of explaining the underlying mechanism that drives the
Madden-Julian Oscillation, a perturbation in the largely homogeneous weather in the
tropics. Propagating slowly eastward, it is the primary source of variability in tropical
weather but it is not well understood – operational weather forecasting models have
difficulty in reproducing both its intensity and propagation speed, and the physical
driving forces of the MJO are still unknown. Again using a shallow water formulation,
this time with a simple parameterisation of the effects of water vapour advection and
condensation, we show the feedback of latent heat release onto the atmosphere can
induce a self-perpetuating response and slowly propagating perturbation, analogous
to the thermal response leading the diurnal cycle on an exoplanet.
The vast proportion of the numerical studies presented in this thesis were performed
using Isca, an open-source fork of the Princeton GFDL FMS flexible modelling system.
Isca was developed primarily here at the University of Exeter. Appendix A provides a
basic overview of the model, the physics it simulates and the numerical schemes.
Finally in chapter 7 we draw all these threads together to discuss the results in the
context of astrophysical research, and how they could inform future studies as our
observational and computational technologies improve.

2 · IDEALISEDMODELS
The motions of the atmosphere are described by the Navier-Stokes fluid equations,
and the laws of thermodynamics. These comprise a set of coupled, nonlinear partial
differential equations that cannot be directly solved. There are two approaches to
proceed:
1. Solve the equations numerically.
2. Reduce the equations to a simpler system.
To understand the dynamics of exoplanetary atmospheres, neither of these choices
alone are entirely satisfactory. Using the biggest and most powerful supercomputers
and discretising the domain, we can simulate the motion of the atmosphere to a
reasonable level of fidelity. The MetOffice operational weather forecast, one of the
most sophisticated models in terms of physical processes and interactions represented
in an atmosphere, can, given sufficient processing power, compute the weather on
surface of the Earth with a resolution on the order of 10 km2. The forecast may be
accurate in telling us how the weather is; it is the result of hundreds of interactions
all influencing the state and therein lies its limitation as a tool if we wish to gain
an understanding of why the weather is. Once combined, the individual effects are
inseparable from the net result. Furthermore, a complex model requires a complex
initial state. We need to know the bulk conditions to get the climate correct – radiation
balance, atmospheric composition, surface interactions; specific local observations
across the surface and throughout the atmosphere are needed to get the weather
right.
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Reducing the equations to a simpler set eliminates parameters; fewer interactions and
fewer unknowns allows causal relationships to be drawn between physical process
and climatology. However, in simplifying the equations we have to make assumptions
about how to simplify. We must justify the removal or omission of physical processes
in a consistent manner, otherwise the model is a model, but not necessarily a model
of the atmosphere. And in simplifying we inevitably lose fidelity. A simple model
may tell us why the jet stream exists, and has undulations over the United Kingdom,
but it won’t tell us where they are at a given time.
All of this applies to exoplanetary atmospheres. For an exoplanet few, if any at all, of
the input parameters will be known to a high degree of certainty, for every unknown
we can make an educated guess, but we must also consider its impact on the larger
climate if it varies. Or, we can apply a simpler model to eliminate it, and understand
that this makes the conclusions drawn much more general.
In this thesis we apply a combination of both approaches, using models of various
complexity to study the influence of diurnal timescales on the exoplanet dynamics.
All of these models have their roots in the Navier–Stokes equations so we will begin
there. By making assumptions on the scale and nature of the atmosphere, from this
we derive a series of simpler systems. These will be used in the upcoming chapters
to demonstrate the relationship between diurnal cycle and characteristic features of
the exoplanet climatology.
2.1 Equations of motion
The dynamics of a dry, chemically well-mixed atmosphere will be described by a state
vector comprising of velocity u = (u, v, w), temperature, T , pressure, p and fluid
density, ρ. The domain considered will typically be a layer above the surface of a
sphere of radius a, in spherical coordinates (z,λ,ϕ) shown in fig. 2.1, or a locally
flat Cartesian domain (x , y, z).
Following Vallis (2017), we write the Navier-Stokes momentum equations in three
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Figure 2.1: The spherical coordinate system used throughout this study. The radial compo-
nent r will usually be expressed in terms of z, the distance above the solid surface
of radius a. Latitudeϕ is zero at the equator and increases monotonically from the
South to the North Pole. Longitude λ is orientated relative to an origin angle λ0.
dimensions,
Du
Dt
+ f × u = 1
ρ
∇p + ν∇2u + g , (2.1)
where f = 2Ω sinϕkˆ is the Coriolis vector, oriented along kˆ perpendicular to the
surface, g is the gravitational vector (this can be considered effective gravity, the
effects of centrifugal force absorbed into it) and ν the kinematic viscosity. Momentum
is subject to the constraints of conservation of mass, given by
Dρ
Dt
+ρ∇ · u = 0, (2.2)
and the entropy of the system given by the thermodynamic equation
cp
Dθ
Dt
=
θ
T
Q˙, (2.3)
where cp is the specific heat capacity of the atmosphere. External heating, the primary
method of forcing that will be applied in the work presented here, is given by Q˙, and
it can be seen in this form that in the absence of any external heating or cooling,
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Q˙ = 0, the potential temperature,
θ = T

p
p0
R/cp
, (2.4)
for a reference pressure p0 and gas constant R, is materially conserved. The system is
closed by an equation of state, the ideal gas law,
p = ρRT. (2.5)
Standard values for the constants can be found in the List of Symbols and Constants.
2.2 The primitive equations
The Navier-Stokes equations permit many wavemodes, most of which we wish to
include in a model of the atmosphere. Fast moving sound waves however, have little
weather or climate impact yet resolving them in a numerical model will severely limit
the time step that can be taken.
It would be desirable to filter the equations to eliminate sound waves, while retaining
as much character of the fully compressible flow as possible. We can achieve this
for a terrestrial planet by noting that the high aspect ratio of the atmosphere allows
us to make a couple of approximations (Vallis 2017). If horizontal length scales are
much larger than vertical1, advection of vertical velocity and vertical Coriolis effects
can be neglected and the hydrostatic approximation can be applied in the vertical,
∂ p
∂ z
= −ρg. (2.6)
Dropping the time derivative in w eliminates pressure (sound) waves as a solution.
Furthermore, in the shallow layer aspect-ratio, gravity can be assumed to be constant
in height, and the radial coordinate, r = a + z, can be approximated by the constant
1For Earth’s atmosphere, this is certainly the case. Synoptic-scale weather patterns occur over
regions ∼ 1000 km while the troposphere, where convective motion gives rise to the largest vertical
velocities, is only ∼ 10 km deep.
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planetary radius a, with ∂ /∂ r → ∂ /∂ z . Finally, to ensure that these approximations
are consistent we must also ignore the smaller nonlinear metric terms and vertical
component of the Coriolis force in the horizontal momentum equations — this is
known as the “traditional approximation”.
Conservation of mass and the thermodynamic equations remain unchanged by these
approximations, and so in the spherical coordinate system the primitive equations
are
Du
Dt
− 2Ωv sinϕ − uv
a
tanϕ = − 1
aρ cosϕ
∂ p
∂ λ
, (2.7)
Dv
Dt
+ 2Ωu sinϕ − u2
a
tanϕ = − 1
aρ
∂ p
∂ ϕ
, (2.8)
∂ p
∂ z
= −ρg, (2.9)
Dρ
Dt
+ρ∇ · u = 0, (2.10)
cp
Dθ
Dt
=
θ
T
Q˙, (2.11)
p = ρRT. (2.12)
Atmospheric pressure decreases monotonically with height and so it can be a useful
and natural alternative vertical coordinate instead of z. In chapter 5 we will use
the primitive equations in pressure coordinates to study the response of a terrestrial
atmosphere to a diurnal forcing.
Neglecting vertical velocity advection does not mean that we have eliminated the ver-
tical velocity of a fluid parcel, the fluid velocity u = (u, v, w) is still three-dimensional
and vertical motion is induced as a result of mass conservation.
In general, atmospheric density decreases with height along with pressure. As we
showed briefly in section 1.2, for an isothermal stationary atmosphere, both pressure
and density decay exponentially with height. In the same manner as defining a
potential temperature, using the ideal gas law we can also define a potential density
of a parcel, ρθ = p0/θR, where p0 is the same reference level used in the definition
of potential temperature in eq. (2.4). Potential density, like potential temperature, is
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conserved when a parcel is adiabatically displaced. A parcel that is displaced upwards
experiences a change in the background potential density; if the background potential
density, ρ˜θ , is less than the parcel’s, the parcel is heavier than the surroundings and
it will sink back down again in an oscillatory fashion. If the parcel is lighter than
the surroundings, it will continue to rise – this is convection. Therefore, for an
atmosphere to be stable to perturbations, we require ∂ /∂ ρ˜θ < 0. When the parcel’s
motion is stable, we can use Newton’s second law, F = ma, we can calculate the
acceleration of the parcel given the restoring force of the density difference,
∂ 2δz
∂ t2
=
g
ρ˜θ
∂ ρ˜θ
∂ z
δz, (2.13)
where δz is the air parcel’s vertical displacement. This is an oscillation equation
when ∂ /∂ ρ˜θ < 0. We define the Brunt–Väisälä frequency
N 2 = − g
ρ˜θ
∂
∂ ρ˜θ
=
g
θ˜
∂ θ˜
∂ z
, (2.14)
using the definition of potential density given above. Therefore, in a stably stratified
atmosphere, vertically perturbed parcels of air oscillate at the frequency N 2, which
is determined by the vertical potential temperature gradient which must increase
with height. We will show later that the Brunt–Väisälä frequency is an important
characteristic of the stratified atmosphere that determines the phase speed of internal
waves.
2.3 The shallowwater equations
The Shallow Water Equations, sometimes known as the Laplace Tidal Equations2,
are a fascinating playground to explore the waves and flows that are observed in the
atmosphere. We will first derive them from an intuitive simplification of Navier–Stokes
flow, but then show that they also emerge naturally from a vertical decomposition of
the stratified atmosphere, giving us a series of modes: the zeroth-order barotropic
mode and first-order first baroclinic mode being useful tools in understanding the
2also known as the Saint–Venant equations!
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Figure 2.2: The shallowwater system. An incompressible ocean ofmean depth H lies above
a flat bottom at z = 0. The surface of the ocean is free, the total depth at any (x , y)
point given by h = H+η. In the single layer shallowwater system, the air assumed
to have no density and no eect on the ocean.
dynamics of a rotating atmosphere.
Following Gill (1982), consider an ocean of water covering the entire surface of the
sphere. It has a mean depth H and a free surface displacement η where it meets the
air (Figure 2.2). We now make some simplifying assumptions about the system:
1. The ocean has constant density, ρ = ρ0 .
2. The air above has negligible density, allowing the surface to freely evolve.
3. Horizontal length scales, (x , y) ∼ L, are much larger than vertical, H ∼ D;
L D.
Consider first a fluid at rest. The vertical component of the momentum equation
becomes the balance of gravitational and pressure forces, hydrostatic balance:
∂ p
∂ z
= −ρg. (2.15)
The high aspect-ratio assumption (#3 above) means that even in the non-static case,
this balance will remain the dominant state in the vertical, so our first approximation
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will be to say that hydrostatic balance holds in general. The assumption of constant
density permits the simple solution for pressure from eq. (2.15),
p(x , y, t) = −ρ0 gz + A(x , y, t). (2.16)
To fix A, we can consider the value along the free surface, where #2 means that
p|z=η = 0, so the pressure at any point is defined by the column of fluid above it,
p = ρ0 g(η− z). (2.17)
The gradient of pressure, is therefore proportional to the gradient of the free surface.
Furthermore, if gravity is constant, which is a sensible choice to make considering the
small vertical length scale assumption we made above, we can consider the fluid in
terms of the geopotential, φ ≡ g(H+η) and write the horizontal momentum equation
Du
Dt
+ f × u = −∇φ. (2.18)
The right hand side of eq. (2.18) is independent of z, so there are solutions with
u and v independent of z. Note that this does not mean that in general w = 0, as
can be seen from mass conservation eq. (2.2), which contains the three-dimensional
divergence of the fluid flow. The assumption of constant density means that eq. (2.2)
becomes an incompressibility condition, ∇ · u = 0, so that vertical velocity gradient
is given by the horizontal divergence of the fluid flow,
∂ w
∂ z
= −

∂ u
∂ x
+
∂ v
∂ y

. (2.19)
Vertically integrating this relation from−H to η and applying the boundary conditions
w = 0 z = −H,
w =
Dη
Dt
z = η,
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we obtain a relationship for the free surface evolution,
Dη
Dt
=
∫ η
−H
(∇z · u)dz, (2.20)
which, as u and v are independent of height, can be trivially integrated, and when
written in terms of the geopotential, φ = gh, gives a mass conservation equation
Dφ
Dt
+φ (∇z · u) = 0. (2.21)
In summary, the equations in coordinate independent, advective form, for the hori-
zontal velocity field, u = (u, v), and geopotential, φ, are
Du
Dt
+ f × u = −∇φ,
∂ φ
∂ t
+∇ · (φu) = 0.
(2.22)
(2.23)
2.3.1 Vertical Modes of the Stratified Atmosphere
The shallow water equations, in their linearised form, also emerge from a normal
mode decomposition of the stratified atmosphere. Taylor (1936) demonstrated that
Laplace and Lamb’s shallow water theory in isothermal atmospheres could be ex-
tended to an atmosphere of arbitrary temperature structure, if instead of considering
a single shallow water layer of equivalent depth3, H, the atmosphere can be decom-
posed into a series shallow water systems, each with its own characteristic equivalent
depth, Hm.
The tropopause delineates a distinct change in character of the vertical structure of
the atmosphere. The stratosphere is much more stably stratified than the troposphere,
as such in the stratosphere vertical perturbations experience a stronger restoring
force (N 2st rat  N 2t rop). We choose to model the tropopause as a “rigid lid”, through
3equivalent, that is, such that gravity wave speed is the same as that in an ocean of given depth, H.
24 IDEALISEDMODELS
which mass and momentum cannot pass.4
Ignoring the effects of moisture, the troposphere is close to being in radiative–
convective equilibrium and therefore the atmospheric temperature is determined by
the dry lapse rate. The vertical profile is largely isentropic, with potential tempera-
ture not deviating far from a constant value. We begin by linearising the primitive
equations about a state of rest and isentropic thermal structure. In Cartesian coor-
dinates (although the same follows for a spherical geometry, if we take the shallow
atmosphere approximation (Thuburn, Wood, and Staniforth 2002)), the linearised
system is
∂ u
∂ t
− f v = −∂ φ
∂ x
, (2.24)
∂ v
∂ t
+ f u = −∂ φ
∂ y
, (2.25)
−∂ φ
∂ z
+ b = 0, (2.26)
∂ b
∂ t
+ wN 2 = 0, (2.27)
∂ u
∂ x
+
∂ v
∂ y
+
∂ w
∂ z
= 0. (2.28)
Taking ∂ /∂ z of eq. (2.26)), substituting into eq. (2.27), and dividing through by
N 2(z) eliminates buoyancy:
∂
∂ t

φz
N 2

+ w = 0. (2.29)
The system can now be put into Sturm–Liouville form by taking a z derivative and
using the incompressibility condition eq. (2.28) (Vallis 2017),
∂
∂ t
∂
∂ z

1
N 2
∂ φ
∂ z

−∇z · u = 0. (2.30)
4The image of the tropopause as a rigid lid is slightly misleading, it can in some cases be quite
leaky to waves propagating up and down. Mathematically, the treatment of the tropopause as a rigid
boundary greatly simplifies the structure below by permitting discrete modes only. As the effect on
the vertical structure of the troposphere when using a radiative upper boundary compared to the rigid
lid is mostly small (Gill 1982), we will not consider other boundary conditions here.
2.3 THE SHALLOWWATER EQUATIONS 25
2 1 0
Surface
Tropopause
1-1 0
cos(mπz/H)
z = H
Figure 2.3: The first three verticalmodes of the atmosphere. The 0th or “Barotropicmode”
(yellow) is the mean vertical state, the “1st baroclinic mode” (blue) corresponds to
large-scale vertical transport. Streamlines of overturning circulation associated to
a convergent/divergent point in the first baroclinic mode are shown in the panel to
the right. Higher order modes hold more fine-detailed vertical structure, changing
sign multiple times over the period of the troposphere.
Sturm–Liouville problems have eigensolutions, the standard form would be
d
dz

1
N 2
dCm
dz

+
1
cm
Cm = 0, (2.31)
for a set of orthogonal eigenfunctions Cm(z) with associated eigenvalues cm. The
orthogonality relationship between eigenfunctions is∫ H
0
CmCndz = c
2
mδmn, (2.32)
where δmn is the Dirac delta function.
26 IDEALISEDMODELS
Through linear superposition of the eigenfunctions we can construct, without approx-
imation, the prognostic pressure and horizontal wind components of the Boussinesq
model eqs. (2.24) to (2.28),
φ =
∞∑
m=0
φm(x , y, t)Cm(z), (2.33)
u =
∞∑
m=0
um(x , y, t)Cm(z), (2.34)
v =
∞∑
m=0
vm(x , y, t)Cm(z). (2.35)
Substituting these series into eq. (2.30) we obtain a relationship for the mode coeffi-
cients
∂ φm
∂ t
+ c2m(∇ · um) = 0, (2.36)
homologous with the linearisation of the shallow water mass equation eq. (2.23)
where c2m = Φ, the mean geopotential.
The horizontal momentum equations for the coefficients will simply be eq. (2.24)
and eq. (2.25),
∂ um
∂ t
− f vm = −∂ φm
∂ x
, (2.37)
∂ vm
∂ t
+ f um = −∂ φm
∂ y
, (2.38)
modal independence assured by the orthogonality relationship eq. (2.32). So the
coefficients associated to a given eigenmode m satisfy the linear shallow water
equations, and the sum of all these shallow water systems will be a solution to the
linear, stratified, atmosphere.
Through a similar method (Vallis 2017), we get an orthogonal decomposition for
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vertical velocity, w, and normalised buoyancy, b/N 2,
w =
∞∑
m=0
wm(x , y, t)Sm(z), (2.39)
b
N 2
=
∞∑
m=0
bm(x , y, t)Sm(z), (2.40)
(2.41)
where Sm is related to Cm by
Cm = c
2
m
dSm
dz
, N 2Sm =
dCm
dz
. (2.42)
These relationships mean that vertical velocity and buoyancy in the Boussinesq
rigid lid approximation are diagnostic, dependent on the horizontal velocity and
geopotential only.
To determine the concrete form of the eigenfunctions we must now make a choice of
our boundary conditions. There are two possible solutions depending on whether
the upper boundary is radiative, allowing waves to permeate to the stratosphere, or
a rigid lid (Kiladis et al. 2009). Here we choose to apply a rigid lid, giving Neumann
boundary conditions at the top and bottom of the domain
∂
∂ z
Sm(0) =
∂
∂ z
Sm(H) = 0, (2.43)
where H is the height of the tropopause, i.e. no vertical velocity or mass flux is
permitted through either boundary.
If we assume that the vertical stratification is constant, N 2 = const., then the solution
of eq. (2.42) gives sinusoidal vertical modes,
Cm(z) = cos
mpiz
H

, Sm(z) = sin
mpiz
H

, (2.44)
and the gravity wave speed of the associated shallow waves, cm, is a function of the
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vertical stratification of the troposphere,
cm =
NH
mpi
. (2.45)
As cm =
p
gHm, the equivalent depth of the mode is therefore
Hm =
N 2H2
gm2pi2
. (2.46)
These vertical basis functions are often referred to as the normal modes of the at-
mosphere, fig. 2.3 illustrates the first three normal modes, m = 0,1,2, and shows
streamlines of the flow associated with the m = 1 mode. The 0th mode is known as
the barotropic mode, associated with the bulk mean in the troposphere. The m = 1
is the 1st baroclinic mode (shown in the streamlines of fig. 2.3) and is associated
with large-scale motion, especially that of deep convection. In chapter 4 we will use
the first baroclinic mode to investigate the effect of a diurnal cycle on an idealised
exoplanet.
2.3.2 Numerical Modelling
We have developed a Python model of the shallow water equations on the beta-plane.
The code is open-source and freely available for use and further derivative work at
https://github.com/jamesp/shallowwater.
The model numerically integrates forward in time the shallow water equations
eqs. (2.22) to (2.23) on the Cartesian beta plane.
2.4 Summary
In this chapter we started with the complete equations of motion of a compressible
fluid and through a series of simplifying approximations based on scale arguments,
we have derived the primitive and shallow water equations. We have shown how the
shallow water equations are intrinsically linked to the stratified system, and discussed
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how they will be used to model the stratified atmosphere.
Starting with the simpler model, in chapter 4 we will begin the investigation of the
dynamics of exoplanets with a shallow water model of the first baroclinic mode. This
model will be used to study the relationship between the large-scale dynamics and the
thermal phase curve of an exoplanet. In chapter 5 we will build in complexity by rein-
troducing stratification; using the primitive equations to study the effects of vertical
structure, particularly on the heat distribution through equatorial superrotation.

3 · EXOPLANETS
Exoplanet: A planet outside the Solar System.
This is a fairly open-ended definition, and the exoplanets discovered to date do not
fail to disappoint in terms of diversity. They range from tiny planets smaller than
Mercury, likely without a permanent atmosphere, to enormous planets twice the
size of Jupiter on the verge of being classed as cool stars. In this thesis we focus on
Earth-sized planets, as fig. 1.1 showed we have discovered an extensive catalogue
of these, mostly in orbits substantially closer than that of Earth. These planets have
mostly been discovered by observing transits, and this will likely continue to be the
case in the near future, the space telescopes TESS and JWST have a mandate and the
technology to find transiting exoplanets. The method of transit detection is explained
below, as is the phase curve that can be produced by sustained observation of a
star–planet system.
The state and evolution of an atmosphere is a hard thing to describe in the whole.
As climate scientists, we tend instead to identify features of the climate that can
be used to provide anchor points for our discussion. On Earth, these could be the
mid-latitudinal jet streams, for example, the equator-to-pole temperature gradient or
the Hadley cell strength.
There are some key features of exoplanetary climate that differ from Earth and so
may be unfamiliar to the reader, here we detail these, and review the key results
of modelling exoplanet atmospheres. Our work stands upon the shoulders of these
pioneers.
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3.1 Detection
Of all the methods of detection shown in fig. 1.1 there are two that stand out as the
most successful in number of planets detected to date, especially in the sub-Jupiter
and super-Earth size category: radial velocity and transit spectroscopy. Both methods
require pointing a telescope at a star-planet system; given the contrast ratio of a
star-to-planet emission is so low, it is far more effective to monitor the star rather
than the planet itself.
3.1.1 Radial Velocity
The centre of gravity of a star-planet system, or barycentre, is typically close to, but
not exactly the centre of mass of the star. Therefore, as a planet orbits the star, so too
does the star orbit the barycentre, visible in observations as a small wobble in the
position of the star in the sky, relative to the background cosmos.
The smaller the planet, the smaller the wobble, so while this method is feasible for
large planets such as hot Jupiters, as the mass of the planet decreases the signal
becomes harder to detect. It is likely, at least possible given the evidence from our
own Solar System, that a star can be host to more than one planet orbiting at the
same time. Therefore the barycentre lies at the centre-of-mass of all the planets,
and the observed wobble is the result of the combination of the various orbits – not
necessarily an easily disentangled linear combination of oscillations if the planets too
have gravitational interaction between themselves. Therefore, typically a statistical
model is fitted using Monte-Carlo Markov-Chain that can model the most-likely
number of planets and their orbital periods.
For example, radial velocity calculations were recently used to show that the nearest
star to the Sun, Proxima Centauri, hosts an Earth-sized planet in a close orbit (Anglada-
Escudé et al. 2016). Although the planet orbital radius is only 0.05 au, the dimness
of Proxima Centauri means that the planet receives roughly the same amount of
irradiance as Earth, with an effective temperature of 234 K only slightly below that
of Earth’s 255 K.
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Primary Transit:
Star × (1-Planet Disc) + Night Side
Secondary Transit:
Star Only
Point of transit:
Star + Day Side
Figure 3.1: Primaryandsecondary transits.Whenaplanet passes in front of its host star – its
primary eclipse it blocks out some light. This is the largest signal and its periodicity
can be used to calculate orbital period. When the planet passes behind the star at
the secondary eclipse only the star emission is seen. Just before secondary eclipse
the hemisphere of the planet facing the star can be observed, at this point of transit
emission from both the star and the day side of the planet are observed. At all
other points in the orbit, the star plus some contribution from a face of the planet
are observed.
3.1.2 Transit Spectroscopy
As with radial velocity calculations, the signal of the star and planet together is easier
to detect than the planet alone. Exoplanets can be discovered by detecting regular
drops in the emission of a star when observed through a telescope – each drop in
total light intensity corresponds to a planet crossing between us the observer and
the star itself, shown as the primary transit in fig. 3.1. Once a planet (or system of
planets) has been discovered, more thorough analysis of the observational data can
yield a surprising amount of information about the planet. Firstly, from the frequency
of transits, the orbital period of the planet can be calculated. The signal-to-noise
ratio is so low that several transits are needed to be certain it is a planet orbiting the
star and not just variability in the stellar output and this immediately puts a practical
upper limit on the orbital periods of planets discovered by this method – there is
limited telescope time available and a lot of planets to cover. For a distant observer
looking at Earth a transit would occur only once every 365 days!
By extending the observing period to a full orbit, spatial information of the planet
can be gleaned. When the planet is just about to pass behind the star we observe
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both the light of the star, as well as the light reflected and emitted from the day-side
of the planet. The star light is scattered, absorbed and reflected by the atmosphere
of the planet and so has a different wavelength spectra than that output by the star.
The differences can be attributed to specific gases & clouds, potentially allowing
us to determine the chemical composition of the atmosphere1. Measuring the light
intensity of the combined star and planet system for a complete orbit, we can calculate
the brightness of a specific face of the planet, compiled into a phase curve.
3.1.3 Phase curves
Instead of observing in the visible light range of the spectrum, if we focus on the
infrared emission of a planetary system then from the Stefan–Boltzmann law we can
get a value for the mean temperature of the hemisphere of the planet facing us. By
measuring this value at all points in its orbit the thermal phase curve of the planet
can be constructed. The thermal phase curve of 55 Cancri e, a hot super-Earth in a
close orbit around its host star, is shown in fig. 3.2.
Two interesting climatology metrics can be determined from this raw data. The
first is the day–night temperature difference: the amplitude of the thermal phase
curve on the day (at secondary eclipse) and night sides (at primary eclipse) of the
planet can tell us something of the effectiveness of atmospheric heat transport. For
slowly rotating planets, the day-night temperature gradient has been shown to be
determined primarily by two radiative properties of the atmosphere: the optical depth
in the longwave, and the timescale of radiative cooling (Koll and Abbot 2015). The
radiative timescale, τrad, must be compared to the advective timescale of the planet,
τadv = a/U0, where a is the planetary radius and U0 is a characteristic flow speed
i.e. how long it takes for the winds to transport heat from the day side to the night
side. This in turn is sensitive to the frictional drag imposed on the atmosphere by the
surface and turbulent mixing – a largely unresolved physical process in numerical
simulations but that can be parameterised with an effective drag on motion. As might
be expected, in GCM simulations of hot Jupiters the more friction that is applied to
1This is somewhat of a simplification of transmission spectroscopy, however it is not the focus of
this thesis and will not be necessary to develop further here.
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the motion, the larger temperature gradients become due to the reduced efficiency of
advection away from the point of heating (Komacek and Showman 2016). The global
redistribution of heat on a slowly rotating hot Jupiter can be compared to the tropics
on Earth, where the so-called weak temperature gradient (WTG) approximation
holds (Sobel, Nilsson, and Polvani 2001): along the equator the weak Coriolis force
cannot sustain a temperature gradient, and so the tropics are largely horizontally
homogeneous, despite inhomogeneous heating. In addition to the advective timescale
sensitivity demonstrated by Koll and Abbot, the ratio of radiative timescale to the
timescale of wave propagation, τwave = a/c, determines day–night temperature
gradients (Komacek and Showman 2016). This is in agreement with shallow water
studies, where the day-night phase curve amplitude is again shown to be largest in
the case of high friction (Perez-Becker and Showman 2013).
The second metric of the exoplanetary climate that can be determined from the phase
curve comes from considering the offset of the peak of the thermal phase curve from
secondary eclipse. This again tells us something of the heat transport, furthermore it
gives some idea of the dynamics that might be at play as it has a directionality that
is relative to the rotation of the planet. The amplitude of the curve can allow us to
measure day to night temperature difference, the peak of the phase curve relative to
the secondary eclipse gives us information of the hottest face of the planet, the central
longitude of this is called the hot spot. In general the hot spot is not the same as the
substellar point, which we observe just before and after secondary transit (shown
in fig. 3.1); for example, the phase curve of 55 Cancri e, fig. 3.2, shows a 41(12)°
eastward offset of the hotspot from the substellar point (Demory et al. 2016). There
must be a mechanism of transport of the heat from the substellar point to the hot spot.
For the purposes of this thesis, and as is common in the majority of current literature,
we will assume that this transport is achieved via an atmospheric circulation alone.
The body of literature investigating the offset of the thermal phase curve is much
smaller than that of the day–night differences, primarily due to the limited obser-
vations of full phase curves. The study is now gaining more traction, driven by a
need to explain the large offsets between substellar point and hot spot seen in recent
observations (Demory et al. 2016). In 2007 the first thermal map of an exoplanet was
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Figure 3.2: Thermal phase curve of 55 Cancri e Several complete orbits of 55 Cancri e, a
hot super-Earth, were recorded using the Spitzer space telescope in the 4.5µm IR
range and a phase curve calculated with a Markov chain Monte Carlo best-fit (red
line). The primary transit, where the planet occludes the star is at orbital phase
0, observed as a sharp decrease in stellar output. The secondary eclipse, when
star occludes planet, is at orbital phase 0.5. If the star were not obscuring it, at this
point we would be observing the substellar point on the planet. The hottest face
of the planet is at the maximum response, orbital phase∼ 0.35, a 41° oset from
the secondary eclipse. Adapted from Demory et al. (2016).
obtained from transit recordings of hot Jupiter HD189733b (Knutson et al. 2007),
showing that the hottest point on the surface of the planet was not at the substellar
point, but offset eastward. Until recently all thermal phase curves observed had
shown an eastward offset, consistent with GCM studies of tidally locked planets
that show a strong eastward jet on the equator (discussed in more detail in the
superrotation section below) driving zonally-asymmetric heat transport from day to
night side (Showman and Guillot 2002). Now recent observations of planet CoRoT-2b
show a westward shift in the hot spot relative to the substellar point (Barstow 2018);
explaining this requires theory beyond superrotation.
A theoretical model, developed for tidally locked gas planets, posits that the thermal
phase curve shift depends on the timescale of wave propagation, τwave, in the atmo-
sphere relative to the timescale of thermal cooling, τrad (Perez-Becker and Showman
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2013). And using GCM simulations of hot Jupiters, it has been shown that for planets
with a superrotating equatorial jet, the hotspot offset can be parameterised by the
ratio of radiative to zonal-jet advective timescales, τrad/τadv (Zhang and Showman
2017, Appendix B). Coupled with observations of optical depth or atmospheric scale
height, such a model could potentially be used to forecast the strength of equatorial
winds on a hot Jupiter.
All current theories explaining the phase curve amplitude and offset have been
developed under the constraint of tidal locking, the thermal forcing remaining fixed
at a constant longitude on the planet. There is strong evidence from GCM simulations
that relaxing the assumption of tidal locking causes a significant change to the
climate (Showman, Lewis, and Fortney 2015). Two well-studied hot Jupiters, HD
189733b and HD 209458b, have been simulated in a variety of spin-orbit resonances,
comparing the atmospheric circulation in tidally locked and non-tidally locked states
(Rauscher and Kempton 2014). All spin–orbit configurations of these planets show a
robust equatorial superrotating flow except one — a slow rotating hot Jupiter with
a diurnal cycle shows a distinct change in circulation, including a reversal in the
zonal wind in the upper-atmosphere. When considering the observed thermal phase
curve of their GCM studies Rauscher and Kempton (2014) find that relaxing the tidal
locking condition results in hot spots that can be both to the east and to the west of
the substellar point, but the explanation for why this happens is not apparent from
their limited parameter study of fixed orbital resonances. There remains a need to
explain the relationship between asynchronous rotation and the offset of the phase
curve.
Current resolution limits have restricted transit detection to large, close-in, hot
Jupiters across G-class stars (like our own Sun); smaller rocky planets here remain
undetectable. Still, there has been interest in using the same techniques to observe
low mass, cooler stars — dwarfs or ultra-dwarfs, around which close-in rocky exo-
planets of approximately one Earth mass can be resolved (Gillon et al. 2016). With
effective temperatures of 200 K to 400 K such planets may well be capable of support-
ing atmospheres similar to that of Earth or Venus; characterising the atmospheric
dynamics prevailing on the planet will help deduce whether a planet could be con-
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sidered “habitable” or not, and resolving the thermal phase curve of this class of
planets from transit observations gives us insight into the prevailing conditions in
the thermally emitting layer of the planetary atmosphere.
3.2 Orbital synchronicity (Tidal locking)
Unless a planet is perfectly spherical and totally rigid (which implies it has no
atmosphere), gravitational interactions between host star, other planets and satellites
will deform the planet through redistribution of the mass of its fluid fields – as
observed in the ocean tides twice a day on Earth. These gravitational tides transfer
angular momentum between planet and star and result in a net torque on the planet2.
If the torque exhibits a sufficient drag on the rotation of the planet, it will erode
its rotation rate, eventually approaching synchronous rotation, commonly know
as becoming tidally locked. An effect of this, as observed from the planet, is an
eradication of the diurnal cycle. One “day” hemisphere permanently faces the host
star, the other “night” side in perpetual darkness. This is the case for our Moon, tidal
interactions with Earth have caused its rotation to become synchronised with its orbit
and as such, we only ever see one face of the Moon.
For a planet only forced by gravitational tidal interactions, the time taken for a planet
to become tidally locked can be given by
τlocking 'Q

a3
GM

(Ω− Γ )

M
M∗

R
a
6
, (3.1)
where G is the universal gravitational constant, a, M ,Ω, Γ are the planet’s radius,
mass, rotation rate and orbital rate, M∗ the mass of the star and R the orbital radius
(Showman and Guillot 2002). It is worth noting that its dependence on the orbital
radius goes like ∼ R6, and as such as we move out from the star the timescale of
locking quickly becomes very long, for the case of an Earth-like planet orbiting the
Sun τlocking exceeds the star’s lifetime at R ' 0.7au. The major unknown in this
2A torque is applied to the star too, however due to the mass difference it is proportionally much
smaller.
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expression is Q, the a non-dimensional metric of the planet’s tidal dissipation quality
factor, a function of its fluidity, rheology, density and frequency of the tidal forcing
(Correia 2003). On Earth, the primary mechanism of tidal dissipation is the drag
on the ocean at shorelines, giving a relatively low Q ∼ 13 and therefore high tidal
dissipation (Edson et al. 2011). For a planet with no ocean or no shoreline, this
increases by an order of magnitude (Kasting, Whitmire, and Reynolds 1993), and for
a gas giant such as Jupiter it can be of order Q ∼ 1× 105 (Goldreich and Soter 1966).
The tidal forces on terrestrial and gas planets are not limited to gravitational in-
teractions. The incoming radiation from the star is differentially absorbed by the
planet’s atmosphere and surface (fig. 1.2), creating temperature and pressure gradi-
ents, redistributing the mass and producing a thermal tide. There are additionally
still torque forces, such as the deformation of the planetary body through surface
pressure variations and self-gravitational equilibrium; these are much smaller and
we will not address them here – for a comprehensive review, see Correia (2003).
The idea that an additional thermal torque may prevent a planet from becoming
truly tidally locked has been posited since the first accurate measurements of Venus’s
atmosphere provided a platform for a more complete investigation of its circulation
and tidal evolution. Ingersoll and Dobrovolskis (1978) showed that the asynchronous
rotation of Venus, which should in the absence of an additional force have been
eroded to be tidally locked with its orbit, could be maintained by a thermal tide. Due
to thermal inertia of the surface, the thermal tide will not, in general, be aligned with
either the direction of the gravitational or thermal forcing vector (Figure 3.3).
At the outset it was assumed that a high-mass atmosphere, such as that of Venus,
was necessary to provide sufficient torque to prevent tidal locking, but this has been
complicated by studies of hot Jupiters which show that the deep gas atmosphere
can both damp (Gu and Ogilvie 2009) and enhance (Arras and Socrates 2010) the
thermal torque, changing the likelihood of tidal locking. For terrestrial planets, if we
assume that the majority of heating is occurring at the solid lower boundary, the lower
bound on the mass of the atmosphere required for a thermal tide to prevent tidal
locking has been shown to be as little as 1 bar (Leconte et al. 2015). While somewhat
dependent on the treatment of the diffusive quality factor Q, given the radiative
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Figure 3.3: Gravitational and thermal tide bulges on an idealised planet. Depending on
the planet, they are not, in general, aligned with each other, nor the vector along
which the forcing acts.
emission from the star the balance between gravitational and thermal torques can be
shown to give a critical orbital radius beyond which tidal locking is prevented, shown
in fig. 3.4.
3.2.1 Eccentricity and obliquity
The seasons on Earth are the result of the 23.5° obliquity in its rotational axis relative
to the orbital plane normal, denoted δ in fig. 1.3. The effect of this obliquity, as
observed from Earth, is an oscillation in the latitude of the subsolar point over the year
peaking at the tropics of Capricorn and Cancer at the two solstice. In the absence of
other tidal interactions (for example, the Moon is partially responsible for the stability
of Earth’s obliquity) rotational obliquities are very quickly eroded by gravitational
interactions (Heller, Leconte, and Barnes 2011).
Eccentricity is another cause of seasonality; for an elliptic orbit the star will not be
central in the orbit, as such as the planet circles the star it gets closer and further,
varying the total incoming radiation. Earth’s orbit is not fully circular, its periapsis
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unstable (21). The diversity of equilibria might be
even richer in eccentric systems where these num-
bers could change (16, 17). The synchronous spin
state is stable. Knowing that Venus, despite such a
rheology, did not end up synchronized tells us
that a planet can avoid being trapped in such a
stable synchronous state and constrains the his-
tory of the Venusian atmosphere (21).
In addition, the number and location of equilib-
ria undergo a bifurcation because asynchronous
spin states exist only when the amplitude of the
thermal tide reaches a threshold. Thus, our results
reveal the existence of a critical distance ac beyond
which the planet can be asynchronous, which,
using a constant-Q rheology, reads
ac ¼ 10p3
! "1=6
GM*rR
2
p
k2
q0Q
! "1=3
ð2Þ
where k2 is the Love number and Q is the tidal
quality factor (21). Both ac (Fig. 3) and the equi-
librium asynchronicity {jw − nj ¼ w0½ða=acÞ3þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ða=acÞ6 − 1
q &} (fig. S3) can be computed for
various cases by using Table 1. The corollary is
that even without any spin-orbit trapping due to
a permanent asymmetry of themantle (triaxiality),
planets on circular orbits for which atmospheric
tides are too weak should be in exact spin-orbit
resonance.
Our results provide a robust framework for
the quantitative assessment of the efficiency
of thermal tides for different atmosphericmasses
without having to rely on scaling arguments
calibrated on Venus. This is crucial because
Venus thermal tides turn out to be relatively
weak (Fig. 1B). As can be seen in Fig. 3, Earth-
like planets with a 1-bar atmosphere are ex-
pected to have a nonsynchronous rotation if they
are in the habitable zone of stars more massive
than ~0.5 to 0.7M⊙ (depending on their location
in the habitable zone). This lower limit de-
creases to≲0:3M⊙ for a 10-bar atmosphere. These
limits are much less restrictive than the one
obtained from our Venus model (Fig. 3, purple
line). This realization required full atmospheric
modeling.
Atmospheres as massive as 1 bar are a rea-
sonable expectation value given existing models
and solar system examples. This is especially
true in the outer habitable zone, where plan-
ets are expected to build massive atmospheres
with several bars of CO2 (7). So, our results
demonstrate that asynchronism mediated by
thermal tides should affect an important frac-
tion of planets in the habitable zone of lower-
mass stars.
This has many implications. On one hand,
the difficulties in sustaining a habitable cli-
mate far from the star due to the presence of a
permanent cold, night side (9–15) may not be
as severe as usually thought. On the other hand,
the habitable zone has been recently shown to
be more extended near the star for synchronous
planets (12). For these objects, if the atmosphere
is thick enough, the nonsynchronous rotation
that should ensue may thus come to limit the
extent of the habitable zone around lower-
mass stars.
The thermal tide mechanism presented here
does not only affect habitable-zone planets, so
many other terrestrial bodies with substantial
atmospheres could potentially have asynchronous
rotations, depending on their orbital location
(Fig. 3). With that in mind, observational methods
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Fig. 2. Equilibrium spin states of the planet. Atmospheric (dashed), gravitational (dotted), and
total (solid) torque as a function of spin rate for two tidal models, (A to C) Andrade and (D to F)
Constant-Q. Arrows show the sense of spin evolution. (A) and (D) showweak atmospheric torque, only
one equilibrium, and synchronous spin state exists (blue circle). (B) and (E) show the bifurcation point
(a = ac). In (C) and (F), the atmospheric torque is strong enough to generate four asynchronous equilibrium
spin states, two being unstable (red open circles) and two being stable (blue circles; one is retrograde in the
case shown).The synchronous spin state remains stable.The figure is to be compared with figure 6 of (24).
Fig. 3. Spin state of
planets in the habit-
able zone.The blue
region depicts the hab-
itable zone (14, 25), and
gray dots are detected
and candidate exopla-
nets. Each solid black
line marks the critical
orbital distance (ac)
(Eq. 2) separating syn-
chronous (left, red
arrow) from asyn-
chronous planets (right,
blue arrow) for ps = 1 and
10 bar (the extrapolation
outside the habitable
zone is shown with
dotted lines). Objects in
the gray area are not
spun down by tides. The
error bar illustrates how
limits would shift when
varying the dissipation
inside the planet (Q ~ 100)
(21) within an order of magnitude.
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Figure 3.4: The limit of tidal locking for terrestrial planets. The balance of gravitational
and thermal tidal torques determines whether a planet will be tidally locked.
The solid lines within the shaded habitable zone region show the critical orbital
radius beyond which thermal tides prevent tidal locking. Grey dots show known
exoplanets, as of February 2015. The black error bar shows how the curves would
shi in semi-major axis ifQ is changed by an order of magnitude. From Leconte
et al. (2015).
– time of closest approach to the sun – occurs in early January and results in the
Southern hemisphere summer receiving slightly more radiation that the Northern
hemisphere summer3.
Changes in obliquity and eccentricity have the potential to dramatically change
the climate of a planet; the distribution and amplitude of insolation at the planet
surface at high obliquity is especially exotic when compared with Earth or Venus
(Dobrovolskis 2009). Numerical studies of super-Mercuries — close-in planets most
likely stripped of their atmosphere — suggest that the eccentricity and obliquity of
3There are also higher-moments of orbital mechanics — variation in eccentricity and obliquity, for
Earth known as the Milankovitch cycles, and axial precession. These modulate the Earth’s climate
over timescales of thousands of years, and are likely to do the same for exoplanets.
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a planet may be detectable in their thermal phase curve (Selsis et al. 2013). In the
exoplanet studies presented in the upcoming chapters of this thesis, we will assume
both obliquity and orbital eccentricity are zero. This is primarily a matter of scope
and clarity; we do not wish to address the question of seasonal variation in this study,
but as the previous work referenced above shows, they can be a potential source of
variation in the observed thermal phase curve.
3.3 Superrotation
Superrotation, the phenomenon of the angular momentum of the atmosphere exceed-
ing that of solid body rotation, is a robust feature observed in numerical models of
exoplanetary atmospheres. In fact it is observed in the atmospheres of the terrestrial
Solar System planets too, including Earth, but it is on the slow rotators of Venus
and Titan that it is most striking (Read and Lebonnois 2018). Yet the mechanism of
maintaining superrotation is not fully understood – to maintain a local maximum
in angular momentum requires a momentum pumping into the region to balance
frictional and diffusive forces.
Prograde flow is not, in general, superrotating. For example the mid-latitude jet
streams on Earth are strong prograde winds, but due to their position in the mid-
latitudes the zonal angular momentum of the jet does not exceed that of the Earth’s
equator. Figure 3.5 shows an example of a superrotating atmosphere – red filled
contours denote regions where the angular momentum of the atmosphere exceeds
the maximum angular momentum of the planet at the equator.
Superrotation, by definition has to be a local maximum of angular momentum in
the atmosphere. Hide’s Theorem (Hide 1969) requires that for this to be a steady
state feature of the circulation it must be maintained by a flux of angular momentum
up-gradient.
To understand the consequences of Hide’s theorem we will, following Read (1986), de-
fine the specific absolute angular momentum of the atmosphere in the axial direction
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Figure 3.5: A superrotatingatmosphere. A snapshot of a thewinds in theupper troposphere
of a tidally locked terrestrial exoplanet. Arrows show the wind vector speed and
direction, coloured contours show the superrotation index S given in eq. (3.8).
as
m = a cosϕ(aΩ cosϕ + u), (3.2)
where a and Ω are the radius and rotation rate of the planet, ϕ is latitude and u
is the wind velocity component in the zonal direction. m is a materially conserved
quantity in the shallow atmosphere approximation.4 The Lagrangian derivative of m
is, by simple product rule
Dm
Dt
= a cosϕ

D
Dt
(aΩ cosϕ) +
Du
Dt

+ (aΩ cosϕ + u)
D
Dt
(a cosϕ) (3.3)
= a cosϕ

−vΩ sinϕ + Du
Dt

− v sinϕ(aΩ cosϕ + u), (3.4)
which with a bit of rearranging gives
Dm
Dt
= a cosϕ

Du
Dt
− 2Ω sinϕv − uv
a
tanϕ

. (3.5)
The expression in brackets on the right is the prognostic term of the primitive zonal
4It can also be shown to be conserved without approximation, with the full radial vector r rather
than a, see Vallis (2017, §2.2.7).
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momentum evolution
Du
Dt
− v2Ω sinϕ − uv
a
tanϕ = − 1
ρa cosϕ
∂ p
∂ λ
, (3.6)
substituting this we obtain a conservation equation for angular momentum
Dm
Dt
= − 1
ρ
∂ p
∂ λ
. (3.7)
In the case of axis-symmetric flow, ∂ /∂ λ ≡ 0 and m is materially conserved,
Dm/Dt = 0. Therefore, in an axis-symmetric flow, without external forcing or
dissipation, the angular momentum of a fluid element at a given latitude and height
will not change.
We define the non-dimensional superrotational metric,
S =
m
Ωa2
− 1, (3.8)
the ratio of a parcel’s angular momentum to the maximum momentum a parcel of
air could obtain via frictional interaction with the surface, Ωa2. Superrotation is
therefore defined to be where S > 0 (Read and Lebonnois 2018). As this also is
materially conserved as above, assuming quiescent initial condition, u0 = 0, then
S ≤ 0 everywhere: in the axis-symmetric case superrotation cannot occur.
Why is this important for the discussion of exoplanets? Tidally locked, or close to
tidally locked planets are inherently strongly forced with an zonal asymmetry in the
diurnal cycle: hot day side, cold night side. Nearly all three-dimensional general
circulation models of tidally locked exoplanets feature some superrotational flow;
while the diurnal forcing may not directly drive an equatorial prograde flow, there
still needs to be something pumping momentum up gradient to balance frictional
forces. Axis asymmetry is a necessary condition for superrotation, demonstrated
numerically by Mitchell and Vallis (2010), reproduced in fig. 3.6, and is a key feature
of the exoplanet external forcing.
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Figure 3.6: Superrotation suppressed by zonal symmetry. The two panels show the same
numerical simulation forced axis-symmetrically but with zonal variation in the
dynamics permitted (le) or prohibited (right). A large-scale superrotation de-
velops in the zonally varying simulation, seen on the le in the red contour lines
spanning the equator. In the zonally symmetric case prograde jets still form, but
they occur in the mid-latitudes where their angular momentum is less than the
equatorial solid body rotation. Red contour lines show positive zonal velocity,
white dashed is the contour u = 0. Filled grey-scale contours show the meridional
overturning circulation, with white and black denoting the maxima of clockwise
and anti-clockwise circulation respectively. Adapted fromMitchell and Vallis (2010)
3.3.1 Mechanisms of superrotation formation
The propensity for superrotation has been studied in idealised models. Cross-
equatorial transport has been shown to be a strong inhibitor of the formation of
superrotation (Kraucunas and Hartmann 2005), suggesting that the seasonality of
Earth due to its obliquity may play a part in the largely subrotating flow at Earth’s
equator. For a planet with zero obliquity the incoming radiative forcing is entirely
meridionally symmetric and therefore cross-equatorial transport can only come from
spatial and temporal eddies.
A sustained superrotational jet requires maintenance of a mean zonal flow. Consider,
for example, the zonal velocity for the shallow water system eq. (2.22), with some
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external forcing F i.e.
Du
Dt
− f × u = −∇φ + F . (3.9)
Using the vector identity (u ·∇)u =∇((u · u)/2) + (∇× u)× u we can write this
∂ u
∂ t
+ ( f + ζ)× u = −∇

φ +
(u · u)
2

+ F , (3.10)
where ζ=∇× u is the local vorticity.
Using Reynolds averaging, fields are decomposed into their zonal mean and eddies
e.g. A= A¯+ A′, where
A¯=
1
2pi
∫ 2pi
0
A dx . (3.11)
Taking the zonal mean of the zonal component of eq. (3.10) we get
∂ u¯
∂ t
− v( f + ζ) = Fx , (3.12)
the gradient term disappearing from the right hand side as ∂ /∂ x ≡ 0 by definition.
While shown here for the shallow water system, this is analogous to the stratified
primitive equations when considering flow on isentropic surfaces (Zurita-Gotor and
Held 2018).
Expanding the mean vorticity term with the rule AB = A¯B¯ + A′B′ (Peixoto and Oort
1992) we can show that a mean zonal flow is accelerated by the forcing, or vortical
eddies
∂ u¯
∂ t
= v¯ζ¯+ v¯ f + v′ζ′ + Fx . (3.13)
If we further restrict their definition of superotation to be a maximum of u¯ on the
equator (Suhas, Sukhatme, and Monteiro 2017), when evaluating eq. (3.13) on the
equator ζ¯= − ∂ u¯/∂ y = 0 and thus
∂ u¯
∂ t
= v′ζ′ + Fx . (3.14)
The only way a superrotating jet can be spontaneously generated on the equator
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is with either an external forcing or an accumulation of vorticity pumped in by
meridional eddy activity, v′ζ′.
Equatorial superrotation can be seen to be an eddy-driven jet, similar to the mid-
latitudinal jet streams on Earth that are powered by baroclinic instability. The question
remains, in a meridionally-symmetric forcing such as that of a tidally locked exoplanet,
what is the source of vorticity flux? This was recently addressed by Zurita-Gotor and
Held (2018), who examine the onset of superrotation in both a shallow water and
a stratified model. Forcing the shallow water system with a shear flow instability
away from the equator, they show that while there is an accumulation of angular
momentum to the equator, ∂ /∂ y (u′v′)< 0, it is entirely offset by flow convergence
associated with the height perturbation. By decomposing
− ∂
∂ y
 
u′v′

= v′ζ′ − u′(∇ · u ′), (3.15)
we see that if the flow convergence balances momentum flux the vorticity flux is
zero and thus no acceleration can occur as per eq. (3.13). While mechanics have
been derived here in Cartesian coordinates for clarity, the same is true for a spherical
domain.
While Zurita-Gotor and Held do not achieve superrotation in their shallow water
model, when they force a stratified model it does produce a robust eastward jet on
the equator. The difference they attribute to the resonant interaction of vertically
propagating Kelvin waves with Rossby waves. In the shallow water system, the lack
of vertical structure constrains the system to only a single Kelvin wavespeed, creating
a very narrow window of modal instability. In the stratified model, the vertical scale
of the Kelvin wave can change to satisfy the instability criterion and lead to growth
and eventual breaking, providing the source of vorticity flux.
Showman and Polvani (2010) identified the limitation of relying on vorticity flux
v( f + ζ) on tidally locked planets with zero obliquity where the forcing and response
are symmetric about the equator, the vorticity at the equator being close to zero as
a result. They develop a 1-1/2 layer shallow water model where only the upper
layer is prognostic, the interaction with a lower, largely quiescent deep layer is
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wave-source region and a westward acceleration must occur in
the region of wave breaking or dissipation. This can lead to the
formation of zonal (east–west) jet streams.5
Rossby waves correspond to latitudinal oscillations in sur-
faces of constant potential vorticity6; thus, any process that trig-
gers such oscillations at large scales will tend to excite Rossby
waves. In Earth’s atmosphere, one of the predominant sources
is baroclinic instability, which occurs in the midlatitude tropo-
sphere where latitudinal temperature gradients are large. Spa-
tially varying tropospheric heating and cooling (e.g., due to
land–sea contrasts) or flow over topography also perturb the
potential vorticity contours and can therefore trigger Rossby
waves. In the atmospheres of tidally locked, hot exoplanets, on
the other hand, the day–night heating pattern constitutes the
overriding dynamical forcing. For such planets, we expect this
heating/cooling pattern to trigger Rossby waves at low latitudes
(Figure 1).
The above theory is for free waves. Consider now the ex-
tension to an atmosphere forced by vorticity sources/sinks and
damped by frictional drag. The zonal-mean zonal momentum
equation of the barotropic system reads
∂u
∂t
= −∂(u
′v′)
∂y
− u
τdrag
, (6)
where overbars denote zonal means and primes denote devia-
tions therefrom. The equation states that accelerations of the
zonal-mean zonal flow result from convergences of the lati-
tudinal eddy momentum flux and from drag, which we have
parameterized as a term that relaxes the zonal-mean zonal wind
toward zero over a drag time constant τdrag. The relationship
between the eddy acceleration in Equation (6) and the vorticity
sources/sinks can be made in two steps. First, we note that the
definition of vorticity implies that v′ζ ′ = −∂(u′v′)/∂y. Second,
we multiply the linearized version of Equation (2) by ζ ′ and
zonally average. This leads to an equation for the budget of the
5 The dynamical picture outlined above is not limited to small-amplitude
disturbances, as can be shown with a simple argument described, for example,
in Held (2000) and Vallis (2006). Imagine an initially undisturbed latitude,
where the absolute-vorticity contour initially aligns with the latitude circle, and
suppose a disturbance—of any amplitude—propagates into that latitude from
elsewhere. The disturbance will perturb the absolute vorticity contours, causing
northward transport of air in some regions and southward transport in others.
Because absolute vorticity generally increases northward, the northward
advection carries with it air of low absolute vorticity, whereas the southward
advection carries with it air of high absolute vorticity. Thus, this process will
generally cause a southward flux of absolute vorticity, thereby decreasing the
areal integral of the absolute vorticity over the polar cap bounded by the
latitude circle in question. By Stokes’ theorem, this implies that the
zonal-mean zonal wind decelerates (i.e., accelerates westward) because of this
vorticity flux. In the absence of dissipative processes, this deceleration would
reverse if the disturbance exited the region. However, when mixing occurs
(e.g., if the wave breaks), or if the disturbance is damped before air parcels can
return to their original latitudes, then the areal integral of the vorticity inside
the latitude circle has been irreversibly decreased, and the westward impulse
cannot be undone. Thus, we again recover the result that westward
acceleration occurs in the region of wave dissipation; if momentum is
conserved, eastward acceleration would then occur in the wave-source region.
6 Potential vorticity is a quantity related to vorticity that is conserved in
adiabatic, frictionless, stratified flow. For the barotropic system it is simply the
absolute vorticity ζ + f , for the shallow-water system it is absolute vorticity
over layer thickness (ζ + f )/h, and for a 3D stratified atmosphere it is given
by ρ−1(∇ × v + 2!) · ∇θ , where ρ is the density, Ω is the planetary rotation
vector, and θ is the potential temperature. For discussion of the conservation of
potential vorticity and its uses in dynamics, see Pedlosky (1987) or Vallis
(2006).
Figure 1. Illustration of the dynamical mechanism for generating equatorial
superrotation on tidally locked short-period exoplanets, including hot Jupiters
and super Earths. The intense day–night heating gradient generates standing,
planetary-scale Rossby and Kelvin waves. These waves develop a structure
with velocities tilting northwest-to-southeast in the northern hemisphere and
southwest-to-northeast in the southern hemisphere (yellow and red ovals).
In turn, these patterns transport eddy momentum from high latitudes to the
equator (dashed arrows). Equatorial superrotation therefore emerges (thick,
right-pointing arrow).
(A color version of this figure is available in the online journal.)
so-called pseudomomentum (Vallis 2006, p. 493):
∂A
∂t
+ v′ζ ′ = ζ
′F ′
2(β − ∂2u
∂y2
)
. (7)
For the two-dimensional nondivergent model, A = (β −
∂2u/∂y2)−1ζ ′2/2 is the pseudomomentum, which is a measure
of wave activity. By combining Equations (6) and (7) and
supposing that the wave amplitudes and zonal-mean zonal wind
are statistically steady, i.e., ∂A/∂t ≈ 0 and ∂u/∂t ≈ 0, we
obtain
u
τdrag
= ζ
′F ′
2(β − ∂2u
∂y2
)
. (8)
This equation relates the vorticity sources/sinks and drag to
the zonal-mean zonal wind, u. When eddy sources/sinks of
relative vorticity on average exhibit the same sign as the vorticity
itself (i.e., ζ ′F ′ > 0), the eddy acceleration is eastward, and in
steady state results in an eastward zonal-mean zonal wind. When
sources/sink of relative vorticity tend to exhibit the opposite sign
as the vorticity (ζ ′F ′ < 0), the eddy acceleration is westward,
and in steady state results in westward zonal-mean zonal wind.7
In analogy with the free solutions, this behavior is typically
interpreted in terms of the generation, latitudinal propagation,
and dissipation of Rossby waves.
This mechanism is thought to be responsible for the eddy-
driven jet streams (and the associated eastward surface winds)
in Earth’s midlatitudes: baroclinic instability generates Rossby
waves that radiate away from the midlatitudes, causing eastward
eddy acceleration there and leading to eastward surface flow
7 These arguments assume that β− ∂2u/∂y2 > 0, which is generally the case.
3
Figure 3.7: Kelvin and Rossby wave interaction driving equatorial superrotation. Pro-
p sed mechanism for quatorial jet accel ration on tidally locked planets. The
large-scale day-night forcing generates standing Kelvin and Rossby waves that
interact t form a chevron pattern that ransports eddy momentum flux from
mid-latitudes to the equatorial region. Adapted from Showman and Polvani (2011)
parameterised with a momentum transport term that actively injects momentum into
the upper layer in areas of heating. In terms of mean flow at the equator, the forcing
of Showman and Polvani acts as Fx in eq. (3.13), sustaining a mean equatorial flow
against a background friction. The application of this model to terrestrial exoplanets,
however, is potentially limited by the requirement of a momentum source in the
lower layer, which is typically much more tightly coupled to the upper troposphere in
the shallow atmosphere rigid lid approximation traditionally associated with shallow
water approximations of terrestrial atmospheres (Gill 1980, for example). Using these
forced shallow water models and three-dimensional studies, it has been suggested that
the interaction of Kelvin waves moving eastward along the equator with westward
propagating R ssby waves in the regi ns north and south of the equator generates a
chevron shaped pattern pointing eastward, channelling eddy momentum flux towards
the equator and driving equatorial superrotation, shown schematically in fig. 3.7
(Potter, Vallis, and Mitchell 2014; Showman and Polvani 2011; Tsai, Dobbs-Dixon,
and Gu 2014).
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3.4 Models of tidally locked planets
For many of the more well characterised planets, hot Jupiters in particular, we
have comprehensive studies of atmospheric circulation (Kataria, Showman, Lewis,
et al. 2013; Komacek and Showman 2016; Showman, Lewis, and Fortney 2015,
for example), varying from relatively simple Newtonian relaxation (Menou and
Rauscher 2009) to highly parameterised studies including full radiation codes and
disequilibrium chemistry (Cooper and Showman 2006). At a more general level, there
has also been an effort to design a thermal relaxation benchmark for inter-comparison
of models of tidally locked exoplanets (Heng, Menou, and Phillipps 2011), drawing
on the knowledge gained from this idealisation for Earth modelling, first proposed as
a GCM dynamical core inter-comparison benchmark by Held and Suarez (1994).
A comprehensive study of the sensitivity of terrestrial exoplanets to their orbital
and atmospheric parameters shows the acute sensitivity of the circulation to the
rotation rate, planetary radius and orbital radius of the planet (Kaspi and Showman
2015). As rotation rate or planetary radius increase, the relative eddy length-scale
decreases, the rotation prohibits meridional mixing and as such equator-to-pole
temperature gradients become more pronounced. Merlis and Schneider (2010)
provide a benchmark study for comparing slow and fast rotating Earths in a tidally
locked moist model, one that includes the effects of an advected water vapour through
both latent heat release and radiative feedback. In this framework it is shown that the
outgoing longwave radiation (OLR) distribution on a tidally locked Earth is strongly
dependent on rotation rate. The quickly rotating case exhibits a Matsuno–Gill pattern
in OLR (Gill 1980; Matsuno 1966), with the peak temperatures occurring in trapped
Rossby waves west of the substellar point. The circulation of tidally locked Earth-like
planets has also been considered with detailed land, aquaplanet and cloud resolving
parameterisations (Edson et al. 2011). Starting at the relatively fast rotation rate
of Earth, as rotation is slowed there is a distinct change from mid-latitude jets to
equatorial superrotation. The transition occurs at a critical rotation rate, the exact
value dependent on the surface parameterisation but it was shown to indeed be a
sharp transition.
Many of the exoplanets discovered to date are in close-in orbits of their host star;
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they experience strong gravitational tides and as such are likely to be tidally locked.
Therefore much of the modelling effort uses tidal locking as as a constraint, this has
the advantage of setting the rotation rate of the planet from the observed orbital
period, a parameter that would otherwise be very hard to constrain. However, this is
not true of all planets, as is evident from a quick survey of our own solar system, and
from the thermal tide arguments discussed above.
Hot Jupiter HD 189733b has been modelled in both synchronous and asynchronous
rotation (Showman, Fortney, et al. 2009), the extent of asymmetry between orbital
and planetary rotation rates causing a significant shift in the position of the phase
curve peak of the thermal emission spectra. In a similar vein to the work we present
in chapter 4, Rauscher and Kempton (2014) examine the possibility of inferring
planetary rotation rate from the phase curve observations of asynchronously rotating
hot Jupiters. Again studying HD 189733b and HD 209458b, they found that it was
possible to observe both eastward and westward offsets of the planetary hotspot
relative to substellar zenith. However, their study focuses only on the non-tidally
locked cases of 1:2 and 2:1 orbital resonances, leaving large areas of the parameter
space unexplored. A comprehensive study of hot Jupiters in asynchronous rotation
(Showman, Lewis, and Fortney 2015) demonstrated the relationship between the
atmospheric radiative timescale and the diurnal timescale. It was shown that the
dynamics undergoes a regime change when the ratio of these timescales goes through
unity, transitioning from equatorial superrotation in slowly rotating / highly irradiated
planets, to off-equatorial mid-latitude jets more similar to those observed on Earth
in quickly rotating systems where zonal temperature gradients are typically much
smaller than the equator-pole difference.
The likely abundance of terrestrial exoplanets around low-mass stars has made them
a strong candidate for hosting potentially habitable planets. Salameh, Popp, and
Marotzke (2018) explore the effect of slowing the rotation rate of a complex model of
Earth with clouds and sea-ice albedo feedback, while keeping orbital period constant,
thus extending the length of a day as it slows. It was shown that cloud induced
cooling is reduced when the planet is in asynchronous rotation, due to the advection
of cloud to the west of the substellar point, lowering planetary albedo at the brightest
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point. The edge of the “habitable zone”, i.e. the minimum orbital radius at which an
Earth sized planet maintains a temperate climate, has been shown to be sensitive to
both the rotation rate and the length of day. This has been investigated with rather
complex climate models, for habitability studies the focus has notably been on the
hydrological cycle and cloud feedback, the extent of cloud cover at the substellar point
being strongly dependent on the absolute rotation rate of the planet (Kopparapu et al.
2016). The phase curve of 55 Cancri e – a terrestrial super-Earth so close to its host
star and so hot it’s likely it consists of a vaporised rock atmosphere and magma oceans
– was shown in fig. 3.2 as an example of an observation where the hottest face of
the planet was not the point of strongest insolation, the hotspot is offset 41° E of the
substellar point. The observations have been paired with GCM models to constrain
the composition of the atmosphere (Hammond and Pierrehumbert 2017), with a
fairly complex consideration of the thermal and optical characteristics of various
diatomic species it was found that a N2 and H2 atmosphere was the best fit to both
the phase and amplitude of the phase curve, however no general theory for the offset
extends from this individual example.
In this thesis we will take a idealised approach to the problem, considering a gener-
alised exoplanet and make a systematic investigation of the parameter space encom-
passed by differential planetary and orbital rotation rates; an approach similar to
other exoplanet studies exploring the parameter space around Earth (Heng, Menou,
and Phillipps 2011; Kaspi and Showman 2015; Merlis and Schneider 2010).

4 · MODELLINGTHETHERMALPHASE
CURVE
Some of the results presented in this chapter were published in the Astrophysical
Journal in June 2017.
J Penn and GK Vallis (2017). “The Thermal Phase Curve Offset on Tidally and
Nontidally Locked Exoplanets: A Shallow Water Model”. In: The Astrophysical
Journal 842.2, p. 101. DOI: http://dx.doi.org/10.3847/1538-4357/aa756e
The orbital rate of an exoplanet can be calculated from the frequency of repeated
transit observations. With the aid of a statistical model, the size of the planet can
be ascertained, from the length of the primary transit then the orbital radius and
planetary mass follow. From an astrophysical point of view, these quantities are
interesting, but if we wish to understand what the planet’s climate may be like, we
require more information. A crucial factor in determining the atmospheric circulation
of a planet is its rotation rate about its own axis, and this is not easily determined
from remote observations.
As discussed in chapter 3, the case for an exoplanet being tidally locked is not
a certainty, there are many possible situations in which an exoplanet can have a
diurnal cycle, even for close-in planets (Leconte et al. 2015). If a planet is not tidally
locked then the stellar forcing will appear, in the frame of reference of the planet’s
surface, to be moving, and this problem has been much less extensively studied than
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the tidally locked counterpart, albeit with some exceptions – notably the “moving-
flame” rotating-tank laboratory experiments (Schubert and Whitehead 1969) and
the linearised shallow water study of Kato and Matsuda (1994).
From the thermal phase curve we wish to try and answer a fundamental question
about the orbital configuration of the planet: is it tidally locked? To attempt this we
use an idealised model of the atmosphere – a single layer shallow water system – and
apply a forcing that approximates the diurnal forcing of an exoplanet.
Kato and Matsuda (1994) investigated the effects of a moving forcing on the forced
shallow water equations by varying the Lamb parameter ε = 4a2Ω2/gH, as well
as the strength of drag forces and the velocity of the moving forcing. The authors
classify the steady state solutions into four categories; direct circulation between the
day and night hemispheres, “Gill pattern” circulations, zonally symmetric flow and
finally a mode of resonant inertial-gravity waves. To a large extent, the roles of drag
and of rotation were found to be interchangeable in the linear model; the same flow
patterns emerging under fast rotation–high drag as for slow rotation–low drag. The
circulation regime observed in the shallow water system with a moving forcing has
a stronger dependence on the frictional timescale than the radiative timescale; the
simplifying assumption chosen by Gill (1980) and Matsuno (1966) – that Rayleigh
friction and Newtonian cooling timescales are equal – was shown to be appropriate
when the timescales are of the same orders of magnitude (Kato 1997).
Using the shallow water equations we further examine the consequences of non-tidal
locking, specifically we hope to address the question of how relaxing the assumption
of tidal locking on a terrestrial exoplanet affects the observed phase curve. As with a
number of earlier studies (e.g., Cho et al. 2003; Showman and Polvani 2011, as well
as those cited above) we use a shallow water model, allowing us to unpack cause
and effect in a way that is not possible in more complex GCMs with parameterised
physics.
We adopt a similar model to Kato and Matsuda (1994), extending it to an examination
of the nonlinear shallow water equations on the sphere and a larger parameter
range of forcing velocity, moving both in a prograde and retrograde direction, using
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the approximation of equal timescales for both radiative cooling and fictional drag
(Matsuno 1966).
4.1 The Forced First Baroclinic Mode
We will use the shallow water model of the first baroclinic mode derived in section 2.3,
and extend it to include a forcing corresponding to the diurnal cycle of an exoplanet.
The system is forced through linear relaxation towards a prescribed state, often
known as Rayleigh damping (when applied to momentum) and Newtonian cooling
(when applied to the thermodynamic equation, or in this case, the fluid depth equa-
tion). Rayleigh drag is employed as an approximation to the large- and small-scale
dissipative effects in the atmosphere, Newtonian cooling to approximate the net
heating provided by the host star and radiative loss to space.
The forced equations are
∂ u
∂ t
+ u · ∇u + f × u = −g∇h− u
τdrag
, (4.1)
∂ h
∂ t
+∇ · (uh) = heq − h
τrad
, (4.2)
where the strength of the forcing is expressed in terms of timescales τdrag and τrad –
shorter timescales corresponding to a stronger forcing. We include advective terms
in the shallow water equations; although not explicitly part of the linear vertical-
decomposition argument the advection of heat in an exoplanetary atmosphere is an
important part of the dynamics that we do not wish to exclude from our analysis.
The equations are solved on the surface of a sphere in a spherical coordinate system
of latitude, ϕ, and longitude, λ.
The equilibrium profile heq has horizontal structure representing the diurnal heating
of an exoplanet in an orbit with zero obliquity, zero eccentricity, and zero procession,
heq(λ,ϕ, t) = H +∆h cosϕmax(cos(λ−λ0, 0)), (4.3)
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Figure 4.1: Contours of the equilibrium profile heq. The forcing is fixed in latitude ϕ and
substellar longitude ξ, with chines at±pi/2 corresponding to the dawn and dusk
terminators.
parameterised by the substellar longitude λ0 (fig. 4.1).
The shallow water system associated with the first baroclinic mode can be most
intuitively understood at the top or bottom of the domain, where the vertical basis
function is maximal (see fig. 2.3). With our choice of surface heating parameterised
with a positive height perturbation, we are modelling the upper troposphere, where
heating is observed as a divergence in the column (as each vertical mode is indepen-
dently divergence-free, the response at the bottom of the domain will be the inverse
of that at the top).
Quantifying the appropriate value for the drag coefficients in the first baroclinic mode
is not a simple problem. Qualitatively however, Rayleigh drag can be considered
as a linear approximation to the sum of dissipative forces that affect the large-scale
circulation. This will vary significantly for different species of planets; for example
terrestrial atmospheres have an underlying solid surface, inducing a solid-body drag
on the atmosphere. In comparison, the observed weather layer of a gas giant that
sits upon a freely evolving gaseous deep layer will experience less surface drag and
may exhibit considerably longer timescales of momentum dissipation as a result. To
constrain the problem to a manageable parameter space, in this study we set the
values of τrad = τdrag = τ.
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Figure 4.2: Schematic of the Newtonian cooling forcing of the shallowwatermodel. The
equilibrium profile heq represents the heating eect as a thickening of the geopo-
tential of the upper-atmosphere. Where the stellar insolation irradiates the day
side of the planet, the geopotential gh is forced towards a deeper equilibrium
depth. The rate at which the geopotential is forced towards the equilibrium profile
is determined by the radiative cooling timescale τrad.
On a tidally locked exoplanet, the substellar point λ0 remains fixed in longitude.
However, for asynchronously rotating planet with zero obliquity and eccentricity,
the substellar point will travel along the equator with constant velocity, inducing
a regular planetary diurnal cycle. The diurnal period on a planet is given by the
difference between rotation rate and orbital rate
Psol =
2pi
Γ −Ω , (4.4)
where Γ is the orbital rate of the planet, Γ = 2pi/Porb for orbital period Porb. The length
of a stellar day on a planet is the absolute value of this, which we may denote to be
the diurnal timescale, τdiurnal = |Psol|. The sign of Psol is important for determining
the longitude of the substellar point and its direction of travel across the planet. At
time t, the substellar point is located at longitude
λ0(t) = 2pi
t
Psol
= (Γ −Ω)t. (4.5)
For Earth, which has positive ΩEar th > ΓEar th > 0 (anti-clockwise rotation/orbit when
viewed from the North pole) the subsolar point tracks east-west across the surface of
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the planet, i.e. dλ0/dt < 0.
While the ratio of orbital to planetary rotation rates determines whether a planet is
in synchronous or asynchronous rotation, from an atmospheric dynamics perspective
and in the context of our shallow water model, we are concerned only with the
manifestation of this rate differential: the length of the diurnal cycle and the velocity
of the substellar point as it traverses the planetary surface.
The non-dispersive Kelvin wave speed c =
p
gH determines the maximal information
velocity in the linear shallow water equations and provides a natural velocity scaling
for the system. Let x0 be the location along the equator, in m, of the substellar
point from the origin. Then x0 = aλ0, where a is the radius of the planet, fixed at
a = 6371km. Substituting x0 into (4.5) and taking the time derivative we obtain the
velocity of the substellar point (denoted s)
s =
dx0
dt
= a(Γ −Ω)≡ αc. (4.6)
We define the non-dimensional parameter α = s/c which will be varied in our
numerical simulations to set the velocity of the substellar point in terms of the
wavespeed of the shallow water layer. In this parameter scheme, α= 0 for a tidally
locked planet. When α < 0 the substellar point moves retrograde (as on Earth) and
when α > 0 it is prograde, moving west to east and in the direction of planetary
rotation.
Lastly we introduce an additional longitudinal coordinate with origin at the substellar
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point ξ= λ− (αc/a)t so that the equations solved numerically are:
∂ u
∂ t
+ u · ∇u + 2Ω sinϕkˆ× u = −g∇h− u
τ
, (4.7)
∂ h
∂ t
+∇ · (uh) = heq − h
τ
, (4.8)
heq =
H +∆h cosϕ cosξ cosξ≥ 0H cosξ < 0, (4.9)
ξ= λ− αc
a
t. (4.10)
The model is parameterised by the night-side relaxation height H, day-side forcing
scale ∆h, rotation rate Ω, substellar velocity αc and frictional timescale τ.
Experiments were performed using a small (∆h = 0.1H) and large (∆h = H) am-
plitude forcing. The final steady state solutions, normalised to the scale of ∆h, are
quantitatively similar for both large and small values of ∆h; all results presented
below are from the ∆h = 0.1H experiments.
Equations (4.7) to (4.10) were integrated numerically in the Isca modelling frame-
work, using a pseudospectral core at T85 (128×256 in latitude–longitude) resolution.
To maintain numerical stability a weak 4th order hyperdiffusivity term is included in
both the vorticity and divergence prognostic equations.
4.2 Steady state dynamics of a shallow exoplanet
Ω 1, 3, 10, 30, 50, 100, 150, 200, 300, 500 ×10−7 s−1
α -2, -1, -0.5, -0.1, 0, 0.1, 0.5, 1, 2 (non dim)
Table 4.1: Values of the rotation rate, Ω, and substellar velocity factor, α, parameters of the
numerical studies performed in the shallow water study.
A parameter sweep varying planetary rotation rate,Ω, from 1× 10−7 s−1 to 5× 10−4 s−1
and α from -2 to 2 was performed (see table 4.1). For a given value of Ω and α, the
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numerical model described above was initialised in a quiescent state and integrated
forward in time until the solution converged to a steady state in the (ξ,ϕ) reference
frame. We also define a planetary Rossby number Ro =
p
gH/(Ωa), a metric that can
be considered as the ratio of the deformation radius,
Ld =
p
gH
Ω
, (4.11)
to planetary radius a. Associated with this we define a timescale of global wave
propagation τwave = a/
p
gH.
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Figure 4.3 shows steady states obtained by varying substellar velocity and planetary
rotation rate. From top to bottom, three representative cases of Ω are given in the
rows of slow (Ro' 15), medium (Ro' 1.5) and fast (Ro' 0.15) planetary rotation.
The central column, α = 0, corresponds to a tidally locked planet with increasing
rotation rate. Qualitatively, the tidally locked steady state solutions in the central
column appear similar in structure to both the original work of Gill (1980) (in the fast
rotating case) as well as previously published tidally locked shallow water (Showman
and Polvani 2010) and hydrostatic three-dimensional GCMs (for example Komacek
and Showman (2016)).
For the slowly rotating system (Ω = 3× 10−7 s−1, top row) the planetary Rossby
number is large and substellar velocity small, drag forces balance the pressure gradient
and geopotential largely relaxes to the forcing profile. When the substellar point is
moving slowly in either a prograde or a retrograde direction (|α|< 1), the maximum
height perturbation can be seen to be leading ahead of the substellar point. In the
rapid rotating case (Ω = 300× 10−7 s−1, bottom row) Rossby number is small and
we observe a large influence of the differential rotation rate between equator and
mid-latitudes; the geopotential anomalies are centred away from the equator and
have character similar to the classic “Matsuno–Gill” pattern described by Matsuno
(1966) and Gill (1980).
In the extreme left and right columns the substellar point is moving faster than the
gravity wave speed; the geopotential response can be seen to be lagging behind the
motion of the forcing, the peak at stasis downstream of the substellar point. When
the planet is rotating slower than a critical rate (top and middle rows), the hottest
point on the planet remains on the equator and ahead of the substellar point, whether
it is moving prograde or retrograde. At the critical rotation rate the character of the
solution transitions into the Matsuno–Gill regime: the hottest point splits into two
and moves into a meridionally symmetric pattern in the tropics. These are Rossby
gyres, equatorially trapped Rossby waves, propagating westward and damped by the
radiative and frictional forces introduced over timescale τ.
4.2.1 Equatorially trapped waves
Gravity waves are isotropic in a non-rotating shallow water system, but the intro-
duction of rotation, and specifically a gradient of Coriolis force between equator
and poles, permits new free oscillation modes that are confined to a region around
the equator. In this sense, we refer to the equator as being a waveguide for the
equatorially trapped waves.
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We will consider the linear free modes in the rotating shallow water system, moving
from the spherical geometry of the exoplanet experiments to a simpler Cartesian
domain centred on the equator. The Cartesian domain provides a more concise
exposition, yet waves described here can be shown to be analogous to the free
oscillations in the tidal equations in a spherical geometry (Matsuno 1966).
The linearised shallow water equations on the equatorial beta plane (i.e. f = β y
where β = 2Ω/a = 2.3× 10−11 m−1 s−1 at the Earth’s equator) are (Vallis 2017):
∂ u
∂ t
− f v + ∂ φ
∂ x
= 0, (4.12)
∂ v
∂ t
+ f u+
∂ φ
∂ y
= 0, (4.13)
∂ φ
∂ t
+ c2

∂ u
∂ x
+
∂ v
∂ y

= 0, (4.14)
where f = β y, φ = gh is the geopotential perturbation and c =
p
gH is the
phase speed of non-rotating shallow water gravity wave. Cross-differentiation of the
momentum equations, and substituting divergence for height yields the potential
vorticity equation on the beta plane
∂
∂ t

ζ− β y
c2
φ

+ β v = 0, (4.15)
where ζ= ∂ v/∂ x − ∂ u/∂ y .
We can write the entire system in terms of v: taking a ∂ /∂ x of eq. (4.15), adding
to non-dimensionalised time derivative β y/c2 ∂ /∂ t of eqs. (4.12) and (4.13) and
(1/H) ∂ /∂ y ∂ /∂ t of eq. (4.14) yields
∂
∂ t

1
c2

∂ 2v
∂ t2
+ β2 y2v

−∇2v

− β ∂ v
∂ x
= 0. (4.16)
We propose a wavelike solution, periodic zonally and in time. The equation is not
periodic in the meridional direction due to the Coriolis effect, β y, which switches
sign at the equator, so our wavelike ansatz for v solely in the zonal and temporal
domains is (Bühler 2014),
v = v˜(y)ei(kx−ωt). (4.17)
Substituting the wavelike form into eq. (4.16) reduces the problem to an ordinary
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differential equation in the structure of meridional velocity,
d2v
dy2
+

ω2
c2
− k2 − βk
ω
− β2 y2
c2

v = 0. (4.18)
The beta plane is valid only within a small angle approximation of the equator. If we
impose boundary conditions that v→ 0 as y →±∞ then solutions to this boundary
value problem are given by the Hermite polynomials Hn (Gill 1982),
v = 2−n/2Hn
 
(β/c)1/2 y

exp

−β y2
2c

cos(kx −ωt). (4.19)
Solutions to this Hermite equation are eigenfunctions with associated eigenvalue,
the eigenvalue in this case is the collection of terms bracketed in eq. (4.18). The
quantisation condition on the eigenvalue states that it must equal 2n (Vallis 2017),
from this relation we obtain an implicit dispersion relation for equatorial shallow
water waves,
ω2
c2
− k2 − βk
ω
= (2n+ 1)
β
c
. (4.20)
Figure 4.4 shows the dispersion relations of all the shallow water modes, including
the equatorial Kelvin wave which will be described shortly.
For n≥ 1 we will use a scale separation in frequency to classify the waves into gravity,
or “Poincaré”, waves at high frequency, and equatorial Rossby waves at low frequency.
Inertial gravity waves
At high frequency, when |βk/ω|  1, eq. (4.20) gives the approximate relationship
ω2 ' (2n+ 1)β c + k2c2, (4.21)
shown in green in fig. 4.4. In an irrotational system, the waves would satisfy the
shallow water gravity wave relation, ω = ±kc, and indeed as ω →∞ the effect
of rotation on small-scale waves becomes negligible and they tend towards the
irrotational limit.
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Figure 4.4: Free equatorial shallow water wave dispersion relations. The free modes of
oscillation of the unforced equatorial beta plane. The Yanai mode (yellow) is
also known as the mixed Rossby-gravity wave. Frequency and wavenumber are
non-dimensionalised by
Equatorial Rossby waves
At the very low frequency,ω2/c2 is very small, and the dominant balance of eq. (4.20)
becomes
ω' − βk
(2n+ 1)β/c + k2
, (4.22)
shown in fig. 4.4 in red. These are equatorial Rossby waves that only propagate
westwards (k < 0, for ω> 0).
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Kelvin wave
There is a another possible wave mode within the tropics: equatorial Kelvin waves.
Kelvin waves propagate in a single direction along a boundary, for example, they are
observed in an ocean basin where Kelvin waves propagate cyclonically around the
coastline. The atmosphere in general does not have vertical boundaries, but there
is a special case at the equator, the change in sign of the Coriolis force about the
equator acts as a wave-guide, along which Kelvin waves can propagate. These are
sometimes referred to as the “n = −1” case of the dispersion relation obtained above
(Gill 1982) (as the relation ω = ck will satisfy eq. (4.20) when n = −1) but the
equatorial Kelvin wave can also be derived from a more intuitive physical argument
when we consider the equator to be a boundary of symmetry between the northern
and southern hemispheres.
Let us see if the equations will support a zonally propagating disturbance that has
no meridional velocity i.e. v = 0 everywhere, in the linearised equatorial beta plane
(following Vallis (2017)). Applying ∂ /∂ x to eq. (4.12) and ∂ /∂ t to eq. (4.13) we
get a wave equation
∂ 2φ
∂ t2
= c2
∂ 2φ
∂ x2
. (4.23)
Substituting into eq. (4.13) with a general solution of the wave equation,
u = F1(x + c t, y) + F2(x − c t, y), (4.24)
=⇒ φ = c(−F1(x + c t, y) + F2(x − c t, y)). (4.25)
The dependence on latitude can be determined from substitution into eq. (4.13),
which without meridional velocity is now a geostrophic balance f u = − ∂ φ/∂ y , and
so F1 and F2 are constrained by
∂ F1
∂ y
=
β y
c
F1,
∂ F2
∂ y
= −β y
c
F2. (4.26)
For the solution to remain bounded as y →±∞ one of these cases cannot exist, and
thus the Coriolis parameter f determines the direction of travel. Along the equator,
both f and y change sign simultaneously, so for example to the north of the equator
β y > 0, F1 cannot satisfy the boundary condition as y →∞. Therefore the solution
has to be F1 = 0,
F2 = exp

−1
2
y2
L2eq

G(x − c t), (4.27)
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where Leq = (c/2β)1/2 is the beta plane Rossby deformation radius, analogous to
eq. (4.11) on the equator, and G is an arbitrary function.
Kelvin-waves occur where there is a solid lateral boundary along which the wave
can propagate and here the equator, anti-symmetric in Coriolis parameter provides
the boundary. It’s clear from eq. (4.27) that a disturbance G propagates eastward at
velocity c, using an ansatz of periodic zonal and temporal wave motion G ∼ ei(kx−ωt)
we obtain the Kelvin wave dispersion relation,
ω= kc. (4.28)
Yanai wave
This leaves only the n = 0 case of eq. (4.20). When n = 0, ω = −ck is a solution, but
as we have just shown above this mode must be dismissed as unphysical, as distur-
bances would grow exponentially meridionally and violate our boundary conditions.
Factoring this solution out of eq. (4.20) with n = 0,
(ω+ ck)

ω
c
− β
ω
− k

= 0. (4.29)
For the remaining solution, shown in yellow in fig. 4.4, at high frequency ω ' kc
it approaches the eastward propagating Kelvin wave. At low frequencies, high
(negative) wavenumber, ω ' −β/k and the solution approaches the Rossby wave
limit eq. (4.22). For this reason, the Yanai wave is also known as the mixed Rossby-
gravity wave; it spans the frequency gap between the two modes and has similar
character at the extremes.
Although the dispersion relationship of the Yanai wave shares similarity with both
Kelvin and Rossby waves, its meridional structure is quite different. The Yanai wave
is anti-symmetric about the equator, with positive lobes in the northern hemisphere
matched with negative in the southern and vice-versa (Gill 1982). This is shown
later in spectral observations of the Earth’s atmosphere fig. 6.2. However, due to
the equatorially-symmetric nature of the forcing of our exoplanet studies, and the
equatorially symmetric steady state solutions shown above in, for example, fig. 4.3,
the Yanai wave is not playing a significant role in the equatorial dynamics of this
system.
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4.2.2 Forced equatorial waves
The waves listed above are the free modes of the linear shallow water equations
on the beta-plane, but our model, and the atmosphere it approximates, are forced
externally by heating and cooling, friction and dissipation.
We have previously made reference to the Matsuno–Gill response and here we will
expand upon it as it has significant relevance to our spherical model of the atmosphere.
Matsuno (1966) and Gill (1980) independently struck upon an analytic solution to
the steady state (∂ /∂ t ≡ 0) linear equations, where the right-hand side of eqs. (4.12)
to (4.14) are forced by a heating profile Q and a timescale of linear friction τ:
− f v + ∂ φ
∂ x
= −1
τ
u, (4.30)
f u+
∂ φ
∂ y
= 0, (4.31)
c2

∂ u
∂ x
+
∂ v
∂ y

= Q− 1
τ
h. (4.32)
If Q is chosen to project onto the 1st parabolic mode, i.e. similar to the parabolic
component of the stationary (ω= 0) part of eq. (4.19)1,
Q =
Q0 exp
¦−β y2
2c
©
cos(kx) |kx |< pi/2,
0 otherwise,
(4.34)
then it can be shown (Matsuno 1966; Vallis 2017) that, by a transform of variables,
the height and velocity fields take an analytic form, shown in fig. 4.5, the combination
of a trapped Kelvin wave to the east of the centre of heating, and two trapped Rossby
gyres to the west.
Although solved on the linear beta plane, qualitatively the results extend to the
spherical geometry. This steady state pattern is observed in our global scale diurnal
forcing when the planetary Rossby number Ro< 1, for example in the bottom row of
fig. 4.3.
1Hermite polynomials when multiplied by a Gaussian form the parabolic cylinder functions
Vn(y) = HN (y)e
−y2/2. (4.33)
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Figure 4.5: Analytic solution to the Matsuno–Gill problem. Solution to the height field
(contours) and velocity (arrows) for the Matsuno–Gill problem eqs. (4.30) to (4.32).
Axes are non-dimensional, scaled by the equatorial deformation radius Leq =
(c/2β)1/2
Comparative wavespeed of Kelvin and Rossby waves
Equatorial Kelvin waves are non-dispersive and move with a constant eastward phase
velocity c. Westward moving equatorially trapped Rossby waves have dispersion
relation eq. (4.22). If we consider the fastest moving of these, n = 1,
ω= − βk
3β/c + k2
. (4.35)
At the largest scales, i.e. smallest wavenumber k, we can approximate this to
ω= − βk
3β/c + k2
≤ − βk
3β/c
= −1
3
kc. (4.36)
So the largest scale Rossby waves propagate westward, at best, at 1/3 the velocity of
the eastward propagating Kelvin waves. For the forced shallow water equations, it
can be shown that the n = 1 Rossby wave propagates at −1/3c (Gill 1980). We will
show that this difference in direction and phase speeds leads to notable differences
in the observed thermal phase curve when the substellar point is moving to either
the east or west.
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4.3 Shallowwater phase curves
When observing a spherical planet from a distance we see only a single hemisphere at
any one time. The total thermal emission from the hemisphere is received as a single
point reading, as a planet orbits its host star we can observe different hemispheres and
record different temperatures – once done for all angles in the orbit the thermal phase
curve can be calculated. With fluid height representing atmosphere geopotential
thickness – a proxy to temperature – we calculate an “emission phase curve” from
the shallow water model by performing disc integrals of the height field
I(δ) =
∫ δ+pi/2
δ−pi/2
∫ pi/2
−pi/2
a2h(λ,ϕ) cosλ cos2ϕ dϕ dλ , (4.37)
where δ is the observational zenith longitude. The cosλ cosϕ factor comes from the
projection of the curved surface of the planet onto a flat observational disc – emission
received is proportional to the distance from the centre of the disc.
The phase curve is normalised over the range of the equilibrium profile, heq, by
calculating the day and night side temperatures that the model is being forced
towards. Considering the day (cosξ≥ 0) and night (cosξ < 0) branches of eq. (4.9),
we calculate bounds on the equilibrium phase curve
Inight,eq =
∫ pi/2
−pi/2
∫ pi/2
−pi/2
a2H cos2ϕ cosλdϕ dλ= pia2H, (4.38)
Iday,eq =
∫ pi/2
−pi/2
∫ pi/2
−pi/2
a2(H +∆h cosϕ cosλ) cos2ϕ cosλdϕ dλ= Inight,eq +
2
3
pia2∆h.
(4.39)
The normalised phase curve function is then given by
Iˆ(δ) =
∫ δ+pi/2
δ−pi/2
∫ pi/2
−pi/2 a
2h(ξ,ϕ) cosξ cos2ϕ dϕ dξ− Inight,eq
(Iday,eq − Inight,eq) (4.40)
=
3
2
∫ δ+pi/2
δ−pi/2
∫ pi/2
−pi/2 h(ξ,ϕ) cosξ cos
2ϕ dϕ dξ−piH
pi∆h
, (4.41)
where observational zenith longitude, δ, is relative to the substellar point.
Normalised phase curves were calculated for the steady state solutions for the simula-
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Figure 4.6: steady state solutions for tidally locked forcing at increasing planetary rota-
tion rate. This subset corresponds to a transpose of the central column of fig. 4.3.
Lower panel surface plots show, as in fig. 4.3, heq in white contours and the steady
state h in the (ξ, ϕ) reference frame. Corresponding normalised phase curves
are shown in the top panel for the steady state height field h (red line) and the
equilibrium field heq (grey line). gH = 1000m2s−2, τ= 5days.
tions varying both Ω and α. Figure 4.6 shows the height field h and the corresponding
normalised phase curve of three tidally locked (α = 0) runs with increasing Ω. In the
tidally locked case forcing is stationary in both λ and ξ and the effect of increasing
rotation rate is isolated.
In the slowest rotating case (Ω = 3× 10−7 s−1) planetary scale divergent flow, damped
over timescale τ, balances the height gradient. Day-night temperature differences are
minimal; this response is similar to the weak temperature gradient (WTG) solution
of Bretherton and Sobel (2003) over a planetary scale and the direct day-night
circulation observed by Kato and Matsuda (1994). The amplitude of the phase curve
is small, with a prograde offset induced in the tidally locked configuration by a small
amplitude trapped-Kelvin wave.
As Ω increases the Rossby deformation radius, Ld , decreases, and flow becomes
dominated by rotational-effects. In the integrated phase curve, the change in character
of the solution results in shift in the peak from an easterly to westerly offset from
the substellar point – the contribution from trapped Rossby waves in the subtropics
to the west of the substellar point becomes the major feature of the steady state
temperature. With faster rotation the flow becomes more geostrophic; the amplitude
of the phase curve increases as a larger Coriolis force balances a larger temperature
gradient.
For the parameter space varyingΩ and αwe consider the offset of the integrated phase
curve from the substellar point. The phase curve offset is defined as the longitudinal
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Figure 4.7: Example shallowwater phase curves. Normalised integrated phase curves are
shown for the equilibrium profile heq (gray line) and a steady state height field (red
line). The phase curve oset is the longitudinal distance from the centre of the
forcing to the maximum of the integrated phase curve, marked above.
distance of the maximum of the phase curve from the centre of the forcing function
(fig. 4.7). Figure 4.8 shows the magnitude of the offset for increasing substellar
velocity, s, at increasing rotation rates.
In the slowly rotating limit, offsets converge to a curved profile (SeeΩ = 1, 3,10× 10−7 s−1
lines in fig. 4.8) with the hotspot preceding the substellar point with a peak at
|α| ' ±1/2 before lagging once |α|> 3/2. In the fast rotation case, the hotspot lags
behind the substellar point in all but slowest retrograde substellar motion.
For prograde substellar motion, 0≤ α≤ 1, there is a smooth transition from a leading
to lagging hotspot as planetary rotation rate increases. The 5th and 6th columns of
fig. 4.3 show corresponding global geopotential profiles – as the Ro number decreases
down the column planetary waves become more apparent in the steady state and
the latitudinally integrated peak response moves from being prograde (leading) to
retrograde (lagging) the substellar point.
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Figure 4.8: Phase curve oset for varying substellar velocity. Increasing brightness lines
show the magnitude of oset as rotation rate Ω is increased from 1× 10−7 s−1 to
5× 10−4 s−1. The phase curve oset is measured from the substellar point at ξ = 0.
The point at which the substellar point is moving at Kelvin wavespeed, c =
p
gH
(α= 1), in either the prograde and retrograde direction, is marked with a vertical
line. Shaded regions mark where the hotspot lags behind the substellar point.
i.e. If the substellar point is moving in a prograde direction, λ0 velocity> 0, the
hotspot oset is negative. gH = 1000m2 s−2, τ= 5days.
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Compare this to retrograde substellar motion, −1≤ α < 0, where the offsets in fast
and slow rotating experiments separate into two distinct solutions. The prograde
propagating Kelvin waves and gravity waves move eastward with wavespeed c 'p
gH while the wavenumber-1 westward propagating planetary wave travels at 1/3
the velocity of the Kelvin wave (see section 4.2.2 above). On slowly rotating planets
(Ro¦ 1) the deformation radius is larger than the scale of forcing and thus planetary
waves are not observed – the Coriolis gradient is insufficient to support them. However
on fast rotating planets where planetary waves do occur, the difference in velocity of
the two wave modes results in phase curve offsets that are distinct for a substellar
point that propagates to the east or west. For fast rotation with a stationary forcing
the Rossby gyres lie west of the centre of the substellar point and the integrated phase
curve has a westerly offset. When the substellar point is moving slowly retrograde
(−1/3< α < 0) the westerly offset is maintained, but as the speed of the substellar
point increases beyond this the planetary waves lag behind the forcing. fig. 4.9 shows
the steady state geopotential and phase curves for α = 0,−0.1,−0.5 in a fast rotating
system, the Rossby gyres clearly shifting from leading to lagging the substellar point
as retrograde substellar motion increases.
When the substellar point is moving prograde the impact of the planetary waves on
the phase curve is less pronounced. As the substellar prograde velocity transitions to
being faster than the Rossby wave group speed the gyres become progressively more
longitudinally smoothed out across the domain, damped by the radiative cooling
process (see lower right of fig. 4.3). At high eastward substellar velocity, α ® 1/3,
the hotspot returns to being on the equator; the adjustment to balancing the moving
forcing dominating over the rotational dynamics. These results may be compared
with those of the slowly rotating experiments where the deformation radius is larger
than the scale of forcing and planetary waves are not observed.
4.3.1 The eect of Rayleigh and Newtonian damping
In the dimensional results presented above we have made a choice of Earth-like
values τ = 5days, gH = 1000 m2 s−2, a = 6317km, giving a atmospheric wave
speed of c = 31.6m s−1 that corresponds well to gravity wave observations from the
troposphere (Kiladis et al. 2009). In studying a general exoplanet, we wish to expand
our investigation beyond the parameter regime of Earth, and so we now consider
varying both τ and H. However, we can show that our results for this case extend
to a larger area of parameter space – it is the non-dimensional frictional timescale
τ/τwave that determines the influence of frictional forces on the offset of the phase
curve.
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Figure 4.9: steady state geopotential and integrated phase curves of fast rotation and
slowwestward forcing propagation. The initially westward oset of the Rossby
gyres when |α|< 0.5 becomes eastward once the forcing speed becomes faster
than the planetary wave speed. Ω= 300× 10−7 s−1,pgH = 10m s−1, τ= 5days.
Maintaining a constant τ and reducing fluid depth H, hence slowing the wavespeed
in the system and decreasing τ/τwave results in stronger damping relative to the
wave motion and thus a reduction in the magnitude of the hotspot offset, shown in
fig. 4.10.
If the frictional/radiative damping is scaled in proportion, keeping τ/τwave constant
and varying fluid height H all curves coincide and an equivalent response is observed
for the same Rossby number. Figure 4.11 shows the results of re-running the numerical
simulations, this time keeping the non-dimensional frictional timescale constant
across all fluid depths at τ/τwave = 2.1, equivalent to the gH = 1000m2 s−2, τ =
5days case in fig. 4.10.
For comparison, here we have shown the effects of varying H on the offset of a tidally
locked system, α= 0, however the qualitative results extend to the full range of α
values shown in fig. 4.8 – as τ/τwave gets smaller the phase curve offset becomes
smaller – the shorter frictional timescales means stronger relaxation towards the
forcing and stronger damping of advective fluid velocity, resulting in a steady state
height field that is more tightly phase-aligned with the forcing. The constancy of
results for constant Ro and τ/τwave show that it is the scale of the frictional forces
relative to the wavespeed of the atmosphere that influence the observed phase curve,
not the absolute value.
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Figure 4.10: Tidally locked hotspot oset with varying fluid depth and constant τ =
5days. Oset from the substellar point is plotted as a function of inverse plane-
tary Rossby number (abscissa). The curves show results for dierent fluid depths,
gH , with a constant frictional timescale τ= 5days, such that the ratio τ/τwave
increases with increasing fluid depth. As τ/τwave increases, themagnitude of the
tidally locked hotspot oset increases and the transition from eastward to west-
ward oset occurs at a slower rotation rate; that is, at a smaller inverse planetary
Rossby number. Compare to fig. 4.11 where the ratio τ/τwave is kept constant.
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Figure 4.11: Tidally locked hotspot oset with varying fluid depth and constant
τ/τwave = 2.1. Oset from the substellar point is plotted as a function of inverse
planetary Rossby number (abscissca). The various curves show results with dier-
ent fluid depths, gH , but with drag timescale ratio kept constant, τ/τwave = 2.1
(using gH = 1000m2s−2, τ = 5days as a reference, black line). The hotspot oset
observed is consistent across all experiments with the same inverse planetary
Rossby number. Compare to fig. 4.10 where τ is not scaled by fluid depth.
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4.4 Dynamical Balances
Some intuition of these results can be achieved by considering the mechanism in which
a spatial difference in temperature (height in the shallow water model), especially in
the zonal direction, could be sustained in the steady state. A gradient in the height
field can only be maintained by a balance of forces – the dominant balance determines
the character of the steady state.
In the linearised form of eq. (4.1), and at steady state in the coordinate frame (ϕ, ξ)
(using eq. (4.10) to perform a change of coordinates), we see that a gradient in the
height field can be maintained by three possible sources,
− s
a
∂ u
∂ ξ
+ f × u + u
τ
= −∇gh. (4.42)
Depending on the parameter regime, defined by planetary Rossby number Ro =p
gH/Ωa, substellar velocity s, and the influence of frictional forces τ/τwave, we
consider the case where each of the terms on the left is the dominant balancing force:
1. Geostrophic balance: the gradient in height is maintained by the Coriolis force
f × u = −∇gh. (4.43)
In fast rotating systems, Ro 1, this balance will dominate the flow. fig. 4.11
shows the onset of geostrophic balance in the tidally locked case – as Ro−1 > 1
the influence of Rossby gyres moves the offset westwards of the forcing.
2. Frictional balance: the gradient is balanced by drag forces
u
τ
= −∇gh. (4.44)
As τ/τwave becomes smaller, this becomes the dominant balance. Strong damp-
ing of the velocity field prevents redistribution of momentum around the do-
main, and the steady state height field becomes phase-aligned with the forcing,
reducing the offset created by both Kelvin and Rossby waves (Figure 4.10).
3. Dynamical balance: the gradient is balanced by motion in the forcing
− s
a
∂ u
∂ ξ
= −∇gh. (4.45)
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Most evident in slowly rotating planets (Ro¦ 1) the dynamical balance intro-
duced by a moving forcing can dominate the phase offset when |s|< c. In this
regime the hotspot can precede the motion of the substellar point.
4.4.1 An equatorial analytic solution
In the slowly rotating limit of the dynamical balance described above, we can use a
one-dimensional model along the equator to show that the height field will be up to
pi/2 out of phase with the forcing to establish a steady state solution.
Consider the one-dimensional, non-rotating shallow water equations linearised about
a basic state u = 0+u′, h = H+h′ and with an idealised forcing analogous to eq. (4.9):
∂ u′
∂ t
+ g
∂ h′
∂ x
= 0, (4.46)
∂ h′
∂ t
+ H
∂ u′
∂ x
=
heq − h′
τ
, (4.47)
heq =∆h cos(x − st), (4.48)
where s is the speed of propagation of the forcing and ∆h is the scale of a sinusoidal
forcing. We do not include a Rayleigh frictional term in the velocity evolution equation,
here we intend to isolate the effect of the moving forcing from the other balancing
forces present in the system. This is equivalent to taking a view along the equator of
a non-rotating planet modelled by equations eqs. (4.7) to (4.10). Since f = 0 and
the equations are symmetric in latitude, at the equator ∂ /∂ y ≡ 0 and we can reduce
the problem to the one-dimensional case. For simplicity of exposition, here we use a
full cosine wave rather than the slightly more complex heq = max(cos(x − st), 0) that
would be a true one-dimensional equivalent to eq. (4.9). Numerical modelling of
this half-cosine wave one-dimensional forcing provided offset results almost identical
to the analytic solution – see fig. 4.12 for comparison.
As with the rotating two-dimensional system, we again introduce a coordinate system
that moves with the forcing. Defining ξ = x − st we can consider the steady state
solutions of eqs. (4.46) to (4.47). Using the transform identities
∂
∂ x
→ d
dξ
∂
∂ t
→−s d
dξ
, (4.49)
and upon dropping primes eqs. (4.46) to (4.47) become ordinary differential equa-
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tions
−s du
dξ
+ g
dh
dξ
= 0, (4.50)
−s dh
dξ
+ H
du
dξ
− ∆h cosξ
τ
+
h
τ
= 0, (4.51)
that can be combined to give a single expression for h
gH
s
− s

dh
dξ
+
h
τ
− ∆h cosξ
τ
= 0. (4.52)
Using the same gravity wavespeed established in the two-dimensional case, c =
p
gH,
we write eq. (4.52) as
(c2 − s2)
s
dh
dξ
+
h
τ
− ∆h cosξ
τ
= 0, (4.53)
which can be solved using an integration factor I = eaξ, with a = s/(τ(c2 − s2)) to
obtain an analytic solution
h(ξ) =
∆ha(a cosξ+ sinξ)
a2 + 1
. (4.54)
The one-dimensional peak offset ξp can be found from the inflection point, where
dh/dξ = 0. Taking the derivative of eq. (4.54)
dh
dξ
=
∆ha(cosξ− a sinξ)
a2 + 1
(4.55)
and equating to zero we obtain an analytic solution for the peak offset in the one-
dimensional case
a sinξp = cosξp, (4.56)
=⇒ ξp = arctan

(c2 − s2)τ
s

. (4.57)
Figure 4.12 shows the peak offset eq. (4.57) as a function of forcing velocity s, as well
as numerical solutions of the one-dimensional system using an unsmooth forcing and
with non-dimensional terms and a Rayleigh drag term included on the zonal velocity.
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Figure 4.12: Analytic and numerical phase curve oset in a one dimensional shallowwa-
ter model. The thick black line is the analytic oset given by eq. (4.57). The
red line shows the numerical integration of equations eqs. (4.46) to (4.47) with
heq = max(cosξ, 0), reducing the amplitude of oset compared to the full cosine
forcing. When nonlinear terms and Rayleigh drag are additionally numerically
calculated and included (green line), the velocity of zero oset becomes faster
than linear wavespeed and the transition through the origin is smoothed pro-
ducing a response that approximates the results of the slowly-rotating nonlinear
two-dimensional model in fig. 4.8.
When the forcing is slow moving (|s|  c) the height field peaks ahead of the forcing
by a factor of pi/2 (since arctan(x)→±pi/2 as x →±∞), smoothly transitioning to
a lagging phase as forcing speed exceeds wavespeed. The lagging offset observed
from very fast moving substellar point will also tend to a limit of ∓pi/2 when ±s c.
At s = 0 there appears to be a sharp discontinuity in the location of the peak as it
transitions from a westward to eastward propagating forcing. This discontinuity is
not observed; in the linear model the amplitude of the steady state fluid height goes
to zero in the tidally locked case, as is clear from eq. (4.54) where coefficient a→ 0
as s→ 0. In our more complex model that retains the nonlinear terms and includes
a Rayleigh drag term, the transition through the tidally locked state is smooth, as
shown in fig. 4.12. This can be compared to the slowly-rotating two-dimensional
offsets in fig. 4.8.
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Figure 4.12: Regime diagrams of substellar point velocity and phase curve oset as a
function of orbital rate and rotation rate. A planet is tidally lockedwhenΩ = Γ
–marked by a black line along the diagonal. The upper panel shows the phase
curveoset in either the reference frameof (a) prograde/retrogradeoset, relative
to the rotation vector, or (b) leading/lagging oset, relative to the motion of
the substellar point. In the lower panel, (c) plots substellar point velocity from
eq. (4.6). (d) shows the hotspot location, relative to the substellar point, for the
complete (Ω, Γ ) space. The zero contour – when the hotspot is at the substellar
point, is shown with dashed-black line on figures (a), (b), (d). Empty regions far
from the diagonal are outside the range of substellar velocities tested.
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4.4.2 Celestial Mechanics
In the construction of the model, we divorced the motion of the substellar point
from the celestial mechanics that induce the diurnal cycle, now here we would like
to bring the results back into the context of an orbiting exoplanet. Whether the
substellar point moves in a prograde or retrograde direction relative to planetary
rotation depends on both the direction and magnitude of the rotation rate, Ω, and
orbital rate, Γ , as given in eq. (4.6).
Figure 4.12 (a) and (b) are transformations of fig. 4.8, showing the phase curve offset
predicted by the model for an observed exoplanet where the orbital rate is derived
from eq. (4.6),
Γ =
αc
a
+Ω. (4.58)
Figure 4.12 (c) maps the substellar point velocity over the (Ω, Γ ) parameter space;
speed increases away from the tidally locked diagonal where Ω = Γ . When the planet
rotates in the opposite direction to its orbit the substellar motion is always retrograde
(regions A); when the planet and orbit move in the same direction there are two
possible regimes. If the planet is rotating faster than its orbital rate (regions B) then
here too the substellar point moves retrograde to the planetary rotation. This is the
regime in which Earth lies, ΩEarth > ΓEarth > 0 such that the sun appears to rise in
the east and set in the west. Only when |Γ | > |Ω| and ΩΓ > 0 (regions C) will the
substellar point move in the same direction as the rotation of the planet.
In this study by varying α and with Ω > 0 we have considered only the right-half
plane of section 4.4.2. Due to the longitudinal symmetry of eqs. (4.7) to (4.10) the
same dynamics will hold true for planets rotating in the other direction, appropriately
reflected in the longitudinal direction to account for the reversal of direction of
the Coriolis vector and we can use our results to fill this space also, as shown in
section 4.4.2.
Using transit detections and the spin direction of the star it has been shown that we
can constrain the direction and period of the orbit of a planet (Queloz et al. 2000)
and so calculate Γ . The results presented above suggest that fully constraining the
rotation rate from a known orbital rate and the phase curve may not be possible even
when considering only a shallow water model of the atmosphere, but some useful
constraints nevertheless emerge. For example, as substellar velocity increases in
either direction over the planet, the hotspot tends to a lagging limit. For exoplanets
that exhibit very large hotspot offsets and lie outside an orbital radius of certain
tidal-locking, it may be possible to constrain the direction of rotation from the phase
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Figure 4.13: Three possible rotation rates for an observed hotspot oset. Enlargement of
section 4.4.2 around Γ a/
p
gH = 2. Given an observed orbital rate Γ a/
p
gH = 2
and phase curve oset of 10ºE (red contour), the shallow water model provides
three possible rotation rates (vertical black dotted lines).
curve offset. But for planets that are tidally locked or near-locked, as described for
fig. 4.8 above, the hotspot can potentially lie east or west of the substellar point.
Thus, zooming in around Γ a/
p
gH = 2 on section 4.4.2, an observed offset of 10ºE
(shown as a red contour on the figure) could be attributed to three different rotation
rates (as shown in fig. 4.13). However, at this orbital and rotation rate the model
does predict that a tidally locked planet should have a small westward phase curve
offset, so although such an observation may not provide a tight constraint on rotation
rate it can tell us that the planet is not tidally locked.
As a sketch application of the theory, we could consider HD 189733b – an exoplanet
with orbital period Γ = 3.28× 10−5 s−1 and radius a = 81.400 km. Given a typical
hot-Jupiter scale-height of
p
gH = 2 km s−1 (Perez-Becker and Showman 2013), this
would provide a non-dimensional orbital rate Γ a/
p
gH ' 1.3. Examining the map
shown in section 4.4.2, the 16ºE hotspot offset observed for HD 189733b (Knutson
et al. 2007) could indeed be attributed to a non-tidally locked configuration, with
a rotation rate that is either slightly faster or slower than orbital rate. With this
sketch come a significant number of cautionary clauses – this assumes that frictional
timescales are equal and well defined, and only considers the first baroclinic-mode of
the atmosphere, without representation of superrotation etc.
The model can also be considered with the Earth’s orbital parameters of one day
rotation period, and 365 day orbital period. Due to the relatively fast rotation rate
of Earth, this corresponds to a substellar velocity of ∼ −465m s−1, far faster than
the gravity wave speed of ∼ 30m s−1 in the troposphere and puts Earth well off the
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left limit of the abscissa of fig. 4.8: where the hotspot tends to a lagging limit. At
this extreme α' −16 ratio, and with an atmospheric radiative cooling timescale of
several days, the lag in the hottest time of day on Earth from midday – approximately
3 hours (equivalent to 45ºE ) — is being strongly modulated by the thermal inertia
of the surface.
The magnitude of phase curve offset in the shallow water model is highly dependent
on the damping timescale τ/τwave and the atmospheric wave speed
p
gH. These
parameters have analogues in more complex three-dimensional treatments of a plan-
etary atmosphere – frictional diffusivity, thermal radiation to space, the Brunt–Väisälä
frequency. The properties of the fluid will vary greatly depending on the chemi-
cal composition and scale height of the atmosphere and are not easily determined
from remote observations. Spectroscopic measurement of atmospheric mass and
composition could lead to a tighter constraint on the radiative timescale of an exo-
planet atmosphere, and potentially the scale height also, from which a ratio could be
established and inference made.
4.5 Summary
In this chapter we have investigated the sensitivity of an exoplanet’s observed phase
curve offset to its rotation rate and diurnal cycle length. Using a shallow water
approximation of the troposphere, it was shown that hottest point in the atmosphere
can either lead or lag behind the motion of the substellar point. When the substellar
velocity is faster than the Kelvin wave speed, the substellar point will always lag.
But when near to a tidally locked state and the diurnal cycle is long, the hotspot can
potentially lead ahead of the substellar point.
The sensitivity of the offset in the slowly rotating limit was examined in a one-
dimensional case along the equator, in the linear case this showed that the offset will
be maximal in phase (although minimal in amplitude) when the substellar point is
moving slowly, tending to a 90° out of phase lag as the speed is increased.
Put into context of an observed exoplanet with known orbital rate: given an observed
phase curve offset the non-tidally locked model could be used to constrain the
magnitude of the rotation rate as being greater or smaller than the internal wave
speed of the atmosphere.
5 · STRATIFIED MODEL
Some of the results presented in this chapter were published in the Astrophysical
Journal in December 2018.
J Penn and GK Vallis (2018). “Atmospheric Circulation and Thermal Phase-curve
Offset of Tidally and Nontidally Locked Terrestrial Exoplanets”. In: The Astrophysical
Journal 868.2, p. 147. DOI: http://dx.doi.org/10.3847/1538-4357/aaeb20
The shallow water model of a diurnally forced planet demonstrated that the thermal
hotspot is sensitive to the rotational regime. The results are instructive, but the
shallow water approximation’s lack of vertical structure limits the range of dynamical
processes represented. For example, the baroclinic instability that drives undulations
in the jet stream and polar vortex, responsible for the large variability in weather
outside the tropics on Earth, is an inherently three-dimensional phenomena not
present in the shallow water models. Furthermore, and perhaps of more importance
in an exoplanetary context, the shallow water equations are unable to produce an
equatorial superrotational jet without invoking specific forcing conditions (Showman
and Polvani 2010; Zurita-Gotor and Held 2018).
We now wish to extend the theory to a more complete model of the atmosphere,
including vertical stratification. As was shown in section 2.3.1, the shallow water
equations are linked to the stratified atmosphere through a continuous spectrum of
vertical modes, each of which has an associated shallow water system with equivalent
depth and linear waves. We will come back to this interpretation later in the analysis
of the numerical simulations; the background stratification N 2 will determine the
gravest gravity wave speed in the system, the speed of which has an impact on the
dynamics observed in non-tidally locked systems.
In this chapter we will introduce the primitive equations in the traditional approx-
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imation. We then apply them to model the atmosphere of an Earth-like exoplanet
with varying rotational and orbital velocities. The climatology and sensitivity to the
diurnal forcing is examined, with close attention paid to the superrotational jet that
forms in the stratified model. Finally the results are compared with the expectations
of the shallow water model and differences discussed.
5.1 Model
We model the atmosphere of a rocky planet using the dry, hydrostatic primitive
equations, and parameterise the effect of stellar forcing and radiative transfer with
a linear relaxation of the temperature towards a predefined reference equilibrium
profile. The equations are, in pressure vertical coordinates,
Du
Dt
+ f × u = −∇pΦ− ru, (5.1)
∂Φ
∂ ln p
= −RT, (5.2)
∇p · u + ∂ω
∂ p
= 0, (5.3)
DT
Dt
=
κTω
p
+
Q
cp
, (5.4)
where the prognostic state variables are the horizontal wind vector u = (u, v), tem-
perature T , and vertical velocity expressed in terms of pressure change ω≡ Dp/Dt.
The total time, or Lagrangian, D/Dt operator in pressure coordinates is given by
D
Dt
= (u · ∇p) +ω ∂
∂ p
, (5.5)
where ∇p is the horizontal gradient operator along isobaric surfaces.
The equations are solved in spherical coordinates (r,λ,ϕ): radius, longitude, and
latitude, respectively. Coriolis force in the traditional approximation is given by
f = kˆ2Ω sinϕ. This is a so-called “shallow” approximation1, as we ignore the effects
of Coriolis forces in the vertical; to conserve angular momentum, we must also
assume that flow is confined to a shallow shell on the surface of the sphere. The
1The shallow approximation does not mean the shallow water equations. Here the meaning
of shallow is a high aspect ratio: horizontal length scales are much larger than vertical lengths, a
requirement of the hydrostatic approximation.
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radial coordinate is expressed as r = a + z, where a is the radius of the planet;
since a  z we make the shallow-fluid approximation by replacing r → a, and
∂ r → ∂ z. The gravitational force, g, assumed to be constant, is absorbed into a
height-proxy geopotential Φ≡ gz. R is the ideal gas constant for dry air and cp the
specific heat capacity of dry air at constant pressure. κ= R/cp, all values are for a
dry atmosphere of Earth’s composition, values are given in the list of constants. The
equations are solved in pressure coordinates rather than absolute height, so we also
have a prognostic equation of surface pressure at the lower boundary,
∂ ps
∂ t
= −∇ ·
∫ ps
0
u dp . (5.6)
The equations are forced through a Newtonian heating term
Q
cp
=
T − Teq
τrad
, (5.7)
where Teq is the equilibrium heating profile detailed below, and τrad is a characteristic
timescale of thermal relaxation of the atmosphere. The system is damped by linear
Rayleigh friction in the momentum equation, parameterised by coefficient r = r(p),
the inverse of which can be considered as the timescale of frictional forcing.
We use the open-source Isca framework detailed in Appendix A. Isca solves the
hydrostatic primitive equations eqs. (5.1) to (5.4) on a sphere using a pseudospectral
dynamical core in pressure coordinates. All results presented are at T42 resolution
(approximately 3º notional grid). Full source code for the model and experiments
are available online at https://github.com/jamesp/isca.
5.1.1 Newtonian heating profile
The heating profile Teq is calculated from a potential temperature profile θeq, con-
structed to approximate the radiative–convective equilibrium state of an Earth-like
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Figure 5.1: Contour plots of the Newtonian forcing profile Teq in both horizontal and verti-
cal profile. The latitude–pressure slice (a) is shown through the substellar point, at
the anti-stellar point the relaxation profile is isothermal at temperature Tstrat. The
longitude–latitude slice (b) is at the atmosphere–surface interface, and longitude
is measured relative to the substellar point.
planet with zero obliquity and eccentricity,
θeq =
T0 −∆h(1− cosΘs)−∆v cosΘs log
p
pref
cosΘs > 0,
Tstrat cosΘs < 0,
(5.8)
Teq = max

θeq

p
pref
κ
, Tstrat

. (5.9)
Figure 5.1 shows the shape of the forcing in height and across the surface of the
planet. This profile assumes an optically thin atmosphere in the shortwave and no
clouds, producing maximal heating at the surface under the substellar zenith, similar
to heating from a surface below with zero heat capacity. Relaxation temperatures are
constrained by two temperature extremes: T0 is the heating at the zenith surface and
Tstrat is the background temperature at the stratosphere and dark side of the planet.
The equator-to-pole temperature gradient is ∆h = T0 − Tstrat, and the atmospheric
column is marginally statically stable, ∆v = 10K−1, such that potential temperature
increases gradually throughout the troposphere before becoming very stable in the
stratosphere. The zenith angle of the star, Θs provides the diurnal component of the
profile; for a planet with zero obliquity and eccentricity this simplifies to a function
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of latitude, longitude, and, implicitly, time for planets that are not tidally locked:
cosΘs = cosϕ cos(λ−λ0(t)). (5.10)
As it will become the useful reference frame for analysis of numerical results, we
define a longitudinal coordinate relative to the substellar point, ξ= λ−λ0.
As in the formulation of (Held and Suarez 1994), we apply a timescale of thermal
damping that includes a boundary layer
τrad = τatm + (τatm −τsfc)max

p− pBL
ps − pBL , 0

, (5.11)
where pBL = 700hPa is an empirically derived pressure height for the top of the
boundary layer, but do not scale this damping at the poles as is done in Earth
simulations. Velocity damping is constrained solely to the boundary layer, and
decreases linearly with height,
r =
1
τdrag
max

p− pBL
ps − pBL , 0

. (5.12)
Constants τatm, τsfc, and τdrag have a nontrivial impact on the dynamics of the
atmosphere (Komacek and Showman 2016), but systematic investigation of this
dimension of the parameter space is beyond the scope of this study. For radiative
relaxation, we choose values τsfc = 5days and τatm = 20days, such that low level
heating is more tightly coupled to the forcing profile while at altitude the timescale of
relaxation is longer, more akin to the scale of a purely radiative timescale. Frictional
damping, restricted to the planetary boundary layer, is set at τdrag = 1day.
5.2 Results
The numerical model was run with a range of parameter values of Ω and s, as shown
in table 5.1. We are considering the dynamics of an arbitrary exoplanet and do
not restrict the parameter space to specific resonant spin-orbit configurations where
Ω= nΓ ; instead, we vary the substellar velocity independently of the rotation rate.
In the discussion we will use eq. (4.6) to address the question of how this may relate
to planets trapped in, for example, 3:2 orbital resonances, although this may not be
a particularly consistent argument given that we keep orbital eccentricity at zero and
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Rotation rate, Ω 1, 3, 10, 30, 100, 300, 1000 ×10−7 s−1
Substellar velocity, s -200, -100, -50, -25, -10, -5, 0, 5, 10, 25, 50, 100, 200 m s−1
Table 5.1: Parameter values of rotation rate and substellar velocity.
thus thermal forcing at a constant, implying a circular orbit.
For the sake of clarity, only a representative subset of the parameter space listed
in table 5.1 is plotted in the following figures, but the complete span of values is
considered in the discussion that follows.
The model was integrated forward in time from rest to a statistically steady state.
Results presented, unless stated otherwise, are time-averaged over a 100-Earth-day
(8.6× 106 s) window in this steady state, and shown in a reference frame relative to
the substellar point at 0° longitude.
5.2.1 Dynamics
The atmospheric dynamics are dependent on both the rotation rate and substellar
velocity. The effects of rotation on tidally locked planets (Noda et al. 2017, for
example) and axis-symmetrically heated aquaplanets (Kaspi and Showman 2015, for
example) have been well studied in recent years; we build upon these results and
will not linger too long on discussing the tidally locked cases in isolation, instead
focussing on the inclusion of a moving forcing.
We define the planetary Rossby number,
Ro =
U
Ωa
, (5.13)
where U is a characteristic zonal velocity as a non-dimensional number for char-
acterising the influence of rotation on the large-scale dynamics. When Ro 1, as
is the case on Earth, rotation will constrain atmospheric flow and the dynamical
balance of forces, especially away from the equator, will be geostrophic. At large
Rossby numbers, rotation plays a much smaller role, pressure gradients largely being
balanced by frictional forces. We will show, however, that the addition of a moving
heat source in both regimes can alter the large-scale structure of the flow.
Figures 5.2 and 5.3 show snapshots of temperature and wind in the mid-troposphere
of slowly rotating (Ro∼ 10) and quickly rotating (Ro∼ 0.1) planets in the left and
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Figure 5.2: Snapshotof temperature andwind field at the406 hPa level for tidally locked
planets rotating slowly (le) and quickly (right). The substellar point is in the
middle of the domain, shown as a white spot. Compare to fig. 5.3 where the
substellar point is moving slowly eastward.
right-hand panels respectively, after the simulations have been allowed sufficient
time to reach a statistical steady state.
Consistent with the first baroclinic mode theory of chapter 4, at slow rotation rates
with a slowly moving (or stationary) diurnal cycle, upper level flow is divergent
from the heated hemisphere. To first order, the response to heating is an overturning
circulation spanning the entire planet, updraft at the substellar forcing inducing large-
scale convergence at the surface and divergence aloft. The weak Coriolis parameter
lends little dynamical asymmetry between the meridional and zonal directions, and
thus a thermally direct overturning circulation extends equator-to-pole, day-to-night,
air rising near the substellar point and eventually falling at the pole or night side,
producing adiabatic heat transport. The largely horizontally uniform temperature on
the slowly rotating cases has been well explained by the weak temperature gradient
(WTG) approximation (Mills and Abbot 2013; Sobel, Nilsson, and Polvani 2001), the
small Coriolis parameter means that the dominant balance in the dynamical equations
is convective, between heating and vertical advection of potential temperature.
For quickly rotating planets, circulation is constrained by the Coriolis force and the
response is qualitatively different between a stationary and moving forcing. With
a tidally locked stationary configuration the flow, temperature, and wind fields
display a global Matsuno–Gill pattern of trapped Rossby gyres in the mid-latitudes
to the west of the centre of the forcing, with a small circulation around them and a
strong westward flow along the equator, west of the substellar point. When even a
small prograde velocity is applied to the forcing, the circulation changes dramatically,
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Figure 5.3: Snapshot of temperature and wind field at the 406 hPa level for non-tidally
locked planets rotating slowly (le) and quickly (right). The substellar point
is moving eastward at 5m s−1, the substellar point and direction denoted with a
white arrow. Compare to fig. 5.2 where the substellar point is fixed.
instead inducing a eastward superrotating jet along the equator, with eddies extending
toward the poles.
Figure 5.4 shows the temporal-mean upper-tropospheric flow for a range of retro-
grade and prograde substellar velocities at increasing planetary rotation rate. As the
substellar velocity increases, increasing-strength zonal jets are induced in the tropics,
producing strong superrotation when the progression of substellar point is prograde
with respect to rotation. The superrotating jet persists for increasing rotation rate,
becoming more equatorially constrained as the planetary Rossby number decreases.
A retrograde moving forcing, as on Earth2, appears to inhibit the formation of a
superrotating equatorial jet. Furthermore, a subrotating equatorial flow becomes a
robust feature of the atmosphere of slowly rotating planets with a retrograde forcing.
A westward superrotating jet is generated from a substellar point moving westward
at 50 m s−1 (upper left panel of fig. 5.4). As the substellar point moves beyond a
critical velocity, between ± 50 m s−1 to 100 m s−1, slow-rotator circulation transitions
again, with the upper-level eastward zonal flow weakening and eventually turning
off. In these cases, the speed of the substellar point means that the diurnal timescale,
τdiurnal = 2pia/s, the time taken for the substellar point to make a complete revolution
of the planet, is of the equivalent order as thermal relaxation, τrad.
2Although on Earth the velocity of substellar point along the equator is ∼ −450m s−1, putting it in
a regime well off to the far left of the parameter values studied here.
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In the fast rotating cases (lower half of fig. 5.4), circulation is dominated by geostrophic
forces. The flow becomes latitudinally constrained, but the latitudinal cross-section
structure is determined by the direction and speed of the moving forcing. In the
fastest-rotation cases we observe multiple eddy-driven jets being formed, as expected
from quasi-geostrophic theory and as seen in the rotation-rate parameter studies
(Kaspi and Showman 2015). Where our model differs from that of Kaspi and Show-
man (2015) is in the longitudinal variation in stellar heating; their axis-symmetric
forcing is equivalent to making the assumption that τrad  τdiurnal which is not
the same regime our tidally locked and near tidally locked planets inhabit. In the
intermediate-rotation case Ω= 1× 10−5 s−1, the tidally locked and prograde moving
substellar point configurations exhibit a single equatorial superrotating jet. When
the substellar point is moved sufficiently quickly retrograde to rotation, s ' 50 m s−1,
the equatorial jet is inhibited and instead two mid-latitude eastward jets form.
The effect of the retrograde moving forcing on the superrotating jet can be more
readily observed in the vertical structure of the atmosphere in both the day and
night hemispheres (fig. 5.5). When the Rossby deformation radius is small enough
to drive zonal flow, but not dominating in the dynamics (the rows labelled Ω =
100× 10−7 s−1 are rotating approximately 7× slower than Earth and have a Rossby
number Ro = O (1)), a retrograde moving forcing acts in a manner akin to further
reducing the Rossby number of the flow, producing a stronger effective rotational
regime. This is observed in the inhibition of the superrotating jets produced in the
Ro = O (1) planet. Figure 5.6 shows an extended cross-section for varying substellar
velocity at rotation rate Ω = 100× 10−7 s−1 where, reading from right to left an
increasing retrograde substellar velocity turns off the superrotating equatorial jet,
and turns on mid-latitudinal jets. At the highest substellar velocities, both prograde
and retrograde, τdiurnal  τrad and the local equilibrium temperature is oscillating
as the diurnal cycle passes over at a much quicker rate than the rate of thermal
adjustment. The consequence is a “smearing out” of the equilibrium profile. In the
limit of infinitely fast substellar progression, the relaxation profile at all longitudes
would be the zonal mean of eq. (5.9), shown in fig. 5.7. Therefore, on the planets with
fastest moving substellar points, the forcing felt becomes more zonally symmetric,
but also weaker. Hide’s theorem (Hide 1969) (summarised in section 3.3) states that
given an ideal inviscid fluid, axis-symmetric about its rotational vector, for angular
momentum to be conserved it is not possible to maintain a superrotational jet at
the equator — to do so requires a longitudinal gradient in the forcing, either via
eddies or a large-scale forcing such as the diurnal cycle. This gives further insight
into what is happening as the diurnal timescale becomes shorter than the radiative;
the effective forcing becomes more axis-symmetric and so superrotation induced by
the longitudinal gradient of the diurnal forcing is diminished.
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Figure 5.4: Jet structure in the upper troposphere (p = 249 hPa) for increasing rotation
rates and substellar velocities. Substellar velocity increases from le-to-right,
going from −50m s−1 to 50m s−1. Rotation rate increases down the rows in 10×
multiples. Vectors indicate the upper-tropospheric winds, keyed with 30m s−1 in
the lower le corner. Coloured contours show the zonal component of the mean
flow only. The position and direction of motion of the substellar point is indicated
with a grey arrowhead.
Near the surface, the mean equator-to-pole temperature gradient is less than half
that found at the substellar point, reducing the strength of subtropical zonal jets as
expected from the thermal wind relation for the geostrophic component of the zonal
wind (Vallis 2017, §2.8.4, for example),
f
∂ u
∂ p
=
R
p
∂ T
∂ y
, (5.14)
the magnitude of vertical shear in the zonal winds is proportional to the latitudinal
temperature gradient.
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Figure 5.7: Meridional equilibrium temperature gradients. A latitudinal slice of Teq at the
substellar point (solid) and the zonal mean, Teq, (dashed) are plotted. Themuch-
reduced∆eq−poleTeq in the mean cf. at the substellar point impacts the dynamics
of planets with very quickly moving diurnal cycles.
In general, the propensity is for eastward flow in both the day and night hemispheres,
either in an equatorial superrotating flow, or as mid-latitude jet structures, the tidally
locked response is in agreement with the previous work of Edson et al. (2011), Merlis
and Schneider (2010), and Noda et al. (2017). However, at low rotation rate and for
intermediate retrograde substellar velocities, −100m s−1 < s < 0 m s−1, a westward
equatorial jet is generated.
Figure 5.8 summarises the above, showing the zonal-mean zonal velocity in the
upper troposphere as a function of substellar velocity (abscissa) and rotation rate
(lines) for the complete parameter space listed in table 5.1. There appears to be
a resonant response of the atmosphere at |s| = 50 m s−1 producing the strongest
equatorial jets in either direction. And this is the only point in the parameter space
for which a significant equatorial subrotating flow is generated: high Rossby number
and retrograde substellar progression, −50≤ s < 0. As the planetary Rossby number
becomes very small (Ω≥ 100× 10−7 s−1), the upper-level zonal flow becomes largely
independent of diurnal cycle and substellar velocity.
As demonstrated in section 2.3.1, in the hydrostatic Boussinesq approximation (con-
stant vertical stratification), the horizontal phase speed of internal gravity wave
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Figure 5.8: Zonal-mean zonal-wind in the upper troposphere (p=319 hPa) as a function of
the substellar velocity at the equator. Negative substellar velocity is retrograde,
relative to the rotationof theplanet. As apoint of reference, at equinoxEarthwould
lie at∼ 450m s−1. Lines show increasing planetary rotation rate. The transverse
section view of this data, for three substellar velocities is shown in fig. 5.13.
propagation in a dry atmosphere is given by
cm =
ω
κ
=
N
m
, (5.15)
where κ2 = k2 + l2 is the horizontal wavevector, m the vertical wavenumber (Vallis
2017, §7.3). As m≡ pi/Hc, where Hc is the vertical wavelength, for the m = 1 mode,
Hc is twice the height of the troposphere, H, and so the fastest wave will be given by
c1 =
NH
pi
. (5.16)
The Brunt–Väisälä frequency is defined as
N 2 ≡ g
θ˜
∂ θ˜
∂ z
, (5.17)
for a mean potential temperature profile θ˜(z). Near the surface, N 2 is largely con-
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Figure 5.9: Phase speed of the fastest horizontal mode in the stratified model. For in-
creasing rotation rate (lines), c1 = NH/pi is shown as a function a function of
substellar velocity (abscissa). While there is a dip at slower substellar velocities,
all systems show a similar wave speed between∼ 45m s−1 to 60m s−1.
strained by the short relaxation times and therefore by the equilibrium forcing profile,
but aloft, it will be determined dynamically. As a point of reference for this model,
the largest (m = 1) and fastest-moving mode has been estimated from measurements
for the Earth’s troposphere, yielding a value c '44 m s−1 to 53 m s−1 for a deep tro-
pospheric convection in response to moving heat forcing, given a free-tropospheric
scale height H = 14 km (Kiladis et al. 2009).
We calculate a zonal-mean Brunt–Väisälä frequency and a scale height of the first
baroclinic mode, m = 1, in the equatorial free troposphere and find that it varies with
the substellar velocity (fig. 5.9), giving local gravity wave speeds between 40 m s−1
to 60 m s−1 in the free troposphere, similar to those of Earth conditions, as we would
expect from the essentially Earth-like atmospheric lapse rate of the Newtonian cooling
model. This suggests that the largest response in the jet structure in the model at
substellar velocities moving in either direction at s ' ±50m s−1 may be a resonant
interaction with the primary gravity wave mode.
102 STRATIFIED MODEL
Wave Breaking in the troposphere
To investigate the jet structure in the upper troposphere of slowly rotating planets we
turn to the critical layer theory of wave breaking. Vertically propagating linear waves
in the atmosphere can be modulated by the background flow; when the phase speed
of the wave equals the background flow, the waves break, depositing momentum into
the region of breaking (Lindzen 1981). If there is a shear in the background flow, i.e.
∂ u¯/∂ z > 0, this condition will be met at a certain height in the atmospheric column:
the critical height of wave breaking.
Consider a Boussinesq flow u = (u, w) in the (x-z) plane linearised about a background
flow,
u = U(z) + u′(x , z, t) w = w′(x , z, t), (5.18)
where U(z) is a mean background flow in the zonal direction. The incompressible
flow can be written in terms of a streamfunction ψ′,
u′ = −∂ψ′
∂ z
w′ = ∂ψ
′
∂ x
, (5.19)
If we assume that the perturbation is wave-like in the zonal direction with phase
velocity c ≡ω/k, then we substitute the form
u ′ = uˆ(z)exp(ik(x − c t)), (5.20)
into the Boussinesq momentum equation eq. (2.24), linearised about the background
flow U(z), to obtain the Taylor-Goldstein equation
d2ψˆ
dz2
+

N 2
(U − c)2 −
d2U

dz2
(U − c) − k
2

ψˆ= 0. (5.21)
From this we can define a Doppler-shifted extrinsic wave frequency Ω(z) =ω− kU
(Sutherland 2010) and rewrite eq. (5.21)
d2ψˆ
dz2
+ k2

N 2
Ω
2 −
d2Ω

dz2
k2Ω
− 1

ψˆ= 0. (5.22)
This is similar in form to the vertical perturbation equation considered by Lindzen
(1981), albeit without meridional structure and a slightly more general vertical
profile.
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Figure 5.10: Zonal mean velocity with substellar velocity. Shown here for the slowest ro-
tating case,Ω= 1× 10−7 s−1, zonal mean velocities are plotted oset against the
substellar velocity (coloured lines), (u− s).
In this form we note that the equation becomes degenerate when Ω∼ |U − c| → 0.
U = 0 at the surface and increases in magnitude above; there possibly exists a height
above the surface at which the wavespeed and background flow coincide, U(zcrit) = c.
If Ω→ 0 at zcrit then, in the linear equations, vertically propagating waves can only
approach this level asymptotically, the vertical wavenumber m→∞ as z→ zcrit.
More realistically, however, the waves propagating in the nonlinear system will break
as they reach the critical level. Lindzen (1981) showed the acceleration of the mean
flow induced by turbulent wave breaking is proportional to the difference in wave
and mean flow velocity cubed,
− 1
ρ0
d
dz
ρ0uw∼ −k2H
(U − c)3
N(κ/k)3
, (5.23)
where H = RT¯/g is the scale height of the mean atmospheric column and κ2 = k2+ l2
as above. The effect of this wave breaking is to therefore bring U towards c at the
critical height.
Figure 5.10 shows the equatorial mean zonal velocity of the atmosphere for the
slowest rotating planet, minus the substellar velocity. A full longitude–pressure plot
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of the zonal velocity is shown in fig. 5.11. In the s = ±50 m s−1 case they show a
sharp transition at a critical height ∼ 400 hPa where (u− s)→ 0. For slower moving
substellar forcing the transition is more gradual and occurs lower in the atmosphere.
Lindzen considered the interaction of gravity waves forced by the Earth’s diurnal
tide which has a phase speed of ∼ 450 m s−1, much greater than the winds observed
in the troposphere. Waves forced beyond the natural stratification frequency of
N 2 will be evanescent, decaying exponentially, but those forced below or near the
natural frequency will persist and propagate upwards until they reach their critical
level. However, in our model of non-tidally locked exoplanets the diurnal cycle
is much slower than on present-day Earth, we are in a range where |s| ' |u¯| and
thus a constructive or destructive deposition of zonal momentum can occur in the
troposphere. Peak response occurs when the diurnal phase velocity coincides with
the maximum internal gravity wave speed of the stratified atmosphere given by
eq. (5.16), and shown in fig. 5.8.
As frictional forces weaken with height and in general from the surface up to the
peak of the jet, ∂ u¯/∂ z > 0, we would expect to see the height of wave breaking rise
as the phase velocity of the moving forcing increases; this is observed in fig. 5.6 —
the altitude of peak zonal velocity increases with substellar velocity until s > c1.
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The numerical model used in this experiment is hydrostatic and contains no param-
eterisation of small-scale convection; the adjustment to stability has to occur on
the large-scale. In this sense the wave breaking is not properly resolved, nor are
the likely small-scale gravity waves produced, instead, numerical diffusion across
isentropic surfaces is playing this role in our low resolution numerical model. As
stated in section 3.3, the zonal mean flow of a shallow water system is equivalent to
considering the same quantities on isentropic surfaces in the primitive equations,
∂ uθ
∂ t
= vθ ( f + ζθ )−Q∂ uθ
∂ θ
, (5.24)
where Q is a heating forcing. It can be shown (Zurita-Gotor and Held 2018, appendix
B), that the vertically integrated advection
A=
1
ps
∫ 0
ps
∂ u
∂ p
ωdp '

Q
∂ uθ
∂ θ

θ
, (5.25)
can approximate the forcing and thus the total column-wise zonal momentum.
We calculate the quantity given in eq. (5.25) and plot it for two rotation rates in
fig. 5.12. At the equator, due to the small Coriolis parameter and symmetry of the
forcing we assume the absolute vorticity to be very small and therefore
∂ u¯
∂ t
= −A. (5.26)
From fig. 5.12(a), where planetary rotation is very slow (Ro ∼ 100) and the flow
is almost entirely unconstrained by the Coriolis force, we get a sense for the zonal
velocities seen in fig. 5.11. The substellar motion enforces a prescribed wave forcing
in the heating with phase speed ω/k = s, when this is resonant with the natural
frequency of the atmosphere N 2, i.e. s ' c1 (shown to be fairly constant between
50 m s−1 to 60 m s−1 in fig. 5.9), there is a critical level where breaking occurs deposit-
ing momentum into the mean flow. A maximum occurs in our experiments where
s = ±50 m s−1. When the forcing is moving at a rate below the internal wave speed
of the system, it has little impact on the mean flow, seen in the (-25, 0, 25 m s−1)
lines in fig. 5.12(a). Figure 5.12(b) is at Ro ' 1 where the Coriolis force is now
present and we fall into the regime of eastward propagating Kelvin waves breaking,
inducing a primarily eastward superrotating mean flow (Showman and Polvani 2011;
Zurita-Gotor and Held 2018). In this case the equatorial wave dynamics appears to
be dominant, the moving forcing only modulating the strength of this jet. The fastest
−50 0 50
Latitude
−0.04
−0.02
0.00
0.02
0.04
−∂
u
∂
p
ω
s ms−1
-100
-50
-25
0
25
50
100
(a)Ω= 1× 10−7 s−1
−50 0 50
Latitude
−0.01
0.00
0.01
0.02
0.03
0.04
−∂
u
∂
p
ω
s ms−1
-100
-50
-25
0
25
50
100
(b)Ω= 100× 10−7 s−1
Figure 5.12: Verticaladvectionconvergence in theequatorial region. Verticalwaveactivity
− ∂ u∂ pω shown as a function of latitude (abscissa) and substellar velocity (line).
In the very slow rotation case (a) substellar motion creates a forced wave which
breaks to give zonal mean flow in the same direction. In the rotating case (b)
equatorial waves interact to generate superrotation, which is thenmodulated by
the moving forcing.
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Figure 5.13: Globally-integratedmean zonal wind in the upper troposphere. Upper level
zonal wind as a function of rotation rate (abscissa). Lines show the dependence
on rotation rate at three substellar velocities: -50, +50, and 0m s−1, corresponding
to the local maxima/minima in seen in fig. 5.8.
moving diurnal cycles at s = ±100 m s−1 both show westward flow at the equator,
eastward jets appearing in the mid latitudes – this is due to the period of forcing
becoming significantly shorter than the thermal relaxation timescale, making the
forcing appear more zonally uniform as described above and shown in fig. 5.7.
Rotation and diurnal rate dependent dynamical regimes
It is clear that the horizontal circulation has a dependence on diurnal cycle at low
rotation rates; if we were observing these planets from afar the advective heat trans-
port associated with the flow might be detected as either an eastward or westward
offset in the thermal phase curve. In general, the upper-tropospheric mean zonal
flow is additively modulated by the moving forcing, especially in high Rossby number
regimes where the motion-induced flow is significantly larger than the relatively
weak overturning flow of the tidally locked case (Figure 5.13).
Figure 5.14 gives a schematic overview of the dynamical regimes observed and
presented in figs. 5.4, 5.5 and 5.8. The region in which equatorial superrotation
occurs is limited to a subset of rotational velocities (clearest in the central column
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of fig. 5.5); very slowly rotating planets have a direct circulation in both directions
around the planet, akin to two large Hadley-Walker cell circulations extending from
substellar to antistellar points and pole to pole.
As discussed above, a retrograde moving forcing has similar a similar effect on
dynamics to increasing the rotation rate, shown schematically in the centre of fig. 5.14
this means the transition from thermally direct coupling of day and night hemispheres
to an equatorial jet moving in the same direction as the forcing occurs at a lower
rotation rate when the substellar point is moving retrograde (s < 0) than when it
moves prograde.
Equatorial superrotation is prevalent in nearly all our studies presented here, espe-
cially those with slower rotation and diurnal speeds. However, as for the transition
away from a thermally direct circulation, the point at which a strongest equatorial
superrotating jet is maintained is when the substellar point is progressing prograde
(right panels of fig. 5.6). The distinction in the top section of fig. 5.14 between
mid-latitudinal jets and equatorial jets is not exclusive; both can coexist, especially
as the Rossby number becomes sufficiently small that multiple baroclinic jets can be
sustained (Kaspi and Showman (2015) provide a good discussion of the emergence
of multiple jets on quickly spinning Earth-like planets), instead it is intended to
demonstrate which may be dominant.
The transition from a forced jet to a superrotating jet for a prograde moving substellar
point is somewhat continuous (depicted with a dashed line in fig. 5.14), but the effect
is also additive, the superrotation being sharper more equatorially constrained in the
presence of a prograde moving diurnal cycle.
The diversity of climate regimes at a given rotation rate can largely be understood
as a result of the scale of timescales of radiative cooling, advection, and the diurnal
cycle. In general, if τrad  τadv,τdiurnal, the radiative forcing dominates, and the
thermal structure of the atmosphere will largely resemble the forcing, with significant
zonal temperature gradients. The redistributive effects of advection and the diurnal
cycle act to reduce zonal variation, as seen in the upper rows of fig. 5.16, where
divergent advection from the substellar point efficiently redistributes heat globally.
There is a case study from our own solar system where the radiative and diurnal
timescales are potentially of similar order: Venus.
Venus rotates slowly compared to Earth, Ωvenus = 3× 10−7 s−1, and the planet spins in
the opposite direction to its orbit. The result is a slow diurnal cycle, approximately 116
Earth days for a single solar day on Venus, and the substellar point moves prograde
relative to the rotation of the planet. This corresponds to a substellar velocity on
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Figure 5.14: Possible circulation regimes for a non-tidally locked exoplanet. The quali-
tative regime of the dynamics can be categorised by the nature of the upper-
tropospheric flow. This regime diagram classifies the circulation patterns ob-
served across the parameter space of varying planetary rotation rateΩ and sub-
stellar velocity s. The dashed line between sections on the right shows that this
transition is somewhat continuous: when the substellar point is moving prograde
a jet that follows its motion and equatorial superrotation are equivalent.
the Venusian equator of s=Venus = 3.8m s−1, putting it within the region of parameter
space we have shown that, for an Earth-like planet at least, the diurnal cycle can
induce a superrotation.
Atmospheric soundings of the lower atmosphere of Venus show a strong superrota-
tion in mid-troposphere (Schubert, Covey, et al. 1980), and an almost isothermal
longitudinal distribution of heat, only a few K difference between day and night
suggesting a very efficient heat transfer by the winds. Above the cloud deck of Venus,
the longwave radiation optical depth is lower and thermal timescales are shorter,
therefore the difference in day and night-side temperatures is much larger.
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The atmospheric column of Venus is very different from that of the Earth-like model
used here; the surface pressure of Venus is 92× that of Earth, and the atmosphere
is so optically thick at this depth that nearly all of the solar heating happens in the
atmosphere interior rather than at the surface as our idealised Newtonian cooling
model prescribes here. There are several potential sources of momentum convergence
towards Venus’s equator capable of inducing superrotation (Read and Lebonnois
2018); while further study in a portion of parameter space more appropriate to Venus
is necessary, it seems plausible that at the slowly progressing diurnal cycle could
enhance the strength of Venus’s superrotation.
5.2.2 Thermal Phase Curves
In the shallow water study of the previous chapter, we demonstrated that both
eastward and westward offsets in the thermal phase curve of a transiting exoplanet
could be observed; the offset is sensitive to both absolute planetary rotation rate and
the velocity of the substellar point. It was shown that when the normalised substellar
velocity |s/c|< 1, where c =pgHe is the linear shallow water gravity wave speed
for a fluid of equivalent depth He, a dynamical balance could be maintained between
a horizontal thermal gradient and the moving forcing. When a theoretical “thermal
phase curve” of the planet was calculated by integrating the height of the shallow
water layer, it exhibited offsets in both zonal directions relative to the substellar point.
In the same manner, we again now calculate phase curves from the stratified model
of the atmosphere. Our model, with a prescribed relaxation temperature rather than
diagnostic radiative heating, does not have an optical depth, nor does it need to
satisfy an energy balance by radiating to space. Therefore, there is no well-defined
diagnostic outgoing longwave radiation (OLR), we use an approximation to this to
calculate a thermal phase curve.
We choose a radiating pressure level, prad, as the height of emission to space. At this
level we can create a phase curve by performing a hemispheric integral of blackbody
emission,
I(δ; prad) =
∫ δ+pi/2
δ−pi/2
∫ pi/2
−pi/2
a2σT 4(λ˜,ϕ, prad) cos λ˜ cos
2ϕdϕdλ˜, (5.27)
where δ is the observational zenith longitude, and σ is the Stephan–Boltzmann
constant. Again, the cosλ cosϕ factor comes from the projection of the curved surface
of the planet onto a flat observational disc — the emission received is proportional to
the distance from the centre of the disc.
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Figure 5.15: Example temperature fields and their associated normalised phase curves.
From le to right, these correspond toΩ = 10, 100 and 1000× 10−7 s−1 in the cen-
tral, s = 0m s−1, column of fig. 5.16. The brightest colour contour is 260 K, with
further contours decreasing in 2 K intervals. White contours show the position
and extent of the relaxation temperature profile Teq, and the maximum of this at
the substellar point is indicated with a white dot. The phase curve oset is given
by the longitudinal separation between the substellar point and the peak of the
phase curve, most clearly observed as a eastward oset in the middle panel.
The phase curve is normalised by the hemispheric integral of the night-side of the
planet equilibrium temperature, Tstrat, and by moving into the reference frame of the
moving substellar forcing,
Iˆ(δ; prad) =
∫ δ+pi/2
δ−pi/2
∫ pi/2
−pi/2

T (ξ,ϕ, prad)
Tstrat
4
cosξ cos2ϕdϕdξ, (5.28)
where ξ = λ−λ0(t) and the observational zenith longitude, δ, is now relative to the
substellar point (see fig. 5.15 for examples of the temperature field and synthetic
thermal phase curve for tidally locked exoplanets with varying rotation rate).
We first consider the thermal response in three dimensions before addressing the
contraction of this into a one-dimensional phase curve. Figure 5.16 presents the
atmospheric temperature in the mid-troposphere, just above the prescribed frictional
boundary layer, for varying rotation rates and substellar velocities.
In the stratified model we find a more complicated relationship than in the shallow
water study. At the surface, in the the thermal response is tightly coupled to the
forcing, and at all rotation rates the peak integrated temperature is lagging the motion
of the substellar point. However, at altitude, from where observed infrared emission
will originate, the temperature distribution is sensitive to the speed of the diurnal
cycle.
Above the boundary layer momentum and temperature are less strongly damped,
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thermal advection is efficient compared to friction and the hotspot is advected by the
wind field. fig. 5.16 shows the horizontal temperature structure mid-troposphere; for
both eastward- and westward-propagating substellar points eastward and westward
hotspots are observed, depending on the rotation rate of the planet.
As previously demonstrated in the hot Jupiter studies of Showman, Lewis, and
Fortney 2015, a quickly moving substellar point or rapidly rotating system results
in a reduction in zonal variability. At the mid-troposphere example plots shown in
fig. 5.16 there is a ∼ 65K gradient between substellar and anti-stellar point in the
equilibrium temperature Teq; in contrast the atmospheric temperature varies little,
an efficient thermal transport from day to night side. The efficient heat transport
and zonal redistribution with a rapidly moving substellar velocity predicts relatively
warm night-side temperatures and a largely isothermal distribution of temperature in
the upper atmosphere, this is perhaps expected from our intuition of Earth, which has
a very rapid diurnal cycle relative to atmospheric radiative timescales, τdiurnal τrad.
The reduction in the meridional temperature gradient is also a result of the short
diurnal timescale, creating an effective relaxation profile as shown in fig. 5.7 and
discussed above.
The phase curve offset is found by calculating the normalised phase curve relative to
the substellar point using eq. (5.28), and then solving for the longitude of maximum
integrated thermal emission. The panels of fig. 5.16 show the phase curve offset as a
function of substellar velocity near the surface and at several levels in the troposphere.
Phase curves near the surface are a strong function of substellar velocity, with little
influence from rotation rate; in general the faster the substellar point moves, the
further the thermal hotspot lags behind the point of maximal heating. This is due to
the short timescales of both radiative and frictional damping in the bottom boundary
of the model, wind velocity at this level is small resulting in little advection, and
strong relaxation towards the heating profile quickly eliminates thermal inertia from
the passing substellar point.
We can compare these offsets to those modelled in the first baroclinic mode, shown
in fig. 4.8. In the mid-troposphere (i.e. at 742 hPa shown in fig. 5.16(b)) the
stratified atmosphere retains much of the same qualitative structure as the shallow
approximation. Firstly, all offsets tend to a similar limit ±90° for the fastest substellar
velocity cases, in both directions. In the case of a slowly moving forcing, there is
a similar smooth transition between fast and slow rotation for a prograde moving
forcing; leading offsets become lagging as rotation and substellar velocity increase.
When the substellar point is moving retrograde there is again a distinct bifurcation into
two different characters dependent on the rotation rate. As discussed in section 4.3
this is due to the equatorially constraining effect of rotation; once the Rossby number
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Figure 5.16: Phase curve osets for thermal emission fromdierent heights in the atmo-
sphere as a function of substellar velocity velocity s (abscissa). Lines of increasing
brightness show the response at increasing planetary rotation rate. The segments
where the thermal hotspot leads the progression of the substellar point (e.g. east-
ward substellar motion, eastward hotspot oset) are shaded white, the lagging
segments shaded grey.
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is sufficiently small trapped equatorial Rossby waves become a large part of the
thermal response, as seen in the lower row of fig. 5.16, for example.
In the upper troposphere / stratosphere (fig. 5.16(d)) the relationship to the shallow
water model, and indeed the coherence of a relationship between rotation rate, diurnal
cycle and thermal phase curve become much less clear. This is largely due to the
isothermal nature of the forcing, and the isothermal response at this altitude searching
for a peak in the phase curve becomes degenerate as the horizontal temperature
variation is only of the order of ∼ 1 K to 2 K.
In the previous chapter it was shown that in the simple case of a linear non-rotating
one-dimensional shallow-water model heated periodically along the equator, the
offset between forcing and response could be solved analytically. The phase curve
offset tends to a maximum as the diurnal timescale approach the tidally locked limit,
lim
s→±0ξp = ±pi/2,
a discontinuous leading offset that becomes smooth through the tidally locked state
with the addition of nonlinear effects (see fig. 4.12). This character of the response
is retained in the stratified model, lagging responses tending to a pi/2 limit in the
case of fast substellar motion.
In the troposphere, where frictional damping is not applied and the timescale of
thermal relaxation is much longer (panels (c) and (d) of fig. 5.16), a leading offset
up to 20° is seen for both prograde and retrograde moving diurnal cycles on slowly
rotating planets expected from the shallow water theory. Where Ro < 1, the circu-
lation becomes increasingly constrained to equatorial regions, equatorially trapped
Rossby gyres are seen as temperature maxima above and below the equator, and a
trapped Kelvin wave just east of the substellar point (most clearly shown, and their
impact on the integrated thermal phase curve, in the last panel of fig. 5.15).
In the upper atmosphere all our Newtonian cooling models show a largely isothermal
response in all directions, the magnitude of ∆Tday−night becomes negligible and so the
offset becomes highly variable and dominated by synoptic changes.
The model presented here shows that it is possible to observe both an eastward and
a westward offset in the observed thermal phase curve of an exoplanet, with few
assumptions made about the composition of the atmosphere beyond the heat capacity
and gravitational constant of Earth. The simple forcing parameterisation offers both
advantages and disadvantages in this respect. The relaxation is linear in temperature,
scaling the atmospheric height appropriately, we might expect the results to hold
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at hotter temperatures of some of the already observed close-in exoplanets. The
assumptions we make about the composition of the atmosphere determine the lapse
rate of the equilibrium profile and the internal gravity wave speed, the effect of
changing the shape of this vertical profile to that of e.g. a H/He atmosphere of a hot
Jupiter will change the vertical structure. However, the main assumption made here
that may not scale to deeper atmospheres is an equilibrium temperature profile which
is hottest at the surface. This contains an implicit assumption that the atmosphere
is largely transparent to stellar radiation, the primary heating being from longwave
radiation emitted from the exoplanet surface.
If the atmosphere is deep and dusty due to optical absorption, scattering and reflec-
tion, the relationship between shortwave heating at pressure height is much more
complicated and a different choice of thermal relaxation structure may be required.
Similarly, the assumed thermal profile is dependent on the emission spectrum of its
host star – the cooler the star the more infra-red radiation it emits, to which expected
atmospheric components such as carbon dioxide, water vapour and methane are
optically opaque resulting in more direct heating in the atmosphere. Ultra-cool
brown-dwarfs are likely to support a population of Earth-sized planets, such as the
possible seven orbiting TRAPPIST-1 (Gillon et al. 2016). Transit observations of these
planets are somewhat easier to detect than on brighter stars and so will likely be a
fertile ground for discovery with TESS and JWST in the future. For these new planets
it will be necessary to consider the shift to the longwave in the incoming stellar
radiation compared to our expectations for Earth.
There is, however, evidence that despite a wide range of atmospheric depths, optical
depths, internal and external heat sources, the vertical temperature profiles of the
atmospheres of planets in the Solar System share a common structure, roughly
adiabatic up to a shared tropopause height at ∼ 100hPa (Robinson and Catling
2013). Therefore it is plausible that the relaxation to an adiabatic lapse rate has wide-
ranging application in the idealised modelling of terrestrial exoplanets, especially in
the deep convective troposphere; inference of the climate can be made despite the
particulars of the specific forcing configuration.
In terms of outgoing longwave radiation (OLR), the lack of a strict energy balance or
a two-stream radiation scheme means that the thermal emission of the model can
only be considered at a specific height within the atmospheric column. An observed
multi-band phase curve will be composed of radiation emitted from all depths, and
this cannot be directly compared to a considering emission from just single height in
the atmosphere (Dobbs-Dixon and Cowan 2017). The exact contribution through
height is sensitive to temperature, pressure and chemical composition, before we
even consider the possibility of one or more cloud species. As fig. 5.16 shows, the
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phase curve offset observed is dependent on the height within the atmosphere at
which it is measured. More complex models have addressed the hotspot of specific
exoplanet candidates and find the offset can vary significantly depending on the
radiating level of the atmosphere (Hammond and Pierrehumbert 2017, for example).
The effect of clouds will likely have a significant effect on the phase curve. At slow
rotation rates deep convection is shown to be centred over the substellar point, lifting
moisture and creating a largely homogeneous cloud deck across the planet. As
rotation rate increases the geostrophic wind alters this, creating breaks in the cloud
deck (Kopparapu et al. 2016), these variations in cloud opacity will have a direct
impact on the emission height observed in the phase curve. An interesting overlap
can be observed in the results of Kopparapu et al. and our results presented above.
They demonstrate that a tidally locked planet with rotation period of 9 Earth days
has breaks in the cloud deck to the west of the substellar point. A simple scaling
of their planetary parameters and flow speed suggests that Ω ' 80× 10−7 s−1 and
therefore the Rossby number for this experiment is Ro ' 0.5, as such the Coriolis
force is sufficient to be affecting the flow. Distinctly observable in the cloud deck of
their experiments is a reduction in cloud cover in the regions of trapped Rossby gyres
seen in, for example, the central panel of fig. 5.15. A drop in cloud cover reduces the
optical depth and results in emission to space from deeper in the atmosphere where
it is hotter. In terms of the thermal phase curve, this may result in a westward shift
in peak emission.
The effects of clouds, radiation, volatiles, and the myriad more physical processes
that occur in a planetary atmosphere, are clearly important to determining the
climate of a planet. They also sensitive to their parameters, and so including these
processes in a model of a specific exoplanet requires a detailed specification of, for
example, atmosphere chemical composition or surface heat capacity, which can be
hard to justify from the limited observational record. To perform similar analysis
considering an entire population of planets will have to consider a huge parameter
space; the nonlinearities inherent in the climate system make predicting cause and
effect relationships difficult without invoking simplifications, as we have done in this
study, or extremely large amounts of direct numerical simulation. Building a better
understanding of how the exoplanetary climate is sensitive to these processes will be
an extensive undertaking for the astrophysical modelling community over the next
few years, idealised models such as the one presented here will be essential to do so.
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5.3 Summary
In this chapter we have used a Newtonian cooling & Rayleigh friction model of the
atmosphere to simulate a suite of Earth-like exoplanets in the parameter regime
around a state of tidal locking. We showed that the offset in the thermal phase curve
is affected by both the rotation rate and diurnal cycle of the planet, with eastward
and westward offsets from the substellar point observed at a range of parameter
values. Linking this to an observed phase curve is not necessarily straightforward
however, care must be taken when making further inference as the offset also has
a strong dependence on the depth within the atmosphere from which the thermal
emission originated.
Upper tropospheric zonal winds are sensitive to both the rotation rate and diurnal
period of the planet; even a small amount of asynchronous rotation can induce large
changes in the circulation, for example inhibiting the formation of the equatorial
superrotating jet predicted by many tidally locked exoplanet models. In the tidally
locked state a robust superrotating equatorial jet is observed over a range of ro-
tation rates typical of a planet in a 5–100 day orbit. However, with only a small
deviation from the tidally locked state, producing a moving diurnal heating pattern,
the superrotating equatorial jet can be split into mid-latitudinal jet streams. The
effect of the diurnal cycle on atmospheric dynamics is most pronounced when the
substellar velocity has similar magnitude to the internal wavespeed of the stratified
atmosphere, depositing momentum into jets either constructively strengthening the
superrotation (in the case of a prograde moving forcing) or destructively weakening
it (for a retrograde moving moving forcing).
Asynchronous rotation, even when it is close to being synchronous, can be crucial in
understanding the large-scale circulation of a planet’s atmosphere.
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As discussed in chapter 4, the model of a near-tidally locked exoplanet has analogue
with equatorial dynamics observed in the Earth’s atmosphere. Matsuno (1966) and
Gill (1980) demonstrated that the forced shallow water equations, in the presence of
a Coriolis force that changes sign, produce a distinct pattern of winds and pressure
perturbations that are similar to those observed in the tropics on Earth in response
to a local heating. This framework was used to investigate the forcing on other
planets where the slow rotation rate meant that the Rossby deformation radius was
of order of the radius of the planet, making the large-scale diurnal forcing akin to a
tropical-scale forcing on Earth.
In this final chapter we now return to Earth to apply the theory of a moving forcing to
a related problem in the tropics — that of the eastward propagation of the Madden
Julian Oscillation (MJO).
6.1 The Madden Julian Oscillation
The Madden Julian Oscillation is a slowly moving weather pattern in the tropics on
Earth (a schematic is shown in fig. 6.1) and can be main source of intra-seasonal
variability in the climate of the tropics, bringing patterns of increased wind and rainfall
over a 1 – 2 month period. Dynamically, it can be considered as a zonal wavenumber 1
mode of variation convection, precipitation and sea surface temperature, propagating
eastward at a velocity of ∼ 5 m s−1. The “convective envelope” of the MJO, the region
in which deep convection and a prevalence of cumulonimbus clouds occur, contains
a range of scales of motion. These include quickly eastward propagating Kelvin and
mixed Rossby-gravity waves, and westward propagating Rossby and gravity waves,
yet the total envelope migrates eastward at approximately 5 m s−1 (Raymond and
Fuchs 2009).
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Figure 6.1: Schematic of the Madden Julian Oscillation. A system of increased deep con-
vection and precipitation that propagates eastward through the equatorial re-
gion at a average speed of ∼ 5m s−1. Accompanied with this is a region of
less cloud cover in the area where warm dry air is subsiding. source: MetOf-
fice online material, https://www.metoffice.gov.uk/learning/atmosphere/
madden-julian-oscillation, accessed 06.08.2018.
Madden and Julian (1971) examined the variation in the zonal winds at the near
surface 850 hPa and altitude 150 hPa, recorded at the equatorial observation station
on Canton Island (3ºS, 172ºW). They found a regular oscillation in the zonal wind
occurs over a 41–53 day period at both the top and bottom of the troposphere,.
Furthermore, the oscillations at the top and bottom of the deep convective region are
180° out of phase with each other (as shown in the wind features of the schematic
fig. 6.1), suggesting a baroclinic mechanism underlying the propagation.
Quantitative analysis of the equatorial waves in the atmosphere has been computed by
compiling satellite observations of OLR, rainfall, and cloud reflectivity in the tropics
(Wheeler and Kiladis 1999). In addition to the linear modes derived in section 4.2.1
and shown in fig. 4.4, another low-frequency signal is seen in the frequency–time
power-spectra of the observations — the MJO is the concentration of power just east
of the origin in fig. 6.2.
In the 50 years since the first description of the phenomenon, the observations have
become multiple and robust, however the mechanism for the propagation of the MJO
is still not fully understood. It is possible that it is still not spatially well-resolved in
(a) Symmetric (b) Antisymmetric
Figure 6.2: Wheeler-Kiladis power spectra compiled from satellite observations of bright-
ness temperature claus Tb) in the tropics (averaged over the region 15 °S− 15 °N).
The signal is filtered to remove background red noise, and lines corresponding to
the dispersion relations of shallowwater waves shown in fig. 4.4 are labelled (MRG
being "Mixed Rossby Gravity waves", an alternate name for the Yanai mode). Aer
Kiladis et al. (2009) and Wheeler and Kiladis (1999).
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GCMs, many of which do not feature an MJO signal in the tropics, nor provide good
skill in forecasting its progression in climate models. For a comprehensive review of
the effort to capture the MJO in global forecast models, see Zhang (2005).
An interesting feature of fig. 6.2, made more obvious by the inclusion of dispersion
guidelines, is the striking correspondence of the areas of wave power in the observa-
tions to the free linear shallow water waves. This leads to some obvious questions:
why is the MJO wave not observed in the analytic wavelike solutions of the linear
shallow water beta-plane, or in freely-decaying shallow water numerical simulations?
The MJO moves eastward more slowly than Kelvin or mixed Rossby-gravity waves,
a phase speed of similar magnitude to equatorial Rossby waves, but these move
west, not east. Is the MJO the result of nonlinear wave-wave interaction (Yang and
Ingersoll 2013), or is it an emergent phenomenon that is dependent on the stratified
vertical structure of the tropics, that cannot be identified in the first baroclinic mode
alone (Thual and Majda 2015)?
The similarities make explaining the MJO through linear shallow theory a tantalising
prospect, and indeed many have tried to do so, yet conclusive evidence for the MJO
as an equatorial wave has not been demonstrated.
6.1.1 A brief history of shallowwater MJO theory
Taking a snapshot in time and considering only the largest-scale horizontal and
vertical structure of the convective envelope, the MJO bares more than a passing
resemblance to Matsuno’s solutions to the forced equatorial beta-plane shallow water
equations (Matsuno 1966, discussed in section 4.2.1).
The deep convective nature of the positive phase of the MJO (the “stormy and wet”
part of fig. 6.1) suggests a dependence on moist tropospheric instability – either
the underlying cause of the MJO also drives deep convection, or it is the process of
moist convection in the tropics that produces an eastward propagating disturbance.
The MJO manifests as a coherent accumulation of cloud and rainfall; the issue of
cloud aggregation, and specifically self-aggregation, is still a largely unknown process
and often entirely absent from numerical models. Self-aggregation occurs in high-
resolution simulations but can be sensitive to the resolution of the model used (Muller
and Held 2012). The mechanism by which the local cloud aggregation interacts with
the large-scale flow, ultimately producing a global-scale MJO-like pattern, has been
investigated in fully convective cloud-resolving large-eddy simulations. The essential
mechanisms required for cloud aggregation in these complex models are:
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1. Cloud-radiative feedback. The spatial modulation of longwave emission drives
larger areas of cloud, separated by clear skies. The radiative feedbacks that
initially promote aggregation, and those that then stabilise large areas of cloud
can be different (Wing and Emanuel 2014).
2. Wind-induced surface heat exchange (WISHE). Stronger wind anomalies drive
a positive feedback loop, increasing moisture and latent heat flux from the
surface, promoting further convection and inducing more wind gusts (Raymond
2001).
While both processes are necessary for aggregation in cloud-resolving models, it is
likely that WISHE is the more critical for propagation of the MJO (Khairoutdinov and
Emanuel 2018).
The idea that the MJO is a result of interaction between the large-scale, dry dynamics,
and local moist convection has led to the notion of a moisture mode. In the context of
the linear shallow water model of the atmosphere, the moisture mode is an atmo-
spheric wave that emerges as a result of including additional prognostic quantities
to the model, such as relative humidity or total moisture content. The merit in this
theory is that it permits the use of highly idealised models to potentially isolate the
mechanism of MJO development and propagation.
With an implicit vertical and meridional structure, the total water vapour in an
atmospheric column along the equator has been used as a moisture model (Sobel
and Maloney 2012). The large-scale wind is assumed to be a balanced Matsuno–Gill
response to the heating, and can therefore be diagnosed from the heating. The heating
is due only to convection and precipitation, these again assumed to be in in balance
with the moisture budget, so the entire system is captured by a single prognostic
moisture equation. This idealised system exhibits some interesting properties, the
linearised equations produce an unstable moisture mode, which propagates westward
relative to the background flow. When an additional source of moist static energy
is added to the equator, this simple model produces an eastward moving unstable
mode, akin to the MJO (Sobel and Maloney 2013).
Majda and Stechmann (2009) propose a “skeleton of the MJO” which can be sum-
marised as:
1. A wave envelope containing waves propagating slowly eastwards at a speed
∼ 5m s−1.
2. The envelope is roughly dispersionless and potentially stationary, i.e. ∂ω/∂ k '
0.
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3. A equatorially-symmetric vortex quadrupole.
To this criteria Majda and Stechmann too apply an extension of the Matsuno–Gill
solution. In addition to the linear shallow equations on the equatorial beta-plane, they
include a moisture tracer and a tracer parameterising the activity of small-scale waves
on the global scale waves, namely zonal wavenumber-1 Rossby and Kelvin waves.
The wave activity is assumed to contain all the high-frequency modes for which there
is unstable growth, doing so produces a neutrally-stable eastward propagating mode
with properties that satisfies the skeleton criteria, although the quadrupole structure
is only apparent in the lowest zonal wavenumbers.
It has been shown that in the presence of an westward equatorial background flow
(such as the trade winds), the low-level wind convergence of the the MJO positive-
phase produces anomalously strong westward winds ahead of it to the east along the
equator. With a bulk-aerodynamic treatment of surface fluxes, this increases evapora-
tion at the surface to the east of the convergence, higher saturation in the atmosphere
and consequently latent heat release aloft and drives a wave that propagates against
the background flow (Emanuel 1987). This theory neglects the effects of moisture
convergence by the flow, and the waves elicited are highly dispersive.
Further evidence for a moisture-mode–MJO coupling comes from equatorial cloud
resolving models. Parameterising the effect of convective heating as a function the
vertical integral of moist static stability, cloud self-aggregation occurs under uniform
heating and without rotation. When rotation is included and a zonally varying forcing
is applied, a moisture-mode instability can cause the cloud-aggregation to propagate
eastward (Raymond and Fuchs 2009).
The common theory running through these proposed models of MJO propagation is
that a feedback exists from the local effects of convection and moisture precipitation
onto the circulation at a global scale.
The shallow water model of a near-tidally locked exoplanet presented in chapter 4
demonstrated that a heat source moving eastward at a velocity s < c can elicit a
maximum heating in the atmosphere further east of the centre of the forcing. If the
heating is generated by a feedback from the atmosphere onto itself, a self-sustaining,
moving pattern would be established. In the tropics on Earth, moisture is a large
energy source capable of driving such a feedback loop. In this chapter we propose a
speculative model that elicits a self-sustaining MJO signal that satisfies the skeleton
criteria outlined above. We couple small-scale moisture driven processes to the large-
scale dynamics through latent heat release; the large-scale is explicitly captured in
the dynamics, small-scale processes are parameterised with a conditional forcing.
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6.1.2 A shallowwater model of the MJO
To examine the effects of moisture on the linearised shallow water equations, we
introduce an advective tracer, q, to eqs. (4.12) to (4.14). If the total fraction of water
vapour in the air remains low, to leading order we can ignore the small changes to
the density and specific heat capacity of a fluid parcel and simply model moisture
as a Lagrangian tracer that is subject to the net-effects of local evaporation, E, and
condensation, C ,
Dq
Dt
= E − C . (6.1)
We solve the forced shallow water equations on an equatorial β-plane; the Coriolis
force is approximated as f = β y . The equations are
∂ u
∂ t
− β yv + g ∂ h
∂ x
= − u
τdrag
+ ν∇2u, (6.2)
∂ v
∂ t
+ β yu+ g
∂ h
∂ y
= − v
τdrag
+ ν∇2v, (6.3)
∂ h
∂ t
+ H

∂ u
∂ x
+
∂ v
∂ y

= − m
τm
− h
τrad
+ νh∇2h, (6.4)
∂ q
∂ t
+∇ · (uq) = E − C +κq∇2q, (6.5)
∂m
∂ t
= LvC − m
τm
+ κm∇2m. (6.6)
Evaporation from an underlying surface is linear when the air is drier than the surface,
E =
λ(q¯− q) q < q¯,0 otherwise, (6.7)
where λ is an evaporation rate and q¯ is the surface moisture content, held constant,
q¯ = q0. Similarly, condensation occurs when the moisture content of the air exceeds
the saturation value qs,
C =

q−qs
τq
q > qs,
0 otherwise.
(6.8)
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In the true atmosphere, qs is given by the Clausius–Clapeyron equation, a function of
temperature and pressure. In our shallow water model, as for the exoplanet studies
presented above in chapter 4, the height field is a proxy to temperature. We wish
to characterise the flow at the bottom of the troposphere, where the atmosphere
interacts with the surface and condensation releases latent heat into the atmosphere.
In the first baroclinic mode, low-level heating is associated with a thinner shallow
water layer. Intuitively this may be thought of in terms of convection; mass lifted from
the lower to upper troposphere, resulting in a thinning of the lower geopotential layer
and thickening aloft. Furthermore, from the divergence-free condition eq. (2.28) we
get
∂ w
∂ z
= −

∂ u
∂ x
+
∂ v
∂ y

= −∇ · u. (6.9)
As w = 0 on the bottom boundary, upwelling convection, positive w, requires local
horizontal convergence, (∇ · u) < 0, in the layer1. In the linear shallow water
equations, there is no difference in choosing whether to use the upper or lower
lobe of the first baroclinic mode – they are exactly equivalent with signs reversed,
as seen at the top and bottom of the domain shown in fig. 2.3. When introducing
an advective tracer, however, the symmetry is broken. We wish to consider water
vapour evaporation, advection and condensation in the lower atmosphere, so we
must choose to represent higher temperature as a negative height perturbation.
To capture the essential strong dependence of the Clausius-Clapeyron equation on
temperature2, we model qs as a simple exponential of height
qs = q0e
−αh/H , (6.10)
where q0 and α are free parameters of the model.
Condensation of moisture releases energy proportional to the latent heat of va-
porisation, Lv, here defined to be a constant, a reasonable approximation for the
temperature and pressure scales of the troposphere represented in this idealised
model. The energy release from condensation heats the atmosphere in a hyper-local
effect, as a single cloud condenses the heat will be released into a small area, the dis-
1This condition, along with the upper boundary condition w = Dh/Dt at z = H + h, was used to
obtain the mass conservation equation of the nonlinear shallow water equations eq. (2.20).
2In models of Earth’s atmosphere, the Clausius-Clapeyron equation is often approximated by the
Magnus-Tetens formula (for temperature T in degrees Celsius),
es(T ) = 6.1 exp

17.6T
T + 243

,
an empirically derived exponential in temperature valid for typical Earth conditions.
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turbance transferred to the surrounding area through high frequency gravity waves,
observable in high-resolution satellite observations of deep-convective clouds.
We parameterise the feedback of this small-scale activity on to the synoptic-scale
motion with a diffusive tracer of wave energy, m. Condensation of q releases wave
energy m over a timescale τq, the energy is then converted into shallow layer height
over a timescale τm, where τm τq (see eqs. (6.4) and (6.6)). The spatial redistribu-
tive effects of high-frequency gravity waves are modelled as a horizontally diffusive
process, with diffusion rate κm.
Where condensation has occurred and latent heat energy released, m effectively
becomes a profile towards which the temperature is relaxed, similar to the linear
relaxation towards Teq in the exoplanet studies of chapters 4 and 5.
The complete set of parameters and default values of the model are given in table 6.1.
The equivalent height H is chosen so that the Kelvin wave speed, c =
p
gH = 50 m s−1,
approximately matches observations of tropospheric Kelvin waves propagating along
the Earth’s equator (Kiladis et al. 2009).
The equations are integrated numerically using a tracer advecting shallow water
Python code3. Equations (6.2) to (6.6) are discretised using a finite-difference scheme
on an Arakawa-C grid in Cartesian space, and implicitly stepped forward in time
using the Adams-Bashforth 3 method (Durran 2010). The domain is periodic in x ,
and walled at y = ±L y/2. To prevent gravity wave reflection from these barriers
we apply a numerical “sponge-layer” with exponential decay to the velocity field at
the upper and lower boundaries. The condensation timescale is the fastest in the
system, we numerically integrate forward in time with ∆t = τq on a 256× 257 grid,
giving a grid scale of approximately ∆x = 40km, giving an approximate CFL stability
criterion value
CFL = c
∆t
∆x
'= 0.38, (6.11)
when ∆t = τq = 450s as given in table 6.1.
3The code is open-source and freely available at https://github.com/jamesp/shallowwater.
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Parameter Detail Standard Value
Lx Zonal extent of the domain 2× 107 m
L y Meridional extent of the domain 2× 107 m
f0 Background constant of rotation 0 s
−1
β Equatorial rotation rate change 2× 10−11 s−1 m−1
H Mean equivalent depth 250 m s−1
g Gravity 10 m s−2
ν Momentum dissipation 1.5× 102 m2 s−1
νh Height dissipation 1.5× 102 m2 s−1
Lv Latent heat of vaporisation 100 m kg g
−1
τdrag Rayleigh drag timescale 3× 107 s
τq Condensation timescale 450 s
τrad Radiative cooling timescale 200 τq
τm Heat release timescale 200 τq
κq Moisture dissipation 4× 104 m2 s−1
κm Heating dissipation 4× 104 m2 s−1
q0 equivalent depth saturation point 3 g kg
−1
q¯ Surface moisture content q0
λ Surface evaporation rate 1× 10−6 s−1
α Saturation temperature sensitivity 50
Table 6.1: Parameters in the moist equatorial shallow water model The default values
investigated are shown in dimensional quantities.
6.2 Numerical Experiments
6.2.1 The freemodes of the shallowwater equations
Before evaluating the full MJO model we consider the unforced shallow water equa-
tions and model the free modes described in section 4.2.1. Replacing the right-hand
side of eqs. (6.2) to (6.4) with 0 and using the initial condition
h(t = 0) = exp

−(x2 + y2)
L2d/2

, , (6.12)
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Figure 6.3: Hövmoller plot of the height of the unforced system Filled contours show the
latitudinal mean h between y/Ld = [−0.2,0.2] for the unforced shallow water
system, initialised with a Gaussian height perturbation on the equator. The green
line is a trajectory of constant speed and direction of an equatorial Kelvin wave.
The purple line shows the trajectory of an equatorially trapped wavenumber-1
Rossby wave. Waves of both forms are visible in the zonal-time data.
constructed to excite Kelvin and mode-1 Rossby waves (Gill 1980), the system is
numerically integrated forward in time.
Figure 6.3 shows the evolution of the height field along the equator through time.
Clearly visible are eastward propagating Kelvin waves, the theoretical phase speed
indicated with a green line. Kelvin waves are non-dispersive so the wave-packet
initialised at the centre of the domain at t = 0 remains coherent, validating the
numerical scheme. Also observed in the striations of height are westward propagating
features correlating to large-scale Rossby waves, the phase speed of the fastest Rossby
waves is shown with a purple line.
6.2.2 Matsuno–Gill-like forcing
We now begin the investigation of the nonlinear system of equations outlined above.
We are interested in the interaction between a local heating and the advective trans-
port and eventual condensation of the moisture tracer q. As shown in the previous
chapters with our exoplanet studies, a static local heating with horizontal scale of
order the deformation radius will induce a Matsuno–Gill-like response in the system.
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If we temporarily replace eq. (6.5) with
∂ q
∂ t
+ u ·∇q = κq∇2q, (6.13)
and eq. (6.6) with
∂m
∂ t
= 0, (6.14)
the system becomes analogous to the Matsuno–Gill problem, where heq ≡ −m and q
is merely a passive tracer.
For simplicity we set τm = τrad so that eq. (6.4) becomes,
∂ h
∂ t
+ H

∂ u
∂ x
+
∂ v
∂ y

= −(m+ h)
τm
+ νh∇2h. (6.15)
Initialising the model now with a static heating in the centre of the domain
m(t = 0) = exp

−(x2 + y2)
L2d/2

, (6.16)
we allow the balance of heating and friction to drive the dynamics of the shallow
layer. The peak of m occurs at the point of maximal convergence in the flow, the effect
of rotation producing the prototypical Matsuno–Gill-like height and wind structure
of trapped equatorial waves: the non-dimensional analytic solution of trapped Kelvin
and Rossby gyres was shown in fig. 4.5, observed here numerically in fig. 6.4.
The flow field has a point of convergence near to the centre of the heating, but due
to the differential rotation of the beta-plane the magnitude of the advective field
is not symmetric about this point. It can be shown (Showman and Polvani 2011,
Appendix B) that the position of maximum convergence in the fluid field along the
equator is a function of both τrad and τdrag. The effect of the steady-state advective
flow field on the passive moisture field, q, is shown in the white contours of fig. 6.5.
While moisture accumulates near the centre of the heating, it is the relative humidity,
RH = q/qs, that determines whether condensation occurs and this is a function of
temperature (height) as well as moisture. The filled contours of fig. 6.5 show the
relative humidity under the Matsuno–Gill forcing, the large-scale warm anomalies of
trapped Rossby and Kelvin waves inhibit precipitation to both the east and west of
the heating.
Figure 6.6 is a cross-sectional slice along the equator for the passive moisture tracer
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Figure 6.4: Steady state of the Matsuno–Gill-like forced MJ model. The shallow water
height field is shown in filled contours, with red denoting warmer (negative h)
areas. Wind velocities (u, v) are shown with white vectors, keyed in the lower le
corner.
after 100 days of static heating at (0, 0) and an expansion around the maximum and
minimum turning points. While there is a relative drying out of the equatorial region
far to the east of the forcing, more than that to the west, in the direct vicinity of the
forcing the peak of relative humidity is marginally east of the forcing centre.
6.2.3 Moisture feedback
Now we will consider the complete system eqs. (6.2) to (6.6), with evaporation,
condensation and wave energy feedback onto the height equation. The evolution
of m through time, starting with an initial state perturbation given by eq. (6.16), is
shown in fig. 6.7. The contours for snapshots at 0, 50 and 300 days of integration
show the initial latent heat release occurring at the initial condition heating, before
slowly moving eastward along the equator. Note that m is not an advected tracer, it is
created dynamically at points where air parcels are saturating, before then diffusing
laterally and decaying in time as heat is released. The zonal progression eastward is
therefore a result of increased precipitation to the east of the heating, not advection
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Figure 6.5: Passive tracer advection in the Matsuno–Gill response. Moisture and relative
humidity aer 100 days of Matsuno–Gill forcing. White contours denote the pro-
portional deviation of moisture from the initial state, i.e. q/q0 − 1. Filled contours
show the relative humidity q/qs(h), with darkest blue showing saturated areas of
the field.
by the background wind.
Initially forced on the scale of the deformation radius, the resulting condensation, and
thus heating feedback, becomes more equatorially constrained as time progresses,
despite the relatively large diffusive coefficient prescribed. Qualitatively, it has the
appearance of eastward-propagating MJO-like signal. Unfortunately, quantitatively,
its zonal phase velocity is ' 3× 10−2 m s−1, far slower than the Kelvin wave and
an order of magnitude slower than the MJO observed in atmospheric recordings.
Furthermore, it is not self-sustaining, eventually dying out over time as the rate of
imposed drag exceeds energy input from convective events.
The speed of propagation of the centre of latent heating is sensitive to the value of
the parameters of the moisture parameterisation. As a metric of MJO activity, we
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Figure 6.6: Convergencedrivenmoisture accumulationon the equator. Relative humidity
is highest along the equator where moisture is accumulated by the advection into
theareaof highest convergence. Panel (b) shows the samedataas (a) but expanded
around the minimumwhere it is clear that there is an east-west asymmetry in the
relative humidity. Note the dierent scales in each section of panel (b).
calculate the weighted centre of convective energy release on the equator,
Xm =
∫ Lx
0
mxdx∫ Lx
0
mdx

y=0
. (6.17)
In general, the Matsuno–Gill-like forced system only has a single region of active
convection on the equator at any point in time, as seen in the contours of fig. 6.7, m is
zero except in a small envelope on the equator. The zonal velocity of Xm, for varying
timescale and diffusive rate of m, is shown in fig. 6.8. Diffusion of m is necessary for
propagation of the convective activity, and if the timescale τm is shorter, as expected,
a larger diffusion coefficient is required to achieve a similar speed of propagation.
There is a disparity in scales between the convective forcing, occurring on very small
scales, and the emergent global-scale MJO response. The tracer m is a parameter-
isation of the coupling of the small-scale, high-frequency, gravity waves triggered
by the hyper-local release of latent heat from condensation onto the larger scale
flow. Diffusivity of m is a quantisation of the efficiency of local effects to redistribute
energy into the larger tropical region, an effect that is critical in our model, especially
in numerical simulations where the scale of convection is significantly smaller than
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Figure 6.7: Latent heating snapshots at 0, 50, 300 days. Contours show distribution of m,
the condensed heating profile towards which the system is relaxed. Grey, red and
green contours show the state of m at 0, 50 and 300 days respectively, normalised
to theirmaximumat thegiven time. Dashed contour delimits 1%ofmaximum, solid
contours increase in units of 20% and the bold contour shows 99% of maximum.
the resolved spatial scale.
The more efficient the lateral heat redistribution, the faster the centre of convection
propagates eastward, reaching a maximum velocity of ∼ 0.08m s−1 for the parameter
values given in table 6.1. As m is not directly advected by the flow, propagation
east is a result of persistent saturation and condensation to the east of the centre
of the heating, a consequence of the advection of moisture q identified above and
shown in fig. 6.5. The latent heat release moves the centre of heating eastward,
which in turn also creates a positive feedback through the same mechanism as
the global-scale diurnal heating in the shallow exoplanet models investigated in
chapter 4. The balanced response to a slowly moving heating leads ahead of the
forcing, creating further flow convergence and perpetuating the eastward motion.
The pattern observed in m over time could be considered a marker of cloud self-
aggregation in our very simple model – cloud formation and condensation latent heat
release induces further saturation and condensation in the local area.
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Figure 6.8: Eastward propagation speed for varying heating parameter values. The east-
ward velocity of the centre of mass of m is shown for varying diusion rate, κm
(abscissa), and energy conversion timescale, τm (lines).
6.2.4 Westward propagating convection
The Matsuno–Gill model of equatorial heating is very strongly damped and is tra-
ditionally considered as a balanced steady-state solution, representative of only a
subset of the complete response to heating in the tropics. Freely propagating Kelvin,
Rossby and gravity waves are evident in the observed wavenumber–frequency spectra
of Earth (fig. 6.2) — these are not found in the Matsuno–Gill standing wave steady-
state, nor in our model detailed above. With short thermal and frictional damping
timescales, the single heating anomaly dominates the response, freely propagating
waves are too strongly damped to be representative of the observations of the tropical
atmosphere.
We relax the assumptions of Matsuno and Gill, lengthening timescales of damping and
varying them independently, the effect on the propagation speed of the convective
envelope, ∂ Xm/∂ t , is shown in fig. 6.9. If we choose the classic Matsuno–Gill
simplification of setting thermal and frictional timescales to be equal, τrad = τdrag =
200τq, as shown in fig. 6.10, then propagation direction is reversed and the centre of
convective activity now moves west.
As seen in the study of diurnal exoplanets, for a slowly propagating heating, both pro-
grade and retrograde relative to the rotation of the planet, the peak thermal response
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Figure 6.9: Eastward propagation speed for varying damping timescales. The eastward
velocity of the centre ofmass of m is shown for varyingmomentumdamping,τdrag
(abscissa), and thermal damping, τrad (lines).
in the troposphere can lead ahead of the forcing. With self-feedback via moisture
condensation it is possible that both eastward and westward propagating MJO-like
phenomena are viable persistent structures, the direction of motion is sensitive to
the specific parameter values — for Earth this means an eastward propagation, but
the direction could be reversed on another Earth-like planet, or indeed the MJO on
Earth could move in the other direction in the past or future if prevailing conditions
change.
6.2.5 Extensions and alternate formulations
The moisture-model model presented above is a speculative application of the theory
developed for non-tidally locked exoplanets, applied to the problem of the MJO in
the tropics where the non-dimensional numbers are of similar scale. Beyond the
scope of this study, there are some interesting refinements to make to the model.
It would be useful to explore the response to moving heating in a more realistic
lower-damping scenario, which permits the free propagation of equatorial waves
identified in satellite observations. Instead of forcing the height equation, the source
of convective heating, m, could be and apply it directly to u, v as a modification of
the geopotential gradient (Würsch and Craig 2014). This has the desirable property
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Figure 6.10: WestwardmovingMJO. Contours are as for fig. 6.7. All parameter values are the
same as above, except that the frictional drag onmomentum has been increased,
τrad = τdrag = 200τq.
that the h equation becomes conservative, long-time effects of radiative cooling could
be ignored and energy dissipation achieved through momentum friction alone. To
include the effects of radiative cooling, a similar configuration could also be achieved
by including an additional temperature equation, dependent on the fluid height field
but separating the concerns of mass and temperature (Warneford and Dellar 2014).
The other process that appears to be important in the development of cloud self-
aggregation and wave instability is wind-induced surface heat exchange. WISHE
effects could be added to the moisture-mode by letting the evaporation rate from the
surface to atmosphere, λ, to be non-constant. The simplest modification would be to
make evaporation a function of wind velocity,
λ=
|u|
uE
λ˜, (6.18)
where uE is a reference velocity for evaporation rate λ˜. Past studies have shown the
impact of a background mean flow on the moisture evaporation (Emanuel 1987) and
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also the phase of the Kelvin and Rossby wave response to a Matsuno–Gill forcing
(Tsai, Dobbs-Dixon, and Gu 2014). In the context of the MJO, the trade winds in
the tropics mean a low-level, westward background flow at the equator, i.e. U < 0.
Around a point of heating, and thus convergence in the perturbation flow field, the
total wind, U+u, will be stronger to the east of the heating (where perturbation zonal
velocity is also westward, u < 0) than to the west. This potentially causes greater
surface evaporative transport, moistening the atmosphere to the east of the heating,
potentially driving further condensation. This is an effect not currently included in
our model, but one we wish to examine in the future.
6.3 Summary
In this chapter we have described the Madden Julian Oscillation and reviewed
previous work modelling it with a moisture-mode addition to the first baroclinic
mode. We have begun to develop a novel moisture-mode coupled shallow water
system, parameterising the effects of evaporation, saturation and condensation, and
investigated the emergent properties of the system in the context of a Matsuno–Gill
forcing.
The Clausius–Clapeyron equation was approximated using a simplified exponential
formulation, a nonlinear feedback on temperature. Latent heat release from conden-
sation produced a coherent, self-aggregating feature on the equator that propagated
slowly eastward, dependent on the parameter regime. Whilst the propagation speed
is too slow compared to observations of the MJO, the model shows promise, the
propagation being slower than, and decoupled from, the equatorial Kelvin wave.
Future work on this problem will be to include a wind-induced surface heat exchange
parameterisation, an effect that has been shown to modulate the instability of a
moisture mode, and to investigate the dynamics in a low drag regime where equatorial
waves are more free to propagate than in the Matsuno–Gill framework.
7 · CONCLUSION
The large-scale circulation of tidally and non-tidally locked exoplanets has been
investigated using a hierarchy of dynamical models, studying its dependence on both
the rotation rate and diurnal rate of the planet.
It is well known that the rotation rate of a planet plays a large part in determining the
meridional temperature distribution; the equator–pole temperature gradient increases
as rotation rate increases. Furthermore, we have shown here that when the stellar
forcing has a diurnal variation, rotation rate also affects zonal heat redistribution;
faster rotation reduces the day–night temperature gradient, regardless of the length
of the diurnal cycle. When a planet is rotating slowly, Ro> 1, geostrophic balance
does not play a major role in the climate and a direct circulation from day to night is
established. In this regime the scale of the day–night temperature gradient is largely
a function of the drag forces present in the system, be they frictional drag on the
wind, or radiative cooling on the temperature. The stronger the drag, the larger the
temperature gradient from day to night, equator to pole.
When relaxing the assumption of tidal locking for an exoplanet, the speed and
direction of the diurnal cycle is crucial in determining the strength and direction of
atmospheric circulation; even a very slowly moving substellar point substantially
changes the circulation compared to a truly tidally locked planet. The ratio of the
speed of the substellar point along the equator to the internal gravity wave speed of
the atmosphere determines the climactic regime — when the substellar point moves
slower than the wave speed the hottest part of the atmosphere can lead ahead of the
substellar point (on Earth, this would mean the hottest time of day would be in the
morning, before the sun had passed overhead), if the substellar point moves quicker
than this then the hot spot always lags behind the substellar point.
On a slowly rotating planet, where an equatorial superrotating jet is often the dom-
inant circulation in the troposphere, the diurnal cycle was shown to modulate the
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strength and height of the jet. The jet is strongest when the substellar point is moving
at the internal wave speed; this is likely due to the depositing of momentum into the
jet by internal waves, triggered by the moving heating, breaking at a critical layer in
the upper-atmosphere. When the substellar point moves in the opposite direction
to the superrotating jet, momentum transport acts to weaken and even reverse the
direction of the jet, inhibiting superrotation.
We examined how the presence of a diurnal cycle would manifest in the observed
thermal phase curve of an exoplanet. To date, phase curves have nearly always
been interpreted under the assumption that the planet is tidally locked. The phase
curve offset is sensitive to both the rotation rate and the diurnal rate of the planet,
with possibilities for it to be offset both before and after the secondary eclipse,
depending on the rotation state. The results that show that the hot spot can lead
ahead of the substellar point, even in the absence of a superrotating jet, provide
an alternate interpretation of the observed phase curves of specific planets which
display offsets potentially too large to be explained by tidally locked models (Demory
et al. 2016). The inverse problem of determining physical properties of the climate
from the limited information contained in the phase curve is highly degenerate, and
the rotation rate cannot be determined from the phase curve alone. It is evident
that there is a relationship between the two, however, and including non-tidally
locked configurations should be an important consideration when modelling newly
discovered exoplanets.
Finally the theory developed for non-tidally locked planets was applied to a problem
of Earth’s climate: a dynamical explanation for the slow eastward propagation of
the Madden Julian Oscillation (MJO). There are analogies between the dynamics
occurring on the global-scale on a diurnally-forced slowly-rotating exoplanet where
Ro ' 1, and those in the tropics of Earth where the MJO appears to be a coherent
structure with a scale of order of the equatorial deformation radius. Using a shallow
water model with an additional advective moisture tracer to parameterise convection
and condensation in the tropics, we propose a model for a “moisture-mode” feedback.
We show that within an appropriate parameter regime, the moisture-mode produces
a self-aggregating, slowly eastward propagating, MJO-like structure. Eastward move-
ment is due to a positive self-feedback loop: condensation heating produces flow
convergence, advected moisture saturates more in the east than west, resulting in a
net movement of the centre of heating to the east. While the propagation speed of
the MJO in our model is too slow to be directly comparable to observations, it shows
promise as a framework to develop a new theory of moisture-modes in the tropics.
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7.1 Future work
An obvious next step for the idealised studies of exoplanets will be to include a more
realistic treatment of radiation in the atmosphere. The simplicity of the Newtonian
relaxation profile is an asset for modelling generalised terrestrial exoplanets, the
small number of free parameters that define it have permitted us to make inference
at a high level, largely only assuming that the atmosphere is heated from below
and approaching a state of radiative–convective equilibrium. However, the observed
thermal phase curve is a result of longwave emission from the entire depth of the
atmosphere, and this true diagnostic cannot be derived from the thermal structure of
our simulated atmospheres without making further assumptions about its composition
(Dobbs-Dixon and Cowan 2017). One approach would be to apply a correlated-k radi-
ation scheme, such as the MetOffice’s SOCRATES which was recently added to the Isca
framework, to post-process the Newtonian cooling simulated pressure–temperature
profiles. This purely diagnostic approach could calculate an OLR distribution and
could potentially also identify regions where clouds may form. Another option would
be to replace the relaxation temperature with a prognostic radiation scheme, and
enforce an energy budget determined by the incoming stellar radiation. Whether us-
ing a fully-featured radiation scheme like SOCRATES or using an idealised two-stream
semi-grey approximation (Frierson, Held, and Zurita-Gotor 2006, for example), the
dynamical effects of a slowly moving diurnal cycle on radiative feedback could be
considered.
Where observed transmission of spectra of exoplanets are available, they are much
flatter than expected, suggesting that the atmospheres of close-in planets are likely
to be cloudy or hazy. The effect of clouds and haze on the observed climate are
threefold. Firstly, the high-scattering nature of haze particulates will increase the
optical depth of the atmosphere in the shortwave, so that the surface may not be
the primary location of shortwave absorption, it could be distributed throughout the
atmospheric column. Secondly, clouds have radiative feedback in the longwave, the
height of the cloud can determine whether it is warming or cooling to the column
below it. And finally, the spatial distribution of clouds will impact the observed phase
curve both in the visible spectrum, where scattering and reflection matter, and in
the longwave: thermal emission will be modulated by the height and composition
of clouds. For tidally locked planets there is strong numerical evidence to suggest
that at the substellar point there is a deep layer of cloud due to the strong convective
heating, but the cloud is distributed on the global-scale when the planet is not tidally
locked (Yang, Cowan, and Abbot 2013). The location of the cloud at the substellar
point, and its advection with the prevailing circulation, will affect the observed phase
curve but to comprehensively model cloud dynamics requires an understanding of
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the volatile species found in the atmosphere of a planet.
Both of these refinements, the addition of radiative feedback and the addition of
clouds, would move the investigation beyond the highly idealised approach we
have taken here and would be an interesting approach towards modelling specific
candidate planets in non-tidally locked configurations. Both require a more detailed
specification of the composition of the exoplanetary atmosphere, which are currently
not well known for transiting terrestrial exoplanets (Hammond and Pierrehumbert
2017). As observational capabilities improve, such as with the launch of JSWT, we will
gain a better understanding of the structure and composition of terrestrial exoplanet
atmospheres and constraining the radiative parameters will become feasible.
7.2 Application
Phase curve observations made so far have been limited by practical constraints —
there is not sufficient telescope time nor resolution to make complete phase curves of
all transit-discovered exoplanets. The upcoming JWST, and recently launched TESS
space telescopes, will dramatically increase our capability to discover and observe
transiting exoplanets, especially in the infrared range of the emission spectrum. In
the very near future, we will be observing the thermal phase curves of many more
terrestrial planets and need to maximise the information content we can glean from
them.
Computational resources are always limited — our desire to include more physical
processes at higher resolution in numerical models scales alongside the growth in
computing power. There is still an application for highly idealised models such as those
used in this thesis; they are comparatively fast to run, and more computing power
allow us to explore a larger region of parameter space, an important consideration
given the number and diversity of exoplanets out there.
This thesis has demonstrated a method of extracting information from the thermal
phase curve: we can evaluate the likelihood of a planet being tidally locked based on
the offset of the phase curve from secondary eclipse, which is an observable quantity.
The phase curve offset is sensitive to rotation rate and the speed and direction of the
diurnal cycle, both eastward and westward offsets can be explained when a planet is
not tidally locked.
A · THE ISCAMODELLINGFRAMEWORK
The majority of numerical experiments presented in this work were performed using
the Isca modelling framework, an open-source fork of the GFDL Idealized Moist
Spectral Atmospheric Model (Frierson, Held, and Zurita-Gotor 2006), developed at
the University of Exeter (Vallis et al. 2018).
Isca has many possible configurations of physical parameterisations, numerical com-
pensation, internal and external forcings. The main hierarchies of numerical schemes
and parameterisations will be briefly summarised here, and then two possible models
of Earth will be presented and compared to historical atmospheric observations.
A.1 The Isca Framework
A.1.1 The dynamical core
The dynamical core integrates the hydrodynamic and thermodynamic primitive
equations, in the traditional approximation, forward in time. These equations are, in
the simplest case,
Du
Dt
+ f × u = −∇pΦ+ ν∇2nu, (A.1)
∂Φ
∂ ln p
= −RT, (A.2)
∇p · u + ∂ω
∂ p
= 0, (A.3)
DT
Dt
=
κTω
p
+
Q
cp
+ κ∇2nT, (A.4)
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where the prognostic state variables are the horizontal wind vector u = (u, v), tem-
perature, T , and vertical velocity expressed in terms of pressure change ω≡ Dp/Dt.
The total time, or Lagrangian, D/Dt operator in pressure coordinates is given by
D
Dt
= (u · ∇p) +ω ∂
∂ p
, (A.5)
where ∇p is the horizontal gradient operator along isobaric surfaces. The equations
are solved in spherical coordinates (r,λ,ϕ): radius, longitude and latitude respec-
tively. More detail of the traditional approximation of the primitive equations is given
in section 5.1.
Numerically, the equations are solved on a spherical domain using a pseudo-spectral
method in the horizontal (a triangular truncation of spherical harmonics), and finite
difference in the vertical. Rather than solving the equations as stated above, for
numerical efficiency and to avoid formulation of vector fields on the discretised
numerical grid, the primitive equations are re-written in terms of the scalar values
of vorticity, (∇× u) · kˆ, and divergence, ∇ · u. The vertical coordinate is surface
following, and is normalised by surface pressure
σ =
p
ps
, (A.6)
and is integrated up to a finite upper pressure limit, i.e. the discretised system must
have a “top”, it cannot go on indefinitely into space. This non-physical boundary
can impact the veracity of the model and must be compensated for. As the vertical
coordinate is pressure, scaled to the surface value, we have a final prognostic equation
for ps,
∂ ln ps
∂ t
= − 1
ps
∇ ·
∫ ps
0
u dp , (A.7)
which enforces the evolution of surface pressure as the divergence of mass in the
overlying column.
The nonlinear dynamics of the equations can lead to a spurious build up of energy
at increasingly small-scales due to numerical limitations. To maintain numerical
stability, a hyperviscosity term∇2nψ is applied to the prognostic fields with diffusivity
coefficients ν and κ for momentum and temperature respectively1. The hyperviscosity
scale is set to n = 4, unless otherwise stated.
1In the numerical formulation, which solves in a vorticity-divergence form, the hyperviscosity will
apply to these fields but in the spectral dynamical core the coefficient of hyperviscosity can be related
to ν through a simple wavenumber scaling.
A.2 CALIBRATION 147
A semi-implicit leapfrog method is used to integrate forward in time, the linear terms
are treated implicitly permitting us to take steps forward in time that scale with the
advective velocity rather than being limited by the gravity wave speed.
A.2 Calibration
The GFDL FMS model was built primarily to model the Earth’s atmosphere. The
exoplanet studies presented here too are fundamentally taking Earth — same radius,
same atmospheric composition, same incoming radiation — and changing its orbital
configuration. Before modification to simulate non-Earth planets, we first used Earth,
where we do have plenty of observations, to calibrate our expectations of what the
numerical model can and cannot capture.
The Isca framework can create GCMs of varying complexity. Here we present two
such models, one relatively simple based on Newtonian cooling and Rayleigh friction
(in the context of Earth, known as the Held-Suarez model (Held and Suarez 1994)),
and one relatively complex employing a correlated-k radiation scheme and more
involved physics (Socrates).
We wish to use physical parameterisations of the Held-Suarez model as a base from
which we will develop a forcing scheme appropriate for an exoplanet, but we do not
have a nice tame exoplanet on which we can compare and verify that the climatology
of our model at least qualitatively matches that of the planet. More importantly, we
will not know where our model is known to deviate from the reality it is attempting
to represent.
So here we will use Earth as a known point in parameter space from which we
can calibrate our expectations of model performance. The two models are briefly
described below and then compared to NCAR’s Japanese 55-year Reanalysis data
(JRA)2(Kobayashi et al. 2015).
A.2.1 Held-Suarez model
Instead of forcing the system externally from the top and bottom boundaries, the
effects of radiation and a surface can be abstracted away to be replaced with an
2JRA data provides a monthly mean climatology for the whole planet Earth, based on radiosonde
and METEOSAT satellite observations integrated with numerical weather models over the same time
period.
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equilibrium temperature.
The heating term Q in eq. (A.4) is prescribed to be a linear relaxation back towards the
equilibrium temperature – a profile constructed to represent the convective-radiative
equilibrium that is achieved in an atmosphere like Earths heated from below.
As this method mostly eliminates the need for physical parameterisations as they
are all accounted for in the profile towards which the system is forced (although
depending on the numerical schemes used, some compensations may still be required
to maintain numerical stability) it was first proposed by Held and Suarez (1994) as a
benchmark for the inter-comparison of dynamical cores.
The Held-Suarez model uses three key parameterisations to provide forcing and
boundary conditions to the model of the atmosphere.
1. Heating tendency Q in eq. (A.4) is given by a linear relaxation towards an
equilibrium temperature
Q =
T − Teq
τ
, (A.8)
where Teq = Teq(ϕ, p) is prescribed to approximate a state of radiative-convective
equilibrium, and τ = τ(ϕ, p) is the timescale over which the atmosphere re-
laxes towards this equilibrium. A thermal boundary layer is approximated by
decreasing timescale τ. The equilibrium temperature profile is a marginally
statically-stable in the vertical. It is given by
θeq = T0 −∆h sin2ϕ −∆v log

p
pref

cos2ϕ, (A.9)
Teq = max

θeq

p
pre f
κ
, Tstrat

, (A.10)
where κ = R/cp and Tstrat and T0 are prescribed extreme values of the tem-
perature forcing. The ∆v log(p/pref) term defines the static stability while the
trigonometric terms in latitude provide an equator-to-pole temperature gradient
approximating the annualised seasonal solar heating of Earth.
2. Frictional drag on the atmospheric velocity is contrived by adding a linear decay
term to eq. (A.1),
Du
Dt
+ f × u = −∇pΦ+ ν∇2nu − ru, (A.11)
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where r = r(ϕ, p) is the rate of drag.
3. A thermal and frictional boundary layer at the bottom of the model. Both 1/τ
and r become larger in the lower levels of the model, increasing the turbulent
drag parameterisation and simulating a shorter “convective” timescale for
temperature adjustment.
This class of model is used in chapter 5 to force the atmosphere towards the diurnal
forcing of a near-tidally locked exoplanet. See that chapter for the full details
of the equilibrium temperature and boundary layer configuration used to model
an exoplanet. Full details of the Held-Suarez test case and parameter values are
documented by Held and Suarez (1994).
A.2.2 Socrates model
In terms of physical complexity, the Newtonian cooling configuration might be consid-
ered to be at the simpler end of the spectrum of models possible in Isca. Moving up the
complexity scale, we can replace the fixed equilibrium profile with something more
dynamic, allowing the radiation and convection elements to evolve independently
and over time.
As this class of model is not used in this thesis, we will not go into a great deal of
detail in explaining the various processes that are represented or not. But as a point
of interest, it is useful to see what dynamics we get “for free” in the Held-Suarez
model, and what additional fidelity is achieved in a more fully-featured model when
compared to the observed climate of Earth.
The full details of the experimental setup for this model can be seen in the Isca
experiment files listed at https://github.com/jamesp/phd_experiments, here we
will highlight only the main overarching schemes that are employed. For more
detail of the radiation scheme, see Edwards and Slingo (1996). For detail of the
physical parameterisations, see Frierson, Held, and Zurita-Gotor (2006) and Jucker
and Gerber (2017).
In summary, the experimental setup is
• The Socrates radiation scheme, with 7 bands each in the longwave and short-
wave regions. The incoming solar radiation has both a diurnal and a seasonal
cycle.
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• A mixed-layer surface. This assumes the whole planet to be an infinite reservoir
of water, with an effective heat capacity equivalent to a well-mixed layer of water
5 m deep. There is no horizontal motion in the surface, i.e. the atmosphere is
responsible for all heat transport in the system. The surface has a fixed albedo
of 0.38.
• The atmosphere has an additional advective tracer of moisture content, q. This
has feedback in three main ways:
1. Evaporation at the surface creates a latent heat flux.
2. Condensation in the atmosphere releases heat locally, as defined by the
convection and large-scale condensation schemes of Frierson, Held, and
Zurita-Gotor (2006).
3. Water vapour is a potent greenhouse gas, and so the radiative characteris-
tics of a parcel of air are modified by its water content. Increased water
vapour content results in more longwave radiation absorption.
• The surface boundary layer and surface fluxes are prescribed by Monin-Obukhov
similarity theory.
• The upper boundary of the model is a “sponge”. In the same manner that
the Held-Suarez model uses linear friction on the velocity field that increases
towards the bottom boundary, a similar method is applied here but at the top of
the model. This is primarily to parameterise the effects of gravity wave breaking
in the stratosphere/mesosphere, and prevent spurious numerical growth and
reflection of gravity waves.
A.2.3 Comparative results
The two models described above were run for 10 years, output was averaged monthly
and compared with JRA reanalysis observations.
Figures A.1 and A.2 show the zonal mean structure of the atmosphere of two models
of Earth (left and centre panels), and the same data from observations of the last
30 years (rightmost panel). In general, in the mean we expect the Held-Suarez and
Socrates experimental data to be largely symmetric about the equator as the forcing
contains no hemispheric asymmetry.
Zonal winds, shown in fig. A.1, are qualitatively captured in the Held-Suarez model,
but the polar vortex is not easily distinguished from an eddy-driven or mass-driven
jet in the mid-latitudes, the lack of a proper boundary layer at the surface also means
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Figure A.1: Zonal mean zonal wind profiles for a set of comparative Isca Earth simulations.
From le-to-right: the Held-Suarez model, forced with a relaxation towards a
prescribed temperature profile; the correlated-k “Socrates” radiation scheme with
moisture feedback; JRA reanalysis data. All are averaged over a 12 month period.
the surface winds, and indeed the winds throughout the atmospheric column are
over estimated. There is also a small amount of equatorial superrotation in the mid-
troposphere which is not true of Earth. The more complex radiative scheme, sponge
layer and boundary layer parameterisations of the Socrates experiment give a better
quantitative approximation to the observations, although the jets are slightly too
equatorially constrained. As is shown below this may be due to a weak eddy-driven
jet and an smaller Hadley cell circulation brining the thermal jet closer to the equator.
Without the topography, our aquaplanet experiments lack the longitudinal structure
seen on Earth in fig. A.3, but that’s not to say that they don’t exhibit temporary
eddies and storm systems. Figure A.4 shows a snapshot from the Held-Suarez
experiment in the same style as the time-mean data presented in fig. A.3. Here
a zonal-wavenumber 5-6 pattern can be seen in the mid-latitudes, with areas of
high vorticity and strong zonal temperature gradients associated with synoptic scale
weather, driven by baroclinic instability. Without the mountain ranges, especially in
the northern hemisphere, to keep some preferential tendency through time, these
eddies move both spatially and temporally in the aquaplanet model.
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Figure A.2: Zonal mean temperature lapse rates for a set of comparative Isca Earth sim-
ulations. The same simulation configurations are used as shown in fig. A.1. All
three plots share the same pressure coordinate axes, due to the resolution and
heights at which temperatures are calculated in the atmosphere in eachmodel
there is some blank space at the bottom of the experiment panels.
For an atmosphere assumed to be in hydrostatic equilibrium we can write the conser-
vation of mass, in spherical-pressure coordinates, as
1
a cosϕ
∂ u
∂ λ
+
1
a cosϕ
∂
∂ ϕ
(v cosϕ) +
∂ω
∂ p
= 0. (A.12)
Using Rayleigh averaging in the zonal direction we obtain a relationship for the mean
meridional flow
1
a cosϕ
∂
∂ ϕ
(v¯ cosϕ) +
∂ ω¯
∂ p
= 0, (A.13)
where overbars denote zonal mean flow. This two-dimensional flow can be repre-
sented with a streamfunction. Using a appropriate scale factor we introduce the
Stokes streamfunction (Peixoto and Oort 1992), such that it satisfies the relations
v¯ =
g
2pia cosϕ
∂ ψ¯
∂ p
ω¯= − g
2pia2 cosϕ
∂ ψ¯
∂ ϕ
. (A.14)
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Figure A.3: Surface atmospheric temperatures for a set of comparative Isca Earth simu-
lations. Averaged over the month of June, i.e. a 30-day period containing the
solstice in the northern hemisphere. The Held-Suarez forcing does not contain any
seasonal variability, but as the time period averaged over is relatively short, there
is some local eddy structure in the mid-latitudes. Data shown for the Socrates run
is the surface temperature of the mixed layer, for Held-Suarez and JRA it is the
temperature at the lowest level of atmosphere. Neither Isca simulation models
the topography of Earth, both are aquaplanets.
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Figure A.4: Snapshot of low-level temperature in the Held-Suarez model. A single in-
stance in time snapshot of the temperature field of the Held-Suarez model shows
longitudinal waves that are moving in space and time. The zonal-wavenumber of
approximately 5-6 of mid-latitudinal departures from the zonal mean are repre-
sentative of the average state of the synoptic scale patterns observed on Earth.
From the we can now calculate the streamfunction from a vertical integral of the
meridional velocity
ψ¯=
2pia cosϕ
g
∫ p
0
v¯dp, (A.15)
with an appropriate metric term we choose to be zero at the boundary. Because of the
assumed conservatism in the zonal mean, contours of constant ψ¯ therefore represent
streamlines of flow in the meridional and vertical direction, overturning circulation
and transport of air between the equator and the poles.
The annually averaged mass streamfunction for the Held-Suarez and Socrates experi-
ments is shown in fig. A.5. The annually-averaged Hadley cell is clearly visible in all
three datasets – a central pair of cells with rising motion on the equator and falling
again at approximately 30 °N/S. While the strength of circulation is quantitatively sim-
ilar to observations, the shape in both Held-Suarez and Socrates physics experiments
differs qualitatively The Socrates radiation scheme’s Hadley cell is too equatorially
constrained, likely a result of the seasonal cycle being too strongly damped by the
deep mixed-layer aquaplanet surface.
The Held-Suarez forcing scheme substantially over produces the mid-latitude Ferrel
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Figure A.5: Meridional overturning mass streamfunction. The annually averaged over-
turning circulation for each of the reference models. Positive (red filled) contours
denote streamlines of clockwise motion (in the context of the presented view), i.e.
rising on the southerly flank, and descending northwards, for negative contours
the circulation is in the opposite direction.
cell, due in part to the lack of seasonal cycle the annualised Teq profile produces a
symmetric circulation that does not exist at any single point in the annual cycle of
the Earth’s seasons.
A.3 Summary
We have shown two example studies of Earth using the Isca modelling framework,
briefly evaluated their fitness and compared them to recent historical observations.
The motivation for this was to highlight the strengths and limitations of the models,
what phenomena they can capture, and what they cannot. Neither model is an exact
facsimile of the observed climate, and they belong at significantly different points
in a hierarchy of models; the Socrates model has a complete hydrology cycle that is
entirely absent from the Held-Suarez system, for example.
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If your primary focus is on the large-scale, statistically-steady state of the atmosphere
then the Held-Suarez model can be commended for, qualitatively and quantitatively,
capturing the global structure of the climate with far less free parameters than the
Socrates model. The Socrates radiation scheme alone, for example, requires at
least 14 tables of parameters for its optical bands, determined from a choice of the
atmospheric composition and temperature-pressure profile of the atmosphere. The
Held-Suarez Newtonian relaxation, with appropriate choice of dry-adiabatic lapse
rate, achieves a surprisingly high-fidelity result.
For this reason, a relaxation model makes a good choice for the general investigation
of exoplanets – the lack of strong evidence to constrain parameters can increase
the uncertainty in any conclusions drawn – each additional parameter adds a new
dimension in which the model climate has sensitivity. If, as statistician George Box
put it, “all models are wrong, but some are useful”, then it is good to know in which
aspects our model is wrong, and also the level of precision to which it is useful. When
modelling a generalised non-tidally locked exoplanet we wish to capture the global
climatology and its sensitivity to diurnal forcing. With a Newtonain-cooling scheme
we do not need to represent the full spectrum of small-scale physical processes to
still make useful inference about the large-scale climate.
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