Access to reliable and accurate bathymetric data is fundamental to many marine activities. This paper proposes a merge-normalization (MN) method that is suitable for multisource bathymetric data fusion in deep ocean areas, to solve the problem of difficult to integrate high-precision digital bathymetric model (DBM) for complex sources and various resolutions of global deep ocean bathymetric data. Then we apply it to the DBM construction of the Mariana Trench. The method combines multibeam, singlebeam, and electronic navigational chart data with Shuttle Radar Topography Mission (SRTM) dataset by using the workflow of merging and normalizing, which can fill the data gaps while preserving topographic details in high-resolution bathymetric data. Compared with the widely used General Bathymetric Chart of the Oceans (GEBCO) dataset, the Mariana Trench dataset constructed in this study demonstrated improved accuracy, resolution, and topographic detail, highlighting the value of the application of the method and of its development potential.
I. INTRODUCTION
Accurate and reliable bathymetric data is the basis of marine activities. A high-resolution digital bathymetric model (DBM) can be used not only for the construction of charts but also for the study of geomorphological features and genesis, seabed tectonic processes, marine resources, hydrodynamic flow models, biological habitats, and ecosystems [1] - [4] . In addition, a DBM is helpful for resolving problems related to marine surveys in Geographical Information Systems (GIS) [5] . The systematic study of marine bathymetry has lasted for more than a century, from extremely inefficient handlead sounding in the early years to the current multibeam echo sounding (MBES) with high precision, resolution, and efficiency. However, more than 80% of the global sea has still not been measured by MBES because of the vast global ocean area and the high cost of ship-The associate editor coordinating the review of this manuscript and approving it for publication was Haiyong Zheng . borne MBES [6] . Therefore, historical bathymetric data is still needed when constructing a large-scale DBM. At present, oceanic bathymetric data is collected independently for different purposes [7] , [8] , resulting in many differences in the source, format, and resolution.
The construction of a DBM is also called data gridding. Gridding is a combination of 2D sampling, interpolation, and 2D extrapolation [9] . In current multisource bathymetric data fusion research, the fusion method is mainly based on kriging, minimum curvature, bicubic spline, tension spline, and other interpolation algorithms [10] - [12] . New data points are created by the interpolation algorithm during the process of DBM construction. Many previous studies have investigated the area of multisource bathymetric data fusion. For example, Hell and Jakobsson [13] proposed a spatial data storage model and processing environment for a multidimensional cube structure to manage and display multibeam grids, single-beam soundings and digitized contours, which could be used with GIS front end.
Maleika et al. [14] described a method that adopts multiresolution grid structures to store multiresolution bathymetric data; however, they applied it only to multibeam data. In rapid environment assessment using autonomous underwater vehicles, Fezzani et al. [15] fused multibeam data and interferometric sidescan sonar data based on the theory of belief functions. In addition, Jakobsson et al. [16] fused multibeam, single-beam, and historical bathymetric data to compile the International Bathymetric Chart of the Arctic Ocean, while Arndt et al. [17] derived the International Bathymetric Chart of the Southern Ocean based on various sources of bathymetric data. Nokra et al. [18] obtained a seafloor bathymetry map by fusing two digital elevation maps: one based on the shape-from-shading method and the other derived using interferometry techniques. Beaman et al. [19] combined multibeam, single-beam, and coastline data that were collected in different periods to construct a DBM of the edge of George V Land in eastern Antarctica, and then they observed more details about the seabed geomorphology in this area. Although the above methods have fused multisource bathymetric data, they could only interpolate areas without data mechanically. Unfortunately, the spatial resolution of the fused data was generally low (>500 m), which means the use of the above methods could not ensure the precision of the interpolation in sparse data areas or data gaps.
To solve the above problem, we propose the mergenormalization (MN) method. The method combines multibeam, single-beam, and electronic navigational chart data with Shuttle Radar Topography Mission (SRTM) dataset. This method fills the data gaps while retaining the detail of high-resolution topographic features. It was used to form a high-precision DBM of the Mariana Trench with a resolution of 100 m.
II. THE MN DATA FUSION METHOD A. DATA SOURCES
The Mariana Trench on the easternmost edge of the Philippine Sea is the deepest region in the world. Globally, it is one of the most important convergent plate margins because it is the main location for material and energy exchange between the interior and exterior of the Earth [20] , [21] . Owing to its unique geographical location, the Mariana Trench has always been a hotspot of global marine research studied by scientists from all over the world [22] , [23] . In recent years, China has organized several integrated marine surveys in this region. A high-precision DBM of the trench area is necessary for carrying out deep-sea exploration in a submersible, in-situ observation of the seabed, and numerical simulation of plate subduction [24] . Because of the low-resolution and poor precision of the existing data in the Mariana Trench, it is difficult to meet the needs of marine scientific researches and engineering applications. Additionally, the data sources for this area are diverse and exist many data gaps (see Fig.1 ), making it an ideal study area for developing bathymetric data fusion techniques.
The main sources of data used in this paper are multibeam bathymetric data, single-beam bathymetric data, electronic navigational chart data, and SRTM dataset.
The main data source for the MN data fusion method is high-precision multibeam bathymetric data, which have been collected since 2003.
A total of 45 cruises of multibeam bathymetric data have been collected in the Mariana Trench, of which, 35 cruises were operated by the National Geological and Geophysical Data Center (NGDC) of the US Atmosphere and Oceanic Administration (NOAA). Another 10 cruises were operated by the Japan Agency for Marine-Earth Science and Technology (JAMSTEC).In addition, a large number of singlebeam soundings have been collected by the NGDC since 2000. Because the corresponding information of the collected single-beam bathymetric data such as information about the echo sounders and positioning systems are not provided, it is difficult to evaluate the accuracy of these single-beam soundings. Moreover, the single-beam soundings have a nonuniform spatial distribution, and are distributed densely in survey areas using multibeam echo sounders, e.g., the region near Guam, USA.
Meanwhile, since 2005, four electronic navigational charts in the Mariana Trench were collected by the Office of Coast Survey of the NOAA. No relevant metadata description other than some basic information about electronic navigational charts is provided for them, so their accuracy cannot be fully evaluated.
Although there is a large amount of bathymetric data, there are still data gaps of up to thousands of square kilometers. In this study, the SRTM dataset, which is currently considered to be a mainstream international bathymetric dataset, is used to fill these gaps. The SRTM_15 dataset is the latest version of the SRTM dataset and its predicted bathymetric data were retrieved based on observational data and satellite altimetry.
B. PRINCIPLES
The core aim of the MN method is to merge and normalize bathymetric data. The basic principle of the method is to generate multiresolution grids using multisource bathymetric data. These grids are then superimposed and merged. Finally, the SRTM dataset is used to fill data gaps to obtain a complete DBM of the study area. The method consists of the following four main steps, as shown in Fig.2: 1) DATA PRE-PROCESSING AND ACCURACY ASSESSMENT According to the various sources and types of bathymetric data, the multiple sources of raw data are carefully processed. Taking multibeam echo soundings as an example, system errors are eliminated by processes such as tide correction, sound velocity profile correction, and transducer installation deviation calibration [25] . Outliers are also identified and eliminated by manual or automatic filtering. However, the values of random errors can only be obtained using the accuracy of the bathymetric data. A bathymetric database is then constructed to manage the processed multisource bathymetric data.
It is important to assess the accuracy of the multisource bathymetric data to ensure the quality of the final grid data. The accuracy of multisource data from the same area is evaluated using the mean difference [16] based on the central beam soundings of multibeam swath-bathymetric data as follows.
Here, δ is the mean bathymetric difference, q is the number of bathymetric data, D M i denotes the multibeam bathymetric data, and D S i denotes multisource bathymetric data, which have negative values.
According to the International Hydrographic Organization (IHO) Standards for Hydrographic Surveys [26] , the bathymetric deviation is compared with 2% of the bathymetry. If the deviation is less than 2% of the depth, bathymetric data cannot be processed according to the standard. Otherwise, they need to be processed using a least-squares adjustment based on the central beam of the multibeam swath-bathymetric data [27] , [28] . The error is represented as follows:
F (x, y) = a 0 + a 1 x + a 2 y + a 3 x 2 + a 4 xy + a 5 y 2 (2) Here, (x, y) is the coordinate of the measuring point and a 0 , a 1 , a 2 , a 3 , a 4 and a 5 are coefficients to be determined.
According to Equation (2), the mathematical bathymetric model can be expressed as:
Here, Z and Z 0 are the bathymetric observation value and bathymetric true value, respectively, and is the observed white noise, i.e., the accidental error.
Let the correction of the bathymetric observation value Z be V . Based on the central beam of the multibeam swathbathymetric data, the following equation for the error is established:
Here, V S i and V M i are the corrections of the multisource data and multibeam data at point (x, y), respectively, and Z S i and Z M i are their respective bathymetric values. The error correction coefficients are obtained by solving Equation (4) as follows.
Finally, all the bathymetric data are corrected according to Equation (2), and the bathymetric values are obtained after the above adjustment. At the same time, the fusion calculation process of the bathymetric data can be greatly simplified.
2) MULTISOURCE DATA GRIDDING
To avoid the influence of potential outliers in the grid, median filtering of the discrete bathymetric points derived from the multisource bathymetric database is performed. Median filtering first determines the odd cells of grid G, and the pixels in the grid are sorted by numerical value. Finally, the median of the original values s(x, y) is taken as the final bathymetry d(x, y) in the grid node [29] as follows:
To ensure the accuracy of data interpolation in the sparse region, the filtered multisource bathymetric data are gridded to form a low-resolution grid. One of the most commonly used gridding methods in the geosciences is bicubic spline interpolation [30] , [31] . This method can obtain smoothed interpolated surfaces using the given points accurately, but it is easy to generate outliers in topographic mutations or sparse data areas that may obscure real topographic details. In this paper, the multisource data are gridded by the continuous curvature tension spline interpolation algorithm [32] . This algorithm eliminates large fluctuations in the minimum curvature surface fitting due to the introduction of a tension factor. Regardless of the deformation point, the results after gridding are smoother and more accurate than other methods. The algorithm is based on the principle of the minimum curvature surface fitting, which can accurately fit the observational data and minimize the overall curvature [33] . It is calculated as follows:
Here, (x i , y i , z i ) are the coordinates of a given point, N is the number of given points, f i is the coefficient in a linear combination solution of Green's function at point (x i , y i ), δ(x − x i , y − y i ) is the given response function, and ∇ 2 is the Laplacian.
The boundary conditions are as follows:
Here, n is the unit vector of the normal direction of the surface and ∂ ∂n is a derivative normal to an edge. On the basis of that, the tension factor T is introduced to obtain:
Here, T I is the internal tension factor of the surface that is taken in the interval [0, 1).
Here, T B is the boundary tension factor of the surface that is taken in the interval [0, 1).
When tension factor T = 0, Equation (9) simplifies to Equation (7) . In this case, there is no tension, and the minimum curvature smoothing solution is obtained. When T = 1, the tension reaches its maximum and the harmonic spline solution is obtained. The larger the value of the tension parameter, the smoother the result of the gridding [34] . For ocean bathymetric data, the tension factor is generally chosen to be between 0.32 and 0.4 [16] . Then, the low-resolution grid is filtered and is resampled to the target resolution to obtain a ''basic'' grid.
3) MULTIRESOLUTION GRID DATA MERGING
To merge the multiresolution grid data and preserve the topographic details of the high-precision bathymetric areas, the low-resolution grid data are replaced with the high-resolution grid data. First, the high-resolution grid obtained in the preprocessing step is superimposed on the basic grid to obtain the difference at each position. The low-resolution data point is replaced by the corresponding values in the multibeam data grid points unless the difference is zero. Then, we obtain a ''merged'' grid.
To eliminate the edge effect in the grid merging process [35] , a buffer is defined on the side of the high-resolution grid data. In addition, for ocean bathymetric data, the width of the buffer is determined according to the joint areas between the high-resolution and the low-solution grid, and must be at least three grid points. Its principle is based on the hyperbolic weighting function [17] :
Here, L is the distance to next constraint unit of the highresolution data or constraint unit outside of the buffer and w is the weight.
It can be seen from Equation (11) that the closer to the highresolution data grid unit, the smaller the influence of the depth from the low-resolution data, which weakens the probability that an edge effect will occur.
4) NORMALIZATION
The normalization step includes filling data gaps and visual analysis. In the data gaps, the SRTM grid and the merged grid are ''differenced.'' That is, each data point in the SRTM grid is subtracted from the value of the interpolated data point at the same position to obtain a difference dataset, which includes the difference in longitude, latitude, and depth. The difference data are median filtered and gridded to obtain a ''differenced'' grid. At last, the differenced grid is integrated into the merged grid to form the fused DBM.
The DBM obtained through the above steps inevitably has various outliers such as ''glitches,'' so a 3D topography browsing method is used to find these problem areas. The outliers are highlighted by adjusting the illumination and edited by a surface fitting algorithm to obtain the best DBM [36] , [37] . The principle of the surface fitting algorithm is as follows: the seabed surface is fitted according to the beam points, the depth differences between the measured bathymetric data and the surface are calculated, and the outliers are eliminated by incorporating error processing theory. The general form of the surface fitting function is as follows: Here, (x, y) is the surface fitting function, (x, y, z) denotes the space coordinates of the beam points, h lm is a polynomial coefficient, k is the total order of the polynomial, (x c , y c , z c ) is the point c to be detected, and Q(x c , y c , z c ) denotes the local surface centered on c that is fit by the surface fitting function.
III. RESULTS AND DISCUSSION

A. IMPLEMENTATION OF MN DATA FUSION METHOD
According to the above steps, the multisource bathymetric data were fused to construct the DBM of the Mariana Trench. First, the multisource bathymetric data were transformed into a discrete data format. The projection and vertical data were unified with respect to the Universal Transverse Mercator projection and mean sea level, respectively. Then, systematic error processing was performed, and outliers of multisource bathymetric data were cleaned using the Combined Uncertainty and Bathymetric Estimator (CUBE) algorithm [38] . Finally, these data were re-exported into a discrete format to form a multisource bathymetric database of the Mariana Trench.
To evaluate the accuracy of the multisource bathymetric data, the depth differences of the multisource bathymetric data of region A in the northwestern part of Guam (see Fig.1 ) were analyzed. This area is fully covered by multibeam data with high-precision, so it is suitable for an accuracy evaluation. The discrete bathymetric points of electronic navigational charts and single-beam data were compared with the central beam sounding results of multibeam swathbathymetric data with a resolution of 100 m (see Fig.3 ). Every data point is combined with a multibeam data point to form a pair such that the distance between the two points is less than 50 m [16] . A total of 115 pairs of electronic navigational chart data and 207 pairs of single-beam bathymetric data were selected, and the results are compared in Table 1 and Fig.3 according to Equation (1) .
According to the IHO Standards for Hydrographic Surveys, for electronic navigational chart data, the mean bathymetric difference is better than 2% of the bathymetry when the mean depth is 1,039 m. For the single-beam data, the mean bathymetric difference is 23.2 m when the mean depth is 1,278 m, which is also better than 2% of the bathymetry. The accuracies of the single-beam data and electronic navigational chart data are within the tolerance and hence can be used as datasets in the data fusion experiment.
Based on the results of the central beam sounding of the multibeam swath-bathymetric data in region A, the accuracy of the SRTM_15 data was evaluated. A spatial distribution of the bathymetric differences between SRTM_15 and multibeam data was obtained in a resolution of 100 m (see Fig.4 ). The comparison of 29605 pairs of bathymetric data points are listed in Table 1 as well as a pie chart (see Fig.4 , inset). When the mean depth is 1,185 m, the mean depth difference is less than 2% of the bathymetry. The data accuracy of SRTM_15 is also within the tolerance, so it can be used as a dataset in the fusion experiment for data gaps. Region B (see Fig.1 ) is used as an example for the multisource bathymetric data fusion experiment. Median filtering was performed on the multisource bathymetric data with a grid cell width of 1,000 m (see Fig.5 (1) ). It was then gridded to form a low-resolution grid at a resolution of 1,000 m. The low-resolution grid was smoothed and filtered simultaneously. Finally, the low-resolution grid was resampled to 100 m to form the basic grid (see Fig.5 (2) ).
A high-resolution grid with a resolution of 100 m was obtained by processing multibeam data with steps such as sound velocity profile correction and outliers rejection [39] - [41] (see Fig.5 (3) ). Then, the high-resolution grid and the basic grid were superimposed to obtain the difference between them at the same position. If the difference of z at a point was non-zero, we replaced it with the corresponding bathymetric value in the high-resolution grid to obtain the merged grid (see Fig.5 (4) ). To eliminate edge effects between multiresolution grids, we defined a 5 km buffer near the high-resolution grid data boundary (see Fig.5 (5) ), which greatly reduces the probability of edge effects (see Fig.6 ).
SRTM_15 data were used to fill the data gaps. First, the SRTM_15 grid was fused with the merged grid to obtain the bathymetric difference dataset at the same position within the data gaps. The difference dataset includes the longitude, latitude, and depth difference, and then it was subjected to median filtering with a grid size of 1,000 m. The filtered difference file was then gridded to create a differenced grid with a resolution of 100 m. Finally, the differenced grid was integrated with the merged grid to obtain the fused DBM. The last step is to visualize the fused DBM to identify and highlight outliers. After that, problem areas of the grid were edited and errors were processed to obtain a satisfactory DBM (see Fig.5 (6) ). Fig.7 shows the high-resolution DBM of the Mariana Trench obtained using the MN multisource data fusion method with a grid resolution of 100 m. The coverage rates of the multibeam bathymetric data, single-beam bathymetric data, and electronic navigational chart data in this area are 43.3%, 0.6%, and 0.2%, respectively, and the remaining 56% of data gaps are filled with SRTM dataset. The final DBM not only preserves the detailed seabed features of the high-resolution data area but also provides a smooth topography for sparse data areas and data gaps. The results show that the MN method achieves ideal results at the data stitching area. The overall tolerance of the joint is in accordance with the IHO Standards for Hydrographic Surveys, which states that when the depth is greater than 100 m, the error of the depth measurements should be less than 2% of the bathymetry.
In the experimental area, a region C (see Fig.1 ) with a large difference in the junction of the bathymetric data is selected, and profiles a-a' (see Fig.8 (a) ) and b-b' (see Fig.8 (b) ) are obtained for the conventional and MN data fusion methods, respectively. It can be seen that the difference between the two methods is mainly concentrated in the region within 2-4 km of the beginning of the section line (the blue sections in Fig.8 ). Sections A and B are located at a distance between 2.6 and 2.8 km of profiles a-a' and b-b', respectively, with the water depth of about 3,600 m and the limit of the water depth error of 50 m. For the traditional method, the mean slope is 72.32 • , while for the MN data fusion method, a mean slope of 37.63 • , so the topography at the data stitching area of the latter method is more smoothly.
In addition, it also found that a higher proportion of highresolution bathymetric data leads to a higher grid resolution. Using the MN data fusion method, the Mariana Trench DBM with a resolution of 100 m now contains the most accurate data for this region. At the same time, the topographical details of the Mariana Trench region are substantially improved in this dataset. For example, seamounts with more obvious shapes and contours as well as submarine canyons and ridges can be clearly found in the Mariana Trench DBM (see Fig.9 a2, b2 and c2). In contrast, such topographical features are vague in the GEBCO_2014 dataset (see Fig.9 a1, b1 and c1). In the sparse data areas, the combination of the low-resolution grid and processed single-beam or electronic navigational chart data, as well as the definition of buffers, avoided the occurrence of outliers (see Fig.9 d1 and d2) .
However, there are still areas with poor data density and quality. These areas contain potential outliers and noise points, which need further investigation to identify and process.
What's more, the GEBCO dataset and the final fused DBM obtained by the MN method are compared with the high-precision multibeam data, respectively (see Fig.10 ). Multibeam data, as the current highest precision bathymetric data, is used as a reference for bathymetric differences comparison, which can evaluate the accuracy and resolution of the GEBCO dataset and the final fused DBM objectively. The bathymetric differences between the GEBCO data and the multibeam data are spatially nonuniform and are characterized with obvious topographic relief (see Fig.10 a) , which indicate that the accuracy and resolution of the GEBCO data are relatively low. While the bathymetric differences between the final fused DBM and the multibeam data is relatively uniform in spatial distribution. The topographies are flat and the topographic details are disappeared (see Fig.10 b) , which show that the DBM obtained by the MN multisource bathymetric data fusion method preserves a lot of high-resolution topographic details. A total of 26,377,398 pairs of grid points are participated in the bathymetric difference comparison. The results of the bathymetric difference comparison show that 15,943,970 (60.4%) bathymetric points of the GEBCO data meet the requirements of the IHO Standards for Hydrographic Surveys (see Fig.10 a, inset), while 25,546,521 (97.8%) bathymetric points of the fused DBM meet the requirements (see Fig.10 b, inset) . Therefore, the Mariana Trench DBM obtained by the MN data fusion method has higher accuracy and resolution than the GEBCO dataset.
IV. CONCLUSION
The MN multisource data fusion method is proposed in this paper. The basic principle of the method is to merge bathymetric data grids with different resolutions obtained using multiple data source. Then, SRTM data is used to fuse with the merged grid to obtain the final DBM.
An experiment of the Mariana Trench DBM construction is present to validate the MN data fusion method. Based on multisource bathymetric data including multi-beam, singlebeam and electronic navigational chart data, the Mariana DBM with a high-resolution of 100 m has been constructed successfully. This DBM represents a topographic reference for studying the plate subduction and seismogenic mechanism in the trench region. In addition, the Mariana DBM is compared with the GEBCO dataset. The results show that the high-resolution Mariana DBM obtained using the MN method can better preserve topographic details in high-resolution data areas and fill data gaps reasonably. The probability of occurrence both of outliers and of the edge effect is also greatly reduced. Generally, the MN data fusion method can be considered reliable and of practical value.
