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CHARACTERIZING BOUNDED ORTHOGONALLY ADDITIVE
POLYNOMIALS ON VECTOR LATTICES
G. BUSKES AND C. SCHWANKE
Abstract. We derive formulas for characterizing bounded orthogonally additive poly-
nomials in two ways. Firstly, we prove that certain formulas for orthogonally additive
polynomials derived in [8] actually characterize them. Secondly, by employing complexi-
fications of the unique symmetric multilinear maps associated with orthogonally additive
maps we derive new characterizing formulas.
1. Introduction
In [8], Kusraeva uses the nth root mean power Sn and the n
th geometric mean Gn in
uniformly complete vector lattices (both defined by the Archimedean vector lattice func-
tional calculus) to derive two interesting formulas in the theory of orthogonally additive
homogeneous polynomials on Archimedean vector lattices. Indeed, Kusraeva proves that
for a bounded orthogonally additive n-homogeneous polynomial P on a uniformly complete
Archimedean vector lattice E with values in a convex bornological vector space Y (with
unique corresponding symmetric n-linear map Pˇ ), the following equalities hold for all r ∈ N
and all f1, . . . , fmax{n,r} ∈ E
+:
P (Sn(f1, . . . , fr)) = P (f1) + · · ·+ P (fr)
and
P (Gn(f1, . . . , fn)) = Pˇ (f1, . . . , fn).
In this note we show that these properties characterize bounded orthogonally additive
polynomials. Additionally, by distinguishing between odd and even polynomials, we pro-
vide additional characterizing formulae for bounded orthogonally additive polynomials by
using the complexification of the unique corresponding symmetric multilinear maps. For
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the definition of nth root mean power and nth geometric mean via functional calculus in uni-
formly complete Archimedean vector lattices we refer to [6] and for the theory of functional
calculus we refer to [4]. For further information on the theory of orthogonally additive
polynomials on vector lattices we refer to [2, 3, 9].
We use this introduction to provide a couple of notational shortcuts that we will use to
facilitate our proofs. For the nth geometric mean Gn on a uniformly complete Archimedean
vector lattice E, a symmetric n-linear map T , and f, g ∈ E we will write
Gn(f
n−kgk),
respectively
T (fn−kgk),
as a shorthand for the geometric mean of n elements of E of which n−k are equal to f and
k are equal to g, respectively the image of T when n−k entries are equal to f and the other
entries are equal to g. In particular, the expressions Gn(f
n) and T (fn) are shorthands for
the geometric mean, respectively the image of T , when all n variables are equal to f .
Moreover, if s, t, n ∈ N satisfy s + t = n − 1 and T is a symmetric n-linear map on a
uniformly complete vector lattice E then for f, g, z ∈ E we will write
T (f sgtz),
as a shorthand for the image of T when s entries are equal to f and t entries are equal to
g and one entry is equal to z. The shorthand for the geometric mean
Gn(f
sgtz),
is used analogously.
Additionally, it will help the reader to keep in mind that, if E equals the real numbers
and r ∈ N, we have for x1, . . . , xmax{n,r} ∈ R
+ that
Sn(x1, . . . , xr) =
(
r∑
k=1
|xk|
n
) 1
n
and
Gn(x1, . . . , xn) =
(
n∏
k=1
|xk|
) 1
n
.
Note that for a scalar α ∈ R+ we have
Gn(αf
n−kgk) = α1/nGn(f
n−kgk)
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where Gn(αf
kgn−k) is a shorthand for Gn(f
kgn−k) in which additionally the first entry is
multiplied by α.
Given a uniformly complete Archimedean vector lattice E, we denote it’s vector space
complexification E + iE by EC, for short. Since E is uniformly complete, the expression
|z| = sup
θ∈[0,2π]
{(cos θ)f + (sin θ)g}
is well defined for all z = f + ig ∈ EC (with f, g ∈ E), and so EC is an Archimedean
complex vector lattice. As usual, for f, g ∈ E and z = f + ig ∈ EC we define the complex
conjugate z¯ = f − ig.
In the proof of Theorem 2.3 we utilize the richer algebraic structure of complex vector
lattices to obtain the converse of Kusraeva’s theorem mentioned above. This requires
us to extend symmetric multilinear maps defined on real vector lattices to corresponding
symmetric multilinear maps defined on the vector space complexifications of these vector
lattices. To this end, for a uniformly complete Archimedean real vector lattice E, a real
vector space V , and a symmetric n-linear map T : E× · · · ×E → V , we define the complex
symmetric n-linear map TC : EC × · · · × EC → VC by
TC(f
1
0 + if
1
1 , . . . , f
n
0 + if
n
1 ) =
∑
ǫk∈{0,1}
i
n∑
k=1
ǫk
T (f1ǫ1 , . . . , f
n
ǫn)
for every (f10 + if
1
1 , . . . , f
n
0 + if
n
1 ) ∈ EC × · · · × EC.
For more information on these complexifications of multilinear maps on vector lattices,
we refer the reader to [5]. For any unexplained terminology or basic results in vector lattice
theory, we refer the reader to [1, 10, 11].
2. Main Results
The following two lemmas are needed for Theorem 2.3 and Theorem 2.4. We denote the
algebraic dual of a vector space V by V #.
Lemma 2.1. Let V be a real vector space. If v0, v1, . . . , vn ∈ V and v0+λv1+· · ·+λ
nvn = 0
for every λ ∈ R+ then v0 = · · · = vn = 0.
Proof. The result for the case V = R follows from the fact that if the function f : R+ → R
defined by f(λ) = v0 + λv1 + · · · + λ
nvn is identically zero then for all of the higher order
right derivatives ∂
(k)
+ f , we also have ∂
(k)
+ f(λ) = 0 (λ ∈ R
+). Next suppose V is an arbitrary
real vector space. Let v0, v1, . . . , vn ∈ V , and suppose v0 + λv1 + · · · + λ
nvn = 0 for every
λ ∈ R+. Then for all φ ∈ V # we have φ(v0) + λφ(v1) + · · ·+ λ
nφ(vn) = 0 (λ ∈ R
+). But
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since the given result holds for V = R we have φ(v0) = · · · = φ(vn) = 0 for all φ ∈ V
#.
The result now follows from the fact that V # separates the points of V . 
Lemma 2.2. Let E be a uniformly complete Archimedean vector lattice, let f, g ∈ E, and
set z = f + ig ∈ EC.
(i) If n ∈ N is even and m = n2 then
|z| = Sn
{
Gn (f
n) ,Gn
(
mfn−2g2
)
,Gn
((
m
2
)
fn−4g4
)
,Gn
((
m
3
)
fn−6g6
)
, . . . ,Gn (g
n)
}
.
(ii) If n ∈ N is odd and m = n−12 then
|z| = Sn
{
Gn
(
fn−1|z|
)
,Gn
(
mfn−3g2|z|
)
,Gn
((
m
2
)
fn−5g4|z|
)
, . . . ,Gn (g
n|z|)
}
.
Proof. We only prove (1), leaving the similar proof of (2) to the reader. To this end, let F
be the vector sublattice of E generated by
f, g,Gn (f
n) ,Gn
(
fn−2g2
)
,Gn
(
fn−4g4
)
,Gn
(
fn−6g6
)
, . . . ,Gn (g
n) , and
Sn
{
Gn (f
n) ,Gn
(
mfn−2g2
)
,Gn
((
m
2
)
fn−4g4
)
,Gn
((
m
3
)
fn−6g6
)
, . . . ,Gn (g
n)
}
.
Let ω : F → R be a vector lattice homomorphism. Using [6, Theorem 3.7(1)] (second
equality) and [6, Theorem 3.11] (third equality), we have
ω(|z|) = ω
(
sup
θ∈[0,2π]
{fcosθ + g sin θ}
)
= ω (S2(f, g)) = S2
(
ω(f), ω(g)
)
=
(
ω(f)2 + ω(g)2
) 1
2 .
Therefore,
ω(|z|) =
(
(ω(f)2 + ω(g)2)m
) 1
n . (1)
Note that
(ω(f)2 + ω(g)2)m =
m∑
k=0
(
m
k
)
ω(f)n−2kω(g)2k =
m∑
k=0
(
m
k
)(
ω(f)
n−2k
n ω(g)
2k
n
)n
=
m∑
k=0
(
m
k
)
Gn(ω(f)
n−2kω(g)2k)n =
m∑
k=0
Gn
((
m
k
)
ω(f)n−2kω(g)2k
)n
.
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Using equation (1) we have
ω(|z|) =
(
m∑
k=0
Gn
((
m
k
)
ω(f)n−2kω(g)2k
)n) 1n
= Sn
{
Gn
(
ω(f)n
)
,Gn
(
mω(f)n−2ω(g)2
)
,Gn
((
m
2
)
ω(f)n−4ω(g)4
)
, . . . ,Gn
(
ω(g)n
)}
= Sn
{
ω
(
Gn(f
n)
)
, ω
(
Gn(mf
n−2g2)
)
, ω
(
Gn
((
m
2
)
ω(f)n−4g4
))
, . . . , ω
(
Gn(g)
n)
)}
= ω
(
Sn
{
Gn (f
n) ,Gn
(
mfn−2g2
)
,Gn
((
m
2
)
fn−4g4
)
, . . . ,Gn (g
n)
})
.
Since the set of all nonzero vector lattice homomorphisms from F into R separates the
points of F (see [7, (ii) on page 526 and Theorem 2.2]), we have
|z| = Sn
{
Gn (f
n) ,Gn
(
mfn−2g2
)
,Gn
((
m
2
)
fn−4g4
)
,Gn
((
m
3
)
fn−6g6
)
, . . . ,Gn (g
n)
}
.

We proceed to our first of two main results. The implication (iv) =⇒ (i) of the following
theorem is contained in [9, Proposition 4.38]. Since [9] is not readily available, we record
the details of the proof.
Theorem 2.3. Let E be a uniformly complete vector lattice, let Y be a convex bornological
space, let n, r ∈ N with n even, let P be a bounded n-homogeneous polynomial, and let Pˇ
be the unique symmetric n-linear map associated with P . The following are equivalent.
(i) P is orthogonally additive.
(ii) For f1, . . . , fmax{n,r} ∈ E
+, the following equalities hold:
P
(
Sn(f1, . . . , fr)
)
= P (f1) + · · ·+ P (fr);
P
(
Gn(f1, . . . , fn)
)
= Pˇ (f1, . . . , fn).
(iii) P (|z|) = PˇC(z
n
2 (z¯)
n
2 ) for every z ∈ EC.
(iv) Pˇ (fn−k, gk) = 0 for every k ∈ {1, . . . , n− 1} whenever f ⊥ g.
Proof. (i) =⇒ (ii) This is the content of the main theorem of [8].
(ii) =⇒ (iii) Suppose that for all f1, . . . , fmax{n,r} ∈ E
+, we have
P
(
Sn(f1, . . . , fr)
)
= P (f1) + · · ·+ P (fr), and
P
(
Gn(f1, . . . , fn)
)
= Pˇ (f1, . . . , fn).
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Let z = f + ig ∈ EC. For convenience, we write m =
n
2 . Using Lemma 2.2(i), we obtain
P (|z|) = P
(
Sn
{
Gn (f
n) ,Gn
(
mfn−2g2
)
,Gn
((
m
2
)
fn−4g4
)
, . . . ,Gn (g
n)
})
=
m∑
k=0
P
(
Gn
((
m
k
)
fn−2kg2k
))
=
m∑
k=0
P
((
m
k
) 1
n
Gn
(
fn−2kg2k
))
=
m∑
k=0
(
m
k
)
P
(
Gn
(
fn−2kg2k
))
=
m∑
k=0
(
m
k
)
Pˇ
(
fn−2kg2k
)
= PˇC(z
m(z¯)m) = PˇC(z
n
2 (z¯)
n
2 ).
(iii) =⇒ (iv) Suppose that P (|z|) = PˇC(z
n
2 z¯
n
2 ) for every z ∈ EC. Let f, g ∈ E
+, and assume
f ⊥ g. By [10, Theorem 14.1(i)], we have f + g = |f + g| = |f − g|. Moreover, the string
f + g = ||f | − |g|| ≤ |f + ig| ≤ f + g
implies that |f + ig| = f + g. We have
P (|f + g|) = Pˇ
(
(f + g)n
)
=
n∑
k=0
(
n
k
)
Pˇ (fn−kgk),
while by our assumption,
P (|f − g|) = Pˇ
(
(f − g)n
)
=
n∑
k=0
(
n
k
)
(−1)kPˇ (fn−kgk).
Therefore,
n∑
k=0
(
n
k
)
Pˇ (fn−kgk) =
n∑
k=0
(
n
k
)
(−1)kPˇ (fn−kgk),
and thus
n∑
k=0
(1− (−1)k)
(
n
k
)
Pˇ (fn−kgk) = 2
n−2
2∑
k=0
(
n
2k + 1
)
Pˇ (fn−(2k+1)g2k+1) = 0.
But then for every λ ∈ R+ we have
n−2
2∑
k=0
(
n
2k + 1
)
λ2k+1Pˇ (fn−(2k+1)g2k+1) = 0.
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It follows from Lemma 2.1 that Pˇ (fn−(2k+1)g2k+1) = 0 for every k ∈ {0, . . . , n−22 }. Hence,
Pˇ
(
(f + g)n
)
=
n∑
k=0
(
n
k
)
Pˇ (fn−k, gk) =
n
2∑
k=0
(
n
2k
)
Pˇ (fn−2kg2k).
On the other hand, |f + ig| = f + g implies that
Pˇ (|f + ig|n) =
n
2∑
k=0
(
n
2k
)
Pˇ (fn−2kg2k).
Moreover, by assumption, we have
Pˇ (|f + ig|n) = PˇC
(
(f + ig)
n
2 (f − ig)
n
2
)
,
and the multi-binomial theorem yields
PˇC
(
(f + ig)
n
2 (f − ig)
n
2
)
=
n
2∑
k=0
(n
2
k
)
Pˇ (fn−2kg2k).
Therefore, we obtain
n
2∑
k=0
(
n
2k
)
Pˇ (fn−2kg2k) =
n
2∑
k=0
(n
2
k
)
Pˇ (fn−2kg2k).
In fact, for every λ ∈ R+ we have
n
2∑
k=0
((
n
2k
)
−
(n
2
k
))
λ2kPˇ (fn−2kg2k) = 0.
It follows from Lemma 2.1 that Pˇ (fn−2kg2k) = 0 for every k ∈ {1, . . . , n2 }. We conclude
that Pˇ (fn−kgk) = 0 for each k ∈ {1, . . . , n−1}. The result now follows from the n-linearity
of Pˇ and the decomposition f = f+ − f− for any f ∈ E.
(iv) =⇒ (i) Suppose that Pˇ (fn−kgk) = 0 for every k ∈ {1, . . . , n− 1} whenever f and g are
disjoint. Let f, g ∈ E, and assume f ⊥ g. Then
P (f + g) = P (f) + P (g) +
n−1∑
k=1
(
n
k
)
Pˇ (fn−kgk)
= P (f) + P (g).
Hence P is orthogonally additive. 
The following theorem is an analogue of Theorem 2.3 for odd n ∈ N.
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Theorem 2.4. Let E be a uniformly complete vector lattice, let Y be a convex bornological
space, let n, r ∈ N with n odd, let P be a bounded n-homogeneous polynomial, and let Pˇ be
the unique symmetric n-linear map associated with P . The following are equivalent.
(i) P is orthogonally additive.
(ii) For f1, . . . , fmax{n,r} ∈ E
+, the following equalities hold:
P
(
Sn(f1, . . . , fr)
)
= P (f1) + · · ·+ P (fr);
P
(
Gn(f1, . . . , fn)
)
= Pˇ (f1, . . . , fn).
(iii) P (|z|) = PˇC(z
n−1
2 (z¯)
n−1
2 |z|) for every z ∈ EC.
(iv) Pˇ (fn−kgk) = 0 for every k ∈ {1, . . . , n− 1} whenever f ⊥ g.
Proof. (i) =⇒ (ii) See the main theorem of [8].
(ii) =⇒ (iii) Let z = f+ig ∈ EC. For convenience, we writem =
n−1
2 . Using Lemma 2.2(ii),
we have
P (|z|) = P
(
Sn
{
Gn
(
fn−1|z|
)
,Gn
(
mfn−3g2|z|
)
,Gn
((
m
2
)
fn−5g4|z|
)
, . . . ,Gn (g
n|z|)
})
=
m∑
k=0
P
(
Gn
((
m
k
)
fn−1−2kg2k|z|
))
=
m∑
k=0
P
((
m
k
) 1
n
Gn
(
fn−1−2kg2k|z|
))
=
m∑
k=0
(
m
k
)
P
(
Gn
(
fn−1−2kg2k|z|
))
=
m∑
k=0
(
m
k
)
Pˇ
(
fn−1−2kg2k|z|
)
= PˇC(z
m(z¯)m|z|) = PˇC(z
n−1
2 (z¯)
n−1
2 |z|).
(iii) =⇒ (iv) Suppose that P (|z|) = PˇC(z
n−1
2 (z¯)
n−1
2 |z|) for every z ∈ EC. Let f, g ∈ E
+ be
such that f ⊥ g. Then
P (|f + g|) = Pˇ
(
(f + g)n
)
=
n∑
k=0
(
n
k
)
Pˇ (fn−kgk).
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Moreover, by assumption
P (|f − g|) = Pˇ
(
(f − g)n−1|f − g|
)
= Pˇ
(
(f − g)n−1(f + g)
)
=
n−1∑
k=0
(
n− 1
k
)
(−1)kPˇ (fn−1−kgk(f + g))
=
n−1∑
k=0
(
n− 1
k
)
(−1)kPˇ (fn−kgk) +
n−1∑
k=0
(
n− 1
k
)
(−1)kPˇ (fn−(k+1)gk+1)
=
n−1∑
k=0
(
n− 1
k
)
(−1)kPˇ (fn−kgk)−
n∑
k=1
(
n− 1
k − 1
)
(−1)kPˇ (fn−kgk)
= Pˇ (fn) + Pˇ (gn) +
n−1∑
k=1
((
n− 1
k
)
−
(
n− 1
k − 1
))
(−1)kPˇ (fn−kgk).
Thus
n∑
k=0
(
n
k
)
Pˇ (fn−kgk) = Pˇ (fn) + Pˇ (gn) +
n−1∑
k=1
((
n− 1
k
)
−
(
n− 1
k − 1
))
(−1)kPˇ (fn−kgk).
Hence
0 =
n∑
k=0
(
n
k
)
Pˇ (fn−kgk)− Pˇ (fn)− Pˇ (gn)−
n−1∑
k=1
((
n− 1
k
)
−
(
n− 1
k − 1
))
(−1)kPˇ (fn−kgk)
=
n−1∑
k=1
((
n
k
)
−
((
n− 1
k
)
−
(
n− 1
k − 1
))
(−1)k
)
Pˇ (fn−kgk)
= 2
n−1∑
k=1
(
n− 1
ψ(k)
)
Pˇ (fn−kgk),
where
ψ(k) =

k if k is oddk − 1 if k is even (k ∈ {1, . . . , n− 1}).
Therefore,
n−1∑
k=1
(
n− 1
ψ(k)
)
Pˇ (fn−kgk) = 0.
But then for every λ ∈ R+ we have
n−1∑
k=1
λk
(
n− 1
ψ(k)
)
Pˇ (fn−kgk) = 0.
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It follows from Lemma 2.1 that Pˇ (fn−kgk) = 0 for every k ∈ {1, . . . , n − 1}. Using the
n-linearity of Pˇ and the decomposition f = f+ − f− for any f ∈ E, we obtain the desired
result.
(iv) =⇒ (i) This proof is the same as in Theorem 2.3. 
We conclude by pointing out that the implications (ii) =⇒ (iii), (iii) =⇒ (iv), and
(iv) =⇒ (i) in Theorems 2.3 and 2.4 still hold when Y is a general real vector space and
when P is not necessarily bounded.
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