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GEOMETRIC PROPERTIES OF THE CASSINIAN METRIC
RIKU KLE´N, MANAS RANJAN MOHAPATRA, AND SWADESH KUMAR SAHOO
Abstract. In this paper we prove a sharp distortion property of the Cassinian metric
under Mo¨bius transformations of a punctured ball onto another punctured ball. The
paper also deals with discussion on local convexity properties of the Cassinian metric
balls in some specific subdomains of Rn. Inclusion properties of the Cassinian metric
balls with other hyperbolic-type metric balls are also investigated. In particular, several
conjectures are also stated in response to sharpness of the inclusion relations.
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1. Introduction
Conformal invariants have important roles in geometric function theory. One of the
basic conformal invariants is the modulus of a curve family, which is used to define qua-
siconformal maps [22]. In Euclidean spaces of dimension more than two, conformal maps
are nothing but the restrictions of Mo¨bius maps; for instance, see [22, 25]. Therefore, it
is natural to study Mo¨bius invariants in the higher dimensional setting. There are some
metrics which are Mo¨bius invariant and some are not. For example, the Apollonian [3, 9]
and the Seittenranta [19] metrics are Mo¨bius invariant whereas the quasihyperbolic [5, 6]
and the distance ratio [24] metrics are not. The study of the Mo¨bius quasi-invariance
property is hence natural for these metrics which are not Mo¨bius invariant. In other
words, it would be interesting if we obtain the Lipschitz constants for those metrics which
do not belong to the Mo¨bius invariant family. Gehring and Osgood in [5] proved that
the distance ratio metric and the quasihyperbolic metric are not changed by more than a
factor 2 under Mo¨bius maps. In [20, 21], sharp distortion properties of the distance ratio
metric under Mo¨bius transformations of the unit (punctured) balls are obtained. A sharp
distortion property of the Cassinian metric under Mo¨bius transformations of the unit ball
is also recently established in [12].
Most of the metrics mentioned in this paper belong to the family of relative metrics,
some are Mo¨bius invariant and some are not. By a relative metric we mean a metric
that is evaluated in a proper subdomain of Rn relative to its boundary. Note that the
topological operations (boundary, closure, etc.) are taken in the compact space Rn. One
of our main objectives in this paper is to consider a relative metric, a special case of the
family of metrics defined in [8, Lemma 6.1], the so-called Cassinian metric, independently
first studied by Ibragimov [11] and look at its Mo¨bius quasi-invariance properties. Note
that the generalized relative metric defined in [8, Lemma 6.1] is named as the M-relative
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metric and defined on a domain D ( Rn by the quantity
(1.1) ρM,D(x, y) := sup
a∈∂D
|x− y|
M(|x− a|, |y − a|) ,
whereM is continuous in (0,∞)×(0,∞) and ∂D denotes the boundary ofD. IfM(α, β) =
αβ, then the corresponding relative metric ρM,D defines the Cassinian metric introduced
in [11] and subsequently studied in [7, 12]. The choice M(α, β) = α + β similarly leads
to the triangular ratio metric recently investigated in [4, 10]. We refer to the next section
for the explicit definition of the Cassinian metric.
In one hand, we study distortion properties of the Cassinian metric under Mo¨bius and
bi-Lipschitz maps in Section 3. On the other hand, we also focus on a general question
suggested by Vuorinen in [25] about the convexity of balls of small radii in metric spaces.
This problem has been investigated by Kle´n in different situations in a series of papers
[13, 14, 15, 16]. In this context, we study convexity properties of the Cassinian metric
balls in Section 4. Section 5 is devoted to the inclusion properties of the Cassinian metric
balls with other related metric balls.
2. Common notation and terminology
Throughout the paper we use the notation Rn, n ≥ 2, for the Euclidean n-dimensional
space; Rn := Rn ∪ {∞} for the one point compactification of Rn. The Euclidean distance
between x, y ∈ Rn is denoted by |x−y|. Given x ∈ Rn and r > 0, the open ball centered at
x and radius r is denoted by Bn(x, r) := {y ∈ Rn : |x−y| < r}. Denote by Bn := Bn(0, 1),
the unit ball in Rn. Consequently, we set Hn := {x = (x1, x2, . . . , xn) ∈ Rn : xn > 0}, the
upper half-space.
The Cassinian metric. Let D ( Rn be an arbitrary domain. The Cassinian metric,
cD, on D is defined by
cD(x, y) = sup
p∈∂D
|x− y|
|x− p||p− y| .
Note that the quantity cD defines a metric on D; see [11, Lemma 3.1]. Geometrically, the
Cassinian metric can be defined in terms of maximal Cassinian ovals (see [11, Sections
3.1-3.2] and references therein) in the domain D in a similar fashion as the Apollonian
metric is defined in terms of maximal Apollonian balls [2].
We end this section with the definitions of the hyperbolic metric, the quasihyperbolic
metric and the distance ratio metric used in the subsequent sections.
The hyperbolic metric. The hyperbolic metric of the unit ball Bn is defined by
ρBn(x, y) = inf
γ∈Γ(x,y)
∫
γ
2|dz|
1− |z|2 ,
where Γ(x, y) denotes the family of rectifiable curves joining x and y in Bn.
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The quasihyperbolic metric. LetD ( Rn be an arbitrary domain. The quasihyperbolic
metric [6] is defined by
kD(x, y) = inf
γ∈Γ(x,y)
∫
γ
|dz|
δD(z)
,
where Γ(x, y) denotes the family of rectifiable curves joining x and y in D and δD(z) =
dist (z, ∂D), the shortest Euclidean distance from z to ∂D. The quasihyperbolic metric
was introduced by Gehring and Palka in 1976 and subsequently studied by Gehring and
Osgood; see [5, 6], as a generalization of the hyperbolic metric of the upper half plane to
arbitrary proper subdomains of Rn.
The distance ratio metric. Let D ( Rn. For any two points x, y ∈ D, the distance
ratio metric, jD(x, y), is defined as
jD(x, y) = log
(
1 +
|x− y|
δD(x) ∧ δD(y)
)
,
where δD(x) ∧ δD(y) = min{δD(x), δD(y)}. This form of the metric jD, which was first
considered by Vuorinen in [23], is a slight modification of the original distance ratio metric
introduced by Gehring and Osgood in [5]. This metric has been widely studied in the
literature; see, for instance, [24].
3. Distortion Property of the Cassinian Metric under Mo¨bius
Transformations
One of our objectives in this section is to study the distortion property of the Cassinian
metric under Mo¨bius maps from a punctured ball onto another punctured ball. Distortion
properties of the Cassinian metric of the unit ball under Mo¨bius maps has been recently
studied in [12].
Theorem 3.1. Let a ∈ Bn and f : Bn \ {0} → Bn \ {a} be a Mo¨bius map with f(0) = a.
Then for x, y ∈ Bn \ {0} we have
1− |a|
1 + |a|cBn\{0}(x, y) ≤ cBn\{a}(f(x), f(y)) ≤
1 + |a|
1− |a|cBn\{0}(x, y).
The equalities in both sides can be attained.
Proof. If a = 0, the proof is trivial (see [12]). Now, assume that a 6= 0. Let σ be the
inversion in the sphere Sn−1(a⋆, r), where
a⋆ =
a
|a|2 and r =
√
|a⋆|2 − 1 =
√
1− |a|2
|a| .
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Note that the sphere Sn−1(a⋆, r) is orthogonal to Sn−1 and that σ(a) = 0. In particular,
σ is a Mo¨bius map with σ(Bn \ {a}) = Bn \ {0}. Recall from [3] that
(3.1) σ(x) = a⋆ +
( r
|x− a⋆|
)2(
x− a⋆).
Then σ◦f is an orthogonal matrix (see, for example, [3, Theorem 3.5.1(i)]). In particular,
(3.2)
∣∣∣σ(f(x))− σ(f(y))∣∣∣ = |x− y|.
We will need the following property of σ (see, for example, [3, p. 26]):
(3.3) |σ(x)− σ(y)| = r
2|x− y|
|x− a⋆||y − a⋆| .
Now,
cBn\{0}(x, y) =
|x− y|
min{|x||y|, infz∈∂Bn |x− z||z − y|}
and
cBn\{a}(f(x), f(y)) =
|f(x)− f(y)|
min{|f(x)− a||a− f(y)|, infw∈∂Bn |f(x)− w||w − f(y)|} .
Denote by P = min{|f(x) − a||a − f(y)|, infw∈∂Bn |f(x) − w||w − f(y)|}. Now we have
two choices for P .
Case I. P = |f(x)− a||a− f(y)|.
It follows from (3.2) and (3.3) that
|f(x)− a| = |f(x)− a
⋆||a− a⋆|
(|a⋆|2 − 1) |x| and |a− f(y)| =
|f(y)− a⋆||a− a⋆|
(|a⋆|2 − 1) |y|.
Now,
cBn\{a}(f(x), f(y)) =
|x− y|
|x||y| .
|a⋆|2 − 1
|a− a⋆|2 ≤
1
1− |a|2 cBn\{0}(x, y).
Case II. P = infw∈∂Bn |f(x)− w||w − f(y)|.
Proof of this case follows from the proof of [12, Theorem 4.1]. The lower estimate follows
by considering the inverse mapping f−1.
To see the sharpness, consider the map σ defined by (3.1). For 0 < s < t < 1, choose
the points u = −te1 and v = −se1 in such a way that
cBn\{0}(x, y) =
t− s
(1− t)(1− s) and cBn\{a}(σ(x), σ(y)) =
|σ(x)− σ(y)|
(1− |σ(x)|)(1− |σ(y)|) .
The image points of x and y under σ is given by
σ(x) =
|a|+ t
1 + |a|te1, σ(y) =
|a|+ s
1 + |a|se1 ∈ [a, e1] \ {a, e1}.
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Now, the Cassinian distance between σ(x) and σ(y) is
cBn\{a}(σ(x), σ(y)) =
|σ(x)− σ(y)|
(1− |σ(x)|)(1− |σ(y)|)
=
∣∣∣∣ |a|+ t1 + |a|t − |a|+ s1 + |a|s
∣∣∣∣(
1−
∣∣∣∣ |a|+ t1 + |a|t
∣∣∣∣
)(
1−
∣∣∣∣ |a|+ s1 + |a|s
∣∣∣∣
)
=
t− s
(1− t)(1− s) .
1 + |a|
1− |a|
=
1 + |a|
1− |a|cBn\{0}(x, y).
The lower bound can be seen by considering the inverse of σ and hence the conclusion
follows. 
Remark 3.2. Gehring and Osgood proved that the quasihyperbolic and the distance ra-
tio metrics are not changed by more than a factor 2 under Mo¨bius transformations (see
[5, Theorem 4]). Naturally, one can ask the similar question for the Cassinian metric.
Unfortunately, such a finite constant does not exist for the Cassinian metric in arbitrary
proper subdomains of Rn. Indeed, the reason is clear from Theorem 3.1 when |a| → 1
(see also [12, Theorem 4.1]). However, if we replace Mo¨bius mappings by bi-Lipschitz
mappings of Rn, the following fact guarantees that distortion constant exists.
Fact. Let f : Rn → Rn be an L-bilipschitz mapping, that is
|x− y|/L ≤ |f(x)− f(y)| ≤ L|x− y|
for all x, y ∈ Rn, which maps D ( Rn onto D′ ( Rn. Then
1
L3
cD(x1, x2) ≤ cD′(f(x1), f(x2)) ≤ L3cD(x1, x2)
for all x1, x2 ∈ D.
4. Convexity properties of Cassinian metric balls
This section focuses on the local convexity properties of the Cassinian metric ball. We
define the metric ball as follows: let (D, d) be a metric space. Then the set
Bd(x,R) = {z ∈ D : d(x, z) < R}
is called the d-metric ball of the domain D. A metric ball with respect to the Cassinian
metric is called a Cassinian (metric) ball.
Before entering into the discussion on the convexity properties, we describe the Cassinian
ball of a domain D in terms of Cassinian balls of Rn \ ∂D fixing a centre in D. The fol-
lowing proposition is a consequence of the proof of [13, Theorem 1.1] with respect to the
Cassinian metric.
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Proposition 4.1. Let D ( Rn and x ∈ D. Then
BcD(x,R) = ∩z∈∂DBcRn\{z}(x,R).
Proof. Suppose that y ∈ ∩z∈∂DBcRn\{z}(x,R). Then cRn\{z}(x, y) < R for all z ∈ ∂D.
Choose z′ ∈ ∂D such that
cRn\{z′}(x, y) = min
z∈∂D
cRn\{z}(x, y).
As z′ ∈ ∂D, it is clear that cD(x, y) ≤ cRn\{z′}(x, y) and hence cD(x, y) < R. Hence
BcD(x,R) ⊇ ∩z∈∂DBcRn\{z}(x,R). Conversely, let y ∈ BcD(x,R) and suppose that z∗ ∈ ∂D
such that
|x− z∗||z∗ − y| = inf
z∈∂D
|x− z||z − y|.
Clearly, cRn\{z′}(x, y)(x, y) ≤ cD(x, y) < R. Hence BcD(x,R) ⊆ ∩z∈∂DBcRn\{z}(x,R) and
the proof is complete. 
Let D ⊂ Rn be a domain. We say that D is convex if the line segment [x, y] joining
any pair of points x and y entirely contained in D. A domain D is strictly convex if
[x′, y′] ∩ ∂D = {x′, y′} for any pair of points x′, y′ ∈ ∂D.
We now begin with studying local convexity properties of the Cassinian ball. For n = 2,
we call these Cassinian balls as the Cassinian disks.
Theorem 4.2. Let x ∈ R2 \ {0}. Then
(a) the Cassinian disk Bc
R2\{0}
(x,R) is convex if and only if R ∈ (0, 1].
(b) the Cassinian disk Bc
R2\{0}
(x,R) is strictly convex if and only if R ∈ (0, 1).
Proof. (a) Without loss of generality we can assume that x = 1. Let z be an arbi-
trary point in ∂Bc
R2\{0}
(1, R). Consider the circle (with respect to the Cassinian metric)
∂Bc
R2\{0}
(1, R) for a fixed R. From the definition of the Cassinian disk, it follows that
the boundary ∂Bc
R2\{0}
(1, R) is an Euclidean circle with center 1/(1 − R2) and radius
R/(1−R2). Therefore, ∂Bc
R2\{0}
(1, R) is convex for R ≤ 1 and not convex for R > 1.
(b) When R = 1 the center of the above Euclidean circle becomes ∞, and thus
∂Bc
R2\{0}
(x,R) is not strictly convex. 
Corollary 4.3. Let x ∈ Rn \ {0}. Then
(a) the Cassinian ball BcRn\{0}(x,R) is convex if and only if R ∈ (0, 1].
(b) the Cassinian ball BcRn\{0}(x,R) is strictly convex if and only if R ∈ (0, 1).
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Figure 1. The Cassinian disks Bc
R2\{0}
(1, R) with radii R =
0.1, 0.2, 0.4, 0.6, 0.8 and 0.9.
In the punctured space the Cassinian balls are convex with small radius, but the same
is not true in general. The next result shows that this is not the case even in convex
domain.
Proposition 4.4. Let r > 0. There exists x ∈ Hn such that BcHn (x, r) is not convex.
Proof. It is sufficient to consider the case n = 2. For a given r we choose x = i/r and
consider Cassinian disk Bc
H2
(x, r) with radius r. To show that Bc
H2
(x, r) is not convex we
choose two points y1 and y2 such that cH2(x, y1) = r = cH2(x, y2) and cH2(x, (y1+y2)/2) >
r.
We choose y1 =
i
2r
. Now by the geometry of the Cassinian ovals
cH2(x, y1) =
|x− y1|
|x− 0||0− y1| =
1
2r
1
r
1
2r
= r.
Let y2 = (2 + i)/r. Again by the geometry of the Cassinian ovals
cH2(x, y2) =
|x− y2|
|x− 1/r||1/r− y2| =
2
r√
1/r2 + 1/r2
√
1/r2 + 1/r2
= r.
Now y3 = (y1 + y2)/2 =
1
r
+ 3i
4r
and we choose z = 2
3r
. We obtain
|x− y3| =
√
17
4r
, |x− z| =
√
13
3r
, |z − y| =
√
97
12r
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and thus
cH2(x, y3) ≥ |x− y3||x− z||z − y3| = 9
√
17
1261
r = 1.04498 . . . r > r. 
Figure 2. The Cassinian disks Bc
H2
(i, R) with radii R = 0.6, 0.8 and 1.0.
The proof of Proposition 4.4 suggest that the radius of convexity for the Cassinian balls
Bc
H2
(x, r) in Hn depends on δH2(x) and r. We pose the following conjecture.
Conjecture 4.5. There exists r0 > 0 such that Bc
H2
(x, r) is convex for all x ∈ H2 and
r ∈ (0, aδH2(x)].
Computer experiments suggest that Conjecture 4.5 holds true for constant a ≈ 0.85.
We pose also some more general conjectures.
Conjecture 4.6. In a bounded convex domain G, BcG(x, r) is convex for all x ∈ G and
r > 0.
Conjecture 4.7. Let r > 0. If G is a starlike domain with respect to x ∈ G, then
BcG(x, r) is starlike with respect to x.
5. Inclusion properties
The purpose of this section is to study inclusion properties of the Cassinian metric balls
in proper subdomains of Rn with other related metric balls. In other words, we consider
the problems of the following type: for given x ∈ D ( Rn and t > 0, we find optimal
radii r, R > 0 depending only on x and t such that
(5.1) Bd(x, r) ⊂ Bc(x, t) ⊂ Bd(x,R),
where d is a metric other than the Cassinian metric defined on D.
We begin with proving the relation (5.1) when d is the Euclidean metric.
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Theorem 5.1. Let D ( Rn and x ∈ D. Assume that 1− tδD(x) 6= 0 for t > 0. Then the
following inclusion property holds:
Bn(x, r) ⊂ Bc(x, t) ⊂ Bn(x,R)
where r =
t(δD(x))
2
1 + tδD(x)
and R =
t(δD(x))
2
1− tδD(x) . The radii r and R are best possible. Moreover,
R/r → 1 as t→ 0.
Proof. It is clear that for 0 6= x ∈ D,
inf
z∈∂D
|x− z||z − y| ≤ δD(x)(δD(x) + |x− y|).
By the definition of the Cassinian metric cD we have
cD(x, y) =
|x− y|
infz∈∂D |x− z||z − y| ≥
|x− y|
δD(x)(δD(x) + |x− y|)
which implies
|x− y| ≤ cD(x, y)(δD(x))
2
1− cD(x, y)δD(x) .
Hence the second inclusion holds. Now we prove the first inclusion. Let y ∈ Bn(x, t).
Then y ∈ Bn(x, δD(x)) and by the monotone property
cD(x, y) ≤ cBn(x,δD(x))(x, y) =
|x− y|
δD(x)(δD(x)− |x− y|) .
In particular, if y ∈ Bn(x, r) with r = t(δD(x))2/(1 + tδD(x)), then y ∈ Bc(x, t). Clearly,
one can see that
R
r
=
1 + tδD(x)
1− tδD(x) → 1 as t→ 0.
We finally show that radii r and R are best possible. For this, consider the domain
D = Rn \ {a} and x ∈ D. Let us denote by l the line through points a and x. We set
{y1, y2} = ∂Bc(x, t) ∩ l with |a− y1| < |a− y2|. Now
cD(x, y1) = t =
|x− y1|
|x− a|(|x− a| − |x− y1|)
implying
|x− y1| = t|x− a|
2
1 + t|x− a|
which shows that r is best possible. Similarly,
cD(x, y2) = t =
|x− y2|
|x− a|(|x− a|+ |x− y2|)
implying
|x− y2| = t|x− a|
2
1− t|x− a|
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which shows that R is best possible. This completes the proof of our theorem. 
Now we move forward to discuss the inclusion relation (5.1) when d = jD. Recall the
following relation proved in [19]:
Lemma 5.2. [19, Theorem 3.8] If D ( Rn is open, x ∈ D and t > 0, then
Bn(x, r) ⊂ Bj(x, t) ⊂ Bn(x,R)
where r = (1− e−t)δD(x) and R = (et − 1)δD(x). The formulas for r and R are the best
possible expressed in terms of t and δD(x) only.
In this connection, we prove
Theorem 5.3. Let D ( Rn, x ∈ D and t > 0. Then the following holds:
Bj(x, r) ⊂ Bc(x, t) ⊂ Bj(x,R),
where r = log
(
1 +
tδD(x)
1 + tδD(x)
)
and R =
tδD(x)
1− tδD(x) . Moreover, R/r → 1 as t→ 0.
Proof. We first prove the second inclusion. By [12, Theorem 3.4] we have
jD(x, y) ≤ (|x− y|+ δD(x) ∧ δD(y))cD(x, y) ≤ (|x− y|+ δD(x))cD(x, y)
and from Theorem 5.1,
cD(x, y) < t =⇒ |x− y| < t(δD(x))2/(1− tδD(x)).
Now for y ∈ Bc(x, r), using the above estimates we have, jD(x, y) < tδD(x)/(1− tδD(x)).
For the proof of the first inclusion we use Lemma 5.2 together with Theorem 5.1 to
conclude that
jD(x, y) < log(1 + (rδD(x))/(1 + rδD(x))) =⇒ cD(x, y) < r.
By l’Hoˆspital rule it follows that R/r → 1 as t→ 0. 
The radii obtained in Theorem 5.3 can be improved in the special case if we choose the
domain D = Rn \ {a}, a ∈ Rn. In this connection we prove
Theorem 5.4. For a ∈ Rn, let D = Rn \ {a}, x ∈ D and t > 0. Then the following
holds:
Bj(x, r) ⊂ Bc(x, t) ⊂ Bj(x,R),
where r = log(1 + t|x − a|) and R = log
(
1
1− t|x− a|
)
. The radii r and R are best
possible. Moreover, R/r → 1 as t→ 0.
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Proof. Suppose that y ∈ Bj(x, r). Then jD(x, y) < r. On simplification, we get
(5.2) |x− y| < t|x− a|(|x− a| ∧ |y − a|)
If |x− a| ∧ |y − a| = |x− a|, then
cD(x, y) =
|x− y|
|x− a||y − a| <
t|x− a|
|y − a| ≤ t
where the first inequality follows from (5.2) and the last inequality follows from the fact
that |x− a| ≤ |y − a|. Otherwise,
cD(x, y) =
|x− y|
|x− a||y − a| <
t|x− a||y − a|
|x− a||y − a| = t
where the inequality follows from (5.2) and the first inclusion follows. Now suppose that
cD(x, y) < t. This implies, By Theorem 5.1, |x − y| < t|x − a|2/(1 − t|x − a|). If
|x− a| ∧ |y − a| = |x− a|, then
jD(x, y) < log
(
1 +
t|x− a|
1− t|x− a|
)
= log
(
1
1− t|x− a|
)
.
Otherwise
jD(x, y) < log
(
1 +
t|x− a|2
|y − a|(1− t|x− a|)
)
≤ log
(
1− t|x− a|
1− 2t|x− a|
)
where the second inequality follows from the fact that
|y − a| ≥ |x− a| − |x− y| ≥ |x− a|(1− 2r|x− a|)
1− r|x− a| .
Now,
R = min
{
log
(
1
1− t|x− a|
)
, log
(
1− t|x− a|
1− 2t|x− a|
)}
= log
(
1
1− t|x− a|
)
and hence the proof of the second inclusion follows. By l’Hoˆspital rule it follows that
lim
t→0
R
r
= lim
t→0
1 + t|x− a|
1− t|x− a| = 1.
To show that radii r and R are best possible, we consider the same construction as did
in the proof of Theorem 5.1. For the same choice of y1 and y2, it is easy to verify that
jD(x, y1) = log
(
1 +
|x− y1|
|x− a| − |x− y1|
)
= log (1 + t|x− a|) ,
which shows that r is best possible. Similarly, it can be verified that
jD(x, y2) = log
(
1 +
|x− y2|
|x− a|+ |x− y2|
)
= log
(
1
1− t|x− a|
)
,
which shows that R is best possible. 
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Under the light of Theorem 5.4, for an arbitrary proper subdomain D of Rn, we con-
jecture that
Conjecture 5.5. Let D ( Rn, x ∈ D and t > 0. Then the following holds:
Bj(x, r) ⊂ Bc(x, t) ⊂ Bj(x,R),
where r = log(1 + tδD(x)) and R = log
(
1
1− tδD(x)
)
. Moreover, the radii R and r are
best possible and R/r → 1 as t→ 0.
Next, we discuss the inclusion relation (5.1) when d is the hyperbolic metric of the unit
ball Bn. In the unit ball Bn, the jBn metric and the ρBn metric are comparable and is
given by the relation
(5.3) jBn(x, y) ≤ ρBn(x, y) ≤ 2jBn(x, y)
for x, y ∈ Bn; see [1, Theorem 7.56]. The second inequality reduces to equality when
y = −x. It immediately follows that for x ∈ Bn and r > 0,
Bρ(x, r) ⊂ Bj(x, r) ⊂ Bρ(x, 2r).
This leads to the following:
Theorem 5.6. Let x ∈ Bn and t > 0. Then the following inclusion relation holds:
Bρ(x, r) ⊂ Bc(x, t) ⊂ Bρ(x,R)
where r = log
(
1 +
t(1− |x|)
1 + t(1− |x|)
)
and R =
2t(1− |x|)
1− t(1− |x|) . Moreover, R/r → 2 as
t→ 0.
Proof. By Theorem 5.3, Bc(x, t) ⊂ Bj(t(1− |x|)/(1− t(1− |x|))) and by (5.3), the second
inclusion follows with R = 2t(1−|x|))/(1− t(1−|x|)). Again from (5.3) and Theorem 5.3,
we have
Bρ(x, r) ⊂ Bj(x, r) ⊂ Bc(x, (er − 1)/(1− |x|)(2− er)).
On simplifying, we get Bρ(x, r) ⊂ Bc(x, t) with r = log(1 + (t(1− |x|)/(1 + t(1 − |x|)))).
By l’Hoˆspital rule it is easy to see that
lim
t→0
R
r
= 2.
This completes the proof of our theorem. 
Another sharp inclusion property between j-metric ball and hyperbolic metric ball in
Bn is derived by Kle´n and Vuorinen in [18]. Indeed, they proved that
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Lemma 5.7. [18, Theorem 3.1] Let x ∈ Bn and r > 0. Then
Bj(x,m) ⊂ Bρ(x, r) ⊂ Bj(x,M)
where m = max{m1, m2} and M = log
(
1 + (1 + |x|)e
r − 1
2
)
;
m1 = log (1 + (1 + |x|) sinh(r/2)) m2 = log
(
1 + (1− |x|)e
r − 1
2
)
.
Moreover, the inclusions are sharp and M/m→ 1 as r → 0.
Using Lemma 5.7 together with Theorem 5.3 we obtain
Theorem 5.8. Let x ∈ Bn and t > 0. Then the following inclusion relation holds:
Bρ(x, r) ⊂ Bc(x, t) ⊂ Bρ(x,R)
where r = log
(
1 +
2t(1− |x|)
(1 + |x|)(1 + t(1− |x|))
)
and R = min{R1, R2} with
R1 = 2 arsh

exp
(
t(1−|x|)
1−t(1−|x|)
− 1
)
1 + |x|

 and R2 = log

1 + 2 exp
(
t(1−|x|)
1−t(1−|x|)
− 1
)
1− |x|

 .
Remark 5.9. If R = R1, then Theorem 5.8 is sharper than Theorem 5.6 (since R1/r → 1
as t→ 0). Otherwise Theorem 5.6 is sharper than Theorem 5.8.
However, we conjecture a better estimate for radii r and R in Theorem 5.6.
Conjecture 5.10. Let x ∈ Bn and t > 0. Then the following inclusion relation holds:
Bρ(x, r) ⊂ Bc(x, t) ⊂ Bρ(x,R)
where r = t(1− |x|)/√(1 + |x|)(1 + |x| − 2t(1− |x|)) and
R = t(1 − |x|)/
√
(1 + |x|)(1 + |x|+ 2t(1− |x|). Moreover, the radii r and R are sharp
and R/r → 1 as t→ 0.
In order to discuss the relation (5.1) when d = kD, for a domain D ( R
n, we recall the
useful inequality [6, Lemma 2.1]
(5.4) kD(x, y) ≥ jD(x, y); x, y ∈ D ( Rn.
It follows immediately from (5.4) and Theorem 5.4 that
Corollary 5.11. For a ∈ Rn, let D = Rn \ {a}, x ∈ D and t > 0. Then the following
holds:
Bk(x, r) ⊂ Bc(x, t)
where r = log(1 + t|x− a|).
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At present we do not have any proof for sharpness of the inclusion relation in Corol-
lary 5.11. Therefore, it is appropriate here to state the following conjecture:
Conjecture 5.12. For a ∈ Rn, let D = Rn\{a}, let x ∈ D and t > 0. Then the following
inclusion relation holds:
Bk(x, r) ⊂ Bc(x, t) ⊂ Bk(x,R)
where r = log(1+ t|x−a|) and R = log
(
1
1− t|x− a|
)
. The radii r and R are sharp and
R/r → 1 as t→ 0.
In proper subdomains of Rn the following inclusion relation holds in between the
Cassinian metric ball and the quasihyperbolic ball. The following lemma is useful in
this setting.
Lemma 5.13. [17, Proposition 2.2] Let D ( Rn be a domain and r ∈ (0, log 2). Then
Bj(x,m) ⊂ Bk(x, r) ⊂ Bj(x, r) ⊂ Bk(x,M)
where r = log(2 − er) and M = log
(
1
2− er
)
. Moreover, the second inclusion is sharp
and M/m→ 1 as r → 0.
Theorem 5.14. Let D ( Rn be a domain, x ∈ D, and t ∈
(
0, log 2
δD(x)(1+log 2)
)
. Then
Bk(x, r) ⊂ Bc(x, t) ⊂ Bk(x,R)
where r = log
(
1 +
tδD(x)
1 + tδD(x)
)
and R = log
(
1
2− exp ( tδD(x)
1−tδD(x)
)
)
. Moreover, R/r → 1
as t→ 0.
Proof. By (5.4) and Theorem 5.3 we have
Bk(x, r) ⊂ Bj(x, r) ⊂ Bc(x, (er − 1)/(δD(x)(2− er)))
and the first inclusion follows. Again from Theorem 5.3 and Lemma 5.13 we have
Bc(x, t) ⊂ Bj
(
x,
tδD(x)
1− tδD(x)
)
⊂ Bk
(
x, log
(
1
2− exp(tδD(x)/(1− tδD(x)))
))
.
By l’Hoˆspital rule it follows easily that R/r → 1 as t→ 0. Hence the proof of our theorem
is complete. 
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