Abstract. The GMRES method is one of the most popular iterative schemes for the solution of large linear systems of equations with a square nonsingular matrix. GMRES-type methods also have been applied to the solution of linear discrete ill-posed problems. Computational experience indicates that for the latter problems variants of the standard GMRES method, that require the solution to live in the range of a positive power of the matrix of the linear system of equations to be solved, generally yield more accurate approximations of the desired solution than standard GMRES. This paper investigates properties of these variants of GMRES.
1. Introduction. This paper studies properties of a family of minimal residual iterative methods for the computation of approximate solutions of linear systems of equations
with a large nonsymmetric matrix A whose singular values gradually decay to zero (without a significant gap). In particular, A is severely ill-conditioned and may be singular. Linear systems of equations with a matrix of this kind are commonly referred to as linear discrete ill-posed problems. They arise, for instance, from the discretization of linear ill-posed problems, such as Fredholm integral equations of the first kind with a smooth kernel.
In many linear discrete ill-posed problems with applications in science and engineering, the right-hand side vector b represents data that is contaminated by error. Thus, b = b + e, (1.2) where b ∈ R n denotes the unknown error-free right-hand side associated with b. We will refer to the error vector e ∈ R n as "noise." The noise vector may stem from measurement inaccuracies and from discretization errors.
We would like to compute the solution of minimal Euclidean norm, x, of the linear discrete ill-posed problem with the unknown error-free right-hand side
This system is assumed to be consistent.
Since b is not known, we seek to determine an accurate approximation of x by computing an approximate solution of the available linear system of equations (1.1). Due to the severe ill-conditioning of the matrix A and the error e in b, the leastsquares solution of minimal Euclidean norm of (1.1) generally does not furnish a useful approximation of x.
A popular approach to determine a meaningful approximation of x is to apply an iterative method to the solution of (1.1) and terminate the iterations sufficiently early. This type of solution approach is known as truncated iteration.
GMRES is a popular iterative method for the solution of large linear systems of equations with a nonsymmetric matrix A that arise from the discretization of well-posed problems, such as Dirichlet boundary value problems for elliptic partial differential equations; see, e.g., Saad [26] . Let the initial iterate be x 0 = 0. Then the ℓth iterate, x ℓ , computed by GMRES applied to the solution of (1.1) satisfies
where
is a Krylov subspace and · denotes the Euclidean vector norm. We will tacitly assume that ℓ is sufficiently small so that dim(K ℓ (A, b)) = ℓ; see below for some comments on this assumption. When applied to the solution of linear discrete ill-posed problems with an errorcontaminated right-hand side (1.1), GMRES may determine more accurate approximations of x with less arithmetic work than the conjugate gradient method applied to the normal equations associated with (1.1); see [4, 5, 7] for illustrations. For linear discrete ill-posed problems, for which the desired solution x is the discretization of a smooth function, it has been observed in [5, 9, 15] that the following variants of GMRES, which we refer to as m-shifted GMRES, often deliver more accurate approximations of x than the standard GMRES method.
With the initial iterate x 0 = 0, the ℓth iterate, x
ℓ , determined by m-shifted GMRES satisfies
When m ≥ 1 these are range restricted GMRES (RRGMRES) methods, because the iterates generated are in the range of A, which is denoted by R(A). Some properties of and computed examples with one-shifted GMRES can be found in [5, 25] . The one-shifted GMRES method is in these references referred to as the RRGMRES method. A new implementation of one-shifted GMRES with improved numerical behavior recently has been described in [20, 21] . An extension of this implementation to m-shifted GMRES for m > 1 is presented in [9] .
It is the purpose of the present paper to analyze the m-shifted GMRES method. Some of the properties we show for m-shifted GMRES are analogues of properties that have been established in [27] for standard GMRES, but have not previously been shown for m-shifted GMRES; other properties we derive are particular for m-shifted GMRES with m ≥ 1. Our analysis sheds light on the performance of m-shifted GMRES. The good performance of m-shifted GMRES for m = 2 and m = 3, which is illustrated in Section 3, makes it desirable and important to better understand the features of the method.
One can show that the sensitivity of the iterates x When an estimate of the norm of e is available, the discrepancy principle can be used to determine how many iterations to carry out. Truncated iteration with the standard GMRES method based on the discrepancy principle is analyzed in [6] . We apply the discrepancy principle in the computed examples of this paper. Further discussions on the discrepancy principle can be found in [10] .
If no estimate of e is available, then it may be possible to compute an estimate, which can be used in the discrepancy principle; see [16] for illustrations. Alternatively, one may apply one of the many so-called "heuristic" stopping rules described in the literature for determining a suitable number of iterations; see, e.g., [2, 18, 24] for illustrations and discussions.
We remark that GMRES also can be used in a different way than described above to solve linear discrete ill-posed problems. For instance, Matinfar et al. [19] illustrate the application of several GMRES-type methods to the solution of Tikhonov regularized linear discrete ill-posed problems,
Here and below the superscript T denotes transposition. Regularization is achieved by choosing a suitable value of the regularization parameter µ > 0, not by truncated iteration. Related methods are described in [8, 11, 12, 17 ]. We will not discuss this approach further and instead focus on GMRES-type regularization methods for which regularization is achieved by truncated iteration. This paper is organized as follows. Section 2 presents an analysis of m-shifted GMRES. A few computed examples are described in Section 3, and concluding remarks can be found in Section 4.
2. Properties of m-shifted GMRES. This section shows new results about m-shifted GMRES methods. When solving linear discrete ill-posed problems (1.1) by an iterative method, the initial iterate is generally chosen to be x 0 = 0, because this iterate is orthogonal to the null space of the matrix A. However, since our results do not depend on the choice of initial iterate, except that the choice of x 0 may affect when breakdown takes place, we formulate them for an arbitrary initial iterate. The associated residual vector is denoted by r 0 = b − Ax 0 .
The ℓth iterate x (m) ℓ determined by m-shifted GMRES applied to the solution of
In the problems of interest to us, the matrix A is a low-pass filter. The reason for choosing m ≥ 1 is to determine a solution subspace (2.2) that is comprised of vectors that can be considered discretizations of smooth functions. Assume for the moment that A has the spectral resolution
with the eigenvalues ordered so that |λ 1 | ≤ |λ 2 | ≤ . . . ≤ |λ n | ≤ 1, and unit eigenvectors s j . Expand r 0 in terms of the eigenvectors
Thus, when |λ k | ≪ 1, the eigenvector component s k in r 0 is damped considerably by multiplying r 0 by A m for m ≥ 1, and the damping is more pronounced the larger m is. For problems of interest to us, eigenvectors associated with eigenvalues of large magnitude can be thought of as discretizations of smooth functions, while eigenvectors associated with eigenvalues of "tiny" magnitude can be considered discretizations of highly oscillatory functions. When the desired solution x is known to be a discretization of a smooth function, it is meaningful to let m ≥ 1 so that the Krylov subspace (2.2) is well suited to represent the discretization of such a function. In particular, the larger the error e in the given data, the larger m should be chosen. This is illustrated in Section 3. We remark that the above assumption that A be diagonalizable is not essential for the discussion and can be removed.
Iteration with m-shifted GMRES is said to break down at step ℓ + 1 if ℓ is the smallest positive integer such that
It is well-known that for standard GMRES breakdown at step ℓ + 1 indicates that the solution of (1.1) lives in K ℓ (A, r 0 ); see [26] . We show an analogous result for m-shifted GMRES. It is convenient to introduce the matrix
Proposition 2.1. Let ℓ be the smallest positive integer such that (2.3) holds. Then there is a matrix H ℓ,ℓ ∈ R ℓ×ℓ such that
Proof. The assertion follows from the fact that K
Theorem 2.2. Let A be nonsingular and let ℓ be the smallest positive integer such that (2.3) holds. Then the solution of (2.1) lives in the Krylov subspace K ℓ (A, A m r 0 ). In particular, the solution can be computed at breakdown.
Proof. The relation (2.5) holds. Since the matrices A and K (m) ℓ are of full rank, it follows that H ℓ,ℓ is nonsingular.
Consider the linear system of equations
where e 1 = [1, 0, . . . , 0] T denotes the first axis vector. The solution of this system is given by x (m) = A m−1 r 0 . We are interested in the vector A −m x (m) , the solution of (2.1). It follows from (2.5) that
ℓ,ℓ e 1 . This shows that the solution of (2.1) lives in K ℓ (A, A m r 0 ). We turn to the situation when A is singular. Then it might not be possible to solve (1.1). The following result shows that it may be possible to compute a least-squares solution of (1.1) at breakdown. An analogous result for one-shifted GMRES is shown in [25] in a different manner. A discussion on how to continue the computations with standard GMRES in case the dimension of the available Krylov subspace at breakdown is not large enough to represent the desired solution with sufficient accuracy also is provided in [25] . The approach advocated there can be adapted to m-shifted GMRES. The following result depends on the residual vector r 0 . Results for standard GMRES that are independent of the residual vector can be found in [3] ; see also [25] for further discussions on iterative methods for linear systems of equations with a singular matrix.
Theorem 2.3. Let the matrix A ∈ R n×n be of rank ℓ < n. Apply m-shifted GMRES to the solution of (2.1) and assume that the method breaks down at step ℓ+1. Using (2.5) the unique solution can be written as
It follows from (2.5) that x = K (m) ℓ y satisfies (2.7). Now consider the situation when rank(AK (m) ℓ ) < ℓ. Similarly as above, we have that the relation (2.6) holds and, therefore, x ∈ R n is a least-squares solution of (2.1) if and only if (2.7) holds. Since H ℓ,ℓ is singular, the right-hand side of (2.8) does not exist. We circumvent this difficulty as follows. First observe that the leading principal (ℓ − 1) × (ℓ − 1) submatrix of H ℓ,ℓ is nonsingular. Therefore, rank(H ℓ,ℓ ) = ℓ − 1.
Let u ∈ R ℓ be a unit vector that is orthogonal to R(H ℓ,ℓ ) and define v =
, where A † denotes the Moore-Penrose pseudoinverse. It follows from (2.6) that
We seek a least-squares solution of (2.1) of the form
Substituting this expression into (2.7), and using (2.5) and (2.9), yields
Since the matrix [H ℓ,ℓ , u] is of full rank, the above system has a solution [ y T , η] T . It defines a least-squares solution (2.10) of (2.1) of the desired form.
We do not form the matrix K (m) ℓ in actual computations, because it is very illconditioned for many matrices A; see, e.g., [22] for a discussion on the conditioning of related matrices. Instead, solution methods for (2.1) are based on variants of the standard Arnoldi process; see [9, 20] for details.
Proposition 2.4. Let x 0 ∈ R n denote the initial iterate and determine subsequent iterates, x where (u, v) = u T v denotes the standard inner product in R n . Proof. By the projection theorem, the minimum residual condition (1.3) is equivalent to the Petrov-Galerkin condition applied to the residual expressed by the orthogonality condition (2.12).
It is convenient to introduce the matrices 
∈ R
ℓ , which is determined by the orthogonality conditions (2.12). We obtain the system of linear equations
Assume that the matrix W (m) ℓ is of full rank. Then the properties (2.11) and (2.12) allow us to express x (m) ℓ and r (m) ℓ in the forms is an orthogonal projection of r 0 onto the complement of K ℓ (A, A m+1 r 0 ). The following lemma summarizes classical results about matrix inversion in block form. We will need them below.
Lemma 2.5. Let s ∈ R n and M ∈ R n×q with 1 ≤ q < n be such that the matrix
is of full rank. Let the orthogonal projector P M be defined by
Moreover, the orthogonal projector P N = I − N N † can be expressed as
Proof. The results of the lemma can be shown with the aid of the ShermanMorrison-Woodbury formula described in, e.g., [13] . We omit the details. 
ℓ+1 is defined by (2.13). Let the orthogonal projector P (m) ℓ be given by (2.14) and define the vector t 
Moreover,
Proof. By (2.14), we have r , allows us to write
Therefore, since
we obtain that
Moreover, we have
Finally, application of the Cauchy-Schwarz inequality yields (2.19). The property (2.19) is interesting, because it relates residual errors associated with different m-and ℓ-values. However, there is no simple relation between the errors in the associated iterates. In particular, the error in x 
Computed examples.
We apply shifted and standard GMRES methods to the solution of several standard test problems to illustrate the performance of these methods. All computations are carried out in MATLAB with about 15 significant decimal digits.
Example 3.1. Let the matrix A be obtained by discretizing the integral equation of the first kind κ(t, s)x(s)ds = b(t), −6 ≤ t ≤ 6, discussed by Phillips [23] . Its solution, kernel, and right-hand side are given by
We discretize this integral equation by a Nyström method based on a composite trapezoidal quadrature rule with 1000 equidistant nodes. This gives the nonsymmetric matrix A ∈ R 1000×1000 . A discretization of the exact solution defines x ∈ R 1000 from which we determine b = A x. A vector e ∈ R 1000 with normally distributed random entries with zero mean simulates noise; it is scaled to correspond to a specified noise level
We determine the contaminated right-hand side in (1.1) from (1.2) and scale the error vector e so that ν = 1 · 10 −2 or ν = 1 · 10 −3 . The initial iterate is in all computed examples in this section chosen to be x 0 = 0. Since the m-shifted GMRES methods are minimal residual methods, the norm of the residual error r
is a decreasing function of the iteration number k. We assume that the noise level ν is known, and then can determine a suitable iterate x (m) k with the aid of the discrepancy principle, which prescribes that k ≥ 0 be the smallest iteration number such that r Table 3 .1 also shows iteration numbers and relative errors for the iterates that best approximate x for m = 0, 1, . . . , 4. These iterates are difficult to compute when x is not known, but inclusion of results for these iterates in the table sheds light on how much the error in the iterates determined by the discrepancy principle could be reduced if we knew how to compute the best iterates. Table 3 .1 shows the m-shifted GMRES methods to yield more accurate approximations of the desired solution x for m ≥ 1 than standard GMRES both when the iterates are determined with the aid of the discrepancy principle and when the best achievable iterates are known. Reducing the noise level to ν = 1·10 −3 yields Table 3 .2. Also for this lower noise level, the m-shifted GMRES methods with m ≥ 1 provide more accurate approximations of x than standard GMRES. More precisely, the best iterate with the smallest relative error is achieved for m = 2 when the noise level is (Table 3 .1), and for m = 1 when the noise level is reduced to ν = 1 · 10 −3 (Table 3 .2). In our experience, it generally holds that when the noise level is large, it is beneficial to choose a larger shift m than when the noise level is small. When the right-hand side b in (1.1) is error-free, the most accurate approximation of x is typically obtained for m = 0.
shifted GMRES discrepancy principle best iterate shift iteration number relative error iteration number relative error 0 9 2.8 · 10 
The right-hand side function b(τ ) is chosen so that the solution x(σ) is the sum of two Gaussian functions. This integral equation is discussed by Shaw [28] . We discretize it by a Nyström method based on the composite trapezoidal rule with n = 1000 equidistant nodes. This yields the nonsymmetric matrix A ∈ R 1000×1000 and the discretized solution x ∈ R 1000 from which we determine b = A x. The contaminated right-hand sides b ∈ R 1000 are defined analogously as in Example 3.1. The noise levels are ν = 1 · 10 −2 and ν = 1 · 10 −3 . Table 3 .3 is analogous to Table 3.1. The noise level is ν = 1 · 10 −2 . Table 3 .3 illustrates that it may be beneficial to let m ≥ 2 for some linear discrete ill-posed problems. In fact, the best iterate and the iterate determined by the discrepancy principle have minimal relative errors for the shift m = 3. with kernel κ(σ, τ ) = exp(σ cos(τ )), right-hand side function b(σ) = 2 sinh(σ)/σ, and solution x(τ ) = sin(τ ) is discussed by Baart [1] . We use the MATLAB code baart from [14] to discretize (3.1) by a Galerkin method with 1000 orthonormal box functions as test and trial functions. The code produces the nonsymmetric matrix A ∈ R 1000×1000 and the scaled discrete approximation x ∈ R 1000 of x(τ ). The noise-free right-hand side is given by b = A x. The entries of the noise vector e ∈ R 1000 are generated in the same way as in Example 3.1 with noise level ν = 1 · 10 −2 . The contaminated right-hand side is defined by (1.2). Table 3 .5 reports the computed results. The table shows m-shifted GMRES with m ≥ 1 to give more accurate approximations of x than standard GMRES.
4.
Conclusion. This paper is concerned with properties of m-shifted GMRES methods. Our analysis sheds light on some aspects of these methods. Computed examples illustrate the benefit in improved quality of the computed approximate solutions that can be achieved by using a positive shift m. Extensive computational experience suggest that the choices m = 2 and m = 3 often are suitable. However, the value of m that yields iterates that best approximate the desired solution x depends both on the noise level and on the problem to be solved.
shifted GMRES discrepancy principle best iterate shift iteration number relative error iteration number relative error 0 3 3.1 · 10
