ABSTRACT Due to the increasing uncertainty brought about by renewable energy, conventional deterministic dispatch approaches have not been very applicative. This paper investigates a nested sparse grid-based stochastic collocation method (NS-SCM) as a possible solution for stochastic economic dispatch (SED) problems. The SCM was used to simplify the scenario-based optimization model; specifically, a finiteorder expansion using the generalized polynomial chaos (gPC) theory was applied to approximate random variables as a more facile approach compared to using complicated optimization models. Furthermore, a nested sparse grid-based approach was adopted to reduce the number of collocation points while still satisfying the nested property, thereby alleviating and effectively eliminating the need for computation. The proposed approach can be directly applied to the SED optimization problem. Lastly, simulations on the modified IEEE 39-bus system and a practical 1009-bus power system were provided to verify the accuracy, effectiveness, and practicality of the proposed algorithm. Output of the gth conventional unit at time interval t under the forecast scenario and the sampling scenarios.
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I. INTRODUCTION
The application of renewable energy sources (RES), especially wind farm and photovoltaic (PV) power generation stations, have increased in last five years [1] . Countries such as Denmark, Ireland, and Australia have aggressively installed RES systems and are operating with annual RES penetrations of more than 20% at the national level [2] , [3] . Such a large-scale integration of high-penetration RES has raised significant challenges for the operation and dispatch of power systems because of the high intermittency and volatility of RES power. If its uncertainty is underestimated, the safety constraints of the system can be seriously destroyed, while overestimation can result in a sharp increase in the system operational cost [4] . Obviously, the existing dispatch methods cannot efficiently cope with the strong randomness and uncertainty of the RES. Therefore, it is significant to seek approaches that are quite applicable for the stochastic economic dispatch (SED) problem with high-penetration RES. A number of stochastic approaches have been utilized to solve the SED problem, including but not limited to chance-constrained optimization [5] , [6] , probabilistic power flow [8] - [12] , robust optimization [13] - [17] , and scenario-based method [19] - [25] . The chance-constrained optimization method obtains solutions within a certain probability; thus, it still risks violation of the constraints [7] . The robust optimization method employs a robust counterpart rather than a large number of scenarios. However, this approach may generate an obtained solution that may be too conservative and may oftentimes produce infeasibilities [18] . The scenario-based method is easier to implement as compared with chance-constrained and robust optimization, given that it decomposes the complex stochastic problem into simple subproblems that correspond to specific scenarios [19] - [21] . However, the scenario-based method can suffer from heavy computational burdens in the presence of high multi-dimensional random variables and large number of sampling scenarios [22] - [24] . Therefore, many scenario reduction techniques [20] - [23] have been proposed to overcome the computational complexity, although at the cost of losing the accuracy of the optimal solution.
Tang et al. presented an alternative idea for simplifying the scenario-based optimization model to achieve a better tradeoff between the convergence speed and the problem size [26] , where the uncertainty quantification (UQ) was used to create a surrogate model to solve the stochastic problem. In general, the effect of random variables can be resolved according to its probability distribution following the application of the Monte Carlo method [27] . However, this approach converges considerably slowly given the presence of the variable 1/ √ N [27] and often requires data from thousands of samples, thereby generating heavy computational burdens. The Stochastic Galerkin (SGM) and Stochastic Collocation methods (SCM) were recently proposed and utilized for the resolution of stochastic problems [28] , [29] . Both SGM and SCM generate uncertainty analysis results based on the application of the generalized polynomial chaos (gPC) expansion theory on a polynomial of random variables. SCM can be performed without any additional alterations to the original model as compared to SGM, which has a more complicated calculation process. Therefore, a SCM-based approach can be considered as a ''black box'' in the uncertainty quantification analysis [30] . Tang et al. proposed the dimension-adaptive SCM to obtain high-dimensional probabilistic uncertainty quantification results with nonlinear dependence on the probabilistic power flow problem [26] . In comparison, Bai et al. proposed a dimension-reduced sparse grid strategy to improve the computational efficiency of the SCM [31] . Although both Tang et al. and Bai et al. presented SCM-derived algorithms that were designed to solve this type of problem without an optimization objective, their proposed methods cannot be directly applied to optimization problems such as the SED [26] , [31] . Therefore, the present study attempted to design an optimization algorithm to serve as a new extension to the SCM to solve the SED problem.
The contributions of this study are as follows:
• The SCM was applied to simplify the scenario-based optimization model, thereby improving the computational efficiency of the system with minimal loss of accuracy. The random variables were approximated through finite-order expansion by the application of the optimal gPC, thus eliminating the necessity of solving complicated optimization models with random variables.
• The sparse grid-based approach [40] was also employed to reduce the number of collocation points prior to calculating the gPC coefficients, which helped avoid dimensionality calculation issues. To further improve the computational efficiency, we proposed the nested sparse grid approach [40] , by which the selected collocation point satisfied the nested property, to construct the collocation points. The remainder of the paper is organized as follows: The SED model, which served as the bases, is formulated in Section II. Section III presents the SCM for random variables. Section IV discusses a solution for the multi-dimensional numerical integral (MNI) and applies the sparse grid approach to improve the computational efficiency. Section V puts forth the nested sparse grid-based stochastic collocation method (NS-SCM) for modeling. Section VI provides the numerical findings of the modified IEEE 39-bus and practical power systems. Finally, Section VII summarizes the observations to present the final conclusions.
II. MODEL OF THE STOCHASTIC ECONOMIC DISPATCH WITH RES
In general, the direct current (DC) power flow is applied to formulate the SED model without additional considerations for the transmission losses [31] - [35] . However, this approach does not guarantee the accuracy of the economic dispatch, especially in practical engineering applications. Therefore, the present study considered the transmission losses based on a modified direct current power flow model [36] , [37] . Figure 1 shows the equivalent model of a transmission line with respect to its active power loss. The active power loss of line ij is presented as follows: The SED model, which aims to minimize the electricity costs generated by the conventional generators and RES, can be expressed as follows:
In the above SED model, Equation (2) represents the objective of the model. Equation (3) represents the power balance constraint at bus i. Equation (4) describes the constraint of the output of the RES. Equations (5) and (6) describe the constraint of the output of conventional generators. Equations (7) and (8) represent the network transmission constraints.
III. SCM-BASED RANDOM VARIABLE APPROXIMATION
In general, RES outputs are not accurately predicted, as they randomly fluctuate around the predicted value. The Monte Carlo simulation and a scenario-based method (MCM-SBM) are generally applied to stabilize and resolve these RES uncertainties. However, when there are a high multi-dimensional random variable and a large number of sampling scenarios, MCM-SBM endures a heavy calculational burden. Therefore, the present study applied the SCM to simplify the scenario-based optimization model, thereby improving the computational efficiency with minimal loss of accuracy. The optimal gPC was applied to random variables to approximate a finite-order expansion, thus avoiding the need to resolve a complicated optimization model with random variables.
A. FORMULATION OF THE SED MODEL WITH RANDOM VARIABLES
The present study first defined the forecasted RES output errors as the input random parameters, the voltage angle of the buses and output of the RESs as the output random variables, and the conventional generator unit outputs as the deterministic variables. The SED model based on the stochastic problems is expressed as follows:
where x defines the vector of the deterministic variables, − → ξ is the deviation of the random parameter, and u − → ξ VOLUME 7, 2019 defines the vector of the output random variables, which can be approximated by applying the optimal gPC through finite-order expansion.
B. SCM THEORY
The present study first discussed one-dimensional normal random variables. According to the SCM theory, we can utilize the appropriate gPC to approximate the random variables corresponding to their distributions; hence, both the voltage angle of the buses and RES outputs were approximated by Hermite polynomial chaos expansion [38] . The process of solving Equation (9) by using SCM can be divided into three steps as follows:
Step 1: Choose an appropriate set of collocation points
in the random parameter space. Here, M defines the number of collocation points. The collocation points are the zero points of the M -order gPC as defined in the SCM theory, where − → ξ defines the normal random parameter and u − → ξ can be approximated by Hermite polynomial chaos expansion [38] .
Step 2: Calculate a sequence of deterministic subproblems that correspond to a specific collocation point
, as presented in (9) .
Equation (10) transformed the original stochastic equation (9) into M deterministic equations, which correspond to the collocation point
, thereby allowing the calculation of the deterministic solution u − → ξ k for each subproblem.
Step 3: Use the gPC series expansion to approximate the random variables:
where N defines the order of the expansion; α q represents the unknown approximation coefficient, which can be computed by numerical integration; and q − → ξ is a set of the one-dimensional gPC expressions that are used to approximate u − → ξ . When the variables are multi-dimensional, they should be approximated by multi-dimensional polynomial, which is constructed by the one-dimensional ones [38] .
The unknown α q can be computed by numerical integration by obtaining the inner product for gPC in Equation (11) is due to the orthogonality of the gPC:
where ξ and ρ − → ξ are the random parameter space and the joint probability density function of − → ξ , respectively.
The right-hand side of Equation (12) is a continuous numerical integral, which allows its approximate computation by discrete numerical integration:
where w k represents the quadrature weight corresponding
, and it is determined by the quadrature formula we chosen [39] .
IV. SOLUTION OF MULTI-DIMENSIONAL NUMERICAL INTEGRAL
The typical economic dispatch analysis is related to some multivariate problems, such that the approximation coefficient α q can be calculated using multi-dimensional numerical integral. Usually, the full grid-based stochastic collocation method (F-SCM) [40] is used to calculate α q , but it may cause a combinatorial explosion. Therefore, the collocation point number can be reduced by applying the sparse grid approach prior to the gPC coefficients calculations, which helps eliminate dimensionality problems.
A. FULL GRID-BASED NUMERICAL INTEGRAL
In general, the F-SCM is applied to construct collocation points and compute the coefficient α q of a d-dimensional random parameter [ξ 1 , ξ 2 , . . . ξ d ], specifically through its multi-dimensional numerical integral. The MNI can be constructed from one-dimensional ones [40] . Generally, a onedimensional numerical integral Q o e 1 (f ) of the e th variable with the o e th level precision can be defined as follows: (12) by the tensor product as follows:
The total amount of integration points ξ
in (15) can be defined as follows:
Suppose each integration point uses the same integral formula with the lth quadrature precision; then, N TPM is equal to n l 1 d , and will increase exponentially with respect to the dimensions due to dimensionality issues.
B. SPARSE GRID-BASED NUMERICAL INTEGRALS
To improve the computational efficiency by reduction of the number of integration points, the present study proposes the sparse grid-based stochastic collocation method (S-SCM) thereby addressing the combinatorial explosion brought by FSCM. The S-SCM in (14) employs sparse grid quadrature to calculate the multi-dimensional numerical integral in (12) . The sparse grid quadrature of the d-dimensional variables with lth-level precision is defined as follows:
where − → o denotes the multi-index, and
According to (17) , − → o is present within the range of l+ 1 to l + d, such that one dimensional quadrature with a higher precision requires the other dimensions to use integral formulas with lower precisions. The set of integration points V l d with sparse grid quadrature in (15) can be expressed as follows:
where the nodal set V o e 1 comprises the zeros of the Hermite polynomial of the eth variable with the o e th-level, which can be expressed as follows: 
In particular, when l = 1, 2, the number of integration points in V d 1 and V d 2 with sparse grid quadratures is defined as n 1 d = 2d +1 and n 2 d = 2d 2 +2d +1, respectively. If d 1, the total number of integration points is expressed as follows:
Hence, N TPM in the sparse grid does not increase exponentially with increasing dimensions as compared to what is generally observed in the full grid. As reported in (14) and (17), the expression of the numerical integral on the basis of the sparse grid can be expressed as follows: 
, which is expressed as:
However, the conventional Gauss-Hermite quadrature nodal set determined by the zero points of the Hermite polynomial does not satisfy the nested property. That is,
. ., such that collocation points with lower precisions cannot be reused in the quadrature nodal set with the higher precisions, thereby reducing the computational accuracy and efficiency.
V. NESTED SPARSE GRID-BASED STOCHASTIC COLLOCATION METHOD
In this section, the present study proposes a nested sparse grid-based stochastic collocation method (NS-SCM) with an extended Gauss-Hermite quadrature to enhance the calculational accuracy and efficiency of the S-SCM. The NS-SCM utilizes the one-dimensional extended Gauss-Hermite quadrature to construct the multi-dimensional nested sparse grid quadrature, thereby generating new collocation points that are based on existing collocation points with lower precision. The nested collocation points used in the NS-SCM not only maintain higher Gauss-Hermite quadrature calculational precision but also satisfy the nested property compared with applications in the S-SCM.
A. POLYNOMIAL PRECISION OF THE QUADRATURE
The present study first introduced the idea of polynomial space in Definition 1 to assess the accuracy of the Gauss-Hermite quadrature. According to Definition 1, the polynomial space P(4) includes all linear combination of the polynomials whose degrees do not exceed 4 (i.e., 1, ξ , ξ 2 , ξ 3 and ξ 4 ). Hence, the polynomial precision of the Gauss-Hermite quadrature is defined as follows.
Definition 2:
The integrand g( ξ ) in (13) is defined as any polynomial within the polynomial space P(o e ). Therefore, if the integration can be strictly computed by the numerical VOLUME 7, 2019 quadrature in (13) , we can define the quadrature of g( ξ ) to be exact within the polynomial space P(o e ).
In the Gaussian quadrature [39] , a numerical integral with n integration points is exact within the polynomial space P (2n-1) . Therefore, the Gaussian quadrature of sets V 1 1 , V 2 1 , and V 1 3 in Section IV is accurate within the polynomial space P(1), P(3), and P (5), respectively.
B. NUMERICAL INTEGRAL WITH ONE-DIMENSIONAL EXTENDED GAUSS-HERMITE QUADRATURE
Compared with the conventional Gauss-Hermite quadrature, a set of integration points with lower precision is contained in the set that presents higher precision in the extended Gauss-Hermite quadrature. Therefore, the nodal sets of collocation points do satisfy the nested property, which means that collocation points with lower precision can be reused in the quadrature nodal set with the higher precision.
For the Gauss-Hermite integral in (13), several families of univariate integration points with extended Gaussian-Hermite quadratures are proposed in [39] . To reduce the number of integration points, the present study chose the following nodal sequence with the slowest growth in points as follows: 3 1 with Gauss-Hermite quadrature in (24) are exact in the polynomial space P(1), P (5) , and P (15) , respectively. In nodal setṼ 2 1 , the uppermost quadrature accuracy of the three integration points is P(5) following the addition of two integration points {±1.732} to the nodal setṼ 1 1 . Similarly, the uppermost quadrature accuracy of those nine integration points inṼ 3 1 is P (15) . Therefore, the nodal sets of the zero points within the extended Gauss-Hermite quadrature in (24) do satisfy the nested property and can be expressed asṼ 1 1 ⊂Ṽ 2 1 ⊂Ṽ 3 1 ⊂ · · · .
C. MULTI-DIMENSIONAL QUADRATURE WITH NESTED SPARSE GRIDS
The NS-SCM can be applied to compute the MNI in (14), of which the produced NS-SCM quadrature equation is similar to (17) . However, the d-dimensional nested sparse grid quadrature with lth level precision in the NS-SCM generates a different nodal set as compared to that from in S-SCM [40] , which is expressed as follows: . Therefore, we obtain the following:
In (26), we definem o e 1 as the number of integration points in the nodal setW o e 1 , such that the total amount of integration points used by NS-SCM is defined as:
According to (27) , increases in the quadrature degree increases from l to l+ 1 defines theW l+1 d as follows:
Hence, we obtain the following:
From (29), the nodal setṼ
does appear to satisfy the nested property. Figure 2 presents the algorithm based on the proposed NS-SCM to solve the SED model with RES as follows:
D. ALGORITHM FLOW
Step 1: Set the network topology based on the size of the systems, the number, and PDF of the input random variables, and the expansion order of the Hermite polynomial.
Step 2: Set the nodal setṼ o e 1 , o e = 1, · · · , l based on the order presented in (24).
Step 3: Compute the quadrature weight corresponding to the integration points with the extended Gauss-Hermite quadrature according to [39] .
Step 4: Construct the nodal setṼ l d with the MNI according to Equations (25) - (29) .
Step 5: Calculate the quadrature weightw
and following the guidelines presented in [40] .
Step 6: Utilize the solver to calculate the values of the output random variables with respect to each integration point, after which calculate α q by applying Equation (22) .
Step 7: Utilize the expansion of the Hermite polynomial to approximate the output random variables. Substitute the results into the original SED model to generate the surrogate SED model.
Step 8: Establish the constraints of the scenario transition to determine the adjustable output of the conventional generator units from the forecast scenario to the sampling scenarios, as defined in (30) . Subsequently, utilize the MCM-SBM to simulate and approximate the surrogate SED model. 
VI. NUMERICAL RESULTS
According to the theory of the NS-SCM, as soon as the original SED models have a feasible solution, we can utilize the NS-SCM to handle the heavy calculational burden. The present study then conducted simulations on a modified IEEE 39-bus system and a practical 1009-bus power system to verify the proposed approach. The forecast error of the outputs of the RES were assumed to obey the Gaussian distribution N (µ, σ 2 ), where µ is the forecasted outputs of the RES. The number of scheduling time intervals was defined as 24 (i.e., T = 24 h, T = 60 min) in the day-ahead SED model. Bus 6 and Bus 16, respectively. Two PV power generations with capacities of 120 MW and 100 MW, respectively, were joined to Bus 4 and Bus 18, respectively. The penetration of the RES was performed at 13.98% of the load. The system exhibited peak and valley loads of 6,150 MW and 4,611 MW, respectively. Figure 4 shows the predicted total daily loads and the outputs of the RES. The other system parameters defined those generally observed in a standard IEEE 39-bus system [41] . For the modified IEEE-39 bus system, σ was set to 0.2 and N usp was set to 999. The relative errors of the three SCM algorithms were calculated to verify the accuracy of the method, specifically the relative solution errors (Sol.) and the relative errors of the objective value (Obj.). The relative solution error is defined as the maximum relative deviation of the results following the application of the three SCM algorithms as compared with those calculated using the MCM-SBM. The relative objective value error is defined as the relative error of the optimal VOLUME 7, 2019 objective values:
where x SCM and x MCM−SBM are the vectors of the three SCM algorithms and MCM-SBM results, respectively; f SCM and f MCM−SBM are the optimal objective values of the three SCM algorithms and the MCM-SBM, respectively. Figure 5 illustrates the Sol. and the Obj. obtained by NS-SCM with different integral precisions l of MNI. Figure 5 presents the relative solution errors and the decreased relative objective value errors following an increase in the integral precision. When the integral precision l increased to 29, the Sol. and the Obj. dropped to 0.0088% and 0.0440%, respectively, both of which were sufficiently small and could be defined as negligible. Upon further increasing the integral precision, we found that both changed very little. Therefore, we confirmed that the integral precision threshold was 29 for the IEEE-39 bus modified system. That is, the best integral precision was equal to 29. The MCM-SBM, F-SCM, S-SCM, and the proposed NS-SCM were respectively compared and evaluated based on their ability to resolve the SED model of the IEEE-39 bus system, the results of which are presented in Table 1 . Each of the three SCM algorithms in Table 1 presented considerably close costs to the cost obtained by the MCM-SBM. In addition, the Sol. and the Obj. of the three SCM algorithms did not exceed 0.0159% and 0.0653%, respectively. As the SED models modified using SCM were considerably simpler than the original one, the three SCM algorithms had greatly improved computational efficiency compared with MCM-SBM (>71.57%). We then analyzed the relationship of the performance of the three SCM algorithms and the number of their collocation points. The F-SCM exhibited the least error but required the highest amount of collocation points, thus requiring an application and computation time of 35.65 min. The S-SCM exhibited a reduced CPU time due to the decrease in the number of collocation points and a certain loss in accuracy. In comparison, although the proposed NS-SCM used more collocation points than S-SCM, it took less time and had higher calculation precision. Figure 6 presents the outputs of each conventional generator unit, which were calculated by the NS-SCM over one full entire day.
B. PRACTICAL 1009-BUS POWER SYSTEM
The present study proceeded with calculations following a real 1009-bus system in China to further demonstrate the benefits of the proposed method in practical applications. The bus system consisted of 1724 branches, two wind farms with capacities of 1105 and 2219 MW, respectively, and two PV power generations with capacities of 1500 and 1100 MW, respectively. The penetration of the RES was performed at 10.82% of the load. The practical system had peak and valley loads of 54750 and 44611 MW, respectively. Figure 7 presents the forecasted total daily load and outputs of the RES in the practical 1009-bus system. The other parameters of the simulation are given in Table 2 . Figure 8 demonstrates the computational performances of both MCM-SBM and NS-SCM. As can be seen, NS-SCM was considerably faster than the MCM-SBM in solving SED problems. Furthermore, the CPU time of the MCM-SBM scaled linearly with an increase in the number of scenarios. This comparison showed that the proposed NS-SCM was very suitable for SED problems and showed an overwhelming advantage in the computational efficiency. Table 3 lists the comparisons of the results obtained by MCM-SBM, F-SCM, S-SCM, and the proposed NS-SCM. As shown in Table 5 , all three of the SCM algorithms obtained the very small Sol. and Obj., not exceeding 0.150% and 0.263%, respectively. Following the sampling scenarios of the MCM-SBM, the F-SCM exhibited the least error due to the application of a significant amount of collocation points, though this approach generated a calculation time of 256.36 min. The SED models were considerably simpler and presented a calculation efficiency that could be further improved as compared to the sparse grid-based approach, which was initially applied to reduce the number of collocation points. As compared to the S-SCM, the NS-SCM used more collocation points to streamline the SED model but generated more precise results and a higher computational efficiency. In particular, the CPU time of NS-SCM was only 12.53% of that of MCM-SBM. These comparisons verified that NS-SCM was applicable to solve SED problems in practical large-scale systems.
VII. CONCLUSION
Fully considering the uncertainty of RES, in this paper, we proposed the NS-SCM to simplify the scenario-based SED model, which improved the computational efficiency with minimal loss of accuracy. According to the SCM, the optimal gPC was applied to approximate random variables through a finite-order expansion, thus eliminating the need to apply a complicated optimization model with random variables. We proposed a strategic method for construction of collocation points based on the nested sparse grid method to enhance the computational efficiency, by which the chosen collocation points satisfied the nested property. This proposed method was successfully applied and was able to successfully resolve the optimization problem (i.e., the SED problem). By performing case studies on IEEE 39-bus and practical 1009-bus systems, we verified the accuracy, practicality, and effectiveness of the proposed method. The numerical findings indicate that the method we propose is suitable for systems with different scales and presents promising engineering application prospects, specifically for the economic dispatching of power systems.
APPENDIX
In this section, the technical details of the considered power system in Figures 3 and 4 are given.
The other system parameters, including the data of 39 buses and 46 branches, are generally observed in a standard IEEE 39-bus system [41] .
