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Abstract
Given a monoid (M, ε, ·) it is shown that a subset A ⊆ M is recognizable in the sense of automata
theory if and only if the ϕ-rank of x = x is zero in the first-order theory Th(M, ε, ·, A), where ϕ(x;u) is
the formula xu ∈ A. In the case where M is a finitely generated free monoid on a finite alphabet Σ, this
gives a model-theoretic characterization of the regular languages over Σ. If A is a regular language over
Σ then the ϕ-multiplicity of x = x is the state complexity of A. Similar results holds for ϕ′(x;u, v) given
by uxv ∈ A, with the ϕ′-multiplicity now equal to the size of the syntactic monoid of A.
1 Introduction
There is known to be interplay between logic and the study of regular languages: for example, if one views
words as structures in a suitable signature, one can characterize the regular languages as the sets of words
that are axiomatizable in monadic second-order logic. (See [7, Chapter IX.3].) In this paper we present a
different logical characterization of regularity. Given a finite alphabet Σ we characterize the regular languages
over Σ by studying the free monoid on Σ as a first-order structure (Σ∗, ε, ·); in particular we study local
stability theoretic ranks in Th(Σ∗, ε, ·). It follows from the work of Quine that the regular languages over
Σ are definable in (Σ∗, ε, ·). We show that a definable subset A ⊆ Σ∗ is regular if and only if the ϕ-rank of
x = x is zero, where ϕ(x;u) is the formula xu ∈ A; this is Corollary 3.2 below. In particular, when A is
regular ϕ is stable. Moreover, when A is regular the ϕ-multiplicity of x = x agrees with the state complexity
of A. In fact, our characterization applies to arbitrary (not necessarily free) monoids, where regularity is
replaced by recognizability; see Theorem 2.4 below.
Our approach here is a familiar one in local stable group theory: one studies a subset A of the group in
question by studying the formula xy ∈ A. See for example [2].
We also take this opportunity to point out (using the known structure of the atomically definable subsets
of Σ∗) that every quantifier-free definable subset of Σ∗ is a star-free regular language. Finally, we investigate
some examples demonstrating that the connections between formal languages and model theory made here
cannot be taken much further.
I warmly thank my advisor, Rahim Moosa, for excellent guidance, thorough editing, and many helpful
discussions. The results here appeared as part of my Master’s essay at the University of Waterloo.
2 A characterization of recognizability
The following is a basic notion in automata theory. We suggest [5, Section III.12] and [7, Section IV.2] for
further details.
Definition 2.1. Suppose M is a monoid; suppose A ⊆M . We say A is a recognizable subset of M if there
is some finite monoid F and some homomorphism of monoids α : M → F such that A is a union of fibres
of α; i.e. A = α−1(α(A)).
A standard fact from automata theory (see [5, Proposition III.12.1]) is that A is recognizable if and only
if θA has finitely many equivalence classes, where θA is the equivalence relation on M given by (a, b) ∈ θA if
and only if for all c ∈M we have ac ∈ A ⇐⇒ bc ∈ A.
∗This work was partially supported by an NSERC CGS-M, an OGS, and an NSERC PGS-D.
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Our goal in this paper is to give a model-theoretic characterization of recognizable subsets of a monoid.
The characterization will be in terms of local model-theoretic ranks, which we now briefly recall; see also [10,
Exercise 8.2.10].
Suppose we are given a signature L, a complete theory T , and an L-formula ϕ(x;u). We let C denote
a fixed sufficiently saturated model of T . Suppose A is a parameter set. A ϕ-formula over A is a Boolean
combination of formulas of the form ϕ(x; a) for some tuple a from A. A complete ϕ-type over A is a maximally
consistent set of ϕ-formulas over A. We use Sϕ(A) to denote the set of complete ϕ-types over A. Suppose
a is a tuple from C of the same arity as x. We define the ϕ-type of a over A to be tpϕ(a/A) = {ψ(x) :
ψ is a ϕ-formula over A,C |= ψ(a) }
Definition 2.2. Suppose ψ(x) is a ϕ-formula. The ϕ-rank Rϕ(ψ) is defined as follows:
• Rϕ(ψ) ≥ 0 if ψ is consistent.
• If β is a limit ordinal, then Rϕ(ψ) ≥ β if Rϕ(ψ) ≥ α for all α < β.
• If α is an ordinal, then Rϕ(ψ) ≥ α+ 1 if there are ϕ-formulas (ψi(x) : i < ω) satisfying:
1. The ψi are pairwise inconsistent.
2. C |= ∀x(ψi(x)→ ψ(x)) for all i < ω.
3. Rϕ(ψi) ≥ α for all i < ω.
If Rϕ(ψ) ≥ α for every ordinal α, we write Rϕ(ψ) = ∞. This notion is sometimes referred to by the name
“local rank”.
Definition 2.3. Suppose ψ(x) is a ϕ-formula with Rϕ(ψ) <∞. The ϕ-multiplicity multϕ(ψ) is defined to
be the largest n < ω such that there are ϕ-formulas (ψi : i < n) satisfying:
1. The ψi are pairwise inconsistent.
2. C |= ∀x(ψi(x)→ ψ(x)) for all i < n.
3. Rϕ(ψi) ≥ Rϕ(ψ) for all i < n.
We work in LP = { 1, ·, P }, the signature of monoids expanded by a unary predicate P . Given a monoid
M and some A ⊆M , we can view (M,A) as an LP -structure by interpreting P as the set A.
We now present our main theorem:
Theorem 2.4. Suppose M is a monoid and A ⊆ M ; let ϕ(x;u) be the LP -formula P (xu). Then A is
recognizable if and only if Rϕ(x = x) is zero in Th(M,A). Moreover, when this is the case, multϕ(x = x) is
the number of equivalence classes of θA.
Recall that globally RM(x = x) is zero if and only if the domain is finite; hence this theorem can be
understood as saying that A is recognizable if and only if the monoid is “finite with respect to the formula
xu ∈ A”.
Proof. Recall that A is recognizable if and only if θA has finitely many equivalence classes. Observe that
for a, b ∈ M we have (a, b) ∈ θA if and only if (M,A) |= ϕ(a; c) ↔ ϕ(b; c) for all c ∈ M . This is in turn
equivalent to requiring that tpϕ(a/M) = tpϕ(b/M). Thus A is recognizable if and only if only finitely many
complete ϕ-types over M are realized in M ; it therefore suffices to check that this is equivalent to Rϕ(x = x)
being zero.
( =⇒ ) Note for a, b ∈ M that tpϕ(a/M) = tpϕ(b/M) if and only if (M,A) |= ∀z(ϕ(a; z) ↔ ϕ(b; z)). So
Th(M,A) witnesses that only finitely many elements of Sϕ(M) are realized in M , and hence the same
holds true in all models. It follows that Sϕ(C) is finite; else we could find an elementary extension
realizing infinitely complete ϕ-types. But if there are only finitely many complete global ϕ-types
then there cannot be infinitely many consistent and pairwise inconsistent ϕ-formulas; it follows that
Rϕ(x = x) is zero.
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(⇐= ) Suppose there are infinitely many elements of Sϕ(M) that are realized in M . We will show that
Rϕ(x = x) ≥ 1.
We iteratively define ϕ-formulas (ψn : n < ω) satisfying the following:
• For each n < ω we have {ψi : i < n } extends to infinitely many ϕ-types over M .
• For each n < ω we have that {ψi : i < n } ∪ {¬ψn } is consistent.
Having defined ψi for i < n, we observe that since {ψi : i < n } extends to infinitely many ϕ-types over
M , in particular it does not isolate a type, and there is some ϕ-formula ψn with {ψi : i < n } ∪ {ψn }
and {ψi : i < n } ∪ {¬ψn } both consistent. Furthermore, at least one of {ψi : i < n } ∪ {ψn } and
{ψi : i < n } ∪ {¬ψn } must extend to infinitely many ϕ-types over M ; without loss of generality, we
may assume it is the former. (Note that this construction works perfectly well in the case n = 0.)
For n < ω we now define
δn = ¬ψn ∧
∧
i<n
ψi
Then by construction the δn are consistent and pairwise inconsistent; so Rϕ(x = x) ≥ 1, as desired.
For the “moreover” clause, recall from the beginning of the proof that the number of complete ϕ-types over
M that are realized in M is equal to the number of equivalence classes of θA; call this number m. A careful
examination of the left-to-right proof above yields that m = |Sϕ(C)| ≥ multϕ(x = x); it remains to show
that m ≤ multϕ(x = x). Write Sϕ(C) = { pi : i < m }. Since Sϕ(C) is finite, each pi is isolated by some
ϕ-formula ψi. Then the (ψi : i < m) are consistent and pairwise inconsistent, and thus multϕ(x = x) ≥ m.
Theorem 2.4
Corollary 2.5. If A is recognizable then ϕ is stable.
Proof. From the proof above we get that Sϕ(C) is finite if A is recognizable; it follows that ϕ is stable.
Corollary 2.5
3 The case of regular languages
A case of particular interest is when M = (Σ∗, ε, ·) is the free monoid on some finite set Σ. In this case, the
notion of a recognizable set coincides with that of a regular language:
Definition 3.1. The class of regular languages over a finite set Σ is the smallest class of subsets of Σ∗
containing the finite sets and closed under union, element-wise concatenation, and Kleene star. (The Kleene
star of A ⊆ Σ∗ is A∗ = { a0 · · · · · an−1 : n < ω, a0, . . . , an−1 ∈ A }.)
The regular languages can also be characterized as the subsets of Σ∗ that can be recognized by a finite
automaton on the alphabet Σ. See [11] for more details on regular languages.
Corollary 3.2. Suppose Σ is a finite set and A ⊆ Σ∗ is definable in (Σ∗, ε, ·). Let ϕ(x;u) be the formula
in the language of monoids (with parameters in Σ∗) expressing that xu ∈ A. Then A is a regular language
over Σ if and only if Rϕ(x = x) is zero.
Proof. Working in the LP -theory Th(Σ∗, ε, ·, A) we have that and ϕ is equivalent to P (xu). Since local
ranks don’t change under definitional expansions of the theory, the result follows from Theorem 2.4 and the
fact that the recognizable subsets of Σ∗ are precisely the regular languages over Σ; see [11, Theorem 4.7].
Corollary 3.2
This is at first glance only a statement about the regular languages that also happen to be definable; but
in fact all regular languages are definable. In [8] Quine presents an interpretation of (N,+, ·) in (Σ∗, ε, ·) for
any 2 ≤ |Σ| < ω induced by a computable bijection Φ: N→ Σ∗. Given a regular A ⊆ Σ∗, we first note that
membership in A is decidable; this follows easily from the automata-theoretic characterization of regularity.
Hence Φ−1(B) ⊆ N is also decidable. But every decidable subset of N is definable in (N,+, ·) (see for example
[4, Theorem 6.12]); so Φ−1(A) is definable in (N,+, ·). So A = Φ(Φ−1(A)) is definable in (Σ∗, ε, ·).
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So we have completely characterized the regular languages over Σ. Moreover, when A ⊆ Σ∗ is a regular
language, we can meaningfully interpret the multiplicity. Indeed, it follows from the “moreover” clause of
Theorem 2.4 that multϕ(x = x) is the state complexity of A: the number of states in the smallest automaton
recognizing A. Details about the state complexity and its connection to θA can be found in [9, Sections
3.9-3.11].
Remark 3.3. There is another equivalence relation whose classes characterize recognizability: the syntactic
congruence, given by (a, b) ∈ θ′A if and only if for all c1, c2 we have c1ac2 ∈ A ⇐⇒ c1bc2 ∈ A. Theorem 2.4
remains true if we replace θA with θ′A and ϕ with ϕ
′(x;u, v) := P (uxv); so we can also characterize recogniz-
ability by whether Rϕ′(x = x) is zero. We can again meaningfully interpret the multiplicity: multϕ′(x = x)
will be the size of the syntactic monoid of A, which is the smallest monoid witnessing the recognizability of
A. Details about syntactic monoids can be found in [5, Section III.10] or [7, Section IV.4].
Having characterized the regular languages among the definable subsets of Σ∗, one might ask which
quantifier-free definable subsets of Σ∗ are regular; it turns out that all of them are, and they are furthermore
star-free.
Definition 3.4. The class of star-free languages over an alphabet Σ is the smallest class of subsets of Σ∗ that
contains the finite sets and is closed under Boolean combinations and element-wise concatenation. (Note
that every star-free language is regular.)
The following is a consequence of the known structure of the atomically definable subsets of finitely
generated free monoids:
Proposition 3.5. Every quantifier-free definable subset of (Σ∗, ε, ·) is star-free, and in particular is regular.
Proof. [3, Theorem 3] tells us that if A ⊆ Σ∗ is atomically definable then A is either finite, all of Σ∗, or is the
union of a finite set and a∗a0 for some a ∈ Σ∗ primitive and some proper prefix a0 of a. (We say a is primitive
if it can’t be written in the form bn for some b ∈ Σ∗ and n > 1.) Since the class of star-free languages is
closed under Boolean combinations, it then suffices to check that each of these is star-free; since finite sets
and Σ∗ = ∅c are star-free, it remains to check that a∗a0 is star-free if a is primitive. But [6, Theorem 2.5]
asserts that a∗ is star-free if a is primitive, so since star-free languages are closed under concatenation we
get that a∗a0 is star-free, as desired. Proposition 3.5
4 Some counterexamples
We finish by answering negatively some questions that arise naturally from the above considerations.
Having just shown that every quantifier-free definable subset of Σ∗ is star-free, one might ask whether
the converse holds; it does not.
Example 4.1. Let A = 0∗1∗ ⊆ { 0, 1 }∗. Then A = (∅c10∅c)c is star-free but not quantifier-free definable.
Proof. Given B ⊆ Σ∗ we let nk(B) = |B ∩Σk|; note that nk(A) = k+ 1 for all k. Suppose for contradiction
that A is defined by a quantifier-free formula in disjunctive normal form
∨
i<p
∧
j<qi
ϕij(x)
with each ϕij atomic or negated atomic. The description of the atomically definable sets mentioned in the
proof of Proposition 3.5 tells us that for sufficiently large k we have nk(ϕij(Σ∗)) is either ≤ 1 (if atomic) or
≥ 2k − 1 (if negated atomic). (We may assume that none of the ϕij is a tautology.) We have two cases:
Case 1. Suppose for some i0 we had that each ϕi0j was negated atomic. Then for sufficiently large k we
would have
k + 1 = nk(A) = |A ∩Σ
k| ≥
∣∣∣∣∣∣
⋂
j<qi0
ϕi0j(Σ
∗) ∩Σk
∣∣∣∣∣∣
≥ 2k − qi0
a contradiction.
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Case 2. Suppose for each i there is ji such that ϕiji is atomic. Then for sufficiently large k we get for each
i that
nk

⋂
j<qi
ϕij(Σ
∗)

 ≤ nk(ϕiji (Σ∗)) ≤ 1
so k + 1 = nk(A) ≤ m, a contradiction.
So no such formula exists, and A isn’t quantifier-free definable. Example 4.1
We noted earlier that every recognizable subset of a finitely generated free monoid is definable in the
monoid structure; this doesn’t generalize to arbitrary monoids.
Example 4.2. Let
M =
⊕
i<ω
(Z/2Z,+)
and let A be the set of elements of M with an even number of non-zero entries. Then A is recognizable but
not definable in (M, 0,+).
Proof. The monoid homomorphism M → Z/2Z given by
(ni : i < ω) 7→
∑
i<ω
ni
recognizes A. (Note that this sum is well-defined since there can only be finitely many non-zero entries.)
It follows from [1, Theorem 1.2] that Th(M) admits quantifier elimination (this is also not hard to verify
by hand); one can also check that the only quantifier-free definable subsets of M are finite or cofinite. Since
A is neither, we get that A is not definable. Example 4.2
It follows from the proof of Theorem 2.4 that if A is a recognizable subset of a monoid M then every
ϕ-type over M is realized in M . The following example shows that the converse is false.
Example 4.3. Let M = { 0, 1, 2 }∗. Given a ∈ M and i ∈ { 0, 1, 2 }, we let ni(a) denote the number of
occurrences of i in a. Now, let A = { a ∈ { 0, 1 }∗ : n0(a) = n1(a) } ⊆ M ; let T = Th(M,A). Then
(0n : n < ω) are pairwise unrelated by θA, so θA has infinitely many equivalence classes and thus A is not
recognizable (again see [5, Theorem III.12.1]); nonetheless every complete ϕ-type over M is realized in M .
Proof. For a ∈ M , let ∆(a) = n1(a) − n0(a). Note that for any a, c ∈ M we have (M,A) |= ϕ(a; c) if and
only if a, c ∈ { 0, 1 }∗ and ∆(a)+∆(c) = 0. In particular, if c ∈ { 0, 1 }∗ then ϕ(x; c)∧¬ϕ(x; d) is inconsistent
if d ∈ { 0, 1 }∗ and ∆(c) = ∆(d), and ϕ(x; c) ∧ ϕ(x; d) is inconsistent if d /∈ { 0, 1 }∗ or ∆(c) 6= ∆(d). Hence
ϕ(x; c) isolates a ϕ-type over M , namely the one determined by
{ϕ(x; d) : d ∈ { 0, 1 }∗,∆(c) = ∆(d) } ∪ {¬ϕ(x; d) : d /∈ { 0, 1 }∗ or ∆(c) 6= ∆(d) }
Hence if p(x) ∈ Sϕ(M) contains ϕ(x; c) for some c ∈ { 0, 1 }
∗, then p is isolated, and thus realized in M .
Furthermore, if c /∈ { 0, 1 }∗ then ϕ(x; c) is inconsistent; hence if p(x) ∈ Sϕ(M) contains no formula of the
form ϕ(x; c) for some c ∈ { 0, 1 }∗, then p is the complete ϕ-type over M determined by {¬ϕ(x; c) : c ∈M },
and p is realized by 2 ∈M . So every complete ϕ-type over M is realized in M . Example 4.3
The next two examples suggest that while local rank zero coincides with regularity, it does not seem
like higher local ranks correspond to higher levels in the formal languages hierarchy. We first exhibit a
deterministic context-free language (that is, a very tame non-regular language) that gives rise to infinite
ϕ-rank. (A good reference for deterministic context-free languages is [9, Section 4.7].) In the other direction,
in Example 4.5 below, we exhibit a language that is not context-free (so relatively wild) but with respect to
which the universe is of ϕ-rank and multiplicity 1.
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Example 4.4. LetM = { 0, 1, 2 }∗. As a notational convenience, for (ni : i < k) a tuple of natural numbers, we
let (ni : i < k)∗ denote 0n010n11 · · · 10nk−1; observe that every element of { 0, 1 }
∗ has a unique representation
in this form. Let
A = { (ni : i < k)∗2(mi : i < ℓ)∗ : ℓ ≤ k,mi = nk−i−1 + 1 for some i < ℓ }
It is straightforward to show that A is a deterministic context-free language; nonetheless Rϕ(x = x) is
infinite.
Proof. The important property of A is that if i, r ∈ N and a ∈ M , then (M,A) |= ϕ(a; 21j0r) if and only
if a = (ni : i < k)∗ where j < k and nk−j−1 + 1 = r; thus thinking of the elements of { 0, 1 }
∗ as finite
sequences of naturals, we see that the components can be extracted via ϕ-formulas. This comparison with
finite sequences suggests that our universe is in some sense not finite dimensional, lending intuitive support
to the claim that Rϕ(x = x) is infinite.
For σ = (σi : i < |σ|) a tuple of natural numbers, define
ψσ(x) =
∧
i<|σ|
ϕ(x; 21i0σi+1)
Thus for non-empty σ the realizations of ψσ(x) are exactly (ni : i < k)∗ where (nk−1, . . . , nk−|σ|−1) = σ. In
particular, the ψσ are ϕ-formulas satisfying:
1. ψσˆn1 and ψσˆn2 are inconsistent for all σ and n1 6= n2.
2. (M,A) |= ∀x(ψσˆn(x)→ ψσ(x)) for all σ and all n.
3. ψσ is consistent for all σ.
At this point a simple transfinite induction yields that given such a tree of ϕ-formulas, the ϕ-rank of any
formula in the tree is ∞; hence in particular Rϕ(x = x) is infinite. Example 4.4
Example 4.5. Consider M = { 0, 1, 2 }∗; let A = { 0n1n2n : n < ω }. Then A is not context-free; nonetheless
Rϕ(x = x) = multϕ(x = x) = 1.
Proof. That A is not context-free is [9, Chapter 4, Exercise 1]. Note that every consistent ϕ(x; c) with
c ∈M extends to at most two realized ϕ-types over M ; this is then witnessed by Th(M,A). Thus for every
N |= Th(M,A) we get for all γ ∈ N that ϕ(x; γ) extends to at most two realized ϕ-types over N . Thus
for all γ ∈ C we get that ϕ(x; γ) extends to at most two ϕ-types (realized or otherwise) over C (else there
would be some elementary extension N of C with three distinct realized ϕ-types over N extending ϕ(x; γ)).
Thus the only non-isolated ϕ-type over C is {¬ϕ(x; c) : c ∈ C }. It is straightforward to check that having a
unique non-isolated ϕ-type is sufficient to show that Rϕ(x = x) = multϕ(x = x) = 1. Example 4.5
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