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Summary 
 Recently, new technologies such as Industry4.0 and/or Internet of Thing (IoT) are being 
studied as part of rapid advances in information and communication technology (ICT), where 
the importance of real-time processing is anticipated to increase. 
The least-squares method (LSM) is one of the most popular ways to determine the 
characteristics of measured data. Iteration calculation is frequently used to obtain a high 
preciseness on the batch processing in LSM applied to non-linear curve fitting, but adaptive 
control equipment and other real-time computer systems need to reduce the steps of data 
processing for time-sharing. 
 In this paper, a new linear LSM with space compensation ability is presented to balance high 
preciseness and reduction of the amount of data processing even for non-linear curve fitting, 
and it is evaluated in comparison with results from linear LSM without space compensation 
ability and non-linear LSM with iteration. 
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1. はじめに 
情報通信技術の飛躍的発展によって情報化社会がま
すます拡大しており、産業界においては IoT（Internet 
of Thing）や第４次産業革命と言われる Industry4.0 へ
の挑戦が続けられている。この分野ではデータ計測やそ
の特性把握、データ解析に基づく制御等が時分割で行わ
れるリアルタイム性が重要となり、処理の効率化が要求
される。 
各種計測データの特性解析によく使われている線形
最小二乗法を用いて非線形関数を当て嵌める場合には、
前処理として独立変数と従属変数を各々非線形変換す
る方法がしばしば用いられる。しかしながら、この方法
では求められたパラメータの精度が十分でなく、標本デ
ータの点列と当て嵌め曲線（多次元の場合は曲面）が乖
離する場合もあることが知られている。 
  独立変数と従属変数を非線形変換すると各座標軸が
伸縮されるが、その非一様性のために現空間上の直線
（多次元の場合は平面）が写像空間上では曲線（多次元
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の場合は曲面）となって写像空間に歪みが生じる。この
歪んだ空間上で直線（多次元の場合は平面）を当て嵌め
ることが、原空間上で標本データと当て嵌め曲線（多次
元の場合は曲面）の間に乖離が生じる原因と考えられる。 
  一方、Matlab(注)等の技術計算ソフトウェアでは、反復
計算によって当て嵌め曲線（２次元の場合は曲面）を収
束させるバッチ処理が基本となっているため、精度は高
いが以下の問題を抱えている。 
(1) 適応制御システム等、制御対象の特性解析・把握と、
その結果に即応した制御系の自動調整がリアルタ
イムで行われるシステムでは、時分割処理のために
計算時間（計算量）に制約がある。したがって、設
計段階で演算量が予め計算でき、かつ収束が保証さ
れることが重要で、それらが標本データに依存す 
る反復計算法は適用し難い。 
(2) リアルタイム系のシステムでは、反復計算で解を収
束させるための初期条件や各種制約条件を、人が介
在して試行錯誤的に変更・調整することは許されな
い。 
(3) 一般に、Matlab 等の技術計算ソフトウェアは規   
模が大きく高価で、処理時間的にも記憶容量的にも
効率化が要求されるリアルタイム系の組込み型シ
ステムへの実装は実用的でない。 
  本稿では、従来の最小二乗法を用いて非線形関数を当
て嵌めるために荷重係数付最小二乗法を適用すること
を試みる。従来、荷重係数付最小二乗法では、標本デー
タの当て嵌め精度を「部分的に」向上させることを目的
（他部分は相対的に劣化）として、荷重の値が恣意的に
決められ初期条件として与えられていた。ここでは、原
空間と写像空間の間の歪みの原因である各座標軸の伸
縮の度合いに応じて、標本点毎に当て嵌め誤差の評価の
重みを調整する手法を用いる。特に、標本データから、
各標本点の荷重係数を一意に決定する方法を示して、全
体的な当て嵌め精度の改善と恣意性の排除を目指す。尚、
空間補正を行わない関数の当て嵌めは、荷重係数を一様
に「１」と置くことにより本手法に包含される。 
  本手法による非線形関数の当て嵌めは、反復計算によ
る関数の当て嵌めに比べて対象とする関数が限定され
                                                   
(注) Matlab は MathWorks 社の登録商標です 
るが、解を収束させるための反復計算を伴わないため、
リアルタイム処理に適しているという利点を持つ。 
  最後に、数値実験によって、空間補正の有無による当
て嵌め精度の違いやMatlabによる解析結果との精度差
を例示し、本手法の関数当て嵌め能力を評価する。 
 
2. 荷重係数付最小二乗法 
 2,1 正規方程式 
(𝑚 + 1) 次元の 𝑥𝑘 − 𝑦空間  (𝑘 = 1 ･･･ 𝑚) におい
て標本データ(𝑥𝑖
𝑘，𝑦 ∶  𝑖 = 1 ･･･ 𝑛 )の分布に対して、
関数 
 
𝑦 = 𝑓(𝑥𝑘  ; 𝑎𝑘  , 𝑏| 𝑘 = 1 ･･･ 𝑚)              (1) 
 
を当て嵌める時、 
 
𝑋𝑘 = 𝑔𝑥𝑘(𝑥
𝑘)                            (2) 
𝑌 = 𝑔𝑦(𝑦)                               (3) 
𝐴𝑘 = ℎ𝑎𝑘(𝑎
𝑙 , 𝑏)          (𝑙 = 1･･･ 𝑚)           (4) 
𝐵 = ℎ𝑏(𝑎
𝑙 , 𝑏)              (𝑙 = 1･･･ 𝑚)           (5) 
 
で定義される変数とパラメータの写像を行い、その
結果、𝑋𝑘  と 𝑌 の間に平面を表す関係 
 
𝑌 = ∑ 𝐴𝑘𝑋𝑘𝑘 + 𝐵                         (6) 
 
が成り立つと仮定する。ここに、添字「𝑘」は独立変
数の軸を表す。 
   (6)式は、(2)、(3)式による座標変換を受けた(𝑚 + 1) 
次元空間上の平面を示す。一方、(2)、(3)式は 𝑥𝑘 − 𝑦 
座標系で表現される原空間を各軸方向に歪めて 𝑋𝑘 −
𝑌 座標系を構築していることを意味する。したがって、
𝑋𝑘 − 𝑌 空間上でパラメータ𝐴𝑘 , Bを決定するために
従来の線形最小二乗法を適用した場合、𝐴𝑘 , B から
𝑎𝑘  , 𝑏 が求まったとしても原空間である𝑥𝑘 − 𝑦座標系
において、(1)式が合理的に当て嵌まるとは限らない。 
    ここでは、𝑥𝑘 − 𝑦空間、したがって𝑋𝑘 − 𝑌空間  (𝑘 =
1 ･･･ 𝑚) 上で 𝑛組の標本データ 
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{(𝑋1
𝑘  , 𝑌1)，(𝑋2
𝑘 , 𝑌2)，・・・・・(𝑋𝑛
𝑘 , 𝑌𝑛) } 
 
に対して、荷重係数𝑝𝑖  を付与した誤差関数 
 
𝜀 =  ∑  𝑝𝑖{𝑌𝑖 − (∑ 𝐴
𝑘
𝑘 𝑋𝑖
𝑘 +  𝐵)}
2
𝑖 = ∑ 𝑝𝑖𝛥𝑌𝑖
2
𝑖  (7)  
 
を最小にする𝐴𝑘と𝐵を求める荷重係数付最小二乗法
の適用について考察し、両空間の歪みを補正する係
数として荷重係数を定式化することを試みる。 
誤差関数(7)式最小化の必要条件 
 
𝜕𝜀
𝜕𝐴𝑘
= 0                                   (8)                                                           
 
𝜕𝜀
𝜕𝐵
 = 0                                   (9) 
 
より、以下の𝐴𝑘と𝐵を変数とする正規方程式を得る。 
 
∑ {(∑ 𝑝𝑖𝑖 𝑋𝑖
𝑗
𝑋𝑖
𝑘)𝐴𝑗}
𝑗=𝑚
𝑗=1 + (∑ 𝑝𝑖𝑋𝑖
𝑘
𝑖 )𝐵 =  ∑ 𝑝𝑖𝑋𝑖
𝑘𝑌𝑖𝑖  
(10) 
  ∑ {(∑ 𝑝𝑖𝑖 𝑋𝑖
𝑗
)𝐴𝑗}
𝑗=𝑚
𝑗=1 + (∑ 𝑝𝑖𝑖 )𝐵 =  ∑ 𝑝𝑖𝑌𝑖𝑖      (11)                   
 
   (𝑚 + 1)元連立１次方程式(10)、(11)を𝐴𝑘  , B につ 
いて解き、(4)、(5)式を連立させることによって、 
原空間上の曲線(1)のパラメータ𝑎𝑘  , b が決定され 
る。 
 
2.2 荷重係数の決定 
    前節で詳述したパラメータ同定は、原空間（ 𝑥𝑘 −
𝑦 空間）に対して𝑥𝑘軸(𝑘 = 1 ･･･ 𝑚)、𝑦軸の両方を
(2),(3)式で示される関数で写像したことによる歪ん
だ空間（ 𝑋𝑘 − 𝑌 空間）上で行なわれる。したがって、
写像空間上で原空間のパラメータ同定を正しく行な
うためには、𝑋𝑘、𝑌 各軸に対して適切に空間の変形を
補正しなければならない。 
原データ(𝑥𝑖
𝑘  , 𝑦𝑖)に対して、原空間（𝑥
𝑘 − 𝑦空間）
上で最小二乗法を用いて(1)式の関数を当て嵌める場
合、誤差関数 𝜀 は、次式で定義される。 
 
𝜀 =  ∑ {𝛥𝑦𝑖(𝑥𝑖
𝑘  ; 𝑎𝑘  , 𝑏)}
2
𝑖                   (12)           
𝛥𝑦𝑖(𝑥𝑖
𝑘  ; 𝑎𝑘  , 𝑏) 
         =  𝑦𝑖 − 𝑓(𝑥𝑖
𝑘  ; 𝑎𝑘  , 𝑏| 𝑘 = 1 ･･･ 𝑚)     (13)                 
  𝑦𝑖 したがって 𝛥𝑦𝑖 が 𝑥𝑖
𝑘 とは独立な関係にあるこ
とを考慮すると、この誤差関数は δ 関数を用いて以
下の積分形式で表すことができる。 
 
       𝜀 =  ∑∫ ･･
∞
−∞𝑖
∫ δ(𝑥1 − 𝑥𝑖
1)･･δ(𝑥𝑚 − 𝑥𝑖
𝑚)
∞
−∞
 
                                                   ･{𝛥𝑦𝑖(𝑥𝑖
𝑘  ; 𝑎𝑘  , 𝑏)}
2
𝑑𝑥1･･𝑑𝑥𝑚 
                     =  ∑ [∏ ∫ {δ(𝑥𝑘 − 𝑥𝑖
𝑘)𝑑𝑥𝑘}
∞
−∞𝑘
]𝑖 𝛥𝑦𝑖
2       (14) 
 
   ここで、δ 関数の定義式として以下の表現を用いる。 
 
            δ(𝑥𝑘 − 𝑥𝑖
𝑘)  =                                            
                          lim
𝛥𝑥𝑘→0
 
{
 
 
 
 
 
 
   
0                     (𝑥𝑘 < 𝑥𝑖
𝑘 −
𝛥𝑥𝑘
2
)      
1
𝛥𝑥𝑘
    (𝑥𝑖
𝑘 −
𝛥𝑥𝑘
2
 ≤ 𝑥𝑘  ≤  𝑥𝑖
𝑘 +
𝛥𝑥𝑘
2
) 
0                   (𝑥𝑖
𝑘 +
𝛥𝑥𝑘
2
 < 𝑥𝑘)       
  
                                               (15) 
  (14)式に、(15)式を適用することにより、誤差関数は 
  次式で与えられる。 
 
                 𝜀 =  ∑ [∏ { lim
𝛥𝑥𝑘→0
( 
1
𝛥𝑥𝑘
∫ 𝑑𝑥𝑘
𝑥𝑖
𝑘+𝛥𝑥𝑘 2⁄
𝑥𝑖
𝑘−𝛥𝑥𝑘 2⁄
)} 𝛥𝑦𝑖
2
𝑘 ]𝑖  (16)                           
 
  (2)，(3)式の逆関数 
 
                 𝑥𝑘 =  𝑔𝑥𝑘
−1(𝑋𝑘)                           (17) 
                  𝑦 =  𝑔𝑦
−1(𝑌)                             (18) 
 
  を用いると 
 
                 𝑑𝑥𝑘 = (
𝑑𝑔
𝑥𝑘
−1
𝑑𝑋𝑘
)𝑑𝑋𝑘                        (19) 
                 𝛥𝑦 =  (
𝑑𝑔𝑦
−1
𝑑𝑌
)𝛥𝑌                          (20) 
 
したがって、(16)式は、 
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             𝜀 =∑[∏ lim
𝛥𝑥𝑘→0
{
1
𝛥𝑥𝑘
∫ (
𝑑𝑔𝑥𝑘
−1
𝑑𝑋𝑘
)𝑑𝑋𝑘
𝑔
𝑥𝑘
(𝑥𝑖
𝑘+𝛥𝑥𝑘 2⁄ )
𝑔
𝑥𝑘
(𝑥𝑖
𝑘−𝛥𝑥𝑘 2⁄ )
}
𝑘
]
𝑖
 
                                                                 ･ {(
𝑑𝑔𝑦
−1
𝑑𝑌
)
𝑖
𝛥𝑌𝑖}
2
 
                                               (21) 
 
さらに、 
 
                  lim
𝛥𝑥𝑘→0
(
𝑑𝑔
𝑥𝑘
−1
𝑑𝑋𝑘
) =  (
𝑑𝑔
𝑥𝑘
−1
𝑑𝑋𝑘
)
𝑖
                    (22) 
              𝑑𝑋𝑘 =  lim
𝛥𝑥𝑘→0
{𝑔𝑥𝑘(𝑥
𝑘 + 𝛥𝑥𝑘 2⁄ ) − 𝑔𝑥𝑘(𝑥
𝑘 − 𝛥𝑥𝑘 2⁄ )} 
(23) 
 
  を用いて(21)式を加算形式に戻すと、 
 
            𝜀 = ∑ [∏ lim
𝛥𝑥𝑘→0
{
𝑔
𝑥𝑘
(𝑥𝑖
𝑘+𝛥𝑥𝑘 2⁄ )−𝑔
𝑥𝑘
(𝑥𝑖
𝑘−𝛥𝑥𝑘 2⁄ )
𝛥𝑥𝑘
(
𝑑𝑔
𝑥𝑘
−1
𝑑𝑋𝑘
)
𝑖
}𝑘 ]𝑖                                                  
                                                                                    ･(
𝑑𝑔𝑦
−1
𝑑𝑌
)
𝑖
2
𝛥𝑌𝑖
2 
(24) 
 
となり、原空間（ 𝑥𝑘 − 𝑦 空間）の誤差関数が写像空
間（ 𝑋𝑘 − 𝑌 空間）上の誤差関数として表現される。
任意の 𝑘 に対して 
 
      lim
𝛥𝑥𝑘→0
𝑔
𝑥𝑘
(𝑥𝑖
𝑘+𝛥𝑥𝑘 2⁄ )−𝑔
𝑥𝑘
(𝑥𝑖
𝑘−𝛥𝑥𝑘 2⁄ )
𝛥𝑥𝑘
 =  (
𝑑𝑔
𝑥𝑘
𝑑𝑥𝑘
)
𝑖
   (25) 
            (
𝑑𝑔
𝑥𝑘
𝑑𝑥𝑘
)
𝑖
(
𝑑𝑔
𝑥𝑘
−1
𝑑𝑋𝑘
)
𝑖
= (
𝑑𝑋𝑘
𝑑𝑥𝑘
)
𝑖
(
𝑑𝑥𝑘
𝑑𝑋𝑘
)
𝑖
=  1         (26) 
 
が成り立つことを考慮し、(25)、(26)式を(24)式に適
用すると、 
 
             𝜀 =  ∑ (
𝑑𝑔𝑦
−1
𝑑𝑌
)
𝑖
2
𝛥𝑌𝑖
2
𝑖                   (27) 
 
したがって、(7)式と(27)式より写像空間上の補正係
数 𝑝𝑖 は次式で与えられる。 
 
              𝑝𝑖 = (
𝑑𝑔𝑦
−1
𝑑𝑌
)
𝑖
2
                    (28) 
 
即ち、荷重係数 𝑝𝑖 は𝑥
𝑘軸の変換 𝑔𝑥𝑘(𝑥
𝑘) には依存
しない。δ 関数の性質を考慮すると、この結果は(14)
式から予想することもできる。 
    以降、(28)式の 𝑝𝑖 を「空間補正係数」と称する。 
 
3. ２次元空間への適用 
 3.1 正規方程式 
   本節からは、より応用の機会が多い２次元の 𝑥 − 𝑦 
空間(𝑘 = 1)に限定して議論を進めることとし、次元
を表現する右肩の添字「𝑘」の表記を省略する。即ち、
原データ(𝑥𝑖，𝑦𝑖)の分布が直線的でなく、関数 
 
                  𝑦 = 𝑓(𝑥 ; 𝑎 , 𝑏)                           (29) 
 
を当て嵌める時、  
 
         𝑋 =  𝑔𝑥(𝑥)                              (30) 
                  𝑌 =  𝑔𝑦(𝑦)                              (31) 
                 𝐴 =  ℎ𝑎(𝑎, 𝑏)                             (32) 
                 𝐵 =  ℎ𝑏(𝑎, 𝑏)                             (33) 
 
で定義される変数とパラメータの変換を行い、その 
結果、 𝑋 と 𝑌 の間にリニアな関係 
 
                 𝑌 = 𝐴𝑋 + 𝐵                              (34) 
 
が成り立つと仮定する。この時、原空間上の誤差関数
(12)は、空間補正係数 𝑝𝑖 を用いて 
 
                 𝜀 =  ∑ 𝑝𝑖{𝑌𝑖 − (𝐴𝑋𝑖 +  𝐵)}
2
𝑖 =  ∑ 𝑝𝑖𝛥𝑌𝑖
2
𝑖      (35) 
 
  と表され、正規方程式(10)および(11)は、 
 
                 𝑋2
∗
𝐴 + 𝑋∗𝐵 = 𝑍                          (36) 
           𝑋∗𝐴 + 𝑃∗𝐵 =  𝑌∗                          (37) 
 
となる。ここに 
 金丸 英幸 26 
                 𝑋∗ = ∑ 𝑝𝑖𝑋𝑖𝑖                              (38) 
                 𝑌∗ =  ∑ 𝑝𝑖𝑌𝑖𝑖                              (39) 
                 𝑋2
∗
=  ∑ 𝑝𝑖𝑋𝑖
2
𝑖                            (40) 
                 𝑍∗ =  ∑ 𝑝𝑖𝑋𝑖𝑌𝑖𝑖                            (41) 
                 𝑃∗ =  ∑ 𝑝𝑖𝑖                                (42) 
 
  したがって、(36)，(37)式より、係数𝐴，𝐵が、 
 
                𝐴 =  
𝑃∗𝑍∗−𝑋∗𝑌∗
𝑃∗𝑋2
∗
−𝑋∗2
                            (43) 
                𝐵 =  
𝑋2
∗
𝑌∗−𝑋∗𝑍∗
𝑃∗𝑋2
∗
−𝑋∗2
                            (44) 
 
で求められ、原関数(29)のパラメータ𝑎 , 𝑏 は(32)， 
(33)式を連立して解くことにより決定される。 
  また、空間補正係数 𝑝𝑖 は 𝑥軸の変換に依存しないた
め(28)式で与えられる。 
 
                  𝑝𝑖 = (
𝑑𝑔𝑦
−1
𝑑𝑌
)
𝑖
2
                      (28) 
 
  以降、このケースを基本型と称する。 
 
3.2 正規分布の確率密度関数 
  正規分布の確率密度関数 
 
                 𝑦 = 𝑓(𝑥 ; 𝜇 , 𝜎) =  
1
√2𝜋𝜎
𝑒−
(𝑥− 𝜇)2
2𝜎2               (45) 
 
に対しては、以下の手順を踏む。 
  ３．１節では、原空間の２通りのパラメータ 𝑎 , 𝑏  
の求解について論じたが、ここでは原データ(𝑥𝑖，𝑦𝑖) 
を用いて数値計算により期待値 𝜇 を事前に計算する。 
 
                 𝜇 =  ∮ 𝑥𝑓(𝑥 ; 𝜇 , 𝜎)𝑑𝑥
∞
−∞
                   (46) 
 
その上で最小二乗法により、残されたパラメータであ 
る標準偏差 𝜎 を求める。解法の詳細については次節 
の適用例の中で述べる。尚、∮𝑑𝑥 は数値計算であるこ 
とを示す。 
因みに、本ケースも基本型に属する。 
 3.3 適用例 
  (1) 冪関数 
    冪関数 
 
                                 𝑦 = (
𝑥
𝑎
)
𝑏
                         (47) 
 
に対しては、以下の座標変換、空間補正係数の
求解とパラメータ変換が行われる。 
・座標変換 
 
    𝑋 = 𝑔𝑥(𝑥)  =  ln 𝑥 
                                   𝑌 =  𝑔𝑦(𝑦)  =  ln 𝑦 
 
・パラメータ変換 
 
𝐴 = ℎ𝑎(𝑎, 𝑏)  =  𝑏                 
                 𝐵 =  ℎ𝑏(𝑎, 𝑏)  =  − 𝑏 ln 𝑎                
 
・空間補正係数 
 
    𝑝 =  𝑒2𝑌 
 
・パラメータ逆変換 
 
   𝑎 =   𝑒−
𝐴
𝐵 
                                     𝑏 =   𝐴 
 
  (2) 正規分布（確率密度関数） 
正規分布の確率密度関数 
 
                                 𝑦 = 𝑓(𝑥 ; 𝜇 , 𝜎) =  
1
√2𝜋𝜎
𝑒−
(𝑥− 𝜇)2
2𝜎2       (45) 
 
に対しては、以下の座標変換、空間補正係数の
求解、およびパラメータ変換が行われる。 
・座標変換 
 
         𝑋 =  𝑔𝑥(𝑥)  =  (𝑥 − 𝜇)
2 
                                        𝑌 =  𝑔𝑦(𝑦)  =  ln 𝑦 
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・パラメータ変換 
 
                                   𝐴 =  ℎ𝑎(𝜎)  =  −
1
2𝜎2
            𝐵 =  ℎ𝑏(𝜎)  =  − ln(√2𝜋𝜎) 
 
・空間補正係数 
 
                                   𝑝 =  𝑒2𝑌                      
 
・パラメータ逆変換 
 
     𝜎 =  𝜎𝑎 =  
1
√−2𝐴
 （破棄） 
 
 
 
 
     𝜎 =  𝜎𝑏 =  
𝑒−𝐵
√2𝜋
                       
 
𝜎𝑎は、原データ(𝑥𝑖，𝑦𝑖)によっては虚数と 
なる可能性があるので破棄する。したがって 
 
    𝜎 =  𝜎𝑏 = 
𝑒−𝐵
√2𝜋
                                                   
 
代表的な基本型関数に対して𝑥 − 𝑦 空間を変換す
る写像関数と空間補正係数 𝑝𝑖  およびパラメータ
𝑎、𝑏の計算方法を Table１に示す。 
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4. 微分型関数の当て嵌め 
 4.1 ２次元空間における応用 
   供試関数の積分関数に対して、𝑥 軸と𝑦 軸の写像の
結果(34)式の条件が成り立つ場合には、供試関数その
ものではなく、その積分関数 
 
       𝐹(𝑥 ; 𝑎, 𝑏) =  ∫ 𝑓(𝑥 ; 𝑎, 𝑏)𝑑𝑥 
 
  に２節および３節で論じた解法を適用することがで
きる。但し、積分区間外の積分値を補うために以下の
処置を施す。 
(1) 区間[𝑥1 , 𝑥𝑛]の積分値 𝑧𝑖  を計算する（点列に基づ
く数値積分）。 
 
            𝑧𝑖  =  ∮ 𝑓(𝑥 ; 𝑎, 𝑏)𝑑𝑥
𝑥𝑖
𝑥1
 
              𝑐0  =  𝑧𝑛 
 
(2) 以下の場合に対応して、積分値 𝑧𝑖  を加工処理す
る。 
(a) 一般の微分型関数の場合 
 
       ?̂?𝑖  =  𝑧𝑖  
 
(b) 確率密度関数や成長率曲線など、積分関数       
が単調増加で、𝑥 → ∞で有限値に収束する       
場合 
 
                ?̂?𝑖  =  
𝑧𝑖 
𝑐0 
     (𝑖 = 1 ･･･  𝑛) 
 
(3) （𝑥𝑖 , ?̂?𝑖）に対して、３節の手順を用いて𝐹(𝑥)を
当て嵌め、パラメータ ?̂?、?̂? を求める。 
(4) パラメータ ?̂?、?̂? を用いて積分区間外の積分値     
を計算し、区間[𝑥1 , 𝑥𝑛]の積分値 𝑐0  に加えて     
全区間の積分値を近似計算する。 
 
(a) 𝑐 =  𝑐0 +  𝐹(𝑥1 ; ?̂?, ?̂?)                   
(b)  𝑐 =  𝑐0 +  𝐹(𝑥1 ; ?̂?, ?̂?)                   
      + {1 −   𝐹(𝑥𝑛 ; ?̂?, ?̂?)} 
 
(5) 積分値 𝑧𝑖  を𝐹(𝑥1 ; ?̂?, ?̂?)で補正し、積分値 ?̂?𝑖 を
加工処理する。 
 
(a)  ?̃?𝑖  =  𝑧𝑖  +  𝐹(𝑥1 ; ?̂?, ?̂?)   (𝑖 = 1 ･･･  𝑛) 
(b) ?̃?𝑖  =  
𝑧𝑖 + 𝐹(𝑥1 ;?̂?,?̂?)
𝑐
          (𝑖 = 1 ･･･  𝑛) 
 
(6) （𝑥𝑖  , ?̃?𝑖）に対し、再び３節の手順を用いて     
𝐹(𝑥)を当て嵌め、原空間のパラメータ 𝑎 、 𝑏を決
定する 
(7) 最後に、当て嵌め関数は次式で与えられる。 
 
(a) 𝑦 = 𝑓(𝑥 ; 𝑎 , 𝑏) 
    (b) 𝑦 = 𝑐 𝑓(𝑥 ; 𝑎 , 𝑏)  
 
この場合は、原関数ではなくその積分関数に最   
小二乗法を適用しているため、原空間における誤差𝜀 
の最小化は保証されないことに注意を要する。  
また、上記の解法により、微分型関数への当て嵌めの
場合には反復計算は１回のみに抑えられる。 
以降、このケースを積分型と称する。 
 
 4.2 適用例 
  (1) 微分型対数関数 
微分型対数関数 
 
   𝑦 =  
𝑎𝑏(𝑙𝑛𝑥)𝑏−1
𝑥
                     (48) 
 
の場合は、その積分関数 
 
              𝑦 = 𝐹(𝑥 ; 𝑎 , 𝑏) = 𝑎(𝑙𝑛𝑥)𝑏 
 
に対して、以下の座標変換、空間補正係数の計算 
およびパラメータ変換が行われる。 
・座標変換 
 
                    𝑋 =  𝑔𝑥(𝑥)  =  ln(ln 𝑥)  
𝑌 =  𝑔𝑦(𝑦)  =  ln 𝑦                 
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・パラメータ変換 
 
           𝐴 =  ℎ𝑎(𝑎, 𝑏)  =  𝑏 
                                   𝐵 =  ℎ𝑏(𝑎, 𝑏)  =  ln 𝑎 
 
・空間補正係数 
 
          𝑝 =  𝑒2𝑌 
 
・パラメータ逆変換 
 
          𝑎 =  𝑒𝐵 
                     𝑏 =  𝐴  
 
  (2) 成長率曲線型（冪型）関数 
    成長率曲線型（冪型）関数 
 
                               𝑦 =  𝑐
𝑎𝑏𝑥−(𝑎+1)
(1+𝑏𝑥−𝑎)2
          (𝑎 , 𝑏 , 𝑐 > 0)     (49) 
 
    の場合は、その積分関数 
 
                      𝑦 =  
𝑐
1 +  𝑏𝑥−𝑎
          (𝑎 , 𝑏 , 𝑐 > 0)                   
 
に対して、以下の座標変換、空間補正係数の計算 
およびパラメータ変換が行われる。 
・座標変換 
 
                              𝑋 =  𝑔𝑥(𝑥)  =  ln 𝑥 
     𝑌 =  𝑔𝑦(𝑦)  =  ln (
1 −  𝑦
𝑦
) 
 
・パラメータ変換 
 
                             𝐴 =  ℎ𝑎(𝑎, 𝑏)  =  −𝑎 
                              𝐵 =  ℎ𝑏(𝑎, 𝑏)  =  𝑙𝑛𝑏 
 
・空間補正係数 
 
    𝑝 =  
1
(𝑒𝑌 2⁄  +  𝑒−𝑌 2⁄ )
4 
 
・パラメータ逆変換 
 
                                    𝑎 =  −𝐴  
                                    𝑏 =  𝑒𝐵 
 
   代表的な微分型関数に対して𝑥 − 𝑦 空間を変換す
る写像関数と空間補正係数 𝑝𝑖  およびパラメータ
𝑎、𝑏の計算方法を Table２に示す。 
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5. 直線の式への変形ができない場合への応用 
 5.1 ２次元空間における応用 
直線の形に変換することが難しく、線形最小二乗
法をそのまま適用することができない場合には、３
節の手順を基本として反復計算による収束を図る。 
一例として、原関数が 
 
                        𝑦 = 𝑓(𝑥 ; 𝑎 , 𝑏 , 𝑐)                      (50) 
 
と表され、パラメータ𝑐 が既知の場合には、(50)式を
直線の式に変換する関数(30)および(31)が存在する
と仮定する。 
この場合は、𝑐と𝑎，𝑏を交互に定数扱いとし、１サイ
クルの中で空間補正機能を付与した最小二乗法の計
算を２度適用することによって、パラメータ 𝑎 , 𝑏 , 𝑐
を（準）最適値に収束させることができる。即ち 
(a) まず、パラメータ𝑐に初期値𝑐𝑗（𝑗 = 0）を与える。 
(b)  𝑐𝑗を定数と考え、３．１節の手順を用いて(43)、 
(44)式と(32)、(33)式より、𝑎と𝑏の暫定値𝑎𝑗 , 𝑏𝑗 
および(35)式の誤差𝜀𝑗を求める。 
(c) 次に、𝜀𝑗の変化率が微小な既定値δより大きけ 
れば、パラメータ𝑎𝑗 , 𝑏𝑗を定数として𝑐𝑗を計算 
し、その結果を用いて𝜀𝑗を再計算する。 
(d) 上記(b)，(c)の計算を繰り返し、(b)で𝜀𝑗の変化率 
が既定値δ未満となった時点で反復計算を終 
了して 𝑎 , 𝑏 , 𝑐 の推定値を確定する。 
   以降、このケースを反復型と称する。 
 
 5.2 適用例 
  (1) 定数項付き対数関数（冪型） 
    定数項付き対数関数（冪型） 
 
                               𝑦 = 𝑎(ln 𝑥)𝑐 + 𝑏                   (51) 
 
   の場合は、上記の手順（ａ）、（ｂ）を第１ステ
ップ、手順（ｃ）を第２ステップとして処理する。 
 
① 第１ステップ 
・座標変換 
              𝑋 =  𝑔𝑥(𝑥)  =   (ln 𝑥)
𝑐  
                               𝑌 =  𝑔𝑦(𝑦)  =  𝑦 
 
・パラメータ変換 
 
               𝐴 =  ℎ𝑎(𝑎, 𝑏)  =  𝑎 
 𝐵 =  ℎ𝑏(𝑎, 𝑏)  =  𝑏        
 
・空間補正係数 
 
                 𝑝 =  1 
 
・パラメータ逆変換 
 
              𝑎 =  𝐴 
                         𝑏 =  𝐵  
 
➁ 第２ステップ 
・座標変換 
 
                        𝑋 =  𝑔𝑥(𝑥)  =  ln(ln 𝑥)  
       𝑌 =  𝑔𝑦(𝑦)  = ln(𝑦 − 𝑏) 
 
・パラメータ変換 
 
                𝐴 =  ℎ𝑎(𝑎, 𝑏)  =  𝑐 
𝐵 =  ℎ𝑏(𝑎, 𝑏)  → 棄却 
 
・空間補正係数 
 
               𝑝 =  𝑒2𝑌 
 
・パラメータ逆変換 
 
            𝑐 =  lim
(∑ 𝑝𝑖 )→∞
𝐴 
 
   代表的な反復型関数に対して𝑥 − 𝑦 空間を変換す
る写像関数と空間補正係数 𝑝𝑖  およびパラメータ
𝑎、𝑏の計算方法を Table３に示す。 
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6. 数値実験と評価 
 6.1 関数当て嵌め 
空間補正無、空間補正有、Matlab に対し、以下の 
５ケース（ａ）～（ｅ）について標本点に指定の関数
を当て嵌めた数値実験を実施し、各々の結果を重畳
表示して比較した。 
各図には、それぞれの原空間上の二乗平均誤差値 
 
          𝑅𝑀𝑆 =  √
1
𝑛
𝜀 =  √
1
𝑛
∑ {𝛥𝑦𝑖(𝑥𝑖  ; 𝑎 , 𝑏)}2𝑖      (52) 
 
の値と空間補正無の場合に対する比率を付記し、当
て嵌め精度評価の基礎データとした。尚、Matlab の
適用においては、種々の計算条件や収束条件として
デフォルト値を用い、手動による条件の変更・調整は
行っていない。 
(1) 基本関数 
(a) 冪関数 
 
                          𝑦 = (
𝑥
𝑎
)
𝑏
                         (47) 
 
 
(b) 正規分布の密度関数 
 
                         𝑦 =  
1
√2𝜋𝜎
𝑒−
(𝑥− 𝜇)2
2𝜎2                    (45) 
 
冪関数と正規分布の密度関数の当て嵌め結果を 
それぞれ Fig.１および Fig.２に示す。 
 
   (2) 微分型関数 
(c) 微分型対数関数 
 
                         𝑦 =  
𝑎𝑏(𝑙𝑛𝑥)𝑏−1
𝑥
                      (48) 
 
(d) 成長率曲線型（冪型）関数 
 
                               𝑦 =  𝑐
𝑎𝑏𝑥−(𝑎+1)
(1+𝑏𝑥−𝑎)2
       (𝑎 , 𝑏 , 𝑐 > 0)      (49) 
 
微分型対数関数と成長率曲線型（冪型）関数の当
て嵌め結果をそれぞれ Fig.３および Fig.４に示す。 
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(3) 反復型関数 
(e) 定数項付き対数関数（冪型） 
 
                              𝑦 = 𝑎(ln 𝑥)𝑐 + 𝑏                    (51) 
 
定数項付き対数関数（冪型）の当て嵌め結果を 
Fig.５に示す。 
 
 6.2 当て嵌め誤差の比較と評価 
   Table１～Table３の供試関数と標本データの組み 
合わせ２６組に対して数値実験を行い、空間補正無、 
空間補正有および Matlab 使用時の RMS 誤差値を、 
空間補正無の誤差値を横軸にとって散布図で比較し 
た。その結果を Fig.６に示す。 
(1) 数値実験の全てのケースにおいて、補正有の当て
嵌めによって、補正無以上の精度が得られた。 
(2) 基本型、積分型、反復型を通して、一部の例外 
を除き、空間補正有の精度は、反復計算でパラ
メータを収束させることによって高い精度を求
める Matlab よりは若干劣る傾向がある。しか
しながら、その差は小さく、Fig.１～Fig.５に 
 
 
 
 
 
 
 
おいて、空間補正有と Matlab の当て嵌め曲
線は、ほぼ重なっている。 
(3) Fig.６においても、空間補正有の場合は、空
間補正機能を伴わない線形最小二乗法に比し
て、高い精度で非線形関数が当て嵌められて
いることが分かる。また、殆どの数値実験結
果で空間補正有の誤差は Matlab の誤差に重
なっているか、接しており、両者の精度に大
きな差がないことが明らかである。 
(4) 求解のための計算は、基本型関数の場合は一
方向で反復処理を必要としない。また、微分
型関数の場合も１回の反復のみに限定される
ため、タイムシェアリングを基本とするリア
ルタイムシステムの基本設計段階で演算量を
把握することができる。 
(5) 積分関数に対する誤差最小化を図った微分型
関数の当て嵌め（積分型）においても、実施
した数値実験の全てのケースで、補正無に比
べて補正有の方が供試関数（微分型関数）そ
のものの誤差も小さいという結果が得られ
た。 
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(6) 演算量を事前に把握することは難しいが、参
考のために反復型関数についても数値実験を
実施し、Matlab と同等の当て嵌め精度を得
た。（Fig｡５） これは、求解の方法は異な
るが、反復計算による収束という Matlab と
同様の手法を用いた結果と思われる。 
 
7. まとめ 
  研究開発が加速されている IoT や Industry4.0 では 
 情報処理のリアルタイム性が重要となる。従来、デー 
 タの特性解析に広く用いられてきた最小二乗法では、 
 蓄積されたデータがオフラインでバッチ処理的に処理 
されるのが一般的で、リアルタイム処理への適用が難 
しかった。 
  本稿では、非線形カーブフィッティングにおいて適 
正な精度を確保しつつ、データ解析の即時性にとって重 
要となる求解の確実性と演算量の事前把握を保証する 
ために、空間補正機能を付与した荷重係数付線形最小二 
乗法を提案し、数値実験による Matlab との比較で精度 
的にも十分実用性があることを示した。 
(1) 線形最小二乗法において、標本点毎に適切な荷重 
係数（空間補正係数）を与えることによって、十 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
分な空間補正能力を確保できることを示した。 
(2) この空間補正係数は、従属軸（𝑦軸）変換の逆関 
数の微係数を２乗した値で与えられる。一方、
独立軸（𝑥𝑘軸）の変換には依存しない。 
(3) 空間補正機能を付与した荷重係数付線形最小二
乗法はリアルタイム処理向きではあるが、適用
の対象は、変数変換によって多次元空間の平面
（２次元の場合は直線）に帰着できる関数に限
定される。 
  情報処理分野においては、今後、大規模データベー 
スやビッグデータを基盤とするオンラインシステムと 
即時性が求められるリアルタイムシステムの協調と融 
合が進むと考えられる。一方、多様な機器のインテリ 
ジェント化が進んで組込み型システムが拡充され、計 
測データの特性解析においても精度と処理効率の両立 
が大きな課題となることが予想される。本稿のアプロ 
ーチが、この問題を解決するための糸口の一つになれ 
ば幸いである。 
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