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Abstract

The development of ecient application software
capable of exploiting available High Performance Computing (HPC) systems is non-trivial and is largely
governed by the availability of suciently high-level
languages, tools, and application development environments. In this paper we describe the design and
operation of a toolkit for HPF/Fortran 90D application development. The toolkit incorporates the following systems: (1) ESP: An Interpretive Framework for HPF/Fortran 90D Performance Prediction;
(2) ESP-i: A HPF/Fortran 90D Functional Interpreter; and (3) ESPial: An Integrated Environment
for HPF/Fortran 90D Application Development & Execution.
The toolkit has been implemented on the iPSC/860
hypercube system, and is supported by an interactive, graphical user interface (ESPView) which provides application developers with the following functionality: design evaluation capability, functional veri cation capability, performance visualization support,
experimentation capability, compilation support, and
execution support.

1 Introduction

Although currently available High Performance
Computing (HPC) systems possess large computing
capabilities, few existing applications are able to fully
exploit this potential. The fact remains that development of ecient application software capable of exploiting available computing potential is non-trivial
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and is largely governed by the availability of suciently high-level languages, tools, and application development environments. Critical issues that need
to be addressed by application development environments include [1]:
 The need for a high-level application description
medium (language) that is architecture independent and can be compiled into performance codes
for di erent machines.
 The ability to assist the developer in making appropriate design decision, in e ectively resolving
and tuning the available degrees of freedom so as
to optimize the implementation, and in ensuring
that the implementation meets required performance constraints on di erent machine con gurations and under di erent run-time situations.
 The ability to verify the functionality of an implementation for di erent machine con gurations
and under di erent run-time situations.
In this paper we describe the design and operation of a HPF/Fortran 90D application development
toolkit that addresses these issues. The toolkit incorporates the following systems:
1. ESP: An Interpretive Framework for
HPF/Fortran 90D Performance Prediction;
2. ESP-i: A HPF/Fortran 90D Functional Interpreter; and
3. ESPial: An Integrated Environment for
HPF/Fortran 90D Application Development &
Execution.
High Performance Fortran (HPF) is a dialect of Fortran that has been designed to provide portable, highlevel expression to parallel algorithms on a variety of

parallel machines, and is the emerging language standard for HPC. HPF/Fortran 90D refers to a formally
de ned subset of HPF and is the application description medium used by the toolkit.
ESP is a framework for HPF/Fortran 90D performance prediction. This framework uses a novel interpretive approach [2, 3] to provide accurate and coste ective performance prediction of HPF/Fortran 90D
applications and can be e ectively used to make design decisions during application development. ESP
addresses the second issue listed above.
ESP-i extends ESP to interpret the functionality of
HPF/Fortran 90D and provides the means for verifying the functionality of an implementation.
Finally, ESPial integrates ESP and ESP-i with a
HPF/Fortran 90D source to source compiler to form
an integrated environment for HPF/Fortran 90D application development and execution. The source to
source compiler has been developed at NPAC, Syracuse University and generates ecient Fortran + Message Passing code for a number of MIMD platforms.
The HPF/Fortran 90D application development
toolkit has been implemented on the iPSC/860 hypercube system, and is supported by an interactive,
graphical user interface (ESPView) which provides application developers with the following functionality:
design evaluation capability, functional veri cation capability, performance visualization support, experimentation capability, compilation support, and execution support.
The rest of the paper is organized as follows: Section 2 presents an overview of HPF/Fortran 90D. Section 3 introduces the interpretive performance prediction approach and describes the design of the ESP performance prediction framework. Section 4 describes
the design of ESP-i, the HPF/Fortran 90D functional
interpreter. Section 5 describes the development of
ESPial and outlines the structure and operation on
its graphical user interface. Finally Section 6 presents
some concluding remarks and discusses future extensions.

2 An Overview of HPF/Fortran 90D

High Performance Fortran (HPF) [4] is based on
the research language Fortran 90D [5] and provides a
minimal set of extensions to Fortran 90 to support the
data parallel programming model1. Extensions incorporated into HPF/Fortran 90D provide a means for
explicit expression of parallelism and data mapping.

1 The data parallel programming model is de ned as single threaded, global name space, loosely synchronous parallel
computation.

These extensions include compiler directives which are
used to advice the compiler how data objects should
be assigned to processor memories, and new language
features such as the forall statement and construct.
HPF adopts a two level mapping using PROCESSORS, ALIGN, DISTRIBUTE, and TEMPLATE
compiler directives to map data objects to abstract
processors. The data objects (typically array elements) are rst aligned with an abstract index space
called a template. The template is then distributed
onto a rectilinear arrangement of abstract processors.
The mapping of abstract processors to physical processors is implementation dependent. Data objects
not explicitly distributed are mapped according to an
implementation dependent default distribution (e.g.
replication). Supported distributions include BLOCK
and CYCLIC.
Our current implementation of the HPF compiler
and performance prediction framework supports a formally de ned subset of HPF. The term HPF/Fortran
90D is used to refer to this subset.

3 ESP: An Interpretive Framework for
Application Performance Prediction

The ESP performance prediction framework uses
the interpretive approach outlined below to predict
the performance of HPF/Fortran 90D applications on
the Intel iPSC/860 hypercube system. Application
characterization is performed at compile time by the
framework. The parameters required to characterize
the system are generated o -line using existing techniques and system speci cation. Performance metrics
generated by the framework include cumulative execution times, the communication time/computation
time breakup, existing overheads, and wait times.
Further, this information can be obtained at all levels
of the application, i.e. at application level, processing node level, process level, procedure level, or even
a single line of code. The frameworks interfaces with
the ParaGraph [6] performance visualization package,
to provide a graphic view of the predicted metrics.

3.1 The Interpretive Approach to Performance Prediction

The essence of the approach is the application of

interpretation techniques to performance prediction

through an appropriate characterization of the HPC
system and the application. A system characterization methodology is de ned to hierarchically abstract
the HPC system into a set of well de ned parameters
which represents its performance. A corresponding

application characterization methodology is de ned to
abstract a high-level application description into a set
of well de ned parameters which represents its behavior. Performance prediction is then achieved by interpreting the execution costs of the abstracted application in terms of the parameters exported by the
abstracted system.
Application characterization is based on the decomposition of the application description into well de ned
units of abstraction which are standard, structured
programming constructs extended to include communication and synchronization primitives. The structure of these abstraction units is then parameterized.
Units can be composed to generate di erent granularities of application characterization.
Correspondingly, system characterization is based
on a hierarchical decomposition of the HPC system.
At each level of this decomposition, the performance
of individual units is parameterized. The characterization methodology is applicable to any parallel/distributed (possibly heterogeneous) HPC system.
Interpretation functions are de ned to interpret the
performance of the units of application abstraction in
terms of the parameters exported by the abstracted
system. A global ordering superimposed onto the
system during interpretation enables the approach to
model interactions in the system and application. Detailed descriptions of the system and application characterization methodologies and the performance interpretation approach can be found in [7, 8].

3.2 Design of the HPF/Fortran 90D Performance Prediction Framework
The design of ESP is based on the HPF source-tosource compiler technology [9] which translates HPF
into loosely synchronous, SPMD (single program, multiple data) Fortran 77 + Message-Passing codes. It
uses this technology in conjunction with the performance interpretation model to provide performance
estimates for HPF/Fortran 90D applications on a distributed memory MIMD multicomputer.
HPF/Fortran 90D performance prediction is performed in two phases: Phase 1 uses HPF compilation technology to produce a SPMD program structure consisting of Fortran 77 plus calls to run-time
routines. Phase 2 then uses the interpretation approach to abstract and interpret the performance of
the application. A detailed description of the design of
ESP and the application of the interpretive approach
to HPF/Fortran 90D as well as the experimental validation of the framework is presented in [3].

4 ESP-i: A HPF/Fortran 90D Functional Interpreter
The ESP-i functional interpreter provides the
means for verifying the functionality of a HPF/Fortran
90D implementation during application development.
It also provides debugging capabilities to a certain extent. Given a particular system con guration and selection of directives, the tool enables the developer
to emulate the execution of an HPF/Fortran 90D application. Further, it allows the developer to identify break points in the application description, and
to query the system for the state of application variables at these points during interpretation. Finally,
the developer has the capability of experimenting with
system parameters and interpreting the application
functionality on di erent system con gurations. Functional interpretation performed by ESP-i is based on
the system and application characterization models
de ned by the interpretive performance prediction approach and uses these abstractions to emulate the behavior of the system and application.
ESP-i is implemented as an extension to ESP. It
uses the compiler front end to generate a parse tree
from the HPF/Fortran 90D application description.
The parse tree is then translated into a SPMD program structure using the ESP compilation step. Functional interpretation, then, consists of a sequence of
parses over this SPMD structure which performs the
following steps:
1. Abstraction Step: The abstraction step is an
extension to the corresponding step in ESP. It
uses the abstraction methodologies de ned by the
interpretive approach to abstract the HPC system
and the application.
2. Functional Interpretation Step: The functional interpretation step emulates the execution
of the abstracted application on the selected system con guration. This step, again, is an extension of the interpretation step in ESP, and can be
viewed as a special case of performance interpretation.
3. Interactive Step: The interpretive step is entered when interpretation of the entire application is completed or if a user-de ned break point
is encountered. In this step, the user is allowed
to query the system for the status of application
variables. In case of a break point, the user can
instruct the system to continue interpretation.

5 ESPial: An Integrated Environment
for HPF/Fortran 90D Application
Development & Execution

ESPial integrates the ESP and ESP-i systems described above, with the HPF/Fortran 90D source to
source compiler to form an integrated environment for
HPF/Fortran 90D application development and execution. ESPial enables the user to develop an application, experiment with it and tune it, verify its functionality, select a target machine con guration, automatically compile, load and run the application, and
view the outputs produced. The current implementation of ESPial is targeted to the iPSC/860 hypercube
system. The ESPial environment provides the developer with the following functionality:

Design Evaluation Capability: Design evalua-

tion refers to the ability to visualize the e ects of
various design choices, such as, algorithms, data distributions, system con gurations, and communication
schemes, on the performance of the application, and
thereby enabling the developer to make the appropriate design decisions. In the case of HPF/Fortran 90D,
this refers to the selection of appropriate directives;
i.e. the virtual processor con gurations, the distribution of the data elements onto the virtual processors,
and their relative alignments.

achieved using a performance visualization package
(ParaGraph) that has been interfaced with ESPial.

Experimentation Capability: Experimentation
refers to the ability to evaluate the e ects of changes
in system run-time status (e.g. load, contention, etc.)
and its con guration on the performance of the application, and to study the scalability of the application
with respect to system and problem sizes. The e ect
of the above parameters on the functionality of the
application can also be veri ed.
Compilation Support: Compilation support is

provided at two levels: The rst level is a translation to Fortran + Message Passing performed by the
HPF/Fortran 90D compiler based on the compiler directives. The second level is a node level compilation
on the target machine using its compiler. This level
generates the program executable.

Execution Support: Execution support includes
allocating processing nodes in the HPC system, loading the application executable onto these nodes, and
running the application. Outputs and error messages
produced during execution are displayed via the ESPial interface.

5.1 ESPView - The Graphical User Interface

Functional Veri cation Capability: Functional

ESPial is supported by an interactive, graphical
user interface, ESPView (shown in Figure 1), through
which, the developer can access the functionality outlined above.2 ESPView has been implemented using the X based SUIT (Simple User Interface Toolkit)
libraries3 and runs on SUN workstations. The operation of the interface is described below:

Performance Debugging Capability: Performance debugging refers to the ability to analyze the
execution of the implementation, so as to identify ineciencies and bottlenecks. It provides insight into
the expected performance of the implementation, and
the contribution of various factors e ecting this performance. The goal is to ensure that the implementation
meets the speci ed performance constraints. The performance debugger enables the developer to identify
regions in the implementation where further re nement or tuning is required.

File Operations The File menu enables the devel-

veri cation refers to the ability to verify that the application is functionally correct and produces the required results. Further, it provides the ability of tracking application variables during interpretation by setting appropriate break points in the application description.

Performance Visualization Support: Visualization support refers to the ability to graphically view
the interpreted application performance. This is

oper to select an application description, to save a description (possibly under another name), and to save
interpretation and execution outputs.

Directive Selection ESPView displays the current

values of the HPF compiler directives. These directives can be edited by the user. The modi ed source
can be saved using the File menu.

2 \HPF Extensions" in the interface refer to the extensions
to HPF developed at NPAC, Syracuse University to support
irregular problems.
3 SUIT [10] is a highly portable GUI development package
which is freely available in the public domain. It is based on the
external control model which is commonly used in event driven
scenarios and has become the norm in windowing environments.

Figure 1: ESPView - The ESPial Graphical User Interface

Display Window The display window is used to
display the application description (HPF Src) as well
the outputs generated by the source to source compiler
(F77+MP Src), the performance interpreter (ESP
Pro le), and the application itself during execution
(Output). The user can switch between these displays.

Performance Interpretation Performance interpretation is activated via the ESP menu. The menu
also provides the interface for setting di erent interpretation parameters. A special input interface enables the developer to specify the values of critical
variables.

Functional Interpretation The ESP-i menu

houses the commands for functional interpretation.
These include setting and clearing break points and
activating ESP-i. When stopped at a break point, a
special input interface enables the developer to query
and view the status application variables.

Compiling & Executing The Compiler menu
provides access to both levels of compiling; HPF Compile and F77+MP Compile. Compiler options can be
set from within this menu. The application can be executed on the desired con guration of the iPSC/860
using the Run button in this menu.

Outputs The Output menu enables the developer
to select the type and level of output. In addition to
the generic pro le, the developer can zoom in to speci c parts of the application description and view the
relevant performance metrics. The menu also provides
the interface to ParaGraph performance visualization
package. Figure 2 illustrates the ESPial-ParaGraph
interface and the use of ParaGraph to visualize the
interpreted application performance.

6 Conclusions and Future Work

In this paper we presented the design and operation of an application development toolkit that addresses the key issues in HPC software development.
The toolkit provides an interactive environment that
supports HPF/Fortran 90D application development
and execution. It integrates individual development
tools using a graphical user interface and can be easily
extended to span other stage of the software development process.
The current implementation of the toolkit is targeted to the Intel iPSC/860 hypercube system, and
provides application developer with the following functionality: design evaluation capability, functional verication capability, performance visualization support,
experimentation capability, compilation support, and
execution support.
Currently, we working on moving the toolkit to dif-

Figure 2: ESPView - Using ParaGraph to Visualize Interpreted Performance
ferent parallel and distributed platforms. Future research will consist of expanding the toolkit to span
di erent stages of applcation development.
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