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Il NetGroup dell'Università di Pisa nell'arco degli ultimi 
anni  è  riuscito  a  realizzare  un Framework che  implementa le 
funzionalità MPLS e DiffServ per il piano di controllo e per il 
piano  dati.  Il  framework  è  stato  realizzato  utilizzando  dei 
semplici  personal  computer  sui  quali  è  stato  installato  un 
software open source. In questo modo è stata creata una rete di 
trasporto capace di: 
• interfacciarsi con i comuni gateway presenti sul mercato; 
• consentire  l'utilizzo  del  Traffic  Engineering  sfruttando 
l'elevata capacità di calcolo di un moderno PC.
Il framework è stato implementato in modo da riuscire a gestire 
il piano di controllo sia nella modalità centralizzata che in quella 
distribuita. La modalità centralizzata è a sua volta suddivisa in 
due  entità  fondamentali:  il  Path  Computation  Element  (PCE) 
che  calcola  i  percorsi  all'interno  della  rete  e  l'LSR  Control 
System (LCS) che configura i percorsi all'interno dei router della 
rete in modo da potervi inoltrare traffico. Il Framework sopra 
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citato è stato realizzato da alcuni tesisti in collaborazione con 
l'Ing. Luiz Gustavo Zuliani. 
Lo scopo di questi tesi è la progettazione e la realizzazione di un 
nuovo LCS (LCSJ) che consenta di sfruttare il PCE già esistente 
per  la  configurazione  automatica  degli  LSP all'interno di  una 
rete mista con alla periferia router realizzati con PC Linux e core 
di apparati Juniper Networks.
L'esigenza  di  creare  una  nuova  topologia  di  rete  del  tipo 
descritto nasce dalla necessità di creare una rete in cui il core 
abbia elevate prestazioni e sia in grado di gestire grandi quantità 
di traffico, e la periferia abbia un intelligenza elevata per offrire 
maggiore controllo sulle risorse del sistema.
La tesi è strutturata in cinque capitoli di cui i primi due 
di  carattere  generale  e,  i  rimanenti  focalizzati  sulla 
progettazione, realizzazione e sperimentazione dell'LCSJ. 
Il  primo capitolo offre una panoramica sul  protocollo MPLS, 
ponendo  particolare  attenzione  al  Traffic  Engineering  e  alla 
QoS.
Il secondo capitolo introduce al mondo della Juniper Networks, 
al  sistema  operativo  JUNOS  e  alle  interfacce  utente.  In 
particolare introdurremo il JUNOScript API.
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Nel  terzo  capitolo  sarà  illustrata  l'architettura  del  piano  di 
controllo realizzato all'interno di un Framework DS-MPLS.
Nel  quarto  capitolo  saranno descritte  le  scelte  operate  per  la 
realizzazione  dell'LCSJ  e  infine  nel  quinto  capitolo  saranno 




MultiProtocol Label Switching (MPLS)
L'idea alla base di MPLS è quella di introdurre nelle reti 
IP il concetto di commutazione di etichetta, tipico delle reti a 
commutazione  di  pacchetto  connection-oriented  (X.25,  Frame 
Relay, ATM) e, quindi, di inserire in un mondo connection-less, 
come quello IP, il concetto di connessione virtuale. Ciò avviene 
associando a tutti i pacchetti un breve identificativo di lunghezza 
fissa, l'etichetta (label), che gli apparati di rete possono usare per 
effettuare  un  instradamento  veloce.  Quello  che  fa  MPLS  è 
mappare informazioni di livello 3 (routing), in informazioni di 
livello  2  (switching).  L'interfaccia  di  uscita  non  è  più 
determinata sulla base di un indirizzo di livello 3, ma è scelta in 
base al valore della label che viene aggiornata ad ogni hop del 
percorso  dalla  sorgente  al  destinatario.  La  label  non  dipende 
esclusivamente  dal  campo  indirizzo  del  destinatario  del 
pacchetto di livello 3 ma, è legata, anche ad altre informazioni 
come:  indirizzo  della  sorgente;  valori  del  campo  Precedence; 
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appartenenza  a  Virtual  Private  Network  (VPN);  informazioni 
legate  alla  Quality  of  Service  (paragrafo  1.5)  e  informazioni 
derivanti  dal  processo  di  Traffic  Engineering  (paragrafo  1.5). 
Dunque, il processo di assegnazione delle label, rende possibile 
l'utilizzo di soluzioni più efficienti sia, nella progettazione che, 
nella gestione delle reti.
È  bene  chiarire  subito  che  MPLS  non  è  un  nuovo 
protocollo di routing ma solo una nuova tecnica di inoltro dei 
pacchetti IP . Il routing di livello 3 sarà sempre necessario su reti 
IP basta pensare che:
• tutte le operazioni di filtraggio dei pacchetti da parte di 
firewall sono basate sull'header di livello 3; 
• sebbene si possa realizzare un backbone MPLS al primo 
hop ci sarà un router IP che invierà il pacchetto verso la 
corretta destinazione (il prossimo router può decidere di 
inviare  il  pacchetto  utilizzando  il  routing  IP  oppure 
associare una label ed instradare sul Label Switched Path 
(paragrafo 1.2) appropriato);
• il  processo  di  assegnazione  delle  label  è  fatto  su 
aggregati  di  indirizzi,  è  impossibile  realizzare  una 
associazione  1:1 tra  le  label  e  gli  indirizzi  degli  host. 
Quindi  è  necessario  un  router  IP  all'ultimo  hop  del 
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percorso sorgente-destinatario che consegni il pacchetto 
al giusto destinatario.
I  principali  pregi  dell'architettura  MPLS  sono  la  sua 
flessibilità, dovuta al fatto che non è legata ad una particolare 
tecnologia di trasporto e la sua generalità, in quanto è in grado di 
trasportare qualsiasi tipo di contenuto, sia esso un pacchetto di 
livello 3 (IPv4, IPv6, IPX,...) o una trama di livello 2 (Ethernet, 
PPP, Frame Relay, ATM,...). 
Figura 1.1: Collocazione di MPLS nella pila ISO/OSI
Per  quanto  appena  esposto  si  capisce  che  la  collocazione  di 
MPLS  all'interno  della  pila  protocollare  ISO/OSI  non  è 
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immediata, infatti, la mancanza di funzionalità di routing, indica 
che non può stare al livello 3 ma, non è nemmeno un protocollo 
di  accesso  al  mezzo,  ovvero  livello  2  quindi,  la  sua  naturale 
collocazione è al livello 2,5 (figura 1.1).
1.1  MPLS: funzionamento e dispositivi di rete
MPLS  sfrutta  per  l'instradamento  dei  pacchetti  il 
concetto  di  commutazione  di  etichetta,  trasformando  di  fatto, 
una  rete  connection-less in  una  connection-oriented. L'inoltro 
dei pacchetti in MPLS si realizza in 4 passi fondamentali:
1. Classificazione  :  il  pacchetto  ricevuto  dal  router  di 
ingresso  alla  rete  MPLS  viene  classificato,  cioè 
assegnato ad una  Forwarding Equivalent  Class  (FEC). 
Una FEC non è altro che un gruppo di pacchetti che il 
router  inoltra  allo  stesso  modo (nel  caso  della  rete  IP 
convenzionale le FEC sono identificate dai prefissi degli 
indirizzi di destinazione). 
2. Etichettatura  : una  volta  classificato,  il  pacchetto  viene 
etichettato,  cioè gli  vengono assegnate una o più label 
ciascuna delle quali è contenuta nell'header del pacchetto 
MPLS (paragrafo 1.3).
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3. Inoltro  : il pacchetto viene mandato al router successivo, 
all'interno della  rete  MPLS l'inoltro avviene solo sulla 
base  del  contenuto  della  label.  In  realtà  può  avvenire 
anche sulla base di informazioni contenute nel pacchetto 
MPLS.  Quando il  router  riceve  il  pacchetto,  se  non è 
l'ultimo del cammino, consulta la tabella Incoming Label  
Mapping (che associa al valore della label le istruzioni 
per  l'inoltro),  cambia  il  valore  della  label,  e  inoltra  il 
pacchetto al router successivo.
4. Eliminazione  :  quando il  pacchetto  arriva  al  router  di 
uscita, questo toglie la label e inoltra il pacchetto sulla 
base del  contenuto  di  un altra  label  o,  qualora non vi 
siano altre label sulla base dell'indirizzo di destinazione.
Da quanto esposto si deduce che l'assegnazione di un pacchetto 
ad  una  FEC avviene  solo  sul  router  di  ingresso,  dunque  dal 
router  di  ingresso  a  quello  di  uscita  tutte  le  operazioni  di 
forwarding  verranno  effettuate  utilizzando  solo  la  label. 
Pertanto, l'intestazione del pacchetto IP, non verrà più letta fino 
a quando il pacchetto non arriva al router di uscita del dominio 
MPLS.  In  questo  modo  viene  semplificata  la  procedura  di 
inoltro e si evitano ai router intermedi elaborazioni complesse.
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I  router  MPLS,  detti  Label  Switching  Router (LSR), 
hanno  una  architettura  del  tutto  simile  a  quella  dei  router 
tradizionali  con  una  separazione  tra  piano  dati  e  piano  di 
controllo. L'unica differenza tra un LSR e un router tradizionale 
sta  nell'aggiunta  nel  piano  di  controllo  di  alcuni  meccanismi 
tipici di MPLS come:
• meccanismo  per  associare  le  FEC  alle  etichette  noto 
come Label Binding;
• protocollo  per  la  distribuzione  delle  Label  Binding in 
modo da informare gli altri LSR ed aggiornare le tabelle 
di  forwarding in base ai  Binding  creati  localmente e a 
quelli appresi da un altro LSR.
La  distribuzione  delle  Label  Binding  tra  i  LSR  viene 
preferibilmente  affidata  ad  un  protocollo  di  segnalazione 
tradizionale, come Resource-Reservation Protocol (RSVP) ma, 
può  anche  essere  demandato  ad  un  apposito  protocollo  detto 
Label Distribution Protocol (LDP).
Esistono due  tipi  di  LSR:  i  Core e  gli  Edge.  I  Core-LSR (o 
semplicemente LSR) sono router con tutte le interfacce MPLS, 
mentre gli  Edge-LSR (o semplicemente LER) sono router con 
almeno un interfaccia  non MPLS. I  LER oltre  a  svolgere gli 
stessi compiti dei  Core-LSR si occupano anche di assegnare  e 
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rimuovere  le  etichette,  quindi  sono i  router  di  frontiera  tra  il 
dominio MPLS e il resto della rete (figura 1.2). 
Figura 1.2: Schema di funzionamento di una rete MPLS
Quindi i LER implementano al loro interno sia il forwarding di 
tipo Label Switching sia quello tradizionale IP. Si deduce che le 
tabelle  di  routing  utilizzate  dai  LER siano  diverse  da  quelle 
usate dai Core-LSR :
• FTN (FEC-To-NHLFE) tabella presente sui LER, associa 
ad ogni pacchetto entrante,  inserito in una determinata 
FEC, un insieme di istruzioni (NHLFE: Next-Hop Label  
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Forwarding Entry), per l'inoltro del pacchetto al router 
successivo.
• ILM (Incoming Label  Map)  tabella  presente nei  Core-
LSR associa,  ad  una  etichetta  entrante,  un  insieme  di 
istruzioni (NHLFE) per l'inoltro del pacchetto al router 
LSR successivo (figura 1.3).
La creazione delle due tabelle richiede la presenza di una terza 
tabella la LIB (Label Information Base). La LIB è un data-base 
che contiene al suo interno le associazioni  FEC-label cioè le 
Label Binding.
Figura 1.3: Tabelle ILM e NHLFE
Dovendo associare dei flussi dati a dei percorsi, MPLS 
richiede  la  presenza  di  un  protocollo  di  routing  interno.  Tale 
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protocollo deve generare in modo unico il percorso e fornire la 
vista  topologica  della  rete  su  cui  MPLS  opera.  All'interno 
dell'Autonomous System (AS) è raccomandato l'uso di protocolli 
IGP  di  tipo  Link  State (OSPF,  IS-IS...)  nel  caso  di 
comunicazione da AS ad AS invece, vengono utilizzate speciali 
estensioni del protocollo BGP.
1.2 Label Switched Path
La  connessione  virtuale  stabilita  associando  delle 
etichette ad un determinato percorso tra un LSR di ingresso e 
uno di uscita viene chiamata Label Switched Path (LSP). Quindi 
un  LSP  è  l'analogo  in  una  rete  MPLS  del  concetto  di 
connessione  virtuale  delle  reti  connection  oriented.  Gli  LSR 
intermedi non conoscono il contenuto del pacchetto MPLS che 
può essere sia un pacchetto di livello 3 che una trama di livello 
2.  Dunque  un  LSP  funziona  esattamente  come  un  tunnel 
mascherando agli LSR intermedi il tipo di pacchetto trasportato. 
Esistono due tipi di LSP :
• Hop-by-Hop quando il percorso seguito è quello definito 
dal protocollo di routing adottato nella rete;
• Explicitly  Routed  in  questo  caso  il  percorso  viene 
costruito attraverso dei protocolli di segnalazione come 
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RSVP  o  LDP  (paragrafo1.4);  cioè  è  presente  un 
protocollo che segnala alla  rete la lista  degli  LSR che 
formano il percorso. A seguito di questa segnalazione c'è 
da  parte  degli  LSR  coinvolti  l'associazione  e  la 
distribuzione delle label che definiscono un LSP.
Le ragioni che portano alla costruzione di un LSP esplicito sono 
molteplici.  La  più  importante  è  legata  alle  problematiche  di 
Traffic Engineering  (paragrafo 1.5), ossia alle possibilità  della 
rete  di  definire  percorsi  alternativi  (a  quelli  ricavati  dai 
protocolli di routing) sui quali far confluire il traffico. 
1.3 Modalità di trasporto e formato del pacchetto 
MPLS
L'informazione chiave contenuta in un pacchetto MPLS è 
la label che può essere trasportata in due modi diversi:
• se la rete è  connection less si utilizza lo Shim Header 
(figura  1.4),  cioè  si  aggiungono  al  pacchetto  da 
trasportare uno o più elementi identici di 4 byte;
• nelle  reti  connection  oriented si  possono  sfruttare  gli 
eventuali  campi  “nativi”  come  ad  esempio  il  campo 
VPI/VCI delle celle ATM. 
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Figura 1.4: Shim Header
Lo Shim Header è posto dopo l'header di livello 2 e prima di 
quello di livello 3 ed è composto da 32 bit divisi nel seguente 
modo:
• Label (20 bit): rappresenta l'etichetta;
• Exp  (3  bit):  campo  sperimentale  viene  comunemente 
utilizzato per differenziare fino ad 8 possibili  classi  di 
servizio;
• S (1 bit): bit di stack viene posto ad 1 quando lo Shim 
Header è l'ultimo della pila, in caso di inserimento di più 
header MPLS;
• TTL (8 bit): campo Time To Live serve ad individuare ed 
eliminare pacchetti MPLS che entrano in un loop.
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Quindi  il  funzionamento  di  MPLS  prevede  che  il  router  di 
ingresso  imponga  (Push)  lo  Shim Header,  i  router  intermedi 
scambiano (Swap) le label ed, il router di uscita tolga (Pop) lo 
Shim Header. Possono essere assegnate più di una label ad un 
singolo pacchetto.  Una sequenza di label viene indicata come 
Label Stack.  Il  Label Stack  (RFC 3032:  “MPLS Label Stack  
Encoding”)  permette  di  realizzare  una  struttura  gerarchica  di 
instradamento,  cioè il dominio MPLS può essere suddiviso in 
sotto-domini (ciascuno con una specifica label) ognuno dei quali 
può essere a sua volta suddiviso in più livelli. Quello che accade 
è che un pacchetto entra nel dominio con una singola label e 
“guadagna” una nuova label per ogni livello di sotto-dominio a 
cui accede, in modo del tutto analogo all'uscita da ogni sotto-
dominio viene eliminata la label corrispondente.  
1.4 Protocolli di segnalazione
Per  creare  un  LSP  è  necessario  un  protocollo  di 
segnalazione,  MPLS utilizza il Label Distribution Protocol e il 
Resource Reservation Protocol.
1.4.1: Label Distribution Protocol (LDP)
LDP è  un  protocollo  di  segnalazione  semplice  che  si 
comporta  come  un  Interior  Gateway  Protocol.  Per  poter 
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funzionare  correttamente  LDP  necessita  proprio  di  un  IGP 
(OSPF o IS-IS) attivo sulla rete. Quindi si può utilizzare LDP su 
reti  nelle  quali  è  configurato  un  IGP.  Una  volta  configurato 
correttamente il protocollo LDP comincia ad inviare messaggi di 
DISCOVERY verso tutti i  router della rete abilitati a lavorare 
con  LDP.  Quando  un  router  vicino  riceve  un  messaggio 
DISCOVERY  stabilisce una connessione TCP con il router che 
ha generato tale messaggio. Una volta stabilita la sessione LDP 
il  router  per  mantenere  le  adiacenze  usa  lo  stesso  metodo 
utilizzato da OSPF (pacchetti Hello). I cambiamenti topologici 
causano lo scambio di una serie di messaggi LDP necessari per 
la creazione di nuovi percorsi e il mantenimento delle sessioni 
LDP attive. LDP è un protocollo semplice ma proprio a causa di 
questa  semplicità  non  riesce  a  soddisfare  le  caratteristiche 
necessarie al Traffic Engineering (TE).
1.4.2: Resource Reservation Protocol (RSVP)
RSVP è più complesso rispetto a LDP ed è in grado di 
soddisfare le richieste del TE. Il protocollo RSVP si basa su due 
step. Nel primo passo, downstream, il router di ingresso invia un 
messaggio  PATH  verso  il  router  di  uscita.  Tale  messaggio 
contiene le informazioni sulle risorse necessarie per stabilire un 
LSP. Nel secondo passo, upstream; il router di uscita, dopo aver 
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ricevuto il PATH, spedisce in risposta il messaggio RESV. Tale 
messaggio viene passato da router a router attraverso lo stesso 
percorso  seguito  dal  messaggio  PATH  (ovviamente  in  senso 
inverso). Una volta che il router di ingresso riceve il messaggio 
RESV si può considerare stabilito il  LSP secondo le richieste 
fornite dal router di ingresso nel messaggio PATH. Tutti i router 
lungo il  percorso ricevono gli  stessi messaggi PATH e RESV 
che  contengono  le  richieste  sulla  banda.  Se  un  router  ha  a 
disposizione la banda richiesta viene incluso nel LSP, altrimenti 
invia un messaggio (con il quale informa che non ha sufficiente 
banda a disposizione per soddisfare la richiesta) e il protocollo 
comincia la ricerca di un nuovo LSP che non includa tale router. 
Lo scambio di messaggi RSVP non si interrompe durante tutta la 
durata  della  trasmissione,  infatti  il  LSP rimane  attivo  fino  a 
quando è attiva la sessione RSVP.
1.5 Applicazioni di MPLS
Oltre  ad  essere  utilizzato  per  instradare  i  pacchetti  in 
modo efficiente MPLS può essere usato per:
• applicare tecniche di  Traffic Engineering  (TE) alle reti 
IP;
• gestire la Quality-of-Service (QoS);
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• realizzare  in  modo  più  efficace  possibile  una  rete 
DiffServ;
• realizzare una Virtual Private Network (VPN).
1.5.1: Traffic Engineering (TE)
Il TE è un processo di controllo del traffico il cui scopo è 
l'ottimizzazione delle prestazioni di una rete. Gli obiettivi che si 
prefigge  il  TE  possono  essere  classificati  in  due  insiemi 
principali: 
• Traffic Oriented: si tratta di migliorare la QoS dei flussi 
di traffico che attraversano la rete. La qualità del servizio 
può  essere  migliorata  ottimizzando  alcuni  parametri 
come  il  numero  di  pacchetti  persi,  il  ritardo  e  il 
throughput. Con l'introduzione di DiffServ e dei Service 
Level Agreements (definiscono le regole di erogazione 
dei  servizi  e  i  parametri  da rispettare)  l'ottimizzazione 
dei parametri risulta ancora più importante per cui risulta 
vitale ricorrere al TE.
• Resource Oriented: si tratta di ottimizzare l'utilizzo delle 
risorse di rete disponibili. Un esempio tipico è quello del 
bilanciamento  del  traffico  che  consente  di  evitare 
situazioni  in  cui  una  parte  delle  rete  è  sovraccarica 
mentre un'altra parte risulta sottoutilizzata. 
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Quindi,  in  definitiva,  il  TE  non  è  altro  che  un  processo  di 
controllo che esegue delle operazioni il cui obiettivo è quello di 
soddisfare  determinati  requisiti.  Tale  processo  può  essere 
riassunto  in  quattro  fasi:  definizione  dei  requisiti  (politica  di 
controllo), monitoraggio dello stato della rete, caratterizzazione 
del traffico e infine azioni di controllo. Le azioni di controllo 
consistono nella manipolazione di parametri che permettono di 
modificare e quindi guidare lo stato della rete. I parametri che 
possono essere manipolati si suddividano in tre classi:
• Parametri  relativi  al  traffico:  caratterizzano  il  traffico 
della rete (ad esempio il rate medio, il rate massimo, la 
priorità, ecc).
• Parametri  relativi  alle  risorse della  rete:  consentono di 
caratterizzare  le  risorse  della  rete  attraverso:  attributi 
amministrativi per i link, vincoli sull'utilizzazione delle 
risorse, ecc.
• Parametri relativi al routing: consentono di modificare il 
piano di routing all'interno della rete.
La modifica dei parametri relativi al piano di routing è uno degli 
aspetti più importanti infatti, se non fosse possibile controllare il 
routing  all'interno  della  rete,  risulterebbe  molto  difficile 
raggiungere gli obiettivi di ottimizzazione voluti. 
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1.5.2: MPLS per il  TE
Come visto l'architettura MPLS è nata per aumentare le 
prestazioni  dei  nodi  della  rete,  introducendo  la  label  per  il 
forwarding in  modo da avere un processing dei  pacchetti  più 
rapido.  Tuttavia,  questo  tipo  di  necessità,  è  progressivamente 
venuto  meno  in  conseguenza  delle  continue  innovazioni 
tecnologiche che hanno portato a  router sempre più veloci. Il 
vero  vantaggio  di  MPLS,  che  non  rientrava  tra  i  suoi  scopi 
originari,  è  quello  di  consentire  ai  Service  Provider  di 
implementare  il  Traffic  Engineering  nelle  reti,  aumentandone 
così l'efficienza e le prestazioni. Nell'architettura IP tradizionale 
la selezione del percorso per l'instradamento del traffico viene 
effettuata minimizzando una determinata metrica, rappresentata 
ad esempio dal numero di nodi  attraversati  o dalla  somma di 
termini che esprimono il costo (assegnato su base  statistica) dei 
link.  La conseguenza di ciò è uno sbilanciamento del traffico 
che  viene  instradato  per  la  maggior  parte  su  percorsi 
preferenziali, che così risultano spesso soggetti a congestione. In 
questo contesto poco flessibile mancano le premesse per poter 
sviluppare  il  TE.  MPLS  supera  i  limiti  dell'architettura 
tradizionale  IP  supportando  un  nuovo  tipo  di  routing,  detto 
Constraint-Based  Routing  (CBR).  L'idea  alla  base  di  questo 
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approccio  è  che  per  avere  un  routing  efficiente  si  deve 
continuare  ad  instradare  il  traffico  lungo  percorsi  a  costo 
minimo,  ma  si  devono  contemporaneamente  rispettare 
determinati vincoli (constraints) sullo sfruttamento delle risorse 
di rete. Per poter implementare il CBR sono necessarie nella rete 
funzionalità aggiuntive :
• la  presenza  di  protocolli  di  routing  opportunamente 
estesi  (come  ad  esempio  OSPF-TE  o  ISIS-TE)  per 
trasportare le informazioni relative al TE;
• la presenza di algoritmi per il calcolo dei percorsi che 
rispettino  i  vincoli  ed  un  protocollo  per  l'allocazione 
delle risorse esteso per il TE (come RSVP-TE).
1.5.3 Quality of Services: IntServ e DiffServ
Storicamente Internet è stata progettata per fornire una 
unica  classe  di  servizio  comunemente  detta  Best-Effort.  Tale 
approccio (a singola classe di servizio), valido quando il traffico 
su  Internet  era  praticamente  solo  di  tipo  “dati”,  non  è  più 
sostenibile con l'introduzione delle nuove applicazioni real-time 
come  VoIP,  streaming  audio  e  video  e  molte  altre.  Tali 
applicazioni infatti richiedono un trattamento preferenziale per 
certi flussi di traffico. Per questo motivo l'Internet Engineering 
Task  Force (IETF)  ha  introdotto  l'architettura  IntServ  (RFC 
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1633:  “Integrated  Services  in  the  Internet  Architecture:  an  
Overview”), ovvero il primo tentavo di implementare su Internet 
un  modello  di  tipo  “multiservizio”.  L'architettura  IntServ  è 
basata sul protocollo Resource Reservation Protocol (RSVP) per 
l'allocazione delle risorse. IntServ si basa cioè su un paradigma 
connection-oriented, in cui si riservano risorse per ogni singolo 
flusso  dati  con  un'opportuna   segnalazione  e  con  il 
mantenimento delle informazioni di stato sul flusso in ogni nodo 
attraversato. Proprio il fatto che venga garantita la QoS su ogni 
singolo flusso è il punto debole del modello IntServ, che ne ha 
precluso l'applicazione su reti  di  grandi dimensioni.  Infatti,  la 
realizzazione pratica di  questa  idea,  richiede la  conservazione 
sui router di un numero enorme di “stati di prenotazione”, uno 
per  ciascun  flusso,  con  conseguente  spreco  di  memoria  e  di 
capacità elaborativa.
Per  superare  questi  problemi  di  scalabilità  la  IETF ha 
introdotto  una  nuova  architettura:  Differientiated  Services  
(DiffServ,  RFC  2475:  “An  Architecture  for  Differentiated  
Services”).  DiffServ  può  considerarsi  una  soluzione  di 
compromesso tra il modello “solo Best-Effort” e quello IntServ. 
Il concetto di flusso informativo, introdotto nell'IntServ, non ha 
più senso in questo modello: i router non devono più gestire una 
connessione per ogni flusso ma prendono decisioni direttamente 
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sul  singolo  pacchetto.  L'informazione  sul  trattamento  che  un 
pacchetto  deve  ricevere  è  trasportata  dal  pacchetto  stesso, 
evitando così la necessità dello scambio delle informazioni di 
controllo  tra  i  router  e  il  mantenimento  delle  informazioni  di 
stato di ogni flusso (realizzate tramite RSVP). 
Figura 1.5: Campo DSCP ottenuto dalla ridefinizine del campo TOS
L'idea  del  DiffServ  è  quella  di  fornire  differenti  servizi 
definendo delle classi di servizio: Classes of Services  (CoS) che 
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corrispondono  ad  aggregati  di  traffico  ed  hanno  ognuna  una 
diversa  priorità.  Per  poter  realizzare  questa  classificazione  si 
sfrutta  il  campo  DiffServ  Code  Point  (DSCP),  ottenuto  dal 
campo TOS del pacchetto IPv4 o, dal campo  traffic class del 
pacchetto  IPv6  (figura  1.5).  Grazie  alle  CoS  tutti  i  pacchetti 
vengono  riuniti  in  pochi  flussi  aggregati  detti  Behaviour  
Aggregate (BA), che vengono trattati in modo diverso all'interno 
della rete. Il funzionamento di DiffServ può essere riassunto nel 
seguente modo:
• ai  bordi  del  dominio  DiffServ  i  singoli  pacchetti 
vengono  classificati  (marcatura  del  campo  DSCP)  in 
base ai requisiti prestazionali richiesti;
• ad ogni valore del campo DSCP corrisponde una certa 
CoS, tutti i pacchetti con stesso DSCP appartengono alla 
stessa  classe  di  servizio  e  all'interno  della  rete  sono 
trattati allo stesso modo;
• su  ogni  router  della  rete  vengono  definiti  i  Per  Hop 
Behaviour (PHB), ovvero i comportamenti che il router 
deve  tenere  nei  confronti  delle  varie  CoS,  come  ad 
esempio  l'algoritmo  di  scheduling  da  utilizzare,  la 
quantità di spazio a disposizione sul buffer e la quantità 
di banda a disposizione;
25
MultiProtocol Label Switching (MPLS)
• quando  un  pacchetto  arriva  ad  un  router  interno  al 
dominio  DiffServ,  questo  esamina  il  campo  DSCP e 
tratta il pacchetto in base alla CoS a cui appartiene.
Il  campo DSCP come mostrato (figura 1.5) deriva dal campo 
TOS del pacchetto IPv4, e viene usato per identificare i flussi 
appartenenti ad un aggregato e associarli ad un PHB. Il DSCP è 
composto da 6 bit e quindi sono disponibili allo stato attuale 64 
diversi PHB. Un dominio DiffServ, può essere visto come un 
autonomous system (AS) composto da due tipi di router:
• Core o Interior router, sono i router interni al dominio;
• Boundary router, router di frontiera che hanno almeno un 
interfaccia collegata con un nodo di un altro AS.
I due tipi di router differiscono non solo per la posizione che 
occupano nella rete ma anche per le funzioni che svolgono. I 
Boundary router inoltrano i pacchetti provenienti da altri AS nel 
dominio  DiffServ.  Prima  di  poter  essere  inoltrati  però  tali 
pacchetti devono essere classificati quindi il Boundary router si 
occuperà di assegnare ad ogni pacchetto il giusto PHB. I Core 
router,  invece,  leggono  semplicemente  il  valore  DSCP  e 
inoltrano  il  pacchetto  sull'interfaccia  scelta  dal  processo  di 
routing e  nella  coda stabilita  per  la  CoS a cui  il  pacchetto  è 
associato (figura 1.6).
26
MultiProtocol Label Switching (MPLS)
Figura 1.6: Esempio di dominio DiffServ
Nell'architettura  DiffServ  oltre  al  Best-Effort  sono  disponibili 
altre  due  CoS:  Expedited  Forwarding e  Assured  Forwarding. 
L' Expedited Forwarding permette di offrire le prestazioni di una 
linea  dedicata  virtuale  caratterizzata  da  basse  perdite,  basse 
latenze, basso jitter e garantisce un elevata larghezza di banda. 
Per  l'  Expedited  Forwarding  deve  essere  sempre  garantita 
l'assenza  di  congestione  della  coda  associata  ad  esso  e  tale 
garanzia deve essere verificata indipendentemente dall'intensità 
del resto del traffico appartenente ad altri  PHB; cioè le varie 
classi di servizio non si devono influenzare tra di loro. Un modo 
per implementare l'Expedited Forwarding è quello di predisporre 
una coda con priorità superiore. Per evitare interferenze si deve 
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fare  in  modo  che  non  siano  presenti  altre  code  con  priorità 
superiore a quella assegnata a tale coda. L' Assured Forwarding 
è un servizio end-to-end che garantisce il recapito del pacchetto; 
viene definita una certa larghezza di banda “di profilo”,  ed il 
traffico che rientra in questa larghezza viene recapitato con alta 
probabilità.  L'  Assured  Forwarding  permette  di  configurare 
diversi livelli di affidabilità e di priorità di inoltro del traffico 
(figura 1.7). 
Figura 1.7: Classi di Servizio nel DiffServ
Sono presenti quattro classi di servizio per ognuna delle quali ci 
sono tre differenti livelli di scarto (drop). I pacchetti vengono 
marcati  ed  inseriti  in  una  delle  classi  in  base  ai  servizi 
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sottoscritti dal cliente e, in caso di congestione, vengono scartati 
in base ai livelli di priorità. Questo PHB si adatta molto bene a 
tutte  quelle  applicazioni  che  non  hanno  richieste  assolute  di 
banda, ma che hanno bisogno di una priorità maggiore di quella 
del normale traffico. 
1.5.4 Implementazione della QoS DiffServ su MPLS
 MPLS  è  un  architettura  di  rete  che  spesso  viene 
erroneamente citata come architettura per la qualità del servizio. 
In realtà essa non fornisce di per sé alcun meccanismo per la 
gestione della QoS. Ciò che MPLS offre, grazie ai protocolli di 
routing estesi per fornire TE, è la possibilità di lavorare in un 
contesto  connection-oriented,  necessario per l'implementazione 
della QoS, garantendo risorse trasmissive ad aggregati di traffico 
ma  non  discriminando  i  pacchetti  nel  trattamento  ad  essi 
riservato  nei  nodi.  L'architettura  DiffServ,  invece,  permette  la 
classificazione  dei  pacchetti  in  BA  e  il  loro  trattamento 
diversificato  rappresentato  dai  PHB.  L'integrazione  delle  due 
architetture  porta  quindi  allo  sviluppo  di  un  meccanismo per 
gestire  in  modo  completo  la  QoS.  Affinché  MPLS  possa 
supportare  DiffServ,  è  necessario  che  gli  LSR  riescano  a 
distinguere i vari pacchetti in base al loro DSCP per inoltrarli 
secondo  il  PHB corrispondente.  Sorge  allora  un  problema in 
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quanto gli LSR si basano esclusivamente sulle label dello Shim 
Header MPLS per il forwarding dei pacchetti e, non esaminano, 
l'header IP nel quale, come visto, è inserito il DSCP. Per  tale 
problema sono state proposte due soluzioni:
• E-LSP (Experimental bit inferred LSP): viene utilizzato 
il  campo  EXP dello  Shim  Header  come  sostituto  del 
campo  DSCP  per  portare  l'informazione  sul  DSCP 
all'interno del dominio MPLS. L'inconveniente di questo 
approccio consiste nella dimensione del campo EXP di 
soli tre bit contro i sei del campo DSCP, in questo modo 
si possono supportare al massimo otto diversi DSCP e 
quindi otto diversi PHB. Nel caso di una rete nella quale 
siano effettivamente implementati o richiesti al massimo 
otto PHB, le funzioni DiffServ possono essere esplicate 
semplicemente leggendo negli LSR il valore del campo 
EXP  ed  assegnando,  di  conseguenza,  i  pacchetti  al 
corretto  BA.  Questo  metodo ha  il  vantaggio  di  essere 
semplice  e  di  non  richiedere  alcuna  segnalazione  di 
controllo aggiuntiva.
• L-LSP  (Label  inferred  LSP):  la  seconda  soluzione 
proposta è utile nei casi in cui si debbano trattare più di 
otto PHB. In tal caso il campo EXP non è più sufficiente, 
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e  lo  Shim  Header  necessita  di  essere  modificato  in 
qualche  modo  per  consentire  il  trasporto 
dell'informazione  sul  DSCP.  É  stato  deciso  di 
incrementare  il  significato  del  campo  label,  che  deve 
indicare  sia  l'appartenenza  ad  una  certa  FEC  che 
l'appartenenza ad un certo BA. Il campo EXP viene in 
questo caso utilizzato per esprimere il valore della drop 
precedence,  in  modo  da  trattare  i  pacchetti  secondo 
l'opportuno PHB. Ad esempio nel caso della categoria di 
PHB  Assured  Forwarding  (AS),  nella  label  si  trova 
l'informazione sullo scheduling e, quindi,  la coda sulla 
quale instradare il pacchetto; nel campo EXP si trova il 
valore (tra i tre possibili per ogni classe di scheduling di 
AF) della drop precedence. É necessario far confluire i 
pacchetti  di  un  medesimo  BA in  un  L-LSP comune, 
poiché sono destinati tutti alla stessa coda: un L-LSP può 
trasportare una sola classe di servizio. Questo modo di 
procedere  consente  di  avere  tutti  i  PHB  necessari,  a 
spese  di  una  complicazione  della  componente  di 
controllo  MPLS.  Infatti  è  necessario  estendere  i 
protocolli  per  la  distribuzione  dei  binding  tra  label  e 
FEC, che adesso devono includere anche le binding tra 
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label e PHB. La distribuzione deve essere effettuata al 
momento della creazione di un L-LSP. 
Le due alternative  per  gli  LSP con supporto di  DiffServ non 
sono  mutamente  esclusive  e  possono  coesistere  non  solo  a 
livello di dominio MPLS ma anche a livello di singolo link. Un 
esempio di dominio DiffServ over MPLS è mostrato in figura 
1.11.
Figura 1.8: Esempio di dominio DiffServ over MPLS
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Capitolo 2
 JUNOS OS e JUNOScript API
Juniper Networks è una società che offre infrastrutture di 
rete ad alte prestazioni in grado di creare un ambiente sicuro e 
reattivo per lo sviluppo di servizi e applicazioni su una rete. I 
prodotti  della  Juniper  Networks  utilizzano  processori  di 
pacchetto  che  consentono  di  offrire  servizi  che  spaziano 
dall’accesso  a  Internet  fino  alla  garanzia  della  consegna  di 
pacchetti  di  tipo  audio,  video  e  dati  alle  massime  velocità 
consentite  dai  cablaggi.  La  Juniper  Networks  è  in  grado  di 
offrire varie soluzioni di routing IP per service provider, carrier e 
possessori di grandi reti. Grazie a tecnologie come le reti VPN 
(Virtual  Private  Network),  la  commutazione  MPLS  e  il 
multicasting  i  sistemi  Juniper  Networks  rendono  possibile 
l'implementazione in maniera economicamente efficiente di più 
servizi  sulla  stessa  rete.  Tutte  le  piattaforme  della  Juniper 
Networks vantano compattezza, densità di porte ed efficienza di 
alimentazione a cui si aggiungono i seguenti vantaggi:
 JUNOS OS e JUNOScript API
• vasta gamma di interfacce caratterizzate da prestazioni e 
funzionalità  omogenee  per  migliorare  i  livelli  di 
flessibilità, affidabilità e scalabilità delle reti; 
• funzionalità  specifiche  per  minimizzare  la  congestione 
del traffico e massimizzare la disponibilità della rete;
• vasta gamma di protocolli di routing tra cui BGP, MPLS, 
GMPLS, IS-IS, OSPF, RIP, MBGP, DVMRP.
Alla  base  di  tutti  i  dispositivi  della  Juniper  Networks  c'è  il 
sistema  operativo  JUNOS  (figura  2.1)  le  cui  caratteristiche 
architetturali  consentono  di  incrementare  la  disponibilità, 
l'efficienza e  la  flessibilità  della  rete.  Il  JUNOS è un sistema 
operativo  affidabile  ad  alte  prestazioni  per  router,  switch  e 
dispositivi di sicurezza. 
Figura 2.1: Overview dei prodotti Juniper Networks 
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2.1 Caratteristiche generali di JUNOS
I  pregi  del  sistema  operativo  JUNOS  possono  essere 
riassunti in:
• unico  sistema  operativo  per  tutti  i  dispositivi  :  questo 
facilita il compito degli sviluppatori del software. Infatti 
lo sviluppo di nuove funzionalità avviene una sola volta, 
senza  problemi  relativi  alla  diversa  metodologia  di 
lavoro dei diversi dispositivi di rete, visto e considerato 
che  questi  si  basano  sullo  stesso  sistema  operativo  e 
dunque operano allo stesso modo. Una volta realizzata; 
una  nuova  funzionalità  può  essere  immediatamente  e 
simultaneamente  condivisa  da  tutti  gli  apparati.  Si 
ottiene  così  una  riduzione  dei  tempi  di  lavoro  e  si 
semplificano  le  operazioni  di  pianificazione, 
implementazione e gestione della infrastruttura di rete.
• unica  strategia  di  gestione  degli  aggiornamenti  :  ogni 
nuova  versione  del  software  JUNOS  è  rilasciata 
all'incirca ogni tre mesi ed include tutte le funzionalità 
della  versione  precedente.  Dunque  la  distribuzione 
avviene in modo ottimale, stabile e collaudato. 
• architettura  modulare  :  il JUNOS  ha  una  struttura 
modulare  cioè  è  organizzato  in  processi  software 
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separati, ognuno dei quali realizza una porzione di una 
funzionalità  dell'apparato  di  rete.  Ogni  processo  viene 
eseguito  su  un'area  di  memoria  dedicata  e  protetta,  in 
modo  da  assicurare  la  completa  indipendenza  tra  i 
processi. 
In particolare, proprio la modularità, rappresenta la caratteristica 
più importante del JUNOS e porta dei vantaggi rispetto a sistemi 
operativi compatti:
• nel  caso  in  cui  l'esecuzione  di  un  singolo  processo 
fallisce, non necessariamente fallisce l'intero processo di 
routing;
• è  possibile  aggiungere  nuove  caratteristiche  ad  un 
processo senza interrompere i processi in esecuzione;
• c'è una separazione tra i processi del  forwarding plane 
(piano dati), che si occupano di instradare i pacchetti, e 
quelli  del  control  plane  (piano  di  controllo),  che  si 
occupano della gestione dei protocolli di routing.
2.2 Architettura dei router Juniper Networks
Tutti i router Juniper hanno un architettura che separa il 
piano  di  controllo  dal  piano  dati.  Lo  schema  di  un  router  è 
mostrato in figura 2.2. Tale schema è indipendente dal fatto che 
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tale  separazione  (tra  piano  dati  e  piano  di  controllo)  sia 
realizzata a livello hardware o software.
Figura 2.2: Architettura di un router Juniper
La Routing Engine  (RE) si occupa di: eseguire il protocollo di 
routing,  controllare  le  interfacce,  controllare  i  componenti, 
controllare  l'accesso  al  router  e  occuparsi  del  System 
Management.  La  Packet  Forwarding Engine (PFE)  instrada  i 
pacchetti  che  attraversano  il  router,  in  base  alla  tabella  di 
forwarding che riceve dalla RE. La RE può essere vista come 
“l'intelligenza”  del  router  mentre,  la  PFE,  rappresenta  il 
“braccio”, cioè si limita a fare quello che gli viene ordinato.
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Quello che accade quando viene eseguito il processo di routing 
(al cui interno sono implementati tutti i protocolli di routing che 
il router è in grado di utilizzare) può essere riassunto in:
• vengono attivati tutti  i  protocolli di  routing configurati 
(tutti i pacchetti che contengono informazioni di routing 
sono  processati  dal  JUNOS  prima  di  qualsiasi  altro 
pacchetto cioè sono ad elevata priorità);
• tutte  le  informazioni  apprese  da  tutti  i  protocolli  di 
routing vengono memorizzate in varie tabelle;
• grazie alle informazioni apprese dai protocolli di routing 
il processo di routing determina le routes attive per ogni 
destinazione  della  rete  e  memorizza  tali  routes  nella 
tabella di forwarding (FT). 
Una volta terminato il processo la RE comunica la FT alla PFE 
attraverso  un  link  interno  che  può  essere  software  (cioè 
realizzato da un protocollo) o hardware, a secondo di come è 
stata realizzata la separazione tra piano dati e piano di controllo 
nel  router  in  esame.  Gli  aggiornamenti  della  FT sono ad alta 
priorità  cioè,  sono  comunicati  alla  PFE  il  più  velocemente 
possibile  per  rendere  il  sistema  reattivo  alle  variazioni  dello 
stato della rete. Il router inoltre non cancella mai vecchie routes 
(che cioè non sono state utilizzate di recente) dalla FT per creare 
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spazio  a  nuove routes.  Questo garantisce  alte  performance di 
forwarding per tutti i pacchetti che appartengono ad un qualsiasi 
flusso  di  traffico  e  che  sono  diretti  verso  qualunque 
destinazione.
2.3 Interfacce utente del JUNOS
Il file di configurazione dei router Juniper è un semplice 
file di testo (compilato dal sistema operativo) che contiene tutte 
le  informazioni  sulle  impostazioni  del  router  (nome e  tipi  di 
interfacce, protocolli di routing attivi, firewall etc). Tale file può 
essere modificato attraverso le interfacce utente. Nel JUNOS le 
modifiche  delle  impostazioni  del  router  non  avvengono  sulla 
configurazione attualmente attiva (active configuration), ma su 
una copia di tale configurazione  (candidate configuration). La 
active configuration è la configurazione attualmente in uso ed è 
anche la configurazione che viene caricata all'avvio del router. 
La  candidate  configuration è  una  copia  della  configurazione 
active (creata con il comando configure) sulla quale si possono 
apportare  le  modifiche  necessarie.  Tale  configurazione  è 
temporanea e diventa permanente solo a seguito dell'esecuzione 
del comando commit. Il fatto che JUNOS non vada a lavorare 
sulla configurazione attiva ma su una sua copia, dà la possibilità 
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di raggruppare insieme più modifiche e applicarle tutte in una 
sola  volta.  Il  JUNOS  mantiene  in  memoria  fino  a  50 
configurazioni  “storiche” numerate  in  ordine a  partire  dalla  0 
(che è la  active) fino alla 49. Ognuna di queste configurazioni 
può essere richiamata attraverso il comando roolback n, dove n 
indica il numero della configurazione che vogliamo richiamare 
(figura 2.3). 
Figura 2.3: Gestione delle configurazioni in JUNOS 
La  gestione  e  la  configurazione  dei  router  Juniper  da 
parte  dell'utente  avviene  grazie  a  delle  interfacce-utente 
implementate nel JUNOS. Le due interfacce-utente più diffuse 
ed utilizzate  sono la  Command-Line Interface (CLI paragrafo 
2.3.2)  e  la  J-Web Graphical  User  Interface  (paragrafo  2.3.1) 
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esistono però anche altri tipi di interfacce meno diffuse come la 
JUNOScript API (paragrafo 2.4) 
2.3.1 Interfaccia J-Web 
La  J-Web  è  un  interfaccia  di  tipo  grafico  (GUI),  alla 
quale  si  accede  tramite  una  connessione  HTTP.  Dunque,  una 
volta effettuato l'acceso alla J-Web (cioè dopo l'autenticazione e 
l'autorizzazione),  ci  troviamo  di  fronte  ad  una  finestra  Web 
organizzata in sezioni esplorabili (figura 2.4).
Figura 2.4: Layout della interfaccia J-Web
La  J-Web  fornisce  Wizards (guide)  che  aiutano  nella 
configurazione,  nel  monitoraggio  e  nella  gestione  delle 
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funzionalità  basilari  del  router.  Per  quanto  riguarda  la 
configurazione  delle  funzionalità  più  avanzate,  non  sono 
presenti Wizards, ma è possibile lavorare direttamente sul file di 
configurazione  del  router,  operazione  tuttavia  sconsigliata 
anche agli utenti esperti.
2.3.2 Command-line Interface (CLI)
La CLI è un interfaccia a riga di comando che permette 
all'utente di interagire con il router, digitando opportuni comandi 
su un emulatore di terminale testuale simile alla shell dei sistemi 
Unix. Si può accedere alla CLI in due diversi modi:
• collegando direttamente un PC alla porta di console del 
router;
• da remoto, tramite uno dei due protocolli Telnet o SSH 
(in  questo  caso  è  necessario  che  il  router  sia  stato 
precedentemente configurato e connesso alla rete).
Anche per l'accesso alla CLI come per la J-Web è necessario 
eseguire una procedura di autenticazione ed autorizzazione. La 
CLI prevede due modalità di lavoro:
• Operational mode:  si può monitorare e controllare il 
software,  la  connettività  della  rete  e  l'hardware  del 
router  ma  non  si  possono  apportare  modifiche  alla 
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configurazione.  I  comandi  utilizzabili  sono strutturati 
in modo gerarchico (figura 2.5);
 
Figura 2.5: Struttura gerarchica operational mode nel caso del comando 
       show ospf neighbor
• Configuration  mode:  permette  di  configurare  tutte  le 
proprietà del software JUNOS (interfacce, informazioni 
di routing, protocolli di routing, accesso degli utenti) e 
anche tutte le proprietà hardware del sistema. Anche in 
questa modalità i comandi sono strutturati secondo una 
gerarchia del tutto simile a quella dell'operational-mode.
Subito  dopo  aver  effettuato  l'accesso  l'utente  accede  alla 
modalità operational-mode il cui prompt è :
user@host>
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per  passare  al  configurational-mode basta  digitare  l'istruzione 





Tutti  i  comandi  della  modalità  operational possono  essere 
eseguiti  anche  in  modalità  configuration basta  che  siano 
preceduti dal comando run. Altri due comandi di fondamentale 
importanza  utili  a  inserire  e  rimuovere  istruzioni  dal  file  di 
configurazione sono : set e delete.
2.4 JUNOScript API
Una  API  (Application  Programming  Interface)  è 
un'interfaccia aperta di un software, cioè un interfaccia che può 
essere  utilizzata  per  interagire  con  un  programma  e  quindi 
espanderne le funzionalità. Il JUNOScript è un API che fornisce 
un'interfaccia  fra  applicazione  client  e  server  JUNOS.  Cioè 
attraverso  il  JUNOScript  si  possono  modificare  le 
configurazioni dei router che utilizzano JUNOS come sistema 
operativo. La comunicazione tra il client e il server JUNOScript 
avviene  tramite  lo  scambio  di  file  XML  (paragrafo  2.4.1) 
all'interno  di una sessione dati. Cioè le due parti, client e server, 
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prima  di  iniziare  a  scambiarsi  i  dati  devono  stabilire  una 
connessione  tra  loro  che  verrà  chiusa  nel  momento  in  cui  lo 
scambio dati termina (figura 2.6). 
Figura 2.6: Sessione JUNOScript
I passi base per la creazione di una sessione JUNOScript sono:
• client stabilisce una connessione HTTP con il  server e 
apre la  sessione  JUNOScript  utilizzando un protocollo 
tra SSH, Outbound SSH, Secure Socket Layer (SSL) o 
Telnet;
• client e  server  si  scambiano delle  informazioni  iniziali 
utili  ad esempio a  stabilire  se le  versioni  dei  software 
JUNOS e  JUNOScript API sono compatibili;
• client invia richieste al server e attende le risposte;
• server  riceve  le  richieste  le  elabora  (con  l'opportuno 
modulo software) e  invia la risposta al client;
• client riceve le risposte le analizza ed in base a questa 
analisi elabora eventuali altre richieste;
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• se il  client non ha altre richieste da inoltrare al  server 
chiude sia la sessione JUNOScript che la connessione al 
server.
2.4.1 Extensible Markup Language (XML)
XML è un linguaggio, simile ad HTML; pubblicato nel 
1998 dal  World  Wide Web Council  (W3C:   consorzio  per  la 
definizione degli standard del WWW) . Nato come standard per 
la rappresentazione di documenti di testo si è poi imposto come 
infrastruttura  generale  per  lo  scambio  di  informazioni  tra 
applicazioni. XML è un linguaggio a marcatori (tag) e dunque, 
come tutti i linguaggi di questo tipo, consente di descrivere con 
precisione qualunque tipo di informazione. Nonostante il nome 
non si tratta di un vero e proprio linguaggio di programmazione 
ma, di  un metalinguaggio, cioè di un insieme di regole (dette 
specifiche) utili alla creazione di un linguaggio personalizzato.  I 
principali motivi che hanno sancito il successo di XML sono:
• Semplicità  :  l'informazione  è  organizzata  secondo  una 
struttura gerarchica che facilita l'esplorazione e la ricerca 
di informazioni.
• Espandibilità  :  come detto XML è un metalinguaggio e 
dunque  è  possibile  creare  tag  personalizzati.  Inoltre  è 
possibile,  ma  non  obbligatorio,  definire  le  regole 
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semantiche  di  relazione  tra  tag,  in  modo  da  dotare  il 
nuovo linguaggio di potenza espressiva.
• Portabilità  : i documenti XML sono in formato testuale, 
basato  sulla  codifica  ASCII  a  7  bit,  quindi  facili  da 
trasferire ed elaborare anche da piattaforme hardware e 
software  differenti. 
• Indipendenza  :  XML  è  uno  standard  del  consorzio 
internazionale  W3C  ed  è  dunque  indipendente  dalle 
aziende produttrici di software.  
Lo scambio di dati in formato XML tra due applicazioni 
è  possibile  se  tali  applicazioni  sanno  come  è  strutturata 
l'informazione  all'interno  del  file  XML.  I documenti  XML 
hanno significato solo se sono strutturati in modo da contenere 
informazioni in grado di essere elaborate automaticamente dalle 
applicazioni. Perché questo sia possibile, non basta avere delle 
regole sintattiche da applicare ma, è necessario, che sia definita 
anche  una  grammatica  che  identifica  quali  elementi  sono 
permessi: in che numero, con quali attributi, cosa è facoltativo, 
cosa  è  obbligatorio  ed  altro  ancora. Per  la  descrizione  della 
struttura di un file XML esistono vari strumenti ma sicuramente 
il più diffuso è il Document Type Definition (DTD). Il DTD è 
stato  il  primo  metodo  utilizzato  per  definire  le  componenti 
47
 JUNOS OS e JUNOScript API
ammesse  nella  costruzione  di  un  documento  XML.  I  DTD 
possono essere inseriti all'interno del documento XML oppure in 
un file a parte al quale il documento XML farà riferimento. Le 
caratteristiche del DTD sono:
• definisce i tag leciti: non si possono usare altri elementi 
al di fuori di quelli definiti, è una specie di vocabolario 
che contiene le parole che è possibile usare all'interno del 
documento;
• definisce  la  struttura  di  ogni  tag:  indica  cosa  può 
contenere  ciascun tag,  l'ordine,  la  quantità  di  elementi 
che possono comparire e se tali elementi sono opzionali 
o obbligatori;
• definisce  una  serie  di  attributi  per  ogni  elemento   e  i 
valori che questi attributi possono o devono assumere;
• fornisce  meccanismi  per  semplificare  la  gestione  del 
documento, come la possibilità di importare parti di altri 
DTD;
Oltre a questo, il DTD, viene utilizzato anche per controllare la 
correttezza  di  un  documento  e  validarlo,  infatti  in  XML un 
documento è valido se è congruente rispetto al DTD che gli è 
stato associato. Il controllo della validità di un documento è una 
garanzia  di  congruenza  formale,  necessaria  per  applicare  al 
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documento  procedure  automatiche  di  elaborazione.  Tuttavia 
XML permette la validazione anche di documenti ben formati 
(well-formed), cioè documenti che, pur essendo privi di DTD, 
presentano una struttura regolare, comprensibile e che rispetta la 
sintassi generica. 
2.4.2 Sintassi di XML
 La sintassi di XML è formata da tag ai quali si possono 
associare  attributi  o  eventualmente  altri  tag.  Ciascun  tag  è 
delimitato da due simboli di inizio e di fine: le parentesi angolari 
< >, che racchiudano al loro interno il nome del marcatore. I 
tag devono essere a coppie: dopo un tag di apertura deve sempre 
essere presente il relativo tag di chiusura.  Con il termine  tag 
element  si definisce l'insieme dei tre elementi:  tag di apertura 
(opening tag:  <tag>),  contenuto informativo (contents:  stringa 
di caratteri alfanumerici che può a sua volta contenere altri  tag 
element), tag di chiusura (closing tag: omonimo rispetto a quello 
di  apertura,  si  distingue  per  il  simbolo  /  ,  a  seguito  della 
parentesi  angolare  <  cioè:  </tag>).  XML ammette  per  altro 
anche tag vuoti, cioè privi del contenuto informativo, in cui il 
tag di apertura e di chiusura possono essere sostituiti da un unico 
tag: <tag/>.  Vediamo  qui  di  seguito  alcuni  esempi  di  tag 
element:
49
 JUNOS OS e JUNOScript API
<interface-state>enabled</interface-state>
<input-bytes>25378</input-bytes>
Il  JUNOScript  utilizza  dei  tag  personalizzati  che 
rispettano la convenzione di XML secondo la quale il nome del 
tag  indica  il  tipo  di  informazione  contenuta  nel  campo 
informativo.  Ad  esempio  il  tag  element  <interface-state> 
conterrà informazioni circa lo stato attuale di tutte le interfacce 
della  piattaforma di  routing.  Allo  stesso modo il  tag  element 
<input-bytes> conterrà  informazioni  sul  numero  di  bytes 
ricevuti dal router.
2.4.3 Mappatura  comandi CLI in JUNOS tag elements
Ogni richiesta emessa dal JUNOScript client deve, per 
poter  essere  interpretata  in  modo corretto  dal  server  e  quindi 
rispettare le regole definite nel DTD. Cioè il client che emette 
una richiesta sotto forma di documento XML deve utilizzare i 
tag elements nel giusto ordine e nel giusto contesto. Anche la 
risposta del JUNOScript server deve rispettare le regole stabilite 
nel  DTD  per  poter  essere  interpretata  correttamente 
dall'applicazione  client.  Le  richieste  del  client  vengono 
racchiuse  tra  un  opening tag  <rpc> e  un closing  tag  </rpc> 
mentre  le  risposte  del  server  utilizzano  altri  due  tag  <rpc-
reply>...</rpc-reply>. 
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Come visto le richieste del client e le risposte del server 
sono sotto forma di documenti XML proprio per questo motivo 
il JUNOScript API definisce una corrispondenza uno ad uno tra 
i comandi CLI (sia in modalità operational che configuration) e 
i  tag  elements.  Vediamo un  esempio  di  corrispondenza  tra  il 












Soffermiamoci  un  attimo  sui  comandi  della  modalità 
configuration. Come detto il JUNOScript API definisce un  tag 
element per ognuno dei comandi presenti  nella gerarchica del 
configuration mode. Ai più alti livelli della gerarchia c'è un vero 
e  proprio  mappaggio  (spesso  viene  utilizzato  anche  lo  stesso 
nome) uno ad uno tra i comandi CLI e i tag elements. Però mano 
a mano che scendiamo nei livelli della gerarchia il mappaggio è 
sempre meno diretto  e  intuitivo (tutte  le  corrispondenze  sono 
disponibili  nel  Junos  OS:  Junos  XML  API  Configuration  
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Reference). In particolare il tag  <configuration> corrisponde 
al  livello  gerarchico  [edit].  Vediamo  un  esempio  dove  si 




  login {




  ospf {






   <login>
     <!--. . . -->
   </login>
 </system> 
 <protocols>
   <ospf>
     <!-- . . . -->  
   </ospf>
 </protocols>
</configuration>
Nell'esempio  si  nota  come ad  ogni  parentesi  graffa  aperta  (o 
chiusa) nella CLI corrisponde un opening (o closing) tag nel file 
XML.  La corrispondenza uno ad uno tra comandi CLI e tags 
XML  viene  a  mancare  quando  si  ha  a  che  fare  con  gli 
identificativi.  Infatti  mentre  nella  CLI  si  può  associare 
l'identificativo direttamente al comando in XML si deve creare 
un  tag  opportuno  (di  solito  si  utilizza  il  tag  <name>)  per 
specificare l'identificativo. Vediamo di chiarire tale concetto con 
un esempio:
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CLI configuration mode
protocols {
  bgp {
    group G1 {
      
      type external;
      peer-as 56;
      neighbor 10.0.0.1;
    






    <bgp>
      <group>
        <name>G1</name>
        <type>external</type>
        <peer-as>56</peer-as>
        <neighbor>
          <name>10.0.0.1</name>
        </neighbor>
      </group>
    </bgp>  
  </protocols>
</configuration>
L'esempio  mostra  proprio  quanto  esposto.  Infatti  gli 
identificativi  come  il  nome  del  gruppo  BGP  (G1)  oppure 
l'indirizzo del neighbor (10.0.0.1) necessitano in XML di un tag 
specifico (in entrambi i casi è stato usato <name>...</name>).
2.5  JUNOScript Perl Client
I router della Juniper Networks hanno al loro interno un 
modulo Perl, chiamato JUNOS, che aiuta i client a sviluppare in 
modo facile e veloce degli script in Perl. Tali script sono utili a 
configurare  e  monitorare  tutti  i  dispositivi  di  rete  (switches, 
router e dispositivi di sicurezza) che utilizzano il JUNOS come 
sistema  operativo.  Il  modulo  Perl  contiene  al  suo  interno  il 
JUNOS::Device,  cioè  un  modulo  che  fornisce  un'interfaccia 
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orientata agli oggetti che consente la comunicazione tra client e 
server  JUNOScript.  La  comunicazione  tra  client  e  server  nel 
caso  in  cui  si  utilizza  il  modulo  JUNOS::Device  può  essere 
riassunta in pochi piccoli passi (figura 2.7):
• il client crea uno script in Perl che contiene le istruzioni 
utili alla configurazione e al monitoraggio del dispositivo 
di rete;
• il client esegue lo script Perl che per prima cosa apre la 
connessione e la sessione JUNOScript e successivamente 
inoltra su di esse la richiesta per il server;
• il  server  riceve  le  richieste  del  client:  le  elabora  con 
l'opportuno modulo software, crea le risposte (in formato 
XML) e infine invia tali risposte al client;
• il  client  riceve  le  risposte  del  server  e  conclude 
l'esecuzione dello script Perl che prevede l'abbattimento 
della sessione e della connessione.
Figura 2.7: Sessione JUNOScript Perl che utilizza il JUNOS::Device
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2.5.1 Installazione del JUNOScript Perl Client
Il JUNOScript server è installato e funzionante su tutti i 
dispositivi che utilizzano il SO JUNOS. Per quanto riguarda il 
client invece, è necessario scaricare ed installare il JUNOScript 
Perl Client sulla macchina locale che vogliamo si comporti da 
client.  I  passi  da  seguire  per  effettuare  il  download  del 
JUNOScript Perl Client sono :
• accedere alla pagina di download del JUNOScript API 
(https://ww.juniper.net/support/xml/junoscript/);
• cliccare sul link dell'opportuna release del software;
• cliccare  sul  link  JUNOScript  API  Client per  scaricare 
l'archivio junoscript-n.n-type.tar.gz che  contiene  il 
JUNOS::Device ;
• cliccare sul link JUNOScript API Client Prerequisites per 
scaricare l'archivio junoscript-prereqs-n.n-type.tar.gz che 
contiene  la  librerie  C  e  i  moduli  Perl  richiesti  dal 
JUNOS::Device.
Una volta scaricato il software procediamo con l'installazione, le 
istruzioni  di  seguito  sono  valide  nel  caso  in  cui  si  stia 
utilizzando un sistema UNIX:
• assicurarsi  che  il  compilatore  Perl  sia  installato  e 
funzionante sulla macchina che stiamo utilizzando;
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• scompattare  l'archivio  junoscript-n.n-type.tar.gz  in 
questo  modo  viene  creata  una  directory  di  nome 
junscript-n.n;
• spostare l'archivio con i prerequisiti  junoscript-prereqs-
n.n-type.tar.gz  nella  directory  junoscript-n.n  creata  al 
passo precedente e scompattarlo;
• accedere  alla  directory  dei  prerequisiti  ed  eseguire  il 
comando  perl install-prereqs.pl  per  installare  i 
prerequisiti;
• tornare nella directory junoscript-n.n e creare il makefile 
del  JUNOS::Device  per  fare  ciò  si  deve  eseguire  il 
comando  perl Makefile.pl;




Il JUNOScript Perl Client include una serie di esempi di script 
Perl  che  illustrano  come  usare  JUNOScript  per  richiamare  e 
cambiare la configurazione di un router Juniper. Tali esempi si 
trovano nella directory junoscript-n.n/examples.
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Capitolo 3
 Architettura del piano di controllo 
all'interno di un framework DS-MPLS
Il  NetGroup  del  Dipartimento  di  Ingegneria 
dell'informazione  di  Pisa  negli  ultimi  anni  ha  progettato  ed 
implementato un framework con funzionalità Diff-Serv/MPLS 
utilizzando  normali  personal  computer  con  sistema  operativo 
Linux, in modo da creare una intera rete di trasporto capace di 
rendere operative tutte le tecniche che caratterizzano il  Traffic  
Engineering.  Il  primo  step  del  progetto  prevedeva  la 
conversione  dei  normali  PC Linux  in  router  con funzionalità 
DiffServ-MPLS.  Il  passo  successivo  consisteva  nella 
realizzazione di un piano di controllo centralizzato (CCP) che 
svolgesse la funzione di intermediario tra l'amministratore della 
rete e i  LSR. In particolare,  il  compito che si  prefiggeva tale 
piano  di  controllo  era  quello  di  creare  una  procedura 
automatizzata per il Setup e il Teardown dei  LSP.  L'analisi dei 
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requisiti  e  le  specifiche  del  progetto  hanno  condotto  alla 
realizzazione di un piano di controllo composto da due entità 
(figura 3.1):
• PCE:  Path  Computation  Element  che  si  occupa  di 
calcolare  grazie  ad  opportuni  algoritmi  di  routing  il 
percorso ottimo di un LSP;
• LCS:  LSR  Control  System  il  cui  scopo  è  quello  di 
rendere  automatica  la  configurazione  di  un  LSP  su 
ciascun nodo appartenente al path calcolato dal PCE.
Figura 3.1: Architettura del Piano di Controllo Centralizzato
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Nella figura 3.1 si nota la presenza di una terza entità il Traffic 
Engineering Database (TED) il cui scopo è quello di contenere 
informazioni  riguardanti  la  topologia  della  rete,  come  ad 
esempio le interfacce di rete, la loro capacità trasmissiva, il nodo 
al  quale  ogni  interfaccia  è  connessa  e  molte  altre.  Tali 
informazioni sono utili al PCE per poter effettuare il calcolo del 
percorso  ottimo.  Ovviamente  il  TED  deve  essere  aggiornato 
ogni qual volta un parametro della rete cambia. 
La realizzazione del piano di controllo è stata portata a 
termine  dai  tesisti  Gianluca  Epifano  (PCE)  e  Luigi  Li  Calzi 
(LCS) sotto la supervisione dell'Ing. Luiz Gustavo Zuliani. Lo 
scopo di questa tesi è quello di modificare il piano di controllo, 
realizzato  per  una  rete  formata  esclusivamente  da  macchine 
Linux, in modo da poterlo utilizzare all'interno di due distinti 
scenari che consistono in:
• una rete omogenea realizzata da soli apparati Juniper ;
• una rete mista (eterogenea) formata da router Linux alla 
periferia e apparati Juniper nel core.
Dopo un attenta analisi si giunge alla conclusione che il modo 
migliore di procedere è quello di realizzare un nuovo LCS (che 
chiameremo LCSJ) il cui compito sarà quello di configurare i 
router Juniper. Nel caso di sistema misto l'LCSJ deve essere in 
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grado  di  interoperare  con  l'LCS  già  realizzato  per  i  Linux. 
Le scelte adottate fanno si che non siano necessarie particolari 
modifiche al PCE (descritto nel paragrafo 3.3) che dunque può 
essere  utilizzato  indifferentemente  sia  su  una  rete  omogenea 
(solo  Linux o solo Juniper)  ma anche in  una  rete  eterogenea 
(core  Juniper  ed  edge  Linux).  Prima  di  scendere  nei  dettagli 
sulla  realizzazione  pratica  dell'LCSJ  descriveremo  il 
comportamento e le funzionalità generali del piano di controllo 
(paragrafi 3.1 e 3.2).
3.1 Configurazione di un LSP
Tutti  i  processi  che  si  attivano  all'interno  del  CCP 
durante  la  fase  di  instaurazione  di  un  LSP  possono  essere 
riassunti nel modo seguente (figura 3.2):
• l'amministratore della rete invia una richiesta di Setup al 
piano  di  controllo.  Tale  richiesta  contiene  delle 
informazioni indispensabili per la realizzazione del LSP 
come  indirizzo  del  router  sorgente  e  del  destinatario, 
banda richiesta, ritardo tollerabile, priorità, tipo di LSP 
(PHB,  unidirezionale  o  bidirezionale)  ed  infine 
l'algoritmo  desiderato  per  il  calcolo  del  path  ottimo 
(punto 1);
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• il PCE (unica entità ad interagire con l'amministratore di 
rete) riceve tutte le informazioni necessarie, le elabora e 
calcola il percorso ottimo (punto 2);
• il PCE comunica con l'LCS e gli fornisce informazioni 
che riguardano il path la banda occupata ed il tipo di LSP 
che si intende instaurare (punto 3);
• terminata la comunicazione tra PCE e LCS, quest'ultimo 
si  occupa  di  configurare  il  LSP sulla  rete  andando  a 
contattare  e  configurando  opportunamente  tutti  router 
appartenenti  al  path  (punto  4).  Nel  caso  di  una  rete 
omogenea  composta  da  soli  apparati  Juniper  basta 
configurare opportunamente il  primo router  del path il 
quale  sfrutta  protocolli  come  RSVP  (o  LDP)  per  la 
prenotazione  delle  risorse  necessarie  all'instaurazione 
dell'LSP;
• se tutte le operazioni sono andate a buon fine l'LCS invia 
una  risposta  al  PCE  che  oltre  a  confermare  l'esito 
positivo contiene nuovamente la path list ed anche una 
serie  di  altre  informazioni  come le  label  utilizzate  ecc 
(punto 5);
• il PCE acquisisce tutte le nuove informazioni e aggiorna 
il TED (punto 6) visto che a seguito della creazione di un 
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LSP molti  dei  parametri  che  descrivono  la  topologia 
della rete sono cambiati;
• infine  il  PCE  assegna  all'LSP  appena  configurato  un 
identificativo LSP-ID (utile nella fase di teardown) e l 
comunica all'amministratore dichiarando la fine di tutti i 
processi (punto 7). 
Figura 3.2: LSP Request Setup
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3.2 Teardown di un LSP
La fase di Setup si conclude con l'assegnazione da parte 
del PCE di un identificativo (LSP-ID)  all'LSP creato. Questo 
identificativo risulta utile nel caso in cui si voglia abbattere un 
LSP perché ne consente l'identificazione e il recupero di tutte le 
informazioni relative ad esso memorizzate nel TED. Di seguito 
sono mostrati i passi per il teardown dell'LSP (figura 3.3):
• l'amministratore comunica al PCE congiuntamente alla 
richiesta  di  Teardowm  anche  l'identificativo  del 
percorso che si vuole abbattere (passo 1) ;
• il  PCE  con  l'ausilio  del  TED  recupera  tutte  le 
informazioni  relative  al  percorso  (path,  label,  banda, 
tipo  di  LSP,  priorità,  ecc)  da  abbattere  e  le  inoltra 
all'LCS (passi 2 e 3);
• l'LCS  comunica  con  i  nodi  del  path  ed  elimina  da 
ognuno  di  essi  le  informazioni  relative  all'LSP  che 
vogliamo abbattere. Se questa operazione va a buon fine 
l'LCS  comunica  al  PCE  che  il  Teardown  ha  avuto 
successo (passi 4 e 5). In modo del tutto simile a quanto 
avveniva nella fase di Setup anche ora nel caso di una 
rete omogenea di soli apparati Juniper non è necessario 
contattare  singolarmente  tutti  i  nodi  del  path  ma  è 
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sufficiente  andare  a  modificare  la  configurazione  del 
primo nodo sarà poi compito del protocollo RSVP-TE 
liberare le risorse allocate dal path; 
• il PCE informato sul successo del Teardown si occupa 
di aggiornare il TED e comunica all'amministratore la 
fine dell'operazione di Teardown (passi 6 e 7).
Figura 3.3: LSP Teardown Request
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3.3 Il Path Computation Element
Da  quanto  mostrato  fino  ad  ora  (figure  3.2  e  3.3)  si 
deduce  chiaramente  il  fatto  che  il  PCE  giochi  un  ruolo 
fondamentale  all'interno  del  piano  di  controllo.  Il  PCE è  un 
entità capace di calcolare il percorso tra due nodi di  una rete 
applicando delle restrizioni computazionali durante il calcolo. Il 
PCE non è altro che una applicazione che può essere installata in 
un nodo della  rete  o  in  un server  fuori  dalla  rete.  In  base al 
numero di PCE  presenti in un dominio si parlerà di :
• “PCE singolo”, se un solo PCE è utilizzato per il calcolo 
del path nel dominio. Questo non vieta che all'interno del 
dominio siano presenti altri PCE ma stabilisce in modo 
chiaro  che  solo  uno  di  questi  viene  utilizzato  per  il 
calcolo del path;
• “PCE  multiplo”,  quando  si  utilizzano  più  PCE  per  il 
calcolo di un certo percorso in un dominio. 
Oltre a questo un ulteriore distinzione può essere fatta in base a 
come  è  stato  realizzato  il  PCE  se  secondo  un  modello 
centralizzato o distribuito. Nel modello centralizzato i calcoli dei 
path per un dato dominio sono svolti da un singolo, centralizzato 
PCE che può essere un server dedicato esterno alla rete (detto 
external PCE) o un router designato all'interno della rete (detto 
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composite  PCE  node).  In  questo  modello,  tutti  i  client  nel 
dominio devono mandare le  loro richieste di  calcolo all'unico 
PCE  presente.  Questa  configurazione  ha  un  punto  debole: 
l'assenza  di  ridondanza.  Per  risolvere  questo  problema  viene 
definito un PCE di backup che provvede al calcolo del path nel 
caso  in  cui  il  PCE  designato  non  funzioni  correttamente.  Il 
modello distribuito fa riferimento ad un dominio che include più 
PCE che condividono il calcolo del path. Esistono due tipi di 
PCE  statefull o  stateless.  Si utilizza un PCE  statefull,  in quei 
casi  in  cui  nell'elaborazione  di  nuove  richieste  si  vogliono 
utilizzare informazioni sullo stato della rete, sulle caratteristiche 
dei path già calcolati, e sulle risorse riservate nella rete. Questo 
approccio  sebbene  consenta  una  maggiore  possibilità  di 
successo nel calcolo del path richiede un meccanismo affidabile 
di sincronizzazione delle informazioni e quindi di un buon piano 
di controllo oltre  che alla capacità di gestire una grande quantità 
di  dati.  In  un  PCE  stateless non  è  necessario  mantenere 
informazioni di alcun tipo e quindi ogni nuova richiesta viene 
elaborata indipendentemente dalle precedenti. Questo può essere 
sconveniente perché può accadere che uno stateless PCE calcoli 
i path in base alle attuali informazioni del TED che potrebbero 
essere fuori  sincronia con lo stato attuale della rete (cosa che 
non avviene se utilizziamo un PCE statefull). Il vantaggio di uno 
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stateless PCE risiede nella minore quantità di dati da gestire e 
nella semplificazione del piano di controllo.
3.3.1 Scelte arichitetturali per la realizzazione del PCE
Il  PCE sviluppato  e  implementato  nel  Framework  del 
laboratorio  è  una  applicazione  software  divisa  in  due  parti: 
front-end e  back-end.  Il  front-end è  la  parte  di  software  che 
gestisce l'interazione con l'utente (Amministratore di rete) o con 
i sistemi esterni che producono dati di ingresso. Il front-end è 
stato realizzato con un menù testuale (figura 3.4) le cui opzioni 
sono: Setup Request, Teardown Request, Reset Ted e Exit.
Figura 3.4: Menù PCE
Il back-end è la parte che elabora i dati generati dal front-end, ed 
è il vero e proprio nucleo del PCE al suo interno, infatti sono 
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implementati  gli  algoritmi  per  il  calcolo  del  path  ottimo, 
l'interfaccia  di  comunicazione  con  l'LCS  e  le  funzioni  per 
l'aggiornamento del TED.  L'algoritmo scelto per il calcolo del 
path  è  il  Constraint  Shortest  Path  First  (CSPF)  che  consiste 
nell'applicare  un  algoritmo  SPF  (Dijkstra),  ad  un  grafo  che 
rappresenta la topologia della rete sul quale è stato in precedenza 
effettuato il pruning (eliminazione) dei link che non rispettano 
determinati  vincoli.  Una  volta  calcolato  il  percorso  ottimo  il 
PCE lo comunica all'LCS attraverso file di testo che rispettano 
una  precisa  struttura.  Se  l'esito  dell'operazione  di  Setup  o 
Teardown  è  positivo  il  PCE  deve  aggiornare  il  TED. 
In particolare i file da aggiornare all'interno del TED sono:
• production_topology.xml che contiene la topologia fisica 
della rete e sul quale viene aggiornata la capacità residua 
dei link utilizzati dall'LSP;
• lsp_topology.xml che contiene la topologia virtuale e sul 
quale vengono memorizzati gli LSP attivi.
Ovviamente  nel  caso  in  cui  l'esito  delle  operazioni  svolte 
dall'LCS non è andato a buon fine non è necessario aggiornare il 
TED  ma  il  PCE  comunica  l'esito  negativo  delle  operazioni 
all'Amministratore tramite un messaggio di testo.
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3.3.1 Kickstart_topology.xml
Oltre ai due file appena presentati all'interno del TED è 
presente  un  altro  file  che  riveste  un  ruolo  fondamentale  il: 
kickstart_topology.xml (Appendice A). Questo file contiene tutta 
la topologia della rete. La struttura di tale file è tale che per ogni 
router  della  rete  sono  memorizzate  un  serie  di  informazioni 
come: 
• indirizzi IP di tutte le interfacce di rete del router;
• indirizzi  IP  delle  interfacce  di  rete  collegate  all'altra 
estremità;
• informazioni  su  banda  disponibile,  ritardo  e  costo 
monetario di ogni link collegato al router. 
Proprio sulle base delle informazioni contenute in questo file il 
PCE esegue i calcoli dei percorsi. Risulta quindi evidente che se 
si  vuole  applicare il  PCE ad una nuova rete  la  cui  topologia 
differisce da quella attuale, basta modificare questo file in modo 
che rispecchi la topologia e le caratteristiche della rete in esame. 
Uno spezzone di tale file è :
<?xml version="1.0" encoding="UTF-8"?>
<!-- RFC 3630,RFC 4124,RFC 4125,RFC 4126,RFC4127, 
RFC4128-->
<ip_topology>
   <lsr>
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   </lsr>
   <lsr>
... 
   </lsr>
</ip_topology>
Da questo  esempio  si  deduce  che  il  router  con  identificativo 
192.168.16.1 ha un interfaccia di rete con indirizzo 10.222.2.1, 
quest'ultima è collegata all'interfaccia con indirizzo 10.222.2.2 
appartenente  al router con identificativo 192.168.24.1.
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3.4 Architettura LCS in una rete omogenea Juniper 
Il  compito  dell'LCS  realizzato  nel  framework  del 
laboratorio è quello di automatizzare il Setup ed il Teardown di 
un  LSP su  una  rete  omogenea  composta  da  router  Linux.  Il 
problema  che  si  pone  ora  è  come  realizzare  un  nuovo  LCS 
(LCSJ) in grado di compiere le stesse operazioni all'interno di 
una rete omogenea composta da soli apparati Juniper Networks. 
Per configurare gli apparati Juniper ci si avvale del JUNOScript 
API. 
Figura 3.5: Architettura LCSJ
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L'architettura rappresentata in figura 3.5 evidenzia il fatto che 
PCE e JUNOScript Perl Client risiedono nello stesso nodo (che 
può  anche  essere  esterno  al  dominio  da  configurare).  Il 
JUNOScript Server invece è preinstallato in tutti i router Juniper 
della rete e, comunica con il Client da remoto (vedi paragrafo 
2.5).  Il  PCE  comunica  all'LCSJ  le  informazioni  relative  al 
percorso che si vuole instaurare o abbattere. Tali informazioni 
vengono opportunamente elaborate dall'LCSJ che crea un file in 
formato  XML,  il  quale  contiene  le  istruzioni  per  la 
configurazione del router di ingresso dell'LSP. Dopo aver creato 
il  file  XML,  l'LCSJ  utilizza  il  JUNOScript  Perl  Client  per 
configurare  il  router  di  ingresso del  path.  Una volta  che  si  è 
configurato  correttamente,  il  router  di  ingresso  si  occupa  di 
contattare  gli  altri  nodi  del  percorso e  di  prenotare le  risorse 
necessarie utilizzando protocolli di segnalazione, come RSVP. A 
questo  punto  l'LCSJ  per  venire  a  conoscenza  dell'esito  delle 
operazioni  utilizza  nuovamente  il  JUNOScript  Perl  Client  ed 
interroga  il  primo router  del  percorso  sullo  stato  dell'LSP.  Si 
possono distinguere 4 casi  a secondo che la richiesta di Setup o 
di Teardown abbia avuto esito positivo o negativo. Il primo caso 
che si analizza è quello in cui la richiesta di Setup ha avuto esito 
positivo a questo punto l'LCSJ comunica al PCE che la richiesta 
è stata accettata (figura 3.6).
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Figura 3.6: LSP Setup Success
Nel caso in cui l'LSP è Down, l'LCSJ riceve risposta negativa 
alla  richiesta  di  informazioni  e  di  conseguenza  agisce  come 
segue: 
• invia un messaggio di errore al PCE;
• inizia  la  procedura  di  Rollback,  cioè  prepara  un 
messaggio  di  Teardown  per  il  router  di  ingresso  che 
serve ad eliminare l'LSP e, consente alla rete di tornare 
allo stato antecedente alla richiesta di Setup (figura 3.7).
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Figura 3.7: LSP Setup Failed
Per  quanto  riguarda  la  fase  di  Teardown  il  comportamento 
dell'LCSJ è del tutto identico a quello della fase di Setup. La 
differenza tra Setup e Teardown sta nel fatto che il protocollo di 
segnalazione (RSVP) invece di prenotare, libera le risorse di rete 
utilizzate dal percorso che si vuole abbattere (figura 3.8). 
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Figura 3.8: LSP Teardown Success
Nel caso in cui il Teardown non vada a buon fine significa che 
un router del percorso non ha liberato le proprie risorse. Ecco 
quello che accade (figura 3.9):
• il primo router della rete elimina comunque l'LSP;
• della  liberazione  delle  risorse  sul  router  che  ha  dato 
errore  se  ne  occupa  il  protocollo  di  segnalazione 
(RSVP).
In  particolare  come  si  vede  in  figura  3.9  RSVP continua  ad 
inviare  messaggi  di  PathTear  al  router  in  questione  fino  a 
quando questo non rilascia le risorse.
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Figura 3.9: LSP Teardown Failed
3.4 LCS in una rete eterogenea Linux-Juniper 
Consideriamo il caso in cui si vuole instaurare un LSP 
all'interno  di  una  rete  mista  composta  da  router  Linux  alla 
periferia e da un core Juniper (figura 3.10). Si deduce facilmente 
che per la creazione automatica di un LSP, all'interno di una rete 
di  questo  genere  è  necessario  apportare  delle  modifiche 
all'architettura del piano di controllo. Il nuovo piano di controllo 
che  si  intende  realizzare  deve  essere  in  grado  di  configurare 
correttamente qualsiasi router sia esso Linux o Juniper.
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Figura 3.10: Rete eterogenea Linux-Juniper
La necessità di far interoperare correttamente il “vecchio” LCS 
realizzato per le macchine Linux con il “nuovo” LCSJ (creato 
appunto per apparati Juniper) rende necessaria la creazione di un 
nuovo componente, LCS Manager System; che adempia a tale 
compito.  Dalla  figura  3.11  si  vede  chiaramente  come  l'LCS 
Manager  System,  funzioni  da  interfaccia  tra  il  PCE  e  gli 
strumenti per la configurazione dei router (LCA e JUNOScript 
Perl Client). Il Manager sulla base di informazioni che ricava dal 
TED decide quale strumento utilizzare e passa le informazioni 
che  riceve  dal  PCE  al  giusto  LCS  che  si  occupa  della 
configurazione dell'LSP.
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Figura 3.11: Architettura LCS in una rete eterogenea Linux-Juniper
Come  detto  il  Manager  per  poter  decidere  quale  strumento 
utilizzare deve essere a conoscenza del tipo di router (Linux o 
Juniper) che deve andare a configurare. Tale informazione, non 
necessaria  nel  caso  di  rete  omogenea;  viene  inserita  in  un 
apposito  tag  all'interno  del  file  production_topology.xml che 
contiene la topologia fisica della rete. Il manager al suo interno 
ha un algoritmo (Select)  che:  riceve le  informazioni  dal  PCE 
(indirizzi dei router del percorso Ip_addr), interroga il TED (da 
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cui  ricava  il  tipo  di  router  R_type),  decide  quale  strumento 
utilizzare per la configurazione e lo lancia. Una pseudo-codifica 
dell'algoritmo risulta:
Select (Path)
  Per ogni Ip_addr in Path ripeti:
    ricava R_type dal TED
    se R_type==Linux
      lancia LCS passandogli Ip_addr
    altrimenti se R_type=Juniper
      finché R_type=Juniper: 
        memorizza Ip_addr
  prendi R_type del successivo router in Path
      end
    lancia LCSJ passando elenco di Ip_addr
    end
  end
END
La  pseudo-codifica  tiene  conto  del  fatto  che,  per  come  è 
realizzata la rete (edge Linux core Juniper), il path da instaurare 
può essere composto (figura 3.12) di:
• soli router Linux;
• soli router Juniper;
• uno o più router  intermedi  Juniper  e  uno o più router 
Linux in ingresso e in coda al percorso
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Figura 3.12: Possibili LSP in una rete eterogenea Linux-Juniper
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Capitolo 4
 Implementazione LCSJ su framework 
MPLS
Dopo aver  mostrato il  funzionamento  e  i  processi  che 
coinvolgono  l'LCSJ  si  può  ora  passare  alla  sua  realizzazione 
vera e propria. Per lo sviluppo dell'LCSJ  si utilizza la  Bourne 
again shell (Bash).  La Bash  è  una shell  testuale  del  progetto 
GNU realizzata  per  i  sistemi  Unix  ma  disponibile  anche  per 
sistemi Microsoft Windows (Cygwin). In pratica si tratta di un 
interprete  di  comandi  che  permette  all'utente  di  eseguire  dei 
programmi o di comunicare con il sistema operativo attraverso 
una serie di funzioni predefinite. La Bash è in grado di eseguire i 
comandi  che  le  vengono  passati,  utilizzando  la  ridirezione 
dell'input e dell'output per eseguire più programmi in cascata, 
passando cioè l'output del comando precedente come input del 
successivo.  Oltre  a  questo,  la  Bash  mette  a  disposizione  un 
semplice  linguaggio  di  scripting  che  permette  di  svolgere 
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compiti più complessi.  Tale linguaggio oltre a raccogliere una 
serie  di  comandi,  consente  l'utilizzo  di  variabili,  funzioni  e 
strutture di  controllo del flusso proprio come avviene nei più 
comuni linguaggi di programmazione. 
4.1 Sed & awk
Se si pensa al piano di controllo del sistema in esame, 
appare chiaro che l'LCSJ deve essere in grado di elaborare file di 
testo.  Infatti  il  PCE una volta  calcolato  il  percorso ottimo lo 
comunica all'LCSJ sotto forma di file di testo.  Quindi l'LCSJ 
deve  elaborare  tale  file  al  fine  di  estrapolarne  tutte  le 
informazioni  utili  per  la  creazione  dell'LSP.  Per  portare  a 
termine  tale  compito  l'LCSJ  si  avvale  di  due  utility  per 
l'elaborazione dei testi: sed e awk.
Nonostante  le  loro  differenze,  sed  e  awk  condividono  una 
sintassi  di  invocazione  simile.  Entrambe  le  utility  fanno  uso 
delle  espressioni  regolari,  entrambe  leggono  l'input,  in  modo 
predefinito dallo standard input ed entrambe inviano i risultati 
allo  standard  output.  Sono  strumenti  UNIX  ben  collaudati  e 
funzionano bene insieme. L'output dell'una può essere collegato, 
per  mezzo  di  una  pipe,  all'altra  e  le  loro  capacità  combinate 
aumentano la potenza degli script di Bash.
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4.1.1 Sed
Il  Sed  è  un  utility  in  grado  di  eseguire  delle 
trasformazioni  elementari  su  un  flusso  di  dati  in  ingresso, 
provenienti  indifferentemente da un file o dallo standard input. 
Questo  flusso  di  dati  viene  letto  sequenzialmente  e  la  sua 
trasformazione viene restituita attraverso lo standard output. Il 
significato di questa utility è ben descritto dal suo nome, infatti 
Sed è l'abbreviazione di  stream oriented editor:  cioè editor di 
flusso.  In  altri  termini  Sed  è  un  programma  per  la  modifica 
sequenziale di un flusso di dati espressi in formato testuale. Si 
può pensare a Sed come ad una scatola nera (figura 4.1) con due 
ingressi (flusso dati e istruzioni da applicare a tali dati) ed una 
uscita (flusso dati risultato dall'elaborazione). 
Figura 4.1: Flussi dati che interessano il SED
Il  primo  compito  di  Sed,  una  volta  avviato,  è  quello  di 
raccogliere tutto ciò che deve andare a comporre il programma 
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di elaborazione: può trattarsi di direttive fornite singolarmente 
attraverso l'opzione -e e di gruppi di direttive fornite all'interno 
di file appositi, indicati attraverso l'opzione -f. 
Figura 4.2: Schema di funzionamento del Sed
Lo schema di figura 4.2 mostra in modo chiaro il funzionamento 
del Sed: il flusso in ingresso viene letto sequenzialmente, una 
riga  alla  volta;  ogni  volta  la  riga  viene  messa  in  un'area 
transitoria, nota come  pattern space;  viene confrontata la riga 
con ogni direttiva del programma di elaborazione e se nessuna 
di  queste  direttive  coincide,  la  riga  non  viene  elaborata, 
compiendo semplicemente l'azione predefinita prima di passare 
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al  prossimo  ciclo  di  lettura.  Se  una  o  più  direttive  del 
programma  di  elaborazione  corrispondono  alla  riga,  vengono 
eseguite sequenzialmente le elaborazioni previste; poi, alla fine, 
si  passa  comunque  per  l'esecuzione  dell'azione  predefinita.  Il 
comando per eseguire il Sed da riga di comando ha due forme:
   sed [opzioni] 'comandi_da_eseguire' [file...]
   sed [opzioni] -f [programma_di_elab.}[file...]
l'eseguibile  sed  può  interpretare  direttamente  dei  comandi 
oppure  un  programma  di  elaborazione,  scritto  in  un  apposito 
linguaggio, che contiene le direttive per l'elaborazione del testo. 
Di  solito  SED  viene  però  utilizzato  passando  le  direttive 
direttamente  attraverso  la  riga  di  comando.  Di  seguito  sono 
mostrati alcuni esempi:
1--> $ sed 's/andato/venuto/g' prova.txt
sostituisce tutte le occorrenze della stringa “andato” con 
la stringa “venuto”all'interno del file prova.txt;
2--> $ sed -n 's|\(.*\):LSP_SETUP_OK|\1|p' lca1.txt
ad ogni  occorrenza  di  “:LSP_SETUP_OK” preleva  il  
contenuto della stringa che precede il pattern;
3--> $ sed -n -e “5,7 p” file.xml
preleva tutte le righe comprese tra le quinta e la settima
del file file.xml.
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4.1.2 Awk
AWK è un linguaggio di programmazione completo per 
l'analisi  e  la  rielaborazione  di  file  di  testo  organizzati  in  una 
qualche forma tabellare o organizzati in spezzoni logici, come 
righe e colonne. Dal punto di vista di Awk, un file che viene 
analizzato  è  composto  da  record,  corrispondenti  normalmente 
alle  righe  del  file  di  testo  stesso,  dove  però  il  codice  di 
interruzione  di  riga  può essere  specificato  espressamente.  Un 
programma  Awk  è  composto  da  regole,  che  stabiliscono  il 
comportamento da prendere nei confronti dei dati in ingresso. 
La struttura delle regole di un programma Awk si può esprimere 
secondo lo schema: 
criterio-di-selezione {azione}
una regola che non contiene il criterio di selezione, fa sì Awk 
prenda in considerazione tutte le righe dei dati in ingresso. Si è 
accennato  al  fatto  che  il  testo  analizzato  da  un  programma 
AWK,  viene  visto  generalmente  come  qualcosa  composto  da 
record suddivisi in campi. I record vengono individuati in base a 
un codice  che  li  separa,  corrispondente  di  solito  al  codice  di 
interruzione di riga, per cui si ottiene l'equivalenza tra record e 
righe. I campi sono separati in modo analogo, normalmente, un 
campo è una stringa di caratteri consecutivi separati  da spazi. 
Ogni  record può avere un numero variabile di  campi; al  loro 
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contenuto si può fare riferimento attraverso il simbolo $ seguito 
da un numero che ne indica la posizione: $n è il campo n-esimo 
del  record  attuale,  ma in  particolare,  $0 rappresenta il  record 
completo. Il numero in questione può anche essere rappresentato 
da un'espressione (per esempio una variabile) che si traduce nel 
numero desiderato. Awk, quindi, seleziona il campo in base al 
criterio di selezione specificato nella regola ed applica ad esso la 
corrispondente  azione,  anch'essa  specificata  nella  regola.  Per 
lanciare un programma Awk si utilizza l'eseguibile  awk; la cui 
sintassi ha due forme:
awk [opzioni] 'script' [file]
awk [opzioni] -f [scriptfile] [file]
nel primo caso si specificano le azioni da compiere direttamente 
sulla linea di comando, mentre nel secondo si raccolgono tutti i 
comandi  in  un  file  che  viene  poi  richiamato.  Di  seguito  si 
mostrano alcuni semplici esempi di funzionamento di Awk:
1--> $ echo|awk NR==2 lca1.txt
visualizza sullo standard output la seconda riga del file  
lca1.txt;
2--> $awk '{print $3}' lca1.txt
visualizza sullo standard output il campo numero 3 del  
file lac1.txt.
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4.2 Implementazione LCSJ
Si  vede  ora  come  far  interoperare  tutti  gli  strumenti 
descritti al fine della realizzazione dell'LCSJ. L'architettura del 
piano di controllo (nel caso di rete omogenea Juniper) prevede 
che  l'LCSJ riceva dati dal PCE, gli elabori, e crei un file XML 
da utilizzare per la configurazione del percorso sulla rete. 
4.2.1 lca_llea_junos.sh
Tutte  le  funzionalità  dell'LCSJ  vengono  gestite  da  un 
Bash  script:  lca_llea_junos.sh suddiviso  in  funzioni  che 
vengono richiamate  dal  main.  Quando il  PCE invoca  l'LCSJ, 
passa  delle  informazioni  all'interno  di  un  file  di  testo.  Un 






Nella prima riga è indicato: il  tipo di configurazione (Setup o 
Teardown), il PHB e la banda richiesta espressa in Byte/s. Nelle 
righe successive è indicata la path-list dove: nella prima colonna 
è indicato il router-id mentre nella seconda colonna è indicato 
l'indirizzo dell'interfaccia di uscita da utilizzare per raggiungere 
il prossimo router del path. 
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Quello che accade dal momento in cui l'LCSJ riceve il file di 
testo dal PCE si può riassumere così (caso di richiesta di Setup 
di un LSP):
• viene eseguito lo script  lca_llea_junos.sh  che si avvale 
della funzione  source_file e dei comandi sed e awk, 
per estrarre dal file  di  testo le  informazioni necessarie 
alla creazione dell'LSP;
• queste  informazioni  sono  passate  alla  funzione  setup 
che  si  occupa  di  creare  il  file  XML: 
lsp_192.168.16.1.xml.  Tale  file  contiene  le  istruzioni 
necessarie  al  router  di  ingresso  per  configurare  il 
percorso  sulla  rete.  Ci  si  occupa  solo  del  router  di 
ingresso perché come detto in precedenza (paragrafo 3.1) 
sulla rete in esame è attivo il protocollo di segnalazione 
RSVP-TE che si assume il compito di riservare le risorse 
di rete necessarie all'LSP;
• una volta creato il file XML viene eseguito lo script Perl: 
load_configuration.pl (contenuto  nella  directory  del 
JUNOScript  Perl  Client)  a  cui  sono  passati  come 
parametri: il file XML, l'indirizzo del router sorgente e se 
necessarie le credenziali  per l'autenticazione sul router. 
Lo script Perl viene lanciato con la seguente istruzione :
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$ perl load_configuration.pl [-l name][-p 
pwd] file_configurazione.xml router_id
• una  volta  conclusa  la  configurazione  del  router  di 
ingresso la funzione  setup si preoccupa di capire se il 
percorso è  stato  configurato correttamente  ed è  attivo. 
Per  fare  ciò  viene  eseguito  uno  script  Perl anch'esso 
contenuto nella directory del JUNOScript Perl Client di 
nome:  get_mpls_lsp_information.pl. Il  compito  di  tale 
script è quello di interrogare il router di ingresso sullo 
stato degli LSP. La risposta del router arriva sotto forma 
di un file XML: exit_192.168.16.1.xml;
• il  file  exit_192.168.16.1.xml  viene  elaborato  dalla 
funzione  routing_reply che in base alle informazioni 
che ricava crea la giusta risposta da inviare al PCE;
• infine nel  caso in  cui  il  percorso non si  è  configurato 
correttamente,  la  funzione  lca_teardown inizia  la 
procedura  di  rollback  per  riportare  la  rete  alla 
configurazione iniziale.
La funzione routing_reply richiama a sua volte altre funzioni 
che si occupano della creazione della risposta da inviare al PCE 
ovviamente  tale  risposta  cambia  in  base  all'esito  delle 
operazioni.  Le funzioni  che si  occupano della  creazione delle 
risposte sono:
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• lca_reply_ok: si usa nel caso in cui la richiesta di Setup 
abbia avuto esito positivo;
• lca_reply_teardown:si usa nel caso in cui la richiesta 
di Teardown abbia avuto esito positivo;
• lca_failed:  si  usa  nel  caso  in  cui  la  una  qualunque 
richiesta (Setup o Teardown) abbia avuto esito negativo.
Ad esempio  la  risposta  da  inviare  al  PCE nel  caso  in  cui  la 









Le  funzionalità  dell'LCSJ  sono  gestite  dallo  script 
lca_llea_junos.sh che  per  essere  eseguito  necessita  di  alcuni 
parametri fondamentali contenuti all'interno del file lcsj.config. 
Tutte le costanti ed i valori iniziali dei contatori che vengono 
richiamati  all'interno  dello  script   sono  contenuti  proprio  in 
questo file.  Il  vantaggio di  utilizzare un file di  questo genere 
risiede nel  fatto  di poter  modificare in  qualsiasi  momento,  in 
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modo facile e veloce, tutti quei parametri utili al funzionamento 
dell'LCSJ. In altre parole se si vuole modificare un parametro 
costante non è necessario andare a modificare direttamente lo 
script lca_llea_junos.sh ma basta agire sul file lcsj.config.
4.2.3 lcsj.log
L'LCSJ prevede un file di log (lcsj.log,  Appendice A), 
cioè un file che contiene la registrazione cronologica di tutte le 
operazioni man mano che vengono eseguite. Questo file ha una 
struttura  che  consente  di  trovare  rapidamente  le  informazioni 
desiderate. La presenza di un file di questo tipo dove  vengono 
registrate tutte le attività svolte è utile al fine di comprendere 
fino in fondo quello che avviene durante l'esecuzione dell'LCSJ. 
Soprattutto in caso di errori avere un file di log dettagliato rende 
più facile la comprensione del problema e quindi velocizza la 
sua risoluzione. 
Tutte  le  caratteristiche  sull'implementazione  dell'LCSJ 
descritte possono essere riassunte in un semplice schema (figura 
4.3).  Lo  schema  facilita  la  comprensione  della  struttura 
dell'LCSJ e chiarisce i rapporti che intercorrono tra: script bash, 
file vari e script Perl. 
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Per  poter  verificare  effettivamente  le  funzionalità 
dell'LCSJ,  è  necessario  svolgere  numerose  simulazioni.  Lo 
scopo di queste simulazioni  è quello di:
• consentire  un  miglioramento  dell'efficienza  e  della 
stabilità del codice implementato;
• eseguire  un costante  bug pixing per trovare eventuali 
errori o bug del codice.
Prima di eseguire l'LCSJ all'interno di un framework omogeneo 
realizzato  con  reali  apparati  Juniper  Networks,  é  necessario 
effettuare dei test preliminari  utilizzando  virtual router interni 
ad un singolo apparato (paragrafo 5.2). Tale procedura protegge 
da  eventuali  errori  commessi  che  possono  compromettere  il 
funzionamento della rete reale. Successivamente, una volta che i 
test preliminari sui router virtuali hanno avuto esito positivo, si 
passa  alla  implementazione  dell'LCSJ  su  una  rete  reale 
realizzata con router J-4350 Juniper (paragrafo 5.3).
 Sperimentazioni e Validazioni
In entrambi i casi tutti i router (virtuali o reali) della rete devono 
essere opportunamente pre-configurati.
5.1 Configurazione preliminare
Come detto è  necessario preconfigurare i router Juniper 
(sia virtuale che reali) prima di poter rendere operativo il nostro 
piano di controllo.  Lo scopo è quello di rendere tutti  i  router 
della rete capaci di utilizzare MPLS DiffServ-TE. Le operazioni 
da eseguire ed i relativi comandi sono:
• configurare tutte le interfacce del router che intendiamo 
utilizzare, assegnando ad ognuna di esse un indirizzo IP :
[edit]
 set interface fe-0/3/2 unit 0 family inet 
address 10.1.12.1/30
• attivare  MPLS su  tutte  le  interfacce  del  router  che  si 
vogliono utilizzare:
[edit interface fe-0/3/2 unit 0]
 set family mpls
• abilitare i protocolli OSPF e RSVP sul router. RSVP va 
abilitato su tutte le interfacce su cui si è abilitato MPLS:
[edit]
 set protocol rsvp interface fe-0/3/2.0
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OSPF invece deve essere abilitato su tutte le interfacce a 
cui  è  stato  assegnato  un  indirizzo  IP  (compresa 
interfaccia di loopback):
[edit protocol ospf]
set area 0.0.0.0 interface fe-0/3/2.0
set area 0.0.0.0 interface lo0.0
• abilitare  l'estensione  TE  del  protocollo  OSPF,  che 




• infine  configurare  il  protocollo  MPLS  su  tutte  le 
interfacce su cui è stato precedentemente abilitato:
[edit protocol mpls]
set interface fe-0/3/2
Nella  figura  5.1  è  mostrato  un  esempio  del  file  di 
configurazione  iniziale,  all'interno  del  quale  si  possono 
riconoscere tutte le parti appena descritte. 
system {
    host-name Tokyo;
    root-authentication {
        encrypted-password "$1$KI99zGk6$MbYFuBbpLffu9tn2.sI7l1";
        ssh-dsa "ssh-dss AAAAB3NzaC1kc3MAAACBAMQrfP2bZyBXJ6PC7XX 
Z+MzErI8Jl6jah5L4/O8BsfP2hC7EvRfNoX7MqbrtCX/9gUH9gChVuBCB+ERULMd
gRvM5uGhC/gs4UX+4dBbfBgKY"; ## SECRET-DATA
    }
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    login {
        user lab {
            uid 2000;
            class super-user;
            authentication {
                encrypted-password"$1$84J5Maes$cni/IEHr/50oY30";
            }
        }
    }
    services {
        ftp;
        ssh;
        telnet;
        web-management {
            http;
        }
    }
}
interfaces {
    ge-0/0/1 {
        description "to Hong Kong ge-0/0/1";
        unit 0 {
            family inet {
                address 10.222.1.2/24;
            }
        }
    }
    se-1/0/0 {
        description "to London se-1/0/1";
        encapsulation ppp;
        serial-options {
            clocking-mode internal;
            clock-rate 8.0mhz;
        }
        unit 0 {
            family inet {
                address 10.222.2.1/24;
            }
        }
    }
    lo0 {
        unit 0 {
            family inet {
                address 127.0.0.1/32;
                address 192.168.24.1/32;
            }
        }
    }
}
protocols {
    rsvp {
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        interface all;
        }           
    ospf {
        traffic-engineering;
        area 0.0.0.0 {
            interface ge-0/0/1.0;
            interface lo0.0;
            interface se-1/0/0.0;
        }
    mpls {
        interface all;
 }
    }
}
Figura 5.1: Esempio file di configurazione iniziale
5.2 Implementazione LCSJ su router virtuali
Nell'ambito dello  studio sperimentale  dell'LCSJ in  una 
rete formata da router virtuali è stato utilizzato un router Juniper 
M-10. 
Figura 5.2: Topologia dei router virtuali
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Grazie  all'istruzione  set logical-router,  implementata  nei 
router Juniper, è possibile creare più router virtuali (fino ad un 
massimo di 16) all'interno di una macchina reale. Nel caso in 
esame è  stata  creata  una  rete  con tre  router  virtuali  collegati 
come in figura  5.2.  Dopo aver  creato  la  topologia  si  passa a 
configurare  ogni  router  secondo  le  specifiche  mostrate  nel 
paragrafo 5.1. 
Una volta che la rete “virtuale” è pronta si può passare alla fase 
successiva che consiste nell'implementare il piano di controllo 
su  tale  rete.  Per  garantire  al  PCE la  conoscenza  della  nuova 
topologia  si  deve  modificare  il  file  kickstart_topology.xml 
(paragrafo 3.3.1) come mostrato in figura 5.3.
<?xml version="1.0" encoding="UTF-8"?>
<!-- RFC 3630, RFC 4124, RFC 4125, RFC 4126, RFC 4127, RFC 
4128-->
<ip_topology>
        <lsr>
                <router_address>10.0.0.1</router_address>
                <links>
                      <link ID="1">
                        <link_type>1</link_type>
                        <link_id>10.0.0.2</link_id>
                        <local_if>10.1.12.1</local_if>
                        <remote_if>10.1.12.2</remote_if>
                        <te_metric>67341933</te_metric>
                        <max_bw>12500000</max_bw>
                        <max_res_bw>12500000</max_res_bw>
                                <unres_bw>
                                      <prio_0>12500000</prio_0>
                                      <prio_1>12500000</prio_1>
                                      <prio_2>12500000</prio_2>
                                      <prio_3>12500000</prio_3>
                                      <prio_4>12500000</prio_4>
                                      <prio_5>12500000</prio_5>
                                      <prio_6>12500000</prio_6>
100
 Sperimentazioni e Validazioni
                                      <prio_7>12500000</prio_7>
                                </unres_bw>
                        <admin_group>0x0001</admin_group>
                                <bw_constraints>
                                        <bcm_id/>
                                        <bc>
                                            <bc0>12500000</bc0>
                                            <bc1>11000000</bc1>
                                            <bc2>10000000</bc2>
                                            <bc3>9000000</bc3>
                                            <bc4>8000000</bc4>
                                            <bc5>7000000</bc5>
                                            <bc6>6000000</bc6>
                                            <bc7>5000000</bc7>
                                        </bc>
                                </bw_constraints>
                        <delay>12</delay>
                        <monetary_cost>0.000001</monetary_cost>
                      </link>
                      ......    
                </links>
        </lsr>
        <lsr> ... </lsr>
</ip_topology>
Figura 5.3: Parte del file kickstart_topology.xml per router virtuali
Si  supponga ora  di  voler  creare  un  LSP bidirezionale  con le 
seguenti caratteristiche (Appendice A):
• Router_ID sorgente = 10.0.0.1
• Router_ID destinatario = 10.0.0.3
• Banda Richiesta = 10000000 B/s (80Mbit/s)
• Priorità = 1
• Calcolo del percorso con CSPF, utilizzando il costo di 
ingegneria del traffico come metrica da minimizzare e 
massimo delay end-to-end tollerabile pari a 100ms.
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Tutte  queste  informazioni  sono  passate  dall'Amministratore 
della  rete  al  PCE  attraverso  il  front  end.  Il  PCE  calcola  il 
percorso ottimo e  invia  il  file  di  testo  all'LCSJ.  Quest'ultimo 
configura tale percorso sulla rete e invia una risposta al PCE.
Tutta  questa  procedura  viene  eseguita  in  modo  automatico, 
pertanto,  l'Amministratore di rete deve solo inserire i  dati  nel 
front end del PCE e attendere l'esito della configurazione.
Una volta conclusa la configurazione per monitorare lo stato del 
percorso si accede ad uno dei router della rete e si utilizza il 
comando show mpls lsp (figura 5.4).
Figura 5.4: Esempio di LSP bidirezionale
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5.3  Implementazione  e  sperimentazione  LCSJ  su 
rete di router  J-4350
Nell'ambito dello  studio sperimentale  dell'LCSJ in  una 
rete  reale  si  utilizza  la  topologia  in  figura  5.5  realizzata 
utilizzando 8 router Juniper J-4350 interconnessi tra loro tramite 
interfacce gigabit ethernet e seriali.
Come nel caso dei router virtuali prima di poter implementare 
l'LCSJ e procedere con le prove sperimentali si deve :
• modificare il file kickstart_topology.xml;
• preconfigurare  tutti  i  router  della  rete  come  visto  nel 
paragrafo 5.1. 
I test che si effettueranno prevedono l'instaurazione di 3 LSP e il 
successivo abbattimento di uno di questi. Tutti gli LSP collegano 
il  router  Hong  Kong  con  Amsterdam.  Ovviamente  i  percorsi 
calcolati saranno diversi a seconda dei parametri richiesti e dati 
con input al PCE.
5.3.1 Setup di tre LSP
Le  caratteristiche  dei  tre  percorsi  che  si  vogliono  instaurare 
sono:
• Router_ID sorgente = 192.168.16.1
• Router_ID destinatario = 192.168.32.1
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Figura 5.5: Topologia della rete di router J-4350
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• Banda Richiesta = 1000000 B/s (8Mbit/s)
• Priorità = 1
• Calcolo del percorso con CSPF, utilizzando il costo di 
ingegneria del traffico come metrica da minimizzare e 
massimo delay end-to-end tollerabile pari a 100ms.
Dopo gli opportuni calcoli il PCE fornisce i seguenti risultati:
• primo LSP collega Hong Kong con Amsterdam tramite 
Sao Paulo (Appendice B LSP rosso);
• secondo  LSP  passa  attraverso  Tokyo  e  London 
(Appendice B LSP blu);
• terzo  LSP  passa  attraverso  San  Josè  e  Montreal 
(Appendice B LSP arancione);
L'LCSJ  riceve  le  informazioni  dal  PCE  e  si  occupa  di 
configurare  gli  LSP.  Quello  che  si  vede  sulla  shell  del  PC 
dell'Amministratore nel  caso in  cui  si  configuri  il  primo LSP 
(rosso:Hong Kong—Sao Paulo—Amsterdam) è:
OPTIONS:
1 - Setup Request 
2 - Teardown Request
3 - Reset TED
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 BANDWITH (B/s):1000000
 PRIORITY(da 0 a 7):1
 DELAY (ms):100
 DS_TYPE:
1 - Non specifed
...








1- CSPF ( SPF(metrica=TE_cost) vincolo a posteriori su delay 
end-to-end )
...
6- CSPF ( SPF(metrica=delay)   vincolo a posteriori su delay 
end-to-end & monetary_cost )
1
Path to 3: 1 8 4 
OK....ANDATA
LCSJ_REPLY                                               [ OK ]
>>>> SETUP LSP FROM 192.168.16.1 TO 192.168.32.1>>>>
Locking configuration database ...
Loading configuration from lsp_192.168.16.1.xml ...
Commiting configuration from lsp_192.168.16.1.xml ...
Unlocking configuration database ...
Disconnecting from the router ...
LSP SETUP SUCCESS                                        [ OK ]
>>>> END SETUP LSP FROM 192.168.16.1 TO 192.168.32.1>>>>
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Quello che si ottiene negli altri due casi  (LSP blu e giallo) è 
molto simile a quanto appena mostrato.
Per  verificare  l'avvenuta  creazione  dei  tre  LSP  si  possono 
percorrere due strade:
• la  prima  prevede  di  controllare  il  file  lcsj.log  creato 
dall'LCSJ (Appendice B);
• la  seconda  prevede  l'accesso  al  router  Hong  Kong 
tramite CLI e l'esecuzione del comando show mpls lsp 
il cui risultato è mostrato in figura 5.6.
Figura 5.6: Stato degli LSP su Hong-Kong
Come  si  nota  i  tre  LSP sono  attivi  (colonna  State:  Up)  per 
comprendere meglio ed avere una visione più dettagliata sullo 
stato  della  rete  si  utilizza  il  comando  show  mpls  lsp 
extensive (figura 5.7).
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Figura 5.7: Stato degli LSP su Hong-Kong
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5.3.2 Teardown  terzo LSP
Si suppone ora di voler abbattere il terzo LSP creato (giallo) che 
collega  Hong  Kong  ad  Amsterdam passando  per  San  Jose  e 
Montreal.  Per  fare  ciò  basta  eseguire  il  PCE  selezionare 
l'opzione Teardown Request e digitare l'LSP_ID (assegnato in 
fase di Setup) del percorso che si vuole abbattere. Quello che si 
vede sulla shell del PC dell'Amministratore in questo caso è:
OPTIONS:
1 - Setup Request 
2 - Teardown Request
3 - Reset TED
4 - Exit 
2





LCSJ_REPLY                                                [ OK ]
>>>> TEARDOWN LSP FROM 192.168.16.1 TO 192.168.32.1>>>>
Locking configuration database ...
Loading configuration from lsp_192.168.16.1.xml ...
Commiting configuration from lsp_192.168.16.1.xml ...
Unlocking configuration database ...
Disconnecting from the router ...
LSP TEARDOWN SUCCESS                                      [ OK ]
>>>> END TEARDOWN LSP FROM 192.168.16.1 TO 192.168.32.1>>>>
ANDATA CANCELLATA
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Anche  ora  per  verificare  l'avvenuta  cancellazione  dell'LSP,  si 
possono percorrere due strade:
• controllare  il  file  lcsj.log  creato  dall'LCSJ  (Appendice 
B);
• accedere al router Hong Kong tramite CLI ed eseguire il 
comando  show mpls lsp il cui risultato è mostrato in 
figura 5.7.
Figura 5.7: LSP attivi su Hong-Kong dopo Teardown del terzo LSP
Come si vede dalla figura 5.7 il terzo LSP non è più configurato 
dunque se ne deduce che il Teardown è andato a buon fine.
5.4 Test 
A questo punto sul framework sono attivi due LSP che 
seguendo  percorsi  diversi  collegano  Hong  Kong  con 
Amsterdam. Quindi per verificare il corretto funzionamento del 
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framework si inoltra traffico sulla rete. Per fare questo si utilizza 
un nodo esterno alla rete come generatore del traffico e altri due 
nodi esterni come ricevitori (figura 5.8).
Figura 5.8: Topologia rete usata nei test
Dunque utilizzando VLC media player si iniettano nella rete due 
flussi  video  (Full  High  Definition).  La  sorgente  del  traffico 
video è  su un host collegato a Hong Kong mentre i ricevitori 
sono  collegati  ad  Amsterdam.  I  video  all'interno  della  rete 
seguono percorsi diversi in particolare:
• il  video destinato all'host  10.222.14.2 attraversa  l'LSP 
che passa da Sao Paulo (LSP rosso);
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• mentre  il  video destinato all'host  10.222.15.2 segue il 
percorso che passa da Tokyo e London (LSP blu).
Con l'aiuto di un Network Protocol Analyzer, come Wiresharks è 
possibile  controllare  il  traffico  in  entrata  ed  in  uscita  da  un 
interfaccia. In figura 5.9 è mostrato il flusso dati in uscita dalla 
sorgente di traffico.
Figura 5.8: Wireshark sorgente traffico
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Come  evidenziato  in  figura  5.8  ci  sono  pacchetti  con 
destinatario 10.222.14.2 e altri con destinatario 10.222.15.2. In 
figura 5.9 viene riportato il grafico del througput alla sorgente 
del traffico.
Figura 5.9: Throughput sorgente traffico
Si  può  notare  come  il  flusso  video  totale  sia  ottenuto  dalla 
somma dei  due  singoli  flussi  video destinati  alle  due  diverse 
destinazioni.
I due video destinati a 10.222.14.2 e 10.222.15.2 come detto  per 
raggiungere  il  destinatario  seguono  due  percorsi  diversi 
all'interno  della  rete.  Si  analizzano  ora,  utilizzando  ancora 
Wireshark,  i  flussi  di  traffico  sulle  interfacce  degli  host 
destinatari (figure da 5.10 a 5.13). 
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Figura 5.10: Wireshark destinatario 10.222.14.2
Figura 5.11: Traffico in ingresso a 10.222.14.2
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Figura 5.12: Wireshark destinatario 10.222.15.2




L'obiettivo  di  questo  lavoro  di  tesi  è  stato  quello  di 
progettare e implementare l'LCSJ. Nella realizzazione di questo 
componente  è  stato  tenuto  conto  del  fatto  che  si  doveva 
garantire la sua interoperabilità con il PCE già realizzato. Grazie 
appunto a questa interoperabilità siamo arrivati ad ottenere un 
sistema  automatizzato  per  l'instaurazione  e  l'abbattimento  di 
LSP all'interno di una rete omogenea di router Juniper.
Gli  svantaggi  nell'utilizzo  di  router  commerciali  (come  i 
Juniper) che hanno cioè un hardware dedicato, rispetto al caso in 
cui i dispositivi di rete sono realizzati con normali PC con SO 
Linux sono:
• minore intelligenza,  un PC con SO Linux permette un 
controllo completo e dettagliato delle risorse del sistema;
• minori costi, il SO Linux è completamente gratuito e può 
funzionare su una vasta gamma di prodotti hardware.
Detto  questo  è  però  ovvio  che  ci  siano  anche  dei  vantaggi 
nell'utilizzo di dispositivi di rete tradizionali, infatti ad esempio 
Conclusioni
l'affidabilità  di  un sistema hardware  “dedicato” (embedded)  è 
maggiore di quella di un normale PC. Anche dal punto di vista 
del  software  quello  utilizzato  nei  dispositivi  embedded  (nel 
nostro caso JUNOS OS) è più affidabile perché è più semplice 
nel  design  ed  ha  una  base  di  codice  meno  vasta.  Quindi  il 
debugging in caso di errore di un dispositivo embedded è molto 
più semplice di quello di un sistema Linux-based che necessita 
di una maggiore manutenzione per essere affidabile.
Proprio per questi motivi si arriva ad un compromesso logico 
che  è  stato  quello  di  introdurre  macchine  Linux-based  sulla 
frontiera della rete dove è richiesta una maggiore intelligenza e 
scalabilità delle risorse, e router tradizionali nel core dove sono 
necessarie alte prestazioni in termini di traffico smistato.
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Di seguito sono mostrati tutte le operazioni che avvengono per 
l'instaurazione  di  un  LSP (tra  R1  e  R3)  sulla  rete  di  router 
virtuali:




        <lsr>
                <router_address>10.0.0.1</router_address>
                <links>
                        <link ID="1">
                          <link_type>1</link_type>
                          <link_id>10.0.0.2</link_id>
                          <local_if>10.1.12.1</local_if>
                          <remote_if>10.1.12.2</remote_if>
                          <te_metric>67341933</te_metric>
                          <max_bw>12500000</max_bw>
                          <max_res_bw>12500000</max_res_bw>
                          <unres_bw>
                                       <prio_0>12500000</prio_0>
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                                       <prio_1>12500000</prio_1>
                                       <prio_2>12500000</prio_2>
                                       <prio_3>12500000</prio_3>
                                       <prio_4>12500000</prio_4>
                                       <prio_5>12500000</prio_5>
                                       <prio_6>12500000</prio_6>
                                       <prio_7>12500000</prio_7>
                          </unres_bw>
                          <admin_group>0x0001</admin_group>
                          <bw_constraints>
                                        <bcm_id/>
                                        <bc>
                                             <bc0>12500000</bc0>
                                             <bc1>11000000</bc1>
                                             <bc2>10000000</bc2>
                                             <bc3>9000000</bc3>
                                             <bc4>8000000</bc4>
                                             <bc5>7000000</bc5>
                                             <bc6>6000000</bc6>
                                             <bc7>5000000</bc7>
                                        </bc>
                          </bw_constraints>
                          <delay>12</delay>
                          monetary_cost>0.000001</monetary_cost>
                        </link>
                        <link ID="2">
                        <link_type>1</link_type>
                        <link_id>10.0.0.3</link_id>
                        <local_if>10.1.10.1</local_if>
                        <remote_if>10.1.10.2</remote_if>
                        <te_metric>67341933</te_metric>
                        <max_bw>6250000</max_bw>
                        <max_res_bw>6250000</max_res_bw>
                        <unres_bw>
                                        <prio_0>6250000</prio_0>
                                        <prio_1>6250000</prio_1>
                                        <prio_2>6250000</prio_2>
                                        <prio_3>6250000</prio_3>
                                        <prio_4>6250000</prio_4>
                                        <prio_5>6250000</prio_5>
                                        <prio_6>6250000</prio_6>
                                        <prio_7>6250000</prio_7>
                        </unres_bw>
                        <admin_group>0x0001</admin_group>
                        <bw_constraints>
                          <bcm_id/>
                          <bc>
                                <bc0>6250000</bc0>
                                <bc1>6100000</bc1>
                                <bc2>6000000</bc2>
                                <bc3>5900000</bc3>
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                                <bc4>5800000</bc4>
                                <bc5>5700000</bc5>
                                <bc6>5600000</bc6>
                                <bc7>5500000</bc7>
                          </bc>
                        </bw_constraints>
                        <delay>10</delay>
                        <monetary_cost>0.000001</monetary_cost>
                  </link>
                </links>
        </lsr>
        <lsr>
          <router_address>10.0.0.2</router_address>
                <links>
                  <link ID="3">
                        <link_type>1</link_type>
                        <link_id>10.0.0.1</link_id>
                        <local_if>10.1.12.2</local_if>
                        <remote_if>10.1.12.1</remote_if>
                        <te_metric>67341933</te_metric>
                        <max_bw>12500000</max_bw>
                        <max_res_bw>12500000</max_res_bw>
                        <unres_bw>
                                       <prio_0>12500000</prio_0>
                                       <prio_1>12500000</prio_1>
                                       <prio_2>12500000</prio_2>
                                       <prio_3>12500000</prio_3>
                                       <prio_4>12500000</prio_4>
                                       <prio_5>12500000</prio_5>
                                       <prio_6>12500000</prio_6>
                                       <prio_7>12500000</prio_7>
                        </unres_bw>
                        <admin_group>0x0001</admin_group>
                        <bw_constraints>
                          <bcm_id/>
                          <bc>
                                <bc0>12500000</bc0>
                                <bc1>11000000</bc1>
                                <bc2>10000000</bc2>
                                <bc3>9000000</bc3>
                                <bc4>8000000</bc4>
                                <bc5>7000000</bc5>
                                <bc6>6000000</bc6>
                                <bc7>5000000</bc7>
                          </bc>
                        </bw_constraints>
                        <delay>10</delay>
                        <monetary_cost>0.000001</monetary_cost>
                  </link>
                  <link ID="4">
                        <link_type>1</link_type>
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                        <link_id>10.0.0.3</link_id>
                        <local_if>10.1.11.1</local_if>
                        <remote_if>10.1.11.2</remote_if>
                        <te_metric>67341933</te_metric>
                        <max_bw>12500000</max_bw>
                        <max_res_bw>12500000</max_res_bw>
                        <unres_bw>
                                       <prio_0>12500000</prio_0>
                                       <prio_1>12500000</prio_1>
                                       <prio_2>12500000</prio_2>
                                       <prio_3>12500000</prio_3>
                                       <prio_4>12500000</prio_4>
                                       <prio_5>12500000</prio_5>
                                       <prio_6>12500000</prio_6>
                                       <prio_7>12500000</prio_7>
                        </unres_bw>
                        <admin_group>0x0001</admin_group>
                        <bw_constraints>
                          <bcm_id/>
                          <bc>
                                <bc0>12500000</bc0>
                                <bc1>11000000</bc1>
                                <bc2>10000000</bc2>
                                <bc3>9000000</bc3>
                                <bc4>8000000</bc4>
                                <bc5>7000000</bc5>
                                <bc6>6000000</bc6>
                                <bc7>5000000</bc7>
                          </bc>
                        </bw_constraints>
                        <delay>10</delay>
                        <monetary_cost>0.000001</monetary_cost>
                  </link>
                </links>
        </lsr>
        <lsr>
          <router_address>10.0.0.3</router_address>
                <links>
                  <link ID="5">
                        <link_type>1</link_type>
                        <link_id>10.0.0.2</link_id>
                        <local_if>10.1.11.2</local_if>
                        <remote_if>10.1.11.1</remote_if>
                        <te_metric>67341933</te_metric>
                        <max_bw>12500000</max_bw>
                        <max_res_bw>12500000</max_res_bw>
                        <unres_bw>
                                       <prio_0>12500000</prio_0>
                                       <prio_1>12500000</prio_1>
                                       <prio_2>12500000</prio_2>
                                       <prio_3>12500000</prio_3>
122
Appendice A
                                       <prio_4>12500000</prio_4>
                                       <prio_5>12500000</prio_5>
                                       <prio_6>12500000</prio_6>
                                       <prio_7>12500000</prio_7>
                        </unres_bw>
                        <admin_group>0x0001</admin_group>
                        <bw_constraints>
                          <bcm_id/>
                          <bc>
                                <bc0>12500000</bc0>
                                <bc1>11000000</bc1>
                                <bc2>10000000</bc2>
                                <bc3>9000000</bc3>
                                <bc4>8000000</bc4>
                                <bc5>7000000</bc5>
                                <bc6>6000000</bc6>
                                <bc7>5000000</bc7>
                          </bc>
                        </bw_constraints>
                        <delay>10</delay>
                        <monetary_cost>0.000001</monetary_cost>
                  </link>
                  <link ID="6">
                        <link_type>1</link_type>
                        <link_id>10.0.0.1</link_id>
                        <local_if>10.1.10.2</local_if>
                        <remote_if>10.1.10.1</remote_if>
                        <te_metric>67341933</te_metric>
                        <max_bw>6250000</max_bw>
                        <max_res_bw>6250000</max_res_bw>
                        <unres_bw>
                                        <prio_0>6250000</prio_0>
                                        <prio_1>6250000</prio_1>
                                        <prio_2>6250000</prio_2>
                                        <prio_3>6250000</prio_3>
                                        <prio_4>6250000</prio_4>
                                        <prio_5>6250000</prio_5>
                                        <prio_6>6250000</prio_6>
                                        <prio_7>6250000</prio_7>
                        </unres_bw>
                        <admin_group>0x0001</admin_group>
                        <bw_constraints>
                          <bcm_id/>
                          <bc>
                                <bc0>6250000</bc0>
                                <bc1>6100000</bc1>
                                <bc2>6000000</bc2>
                                <bc3>5900000</bc3>
                                <bc4>5800000</bc4>
                                <bc5>5700000</bc5>
                                <bc6>5600000</bc6>
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                                <bc7>5500000</bc7>
                          </bc>
                        </bw_constraints>
                        <delay>10</delay>
                        <monetary_cost>0.000001</monetary_cost>
                  </link>
                </links>
        </lsr>
</ip_topology>
configurazione iniziale router R3:
logical-routers{
 R3 {
        interfaces {
            fe-0/2/0 {
                unit 0 {
                    vlan-id 3;
                    family inet {
                        address 10.1.10.2/30;
                    }
                    family mpls;
                }
            }
            fe-0/3/1 {
                unit 0 {
                    vlan-id 1;
                    family inet {
                        address 10.1.11.2/30;
                    }
                    family mpls;
                }
            }
            lo0 {
                unit 3 {
                    family inet {
                        address 10.0.0.3/32;
                    }
                }
            }
        }
        protocols {
            rsvp {
                interface all;
            }
            mpls {
124
Appendice A
                interface all;
            }
            ospf {
                traffic-engineering;
                area 0.0.0.0 {
                    interface fe-0/3/1.0;
                    interface lo0.3;
                    interface fe-0/3/3.1;
                }
            }
        }
    }
}
Front-end del PCE visibile all'amministratore:
OPTIONS:
1 - Setup Request 
2 - Teardown Request
3 - Reset TED







 PRIORITY(da 0 a 7):1
 DELAY (ms):100
 DS_TYPE:
1 - Non specifed
3 - E-LSP
5 - L-LSP carrying DF (Default Forwarding) traffic
7 - L-LSP carrying CSn (Class Selector) traffic
8 - L-LSP carrying AF1x traffic
9 - L-LSP carrying AF2x traffic
10 - L-LSP carrying AF3x traffic
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11 - L-LSP carrying AF4x traffic
12 - L-LSP carrying EF traffic
20 - LSP carrying TE-Class0 traffic (CT[0-7] + preemption 
priority[0-7])
21 - LSP carrying TE-Class01 traffic (CT[0-7] + preemption 
priority[0-7])
22 -LSP carrying TE-Class2 traffic (CT[0-7] + preemption 
priority[0-7])
23 -LSP carrying TE-Class3 traffic (CT[0-7] + preemption 
priority[0-7])
24 -LSP carrying TE-Class4 traffic (CT[0-7] + preemption 
priority[0-7])
25 -LSP carrying TE-Class5 traffic (CT[0-7] + preemption 
priority[0-7])
26 -LSP carrying TE-Class6 traffic (CT[0-7] + preemption 
priority[0-7])








1- CSPF ( SPF(metrica=TE_cost) vincolo a posteriori su delay 
end-to-end )
2- CSPF ( SPF(metrica=delay)   vincolo a posteriori su delay 
end-to-end )
3- CSPF ( SPF(metrica=TE_cost) vincolo a posteriori su monetary 
cost )
4- CSPF ( SPF(metrica=delay)   vincolo a posteriori su 
monetary_cost )
5- CSPF ( SPF(metrica=TE_cost) vincolo a posteriori su delay 
end-to-end & monetary_cost)
6- CSPF ( SPF(metrica=delay)   vincolo a posteriori su delay 
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end-to-end & monetary_cost )
1
Path to 3: 1 2 3 
Path to 1(RITORNO): 3 2 1 
OK....ANDATA
OK....ANDATA
LCSJ_REPLY                                               [ OK ]
>>>> SETUP LSP FROM 10.0.0.1 TO 10.0.0.3>>>>
Locking configuration database ...
Loading configuration from lsp_10.0.0.1.xml ...
Commiting configuration from lsp_10.0.0.1.xml ...
Unlocking configuration database ...
Disconnecting from the router ...
LSP SETUP SUCCESS                                         [ OK ]
>>>> END SETUP LSP FROM 10.0.0.1 TO 10.0.0.3>>>>
>>>> SETUP LSP FROM 10.0.0.3 TO 10.0.0.1>>>>
Locking configuration database ...
Loading configuration from lsp_10.0.0.3.xml ...
Commiting configuration from lsp_10.0.0.3.xml ...
Unlocking configuration database ...
Disconnecting from the router ...
LSP SETUP SUCCESS                                         [ OK ]
>>>> END SETUP LSP FROM 10.0.0.3 TO 10.0.0.1>>>>
LSP di ANDATA con ID=1 INSTAURATO
22.000000ms RITARDO ANDATA
20.000000EURO COSTO ANDATA






*2011-07-08-10/56/15: INITIALIZE LSP_SETUP FROM 10.0.0.1 TO10.0.0.3 
  *2011-07-08-10/56/15: CREATE FILE: lsp_10.0.0.1.xml FOR THE INGRESS ROUTER:
    <configuration>
      <logical-routers>
        <name>R1</name>
        <protocols>
          <mpls>
            <label-switched-path>
              <name>R1-to-R3</name>
              <to>10.0.0.3</to>
              <bandwidth>80000000</bandwidth>
              <primary>
                <name>R2-path</name>
              </primary>
            </label-switched-path>
            <path>
              <name>R2-path</name>
              <path-list>
                <name>10.0.0.2</name>
                <strict/>
              </path-list>
            </path>
          </mpls>
        </protocols>
      </logical-routers>
    </configuration>
  *2011-07-08-10/56/15: RUNNING lsp_10.0.0.1.xml WITH JUNOSCRIPT


































<time>Jul  5 10:48:35 </time>




























    *2011-07-08-10/56/15: LSP_SETUP FROM 10.0.0.1 to 10.0.0.3 SUCCESS
    *2011-07-08-10/56/15: LCA_REPLY --> PCE
*2011-07-08-10/56/15: INITIALIZE LSP_SETUP FROM 10.0.0.3 TO 10.0.0.1 
  *2011-07-08-10/56/15: CREATE FILE: lsp_10.0.0.3.xml FOR THE INGRESS ROUTER:
    <configuration>
      <logical-routers>
        <name>R3</name>
        <protocols>
          <mpls>
            <label-switched-path>
              <name>R3-to-R1</name>
              <to>10.0.0.1</to>
              <bandwidth>80000000</bandwidth>
              <primary>
                <name>R2-path</name>
              </primary>
            </label-switched-path>
            <path>
              <name>R2-path</name>
              <path-list>
                <name>10.0.0.2</name>
                <strict/>
              </path-list>
            </path>
          </mpls>
        </protocols>
      </logical-routers>
    </configuration>
  *2011-07-08-10/56/15: RUNNING lsp_10.0.0.3.xml WITH JUNOSCRIPT





































<time>Jul  5 10:48:35 </time>









































<time>Jul  5 10:48:35 </time>



















    *2011-07-08-10/56/15: LSP_SETUP FROM 10.0.0.3 to 10.0.0.1 SUCCESS
    *2011-07-08-10/56/15: LCA_REPLY --> PCE




Figura A.1:Stato degli LSP sul router virtuale R1





Figura A.3: Stato degli LSP sul router virtuale R3
Nel  caso  in  cui  si  voglia  successivamente  abbattere  tale  LSP 
basta dal front-end del PCE selezionare l'opzione Teardown e 
indicare l'identificativo dell'LSP da abbattere.
OPTIONS:
1 - Setup Request 
2 - Teardown Request
3 - Reset TED
4 - Exit 
2





LCSJ_REPLY                                                [ OK ]
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>>>> TEARDOWN LSP FROM 10.0.0.1 TO 10.0.0.3>>>>
Locking configuration database ...
Loading configuration from lsp_10.0.0.1.xml ...
Commiting configuration from lsp_10.0.0.1.xml ...
Unlocking configuration database ...
Disconnecting from the router ...
LSP TEARDOWN SUCCESS                                      [ OK ]
>>>> END TEARDOWN LSP FROM 10.0.0.1 TO 10.0.0.3>>>>
>>>> TEARDOWN LSP FROM 10.0.0.3 TO 10.0.0.1>>>>
Locking configuration database ...
Loading configuration from lsp_10.0.0.3.xml ...
Commiting configuration from lsp_10.0.0.3.xml ...
Unlocking configuration database ...
Disconnecting from the router ...
LSP TEARDOWN SUCCESS                                      [ OK ]
>>>> END TEARDOWN LSP FROM 10.0.0.3 TO 10.0.0.1>>>>
ANDATA CANCELLATA
RITORNO CANCELLATO
Il file lcsj.log sarà:
*2011-07-08-14/35/26: INITIALIZE LSP_TEARDOWN FROM 10.0.0.1 TO 10.0.0.3 















  *2011-07-08-14/35/26: RUNNING lsp_10.0.0.1.xml WITH JUNOSCRIPT







































<time>Jul  5 10:48:35 </time>





















    *2011-07-08-14/35/26: LSP_TEARDOWN FROM 10.0.0.1 to 10.0.0.3 SUCCESS
    *2011-07-08-14/35/26: LCA_REPLY --> PCE
*2011-07-08-14/35/26: INITIALIZE LSP_TEARDOWN FROM 10.0.0.3 TO 10.0.0.1 













  *2011-07-08-14/35/26: RUNNING lsp_10.0.0.3.xml WITH JUNOSCRIPT




























    *2011-07-08-14/35/26: LSP_TEARDOWN FROM 10.0.0.3 to 10.0.0.1 SUCCESS
    *2011-07-08-14/35/26: LCA_REPLY --> PCE
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Di  seguito  è  mostrata  la  topologia  della  rete  con  gli  LSP 
instaurati nei test descritti nel capitolo 5. Inoltre viene fornito il 
file lcsj.log. 
lcsj.log:
*2011-07-08-11/32/23: INITIALIZE LSP_SETUP FROM 192.168.16.1 TO 192.168.32.1 
  *2011-07-08-11/32/23: CREATE FILE: lsp_192.168.16.1.xml FOR THE INGRESS ROUTER:
    <configuration>
         <protocols>
          <mpls>
            <label-switched-path>
              <name>192.168.16.1-to-192.168.32.1-1</name>
              <to>192.168.32.1</to>
              <bandwidth>1000000</bandwidth>
              <primary>
                <name>path-100</name>
              </primary>
            </label-switched-path>
            <path>
              <name>path-100</name>
              <path-list>
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                <name>192.168.48.1</name>
                <strict/>
              </path-list>
            </path>
          </mpls>
        </protocols>
    </configuration>
  *2011-07-08-11/32/23: RUNNING lsp_192.168.32.1.xml WITH JUNOSCRIPT































<time>Jul  5 10:48:35 </time>




























    *2011-07-08-11/32/23: LSP_SETUP FROM 192.168.16.1 TO 192.168.32.1 SUCCESS
    *2011-07-08-11/32/23: LCA_REPLY --> PCE
######################################################################################
*2011-07-08-11/32/23: INITIALIZE LSP_SETUP FROM 192.168.16.1 TO 192.168.32.1 
  *2011-07-08-11/32/23: CREATE FILE: lsp_192.168.16.1.xml FOR THE INGRESS ROUTER:
    <configuration>
         <protocols>
          <mpls>
            <label-switched-path>
              <name>192.168.16.1-to-192.168.32.1-2</name>
              <to>192.168.32.1</to>
              <bandwidth>1000000</bandwidth>
              <primary>
                <name>path-101</name>
              </primary>
            </label-switched-path>
            <path>
              <name>path-101</name>
              <path-list>
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                <name>192.168.24.1</name>
                <strict/>
      <name>192.168.36.1</name>
                <strict/>
              </path-list>
            </path>
          </mpls>
        </protocols>
    </configuration>
  *2011-07-08-11/32/23: RUNNING lsp_192.168.32.1.xml WITH JUNOSCRIPT































<time>Jul  5 10:48:35 </time>




































<time>Jul  5 10:48:35 </time>




























    *2011-07-08-11/32/23: LSP_SETUP FROM 192.168.16.1 TO 192.168.32.1 SUCCESS
    *2011-07-08-11/32/23: LCA_REPLY --> PCE
######################################################################################
*2011-07-08-11/32/23: INITIALIZE LSP_SETUP FROM 192.168.16.1 TO 192.168.32.1 
  *2011-07-08-11/32/23: CREATE FILE: lsp_192.168.16.1.xml FOR THE INGRESS ROUTER:
    <configuration>
         <protocols>
          <mpls>
            <label-switched-path>
              <name>192.168.16.1-to-192.168.32.1-3</name>
              <to>192.168.32.1</to>
              <bandwidth>1000000</bandwidth>
              <primary>
                <name>path-102</name>
              </primary>
            </label-switched-path>
            <path>
              <name>path-102</name>
              <path-list>
                <name>192.168.20.1</name>
                <strict/>
<name>192.168.40.1</name>
                <strict/>
              </path-list>
            </path>
          </mpls>
        </protocols>
    </configuration>
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  *2011-07-08-11/32/23: RUNNING lsp_192.168.32.1.xml WITH JUNOSCRIPT































<time>Jul  5 10:48:35 </time>




































<time>Jul  5 10:48:35 </time>





































<time>Jul  5 10:48:35 </time>


























    *2011-07-08-11/32/23: LSP_SETUP FROM 192.168.16.1 TO 192.168.32.1 SUCCESS




*2011-07-08-14/35/26: INITIALIZE LSP_TEARDOWN FROM 192.168.16.1 TO 192.168.32.1 










  *2011-07-08-14/35/26: RUNNING lsp_192.168.16.1.xml WITH JUNOSCRIPT

































<time>Jul  5 10:48:35 </time>


































<time>Jul  5 10:48:35 </time>




























    *2011-07-08-14/35/26: LSP_TEARDOWN FROM 192.168.16.1-to-192.168.32.1-3 SUCCESS
    *2011-07-08-14/35/26: LCA_REPLY --> PCE
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