In this paper, we propose a heuristic algorithm for a container loading problem for logistic platforms, which is the problem for the Challenge Renault/ESICUP 2015. The three-dimensional container loading problem involves packing a set of cuboid items into bins so as to minimize the total volume used. In this paper, we propose an effective approach to solve this problem based on a greedy strategy. We first generate high-quality stacks that consist of some items and then pack these stacks on the floor of bins, considering the resulting problem as a two-dimensional bin packing problem. The proposed algorithm is tested on a series of instances provided for the challenge. The computational results show that the proposed algorithm performs well on these instances.
Introduction
The container loading problem, a variant of the three-dimensional packing problem, appears in various industrial applications and becomes one of the critical problems to reduce the cost of logistics and transportation. It involves packing a set of cuboid items into bins under a series of constraints and the objective is to minimize the number of used bins.
There are many heuristic algorithms proposed for container loading problems. Most of them are based on heuristic algorithms proposed for the one-and two-dimensional packing problems. In real-world applications, there exist many complicated constraints needed to be considered such as the compactness of one container, the center of gravity, stability of the packing layout. Bortfeldt and Wäscher (2013) provide an overview of real-world container loading problems. They pointed out that many algorithms in the literature are of limited practical value since they do not pay enough attention to constraints encountered in practice.
The problem described in this paper is the problem for a competition called the Challenge Renault/ESICUP (2015) , which is a container loading problem for logistic platforms. In this problem, we cannot pack items into containers directly. We must merge items into rows first, then combine rows to layers. Layers must be combined into stacks, and finally the resulting stacks are packed into bins on their floors. Many constraints related with the sizes, weights and materials of items have to be taken into account.
The ESICUP -EURO Special Interest Group on Cutting and Packing (ESICUP, 2015) is a EURO working group that gathers practitioners, researchers and operations research educators with interests in the area of cutting and packing.
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A heuristic algorithm for the container loading problem with complex loading constraints
Hiroki IWASAWA*, Yannan HU**, Hideki HASHIMOTO***, Shinji IMAHORI**** and Mutsunori YAGIURA** It organizes its first challenge with a subject proposed and sponsored by the automotive maker Renault (Renault, 2015) and with the cooperation of the operations research team of Bordeaux University. Renault is one of the major vehicle manufacturers. It produces a wide range of cars and vans in many different countries. The activity of truck/container loading for logistic platforms has become critical for Renault, because they have to send parts from Europe to its factories worldwide. In addition to the daily loading of containers, logistic platforms must estimate every week the number of containers needed for the following weeks. They must also simulate the loading for future vehicle projects, in order to find the best loading plans. Under such circumstances, planning/optimization/simulation tools for loading are at the heart of the activity of logistic platforms. The minimization of the number of shipped containers is critical and is one of the important problems to be solved by such tools, since a gain of one cubic meter per container can generate huge annual savings for logistic platforms. The container loading problem for the competition models a problem of this type, in which a large number of small cuboid items have to be packed into bins of different sizes.
In this paper, we propose a heuristic algorithm to solve this container loading problem. The basic idea is a greedy strategy where we first generate high-quality stacks that consist of some cuboid items and then pack these stacks on the floor of bins by solving the two-dimensional bin packing problem. We use solutions to the (one-dimensional) knapsack problem (Kellerer et al., 2004) to generate high-quality stacks. After generating stacks with all of the items, we utilize the best-fit algorithm (Burke et al., 2004) , which is known as a representative work among existing construction heuristics, to pack the stacks into bins, regarding this problem as a two-dimensional rectangle bin packing problem. The main strategy of the best-fit algorithm is the bottom-left strategy (Baker et al., 1980) , which packs items into a container one by one at the lowest position as left as possible.
The proposed algorithm is tested on a series of instances provided for the challenge. The computational results show that the proposed algorithm performs well on these instances and we took the third place in the competition among 12 teams.
This paper is organized as follows: We first explain the container loading problem that is considered in this paper in detail and some important techniques utilized in our algorithm in Section 2 and 3. We then propose a heuristic algorithm for this problem in Section 4 and report the computational results obtained by our algorithm in Section 5. Finally, we summarize our results in Section 6.
Problem description
The problem of the challenge Renault/ESICUP models a real-world problem and it has complicated constraints. We are given a set of n cuboid metal/non-metal items C = {C 1 , C 2 , . . . , C n }, where each item C i has a deterministic shape and size of width w i , length l i and height h i , a weight r i and is related to a single product p i . Each item also has a material type t i ∈ {metal, non-metal}. The volume of an item C i is denoted by V(C i ) = w i l i h i . Several items related to the same product can have different sizes. Some of the items can be rotated, where rotation is allowed only in one dimension around a vertical line orthogonal to the floor (i.e., the bottom of a cuboid remains the bottom).
We are also given a set of m bin types B = {B 1 , B 2 , . . . , B m }, where each bin of type B j has a deterministic shape with size of width W j , length L j and height H j , and a maximum weight R j allowed for the bin to receive. For every bin type B j , we can use unlimited number of bins of type B j .
There are three dimensions (width, length and height). We denote the horizontal dimensions as the width and length. By convention, the length is larger than the width. We assume that the leftmost downward corner of each bin is located at the origin O = (0, 0, 0) with its six sides parallel to the x-, y or z-axis. The location of an item C i is described by the coordinate (x i , y i , z i ).
Since items are dispatched almost every day, some of them can be postponed and dispatched on another day if it helps the packing process. There is a special bin (called bin 0) that corresponds to items that will not be dispatched in the current batch. For each product p, denoting the number of items i whose product p i = p by ∆(p), there cannot be more than ∆(p) * γ items in bin 0, where γ ∈ [0, 1] is an input for this problem. We call this the product constraint. Bin 0 is defined to be the bin that has the smallest total volume of stacks in the bin among all the bins after packing all the items into bins (n.b., a bin of any bin type can become bin 0).
The objective is to pack all the items into bins so as to minimize the total volume of used bins except for bin 0 and to minimize a set of secondary objectives. The secondary objective functions are considered only when two solutions have the same primary objective values, and the main one among them is the total volume of stacks in bin 0.
Every item must be packed inside of exactly one bin without overlap with other items. There are constraints on the structure of packing layout in each bin, where items cannot simply be packed into bins one by one. Items must be arranged into rows, layers and stacks as shown in Figure 1 . Items with the same height and similar basal shapes can be merged into rows. A layer contains a set of rows, which are packed on the floor of layer. A stack contains layers that are packed one above the others. A bin contains several stacks that are packed orthogonally (i.e., packed so that every edge of a stack is parallel to an edge of the bin) on the floor of the bin. The problem of packing stacks into bins is a two-dimensional bin packing problem with 90
• rotations allowed. Each item has to belong to exactly one stack that is packed in a bin.
The top of a stack is the top of the layer on top, which cannot be higher than that of the bin that contains the stack, i.e., the height of a stack cannot be larger than the height H j of the bin that contains it. The width (resp., length) of a stack is the largest width (resp., length) of a layer in it. The weight of a layer is the sum of the weights of the items it contains. There are also other constraints related to the sizes, weights and materials of items, which are shown as follows:
• The widths of the items in a row must be similar (i.e., within a given ratio) and the lengths of the rows in a layer must also be similar.
• There is an upper bound on the number of items in a row, and that of rows in a layer.
• Layers in a stack must have similar widths and lengths (i.e., within a given ratio).
• All the items in a layer must have the same height except for the layer on the top of a stack.
• Layers in a stack have to be sorted by decreasing weight from the bottom to the top of the stack.
• There is an upper bound on the density of each stack that is defined by ∑ C i ∈ the stack V(C i )/Area, where C i is an item included in the stack and Area is the area of the basal shape of the stack (i.e., the rectangle whose width and length are the same as those of the stack).
• There must not exist a stack containing both metal and non-metal items, and every layer in stacks of metal items must consist of one item.
• There is an upper bound on the total weight of items above the bottom (base) layer for each non-metal stack (i.e., stacks that contain only non-metal items).
For more details of this problem, readers could refer to the website of Challenge Renault/ESICUP (2015) .
Basic techniques
In this section, we first explain a classical combinatorial optimization problem, the one-dimensional knapsack problem. Then, we explain the best-fit algorithm that is known as one of the most remarkable works among existing construction heuristics for the rectangle packing problem.
In our algorithm, we first create high-quality stacks by solving instances of the knapsack problem and then pack the generated stacks into bins by using the best-fit algorithm, considering the resulting problem as the two-dimensional bin packing problem.
Knapsack problem
The knapsack problem (Kellerer et al., 2004 ) is one of the representative combinatorial optimization problems. Given a set of items and a knapsack with a specified capacity, the task of the knapsack problem is to select a subset of items such that the total profit of the selected items is maximized and the total weight does not exceed the given capacity. This problem has been studied for decades since it is the simplest prototype of maximization problems.
There are many simple greedy algorithms (Kellerer et al., 2004) proposed to solve the knapsack problem and most of them perform well in practice. There are also pseudo-polynomial time algorithms using dynamic programming (Bellman, 1956 ) and fully polynomial time approximation schemes (FPTAS) for this problem. The first FPTAS for the knapsack problem was proposed by Ibarra and Kim (1975) . The FPTAS with the currently known best complexity, both for the running time and the space, was proposed by Kellerer and Pferschy (1999) .
From practical experience it is known that many knapsack problem instances of considerable size can be solved in reasonable time by exact algorithms using the techniques of dynamic programming and branch-and-bound. Martello et al. (2000) gave an overview of the latest techniques of exact algorithms for the knapsack problem.
A simple exact algorithm for the knapsack problem is to enumerate all the feasible solutions and then choose a solution with the maximum total profit. The number of all possible solutions is 2 n where n is the number of given items.
Hence, the running time of this algorithm increases exponentially with the size of input. This algorithm is not practical in general, especially for large-scale instances, but it works when the size of instance is not too large. Burke et al. (2004) proposed a heuristic algorithm based on the bottom-left strategy, called the best-fit algorithm. The bottom-left strategy, which was originally proposed for the rectangle packing problem (Baker et al., 1980) , packs items into container one by one at the lowest position as left as possible.
Best-fit algorithm
The best-fit algorithm for the rectangle packing problem is as follows: During the computation, the algorithm keeps a skyline, which consists of a sequence of line segments satisfying the following properties:
• Each line segment is parallel to the x-axis.
• Two adjacent line segments have different y-coordinates and have exactly one common x-coordinate (i.e., the x-coordinate of the right end point of a line segment is the same as that of the left end point of its right neighbor).
• Viewed from an infinitely high position, no point in the line segments is hidden by already placed rectangles.
• Each line segment touches the top edge of an already placed rectangle or the bottom edge of the strip. Among all the line segments in a skyline, the lowest available segment is the one that has the smallest y-coordinate. Figure 2 shows an example of the skyline of a packing layout. Each dashed line represents a segment and the union of all the segments is the skyline. The best-fit heuristic repeats the following two operations until all the rectangles are placed: • Find the lowest available segment of the current skyline.
• Place a rectangle on the segment. At the beginning of the packing process, no rectangles are placed in the strip and the skyline consists of the bottom edge of the strip only. Whenever a rectangle is placed, a part of the lowest available segment moves upward in such a way that the part of the segment hidden by the bottom edge of the placed rectangle is replaced by the top edge of the rectangle. If there are several segments on the lowest level (i.e., they have the same y-coordinate), the algorithm selects the leftmost one as the lowest available segment. For the lowest available segment, the best fit rectangle, which is to be placed on the segment, is defined to be the widest rectangle (resolving equal widths by the largest height) that has not been placed yet and can be placed on the segment without overlap (i.e., its width is no larger than that of the segment). If the width of the lowest available segment is larger than that of the best fit rectangle, the algorithm places the rectangle at the leftmost position on the segment (called the left strategy). If there are no rectangles that can be placed on the lowest available segment, the segment is raised to the level of the lower segment adjacent to it, and the two segments are merged. In this case, the space below the raised segment becomes waste. When all the rectangles are placed in the strip, the main part of the best-fit heuristic algorithm ends.
The best-fit heuristic algorithm is a greedy algorithm that attempts to produce a good-quality placement by examining an available space as low as possible in the strip and then placing the rectangle that best fits the space. Unlike most heuristic algorithms that have a sequence of rectangles to place, the best-fit heuristic dynamically selects the next rectangle to place. This enables the algorithm to make informed decisions about which rectangle should be placed next.
Assume that δ is the number of given rectangles. If naively implemented, the best-fit algorithm requires O(δ 4 ) time in the worst case. Imahori and Yagiura (2010) proposed an efficient implementation of the best-fit algorithm that requires linear space and O(δ log δ) time.
Heuristic algorithm for the container loading problem
In this section, we explain a heuristic algorithm for the container loading problem. We introduce the basic idea of our algorithm in Section 4.1 and explain the details in Section 4.2. We also propose post-processing for the special bin, bin 0, in Section 4.3.
Basic idea
In our algorithm, we assume that if a layer consists of more than one item, the items combined in that layer must be non-metal and have the same shape (i.e., the same width, length and height). Then, even though there may be rows consisting of several items in a layer, since every item in the layer has the same shape, the constraint on the size of items in each row will be satisfied automatically, and the configuration of a layer is specified just by the number of rows in it and that of items in each row. The basic idea is a greedy strategy that first creates good layers and high-quality stacks and then packs these stacks into bins as a two-dimensional bin packing problem.
Our approach consists of three phases. The first is to create good layers. We enumerate all the possible shapes of layers for non-metal items and select comparatively heavy layers.
The second phase is to create high-quality stacks utilizing the layers generated in the first phase. We use the knapsack problem to create stacks. We first enumerate all possible basal shapes T = {T 1 , T 2 , . . . , T l }, where a basal shape is a possible bottom shape of a stack (i.e., the bounding box of the projection of a possible stack) that can be created by combining items in C and/or layers obtained in the first phase. Then, for each combination of basal shape T k in T and B j in B, we compute a stack S * that is optimal for an instance of the knapsack problem. From the obtained |T ||B| stacks, we choose a stack by some rules, e.g., the one that maximizes the occupation ratio. The selected stack is sent to the third stage of packing stacks into bins. We repeat such operations to generate stacks and choose one until all the items are combined into stacks. The third phase is to pack all the generated high-quality stacks into bins. We utilize the best-fit algorithm to create high-quality bins. Note that the best-fit algorithm was proposed for the rectangle strip packing problem where the length of the container is infinite. A natural way to generalize the best-fit algorithm to solve the two-dimensional bin packing problem is as follows. The generalized best-fit algorithm packs items one by one into bins treating each bin as a strip and whenever the height of the current bin would exceed after packing any of the remaining items, the algorithm closes the current bin and opens a new bin. In the following, we call this modified version the best-fit algorithm.
We call the best-fit algorithm repeatedly, and in each iteration, to choose a packing layout of stacks in a bin to be used in the final solution, we call it twice, once in the widthwise direction and another in the lengthwise direction, until for each of the two calls, all the stacks are packed into bins. Then, in this iteration, the packing layout of stacks in the bin with the greatest occupation ratio is selected for the final solution. We repeat such packing and selection operations to create packing layouts of stacks in bins until all the stacks are packed into bins. Note that in the phases of generating layers and stacks and in the phase of packing stacks into bins, all the constraints given in this problem except for the product constraint on bin 0 are taken into consideration so that they are not violated.
Heuristic algorithm
The basic idea and outline of our algorithm have been explained in Section 4.1, and we explain the details of our algorithm for the container loading problem in this section.
Approach to generate layers
We create a layer consisting of non-metal items with an identical shape. We denote by C non-metal the subset of C that consists of all the non-metal items in C. For the items in C non-metal , we compute all possible shapes of layers such that all the items in each layer have the same shape. Note that we only generate layers that can be packed inside of at least one bin. As a consequence, the number of generated layers is not large. Let us call a combination of a layer shape and an item shape that can form the layer shape a layer shape configuration. For example, if a layer of size 2 × 3 (n.b., in this example we only consider width and length for simplicity) can be formed by combining three items of size 2 × 1, and also can be formed by two items of size 1 × 3, we have two layer shape configurations even though the layer shapes of these two configurations are the same.
For each layer shape configuration, we create the list of all items with the shape specified in the configuration (i.e., any combination of (appropriate number of) items from the list forms the shape of the layer), where the list may contain items with different weights. The items in each list are sorted in the decreasing order of their weights. We generate a set L of good layers by combining items having a fixed interval in every list. Consider a list corresponding to the shape of a layer consisting of ξ items, and assume for simplicity that the kth item in the list is labeled with index k. We create a layer with ξ consecutive items whose indices satisfy k ≡ 1 (mod α), where α is a parameter introduced to reduce the number of candidate layers. For example, if ξ = 3 and we set α = 2, we create layers consisting of items with indices k, k + 2 and k + 4 for k = 1, 3, 5, . . . when k + 4 ≤ K, where K is the length of the list. We also create layers by combining items in the end of the list with items at the beginning, e.g., for K = 10, we create a layer with items 7, 9, 1, and another with items 9, 1, 3.
Note that all the layers generated by items in the same list have the same shape. The details of this procedure are formally described as algorithm GenerateLayers(C non-metal , α) in Algorithm 1.
2: Let L possible be all the possible layer shape configurations obtainable by combining items in C non-metal such that the layer shape is formed by items whose shapes are the same and can be packed inside of at least one bin (i.e., the width and length of the layer are respectively less than or equal to those of at least one bin). 3: If L possible = ∅, go to Step 9. 4: Choose one layer shape configuration τ in L possible , and let L possible := L possible \ {τ}. 5: Let C τ := {C τ,1 , C τ,2 , . . . , C τ,K } be a subset of C non-metal with K items of an identical shape that forms the layer shape configuration τ.
Assume that the items in C τ are sorted in decreasing order of their weights. Let ξ be the number of items that is necessary to form the layer shape of τ and k := 1. 6: If k > K, return to Step 3. 7: Combine items C τ, k , C τ, k+α , . . . , C τ, k+(ξ−1)α to form a layerL, where C τ, l = C τ, l−K is assumed for l > K for simplicity. 8: Set L := L ∪ {L} and let k := k + α.
Return to Step 6. 9: Output the layers in L and terminate the algorithm.
Approach to generate stacks
Assume that we are given a set L of layers. We first enumerate all possible basal shapes T = {T 1 , T 2 , . . . , T l } that can be formed by an element in C or L or by a pair of elements in C ∪ L (i.e., a basal shape is the bottom shape of an item or a layer, or the bounding box of two vertically stacked items and/or layers except for infeasible combinations). For example, if there are two elements in C ∪ L of sizes 2 × 3 and 3 × 2 (n.b., we only consider the widths and lengths for simplicity), there will be 3 possible basal shapes of sizes 2 × 3, 3 × 2 and 3 × 3. Note that we generate stacks consisting of layers where each layer contains a single element in C or L. For this reason, the basal shape of (the bonding box of) a stack is determined by one or two elements in C ∪ L (one with the maximum length and another with the maximum width among those in the stack), and hence all possible basal shapes of stacks can be generated by the above rule.
For each combination of basal shape T k in T and bin type B j in B, we compute a stack S * by solving an instance of the knapsack problem. The task of the knapsack problem is to determine which elements in C or L to include into a stack so that the obtained stack satisfies all constraints and the total volume of selected items is maximized. Recall that we have the following three constraints:
( 1 ) The layers in a stack must have similar (i.e., within a given ratio) widths and lengths.
( 2 ) The total heights of layers cannot be larger than the height H j of B j . ( 3 ) There must not exist a stack containing both metal and non-metal items. Condition (3) can be satisfied just by considering metal and non-metal items separately. Because we first fix the basal shape of a stack and then consider a combination of layers inside it, the above condition (1) can be rephrased as follows: The layers in a stack must have widths and lengths not larger than and similar to those of the basal shape of the stack. For this reason, for every basal shape T k , elements in C and L can be divided into two groups, one consisting of those that satisfy condition (1) and the other containing the rest, and hence we can restrict our attention to the former. Then, for such a subset of elements, all we have to consider is condition (2), and hence the problem becomes the knapsack problem. We utilize an exact algorithm for the knapsack problem so that an optimal solution is obtained for each combination of basal shape T k and B j .
From the obtained |T ||B| candidate stacks, we choose one stack by some rule β and add it to the set S of high-quality stacks. We try some scenarios for rule β (e.g., the stack with the maximum occupation ratio), which are explained in Section 5. We repeat such operations to generate stacks and add one of them into S until every item in C is included in a stack in S.
The details of this procedure are formally described as algorithm GenerateStacks(C, L) in Algorithm 2.
Algorithm 2 GenerateStacks(C, L) (1) for shape T k , generate a stack S * by solving the knapsack problem under the constraint that the sum of the heights is not higher than that of bin B j . The objective is to maximize the sum of the volumes of items in the stack. 11: Set S ′ := S ′ ∪ {S * }. Return to Step 8. 12: Choose one stack S tmp ∈ S ′ by rule β. 13: Set S := S ∪ {S tmp }. 14: Remove the items used in stack S tmp from C ′ , and remove layers consisting of such items from L ′ . Return to Step 2. 15: Output the stacks in S and terminate the algorithm.
Algorithm for the container loading problem
In this section, we explain our algorithm for the container loading problem, in which the GenerateLayers and the GenerateStacks algorithms are utilized.
Our algorithm first calls the algorithm of GenerateLayers proposed in Section 4.2.1 and obtains a set L of layers. Then we send L to algorithm GenerateStacks(C, L), and obtain a set S of high-quality stacks. Finally, we pack the stacks in S into bins. This problem is a two-dimensional bin packing problem.
We utilize the best-fit algorithm with the efficient implementation proposed by Imahori and Yagiura (2010) that requires linear space and O(δ log δ) time, where δ is the number of generated stacks. We call the best-fit algorithm repeatedly to create good packing layouts of stacks in bins. For simplicity, we describe the algorithm assuming that there is only one type of bin (i.e., m = 1), and we explain the general case later. For each iteration, we call the best-fit algorithm twice, once in the widthwise direction and another in the lengthwise direction, until for each of the two calls, all the stacks are packed into bins. Then, in this iteration, we choose one packing layout of stacks in the bin by some rule λ and send it to the final solution. We try some scenarios for rule λ (e.g., the one with the greatest occupation ratio), which are explained in Section 5. Such operations of creating packing layouts of stacks in bins and choosing one of them are repeated until all the stacks are packed into bins. Our algorithm for the container loading problem is formally described as ContainerLoading(S) in Algorithm 3.
Recall that every stack was generated specifying a bin type B j to place it. When there is more than one bin type (i.e., m ≥ 2), for every stack, we fix the bin to place it to a bin of such bin type. This partitions stacks S into m groups corresponding to m bin types. We then apply Algorithm 3 for each of the m groups.
Our algorithm has flexibility in choosing the value of parameter α and rules for β and λ in Algorithms 1 to 3. We repeat calling our algorithm using different combinations of parameters/rules until the time limit is reached.
Post-processing
Recall the produce constraint on the products of items described in Section 2 that for each product p, there cannot be more than ∆(p) * γ items in bin 0, where ∆(p) is the number of items i that is related to product p. After packing all the items into bins, we check this constraint for each product related to items included in bin 0. If this constraint is violated, we apply four post-processing steps to modify the solution, changing the assignment of bins for stacks that contain items related to violated constraints.
For every stackŜ that contains items whose product violates the constraint, we exchange it with a stack S ′ in another bin such that (1) S ′ has the same width and length asŜ and (2) all the related products in S ′ satisfy the product constraint after exchangingŜ and S ′ , if such an S ′ exists.
If the product constraint is still violated after applying the first rule to all such stacksŜ , we try the second rule that calls for every such stackŜ , the best-fit algorithm to packŜ into another bin, by applying the best-fit algorithm twice in lengthwise and widthwise directions toŜ and all stacks in the bin.
If the product constraint remains violated after applying the second rule to all relevantŜ , we examine the third rule that tries to exchange every suchŜ with a stack S ′ in another bin such that the width and length of S ′ are similar to those ofŜ (to be more precise, ±40%). Whenever such an exchange is tried, we call the best-fit algorithm (in the same way as the second rule) to check if the stacks can be packed into the related two bins after exchanging the two stacks. If all the above steps failed to satisfy the product constraint, we create a new bin, which becomes bin 0, and move into this bin a stack that will not violate the product constraint even if it is moved to the new bin 0. We observe from preliminary experiments that this post-processing rule of creating a new bin is invoked for about 10% of the tested instances. This might be one of the important places where we can pour more effort to improve the solution quality.
If this fourth step is executed, we apply the best-fit algorithm to the bin from which the stack moved to the new bin 0 was removed to make the placement of this bin better with respect to minor (third and fourth) objectives that are affected by the layouts inside bins.
Computational results
The algorithm proposed in this paper was implemented in the C programming language and evaluated by the organizer on a PC with a 3.1 GHz Intel Core i5-3570S processor and 16 GB RAM under Linux 64 bits.
When we generate layers, we first create a list of items for each layer shape configuration and then generate layers by combining items having fixed interval α in every list. For the values of α, we test 1, 2 and 3. Rule β is used to choose one high-quality stack among those we generated for all pairs of basal shape of items or layers and bins. We try some scenarios for β such as choosing the stack with the maximum occupation ratio or choosing the stack whose width is more than 95% of the width of the bin and its occupation ratio is not less than 95% of the maximum occupation ratio. We also test rules for λ such as simply choosing the packing layout that takes the greatest occupation ratio among all the generated layouts. Moreover, for each iteration when we call the best-fit algorithm to create layouts of stacks in bins, we test two variants: one fixes the directions for some stacks whose widths or lengths are large enough (e.g., more than 95% of the value of those of bins), and another does not.
We report the results of Challenge Renault/ESICUP (2015) . There are three sets of instances, set A, B and X, provided by the organizer of the competition. Table 1 to 3 show the information of these instances. The columns of "#items" and "SumVol" of "Items" show the number of items contained in each instance and the total value of volumes of all those items. The column of "#types" of "Bins" shows the number of types of bins in each instance and "1st", "2nd" and "3rd" show the corresponding volume of each bin type. For the competition, 12 teams submitted their algorithms. After the elimination round, 8 teams are qualified for the final phase. Table 4 to 6 show the results of the 8 teams in the final phase, which are from the website of Challenge Renault/ESICUP (2015) . In the tables, the column of each team shows the main objective value for each instance, which is the total volume of used bins except for bin 0. The total of these values and the rank of teams based on the total values are also shown at the bottom of tables. The best result obtained for each instance is marked by ' * '. For each team, the limit on the running time spent for the whole instances in each set is 3600 seconds.
The ranks of our team "Team_9" are 3, 2 and 3 for instance set A, B and X, respectively. This indicates that our algorithm performs well and is quite competitive with other algorithms submitted to the competition. For instance set B, the rank of our team is 2, and the number of asterisk marks of our team is 11, while for instance sets A and X, our rank is 3 and the numbers of asterisk marks of our team are 6 and 4, respectively. Even though many teams tend to have more number of asterisk marks (i.e., more number of ties with the best results) for instance set B than the other two sets, and this may indicate that differences in the performance are minor for set B than the other types, it seems that our algorithm shows relatively better performance than other teams especially for instance set B. As shown in Table 2 , all instances except the first in set B have only one bin type or have a few bin types with similar sizes, while all instances in sets A and X have two bin types where the volume of a bin type is about a half of the other, as observed from Tables 1 and 3 . Although it may not be safe to draw a decisive conclusion from the limited computational results, this characteristic in the variety of bins might be one of the main reasons for the above mentioned tendency.
In the final phase, teams are ranked by the results of instances in set X, which had been hidden until the deadline of final program submission, and our team took the third place.
Conclusion
In this paper, we proposed a heuristic algorithm for the container loading problem, which is the subject of Challenge Renault/ESICUP 2015. We solve this problem based on a multi-phase greedy strategy. We also performed a series of experiments based on a set of instances provided by the organizer. The computational results show that the proposed algorithm performs well on these instances and we took the third place in the competition among 12 teams. Journal of Advanced Mechanical Design, Systems, and Manufacturing, Vol.10, No.3 (2016) 
