A tournament is an orientation of a complete graph, and in general a multipartite or c-partite tournament is an orientation of a complete c-partite graph. A digraph D is cycle complementary if there exist two vertex-disjoint directed cycles spanning the vertex set V (D) of D. In this paper we prove that each regular c-partite tournament D of order |V (D)| ¿ 6 with c ¿ 3 is cycle complementary, unless D is isomorphic to T7 or to D3;2, where T7 is a 3-regular tournament of order 7, and D3;2 is a 2-regular 3-partite tournament such that there are exactly two vertices in each partite set. 
A digraph D is strongly connected or strong if, for each pair of vertices u and v, there is a path from u to v in D. A digraph D with at least k +1 vertices is k-connected if for any set A of at most k − 1 vertices, the subdigraph D − A obtained by deleting A is strong. The connectivity of D, denoted by Ä(D), is then deÿned to be the largest value of k such that D is k-connected.
Introduction and preliminary results
A digraph D is cycle complementary if there exist two vertex-disjoint cycles C and C such that V (D) = V (C) ∪ V (C ). The problem of complementary cycles in tournaments was almost completely solved by Reid [9] in 1985 and by Song [12] in 1993. They proved that every 2-connected tournament T on at least 8 vertices has complementary cycles of length t and |V (T )| − t for all t ∈ {3; 4; : : : ; | V (T )| − 3}. Some years later, Guo and Volkmann [5, 6] extended this result to locally semicomplete digraphs. The more general problem of partitioning a highly connected tournament into k vertex-disjoint cycles was posed by BollobÃ as (see [10] ). Recently, Chen, Gould and Li [3] proved that every k-connected tournament T with |V (T )| ¿ 8k contains k vertex-disjoint cycles spanning the vertex set.
The problem of complementary cycles in multipartite tournaments is much more di cult to analyze than in tournaments. The reason for this is the simple fact that strong tournaments are Hamiltonian, however, this is not valid for multipartite tournaments in general. For more information on multipartite tournaments we refer the reader to Bang-Jensen and Gutin [1] , Guo [4] , Gutin [7] , Volkmann [14] , and Yeo [17] .
The next two examples will show that not all regular multipartite tournaments are cycle complementary. Example 2.1 (Reid [9] ). Let T 7 be the 3-regular tournament presented in Fig. 1 . Then it is well known that T 7 does not contain a 3-cycle C 3 and a 4-cycle C 4 such that
Example 2.2. Let V 1 = {x 1 ; x 2 }, V 2 = {y 1 ; y 2 }, and V 3 = {u 1 ; u 2 } be the partite sets of the 2-regular 3-partite tournament D 3; 2 presented in Fig. 2 . Then it is a simple matter to verify that D 3; 2 does not contain two complementary 3-cycles.
The following results on complementary cycles in regular multipartite tournaments are known: Theorem 2.3 (Song [11] , Zhang and Song [19] ). If B is a regular bipartite tournament with |V (B)| ¿ 8, then B contains two complementary cycles. In this paper we will show that all regular c-partite tournaments D with c ¿ 3 and | V (D)| ¿ 6 are cycle complementary, unless D is isomorphic to T 7 or to D 3; 2 (cf. Examples 2.1 and 2.2). Because of Theorem 2.4, there remains to discuss only the case of regular 3-partite tournaments.
The following results play an important role in our investigations. We start with a well-known fact about regular multipartite tournaments.
Lemma 2.5. If D is a regular c-partite tournament with the partite sets V 1 ; V 2 ; : : : ; V c , then
Theorem 2.6 (Bondy [2] ). Each strong c-partite tournament with c ¿ 3 contains an m-cycle for each m ∈ {3; 4; : : : ; c}.
Theorem 2.7 (Yeo [16] ). Let D be a ( q=2 + 1)-connected multipartite tournament such that (D) 6 q. If D has cycle-factor, then D is Hamiltonian.
Theorem 2.8 (Yeo [16] ). Let D be a multipartite tournament having a cycle-factor but no Hamiltonian cycle. Then there exists a partite set V * of D and an indexing C 1 ; C 2 ; : : : ; C t of the cycles of some minimal cycle-factor of D such that for all arcs yx from C j to C 1 for 2 6 j 6 t, it holds {y
Theorem 2.9 (Yeo [17] ). If D is a multipartite tournament, then
Lemma 2.10 (Yeo [18] , Gutin and Yeo [8] ). A digraph D has no cycle-factor if and only if its vertex set V (D) can be partitioned into four subsets Y , Z, R 1 , and R 2 such that
where Y is an independent set and |Y | ¿ |Z|. Proof. If V 1 ; V 2 ; V 3 are the partite sets of D, then Lemma 2.5 leads to
and D is r-regular. According to Theorem 2.9, we have
In view of Theorem 2.6, there exists a 3-cycle C 3 in D. If we deÿne the 3-partite tournament
, and (H ) = r − 1. Let V 1 = {x 1 ; x 2 ; : : : ; x r }, V 2 = {y 1 ; y 2 ; : : : ; y r }, V 3 = {u 1 ; u 2 ; : : : ; u r } and, without loss of generality, C 3 = x r y r u r x r . Since D is r-regular, we see that Case 1: Let r = 2. If H is strong, then H is also a 3-cycle and we are done. If H is not strong, then assume, without loss of generality, that
This implies x 2 → y 1 → u 2 , and thus, y 2 x 1 u 1 y 2 and
Case 2: Let r = 3. Assume that H is not strong. Then, because of d
, H has two strong components D 1 and D 2 which are both 3-cycles such that, without loss of generality,
. Hence D contains the 3-cycle u 1 y 2 x 3 u 1 and the complementary cycle y 3 u 3 x 1 y 1 u 2 x 2 y 3 . The cases C i = x i u i y i x i for i = 1; 2 or C 1 = x 1 y 1 u 1 x 1 and C 2 = x 2 u 2 y 2 x 2 , or C 1 = x 1 u 1 y 1 x 1 and C 2 = x 2 y 2 u 2 x 2 are similar and are thus omitted.
In the remaining case that H is strong, we distinguish two further cases. Subcase 2.1: Assume that H has a cycle-factor. If H has a Hamiltonian cycle, then we are done. If not, then let C 1 and C 2 be a minimal cycle-factor with the properties described in Theorem 2.8. Since H is strong and |V * | = 2, it follows from Theorem 2.8 that there is exactly one arc from the 3-cycle C 2 to the 3-cycle C 1 .
Firstly, let C i = x i y i u i x i for i = 1; 2. If V * = {u 1 ; u 2 }, then in view of Theorem 2.8, C 1 C 2 with exception of the arc y 2 x 1 . Since D is 3-regular, we observe that
If u 3 → y 2 , then we conclude that x 1 → u 3 , y 2 → x 3 , and y 3 → x 1 . Hence, D has the structure shown in Fig. 3 .
Now we see immediately that D contains the complementary cycles x 1 u 2 y 3 x 1 of length 3 and u 3 y 2 x 3 y 1 u 1 x 2 u 3 of length 6.
If V * = {y 1 ; y 2 } or V * = {x 1 ; x 2 }, then we arrive analogously to a contradiction or to two desired complementary cycles.
Secondly, let C 1 =x 1 u 1 y 1 x 1 and C 2 =x 2 y 2 u 2 x 2 or C 1 =x 1 y 1 u 1 x 1 and C 2 =x 2 u 2 y 2 x 2 . In this case, Theorem 2.8 immediately shows that there is no arc from C 2 to C 1 possible, a contradiction to Ä(H ) ¿ 1.
Thirdly, let C 1 = x 1 u 1 y 1 x 1 and C 2 = x 2 u 2 y 2 x 2 . If V * = {u 1 ; u 2 }, then in view of Theorem 2.8, C 1 C 2 with exception of the arc x 2 y 1 . Since D is 3-regular, we observe that {y 2 
Subcase 2.2: Assume that H has no cycle-factor. Then, with respect to Lemma 2.10, the vertex set V (H ) can be partitioned into subsets Y; Z; 
Subcase 2.2.2: Let |R 1 |=0 and R 2 ={x 2 ; y 1 ; y 2 } such that, without loss of generality, x 2 → y 1 . This implies x 1 → {u 1 ; u 2 }, y 1 → {x 1 ; x 3 ; u 3 }, and V (C 3 ) {u 1 ; u 2 }. If y 2 → x 2 , then x 2 → u 3 , and thus, D contains the 3-cycle C 3 = x 1 u 1 y 1 x 1 and the complementary cycle u 2 y 2 x 2 u 3 x 3 y 3 u 2 . If x 2 → y 2 , then y 2 → x 1 . Hence, D contains the 3-cycle C 3 = x 1 u 1 y 2 x 1 and the complementary cycle u 2 x 2 y 1 u 3 x 3 y 3 u 2 .
Case 3: Let r = 4. According to Theorem 2.9, we have
and thus, Ä(H ) ¿ 1. 
. This leads to the Hamiltonian cycle x 1 u 1 y 1 x 2 y 2 x 3 u 2 y 3 u 3 x 1 of H , and we are done.
Subcase 3.2: Assume that Ä(H ) ¿ 2. If H has a cycle-factor, then, by Theorem 2.7, H has a Hamiltonian cycle C 9 and so V (D) = V (C 3 ) ∪ V (C 9 ).
Suppose now that H has no cycle-factor. Then, with respect to Lemma 2.10, the vertex set V (H ) can be partitioned into subsets Y; Z;
and Y is an independent set. Since Ä(H ) ¿ 2 and (H ) = 3, we see that 2 = |Z| ¡ |Y | = 3, and thus, without loss of generality, Y = {u 1 ; u 2 ; u 3 }. We assume, without loss of generality, that 
Y . Consequently, D contains the 3-cycle C 3 = x 1 u 1 y 2 x 1 and the complementary cycle u 2 x 2 y 1 u 3 y 3 x 3 u 4 x 4 y 4 u 2 .
In the remaining case we assume, without loss of generality, that Z = {x 1 ; x 2 }. If we assume, without loss of generality, that x 3 → {y 1 ; y 2 }, then it follows that {y 1 ; y 2 
Y . If we assume, without loss of generality, that y 3 → x 2 , then D contains the 3-cycle C 3 = x 2 u 3 y 3 x 2 and the complementary cycle u 1 x 3 y 1 x 1 u 2 y 2 u 4 x 4 y 4 u 1 .
Case 4: Let r ¿ 5 and assume that H has a cycle-factor. According to Theorem 2.9, we have
Subcase 4.1: Let r = 5. Inequality (1) implies Ä(H ) ¿ 2. If H has a Hamiltonian cycle, then we are done. If not, then let C 1 ; C 2 ; : : : ; C t be a minimal cycle-factor with the properties described in Theorem 2.8. Because of |V * | = r − 1 = 4, it follows from Theorem 2.8 that there are at most four arcs from If |V (C 1 )| = 6 and C 1 induces a 3-partite tournament, then we obtain
a contradiction to the 5-regularity of D. If |V (C 1 )| = 6 and C 1 induces a bipartite tournament, then we have 
Thus, according to Theorem 2.7, H has a Hamiltonian cycle, and we are done. 
Consequently, by Theorem 2.7, H has a Hamiltonian cycle, and we are done. Case 5: Let r ¿ 5 and assume that H has no cycle-factor. Then, with respect to Lemma 2.10, the vertex set V (H ) can be partitioned into subsets Y; Z; R 1 ; R 2 such that 
The last inequality and the well-known Theorem of TurÃ an [13] yield
Thus, we deduce that |R| ¿ 3t − 6 ¿ 3. Because of
it follows that 6t − 12 6 2|R| 6 r + 2t − 4, and thus 4t 6 r + 8. This implies 3t − 8 6 |R| − 2 6 r 2 + t − 4 6 r − t = |Z|:
Furthermore, |Y | ¿ |Z| yields k + m 6 t − 2. Now we will prove that
We assume, without loss of generality, that Z R. In the ÿrst step we will show that
is exactly bipartite and Z consists of vertices of the remaining partite set. Suppose that D[R] is exactly 3-partite. Since k +m 6 t −2, we see that m 6 t − 3. Hence, the inequality |Z| = r − t ¿ 3t − 8 implies max{s; n; m} ¿ m. We assume, without loss of generality, that max{s; n; m} = s. 
