This paper establishes that regressors in the models with censored dependent variables need not be bounded for the standard asymptotic results to apply. Thus regressors which grow monotonically with the obervation index may be acceptable. It also purports to provide an upper bound on the rate at which regressors may grow.
Abstract
This paper establishes that regressors in the models with censored dependent variables need not be bounded for the standard asymptotic results to apply. Thus regressors which grow monotonically with the obervation index may be acceptable. It also purports to provide an upper bound on the rate at which regressors may grow.
We show that if t xc ≤ for all t, then min 1 T T tt t xx = λ→∞ ∑ is a sufficient condition for the consistency and asymptotic normality of the MLE in censored regression models, which are different from those used by Amemiya (1973) . For the case of growing regressors, we show that the sufficient conditions for the consistency and asymptotic normality of the MLE are for some 0 α> and c > 0, but only for one-half of the parameter space. The admissible growth rate given above implies that the Fisher Information matrix diverges, which seems to be an indispensable requirement for asymptotic inference for the censored regression models. More importantly, it represents a critical upper bound in the Fisher information matrix if it is exceeded monotonically. It also implies that (1,) 1. Judge et al. 1985:791) .
Introduction
The likelihood function of this model is 
In section 2, we confirmed Fahrmeir's (1987:103) 
for one-half of the parameter space. The summary is given in the Section 4. is necessary and sufficient for weak (Drygas 1976 ) and strong (Lai, Robbins, and Wei 1979) consistency (also see Amemiya 1985:95) .
Remark 2: Note that '2 (,) t x Φβσ will tend to one or zero if some regressors are growing monotonically to +∞ or -∞. Thus, for large T nearly all response y t will fall into one category and there will be too less information to draw inference about the relevant parameters. The admissible growth rate in (5) and (6) assure that enough information is available and the asymptotic theory works.
Remark 3:
The admissible growth rate,
, given in (5) implies that the Fisher Information matrix diverges, which seems to be an indispensable requirement for asymptotic inference for the censored regression models. More importantly, it represents a critical upper bound in the Fisher information matrix if it is exceeded monotonically Remark 4: Fahrmeir and Kaufmann (1986) and Gourieroux and Monfort (1981) have discussed the sharp upper bounds on the admissible growth of regressors for logit, probit, cumulative logit, and loglinear, and linear Poisson model.
Statistical Inference
Olsen ( 
where P is the distribution of , 
This assertion is equivalent to
, uniformly all 0, λ≠ i.e., Condition (13) 
Growing Regressors
However, there are situations where growing regressors are of interest, e.g., time trend models (e.g., Judge et al. 1985:791) . Fahrmeir and Kaufmann (1986:187) It is true that '2 (,) t x Φβσ in (2) will tend to one or zero if some regressors are growing monotonically to +∞ or -∞. However, the statement by Fahrmeir and Kaufmann (1986:189) about the Probit: "Thus for large T nearly all response y t will fall into one category and there will be too less information to draw inference about the relevant parameters" is only one-half right for the Tobit.
Specifically, if the variable x it is growing monotonically with t, and if its associated coefficient 1 β is negative, then for large T nearly all responses y t will be zero, so that additional observations will be indeed add too little information for asymptotic theory to work. That is the case that looks like Probit.
But if the coefficient 1 β is positive, then nearly all y t > 0 for large T, meaning new observations will add as much information as they would in the classical linear model. Thus, the upper bound on the growth rates for regressors in the censored normal model, is true as stated in (5) and (6), but only for half of the parameter space to assure that enough information is available and the asymptotic theory works.
The following theorem gives a sharp upper bound for admissible growth of regressors for half of the parameter space. 
Summary
Regression models for censored data have found numerous applications. Statistical analysis of these models relies heavily on large sample theory, i.e., asymptotic properties of the MLE. However, previously published conditions assuring these properties may be too strong. Consistency and Asymptotic normality of the MLE are shown under weak and easily verifiable requirements. This paper gives a sharp upper bound on the admissible growth of regressors.
