Abstract: Many biological neural network models face the problem of scalability because of the limited computational power of today's computers. Thus, it is difficult to assess the efficiency of these models to solve complex problems such as image processing. Here, we describe how this problem can be tackled using event-driven computation. Only the neurons that emit a discharge are processed and, as long as the average spike discharge rate is low, millions of neurons and billions of connections can be modeled. We describe the underlying computation and implementation of such a mechanism in SpikeNET, our neural network simulation package. The type of model one can build is not only biologically compliant, it is also computationally efficient as 400 000 synaptic weights can be propagated per second on a standard desktop computer. In addition, for large networks, we can set very small time steps (less than 0.01 ms) without significantly increasing the computation time. As an example, this method is applied to solve complex cognitive tasks such as face recognition in natural images.
Introduction
There are currently a large number of different software packages that can be used for simulating neural networks. Many have been designed for simulating networks of artificial neurons and make no attempt to model the detailed biophysics of neurons. The underlying units have no structure, and their outputs typically consist of a single continuous value (often in the range 0 to 1 or from -1 to +1). While such systems have been widely used, and have applications in a wide range of engineering and financial areas, few would regard them as being useful as tools for the computational neuroscientist.
At the other end of the spectrum, sophisticated programs exist such as GENESIS and NEURON, which are good for performing detailed biophysical simulations that take into account factors like the dendritic structure and complex channel kinetics [1, 2] , but the level of detail makes it difficult to simulate very large networks.
In this article, we describe SpikeNET, an object oriented neural network simulation package written in C++ code that lies between these two extremes. SpikeNET is available for public download under a GNU public license [32] . It is sufficiently biologically realistic to examine the role of temporal properties such as synchronous or asynchronous spiking in neurons, and yet sufficiently simple to allow real-time simulation of large-scale networks of neurons. SpikeNET uses event-driven computation, a computationally efficient approach to propagate spike lists in neural networks [3] [4] [5] [6] . We have already briefly presented our SpikeNET package elsewhere [4] and in this paper we intend to describe in details the underlying computation. Note that this paper describes the version of SpikeNet that is available for public download. A second version, developed in collaboration with the company SpikeNet Technology (www.spikenet-technology.com), has different objectives. In that case, the underlying computational architecture has been considerably revised to allow specific image processing applications to be run efficiently. Although the two versions share a number of fundamental features, the precise details of the implementation vary considerably.
We first detail the implementation of spike propagation in SpikeNET and analyze the implications for biological modeling. We then focus on SpikeNET performance for simulating largescale model of retinotopically organized groups of neurons and compare SpikeNET's capacities with other event-driven approaches.
Methods: SpikeNET
The development of SpikeNET started in our laboratory in 1994 and was initially presented in 1996 [7] in an application to process natural images using large networks of integrate-and-fire neurons. In SpikeNET, spikes propagate in an event-driven way: at each time step, only activated neurons are processed. As with some other event-driven approaches spikes are not propagated immediately but buffered in lists before being propagated [5, 6] . Neurons are organized in retinotopical homogenous maps, which allow the definition of a common basis for the neurons receptive field (RF) that can be shifted depending on the neuron location. These two features form the basis of the computational power of SpikeNET compared to other neural simulator packages.
Neuronal units
The basic objects in SpikeNET are two-dimensional arrays -that we will call neuronal maps -of relatively simple leaky integrate-and-fire (IF) neurons. Each unit is characterized by a small number of parameters: a membrane potential, a threshold, and (in some cases) a membrane time constant. Using IF units to model neurons' behavior is relevant both from the biological and the computational perspective.
Leaky integrate-and-fire neurons [8] lay between abstract and more detailed biological models. For biological modeling, until recently, only conductance based Hodgkin-Huxley (HH) models were used [9] . The recent regain in interest for IF neurons is due to their simplicity, the fact that they facilitate mathematical analysis of populations of spiking neurons [10] , and are also computationally more efficient than HH neurons [11] . Moreover, as a biological modeling tool, IF neurons with minor modifications can model very accurately single compartmental HH neurons [12, 13] . Recently, Jaffe and Carnevale [14] also provided evidence that the dendritic architecture of neurons tends to normalize synaptic integration, so that the single compartment simplification of neurons is not unreasonable.
We will now give a more rigorous definition of IF neurons and describe their implementation in
SpikeNET. The membrane potential evolves below the firing threshold θ according to:
where the g l and V l parameters are the conductance and the reversal potential of the voltage dependant leak current. I syn is the synaptic current due to the action of other neurons of the network and C the capacitance of the membrane. Whenever the membrane potential V reaches the threshold θ a spike is emitted and V is instantaneously reset to the resting membrane potential. Under quiet conditions, leak currents make the membrane potential of real neurons converge toward an equilibrium state. Updating the membrane potentials of all neurons at each time step would result in a dramatic increase in computation time -especially when processing millions of neuronsand we would lose the efficiency gained by the event-driven propagation of spikes. An alternate solution is to update membrane potentials each time the neurons are stimulated by a presynaptic spike. In the absence of stimulation (and assuming no sub-threshold dynamics), membrane potential decays do not need to be calculated because they cannot lead to a discharge. Moreover, knowing the membrane time constant τ=C/g l , the time lag between two incoming spikes allow us to calculate the decrease of the membrane potential V between current time t and time of the last update t last :
For a given neuron, the synaptic current can be seen as a weighted sum in equation (3) or can incorporate changes in membrane conductance for higher biological plausibility in equation (4):
where W i and t spike (i) are respectively the connection strength with the input neuron and its date of discharge i (A being the set of afferent neurons). V i and i g are the reversal potential and conductance of the synapse of input neuron i (this formula covers both excitatory and inhibitory synapses). The implementation of f in SpikeNET in its simplest form is a step function being always 0 except at the moment the discharge occurs where it has value 1 during one time step (if there is no current leak in the output neuron, the result in equation (3) is independent of the time step value). For more biological plausibility, f can implement a simple (or double) exponential decay function or more complex non-linear behaviors.
Most neurons are only affected by incoming spikes from their afferents. However, for certain "input" cells, for example for retinal ganglion cell, we determined spike timing by a direct calculation that depends on the stimulus. Electrophysiological studies have shown that X-cell behavior (i.e. parvocellular inputs to the visual system) can be approximated using a simple delay integrate-and-fire neuron where the input current is proportional to the activation value at this location [15] . In the context of retinal ganglion cells, we can perform a local contrast extraction ("Mexican-hat" convolution) on the image, and this value can be used to calculate the latency of the unit's spike -the earliest latencies correspond to those cells for which the value of the convolution is highest, whereas longer latencies correspond to lower activation levels. To discretize this process in time, one has then to sort these activation values to determine the order into which the neurons will discharge. This sorting procedure represents a lot of computing time for large input arrays so we used a pseudosorting algorithm by regular sampling of the activation values and using a sampling rate high enough to obtain the exact order.
Neuronal projection in SpikeNET
Instead of neurons integrating activity within their receptive fields as in standard simulator packages, event-driven propagation of activity means that it is the spiking neurons that update their target neurons. Thus, we need a mechanism to convert these synaptic receptive fields into efferent projections from the presynaptic neurons. In SpikeNET, connections are usually homogeneous, which means that inside a neuronal array map neurons share the same synaptic weights while still processing separate zones of their input space. Then, transforming input synapses into output ones between neuronal array maps of equal sizes this is achieved by mirroring the convolution (figure 1).
The fact that SpikeNET uses homogeneous projections can also be understood from a biological point of view. For example in the mammalian primary visual cortex, it is generally assumed that all the neurons that detect the same orientation at different locations of the visual field have similar properties. Thus, in a computer implementation, it is possible to use the same synaptic pattern of connectivity for all these neurons. On the other hand, if each neuron in a neuronal map has its own receptive field and synaptic weights -in the non-homogeneous receptive field case -we must reconstruct lists of output synapses for each neuron individually. Because homogeneous implementations allow to simulate many more neurons and connections than non-homogeneous ones, we will mainly focus on homogeneous projections between two neuronal maps of the same size. Note that concerning neuronal map size, SpikeNET can actually implement projection between neuronal maps of different size but that in this case, the mechanism that converts RFs into efferent synaptic projections becomes considerably more complicated. We also want to emphasize that, for computational purposes, all zero weights were removed from the projection field. The computation cannot be seen as matrix multiplications but rather as an application of several one-dimensional arrays, each one representing consecutive values in the pattern of synaptic weights along the x-axis. This structure was used (i) to speed up computation for nonsquare receptive fields and (ii) to facilitate future development using highly efficient vectored-array computation such as OPENGL, and multimedia instruction sets such as SSE or ALTIVEC.
Propagation of spikes and Parallel applications
We will now describe the dynamics of spike propagation in the network, which is the core of the algorithm. We also show how the algorithm can be extended for parallel applications using asynchronous communications between several processors, thus preventing most synchronization problems. Similar though not identical approaches have been implemented elsewhere using the Parallel Virtual Machine environment in PGENESIS and NEOSIM [16, 17] .
The computation is very simple and only involves transfers of lists of spike. As described previously, neurons are organized in topologically organized two-dimensional arrays -neuronal maps. These maps are organized in a circular list at the beginning of each time step as shown in figure  2 and table 1. Then, every map is processed sequentially checking whether spikes were triggered in its afferent maps at the previous time step. If so, input spikes are propagated in the output maps and output neuron membrane potentials that have been modified are checked to see whether the threshold has been exceeded. Whenever a map finishes its processing, it is removed from the circular list. The time step propagation finishes when the circular list collapses. Figure 2 and table 1 illustrates the propagation in a simple model when one of the neuronal maps is processed on a remote computer.
The propagation is map centered as the processing maps just pick up the information they needspikes locations -in the other maps. Input maps and network maps are purely passive: they simply store spikes lists to be provided to other processing maps. If the information is not available (i.e. for a network map that has not receive yet its list of spikes from the network) then the processing for this map is skipped but the map remains in the circular list to be processed next turn. In the case of a parallel implementation, accesses from the network are asynchronous to this loop, which means that it could occur at any time and would just suspend the current computation without affecting it. If network interruption from remote map j { Store incoming spike-list in local map j (local map j on the local processor is only a spike list repository map and does not perform any processing) Make available the spike list for other maps to process (efferent maps) } Table 1 . (a) Pseudo-algorithm depicting the algorithm implemented in SpikeNET to process lists of spike. At line † †, note that while the incoming spike lists are being processed, if neurons discharge, they might be added to list of spike of the map that is being processed (in cases where inhibition is present the process is a little bit more complicated). This list of spike will then be processed by other maps at the next time step. The processing of input neuronal maps is not described but simply involves making available their pre-computed list of spikes at each time step. In case of a parallel implementation, the list of spikes might also be dispatched to the network as soon as processing for this map is terminated. (b) Asynchronous processing of lists of spike provided by other processors on the network.
Though it might seem complex at a first glance, this algorithm is actually simple: neuronal maps at each time steps only pick up lists of spikes from their afferents and propagate them. We only organized neuronal maps into a circular list that collapses at each time step in the case of a parallel implementation to allow that processors skip nodes (i.e. input spike lists) that are not ready yet. Also note that intra-map connections are processed exactly the same way as external map connections: because of the object oriented approach, each map processes the different lists of spikes in the same way regardless of their origin.
Neuronal processing inside a map and construction of lists of spike for each map is performed in a standard fashion. For two neurons i and j, i projecting onto j: when neuron i fires, it is added to the list of spikes for the map it belongs to. At the next time step, the weight of the synapse between neuron i and neuron j is added to the target neuron's potential, and SpikeNET tests to see whether the potential of neuron j has exceeded its threshold. If so, the neuron's potential is reset (by subtracting the threshold) and neuron j is added to the list of neurons that have fired during the current time step for the map it belongs to. Note once more that unlike standard event-driven approaches [3, 5, 6] , the propagation of spikes is not fully asynchronous and require at least one time step to occur. We will discuss in section 4 why this approach is more relevant when processing neuronal maps as SpikeNET does. 
Learning algorithms
Implementing learning algorithms imposes constraints in SpikeNET: some learning mechanisms might update synaptic weights of a neuron depending on the history of input synaptic spikes to this neuron. For instance, recent neurophysiological studies have shown that synapse plasticity depends on the relative timing between the presynaptic and the postsynaptic spikes [18] . Thus we need to keep the reference of every synapse that has been activated: a convenient way to do that is to keep the reference of the pre-synaptic spikes. By keeping previous presynaptic times of discharge, SpikeNET can easily reconstruct the history of each synapse and update synaptic parameters depending on this history. We have implemented this mechanism in a simulation for the emergence of orientation selectivity in the primary visual cortex [19] .
Results: performance of SpikeNET
We have implemented various applications using SpikeNET ranging from face detection and recognition in natural images [20, 21] to unsupervised learning in primary visual cortex [19] and motion processing in extrastriate visual areas [22] . SpikeNET has been mainly used to model feedforward propagation in the visual system, but it is also well suited to simulate any network that can be organized into topological maps. Though not specifically designed for this purpose, SpikeNET can also be used to model randomly connected networks of neurons.
SpikeNET has been designed to be computationally efficient. One of its advantages comes from the efficient use of RAM. Since the number of parameters per neuron is kept low, each neuron can require as little as 16 bytes of memory, depending on the type of numerical precision required. More importantly, the use of shared synaptic weights in homogeneous projections means that one set of weights can be used for all the neurons in an array. The use of shared weights for neuronal maps is not biologically unrealistic: for instance in the visual system, many neurons have similar selectivity at different positions in the visual field. As a result it is perfectly reasonable to simulate networks with tens of millions of neurons and billions of synapses on standard desktop computers. (3) with no decay and the function f simulating fast shunting inhibition as explained in the text. For simplicity, the model is only two layers of neuronal maps of the same size, the first layer emitting spikes and the second one integrating these spikes (for the neuron count, only the second layer is taken into account). We fixed the number of synaptic connection and determined the number of neurons that one can simulate in real time at 1Hz. We considered two conditions, one in which each neuron had a separate set of synaptic weights and another in which every neuron had the same set of synaptic weights but shifted depending on the position of the neuron in the neuronal map (for individual weights, we were not able to go above a certain number of synapses because of the memory limitations of our computer). In both cases the relation is roughly linear, which implies that the computation time only depends on the number of synapses updated. For shared weights, the computation is more efficient and reaches a maximum at 49 synapses per neuron because of the optimal use of cache memory by the processor.
Real time computation speed
The main advantage of SpikeNET is computation speed and its potential application to real time modeling. For simple integrate-and-fire neurons, SpikeNET can update roughly 20 million connections per second (figure 3), even when using a sensitivity parameter to modulate the effect of each synaptic input (using a standard 266 MHz Macintosh PowerPC 750 processor). This is sufficient to model a network of 400,000 neurons in real time, using a time step of 1 millisecond (assuming 49 connections per neuron, and an average firing rate of 1 spike per second, a value which is a reasonable estimate for the average firing rate of cortical neurons). Note that with a more conventional neural network simulation approach one has to recalculate every unit at every time step, and so the same computational power would only allow 20,000 connections to be calculated per millisecond, which with 49 connections per neuron would limit real-time simulation to around 400 neurons.
Typically, the complexity of the spike propagation algorithm is θ(N), N being the number of synapses updated per second. As in other event-driven implementations [5, 6] , the complexity θ(N) does not depend on the time step value as long as there are enough synapses updated per time step (N dt >>1). Increasing the time resolution from 1 ms to 0.1 ms has virtually no effect on computation time, since the number of spikes that are propagated does not change. For a large network of 1 million neurons discharging at 1Hz and connected to 10000 neurons each, 10 10 connections are processed per second and one can thus get time steps as low as 10 -8 s (assuming N dt =100) without a significant impairment of computation time.
Performance is clearly optimal with shared weights, but even when each neuron has its own set of weights (which obviously increases RAM usage considerably), speed only drops by a factor of around 2. Adding decays using equation (2) to simulate the leaky nature of the synaptic integration process adds roughly 30-40% to the computation time. The size of the image was 910x700 pixels, which requires a network containing roughly 32 million neurons and 245 billion connections. For a correct detection, a neuron selective to a particular face must discharge within a 4x4 region located at the center of the face. Black squares indicate correct recognition and white ones false recognition. Despite the size of the network, the simulation could be completed in about 30 minutes of CPU time on a modest desktop computer (Macintosh G3, 266 MHz). The network also shows high resistance to noise and image degradation. Adapted from [23] .
Rather than entering abstract details about the variation of the performances of SpikeNET as a function of parameter modifications, we present the result of an application in figure 4 [23] . The simulation represents the propagation of a feed-forward wave of spikes in a visual system like architecture containing about 32 million neurons and 245 billion connections (for details about the simulation see [23] ). In comparison, other biological modeling software would have problems to simulate small groups of about 100 000 neurons on supercomputers.
Parallel application
Although running SpikeNET on a standard desktop machine is already reasonably quick, as described previously, the very nature of SpikeNET makes it an ideal candidate for implementation on parallel hardware. The factor that usually prevents large-scale use of parallel hardware is the amount of communications needed between processors. For many problems, one sees little speed up once the computation has been split between more than 4 or 8 processors. However, with SpikeNET, the only information that needs to be transferred between processors is the lists of spikes. The format used by SpikeNET means that the identity of each neuron which fired can be transmitted using only around 1-2 bytes, and so even a network with 10 million neurons firing at an average of one spike per second could be simulated in real time without saturating the bandwidth of a cluster of processors linked by conventional fast-Ethernet technology at 100 Mbytes per second. We implemented SpikeNET using a cluster of 2 Linux machines. We used the implementation for parallelization that was described in the previous paragraphs, using asynchronous UNIX interruption and TCP/IP to communicate between the processor. In preliminary simulations, we observed typically a 90% efficacy of parallelization using Fast-Ethernet (100% would be perfect parallelization). However higher levels of parallelization need to be assessed in more detail and we are working on developing broadcast techniques such as UDP to minimize the network load.
Accuracy of the algorithm
Concerning the accuracy of spike integration and membrane potential variation, SpikeNET's error is of the order of the time step value (dt) but it could be made lower with a few modifications. When a neuron fires between time t and t+dt, a local error on firing time of order dt is generated because firing occurs systematically at time t+dt, assuming no delay in the connection. First it leads to an error on membrane potential at time t+dt and another one on the EPSP delivery date. Hansel [11] proposed that one should interpolate membrane potential variations between time t and dt in order to calculate a better approximation for the date of discharge of neurons. The global error is then of order dt 2 . In SpikeNET, the reset of membrane potential of neurons can easily be modified to fit this better approximation.
Discussion
We showed how SpikeNET was able to simulate efficiently networks with large number of neurons. Though the simplicity and homogeneity of the algorithm seems appealing, one can question the biological plausibility of using IF neurons to model real neuron behavior. We will try to justify some of the simplifications we made here and also look at possible extensions of the integrate-and-fire approach.
The IF model is a good approximation for network behavior
Leaky IF neurons cover many of the currently known neural network behaviors. For example, oscillations such as alpha rhythms, similar to those recorded in the brain have been observed in populations of IF neurons [24] . Second, Golomb et al. [25] were even able to find connectivity schemes in which IF neurons behave as bistable units, and may thus form a basis for short-term memory. Finally, a model of hippocampus using IF neurons can behave as an associative memory [26] and converge to stable attractors [27] .
While IF neural networks can model macroscopic behavior of real neural systems, they have also been used to simulate the behavior of individual neurons. For instance, leaky IF neurons have been used to model accurately real neuron spike discharges in the Lateral Geniculate Nucleus [15, 28] and the authors argued that any further simplification of this model was unable to capture the underlying dynamic of spike discharge.
At a low frequency of discharge, IF neurons can be made indistinguishable from HH neurons by including the rough dynamics of voltage dependant channels [13] . Destexhe [12] has also shown that by adding the bimodal intrinsic properties of voltage dependant channels, which become active only if the membrane potential crosses a threshold (and modeling continuous changes of these parameters in real HH models during the action potential), it is possible to mimic real HH dynamics with great accuracy. In comparison, simple IF models are more imprecise because they lack the duration of the action potential. Adding these properties in SpikeNET would be straightforward as the transient activation of channels occurs at the same time as the discharge onset. Following a discharge, the reset of the neuron potential would be calculated depending on the time lag separating the current update with the next one (in a process similar to equation (2)).
The basic cellular model can also be made more interesting by including a sensitivity parameter that modulates the effect of incoming action potentials. We have used this feature to implement the rank-order coding scheme originally proposed by Thorpe [29] . According to this scheme, before each image propagation, the sensitivity parameter is initially fixed at 1.0 and decreases by a fixed percentage with each incoming impulse, resulting in a progressive desensitization of the post-synaptic neuron which can be thought of in terms of fast shunting inhibition in the visual system. This mechanism was implemented in an extended version of equation (3) (for more details see [21, 23] ). The net result of this mechanism is that activation is maximal only when the spikes arrive in the order of the weights -with the highest weight synapses being activated first.
Many other parameters could be calculated rapidly including, for example, calcium concentration. Compartmental neurons can also be modeled and updated each time a neuron receives a spike. As long as the solution is deterministic, it can be calculated using the difference in update time between two incoming spikes (using a process similar to equation (2)). If the global analytical solution for a set of differential equations governing the neuron behavior cannot be calculated from the time step difference, the solution must be calculated using derivative methods. Thus between each stimulation of the neuron, we would have to compute the underlying dynamics using standard techniques such as a first order (Euler) or a slightly modified second order (Runge-Kutta) integration algorithm.
As we have seen a limitation of SpikeNET is that all the process in the neurons must be either discharge locked or delayed discharge locked, which mean that spikes cannot be triggered by subthreshold dynamics. But is it possible to model noisy integrate-and-fire neurons? Real neuron behavior can be modeled accurately either by introducing noise in the neuronal potential and keeping a fixed threshold or by simply introducing noise in the threshold [15] . Thus SpikeNET, as a first approximation, can model noisy neurons by introducing random walk in neuronal thresholds each time neurons are updated. Also, noise can be introduced in the synaptic connections and latency of input spikes. A more detailed study would be necessary to determine to which extent SpikeNET is able to simulate noisy integrate-and-fire neurons accurately.
Towards implementation of delays and synaptic dynamics
In real neural systems and models, a spike can stimulate efferent neurons with different delays: some synapses being activated just after the spike discharge and some others being activated later. A simple way of implementing such delays is to postpone the propagation of lists of spikes (see also Mattia and Del Guidice [6] who implemented a similar mechanism by delaying individual spikes). In SpikeNET, delays must be discretized in term of time steps but this simplification is not restrictive: as we will see, even a large increase in the number of time steps does not impair the computation speed. Moreover, standard time steps values used in SpikeNET range from 1 ms to 0.01 ms which is on the order of accuracy needed to model these mechanisms. As illustrated in figure 5 delayed propagation would be associated to stored lists of spikes from previous time steps.
Synaptic models can also have complex internal dynamics [30] that go beyond the simple full open or closed synapses. For instance, we might want to implement alpha synapses, whose conductance decreases exponentially after transient rises. Dynamic synapses might also switch between different states. To implement these mechanisms, we must discretize them in time, the maximum sampling rate being the number of time steps per second. As shown in figure 5 , this is equivalent to propagating many EPSPs at different delays, i.e. propagating the same spikes at different times and with different synaptic weights. As for delayed synaptic propagation, standard time steps are of sufficient accuracy for these mechanisms. Delayed propagation might not take additional time to compute but the simulation of complex synaptic dynamics strongly impair computation speed, the speed being virtually be proportional to the number of events in synapses.
Comparison with other software packages
Comparing SpikeNET to other neural simulation packages is quite hard. Such packages typically either model detailed neuronal mechanism using standard techniques (for a review that is a bit outdated but which still reflects the state of biological modeling software see [31] ), or they deal with abstract entities that can hardly be linked to real neuron firing rates. SpikeNET is one of only a few simulators that lie between these two extremes.
Though SpikeNET is, as far as we are aware, the only event-driven software package of its kind available for public download on the internet [32] , event-driven approaches have been developed elsewhere [3, 5, 6] . Compared to other event-driven approaches, the map-centered processing technique we used prevents most of problems inherent to synchronization of parallel program flows. The alternate solution implemented by others would have been to propagate list of spikes in an eventdriven way: as soon as lists of spikes would be generated they would be propagated through the network. Lists of spikes would be organized in a stack filled initially with input lists of spikes. Each time a map generates a list of spike, the spikes are piled up into the stack to be propagated and popped out when they have touched all their targets. While this standard event-driven approach may be efficient to process individual neuron activity, it may not be optimal for neuronal maps where all neurons of each map are supposed to be updated in a synchronous fashion. When a map is connected to many others, to which map should the spikes be propagated first? The other problem with this implementation would be that two maps with recurrent excitations might indefinitely excite each other thus blocking the computation and one must implement some controls to counteract these side effect behaviors. For parallel applications, a purely event-driven approach can also generate strong synchronization problems even in the case of small groups of less than 100 neurons (Graßmann, personal communication).
The map-centered processing solution we developed holds other advantages for parallel applications. First, processing on cluster of processors preserves the structure of the single processor propagation; computation in cluster of processors is implemented using a new kind of map -network repository maps that provide lists of spikes just as an input map would do -so the main circular list remains blind to this minor change (figure 2). Because of the limited bandwidth between clusters of processors, spike propagation must be uniformly distributed in time. It is actually the case with the map-centered solution we implemented: because of the sequential processing of maps, lists of spikes are sent continuously to the network in an asynchronous way. Finally, this structure helps storing lists of spike from previous time steps that we will use for learning and biological modeling purposes.
Another difference between SpikeNET and other neural network packages concerns the scale of the simulations. For instance, simulation sizes in SpikeNET are an order of magnitude larger than those used in other event-driven approaches [3, 5, 6] . In other event-driven approaches, the authors aimed at modeling detailed networks of intermediate size. For instance the network described by [6] contained 1200 neurons for a total of at most 22.5 million connections. In figure 4 , using a computer with similar processing power, we presented a network of simpler units using 32 million neurons and 245 billion synaptic connections [23] . Unlike other neural network packages, the memory organization and processing in SpikeNET make it suitable to compute and visualize results with very large neural networks.
Because of their computational power and their biological relevancy, large networks of integrateand-fire neurons simulating using event-driven computation are likely to be popular for future understanding of the behavior of real neural networks. Assuming that the internal neuron dynamic is deterministic, we have showed how such an implementation could be done and have highlighted some of the benefits of using it. We believe our approach, only based on time labeled lists of spikes is much more simple and straightforward than others. The use of homogeneous connections and neuronal maps has also allowed us to scale up the network to millions of neurons and billions of connections, far beyond what is currently achievable by any other neural network package.
Although primarily designed as a tool for modeling biological neural networks, the level of performance obtained with SpikeNET is such that in a variety of tasks, processing architectures developed using SpikeNET can perform at least as well and in many cases substantially better than more conventional image processing techniques [23] . The commercial company SpikeNETtechnology (www.spikenet-technology.com) has produced a highly optimized version of SpikeNet specifically designed for image processing applications that differs in a number of ways from the version described here. In particular, the commercial version lacks the open architecture of the publicly available version, making it difficult to use it to investigate novel network architectures and connection patterns. On the other hand, because the commercial version uses a particular set of predefined processing strategies, it has been possible to use specific computational techniques to go well beyond the sorts of performance levels described here. Nevertheless, both versions share many of the same underlying features, relying on relatively sparse spiking and event-driven simulation techniques to allow simulation of very large networks of highly interconnected arrays of neural processing elements.
