INTRODUCTION
The recognition that fl uid-dynamical models can yield solutions with less symmetry than the governing equations is not new. Jacobi's discovery that a rotating fluid mass could have equilibrium configurations lacking rotational symmetry is a fa mous nineteenth-century example. In modern terminology, Jacobi's asymmetric equilibria appear through a symmetry breaking bifurcation from a family of symmetric equilibria as the angular momentum (the "bifurcation parameter") increases above a critical value (the "bifurcation point"). Chandrasekhar (1969) gives a brief historical account of this discovery.
In this example, as in many others, the presence of symmetry breaking was discovered by solving specific model equations. In contrast to this specifi city, it is widely recognized that symmetry-breaking bifurcations are of frequent occurrence in a variety of nonlinear, nonequilibrium physical settings-fluids, chemical reactions, plasmas, and biological systems, to mention some diverse examples. It is worthwhile, therefore, to view sym metry breaking in fluids as representative of a ubiquitous phenomenon and to review a recent theoretical approach capable of distinguishing general properties of such bifurcations from specific quantitative fe atures that inevitably vary among systems. In this approach, group theory is a key tool, permitting the effect of symmetry on a bifurcation to be disentangled from the detailed physics of the problem. In a parallel development, progress in multiparameter bifurcation theory has permitted detailed investigations of complicated transitions found in fluids. In this article, we survey these developments in a selective fashion that complements the coverage of the related reviews by Michel (1980) , , Ahlers (1989) , and Newell (1989) .
The basic techniques for analyzing transitions between different dynami cal states are those of bifurcation theory. However, in its classical form for nonsymmetric systems, this theory often excludes "exceptional" cases that turn out to be "typical" in the presence of an appropriate symmetry. The evident need for a more general theory has led to the development of equivariant bifurcation theory as a distinct body of mathematics providing a more fl exible and more powerful approach to analyzing symmetry breaking bifurcations. (The term "equivariant" is used synonymously with "covariant" or, less precisely, "symmetric.") This development reflects the efforts of many mathematicians and may be followed in the books by Vanderbauwhede (1982) , Sattinger (1983) , and Golubitsky et al (1988) and the recent survey by . For the applications-minded consumers of this new theory, there have been several benefits. First, there are now tools permitting a more systematic study of the role played by symmetry in restricting the range of dynamical behavior available to the system in a given transition. The dynamical equations are required only for certain specifi c model-dependent calculations that must be performed to distinguish among the allowed scenarios. A second important benefit of equivariant bifurcation theory is the identifi cation of a growing number of novel dynamical phenomena whose existence is fundamentally related to the presence of symmetry, including rotating waves (Ruelle 1973) , modulated waves (Renardy 1982 , Rand 1982 , slow "phase" drifts along directions of broken symmetry (Krupa 1990) , stable heterociinic cycles (Field 1980 , Guckenheimer & Holmes 1988 , Melbourne et al 1989 , and symmetry-increasing bifurcations (Chossat & Golubitsky 1988) . Appli cations now range from the Taylor-Couette system (Chossat & Iooss 1985 , Golubitsky & Stewart 1986a , Chossat ct al 1987 , Tollmien-Schlichting waves (Barkley 1990) , binary fl uid convection (Knobloch et a1 1986a , Knobloch 1986a , surface-wave interactions (Craw ford et a1 1989 , 1990b , and rotating fluid drops (Lewis et al 1987) to viscous sedimentation ) and a dynamical model of a turbulent boundary layer (Aubry et al 1988) .
The aims of this article are twofold: (a) to describe equivariant bifur cation theory sufficiently to allow the reader to appreciate what is meant by a "model-independent" analysis of a symmetry-breaking bifurcation, and (b) to introduce some of the applications just mentioned to illustrate how such an analysis works in practice. In particular, our choice of appli cations is aimed at illustrating the utility of the "lattice of isotropy subgroups" as a conceptual organizing point for the analysis of mode interactions in symmetric systems. In the next section we review briefly the basic concepts in bifurcation theory. In Section 3 we describe the modifications that are necessary in the presence of symmetry and introduce some of the tools used to study bifurcation problems with symmetry. Both Hopf and steady-state bifurcations with symmetry are discussed in Section 4, followed in Section 5 by several examples of mode interactions. In Section 6 we describe the effects of imperfect symmetry on several impor tant bifurcations. Examples from hydrodynamics are used throughout to illustrate the basic issues and to indicate how the techniques we describe can help to understand them.
FUNDAMENTALS
Bifurcation theory provides a way of introducing a small parameter into the analysis of nonlinear differential equations. This parameter is an inter nal one, and it specifies the proximity to a bifurcation value. A system, or a differential equation, depending on a set of parameters II. = {Ill> 11. 2 , ••• } is said to undergo a bifurcation at A = 0 when a qualitative change in the dynamics takes place as II. passes through II. = O. There are two types of bifurcation: local ones, recognized by a change in stability of a solution; and global ones, whose existence is not revealed by a local analysis (Guckenheimer & Holmes 1986 , Wiggins 1989 . Near a local bifurcation (0 :s; 111.1 « I) a partial differential equation can, under certain circum stances discussed below, be reduced to a finite-dimensional system of ordinary differential equations describing the slow evolution of the modes that are close to marginal stability. The dimension of the reduced system is equal to the number of eigenvalues on the imaginary axis (counting multiplicity) at II. = O. Consequently, the bifurcation analysis offers a dra matic simplification of the equation of motion. In systems depending on several parameters it is possible to arrange for several eigenvalues to lie on the imaginary axis simultaneously. Such a situation is called a mode interaction. For nearby parameter values, the resulting low-dimensional system then describes finite-dimensional but potentially complex dynamics Annu. Rev. Fluid Mech. 1991.23:341-387 . Downloaded from arjournals.annualreviews.org by University of California -Berkeley on 05/18/10. For personal use only.
of the partial differential equations. A basic strategy of bifurcation theory is therefore to seek out mUltiple bifurcations in an attempt to get a fi nite dimensional description of more complicated nonlinear behavior. To this end, it is often useful to vary even those parameters that cannot readily be changed in an experiment. In the same spirit, one seeks degenerate bifurcations, which arise when the coefficients of certain critical nonlinear terms vanish at A = 0. In both cases this approach enables one to bring various secondary or subsidiary bifurcations down to small amplitudes, where they are accessible to bifurcation analysis. Empirically, one fi nds that the bifurcation behavior detected by such methods often persists for parameter values A substantially different from A = ° (cf Knobloch et al 1986b , Knobloch & Moore 1990 .
Consider, first, bifurcation from an equilibrium. The construction of the amplitude equations requires that the number of eigenvalues on the imaginary axis is finite, with all remaining eigenvalues bounded away fr om it. In this case the center manifold theorem applies (Guckenheimer & Holmes 1986) , and the analysis takes place in five steps:
1. The linear-stability problem is solved, and the (finite number of) mar ginally stable modes at A = ° are identified; these marginal degrees of freedom are isolated by putting the linear terms into Jordan block form. 2. The nonlinear terms governing the time-asymptotic evolution of the marginally stable modes are computed by center manifold reduction. 3. Near-identity nonlinear coordinate changes are then performed to put these equations into a simple form called a normal form. 4. The normal form is unfolded by adding small linear and nonlinear terms describing the effects of varying A away from A = 0. 5. The unfolded system is then truncated at some order, and the resulting dynamics is analyzed; once the truncated system is understood, the effects of the neglected higher-order terms are considered.
At A = 0, step (2) above results in a system of the form normal form for the bifurcation; it need not be unique. There is an impor tant subtlety in this procedure. The transformation <P representing the change of variables that puts the reduced system (2.la) in normal form to all orders is a formal one, and the series for <P typically diverges. Thus, while we can specify which terms will not appear in the normal form for (2. 1 a), the required change of variables to remove them to all orders does not generally exist. Under these circumstances, one must settle for a transformation <P that takes (2.la) to normal form up to some fi nite order. This finite-order approximation to the reduced system is then unfolded and analyzed, but the perturbing effect of the neglected higher order remainder must be considered in reaching fi nal conclusions. A similar procedure applies to systems describing discrete time evolution, as in a periodically forced system analyzed using the "stroboscopic" map (cf . Then (2.1 a) is replaced by
where am represents the state of the system after m periods of the fo rcing, and all the eigenvalues of M(O) lie on the unit circle. Similar maps arise in the study of bifurcations from periodic oscillations (Guckenheimer & Holmes 1986 ). The structure of the normal form depends on the nature of the eigen values of M(O) (Guckenheimer & Holmes 1986 , Elphick et al 1987 and on the presence of any symmetries. The fo rm of the unfolding additionally requires knowledge of whether or not a = 0 is a solution for all A near O. Consequently, once the nature of the bifurcation problem is specified, the equations of motion and associated boundary conditions enter only into the determination of the normal-form coefficients. It is therefore possible and advantageous to analyze the normal-form dynamics first; such analysis reveals the range of dynamics associated with the bifurcation and also indicates which coefficients distinguish between various types of behavior. The calculation of these coefficients is inherently model dependent; explicit expressions for the coefficients in a normal form can only be derived after a specific model for the system has been selected. In many applications, the ability to construct a normal form without needing to explicitly cal culate the coefficients is a considerable advantage (cf Barkley 1990).
An important feature of the normal-form transformations invoked above is that they preserve the dynamics. On the other hand, the normal form that one obtains typically involves an arbitrary truncation; in addition the unfolding procedure is not systematic. For problems where the bifurcating states may be viewed as steady states, Liapunov-Schmidt reduction (e.g. Golubitsky & Schaeffer 1985) can be employed instead, and the techniques of singularity theory can then be used to find normal forms of finite order with a systematic construction of a "universal unfold ing." This is achieved by allowing a wider class of coordinate changes. In singularity theory the transformations preserve equilibria but do not in general preserve dynamics and hence the stability properties of equilibria. In many cases, however, stability can be deduced by nonsystematic means. For a recent application of Liapunov�Schmidt reduction to bifurcation from Couette flow in the Taylor-Couette system, see Golubitsky & Lang ford (1988) .
In contrast to traditional amplitude expansions, both Poincare-Birkhoff and singularity-theory normal-form techniques avoid an explicit scaling of the equations of motions and the necessity of specifying a priori the nature of the solution being sought, and they are also more systematic. In addition, stability relative to the competing critical modes is automatically taken into account, and in some cases the resulting description is valid in a neighborhood of the mode-interaction point rather than being merely asymptotic.
There are two important circumstances under which thc center-manifold reduction does not apply, both of which arise in translation-and rotation symmetric systems. Rotational symmetry introduces a continuum of mar ginally stable wavcnumbcrs; consequently, the number of eigenvalues on the imaginary axis is uncountable. Although this difficulty does not arise in systems that are translation-symmetric only, the second difficulty-that there is a continuous band of unstable wavenumbers for A. > O-remains. Thus at A. = 0, stable eigenvalues accumulate on the imaginary axis, and the time-scale separation required for the center manifold theorem is absent. Under these conditions, envelope equation methods become in valuable (Newell 1989) . For the spatially periodic patterns considered below, these difficulties do not arise, however.
SYMMETRY AND BIFURCATION
Symmetries are ubiquitous in fluid dynamics and may arise either from the geometry of an experimental apparatus or through the assumptions made in a theoretical or numerical study of the system. A typical example of the latter, and one not generally appreciated, is provided by the use of periodic boundary conditions in translation-symmetric systems. The assumption of periodic boundary conditions introduces the group SO(2) of proper rotations of a circle into the analysis, or the group 0(2) of rotations and reflections of a circle if the system is also symmetric under reflection. Other symmetries can be introduced by the adoption of Neu mann or Dirichlet boundary conditions (Dangelmayr & Armbruster 1986 , Crawford et al 1990a . Mathematically what matters are the symmetries of (2.1) or, more precisely, the symmetries of its normal form. Suppose the unfolded normal form
has symmetry r. The group r may be represented by matrices acting on the amplitude variables a. For the groups we consider, there is no loss of generality in assuming that these matrices are orthogonal, i.e. I det y I = 1 for all YEr. For example, ifr is SO(2) and aER 2 , we have the standard representation by rotation matrices,
acting on the plane. We say that the vector fi eld V(J.. ,O() has symmetry r if
for each element Y E r of the group. Here Y · a denotes multiplication of the vector a by the appropriate matrix y. Thus if aCt ) solves (3.1), so does y. a(t).
Symmetric systems typically exhibit more complicated bifurcations than non symmetric systems. For example, symmetry may force two eigenvalues to cross the imaginary axis simultaneously as a single parameter is varied; without symmetry, the same phenomenon would require the judicious variation of two parameters. In addition, symmetry may force the absence of certain terms in the amplitude equations, introducing degeneracies into the bifurcation analysis. Thus, symmetries typically force both multiple and degenerate bifurcations. At the same time, however, group theory helps in studying the resulting dynamics and in so doing renders the complex behavior more accessible to analysis than in a corresponding non symmetric problem.
1 Examples
The following three simple bifurcations illustrate some of the ways that symmetry may enter a bifurcation problem:
STEADY-STATE BIFURCATION WITH REFLECTION SYMMETRY
Consider two dimensional Benard convection with identical boundary conditions at rigid sidewalls x = ± L/2 in the horizontal direction, and let J.. = 0 represent the Rayleigh number at the onset of convection. The fluid equations are symmetric with respect to spatial refl ection K : x � -x, and the boundary conditions and the basic conduction state are both invariant under refl ec tion; hence, the onset of convection leads to a bifurcation problem with refl ection symmetry. We denote this two-element group by r = Z 2 (K). Let O(x, t) be the scalar field describing the deviation of the temperature from pure conduction, and suppose that the convective instability corresponds to a single mode f(x) with a zero eigenvalue at criticality. We suppress the dependence on the vertical coordinate on the assumption that there are no additional symmetries associated with the vertical direction. Then near ,1, = 0, O(x, t) takes the form O(x, t) = a(t)f(x) + (remaining stable modes), Since V(,1" a) may be derived by a procedure that preserves the sym metries of the original problem, it will satisfy (3.3) with respect to the appropriate representation of the refl ection symmetry:
The effect of K on the marginal convective mode determines this repre sentation. The normal modes can be written as eigenfunctions of K, and since K2 = 1, there are two possibilities for f(x):
When f is even, the bifurcation does not break the refl ection symmetry. In this case the term a(t)f(x) in (3.4) is invariant with respect to K, and consequently the induced group-transformation law for a(t) in (3.5) is trivial:
When f is odd, the symmetry is broken and we have K(a(t)f(x» = -a(t)f(x); the transformation law for a(t) in (3.5) is now nontrivial: constraints and one expects YeA, a) to satisfy the nondegeneracy conditions (3.12) this convective instability is a transcritical bifurcation. If, however, the symmetry is broken, then equivariance with respect to (3.11) requires that
2 )a, and the second condition in (3.12) fails. Now one expects a nondegenerate pitchfork bifurcation provided that (3.14)
holds. In this latter case there are two new branches of symmetry-breaking states that bifurcate from a = 0 at A = O. These are interchanged by reflection and describe equilibria with upflow at one wall and downflow at the other; when f is even, either upflow or downflow at both walls is preferred.
STEADY-STATE BIFURCATION WITH CIRCULAR SYMMETRY
Consider next the same example but now with periodic boundary conditions in the horizontal direction. In particular, let us assume that 8(x + L) = 8(x). This changes the symmetry of the problem from ZiK) to 0(2) and modifies the primary bifurcation-with periodic boundary conditions the convective instability cannot break the reflection symmetry.
In addition to the reflection symmetry K, the problem is now symmetric with respect to translations T,: x -+ x+ I (mod L). As a consequence, at 
Note that introducing real coordinates (a = a,+ iai) converts (3. 17) into a matrix representation of 0(2) on the (an a;) plane in which T/ has the form (3.2) with f} = kl and
The symmetry of V(A, a) now requires
e ikI V(A, a) = V(A, e ik1 a), Note that if only translation symmetry were present, then periodic boundary conditions would lead to an SO(2)-symmetric bifurcation prob lem. The convective modes e±ikx persist but are no longer related by (3.15); hence, their eigenvalues are no longer forced to be equal by symmetry.
Indeed, when k of-0, pure SO(2) symmetry typically results in complex conjugate pairs of eigenvalues [cf (3.26)], and Ruelle (1973) has pointed out that SO(2)-breaking instabilities typically lead to rotating waves.
HOPF BIFURCATION WITHOUT SYMMETRY
Even when (3.1) lacks symmetry, it is often the case that the normal form appropriate to the problem is symmetric. Indeed it is this property that makes the study of a normal form simpler (Elphick et a11987, Stewart 1988) . A fa miliar example arises when the loss of stability occurs as a result of "overstability" or Hopf bifurcation. At A = ° there is now a pair of purely imaginary eigenvalues ± iwo, with all other eigenvalues bounded away from the imaginary axis. The linear problem has the solution Re{a(t)!(x)}, where a = iwoa. The normal-form transformation a = <I>(a') followed by unfolding shows that the nonlinear equation for a near A = ° can always be put into the form (Guckenheimer & Holmes 1986) f = g(A, r2)r, (3.21) where a ' = reic/) , g(O, 0) = 0, and nco, 0) = Woo Equations (3.21) exhibit the phase-shift symmetry <p -t <p + <Po, denoted by SI to distinguish it from the spatial symmetry SO(2) discussed above. Recall that the transformation <l> is a formal one, so that the phase-shift symmetry of (3.21) will not in general refl ect an exact symmetry of V(A, a) in the original variables.
Symmetry and Linear Theory
We return to the question of how a symmetry r affects the transitions in the dynamics of (3.1). In considering the consequences of (3.3) it is helpful to first describe the effects on the linear terms in the problem. By differ entiating (3.3) with respect to a and then setting a = 0, we obtain the on the matrix M(A) in (3.1); the fact that M(A) must commute with the matrices of the group constrains the form of M(A) and the properties of the marginal eigenvalues. These consequences of (3.3) for the linear prob lem are well understood by virtue of standard results in group-representa tion theory. We briefly discuss here the relevant conclusions, referring the reader to Golubitsky et al (1988) for further details.
An eigenvalue 0-(..1) of M(A) determines an associated linear eigenspace Ea c R" whose defi nition depends on whether 0-(..1) is real or complex:
where I is the identity matrix. When 0-(..1) is real, the corresponding eigen vectors span E,,; when 0-(..1) is complex, the eigenvectors are complex and their real and imaginary parts span Ea. In both cases, if the eigenvalue happens to have a larger algebraic multiplicity than geometric multiplicity, the defi nition of E" must be appropriately enlarged to include the general ized eigenvectors. When M(A) satisfi es (3.22), E" is left invariant by ri.e. for a vector WEE" and a symmetry operation 'YEr, the transformed vector 'Y' W still belongs to E". By virtue of this invariance we can discuss the matrix representation of r obtained by restricting to vectors in Ea. This restriction allows us to associate the eigenvalue 0-with an irreducible representation of the group r; the nature and implications of this associa tion comprise the constraints that (3.22) imposes on M(A).
A matrix representation of r on Rn is irreducible if the only proper subspace ofRn left invariant by r is the origin {O}. In the example (3.2) of SO(2) on R2, the representation is clearly irreducible: excepting {O}, proper subspaces of R 2 are lines through the origin, and no such line is left invariant by all rotations. By contrast, the representation of the refl ection group Z2(K) on R2 given by (3.18) is not irreducible, since the a T -axis and the a;-axis are each left invariant. Thus we can decompose R 2 into these two Z2(K)-invariant subspaces:
In this case, by restricting the Z2 action to each of these subspaces we obtain one-dimensional irreducible representations of ZiK). These are distinct ("nonisomorphic"), since on (a" 0) the action of K is multiplication by + 1 and on (0, a;) we multiply by -1. The decomposition in (3.24) is a particularly simple example of a general result-namely, that any reducible representation can be decomposed into a "sum" of irreducible representations by simply breaking invariant subspaces into smaller and smaller invariant subspaces until only irre ducible components remain. For the (compact Lie) groups that we consider, the irreducible representations that can arise in this way are well understood , Brocker & tom Dieck 1985 . This decomposition is very useful for analyzing the stabilities of the new asym metric states that arise when the bifurcation breaks the original symmetry (see below). Finally, it is useful to characterize an irreducible representation by the type of matrices that commute with the representation [i.e. satisfy 
For example, the representation of 0(2) in (3. 17) is absolutely irreducible, but the irreducible representation of SO (2) in (3.2) is not. When we restrict the symmetry matrices y to act on vectors in an eigenspace E", we obtain a representation of r by n x n matrices, where n is the dimension of E". The character of this n-dimensional representation depends on whether the eigenvalue A is real or complex. When (J is real, the representation carried by E" is typically an absolutely irreducible repre sentation of r (Golubitsky et al 1988, Prop. 3.2) . If the absolutely irre ducible representation of r entering the bifurcation problem in this way has dimension greater than one, then the critical eigenvalue (J is forced to have a multiplicity equal to the dimension of the representation [see (3.25) ].
This mechanism for producing degenerate eigenvalues is well known in atomic physics, and it is the most important consequence that a symmetry has for the linear structure of a bifurcation problem. This phenomenon has already appeared in our discussion of steady-state bifurcation with circular symmetry. In that problem, the critical zero eigenvalue has mul tiplicity two, since the eigenvectors e i kx and e-ikx are linearly independent. Within the context of circular symmetry, this degeneracy is unavoidable, since the two-dimensional representation in (3.17) on the eigenspace is absolutely irreducible for k # o.
When the eigenvalue (J is complex, there are typically two possibilities for the n-dimensional representation on E". If E" transforms irreducibly under r, then the representation is necessarily irreducible but not abso lutely irreducible, since the restriction of M(/i) to E" is not of the form (3.25). The second possibility is that E" is not irreducible; in this case, one expects a decomposition of the form E" = VEt> W, where each of the subspaces V and W transforms according to the same absolutely irre ducible representation of r (Golubitsky & Stewart 1985) . The first possi bility is illustrated by the rotation symmetry SO(2). For this group, all (nontrivial) irreducible representations are of the form (3.2), and the eigen spaces E" encountered when V(/i, a) has rotational symmetry are typically two dimensional. Upon restriction to E", the matrix M(A) has the form (3.26) with eigenvalues Jl ± iw. The second possibility is illustrated by 0(2) symmetric Hopf bifurcation, which we discuss in Section 4.1.
Symmetry Breaking and Stability
When an equilibrium undergoes a symmetry-breaking bifurcation, new fl uid states appear that have less symmetry and frequently more com plicated dynamics. The loss of symmetry is manifested by the appearance of a new pattern. A theory of this process should address various fundamental questions; for example, 1. What forms of symmetry breaking are possible? 2. Which patterns actually occur, and which will be stable? 3. How does the symmetry of a pattern constrain the dynamics?
Complete answers to such questions require a nonlinear analysis; never theless, the extent to which linear theory shapes these answers is signifi cant because linear theory (e.g. the linear eigenfunctions of the critical modes) specifi es how the group acts on the amplitudes of the critical modes, and it is this action in (3.3) that determines how the symmetry influences the center manifold dynamics. Recent developments in equivariant bifurcation theory have improved our ability to use group theory in the analysis of these questions. In this section we review several of the group-theoretic concepts that have proved particularly effective in applications. For a somewhat different approach, employing crystallographic terminology, see McKenzie (1988) .
GENERATORS FOR INVARIANTS AND EQUIVARIANTS
The implications of (3.3)
for the linear terms in V(A, a) were discussed in the previous section. The constraints imposed on the nonlinear terms are also important and can qualitatively change the behavior expected from the system. For example, when the action of K in our discussion of steady-state bifurcation with reflection symmetry was nontrivial, one of the nondegeneracy conditions (3.12) failed, and a pitchfork bifurcation replaced a transcritical bifur cation.
There is a systematic way to formulate the amplitude equations (3.1) that accounts for symmetries automatically. This formulation requires one to determine a set of "generators" for invariant functions and cquivariant vector fields . A symmetric or equivariant vector fi eld satisfi es (3.3), whereas an invariant function g(A, a) satisfi es
for all Y E r. For a given representation of a compact Lie group, there always exists a finite set of invariant polynomials {Ut(a), u 2 (a), ... ,uk(a)} such that any smooth invariant function g(A, a) may be expressed in terms of this generating set:
where h(A , Xb X 2 ,"" Xk) is an appropriately chosen function of (k+ 1) arguments. Similarly, a finite set of equivariant polynomial vector fi elds {Vt(a), VzCa) , ... , Vm(a)} can be determined such that any equivariant vector field (3.3) may be described in terms of m appropriately chosen invariant functions {gt(A, a), g2(A, a), ... , gm(A, a)}: m
(3.29)
j� t Each giA, a) is in turn expressible in terms of the invariant generators (3.28). In practice, writing the amplitude equations in this fa shion is an efficient way to explicitly account for the constraints on V(A, a) due to (3.3). For example, when r = ZzCK) acts on aER by (3.11), the invariant functions are generated by 
has already been introduced following (3.19).
LATTICE OF ISOTROPY SUBGROUPS
The forms of possible symmetry break ing are specifi ed by determining which subgroups of r can describe the remaining symmetry of the new fluid states. The points aER" in (3.1) represent time-asymptotic (and possibly time-dependent) configurations of the fluid. The symmetry of a given configuration a is measured by its isotropy subgroup 2:: a S; r, given by (3.36)
Obviously if a = 0, corresponding to the original fluid equilibrium, then 2:: 0 = r, but for a # 0, 2:: a is usually a proper subgroup of r. By calculating 2:: a for all aER n , we determine the possible ways that the symmetry r can break. In practice this is accomplished by considering not the individual points but rather their group orbits. The group orbit of a consists of all points af related to a by a symmetry transformation---that af = Y'a (3.37) for some Y E r. If a and a f are related in this way, then their isotropy subgroups are conjugate to one another, i.e.
(3.38) Thus, the possibilities of symmetry breaking can be classified, up to con jugacy, by determining how the group orbits of r partition Rn and then calculating the isotropy subgroup for only one representative point of each distinct orbit. The resulting hierarchy of subgroups forms the lattice of isotropy subgroups. The action of 0(2) on R2 in (3.19) provides a simple example of this construction. The origin a = 0 determines a group orbit of a single point, and the isotropy of this point is 0(2). Any other point aD oF 0 determines a group orbit that is a circle of radius laol:
(3.39)
If we take (an aj) = (I aol, 0) to be the representative point for these orbits, then each representative has an isotropy subgroup given by the refl ection K:
(3.40)
Hence every nonzero point has a remaining symmetry that is simply Z2(K) up to conjugacy. The resulting lattice in Figure 1 contains only one proper subgroup. This is a group-theoretic derivation of our previously stated conclusion that the new equilibria (3.20) break the translation symmetry but not the refl ection symmetry.
FIXED-POINT SUBSPACES
The isotropy subgroups specify the possible pat terns consistent with the symmetry group r. To know if these patterns can in fact occur requires that we determine if there are solutions to the equations of motion (3.1) with a given isotropy L. Knowing in advance that solutions with symmetry L are sought simplifies the task of solving the equations, because it is often possible to work in a lower dimensional setting than the full center manifold (3.1). This setting is the fixed-point subspace Fix(L) for the isotropy subgroup of interest, defined by
If the symmetry group of a point a E Rn is large enough to include L, then this point will belong to Fix(L). Most importantly, Fix(L) is a linear space and it is invariant under the dynamics of (3.1). Linearity follows from the assumption that the group r acts linearly on R n . If a, a' E Fix(L) are two 0(2) points in Fix(�), then a + a' E Fix(�) also; to check this, we simply note that for a E�, a'(a+a') = a'a+a'a' = a+a'.
(3.42)
for all a E L; thus, V(A, a) belongs to Fix(L) if a does, and the trajectory given by the time evolution of a remains in Fix(L). Hence, to fi nd solutions with symmetry L, we may restrict (3.1) to Fix(L), 44) and analyze the solutions to this restricted dynamical system. For example, to study solutions with L = Z2(K) in the problem of steady-state bifur cation with 0(2) symmetry (3.19), we note from (3.41) that
hence, it is sufficient to restrict V(A, a) to the real axis:
This reduces the problem to one dimension, and in the notation of (3.20) nontrivial equilibria with Z2(K) symmetry are given by ar = ± oh
Note that these two solutions are related by a rotation and so lie on the same group orbit.
ISOTYPIC DECOMPOSITIONS
If new solutions are found in Fix(L), then it is important to determine their stabilities. For equilibria of differential equa tions or periodic cycles (fixed points, two-cycles, three-cycles, etc) of dis crete maps, the symmetry L of the solution can be exploited to simplify the calculation of the eigenvalues governing stability. The idea is the same for continuous or discrete systems, so we consider only (3. 1)
is an equilibrium for (3.1), V(A,ao) = 0, (3.48) then its linear stability is determined by the eigenvalues of the Jacobian where � contains all the subspaces in (3.50) that transform by the jth irreducible representation of L. The property that makes this latter decomposition useful is
i.e. DV(A, ao) carries each subspace � into itself. Consequently, if we calculate the stability matrix using coordinates given by the �, then DV(A, ao) will appear in block-diagonal form. As an illustration, let ao represent a Z2(K)-symmetric equilibrium in (3.20). The irreducible decomposition ofR 2 by Z2(K) is given in (3.24); since each of the irreducible representations is distinct, this is also the isotypic decomposition of R 2 • Thus, if we use coordinates (a"ai) for R 2 , the matrix DV(A,au) will be in diagonal form (since here each � is one dimensional): to be an eigenvector with eigenvalue zero. Note that since the vector iar points in the ai direction, it corresponds to the eigenvalue fJ2 in (3.53), i.e. fJ 2 = O.
Since the direction along the group orbit corresponds to marginal stabil ity, subsequent instabilities may lead to nontrivial dynamics in this direc tion. In the present example a subsequent steady-state bifurcation breaking the remaining ZzeK) symmetry of the equilibrium will generically lead to new states called traveling (or rotating) waves that drift either clockwise or counterclockwise in the direction of the group orbit. Their drift speed varies as the square root of the distance from the Z 2 (K)-symmetry-breaking bifurcation. Note that in these circumstances a steady-state bifurcation results in time dependence. Examples of this behavior are provided by the bifurcation from steady convection rolls to traveling-wave convection (see below), and by the bifurcation from standing waves to modulated waves. An additional illustration is provided by a study of Steinberg et al (1985) of convection in a circular container. As the Rayleigh number is raised, a pa ttem of steady concen tric ro lis shifts off cen ter, breaking 0 (2) symmetry. It remains Z2 symmetric until a defect spontaneously develops and the pattern starts to rotate. When the defect heals, restoring Z2 symmetry, the pattern stops rotating (see Figure 2) . Similar azimuthal drifts were also observed by Gollub & Meyer (1983) . More general discussions of these phenomena are given by Golubitsky et al (1988) and Krupa (1990) , and references therein.
SINGLE-MODE THEORY
In systems without symmetry, the notion of a "mode" is intuitive and generally refers to an eigenvalue and a single solution to the appropriate linear problem. In the presence of symmetry this idea is more subtle, since The refl ection symmetry of the pattern is broken between t = 29 and t = 1630 by the spontaneous nucleation of a defect, and a slow counterclockwise rotation is observed. At an eigenvalue often corresponds to a set of linear solutions associated with an irreducible representation of the group. For example, in the case of 0(2), e± i kx are solutions corresponding to one eigenvalue and a single irreducible representation. In the presence of symmetry, it is natural to associate the term "mode" with the set of solutions corresponding to a given eigenvalue. With this terminology, "single-mode theory" refers to bifurcation problems involving a single irreducible representation of r. Mode interactions are then problems involving two or more irreducible representations. Thus, the O(2)-symmetric Takens-Bogdanov bifurcation may be considered a mode interaction between two (isomorphic) repre sentations of 0(2) (see Section 5.3).
In nonsymmetric bifurcation problems there are standard theorems specifying sufficient conditions for an instability to yield new branches of solutions (Guckenheimer & Holmes 1986) . Often these conditions are not satisfi ed when the corresponding instability occurs in a symmetric system. For example, these theorems assume that the marginal eigenvalues are simple, which necessarily excludes many symmetry-breaking bifurcations. For symmetric systems, generalizations of these theorems are available both for steady-state bifurcation (i.e. real eigenvalues) and for Hopf bifurcation (i.e. complex eigenvalues). In each case, attention is focused on isotropy subgroups � that are large enough to define fixed-point subspaces with "minimal" dimensions: dim Fix(I:) = 1 for steady-state bifurcation, and dim Fix(L) ::= 2 for Hopf bifurcation. The bifurcation problem obtained by restricting to these low-dimensional subs paces may be solved without difficulty. We describe below two results that are obtained in this way:
the Hopf-bifurcation theorem of Golubitsky & Stewart (1985) , and the equivariant branching lemma for steady-state bifurcation (Cicogna 1981 , Vanderbauwhede 1982 .
4.1

Hop! Bifurcation With Symmetry
In this bifurcation a complex-conjugate pair of eigenvalues (a, 0') [a (A) = .u(A)+ iw(A)] crosses the imaginary axis transversely at A = 0, i.e. /leO) = 0 and
(4.1)
In the presence of a symmetry group r these eigenvalues may readily have a multiplicity greater than one, and we assume that the representation of r on Err corresponds to one of the two situations described in Section 3.2:
Either Err is irreducible but not absolutely irreducible, or else Err = V $ W and the subspaces V, W carry the same absolutely irreducible repre sentation of r. Since the normal form for the Hopf bifurcation has an additional S l phase-shift symmetry, the full symmetry of the problem is described by the group r x S l . The Hopf-bifurcation theorem for symmetric systems (Golubitsky & Stewart 1985) predicts under appropriate conditions the bifurcation of periodic orbits with symmetry L c r x S l . Two distinct actions of the phase-shift symmetry play a role in the theorem. First, there is the S l action on the amplitude variables of the normal form; a specifi c example was given in Section 3. 1 for (3.21). More generally, if M( O) = D V( O, 0) is the matrix with imaginary eigenvalues ± i w( O), and 0 ::; <Po < 2n/ w( 0 ) denotes an element of Sl, the n for a E E" the normal form will be equivariant with respect to the action is two dimensional and where 0 ::; <Po < 1:. This action makes precise the notion that tPo shifts the phase of the oscillation. The isotropy subgroup La , C r x Sl of a periodic solution is defined using this latter S l action: (4.5) Golubitsky & Stewart (1985) proved that if the action ofr x S l on E" has an isotropy subgroup L [in the sense of (3.36)] satisfying dim Fix(L) = 2, then there exists a unique branch of small-amplitude periodic solutions to (3.1) with period near 2n/w(0) bifurcating at A = O. In addition, the iso tropy subgroup of these periodic solutions [in the sense of (4.5)] is L. waves. We shall summarize this theory and then describe three fluid insta bilities that yield standing and traveling waves by this mechanism .
Although the discussion that follows is couched in terms relevant to translation-symmetric systems with periodic boundary conditions, most of it applies equally as well to systems in which the circular symmetry is of geometric origin. In both cases the critical linear eigenfunctions determine whether the bifurcation breaks the symmetry. If the eigenfunctions are 0(2) symmetric, then the standard (non symmetric) theory applies [cf (3.21)]; in contrast, when the critical modes lack 0(2) symmetry [e.g. e i k y(z) for two-dimensional convection with periodic boundary conditions in x, or J,(kr)eilO for a circular system], then the action of 0(2) on the critical amplitudes is nontrivial.
When the 0(2) symmetry is broken, the general solution at A = 0 to the linear problem can be written as an arbitrary superposition of counter propagating traveling waves:
Thus (a l, a2)eC 2 are the (complex) amplitudes of right-and left-prop agating traveling waves, and the center manifold is four dimensional. The action of 0(2) on the mode amplitudes (a ] , a2) follows directly from (4.6):
translations T, : x � x + I,
This representation of 0(2) on C 2 is reducible and decomposes into two copies of the absolutely irreducible representation (3. 1 7). This decompo sition becomes explicit if we define new variables v == a1 +t12 and w == -i(al-t12). Then C2 may be written as the direct sum of these two subspaces:
(4.9)
In addition, each of these two-dimensional subspaces transforms according to (3. 17).
The normal form will be equivariant with respect to the action (4.2), i.e. with respect to the Sl action Since the SW break the translation symmetry, there is a whole circle of them distinguished by the spatial phase. In contrast, the TW are isolated solutions that break the refl ection symmetry but are invariant under translation followed by appropriate time evolution. In terms of the two basic 0(2) x Sl invariants, UI = la112+ la21 2 and
2 ) 2 , and the two equivariants, the unfolded 0(2) x S I -equivariant normal form takes the form GJ = hl(A, Uj, U2) VI + h2(A, Uj, U2) V2, (4.12) (4. 13)
where h], h2 are complex-valued invariant functions such that h I (A, 0, 0) = yeA) -iw(A). In terms of the polar variables defi ned by al = x ,e,-e " a2 = X2eiB2, Equations (4.13) become, assuming that Re(h u(O» = 1, XI = P+bxi+(a+b)xDx l +(9(5) + ).(9(3), x2 = {A+ (a +b)xi+bxnx2+(I)(5) +A(I)(3), (4. 14)
together with two decoupled equations for 0], O2• This decoupling is a consequence of the translation and phase-shift symmetries. Here (I)(n) denotes terms of order n in (X J,X2)' and a, b are real coefficients. Under the nondegeneracy hypotheses a # 0, b # 0, and a+ 2b # 0, the higher order terms can be omitted. The results of analyzing the resulting equations are summarized in Figure 3 . Observe that as a consequence of the sym metry multiple solution branches bifurcate simultaneously, that a stable solution exists only if all branches bifurcate supercritically, and that the stable one has larger amplitude as measured by UI (Knobloch 1986a ; see also Ruelle 1973 , Golubitsky & Stewart 1985 . Since U I is proportional, in SW " convection, to the time-averaged heat flux, this problem provides an ex ample where the stable state is the one transporting the most heat. Counter examples to a more general conjecture along this line (Malkus 1954 ) do exist, however (see, for example, Frick et aI 1983) . It should be noted that if the imposed spatial period is an integer multiple of 2n/k, both the TW and SW branches may subsequently lose stability to subharmonic perturbations.
More complex behavior can be located if the non degeneracy conditions are relaxed. Near b = 0 one discovers a secondary saddle-node bifurcation on the TW branch; near a+2b = 0 there is a secondary saddle-node bifurcation on the SW branch; and near a = 0 a secondary branch of modulated traveling waves (a "a2) = (XleiO,(tl, x2ei82(tl), X l f= X2, e l f= e2, connects the TW and SW branches. These waves, hereafter MW, bifurcate from the TW branch in a secondary Hopf bifurcation; they bifurcate from the SW branch in a pitchfork bifurcation. Because there is a whole circle of SW depending on the spatial phase, and because the instability breaks the remaining reflection symmetry, this bifurcation leads to drifting (either to the left or the right) standing waves. The stability of the MW depends on seventh-order terms in (4. 14) (Knobloch 1986b) . Finally, analysis of the degeneracy a = b ;:=: 0 reveals that the MW can undergo a tertiary Hopf bifurcation giving rise to three-frequency waves. A complete classi fication with a distinguished parameter through codimension two, and' without one through codimension three, is available (Golubitsky & Roberts 1987 , Crawford & Knobloch 1988a ). Taylor In models that adopt periodic boundary conditions in the axial direction, the bifurcation from Couette flow has an 0(2) axial symmetry and an SO(2) azimuthal symmetry. For the Hopf bifurcations that occur in the counterrotating regime, the azimuthal SO(2) symmetry coincides with the SI phase-shift symmetry and thus does not alter the 0(2) normal-form theory. The Hopf bifurcation breaks the 0(2) symmetry, and the resulting branches of TW and SW are identified as spiral vortices and a flow called ribbons that does not propagate in the axial direction (Chossat & Iooss 198 5) . Calculations of the nonlinear coefficients to determine stability have found both super-and subcritical branching and have predicted that either spirals or ribbons can be stable depending on '1 (Demay & Iooss 1984 . Both types of waves occur experimentally, although ribbons have not been found at the theoretically predicted pa rameter values (R. Tagg, private communication).
Sp iral vortices and ribbons in
Convection in binary fluid systems Binary fl uid mixtures with a sufficiently negative Soret coefficient undergo a Hopf bifurcation from the conduction state when the Rayleigh number fJJl reaches a critical value fJJl o. When attention is restricted to two-dimensional motions with periodic boundary conditions, the system acquires 0(2) symmetry. Since the bifurcation at fJJl o breaks this symmetry, two branches of nontrivial solutions, TW and SW, bifurcate simultaneously. The system with idealized (stress-free, fixed temperature and concentration) boundary conditions at top and bottom is nongeneric in that the coefficient b == O. When a < 0, this implies that SW are unstable with respect to TW perturbations (cf Figure 3) , a fi nding that agrees with numerical simulation (Knobloch et aI 1986a mental boundary conditions, b is positive (unless the system is very close to the codimension-two Takens-Bogdanov point-see Schopf & Zimmer mann 1989) and the TW branch bifurcates subcritically, typically (though not always) acquiring stability at a secondary saddle-node bifurcation. The coefficient a is typically negative, but the SW are unstable. A realization of exact 0(2) symmetry is provided by experiments in narrow annular cells (Kolodner et aI 1988) , although the fact that the imposed spatial period is many times the pattern wavelength allows for additional phenomena. Very similar conclusions apply to doubly diffusive convection in which the solute concentration gradient is imposed at the boundaries. With idealized boundary conditions a study of the degeneracy a = b = 0 revealed a hysteretic transition between stable SW and TW, suggesting the presence of an unstable MW branch (Deane et aI 1987) . The coefficients a, b have also been calculated for convection in a vertical (Dangelmayr & Knobloch 1986 ) and horizontal magnetic field (Knobloch 1986c) , and fo r rotating convection ).
Oscillatory instability of convection rolls
The oscillatory instability is a well-known instability of convection rolls in low-Prandtl-number fl uids (Busse 1978) . It is a Hopf bifurcation and has a nonzero wavenumber along the axes of the rolls. Since the rolls are translation-and reflection invariant along their axes, their symmetry properties in the axial coordinate are identical to those of the equilibrium states in the previous two examples. Therefore, with periodic boundary conditions in the axial direction the system has 0(2) symmetry. At the Hopf bifurcation this symmetry is broken, and both TW and SW branches bifurcate simultaneously-i.e. the oscillatory instability can take the form of traveling or standing oscil lations. For the stress-free case, Fauve et al (1987) showed that the insta bility is a long-wavelength one, and that it evolves into TW (see also Tveitereid et al 1986) . With no-slip boundary conditions, stable TW have also been found (Clever & Busse 1987; corrected in Clever & Busse 1989) , but the coefficients a, b of the theory and, in particular, their dependence on both the background roll wavenumber and the instability wavenumber have not been computed, even though they are critical for the selection between TW and SW (cf Tveitereid et aI 1986). Recent experiments (Cro quette & Williams 1989) show that this system behaves in all respects like binary fl uid systems near the Hopf bifurcation from the conduction state. Similar considerations apply to the oscillatory instability in an imposed uniform vertical or horizontal magnetic fi eld ).
OTHER SYMMETRIES
The generic Hopf bifurcation with Dn symmetry (rotation through 2njn and refl ection of a regular n-gon) was analyzed by Golubitsky & Stewart (1986b) . The particular case n = 4 applies to overstable systems in a square container; here it is possible to get a bifur cation from the trivial state directly to chaos (Swift 1988) . Partial analysis with D n x T 2 (n = 4, 6), corresponding to a doubly periodic lattice with square and hexagonal unit cells, was initiated by Swift (1984) and com pleted by n = 4) and Roberts et al (1986, n = 6). In these cases there are generically 5 and 11 primary branches, respectively, cor responding to a variety of spatially periodic traveling and standing patterns. For an application, see Renardy & Renardy (1988) .
Steady-State Bifurcation With Symmetry
In a generic steady-state bifurcation, a real eigenvalue p(A.) crosses zero at 2 = 0 with dp d2 (0) =1= O. 
STEADY-STATE BIFURCATION WITH SQUARE SYMMETRY
Symmetries are par ticularly important in studies of spatially periodic patterns in translation and rotation-symmetric systems. We restrict our attention to solutions that lie on a square lattice defined by fo ur wavevectors selected from the circle of marginally stable wavevectors. In this case, the eigenspace for the marginal modes is four-dimensional, (4. 17) and we can construct, via center-manifold reduction, equations for the complex amplitudes a" az subject to the requirement that they commute with the following action of the (generators of the) group D4 x T2 of symmetries of the square lattice: rotation through �: x -+ y, where g is a real-valued function. In terms of the real variables a j = rj eiBj (j = 1,2), these equations reduce to Equations (4.14), together with
The analysis is therefore identical to that for the Hopf bifur cation, provided that the identification of TW with rolls (R), SW with squares (S), and MW with cross rolls (CR) is made (Swift 1984) . Note that the rolls and squares both have one-dimensional fi xed-point subspaces, and hence their simultaneous bifurcation is guaranteed by the equivariant branching lemma. As before, a stable pattern is produced at the bifurcation provided that both the R and S branches bifurcate supercritically, and again the stable pattern transports more heat. The symmetries of the patterns are different, however. The symmetry of rolls is 2 2 x SO(2), whereas that of squares is D 4; there is a circle's worth of rolls, and a torus' worth of squares, given by the spatial phases 0], O 2 • Note that when the translation symmetry is absent, Equations (4 .21) still apply, but that al and a2 are now real. In this case the center eigenspace is two dimensional rather than four dimensional. Note also that in systems with an additional reflection symmetry
This symmetry is equivalent, however, to the translation (s, t) = (n/k, n/k) and so has no effect on the amplitude equa tions. The theory applies, therefore, equally well to systems with distinct or identical boundary conditions at top and bottom (Silber & Knobloch 1988) . The same theory also applies to rotating convection, although the symmetry is now 24 x T 2 , where Z4 is the group of proper rotations of a square (Goldstein et al 1990) .
The coefficients a and b have been calculated for doubly diffusive convection (Swift 1984 , Nagata & Thomas 1986 , for binary fl uid con vection (Silber & Knobloch 1988) , and fo r rotating convection (Goldstein et al 1990) , all with idealized boundary conditions. Additional examples are provided by penetrative convection (Matthews 1988) , by Rayleigh Benard convection with imperfectly conducting boundaries (Jenkins & Proctor 1984) , and with temperature-dependent viscosity (Jenkins 1987) , although in the latter the stability of the cross rolls is determined incorrectly (cf Knobloch 1986b). Similar calculations have been carried out for con vection in a porous medium (Rudraiah & Srimani 1980) and in a vertical magnetic field (Rudraiah et al 1985) , but the above theory was not used to deduce the relative stability between rolls and squares.
STEADY-STATE BIFURCATION WITH HEXAGONAL SYMMETRY
In this case we must distinguish between the generic problem (exemplified by non Boussinesq convection), the degenerate problem (which arises when non Boussinesq effects are absent but the boundary conditions at top and bottom are different), and the symmetric problem (when they are identical). When restricted to doubly periodic functions in the former two cases, the symmetry group is D6 x T 2 ; in the remaining case it is D6 x T 2 X Z2' We restrict attention to the hexagonal lattice defined by selecting six wave vectors from the circle of marginally stable wave vectors. The group D6 x T2 has two maximal isotropy subgroups with one-dimensional fixed point subspaces, corresponding to rolls and hexagons. Here one must distinguish between hexagons with upflow (H+) or downflow (H -) in their centers, these being unrelated by symmetry. There are no primary branches with submaximal isotropy. Abstract theory shows that since the generic normal form contains quadratic equivariants, all three branches (R, H±) are unstable (Ihrig & Golubitsky 1984) . When the quadratic terms are absent (i.e. the linear problem at the level of the partial differential equa tions is self-adjoint), there is in addition a primary branch of rectangles (RA). Unlike the other three branches, the RA branch has a submaximal isotropy subgroup. A necessary and sufficient condition for a stable pattern is that all fo ur branches bifurcate supercritically. With small non-Bous sinesq terms the RA branch is no longer a primary branch but appears instead in secondary bifurcations fr om the three remaining primary branches (Buzano & Golubitsky 1983 , Golubitsky et aI 1984 . Additional secondary bifurcations involving a branch of triangles (T) may also occur. This analysis completes the bifurcation diagram obtained earlier by Busse (1978) (Figure 4 ). In the symmetric case there are fo ur primary branches R, H±. RT, and PQ, with RT and PQ denoting, respectively, regular triangles and an equal-amplitude rectangle solution called patchwork quilt , all of which have one-dimensional fixed-point subspaces and hence are guaranteed by the equivariant branching lemma. In contrast to the earlier cases, here the H± are taken into one another by the Z2 symmetry and so lie on a single group orbit. The PQ is always unstable, while the relative stability between H± and RT depends on fi fth-order terms. So far, only the cubic terms have been calculated in applications. These show that for Rayleigh-Benard convection, as well as fo r binary fl uid mixtures with idealized boundary conditions, rolls are stable (Schluter et al 1965 , Silber & Knobloch 1988 . Application of the theory to long-wavelength Benard convection and to binary fluid convection with experimental boundary conditions has also been made (Knobloch 1989 (Knobloch , 1990 ) but requires analyzing an additional degeneracy.
At present there is no rigorous procedure for determining the stability of periodic patterns with respect to perturbations that do not lie on the lattice, or fo r determining the relative stability of patterns that lie on different lattices (e.g. squares and hexagons). In particular, counter examples to the "relative-stability" criterion of Malkus & Veronis (1958) are known.
MODE INTERACTIONS
Bifurcations involving the simultaneous criticality of two eigenvalues are termed mode interactions. Typically these are codimension-two bifur cations, because one usually requires two independently adjustable pa rameters to arrange such a coincidence. When there is a symmetry group, each eigenvalue corrcsponds to an irreducible representation. This depen dence of the basic instabilities on the group-theoretic characterization of the critical eigenspaces makes the theory of mode interactions with sym metry very rich. If the representations are changed, the center manifold dimension, normal-form equations, and dynamics can vary considerably. Although a comprehensive theory of mode interactions with symmetry does not exist, a number of specifi c interactions have been studied, with particular emphasis on circular symmetry (Golubitsky et aI 1988) . In this section we consider several examples of such mode interactions in fl uids.
Since these interactions bring together multiple irreducible repre-sentations, the resulting (reducible) representation often generates a lattice of isotropy subgroups with multiple maximal subgroups containing further submaximal subgroups. In the examples we describe below one finds that generically the primary bifurcations lead to solutions with maximal isotropy subgroups. Secondary bifurcations then give solutions with sub maximal isotropy subgroups. Such regularities in the appearance of sym metry-breaking solutions have motivated conjectures that maximal sub groups would always be favored (Golubitsky 1983) . However, counter examples in which primary branches of solutions have submaximal iso tropy subgroups do exist. Field (1989) gives an up-to-date mathematical discussion of these results (see also Field & Richardson 1990). Never theless, when it can be constructed, the isotropy lattice provides a valuable way to organize the bifurcation analysis, and we emphasize this theme in the discussion below.
Parametrically Excited Surfa ce Waves
Experimental work on parametrically excited surface waves goes back at least to Faraday, and the subject has been recently reviewed by Miles & Henderson (1990) . We focus here on the experiment performed by Cili berto & Gollub (1985) in which a circular container filled with fluid oscil lates vertically with frequency f o . When the amplitude of the forcing exceeds a critical value, the surface of the fluid breaks up into a pattern of standing waves with azimuthal wavenumber k and frequency fo /2. By adjusting f o it is possible to have two such instabilities, with wavenumbers k and I, occur simultaneously. Ciliberto & Gollub studied the mode interaction obtained in this fa shion fo r wavenumbers k = 4, 1= 7 and found several different dynamical states, including a chaotic regime. They summarized the situation in the parameter-space diagram of Figure 5 . The occurrence of chaotic dynamics in the immediate neighborhood of the initial instability is a significant feature of this experiment. Theoretical analyses have all assumed that fluid behavior near the mode interaction point is described by a finite-dimensional model fo r the relevant mode amplitudes. In linear approximation, neglecting viscosity, these amplitudes satisfy a Mathieu equation. One approach to the mode inter action has been to derive (or else postulate) nonlinear terms coupling the Mathieu equations for the amplitudes of the surface modes with wave numbers k and I (Ciliberto & Gollub 1985 , Meron & Procaccia 1986 , Umeki & Kambe 1989 , Kambe & Umeki 1990 ). Alternatively, one can view this experiment as a mode interaction between two period-doubling bifurcations in the stroboscopic map (Crawford et aI 1989) ; the bifurcation theory for this mode interaction has been developed in detail, taking into account the 0(2) symmetry of the experiment (Crawford et aI 1990b) . Our discussion below follows this latter formulation; the relation between the various theoretical approaches has been analyzed in the appendix of Crawford et al (1990b) . The stroboscopic map is obtained by integrating the dynamical equa tions for the fl uid through one period of the external drive. Let the state of the fl uid at time tn = (l/ Io) n be represented by 'I' n == [( r, fJ, tn), u(r, fJ, Z, tn)], where (Cr, 8, t) describes the surface deformation and u(r, 8, z, t) denotes the fl uid velocity. The evolution of the fl uid from tn to tn+ 1 defi nes the stroboscopic map: 'l'n+ 1 = �('I'n)' The circularly symmetric basic state '1'( 0 ) is a fi xed point of the map: �('I'( o ») = '1'(0); similarly, a standing wave with frequency 1 0 /2 corresponds to a two-cycle for $'. Thus, the parametric instabilities leading to these standing waves correspond to period-doubling bifurcations for �. For the linearized map D�('I'(O» a period-doubling bifurcation implies that there is a real eigenvalue of Dff('I'(O») passing through -I. Thus, near the mode interaction point we expect D�('I'(O» to have two eigenvalues simultaneously near -1, corresponding to the two standing waves with wavenumbers k and l. For each eigenvalue there will be two eigenfunctions of the form ifJk(r, z) cos (k8) and ifJk(r, z) sin (k8), where t/h(r, z) is a real-valued (multicomponent) field. It is convenient to introduce complex amplitudes (z, w) for the critical modes and write 'Pn = !(zneik°t/lk +wnei'°t/l/ +c.c.)+ (all other modes)n-(5.1)
The circular and reflection symmetries, cp : e � e + cp, K: e � -e, deter mine the action of 0(2) on the amplitudes of the critical modes:
cp. (z, w) = (eik<Pz, eil<Pw), K· (z, w) = (z, w). Since the original system is rotation-and reflection-symmetric, fcommutes with cp and K:
(5.4)
In addition, to describe the interaction of the period-doubling bifurcations requires that we take fez, w) = ( -z, -w) + . .. for the linear terms of the reduced map. For the wavenumbers in the experiment, these properties imply that in normal form J may be written in terms offour (undetermined) real-valued invariant functions P, Q, R, S:
where Ul = Iz12, U2 = I w 12, and U3 = Z7W4+ Z7W4 are the fu ndamental invariants for the action (5.2). The symmetry of the normal fo rm is 0(2) x Z 2 ( -I), since terms that are even under (z, w) � ( -Z, -w) have been removed. Consequently, the amplitudes in (5.5) are related to (z, w) in (5.1) by a near-identity transformation. Crawford et al (1990b) analyzed the two-parameter unfolding defined by
In this unfolding the k = 4 standing-wave instability occurs fo r A = ,u, and the 1= 7 instability occurs when A = O. Physically, A plays the role of forcing amplitude and J1 corresponds to the adjustable fo rcing frequency; the mode-interaction point is (A, J1) = (0, 0).
The isotropy lattice for the action (5.2) is shown in Figure 6 . The maximal subgroups i5z n (n = k, /) are generated by the spatial reflection K and -¢2m where ¢2n is rotation through nln. These symmetries describe the two pure standing waves (k = 4 and 1 = 7) producing the mode inter action. The submaximal subgroups are generated by K and K == -K. Physi cally, K describes the spatio-temporal symmetry of reflection followed by time evolution for one period li f o.
For suitable P, Q, R, S, each of the original standing waves has a secondary instability that yields two new fo/2 standing waves with Z2(K) and ZlK) symmetry. These new waves are mixed modes fo rmed by an admixture of the basic wavenumbers k and I. From the mixed modes a Hopf bifurcation can occur, leading to the appearance of an attracting invariant circle. Physically, this tertiary bifurcation marks the onset of periodic amplitude oscillations, such as those observed in the "periodic" regime of the experimental phase diagram. Numerical calculations indicate that as Il increases further, this invariant circle becomes increasingly rough until a continuous transition to a chaotic attractor occurs (J. D. Crawford, unpublished) . The location of this transition suggests that it could describe the onset of chaos in the experiments, but more work on this point is needed.
In this problem, the levels of the isotropy lattice neatly organize the progressively less symmetric states produced by successive bifurcations. The initial bifurcations lead to waves with maximal isotropy subgroups; the secondary instabilities of these waves lead to surface motions with submaximal subgroups. Whether or not the fi nal Z 2 symmetry is broken depends on the particular tertiary instability. The Hopf bifurcation to amplitude oscillations preserves the Z2 symmetry; however, there is a second possible tertiary instability that breaks the Z2 symmetry and leads to azimuthally drifting patterns. These "drifting two-cycles" were not seen near the mode-interaction point but have been observed by Gollub & Meyer (1983) . In addition, Crawford et al (1990b) provide predictions of expected mixed-mode states, hysteresis effects, and mode locking. Further experimental studies of this mode interaction would be valuable.
Mode In teractions in Taylor-Couette Experiments
Numerous mode interactions occur in the counterrotating regime of the Taylor-Couette system for the initial transition from Couette flow. As the rotation frequency of the outer cylinder no is increased, the steady-state bifurcation to Taylor vortices (with azimuthal wavenumber m = 0) is superseded by a Hopf bifurcation, producing either spirals or ribbons (cf Section 4.l) with wavenumber m = 1. As no is increased fu rther, there is a sequence of bicritical points at which the Hopf bifurcation with wavenumber m coincides with another Hopfbifurcation with wavenumber m + 1. Langford et al (1988) have computed the locations of these mode interaction points as a function of no. At each such point two eigenvalues associated with distinct irreducible representations are simultaneously unstable. When periodic axial boundary conditions are adopted, the bifurcations from Couette flow have 0(2) x SO(2) symmetry (cf Section 4. 1). For this symmetry, the Hopf/Hopf mode interactions lead to eight-dimensional systems, which have been considered by Chossat et al (1986 Chossat et al ( , 1987 . The six dimensional steady-state/Hopf interaction between Taylor vortices ( Figure  7a ) and spiral vortices (Figure 7b ) has been analyzed by Golubitsky & Stewart (1985) , Crawford et al (1988 , and Golubitsky et al (1988) . In addition, Hill & Stewart (1990) have considered the triple-mode interaction (Hopf/Hopf/steady state) relevant to the simul taneous instability of azimuthal wavenumbers m = 0, 1, and 2. Both the six-and eight-dimensional interactions have been studied experimentally (Stern 1988; R. Tagg, private communication) ; below, we sketch the bifur cation analysis of the six-dimensional problem.
Both the steady-state bifurcation to vortices and the Hopf bifurcation to spirals break the 0(2) axial symmctry, leading to two-and fo ur-dimen sional bifurcation problems, respectively (cf Sections 3.1 and 4. 1). We use aD to denote the complex amplitude for the linear modes of the steady state bifurcation [cf(3. fo r an m = I Hopf mode. One may rescale the axial coordinate so that k = 1 in (5.7); the normal form is then given by (Langford 1986 for which A = 0 corresponds to the mode-interaction point; the steady bifurcation occurs along Al = 0, and the Hopf bifurcation occurs along A2 = O.
The isotropy lattice for this bifurcation appears in Figure 8 , showing three maximal subgroups and three submaximal subgroups; each of these subgroups corresponds to an identifiable fluid state, although not all are stable. As before, the primary branches correspond to states with maximal isotropy subgroups. The symmetry of the Taylor vortices is given by L = Zz(K) x SO(2), while spiral vortices and ribbons have L = S ' O (2) and L = Z2(K) x Z�, respectively, where Z� is generated by (I, ¢) = (n, n), the translation and rotation by n. In each case, these characterizations are familiar from single-mode bifurcation theory with 0(2) symmetry (cf Sections 3.1 and 4. 1). The stability of these primary branches can be determined analytically using the isotypic decomposition to simplify the eigenvalue calculations. For Taylor vortices, there are two possibilities for secondary Hopf bifur cation, leading to either wavy vortices [L = Z2(1< ' (n, n))] or twisted vor tices [L = Zil<)]. In each case the new secondary branch is a time-periodic flow with submaximal isotropy. From ribbons there are two possible secondary (steady-state) bifurcations to wavy vortices and twisted vortices. Finally, from spirals there is a possible secondary Hopf bifurcation to a quasi-periodic branch of modulated waves ("modulated spirals") with L = Z�. For these secondary bifurcations to occur, the low-order terms in the normal form must satisfy certain conditions, as discussed by Golu bitsky and Golubitsky et al (1988) .
The primary and secondary bifurcations can be analyzed by truncating the normal form at cubic order. The nonlinear coefficients required to 
Takens-Bogdanov Bifurcation With 0(2) Symmetry
When the oscillation frequency at a nonsymmetric Hopf bifurcation vanishes, the linear problem has two zero-eigenvalues and a two-dimen sional center manifold. This bifurcation was fi rst studied by Takens (1974) and Bogdanov (1975) ; the case with reflection symmetry arises frequently in fl uid dynamics and was analyzed by Knobloch & Proctor (1981) and Guckenheimer & Knobloch (1983) . If 0(2) symmetry is present and the eigenfunctions break the symmetry, there are four zero-eigenvalues and the center manifold is four dimensional. In this case the variables (v, w) associated with the irreducible repre sentation (4.9) are particularly convenient. At A. = 0, the linear problem has the solution O(x, z, t) = Re{v(t)eikx}J(z), where the primes denote differentiation with respect to a slow time et; (Il, v) are the unfolding parameters; A, C, and D are real coefficients; and e 2 « I measures the distance in the two-dimensional parameter space from the Takens-Bogdanov (TB) point. Equation (5.14) has five types of solutions, best described in terms of the real variables defined by v = rei8• These are 1/2. In contrast, the SW terminate in a global bifurcation (if A > 0) or a secondary Hopf bifurcation (if A < 0) on the SS branch, as described by Knobloch & Proctor (1981) .
Applications of the analysis have been made to convection in binary fluid mixtures (Knobloch 1986a) , in an imposed magnetic fi eld (Dangelmayr & Knobloch 1986 , Knobloch 1986b , and in a rotating layer ). In many systems, including binary fluid convection with experimental boundary conditions, the TB point is shielded by steady state bifurcations that set in at smaller Rayleigh number and different wavenumber (Knobloch & Moore 1988) . The relevance of the TB analysis to such systems has not been completely clarifi ed (cf Cross & Kim 1988).
IMPERFECT SYMMETRIES
In all equations the presence of symmetry is the result of an idealization. One is then naturally interested in the effects of small symmetry-breaking imperfections that are inevitably present. In some cases, bifurcation theory can be used to determine the effect of all such imperfections. The best known example is provided by the perturbation of a pitchfork bifurcation. Here it has been rigorously shown that the pitchfork can be embedded in a two-parameter family of bifurcation problems hex, A; r:t, f3) = 0, hex, A; 0, 0) = Ax -x3, with the property that all perturbations of the pitch fo rk are "equivalent" to the universal unfolding (Golubitsky & Schaeffer 1985) (6. 1) Thus, ()( and f3 capture all the possible imperfections, and one does not have to worry that some new hitherto undiscovered imperfection will change the pitchfork into a bifurcation diagram not described by (6. 1). For steady-state bifurcations there exist constructive techniques for deter-mining such universal unfoldings. For dynamical problems the techniques are less systematic. Equation (6. 1) was fi rst suggested in the context of fl uid mechanics by Benjamin (1978) , and explicit derivations (using asymptotics) have been carried out (e.g. Hall & Walton 1977) . Such derivations do not, however, establish that (6. 1) is the appropriate universal unfolding in the sense described. For the pitchfork of revolution the corresponding analysis is due to Golubitsky & Schaeffer (1983) .
For the Hopf bifurcation with 0(2) symmetry, the normal-form sym metry 0(2) x S l can be broken in a variety of ways. Even in a system with perfect 0(2) symmetry, the S l normal-form symmetry is typically broken by terms beyond all orders. Nevertheless, the modulated traveling waves revealed by analyzing appropriate degeneracies continue to exist, and no frequency locking takes place (Chossat 1986) . In other problems leading to global bifurcations in the normal form, the breaking of the S l symmetry will lead to chaotic behavior (Guckenheimer 1981 , Langford 1983 . The S l phase-shift symmetry may also be broken by time-dependent forcing; in this case, the phase difference (J 1 � (J 2 no longer decouples from the amplitudes. Riecke et al (1988) and Walgraef (1988) studied the effects of periodic forcing near the 2 : 1 resonance on a translation-and reftection symmetric system undergoing a Hopf bifurcation. They concluded that the parametric forcing stabilizes SW, whereas in the absence of forcing these would be unstable to TW; this conclusion has been verifi ed by Rehberg et al (1988) .
If the group 0(2) is broken, then the pair of eigenvalues of multiplicity two splits into two pairs that cross the imaginary axis in succession. The case 0(2) x S l --+ SO (2) X S l is easiest to analyze (van Gils & Mallet Paret 1986) because the translation and phase-shift symmetries continue to be responsible for decoupling the phases from the amplitudes. Here SW are no longer solutions. Instead, two successive primary bifurcations to left-and right-traveling waves take place. The role of the SW is taken by a two-frequency wave that bifurcates in a secondary bifurcation from one of the TW, and that looks more and more like SW with increasing ampli tude. The effects on the various codimension-two degeneracies were analyzed by Crawford & Knobloch (1988b) .
The case 0(2) --+ Z 2 x S l is more complicated because the total phase no longer decouples. Dangelmayr & Knobloch (1987b have shown that when the translation symmetry is broken, pure traveling waves are no longer possible. Instead, two successive bifurcations to standing waves with a specified phase 8 == 81 +82 = 0, n take place. The place of TW is taken by a superposition ofleft-and right-traveling waves but with identi cal frequencies. This frequency locking is a consequence of the broken translation symmetry. Such waves are singly periodic, but there is no comoving frame in which they are time independent. In addition, a new state is found. This is a two-frequency wave in which the new frequency describes slow oscillations between left-and right-traveling waves. These "blinking" states exist only locally in amplitude, and their prediction on the basis of symmetry-breaking considerations preceded their discovery in numerical simulations (Deane et al 1988 , Cross 1988 and in experiments (Fineberg et a1 1988 . If the translation symmetry is broken, the breakdown of the additional phase-shift symmetry is likely to lead to chaotic dynamics associated with global bifurcations involving the "blinking" states (Dangelmayr & Knobloch 1987b ). Nagata (1988) has analyzed the Hopf bifurcation under 0(2) x S I � Z n X S I (n = 3, n � 5).
The effects of breaking the reflection symmetry in the Takens-Bogdanov bifurcation with Z2 symmetry have also been worked out (Dangelmayr & Guckenheimer 1987) . Recent experiments by Simonelli & Gollub (1989) on the Faraday system with nearly square geometry suggest another problem along these lines. Some aspects of the symmetry-breaking D4 � Z2 X Z2 are analyzed by Crawford & Knobloch (1988b) .
In all of the above problems, the effects of the broken symmetry are felt locally near the original primary bifurcation; at larger amplitudes, the symmetric results are essentially recovered.
