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Geometry and homotopy for ℓ1 sparse
representations
Mark D. Plumbley
Abstract—We explore the geometry of ℓ1 sparse representations in both
the noiseless (Basis Pursuit) and noisy (Basis Pursuit De-Noising) case us-
ing a homotopy method. We will see that the concept of the basis vertex c,
which has unit inner product with active basis vectors, is a useful geomet-
ric concept, both for visualization and for algorithm construction. We de-
rive an explicit homotopy continuation algorithm and ﬁnd that this method
has interesting parallels with the Polytope Faces Pursuit algorithm for the
noiseless case. Numerical results conﬁrm the operation of the algorithm.
I. INTRODUCTION
Consider the problem of representing a vector y =
[y1,...,yd]T as a linear combination of vectors ai, i.e. y = Ax
where A = [ai] is the d × n basis matrix. If n > d there are
many possible solutions to this problem, so we might like to
ﬁnd the sparsest solution
min
x
 x 0 such that Ax = y (1)
where  x 0 is the ℓ0 norm of x, i.e. the number of nonzero
elements of x, or alternatively the solution of the easier Basis
Pursuit linear program (LP)
min
x  x 1 such that Ax = y (2)
where  x 1 is now the ℓ1 norm of x.
In many real world cases the observation y may be noisy and
in this case we wish to ﬁnd an approximate representation ˆ y =
Ax ≈ y as a solution to one of the following equivalent least
squares problems [1]
min
x
1
2
 y − Ax 
2
2 such that  x 1 ≤ t, t > 0 (3)
min
x
1
2
 y − Ax 
2
2 + λ x 1, λ > 0. (4)
These methods have been discussed by different authors in var-
ious ﬁelds. For example, equation (3) was introduced by Tib-
shirani [2] as the Lasso (least absolute shrinkage and selection
operator), while (4) was introduced by Chen, Donoho and Saun-
ders [3] as basis pursuit de-noising (BPDN), with the resulting
estimate ˆ y = Ax considered to be a de-noised version of y.
In this context (2) emerges from (4) as λ → 0, or alternatively
from (3) for t which achieves the minimum of (2) itself. For
further background and discussions see e.g. [1], [4], [5], [6],
[7].
Osborne et al [8] investigated the trajectory of the solution
to (3) as t changes, and found that the optimal solution x(t)
follows a piecewise linear path. Based on this observation, they
proposed a homotopy continuation method to solve (3) based
on following this path starting from x(t) = 0 at t = 0 and
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adding (or removing) active variables as required, as t increases.
Malioutov et al [9] have recently demonstrated this homotopy
continuation approach for sparse representation of signals.
In a recent and closely related approach, Efron et al [10] have
introduced Least Angle Regression (LARS) as an interesting ge-
ometrical approach to solve (3). LARS is based on the concept
of following the path x(t) which is equiangular between all cur-
rent predictors, i.e. the basis vectors ai taking part in the current
reconstruction ˆ y of y. A new basis vector aj is added as soon as
the angle with aj equals the common angle with the currently
selected basis vectors. The highest correlation (least angle) ba-
sis vectors are selected ﬁrst, hence least angle regression. With
a suitable modiﬁcation to remove basis functions that cannot be
part of a solution of (3), the LARS will follow the homotopy
continuation path and produce all Lasso solutions [10].
In this paper we will further explore the geometry of the ho-
motopy continuation method, using elements of the geometry of
polar polytopes that we introduced previously for the noiseless
Basis Pursuit case (2).
II. NOISELESS CASE
Let us write (2) in its standard form [3]
min
˜ x
1T ˜ x such that y = ˜ A˜ x, ˜ x ≥ 0 (5)
where ˜ A = [A,−A] and ˜ x has 2n nonnegative components
˜ xi = max(xi,0) for 1 ≤ i ≤ n and ˜ xi = max(−xi−n,0) for
n + 1 ≤ i ≤ 2n, then (5) has the dual linear program [3], [5]
max
c yTc such that ˜ ATc ≤ 1. (6)
An optimum ˜ x∗ of (5) has a corresponding optimum c∗ to (6).
This has a simple geometrical interpretation in terms of the
set P∗ = {c | ˜ aT
i c ≤ 1} of feasible solutions to the vec-
tor inequality ˜ ATc ≤ 1. The set P∗ is a polytope, a d-
dimensional generalization of a bounded polygon/polyhedron
[11], [12]. (See also the work of Donoho [13] for sparse repre-
sentation results arising from the geometry of polytopes). The
optimum solution to (6) is achieved when c∗ is a vertex of P∗
(Fig. 1). In the ﬁgure, the scaled vectors a
†
i = ai/|ai|2 satisfy
aT
i a
†
i = 1, so they touch the faces of P∗ deﬁned by aT
i c = 1
(or the extension of the face if a
†
i lies outside P∗).
Now any vertex cI of this d-dimensional polytope P∗ corre-
sponds to a particular d × d basis matrix ˜ AI = [˜ ai]i∈I formed
from a subset of the signed basis vectors ˜ ai ∈ ˜ A. For exam-
ple, the optimum point c∗ in Fig. 1 is the vertex deﬁned by
the faces +aT
1 c = 1 and +aT
2 c = 1 and so given the basis
set ˜ A++0 = [+a1,+a2] we have ˜ AT
++0c = 1 so c++− =
˜ A
−1
++01. More generally, if the optimum were achieved for a
face of P∗ with m < d equalities ˜ AT
Ic = 1 where ˜ AI is now2
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Fig. 1. Polytope P∗ in 2-D with optimum basis vertex c∗.
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Fig. 2. Vertex c++ of unit basis set [+a1,+a2], for (a) internal and (b) exter-
nal vertex
a d × m basis matrix, we have cI = ˜ A
†
I
T1 where ˜ A† is the
Moore-Penrose pseudoinverse of A, so that ˜ AT
IcI = 1 as re-
quired. Once we have c∗ , the optimum solution to (5) can be
found from ˜ x∗ = ˜ A
†
++0y.
In many cases the basis matrix A consists of unit norm
atoms ai with |ai| = 1, in which case the scaled basis vec-
tors a
†
i = ai/|ai|2 are equal to the basis vectors themselves,
a
†
i = ai (Fig. 2(a)). Unit norm basis sets in two dimensions
always have an internal vertex c in the conic hull of the corre-
sponding set of basis vectors, i.e. such that c is a nonnegative
weighted sum cI =
P
i∈I zi˜ ai = ˜ AIz of the basis vectors.
However the weighing vector z is not guaranteed to be non-
negative in general for non-unit-norm basis vector sets or for
d > 2 dimensions. For example, c∗ in Fig. 1 is an external
vertex, outside the conic hull of [+a1,+a2] and has z1 < 0
(see also Fig. 2(b)). As an example with unit norm basis vec-
tors, consider ˜ A+++ = [+a1,+a2,+a3] with a1 = [1,0,0]T,
a2 = [0,1,0]T, a3 = (1/
√
3)[1,1,1]T (Fig. 3). We can see that
c+++ is an external vertex, while c++0 = ˜ A
†
++0 is an internal
vertex for the basis set ˜ A++0 = [+a1,+a2].
III. AN ALGORITHM FOR THE NOISELESS CASE
The linear program (5) can of course be solved using many
linear programming tools such as the interior point method [3],
[14]. However, in [12] we recently introduced a greedy al-
gorithm, Polytope Faces Pursuit, which follows the path in
P∗ in the direction of y, projecting this search direction onto
0
0.5
1 0
0.5
1
−0.2
0
0.2
0.4
0.6
c
+++
c
++0
a
3
a
2
a
1
Fig. 3. Example of an external vertex (c+++) in 3-D.
faces of P∗ as they are encountered. The derived algorithm
is similar in structure to orthogonal matching pursuits (OMP)
[15], but instead of the usual maximum correlation criterion
˜ ak = argmax˜ ai ˜ aT
i rk−1 where rk = y − ˜ Ak˜ xk is the residual
after step k, we have a scaled correlation criterion
˜ ak = argmax
˜ ai
˜ aT
i rk−1
1 − ˜ aT
i ck−1 (7)
which takes into account the next face encountered when
searching along the current polytope face corresponding to
ck−1. The algorithm also includes a constraint release crite-
rion to allow us to remove basis vectors and to move away from
a restraining face if necessary (Algorithm 1).
Algorithm 1 Polytope Faces Pursuit [12]
1: Input: y, ˜ A , [˜ ai] = [A,−A]
2: Set stopping conditions kmax > 0 and θmin ≥ 0
3: Initialize: k ← 0, Ik ← ∅, ˜ Ak ← ∅,
ck ← 0, ˜ xk ← ∅, ˆ yk ← 0, rk ← y
4: while k < kmax and maxi ˜ aT
i rk−1 > θmin do
5: k ← k + 1
6: {Find next face}
λi ← (˜ aT
i rk−1)/(1 − ˜ aT
i ck−1), 1 ≤ i ≤ 2n,
ik ← argmaxi/ ∈Ik−1{λi | ˜ aT
i rk−1 > 0}
7: {Add face constraint}
˜ Ak ← [˜ Ak−1, ˜ aik], Ik ← Ik−1 ∪ {ik},
Bk ← (˜ Ak)†, ˜ xk ← Bky,
8: while ˜ xk ￿ 0 do {Release retarding constraints}
9: Select some j ∈ Ik for which ˜ xk
j < 0;
˜ Ak ← ˜ Ak \ ˜ aj, Ik ← Ik \ {j},
Bk ← (˜ Ak)†, ˜ xk ← Bky
10: end while
11: ck ← (Bk)T1, ˆ yk ← ˜ Ak˜ xk, rk ← y − ˆ yk
12: end while
13: ˜ x ← 0 + corresponding elements of ˜ xk
x , [xi] where xi ← (˜ xi − ˜ xi+n), 1 ≤ i ≤ n
14: Output: x
We can see that the basis vertex c plays a key role in this algo-
rithm. The quantity (1−˜ aT
i ck−1) modiﬁes the relative admissi-
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bybasisvectorswith ˜ aT
i ck−1 closeto1willbemorelikelytobe
encountered as the ‘next face’ than others. In addition, although
it is not obvious from the algorithm statements, Algorithm 1
does in fact maintain the feasibility conditions ˜ ATc ≤ 1, i.e.
c ∈ P∗ during the addition and removal of basis vector con-
straints. For more discussion of this algorithm and experimental
results see [12].
IV. THE NOISY CASE: QUADRATIC PROGRAMMING
Let us now examine the homotopy method to ﬁnd solutions
for the noisy case (3)-(4). For our purposes we ﬁnd it helpful
to derive the homotopy method based on the work of Fuchs [5].
The quadratic program (4) has the following dual quadratic pro-
gram (DQP)
min
x  Ax 
2
2 such that  AT(Ax − y) ∞ ≤ λ (8)
from which it follows that at any feasible point x with residual
r = y − Ax we have aT
i r ≤ λ for all basis vectors ai [5].
To get the standard form we construct ˜ A = [A,−A] and the
nonnegative vector ˜ x as above, giving the standard DQP
min
˜ x
 ˜ A˜ x 
2
2 such that ˜ AT(y − ˜ A˜ x) ≤ λ1. (9)
The feasibility conditions can also be written ˜ aT
i r ≤ λ, 1 ≤
i ≤ 2n where r = y − ˜ A˜ x = y − Ax is the residual.
Let ˜ xact be the vector containing the nonzero (‘active’) el-
ements of ˜ x, with ˜ Aact the matrix containing the correspond-
ing columns of ˜ A, so that ˜ Aact˜ xact = ˜ A˜ x (= Ax). Then by
adaptingtheconditionsfrom[5], wecanwritethenecessaryand
sufﬁcient conditions for ˜ x∗ to be a solution of (9) (with active
elements ˜ x∗
act) as
˜ AT
act(y − ˜ Aact˜ x∗
act) = λ1 (10)
˜ aT
j (y − ˜ Aact˜ x∗
act) ≤ λ, for all ˜ aj / ∈ ˜ Aact (11)
where full rank ˜ Aact and strict inequality in (11) are sufﬁcient
for ˜ x∗ to be unique.
From (10) all active basis functions satisfy ˜ aT
j r = λ. In the
case of unit norm basis vectors, this equal-inner-product condi-
tion becomes an equal-angle condition between the basis vec-
tors ˜ aj and the residual r [10].
Pre-multiplying (10) by ˜ A
†
act
T and using the orthogonal
projection Qact = ˜ Aact ˜ A
†
act = ˜ A
†
act
T ˜ AT
act for which
Qact ˜ Aact = ˜ Aact we get
˜ A
†
act
T ˜ AT
act(y − ˜ Aact˜ x∗
act) = λ˜ A
†
act
T1 (12)
Qacty − Qact ˜ Aact˜ x∗
act = λcact (13)
−(I − Qact)y + (y − ˜ Aact˜ x∗
act) = λcact (14)
(y − ˜ Aact˜ x∗
act) − (I − Qact)y = +λcact (15)
r = r + λcact (16)
where r = (I − Qact)y is the orthogonal residual, determined
only by y and the active basis set ˜ Aact. We can also write r =
y − y with y = Qacty denoting the orthogonal projection of y
into the subspace spanned by the active basis set. Since Qact =
˜ Aact ˜ A
†
act we can also write this as y = ˜ Aactxact with xact =
˜ A
†
acty. Note that, in contrast to ˜ xact, xact is not guaranteed to
have nonnegative entries. Finally, we also have r = (I−Qact)r
since Qactcact = cact and hence (I−Qact)cact = 0, so r is the
orthogonal project of the residual r into the space orthogonal to
that spanned by the active basis vectors.
Therefore, for a given valid active basis set ˜ Aact, we have
dr/dλ = cact = ˜ A
†
act
T1 so the residual r changes linearly
with λ, with the direction of change given by the current active
basis vertex cact. Similarly, since the denoised signal ˆ y is given
by ˆ y , Ax∗ = y − r, then dˆ y/dλ = −cact, and therefore
(in the domain where ˜ Aact is the active basis set) is ‘shrunk’
linearly in the direction −cact as the penalty factor λ increases.
In the special case of unit norm basis vectors ˜ ai, since
˜ aT
i cact = 1 for all basis vectors in the active set, they all drop
the same angle φ = cos−1(˜ aT
i (cact/|cact|)) with cact. Hence,
as noted by Efron et al [10], y(λ) and r(λ) follow a path drop-
ping equal angles to all basis vectors. However, for non-unit-
norm basis vectors, this equal angle condition no longer holds,
although we still have ‘unity (equal) inner product’ conditions
such as ˜ aT
i (dˆ y/dλ) = 1 for basis vectors in the active set.
V. HOMOTOPY ALGORITHM FOR THE NOISY CASE
If we consider λ to be a variable, from (10) for us to be just
about to switch in a basis vector ˜ ai we must have λ = ˜ aT
i (y −
˜ Aact˜ x∗
act) = ˜ aT
i r. But since r = r + λcact that means λ =
˜ aT
i (r + λcact) leading to
λ =
˜ aT
i r
1 − ˜ aT
i cact
(17)
with r = (I−Qact)y the orthogonal residual (NB: not the usual
residual r = y − ˆ y). For the homotopy method here we use a
decreasing λ: the next basis function ˜ ak to be switched in is
˜ ak = arg max
˜ ai/ ∈˜ Aact
˜ aT
i r
1 − ˜ aT
i cact
(18)
where the maximum is over all basis vectors not currently in the
active set. We are immediately struck by the similarity of (18)
with (7): with the use of the orthogonal residual r in place of
the original noiseless residual r the condition is identical.
In the full algorithm we also need to consider whether we
should switch out a basis function ﬁrst. A little manipulation
gives us that d˜ x∗
act/dλ = −˜ zact where ˜ zact = ˜ A
†
actcact is the
vector of coefﬁcients of cact represented in terms of the basis
vectors, cact = ˜ Aact˜ zact. Hence if we have an internal basis,
for which z ≥ 0, the components of ˜ x∗
act can only increase as
λ decreases, so no vectors will be switched out. Efron et al [10]
call z > 0 the positive cone condition. Straightforward analysis
conﬁrms that a given basis vector ˜ ai is only switched in or out
when it has a zero coefﬁcient ˜ xi = 0, so the coefﬁcient vector
˜ x, denoised reconstruction ˆ y = ˜ A˜ x, and full residual r = y−ˆ y
are all unchanged at the switching point.
The complete algorithm is given in Algorithm 2, and is es-
sentially an explicit algorithm to implement the decreasing-λ
approach described in the recent paper by Malioutov et al [9].
In contrast, the homotopy method of Osborne et al [8] and the
LARS algorithm of Efron et al [10] work by increasing t in (3).4
Algorithm 2 Homotopy Continuation
1: Input: y, ˜ A , [˜ ai] = [A,−A]
2: Set stopping condition λmin ≥ 0
3: Initialize: k ← 0, λk ← ∞, Ik ← ∅,
˜ Ak ← ∅, ck ← 0, ˜ zk ← ∅, xk ← ∅, rk ← y
4: while λk > λmin do
5: k ← k + 1
6: {Find update candidate}
λi ← (˜ aT
i rk−1)/(1 − ˜ aT
i ck−1), 1 ≤ i ≤ 2n,
ik
+ ← argmaxi/ ∈Ik−1{λi | ˜ aT
i rk−1 > 0},
λk
+ ← (˜ aT
ik
+
rk−1)/(1 − ˜ aT
ik
+
ck−1)
7: if ˜ zk−1  ≥ 0 then {Find downdate candidate}
8: ik
− ← argmaxi∈Ik−1{¯ x
k−1
i /˜ z
k−1
i | z
k−1
i < 0},
λk
− ← ¯ x
k−1
ik
−
/˜ z
k−1
ik
−
9: else
10: ik
− ← 0, λk
− ← 0
11: end if
12: if max(λk
+,λk
−) > λmin then {Adjust basis}
13: if λk
+ > λk
− then {Update}
14: λk ← λk
+, ˜ Ak ← [˜ Ak−1, ˜ aik
+], Ik ← Ik−1∪{ik
+}
15: else {Downdate}
16: λk ← λk
−, ˜ Ak ← ˜ Ak−1 \ ˜ aik
−, Ik ← Ik−1 \ {ik
−}
17: end if
18: Bk ← (˜ Ak)†, ck ← (Bk)T1, ˜ zk ← Bkck,
xk ← Bky, yk ← ˜ Akxk, rk ← y − yk
19: else {Finalize}
20: λk ← λmin
21: end if
22: end while
23: ˜ xk ← xk − λk˜ zk,
˜ x ← 0 + corresponding elements of ˜ xk
x = [xi] where xi ← (˜ xi − ˜ xi+n), 1 ≤ i ≤ n
24: Output: x, ˆ y
To demonstrate the operation of the homotopy continuation
algorithm (Algorithm 2), Fig. 4 shows the signal ‘Gong’, a de-
caying sinusoid after t = t0, analyzed with a cosine packet dic-
tionary [3]. We can clearly see the successive introduction of
active components of the sparse representation as λ decreases
from left to right (Fig. 4(c)).
VI. CONCLUSIONS
We have explored the geometry of ℓ1 sparse representations,
in both the noiseless (Basis Pursuit) case and the noisy case, and
found that the basis vertex is a useful geometric concept in both
cases. We derived an explicit homotopy continuation algorithm
for the noisy case, and we saw that the criterion to add a new
basis vector is very similar to that in the greedy Polytope Faces
Pursuit algorithm for the noiseless case. Numerical simulations
conﬁrm that the algorithm behaves as expected.
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Fig. 4. Analysis of signal ‘Gong’, showing (a) original signal, (b) analysis, and
(c) coefﬁcient values xi as λ decreases.
the Multi-Parametric Toolbox (MPT) for Matlab [16], Wave-
Lab802 (http://www-stat.stanford.edu/∼wavelab/) and
Atomizer802 (http://www-stat.stanford.edu/∼atomizer/).
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