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Abstract
We recall the definition of the hyper-roots that can be associated to modules-categories over
fusion categories defined by the choice of a simple Lie group G together with a positive integer k.
This definition was proposed in 2000, using another language, by Adrian Ocneanu. If G = SU(2),
the obtained hyper-roots coincide with the usual roots for ADE Dynkin diagrams. We consider
the associated lattices when G = SU(3) and determine their theta functions in a number of cases;
these functions can be expressed as modular forms twisted by appropriate Dirichlet characters.
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1 Introduction
The ADE correspondence between indecomposable module-categories of type SU(2) and simply-
laced Dynkin diagrams was first obtained by theoretical physicists in the framework of conformal
field theories (classification of modular invariant partition functions for the WZW models of type
SU(2), [1], [8]). Its relation with subfactors was studied in [19] and it was set in a categorical
framework by [16, 24]. In plain terms, the diagrams encoding the action of the fundamental
representation of SU(2) at level k (which is classically 2-dimensional) on the simple objects of the
various module-categories existing at that level, are the Dynkin diagrams describing the simply-
laced simple Lie groups with Coxeter number k + 2.
At a deeper level, there is a correspondence between fusion coefficients of the SU(2) module-
category described by a Dynkin diagram E and the inner products between all the roots of the
simply-laced Lie group associated with the same Dynkin diagram. In the non-ADE cases one
can also define the action of an appropriate ring on modules associated with the chosen Dynkin
diagrams and still obtain a correspondence between structure coefficients describing this action and
inner products between roots —one has only to introduce scaling coefficients in appropriate places.
The correspondence relating fusion coefficients for module-categories of type SU(2) and inner
products between weights and/or roots of root systems was clearly stated (but not much discussed)
in [20]; in a different context, some of its aspects were already present in the article [10]. The
correspondence was used and described in some detail in one section of [3]. As observed in [20],
one can start from the SU(2) fusion categories and their modules1 to recover or define the usual
root systems, and associate with each of them a periodic quiver describing, in particular, the inner
products between all the roots. It is also observed in the same reference that the construction can
be generalized: replacing SU(2) by an arbitrary simple Lie group G leads, for every choice of a
module-category E of type2 G, to a system of “higher roots” that we call “hyper-roots of type G”.
Usual root systems are therefore hyper-root systems of type SU(2).
A usual root system gives rise, in particular, to an Euclidean lattice. The same is true for
hyper-root systems. Given a lattice, one may consider its theta series whose nth coefficient gives
the number of vectors of given norm, or, equivalently, the number of representations of the integer
n by the associated quadratic form. Theta functions of root lattices are well known and are usually
expressed in terms of appropriate modular forms (see for instance the book [2]). Our purpose, in
the present paper, is not to provide a detailed account of the properties of hyper-root systems –this
should be done elsewhere – but only to discuss some general features of their theta functions and
describe those functions associated with the systems defined by fusion categories of type Ak(SU(3)),
or their modules, for small values of the (conformal) level k. The structure of the hyper-root lattice
of type SU(3) obtained when k = 1 was announced in [20]: it was there recognized as a scaled
version of D+6 , the so-called “shifted D6 lattice”. We shall recover and comment this result below
3
but we shall also obtain closed formulae in terms of modular forms, as well as the corresponding
series, for lattices of type SU(3) associated with higher valued of k.
As already stated, the theory of hyper-roots that we use here is due to A. Ocneanu. Since it
is poorly documented, we had to incorporate some general discussion based on a material that is,
in essence, published in [20], or available on line [21]. A general account of the theory of hyper-
roots and of other higher analogues of Lie groups concepts, as well as their interpretation in terms
of usual representation theory, has been long awaited for, and should appear one day [23]. Let
us stress again the fact that this is not the purpose of the present article. The family of scalar
products between SU(3) systems of hyper-roots, called “higher roots” in [21], for several choices of
E , and using a different language, was obtained long ago [22] and displayed in several places using
1They are called “quantum subgroups” of SU(2) in the latter reference.
2Here and below, this means that the underlying monoidal category is Ak(G), whose definition is briefly recalled
at the beginning of section 2.1.
3Section 4.2, about D+6 , discusses some properties of the latter; it may have an independent interest.
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beautiful posters. Our purpose, here, which is therefore the original contribution of this article, is to
determine, in various cases, one or several convenient Gram matrices for the associated lattices, and
to discuss some properties of their theta functions. These results were hitherto apparently unknown,
this is why we decided to make them available. Most of them were obtained in March 2009, while
the author was a guest of the Mathematical Department at the University of Luxembourg, whose
hospitality is acknowledged. We hope that this presentation will trigger new ideas and insights.
2 From fusion categories and module categories to lattices of hyper-
roots
2.1 On extended fusion matrices and their periods
From now on k denotes a positive integer called the “level” (or conformal level), G a simple4, simply
connected, compact Lie group, and Lie(G) its complex Lie algebra. We call Ak(G) the category
of integrable modules of the affine Kac-Moody algebra associated with Lie(G) at level k, see e.g.
[14]. It is equivalent (an equivalence5 of modular tensor categories), [12], [13], [15], to a category
constructed in terms of representations of the quantum group Gq at root of unity q = exp(
ipi
g∨+k ),
where g∨ is the dual Coxeter number of G (take the quotient of the category of tilting modules by
the additive subcategory generated by indecomposable modules of zero quantum dimension). These
categories, called fusion categories of type (G, k), play a key role in the Wess - Zumino - Witten
models of conformal field theory. Ak(G) being monoidal, with a finite number of simple objects
denoted m,n, p . . ., we consider the corresponding Grothendieck ring and its structure coefficients,
the so-called fusion coefficients Nmnp, where m × n =
∑
pNmnp p. They are encoded by fusion
matrices Nm with matrix elements (Nm)np = Nmnp. The fusion category being given, one may
consider module-categories6 Ek(G) associated with it. In the following we assume that the chosen
module-categories are indecomposable. Of course, one can take for example Ek(G) = Ak(G).
The fusion coefficients Fnab characterize the module structure: n × a =
∑
b Fnab b, where a, b, . . .
denote the simple objects of Ek(G). They are encoded either by square matrices Fn, with matrix
elements (Fn)ab = Fnab, still called fusion matrices, or by the rectangular matrices
7 τa = (τa)nb,
with (τa)nb = (Fn)ab. The simple objects of Ak(G), or irreps, are labelled by the vertices of the
Weyl alcove of G at level k. With G = SU(2), this alcove is the Dynkin diagram Ak+1, vertices
are labelled (n), with non-negative integers n ∈ {0, 1, . . . , k}, and the fusion matrices N(n) or F(n)
obey the Chebyshev recursion relation
F(n) = F(n−1)F(1) − F(n−2) (1)
where F(0) is the identity matrix (the weight with Dynkin component (0) is the highest weight of
the the trivial representation) and F(1) refers to the generator (the fundamental irrep of classical
dimension 2). In the general case these matrices still obey recursion relations that depend on the
choice of the underlying Lie group G. With G = SU(3), the simple objects (irreps) are labelled by
4or semi-simple, but k is then a multiplet of positive integers.
5The proof of equivalence given in the first two references assumed a negative level. The fact that it holds in all
cases has been part of the folklore for a long time because it could be verified on a case by case basis. Its general
validity is now considered as a consequence of the Huang’s proof of Verlinde conjecture [13].
6This amounts to say [24] that we are given a monoidal functor from Ak(G) to the category of endofunctors of an
abelian category Ek(G).
7The Fn are sometimes called “annular matrices” when Ak(G) and Ek(G) are distinct (if they are the same, then
Fn = Nn), and the τa are sometimes called “essential matrices”.
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pairs (p, q) of non-negative integers with p+ q ≤ k, and the recursion relations read
F(p,q) = F(1,0) F(p−1,q) − F(p−1,q−1) − F(p−2,q+1) if q 6= 0
F(p,0) = F(1,0) F(p−1,0) − F(p−2,1) (2)
F(0,q) = (F(q,0))
T
F(0,0) is the identity matrix and F(1,0) and F(0,1) are the two generators. Also, F(q,p) = F
T
(p,q).
Expressions of the fundamental fusion matrices F(1,0), for all the modules Ek(G) considered in
this paper are recalled in the appendix (sec. 5.1) using the weight ordering (p1, q1) < (p2, q2) if
p1 + q1 < p2 + q2 or if q1 < q2 and p1 + q1 = p2 + q2.
In some applications one sets to zero the fusion matrices whose Dynkin labels do not belong to
the chosen Weyl alcove. This is not what we do here. At the contrary, the idea is to use the same
recursion relations to extend the definition of the matrices Fn at level k from the Weyl alcove to
the fundamental Weyl chamber of G (cone of dominant weights) and to use signed reflections with
respect to the hyperplanes of the affine Weyl lattice in order to extend their definition to arbitrary
arguments n ∈ Λ, the weight lattice of G. By so doing one obtains an infinite family of matrices
Fn that we shall still (abusively) call “fusion matrices”, and for which we keep the same notations,
although their elements can be of both signs. It is also useful to shift (translation by the Weyl
vector) the labelling index of the these matrices to the origin of the weight lattice; in other words,
for n ∈ Λ, using multi-indices, we set {n} = (n− 1), where the use of parenthesis refers to the
usual Dynkin labels (we hope that this brace notation will not confuse the reader — see examples
below). The following results about SU(2) and SU(3) are known and belong to the folklore.
If G = SU(2) the terms F{n} with 1 ≤ n ≤ k + 1 are the usual fusion matrices at level k, they
have non-negative integer matrix elements, F{1} = F(0) is the identity and F{0} = F(−1) is the zero
matrix; more generally the terms F{n} with n = 0 mod N , where N = k + 2, vanish. Matrices
F{N+m} = −F{N−m} have non-positive integer matrix elements for 1 ≤ m ≤ N−1. The F sequence
is periodic of period 2N and the reflection symmetries (Weyl mirrors), with sign, are centered in
position {n} = 0 mod N . Notice that F{2N−1} = −F{1} = − l1.
If G = SU(3), we set F{p,q} = F(p−1,q−1), so that F{0,0} is the zero matrix and F{1,1} = F(0,0)
is the identity (the latter corresponding to the weight with components (0, 0) in the Dynkin basis,
i.e., to the highest weight of the trivial representation). One has F{p,q} = 0 whenever p = 0 mod N ,
q = 0 mod N and p+q = 0 mod N . One also gets immediately the following equalities: F{p+N,q} =
(P.F ){p,q}, F{p,q+N} = (P 2.F ){p,q} where P = F{N−2,1} is a generator of Z3 (with P 3 = 1) acting
by rotation on the fusion graph of Ak(SU(3)) and F{p+3N,q} = F{p,q+3N} = F{p+N,q+N} = F{p,q}.
The sequence F{p,q} is periodic of period 3N in each of the variables p and q but it is completely
characterized by the values that it takes in a rhombus (N,N) with N2 vertices; for this reason,
this rhombus will be called periodicity cell, or periodicity rhombus. We have reflection symmetries
(with sign) with respect to the lines {p} = 0 mod N , {q} = 0 mod N and {p + q} = 0 mod N .
The F matrices labelled by vertices belonging to the Weyl alcove (which can be strictly included
in the first half of a periodicity rhombus) have non-negative integer matrix elements; those with
indices belonging to the other half of the inside of the rhombus have non-positive entries, those
with vertices belonging to the walls of the Weyl chamber or to the second diagonal of the rhombus
vanish, and the whole structure is periodic. The Weyl group action on the alcove8 and the affine
SU(3) lattice at level k = 2 are displayed in figure 1, left.
More generally, for a simple Lie group G taken9 at level k, the obtained periodicity cell, once F
matrices have been appropriately extended to the whole weight lattice, is a parallelotope D with
ηN rG vertices where N = k + g, g being the Coxeter number of G and rG its rank, and where the
value of η, a small integer, depends on the symmetries of the Dynkin diagram of G. We saw that
8This is the shifted Weyl action: w · n = w(n+ ρ)− ρ where ρ is the Weyl vector.
9meaning that we consider the fusion category Ak(G) or one of its module-categories
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Figure 1: SU(3) at level 2.
Left: The alcove (lower red triangle), its images under the Weyl group, and the periodicity
rhombus. Right: The function τa on R∨ for a, the trivial irrep, with highest weight (0, 0);
Notice that reflection across the drawn diagonal induces a sign flip of the values of Fn or
of the function τa.
Ideally, these figures, like those that follow, should be magnified on a terminal device.
η = 2 for SU(2) but η = 1 for SU(3). The integer N is sometimes called altitude of the module [9],
or generalized Coxeter number (it coincides with the Coxeter number of the group SU(N)).
2.2 On periodic essential matrices and the ribbon of hyper-roots
2.2.1 The ribbon R∨
Given a module-category Ek(G) over Ak(G) (the former, that we shall just call E , if no confusion
arises, using a notation that will also denote the set of isomorphisms classes of its simple objects,
can be chosen equal to the latter, but it is good to keep the distinction in mind), we defined, for
each simple object a of Ek(G), an essential matrix τa, with elements (τa)n,b = Fn,a,b, where n, b refer
respectively to the simple objects of Ak(G) and of E . Since we have extended the definition of the
fusion matrices Fn to allow arguments n belonging to the weight lattice of G by using recursion
relations, symmetries, and periodicity, we can do the same for the τ ’s, keeping the same notation:
the indices a, b of (τa)nb still refer to simple objects of E but the index n labels weights of G. The
infinite matrices τa can be thought as a rectangular, with columns indexed by the elements of E (a
finite number) and lines indexed by the weights of Λ, the weight lattice of G.
For every choice of a ∈ E , τa is therefore a periodic, integer-valued function, on Λ×E . Actually,
in many cases the definition domain of τa can be further restricted. Indeed, there are many modules
Ek(G) that have a non trivial grading with respect to the center Z of G; in those cases, not only the
weights of G, its irreducible representations, the simple objects ofAk(G), but also the simple objects
of Ek(G), have a well defined grading (denoted ∂) with respect to Z, and the module structure is
compatible with this grading: matrix elements of τa in position (n, b) will automatically vanish if
∂n+ ∂a 6= ∂b. Unless stated otherwise we shall assume in the rest of the paper that we are in this
situation. The function τa is periodic, integer-valued on Λ ×Z E , and it is specified (see figure 1,
right) by the values that it takes on the finite set R∨ = D×Z E where D is the period parallelotope.
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The set R∨, a finite rectangular table made periodic, may be thought as a closed ribbon10. For
most choices of E , in particular if one takes E = Ak(G), the group Z acts non trivially and R∨ has
rE |D|/|Z| elements, where the rank rE is the number of simple objects of E , and |D| = ηN rG . The
elements of R∨ will be called (restricted11) hyper-roots of type G defined by the module Ek(G).
The choice of a fundamental irrep pi of G, with the constraint that it should exist at level k
(so that pi defines a particular non-trivial simple object of Ak(G)) allows one to consider E as a
graph or, rather, to associate with E , a graph denoted by the same symbol, once pi is chosen once
and for all : it is the graph of multiplication by pi, sometimes called fusion graph, representation
graph, nimrep graph, or McKay graph associated with pi. If pi is complex, like the fundamental
representation(s) of SU(3), edges of E are oriented. If pi is self-conjugate, like the fundamental
representation of SU(2), or like the antisymmetric square of the vector representation of SU(4),
edges carry both orientations and can be considered as non-oriented. In general E is actually a
quiver since it is a directed graph where loops and multiple arrows between two vertices are allowed.
For any choice of a fundamental irrep pi of G existing at level k, the set E , and therefore the ribbon
R∨ as well, become quivers (there is an edge from one vertex of R∨ to another if there are edges
between their respective two projections in E and in Λ). The definition of R∨ as a set of vertices
does not depend on the choice of pi. Figure 2 displays the first few edges (orange arrows) between
the vertices of the bottom left corner of the R∨ quiver for E = A2(SU(3)); since this is essentially a
cartesian product12 of two multigraphs (red and blue arrows in the same picture) we shall no longer
displays the edges of R∨ in subsequent illustrations. If SU(3) is replaced by SU(2), one obtains in
the same way the quivers of roots for all simple Lie groups; several examples of this construction
in the case of usual roots, for instance the quiver of roots of E6, can be found in [3].
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Figure 2: Edges (orange arrows) of the quiver R∨ for A2(SU(3)), pi being one of the two funda-
mental representations: start from an allowed vertex (a blue star) of a subgraph E (a blue
triangle), go to the vertex, or vertices, located in the same position in the neighboring
subgraphs by using the reversed edges of Λ, i.e., following the red arrows backwards, then
follow the blue arrows on the latter subgraphs.
2.2.2 The case G = SU(2)
When G is SU(2), the module-categories Ek(SU(2)) are classified by ADE Dynkin diagrams. If one
chooses for instance k = 10, there are three of them, described by the Dynkin Diagrams A11, D7, E6,
the first being the modular fusion category Ak(SU(2)) itself, and N = k+ 2 is the Coxeter number.
10The terminology “ribbon” comes from A. Ocneanu.
11for reasons explained in section 2.2.4.
12actually we follow the reversed red arrows in figure 2, which means that we use the opposite Λ, but this choice
is purely conventional and plays no role in the sequel.
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At the level of sets it is clear that the ribbon R∨ is in bijection with the root system defined by the
chosen Dynkin diagram since the number of roots is indeed equal to rE ×N . Let us briefly mention
why R∨ = Z2N ×Z2 E can be identified with the periodic quiver of roots. As graphs, the Dynkin
diagram E encodes the multiplication of the simple objects of Ek(SU(2)) by the fundamental irrep
of SU(2). The Chebyshev recursion relation 1 now reads F{2} F{p} = F{p−1} + F{p+1}, but F{2} is
also the adjacency matrix of the graph E since {2} = (1) denotes the fundamental irrep of SU(2).
In other words, the functions τa are such that the sum of neighbors taken vertically (i.e., along
Z2N ) equals the sum of neighbors taken horizontally (i.e., along E) on the graph R∨. This can
be written as a harmonicity property: define the laplacian ∆E on E as the sum of neighbors, and
similarly for the laplacian ∆Λ on Z2N ; a function f such that ∆Λf = ∆Ef is called harmonic. The
functions τa are therefore Z-valued and harmonic. As the vertices of Dynkin diagrams also label
fundamental weights, one has a function τa on R∨ for every fundamental weight, therefore weights
define functions that are harmonic. If one thinks of a root as a point (a Dirac measure) of the
ribbon, one can show (see section 3 of [3], in relation with [20]) that (τa)n,b is the inner product
between the fundamental weight a and the root localized at the point (n, b). This discussion
justifies the terminology “ribbon of hyper-roots” since when G = SU(2), the period is 2N , the
period parallelotope is the interval D = Z2N , and the ribbon R∨ = Z2N ×Z2 E can be identified
with the periodic quiver of roots. From another point of view, roots are weights, therefore roots
also define (particular) Z-valued harmonic functions on R∨, and since 〈α, α〉 = 2, the point where
a root α is localized on the ribbon, as a Dirac measure, is obtained from the collection of inner
products 〈α, β〉 between α and all the roots as the (unique) point where this value is equal to 2.
Let α = (m, a) and β = (n, b) two vertices of R∨ i.e., two roots. One finds:
〈α, β〉 = F(m−n),a,b + F(n−m),a,b = F(m−n),a,b − F(m−n−2),a,b (3)
where the fusion coefficients F(n)ab have been extended by periodicity as explained in section 2.1.
In terms of fusion matrices F{n} with shifted labels and matrix elements (F{n})(a,b) = F{n},a,b =
F(n−1),a,b, this relation reads
< (m, a), (n, b) >= (F{m−n+1} − F{m−n−1})(a,b) (4)
Although expressed in terms of dimensions of spaces of essential paths on graphs (a concept
that we shall not use in the present paper), equation 3 was explicitly written in section 1.7 of [20].
What was then proposed, in this last reference, is to use this expression as a starting point in order
to define the inner product between all the vertices of the ribbon R∨, i.e., all the roots, without
relying on the existence of a special basis (the simple roots) in which the inner products would be
given by elements of the usual Cartan matrix, and finally to consider higher generalizations where
SU(2) is replaced by another simple or semi-simple Lie group G.
2.2.3 SU(3) and the general case
Again, up to notations and a different terminology, the content of the present section is already
present in or can be inferred from reference [20], pp 9-10. The vector space of complex valued
functions on the set of hyper-roots, the ribbon, is C|R∨|. It admits a canonical basis whose elements
are identified with characteristic functions δα (Dirac measures located at the points α ∈ R∨). An
Euclidean structure is defined on this space by declaring that these Dirac masses are orthonormal.
The elements f of the subspace of harmonic functions are such13 that ∆Λf = ∆Ef , where ∆Λ and
∆E respectively denote the laplacian on the weight lattice Λ of G and the laplacian on the graph
E ; in order to define the latter, one should also, in principle, select a fundamental irrep pi of G
existing at the chosen level, but this choice will be irrelevant for the study of the case G = SU(3)
that we shall investigate later in more details.
13This harmonicity property is illustrated for A2(SU3) in figure 4.
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In the classical situation weights are harmonic and should have integral inner products with
roots, therefore one defines hyper-weights as Z-valued functions that are harmonic on the ribbon.
Hyper-roots can be thought either as points α of the ribbon (Dirac masses), or as particular hyper-
weights. A point α of R∨ specifies a harmonic function, also denoted α, defined as the orthonormal
projection of the Dirac measure δα ∈ C|R∨| on the subspace of harmonic functions. One finds [20]
that its value on β ∈ R∨, denoted < α, β >, is explicitly given, if α = (m, a) and β = (n, b), by
< α, β >=
∑
w∈W
(w)Fm−n+wρ−ρ,a,b (5)
The above expression generalizes the one previously obtained for G = SU(2), where W = S2, see
equation 3. It is a finite signed sum with |W| terms, where W is the Weyl group of G,  is the
determinant of Weyl reflections, and ρ the Weyl vector. Using shifted labels, as in equation 4, the
above reads
< α, β >=
∑
w∈W
(w)F{m−n+wρ},a,b (6)
One can take the latter expression as a definition of the inner product and extend 〈 , 〉 by linearity
to the linear span of hyper-roots. One checks that it defines a positive definite14 inner product
and therefore an Euclidean structure on the space of hyper-roots. This euclidean space will be
denoted C. Notice that15 < α,α >= |W| for all hyper-roots α.
Terminological conventions: elements of the hyper-root lattice L, the Z span of hyper-roots, are
“hyper-root vectors” and the elements of the dual lattice L?, are “hyper-weight vectors”.
If G = SU(3), the Weyl group is S3 and the inner product of two hyper-roots is obtained
from equation 5, or 6, as the sum of six fusion coefficients. Writing α = (m, a) = ((m1,m2), a),
β = (n, b) = ((n1, n2), b), setting λ1 = m1 − n1, λ2 = m2 − n2, and using shifted labels, we obtain
< α, β > = (7)(
F{λ1+1,λ2+1} + F{λ1−2,λ2+1} + F{λ1+1,λ2−2)} − F{λ1−1,λ2−1} − F{λ1−1,λ2+2} − F{λ1+2,λ2−1}
)
(a,b)
2.2.4 From the set R∨ to the set R
Let α be a point of R∨, this defines a hyper-root, also called α, as a vector of the euclidean space C.
Obviously, its negative −α is another vector of C. For usual roots, i.e., SU(2) hyper-roots, the
opposite of a root is a root, as it is well known. However, for SU(3) hyper-roots, we can see, using
the definition of the period parallelotope D, that −α does not correspond to any vertex of R∨.
This feature is not convenient. For all purposes it is useful to generalize the previous definitions,
keeping R = R∨ for SU(2) but setting R = R∨ ∪−R∨ for SU(3), then |R| = 2|R∨|. The opposite
of a hyper-root (an element of R) is then always a hyper-root.
For modules E endowed with a non trivial grading by the center Z of G, we already know that:
|R∨| = rE |D||Z| =
rE N rG
|Z| η (8)
Since we only study G =SU(3) hyper-roots in this paper, we shall not give more details about
R versus R∨ for a general G, nevertheless we notice, in view of the last comment of section 2.1 on
the period parallelotope D, its size being ηN rG with η = 1 for SU(2) and η = 2 for SU(3), and
14 Using eq. 5 one could define a periodic inner product on Λ×Z E that would not be positive definite because of
the periodicity, but we consider directly its non-degenerate quotient, naturally defined on the ribbon D ×Z E .
15The group G may be simply-laced or not, but for the modules considered in this paper (choices of E), all hyper-
roots have only one possible length.
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from the above definition of R, that we obtain in both cases a number of hyper-roots given by the
same general expression:
|R| = 2rE N
rG
|Z| (9)
which, more specifically, reads |R| = rE N for G =SU(2), as it should, and reads for G = SU(3),
|R| = 2|R∨| = 2
3
rE N2 (10)
since rG = 2 and |Z| = 3; we have also N = k + 3. Moreover if one chooses E = Ak one has
rE = (N − 2)(N − 1)/2, then
|R| = 2|R∨| = (N − 2)(N − 1)N2/3 (11)
From now on, we shall usually not mention R∨, the set of restricted hyper-roots that we had to
introduce in the first place, since R will be used most of the time.
2.3 Dimension of the space of hyper-roots
The dimension r = dim C of the space of hyper-roots associated with Ek(G), in those cases where
the center Z acts non-trivially on the set of vertices of Ek(G), is16
r = dim C =
rE |W|
|Z| (12)
where W is the Weyl group associated with the simple Lie group G. The term |W|/|Z| cancels out
for G = SU(2) since W and Z are both isomorphic with Z2. One then recovers the rank r = rE
given by the number of vertices of the chosen Dynkin diagram.
For G = SU(3), W = S3, |W| = 3!, and for modules E with non trivial triality (a property that
holds for all the examples that we shall considered below) we have Z = Z3 therefore
For SU(3), r = 2 rE (13)
Moreover, If one chooses E = Ak, then r = (N − 2)(N − 1).
More generally for G = SU(n), W = Sn and for modules E endowed with a non-trivial grading
by the center Z = Zn, one has r = rE n!/n = (n− 1)! rE .
Remark : The Weyl group has order |W| = rG! Π(θα) |Z| where Π(θα) is the product of the
components of the highest root of G in the basis of simple roots17. One can therefore rewrite
equation 12 as
r = rE rG! Π(θα) (14)
2.4 Example: E = Ak(SU(3))
At level k we have N = k+3, and the values of |R∨|, |R|, rE and r, in terms of N , were given before.
Taking for instance k = 2 there are 100 hyper-roots, 50 strict hyper-roots, rE = 6, r = 12, and we
display in figure 3 one of the (hyper) root hexagons associated with some chosen hyper-root that
sits where the integer 6 (inner product with itself) appears18, in the central fusion diagram; the
16This general result was claimed in the last two slides of [21] and it can be explicitly checked in all the cases that
we consider below.
17If G is not simply-laced, one should be careful not to use here the basis of simple coroots.
18It may be useful to enlarge these pictures, using an online version of the present paper.
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inner products of that hyper-root with all the others are given by the integers that appear in the
figure. The small circles with no integer marks are forbidden vertices (points where the constraint
∂n+ ∂a = ∂b, see section 2.2.1, is not obeyed). Notice that N = 5, so that drawing hexagons with
edges of length 5 would be sufficient to display all the inner products and their Weyl symmetries,
but we drew an hexagon with edges of length N + 1 = 6 in order to illustrate the periodicity
properties of the chosen hyper-root.
The harmonicity property (∆Λf = ∆Ef , see section 2.2.3) of the chosen hyper-root, call it f ,
can be easily checked in this hexagon, see figure 4: consider for instance the point marked X, it
belongs to a particular fusion diagram and there are two oriented edges (arrows) ending on X in the
same diagram, they start from vertices where f have values 2 and 2, so that (∆Ef)(X) = 2+2 = 4;
there are also oriented edges in the hexagon (or in the SU(3) weight lattice) that connect the
fusion diagrams themselves, they follow the three orientations given in the figure, and those ending
in the fusion diagram where X is located therefore define three arrows with head X, starting
from three neighbouring fusion diagrams, from vertices where f has values 6, −1, −1, so that
(∆Λf)(X) = 6− 1− 1 = 4.
For illustration and comparison with the above SU(3) harmonicity, we display on figure 5 the
corresponding property for the simpler case Ak(SU(2)) with k = 3; the fusion graph coincides
therefore with the Dynkin diagram A4, and the SU(2) harmonicity property for this quiver of
roots, which is the SU(5) quiver, can be checked for instance at the point marked X on figure 5.
This SU(2) harmonicity property, which holds for all simple Lie groups, is also illustrated (in
particular for the roots of several exceptional Lie groups) in one of the sections of ref [3].
Absolute and relative hexagons.
The absolute hexagon associated with a, a vertex of the fusion diagram, is a hexagonal window,
with edges of length N (or N +1 if the hexagon is extended, as in figures 3, 4), displaying the inner
product between some hyper-root α = (m, a), where m is an element of the weight lattice (or of
the periodicity rhombus), and all others, using periodicity, the hexagon being chosen in such a way
that the fusion diagram to which a belongs is located at the center of the hexagon (also the origin
of SU(3) weight lattice). This is the case in figures 3, 4. There are of course rE = 6 such absolute
hexagons if k = 2.
Relative hexagons are also hexagonal windows displaying the inner products between one chosen
hyper-root α = (m, a) and all others, they are not usually centered (in the sense that α does not
always belong to the fusion diagram located at the center of the hexagon), but they are in good
relative positions: the vertex a belongs to a fusion diagram itself located at the weight m of the
SU(3) weight lattice. By definition there are as many relative hexagons as there are hyper-roots,
and if one makes the choice of a basis one can in particular consider the relative hexagons associated
with these basis elements. Relative hexagons are still symmetric (Weyl axes) with respect to the
position of the chosen hyper-root, the position of the fusion diagram to which the vertex labelled 6
belongs, since < α,α >= 6, but this diagram is not necessarily located at the center of the hexagon.
Since they are in good relative positions, relative hexagons can be added (pointwise) or multiplied
by scalars; the resulting hexagons display arbitrary (non-necessarily integral) hyper-weights since
they automatically obey the required harmonicity properties. Still with the same example k = 2,
we give in figure 9 the relative root hexagons associated with the choice of a particular basis of
hyper-roots (12 of them in this particular case).
Position of hyper-roots and periodicity rhombus.
Rather than displaying root hexagons, it is enough, albeit slightly less convenient, to display the
periodicity rhombus. To each hyper-root one can associate such a rhombus. We still consider the
example k = 2 and display on figure 6 the positions of the 50 restricted hyper-roots and, on figure 7,
one of the rhombuses associated with some chosen hyper-root (as usual the latter sits where the
”6” is). The 12 hyper-roots whose positions are included in the triangle located in the left corner
(brown triangle in the picture) define, up to some chosen ordering, a basis of the space of the space
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Figure 3: SU(3) at level 2: one of the hyper-root hexagons (symmetry properties).
of hyper-roots; there is nothing special about this basis (we did not introduce any notion of “simple
hyper-roots”) but it will be used later to define a particular Gram matrix for the hyper-root lattice,
and we give in figure 9 the 12 relative hexagons associated with this basis.
3 Needed tools for lattices of hyper-roots of type SU(3)
Root systems defined by Dynkin diagrams (or simple Lie groups), are well known, and the cor-
responding lattices which are just, in our framework, hyper-root lattices of type G = SU(2), are
described in many places. Their associated lattices, as well as their theta functions, can be found in
the literature, for instance in [2]. In most cases they are explicitly given in terms of combinations
of elliptic theta functions, but they could also be obtained from a method that uses the theory
of modular forms twisted by appropriate Dirichlet characters (although this is not usually done).
This latter method, that we shall review in section 3.4, will be used to find explicit expressions for
the lattices of hyper-roots of type G = SU(3).
3.1 On the SU(3) classification (reminders)
A given module E over Ak(SU(3)), and consequently a given lattice of hyper-roots, is fully spec-
ified by one of the two fundamental fusion matrices of SU(3) or equivalently by the fusion graph
describing the action of one fundamental representation of SU(3) on the chosen module. The ma-
trices F(1,0) that we need are recalled in appendix 5.1, their associated fusion graphs are displayed
alongside the headings of section 4.
The classification of modules E is known, properties of the members of the different series and
of the seven exceptional cases of the SU(3) family, together with their fusion graphs, are discussed
in a number of places, see [9], [20], [8], [5], [4], [11], see also [6].
In the following we shall mostly concentrate on the series E = Ak(SU(3)) and call Lk the
corresponding lattices of hyper-roots; we consider explicitly the cases k = 1, 2, 3, 4. We also give
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Figure 4: Harmonicity property for one of the hyper-root hexagons of A2(SU(3)), i.e., SU(3) at
level 2. The chosen root is located where the “6” stands.
∘ 2 ∘ 0
1 ∘ 1 ∘
∘ 0 ∘ 1
-1 ∘ 0 ∘
∘ -1 ∘ -1
0 X -2 ∘
∘ -1 ∘ -1
-1 ∘ 0 ∘
∘ 0 ∘ 1
1 ∘ 1 ∘
∘ 2 ∘ 0
Figure 5: Harmonicity property for one of the 12 roots of A3(SU(2)), i.e., SU(2) at level 3. The
period (read vertically) is 2× 5 since N = g+ k = 2 + 3 = 5. Horizontally one recognizes
the Dynkin diagram A4 of SU(5). The chosen root is located where the “2” stands.
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Figure 6: SU(3) at level 2: position of all hyper-roots in a periodicity rhombus). The 12 elements
belonging to the triangle traced out in the left bottom can be used, after choosing some
ordering, to build a basis B1 of the space of hyper-roots. This basis is used to write the
Gram matrix given in equation 15.
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Figure 7: SU(3) at level 2: the periodicity rhombus associated with one hyper-root (marked 6).
explicit results for theta functions associated with the modules D3, D6, and the three exceptional
cases E5, E9 and E21; these modules have a non-trivial Z3 grading (our previous general discussion
should be slightly modified for modules that do not have a non-trivial Z3 grading, this is why we
do not give explicit results for such cases but the method would be identical). Only Ak, Dk with
k = 0 mod 3 and the three exceptional cases just mentioned have “self-fusion”, or “are flat” (in
operator algebra parlance), this notion will not be used in this article but these are the examples
that we explicitly consider here.
Remember that, apart from the Ak themselves, the following modules have a non-trivial Z3 grading:
the Dk series with k = 0 mod 3, the D?k series, the exceptional E5, E9 and E21, the twisted D cases
Dt9 and its own module Dt?9 (these last two are often also flagged as “exceptional”, the first being
an analog of the E7 of the SU(2) family, which indeed appears as a twisted D10 = D16(SU(2))),
and the exceptional moduleM9 (which is also a module over E9). The other members of the SU(3)
classification, namely the cases Dk with k = 1 or 2 mod 3, A?k, and the exceptional module M5
over E5 have trivial Z3 gradings.
As usual, the subindex k in the above script capital letters indicates the existence of a module
structure over Ak (for instance D?4 is a module over A4). In the previous sections the notation
Ek was used in a generic way, but from now on we use specific notations to denote the module-
categories of the SU(3) classification (all of them appear in the above lists), and we therefore keep
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the “E” notation to refer to the three exceptional cases E5, E9 and E21. We hope that there should
be no confusion. Remember also that the Dynkin notation used for the SU(2) classification does
not agree with the above convention: the subindex of a Dynkin diagrams refers to the number of
simple objects, whereas the subindex of A (or D, or E , etc. ) used in higher classifications usually
refers to the level. For instance one has A11 = A10(SU(2)), D7 = D10(SU(2)), E6 = E10(SU(2)).
3.2 Choice of a basis
There are many ways of choosing a basis for a lattice L. To every choice is associated a fundamental
parallelotope and a Gram matrix A (the matrix of inner products in this basis). Two Gram matrices
A and A′ give rise (or come from) congruent lattices when they are integrally equivalent, i.e., when
there exists a matrix U , with integer entries and determinant ±1, such that A′ = UAUT . It is
clear that the discriminant is an invariant for integral equivalence. It is also the square volume of
a fundamental parallelotope and it is equal to the order of the dual quotient L?/L where L? is the
dual lattice. It is however sometimes useful to loosen a little bit the notion of equivalence and use
rational equivalence rather than integral equivalence; this amounts to identify lattices associated
with rationally equivalent Gram matrices (the matrix U has rational elements, and its determinant
is a non - zero rational number).
In the case of the SU(2) hyper-root systems (i.e., root systems in the usual sense), one may
choose for Gram matrix A the Cartan matrix corresponding to a given Coxeter-Dynkin graph E ,
namely A = 2− F(1) where F(1) is the fundamental fusion matrix of the module defined by E . For
usual root lattices, the notion of Cartan matrix (associated with a basis of simple positive roots) is
unique, but one can find for these lattices other integral basis and other Gram matrices than those
associated with simple positive roots. For lattices of hyper-roots we did not define fundamental
hyper-weights and did not define simple hyper-roots either: the notion of “Cartan matrix” is not
available. However we can certainly consider several interesting choices for the Gram matrices. In
what follows we shall usually present only one Gram matrix, called A, since it defines the lattice
up to integral equivalence, but one should keep in mind that other choices are possible.
Remark. Warning: a naive generalization of the equation A = 2−F(1) that relates the adjacency
matrix of Dynkin diagrams, and therefore also, in the simply-laced case, the fundamental fusion
matrices of the SU(2) modules to the Cartan matrix A and to the usual Lie group root lattices,
suggests, in the case of SU(3), to replace the Cartan matrix A by 6 − (F(1,0) + F(0,1)) i.e., using
the fundamental fusion matrices for SU(3) modules (nimreps). However the lattices obtained from
this naive choice19 of A do not correspond to the lattices of hyper-roots considered in the present
paper; it is already clear that the dimensions do not match: the rank of the lattice of hyper-roots
associated with Ek(SU(3)) is 2rE whereas it would be only equal to rE for the above naive choice.
Basis B1. Its 2rE elements (assuming k > 0) belong to the bottom left corner of the SU(3) period
parallelogram, more precisely, we choose those hyper-roots located in the admissible vertices of the
six fusion graphs sitting in positions {{0, 0}, {0, 1}, {1, 0}, {1, 1}, {2, 0}, {0, 2}} of the weight lattice;
one checks that this indeeds determines a basis which is fully specified once an ordering has been
chosen. This basis corresponds to the highlighted triangle in figure 6, see also figure 8.
Other basis. Many other convenient basis can be chosen, for instance B2 and B3, respec-
tively associated with the admissible vertices belonging to the fusion graphs located in positions
{{1, 1}, {2, 1}, {1, 2}, {3, 1}, {2, 2}, {1, 3}} and {{0, 0}, {1, 0}, {0, 1}, {N − 1, N − 2}, {N − 2, N −
1}, {N − 1, N − 1}}, with N = k + 3.
19Some properties of this matrix and of its inverse are investigated in one section of [7], see also [4].
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◦◦ 1
-1 ◦ ◦◦ ◦ 1 ◦
◦
2 ◦◦ ◦ 0◦ 2 ◦ ◦
0◦ ◦◦ 2 ◦
2 ◦ ◦ 0
0◦ ◦◦ 2 ◦
2 ◦ ◦ 0
◦◦ 0
6 ◦ ◦◦ ◦ 0 ◦
◦
2 ◦◦ ◦ 0◦ 2 ◦ ◦
Figure 8: SU(3) at level 3: the basis B1 in the periodicity rhombus (20 positions marked with
integers). We display the scalar product between the hyper-root marked 6 and all other
basis elements (these values appear on line 5 of the Gram matrix A given in equation 5.2).
Our choice. With the exception of the lattice L1 where, for illustration purposes, we shall present
two equivalent Gram matrices respectively associated with the basis B1 and B2, the Gram matrices
A that will be given later are obtained from equation 8 using the basis B1.
3.3 Summary of the procedure.
• Choose a module E over Ak(SU(3)), for instance Ak itself.
• From the fundamental fusion matrix F(10) of the chosen module given in Appendix, calculate
the other fusion matrices Fn, for instance using the SU(3) recurrence relation.
• Extend the fusion matrices to the weight lattice of SU(3), using symmetries and periodicity.
• It is useful to build the periodic essential matrices τa, and not only the Fn, in particular if
the module E is not Ak itself.
• Using equation 8 one can determine a table Abig of the |R| × |R| scalar products between all
the hyper-roots (or only between those of R∨). The matrix Abig has rank r = 2rE < |R| =
(k + 1)(k + 2)(k + 3)2/3.
• Select a family (αi) of r independent hyper-roots (i.e., choose a basis) and call A the r × r
restriction of the previous table Abig to the chosen basis. This A will be a Gram matrix for
the lattice of hyper-roots. However Abig can be huge. It is shorter to proceed as follows: use
one of the hyper-root basis (for instance B1) described previously, and determine the corre-
sponding A matrix by calculating only the r× r inner products between its basis elements.
One ends up with a Gram matrix A that is, of course, basis dependent. The rest of the
discussion is standard in the sense that it mimics what is done for usual roots and weights.
Note: the above steps could also be followed in that case, just replacing SU(3) by SU(2).
• The choice of A determines a basis (αi) of hyper-roots that are such that < αi, αj >= Aij .
Call K = A−1 the inverse of A and (ωi) the dual basis of (αi), then < ωi, ωj >= Kij and
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< αi, ωj >= δij . The family of vectors (ωi) is, by definition, the hyper-weight basis associated
with the hyper-root basis (αi) — there is no need to introduce co-roots or co-weights, since,
for the systems considered here, all hyper-roots have the same norm, equal to 6.
Warning: the indices i, j . . . of (αi) or (ωi) run from 1 to r = 2rE whereas the indices a, b
of (τa) refer to the irreps of E and therefore run only from 1 to rE . In particular essential
matrices τa and elements ωi of the hyper-weight basis are distinct quantities.
Arbitrary linear combinations of the vectors (ωi) with integer coefficients are (integral) hyper-
weights, by definition. They have integer scalar products with hyper-roots and they are
harmonic functions on the ribbon. Hyper-roots are particular hyper-weights.
• The last step is to study the lattice of hyper-roots and its theta function. How this is done
will be described in the next section.
One can a posteriori check that the orthonormal projection of a Dirac measure on the ribbon on
the subspace of harmonic functions (hyper-weights) is indeed a hyper-root. This could have been
used as a method to determine them. Take δu = (0, 0, . . . , 0, 1, 0, . . . 0) with |R∨| components and
a single 1 in position u, the other components being 0’s (so this is a Dirac measure on CR∨); its
projection can be decomposed on the basis (ωi): Pu =
∑
j Puj ωj , where the Puj coefficients have
to be determined. Every ωi, with i ∈ {1 . . . r}, determines a vector oi of CR∨ with components
< ωi, β > where β runs in R∨. The projection Pu also determines a vector pu of CR∨ with
components < Pu, β >. The unknown Puj are obtained by imposing the orthogonality relations
(δu − pu).oi = 0 for all i. Up to a rescaling factor N2, one checks that the obtained result Pu is
indeed one of the hyper-roots, the one localized in position u (where the coefficient 6 stands).
3.4 Lattices and theta functions (reminders)
We remind the reader a few results about lattices and their theta functions. This material can be
gathered from [27].
Consider a positive definite quadratic form Q which takes integer values on Zm. We can write
Q = 12x
T Ax, with x ∈ Zm and A a symmetric m × m matrix. Integrality of Q implies that A
is an even integral matrix (its matrix elements are integers and its diagonal elements are even).
Therefore A is a positive definite non singular matrix, and det(A) > 0. So the inverse A−1 exists,
as a matrix with rational coefficients. The modular level of Q, or of A, is the smallest integer `
such that `A−1 is again an even integral matrix – this notion differs from the notion of conformal
level k used in the previous part of this article. ∆ = (−1)m det(A) is the discriminant of A.
Given Q, one defines the theta function θQ(z) =
∑∞
n=0 p(n) q
n where20 q = exp(2ipiz) and
p(n) ∈ Z≥0 is the number of vectors x ∈ Zm that are such that Q(x) = n. The function θQ is
always a modular form of weight m/2. In our framework m will always be even (in particular
∆ = det(A)) so that we set m = 2s with s an integer.
The following theorem (Hecke-Schoenberg) is known [27] and will be used:
Let Q : Z2s 7→ Z a positive definite quadratic form, integral, with m = 2s variables, of level ` and
discriminant ∆. Then the theta function θQ is a modular form on the group Γ0(`), of weight s, and
character χ∆.
In plain terms: θQ(
az+b
cz+d) = χ∆(a) (cz+d)
s θQ(z) for all z ∈ H (upper half-plane) and
(
a b
c d
) ∈ Γ0(`).
Here Γ0(`) is the subgroup
21 of SL(2, Z) defined by the condition c ≡ 0mod ` and χ∆ is the unique
Dirichlet character modulo ` which is such that χ∆(p) = L(∆, p) for all odd primes p that do not
divide `, where L denotes the Legendre symbol.
20This parameter q is not related to the root of unity, called q, that appears in section 2.1.
21As Γ1(`) ⊂ Γ0(`), one can sometimes use modular forms (and bases of spaces of modular forms) twisted by
Dirichlet characters on the congruence subgroup Γ1(`).
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Notice that m, as defined above, is also, in our framework, the dimension of the space C of
hyper-roots, which, for G = SU(3), is equal to 2rE . In that case, the weight of the (twisted)
modular form θQ is therefore equal to rE , the number of vertices of the fusion diagram, or the
number of simple objects in E .
About Dirichlet characters. Dirichlet characters are particular functions from the integers to
the complex numbers that arise as follows: given a character on the group of invertible elements
of the set of integers modulo p, one can lift it to a completely multiplicative function on integers
relatively prime to p and then extend this function to all integers by defining it to be 0 on integers
having a non-trivial factor in common with p. A Dirichlet character with modulus p takes the
same value on two integers that agree modulo p. The interested reader may consult the abundant
literature on the subject but it is enough for us to remember that they are a particular kind
of completely multiplicative complex valued functions on the set of integers, that there are φ(p)
characters modulo p, where φ is the Euler function, and that they are tabulated in many places
—there is even a command DirichletCharacter[p,j,n] in Mathematica [18] that gives the Dirichlet
character with modulus p and index j as a function of n (the index j running from 1 to φ(p)).
4 Lattices of hyper-roots of type SU(3) and their theta functions
4.1 The hyper-root lattice L0 of A0(SU(3))
For k = 0, the general formulae of section 2.2.1 give N = 3, rE0 = 1, r = 2, |R∨| = 3 and |R| = 6.
One expects22 that this lattice should coincide with the usual root lattice of SU(3), and R∨ with
the set of positive roots. The period is a rhombus 3 × 3 but the small fusion graph has a single
vertex, which Z3 grading 0, so, in order to build a basis of the hyper-root lattice, only two of the
six weights {{1, 1}, {2, 1}, {1, 2}, {3, 1}, {2, 2}, {1, 3}} contribute (see section 3.2), those of grading
0, namely {1, 1} and {2, 2}; we therefore recover that the dimension is r = 2. The Gram matrix
of the lattice of hyper-roots, in this basis, obtained from equation (8), is
(
6 −3
−3 6
)
, i.e., three times
the Cartan matrix of SU(3), this lattice can therefore be considered as a rescaled version of the
SU(3) root lattice (the hexagonal lattice). The theta function of the latter is well known and can
be found in many textbooks, for instance in [2]; its expression in terms of the elliptic theta function
ϑ3 reads:
θ(z) =
ϑ3(0, q)
3 + ϑ3
(
pi
3 , q
)
3 + ϑ3
(
2pi
3 , q
)
3
3ϑ3 (0, q3)
= 1 + 6 q2 + 6 q6 + 6 q8 + 12 q14 + 6 q18 + 6 q24 + 12 q26 + 6 q32 +O
(
q34
)
The theta function of the hyper-root lattice L0 is then simply θ(3z) —replace q by q
3.
Although this special case (k = 0) coincides, up to scale, with a well known lattice, it is
instructive to look at its theta function by using the theorems recalled in the previous section. The
quadratic form defined by the Cartan matrix of SU(3) has level 3, so that its theta function is a
modular form on the group Γ0(3), of weight s = 1; it is twisted by a non-trivial Dirichlet character
modulo 3 (there are only two of them here, the first being trivial), and there is no constraint
coming from the Legendre symbol condition since there are no odd primes that do not divide 3.
This vector space of modular forms is of dimension 1, hence θ can be identified with its generator.
As an application, here is a very short program, using the computer algebra package Magma [17]
that returns the above theta function, up to the same order (q17)2 —one has to rescale q— and
uses the above concepts:
22Warning: A simple counting argument shows that the lattice of hyper-roots obtained by taking k = 0 for
G = SU(n) and n > 3 cannot be identified with the usual root lattice of SU(n).
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H := DirichletGroup(3,CyclotomicField(EulerPhi(3)));
chars := Elements(H); eps := chars[2];
M := ModularForms([eps],1); Basis(M,17);
4.2 The hyper-root lattice L1 of A1(SU(3))
For k = 1, N = 4, rA1 = 3. The rank of the lattice L1 is r = 2 rA1 = 6. The period is a rhombus
4×4 and the number of hyper-roots is |R| = 32, with |R∨| = 16. This last number being reasonably
small, we shall give more details for this lattice than for those that come after.
4.2.1 Gram matrices
There are many possible Gram matrices for this lattice: they differ by the choice of the basis
(integral equivalence). They have a determinant equal to 46. The lattice is even, with minimal
norm 6. For illustration, three possible Gram matrices denoted A,A′, A′′, are given below. The
first two are respectively associated with the basis choices B1 and B2 described in section 3.2. The
third simply relates to a fundamental fusion matrix of A1 (see a comment in section 4.7). The
matrix K is the inverse of A. We denote {αi}, i = 1 . . . 6, the elements of the hyper-root basis B1,
i.e., < αi, αj >= Aij . The members of the dual basis (the hyper-weight basis) are denoted {ωj},
so that < ωi, αj >= δij and < ωi, ωj >= Kij .
A =

6 2 2 −2 −2 −2
2 6 2 2 −2 2
2 2 6 2 2 −2
−2 2 2 6 2 2
−2 −2 2 2 6 −2
−2 2 −2 2 −2 6
 A
′ =

6 2 2 −2 −2 −2
2 6 2 2 2 −2
2 2 6 −2 2 2
−2 2 −2 6 2 −2
−2 2 2 2 6 2
−2 −2 2 −2 2 6

A′′ =

6 2 2 2 −2 −2
2 6 2 −2 2 −2
2 2 6 −2 −2 2
2 −2 −2 6 −2 −2
−2 2 −2 −2 6 −2
−2 −2 2 −2 −2 6
 K =
1
8

3 −1 −1 1 1 1
−1 3 −1 −1 1 −1
−1 −1 3 −1 −1 1
1 −1 −1 3 −1 −1
1 1 −1 −1 3 1
1 −1 1 −1 1 3

The 16 elements of R∨ may be called “positive hyper-roots” (their opposites, the elements of
−R∨, being “negative”) and they can be expanded on the chosen root basis as follows:
α1 − α2 + α6, − α2 + α3 − α5, −α1 + α3 − α4, −α4 + α5 + α6, α6, −α2 + α4 − α5, −α1 − α5 − α6,
−α1 + α2 − α4, α2, α4, −α3 + α4 − α6, α2 − α3 − α6, α1, α3, α5, α1 − α3 + α5
With the same ordering, the family of their mutual inner products build the following 16 × 16
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matrix Abig, which is of rank 6, as expected:
Abig =

6 2 −2 2 2 2 −2 −2 −2 −2 −2 −2 2 −2 −2 2
2 6 2 −2 −2 2 2 −2 −2 −2 −2 −2 2 2 −2 −2
−2 2 6 2 −2 −2 2 2 −2 −2 −2 −2 −2 2 2 −2
2 −2 2 6 2 −2 −2 2 −2 −2 −2 −2 −2 −2 2 2
2 −2 −2 2 6 2 −2 2 2 2 −2 −2 −2 −2 −2 −2
2 2 −2 −2 2 6 2 −2 −2 2 2 −2 −2 −2 −2 −2
−2 2 2 −2 −2 2 6 2 −2 −2 2 2 −2 −2 −2 −2
−2 −2 2 2 2 −2 2 6 2 −2 −2 2 −2 −2 −2 −2
−2 −2 −2 −2 2 −2 −2 2 6 2 −2 2 2 2 −2 −2
−2 −2 −2 −2 2 2 −2 −2 2 6 2 −2 −2 2 2 −2
−2 −2 −2 −2 −2 2 2 −2 −2 2 6 2 −2 −2 2 2
−2 −2 −2 −2 −2 −2 2 2 2 −2 2 6 2 −2 −2 2
2 2 −2 −2 −2 −2 −2 −2 2 −2 −2 2 6 2 −2 2
−2 2 2 −2 −2 −2 −2 −2 2 2 −2 −2 2 6 2 −2
−2 −2 2 2 −2 −2 −2 −2 −2 2 2 −2 −2 2 6 2
2 −2 −2 2 −2 −2 −2 −2 −2 −2 2 2 2 −2 2 6

The lattice is even, and if we rescale it, setting B = A/2, where A is one of the above Gram matrices,
one finds det(B) = 64, and the vectors of minimal norm belonging to the lattice (no longer even)
associated with the Gram matrix B have norm 3; however, the lattices Lk, for k > 1 are usually
not even. In all coming sections we shall always choose for the lattices under consideration a basis
made of hyper-roots, and the diagonal elements of the associated Gram matrix (keeping in mind
an arbitrariness of choice) will therefore always be equal to 6, that comes from the order of the
Weyl group of SU(3).
The determinant of L1, equal to 4096, is sometimes called “connection index”, it is also the order
of the dual quotient L∗1/L1. The latter is an abelian group isomorphic with Z2× (Z4)×4×Z8. The
lattice L1 is obviously not self-dual. If we rescale L1 as above in such a way that the minimal
norm is 3, and call B this new lattice, we see that the connection index is 64 and that the dual
quotient B∗/B is isomorphic with (Z2)×4 × Z4. Elements of the lattice B∗ belong to one and only
one congruence class, an element of the dual quotient, they are therefore be classified by 5-uplets
(c21 , c22 , c23 , c24 , c4), with c2i ∈ {0, 1} and c4 ∈ {0, 1, 2, 3}.
4.2.2 Theta function
A direct calculation leads to
θ(z) = 1+32 q6+60 q8+192 q14+252 q16+480 q22+544 q24+832 q30+1020 q32+1440 q38+1560 q40+2112 q46+. . .
This is in agreement with the following theta series:
1
2
(
ϑ2
(
0, q4
)
6 + ϑ3
(
0, q4
)
6 + ϑ4
(
0, q4
)
6
)
The latter is recognized as the theta function for a (scaled version of) the shifted D6 lattice,
called D+6 = D6 ∪ ([1] + D6), see [2]. Notice that two inequivalent lattices may have the same
theta series, so the stated coincidence, by itself, is not sufficient to allow identification of L1 and
D+6 which, ultimately, relies on the fact, as we shall see below, that one can choose the same Gram
matrix to define both lattices. It is known [2] that the D+n packing is a lattice packing if and only if
n is even. In particular this is so for n = 6 – and we know a priori that L1 is a lattice and not only
a packing. The fact that D+n is not a lattice for n odd excludes a possible systematic identification
with the lattices Lk, k > 1, that are associated with higher hyper-root systems of SU(3) type.
We may recover the previous theta function for this lattice by applying the Hecke-Schoenberg
theorem. From the Gram matrix one finds that the discriminant is 46 and that the (modular) level
of the quadratic form is 16. The odd primes not dividing 16 are 3, 5, 7, 11, 13 and their Legendre
symbols are all equal to 1. From the 8 × 16 table of Dirichlet characters of modulus 16 over the
cyclotomic field of order ϕEuler(16) = 8 restricted to odd primes not dividing the level, one selects
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the unique character whose values coincide with the list obtained for the Legendre symbols. The
space of modular forms on Γ1(16) of weight 3, twisted by this Dirichlet character, namely the
Kronecker character -4, has dimension 7. It is spanned by the following forms (in the remaining
part of this section we set q2 = q
2):
b1 = 1 + 12 q
8
2 + 64 q
12
2 + 60 q
16
2 +O(q
24
2 ), b2 = q2 + 21 q
9
2 + 40 q
13
2 + 30 q
17
2 + 72 q
21
2 +O(q
24
2 ),
b3 = q
2
2 + 26 q
10
2 + 73 q
18
2 +O(q
24
2 ), b4 = q
3
2 + 6 q
7
2 + 15 q
11
2 + 26 q
15
2 + 45 q
19
2 + 66 q
23
2 +O(q
24
2 ),
b5 = q
4
2 + 4 q
8
2 + 8 q
12
2 + 16 q
16
2 + 26 q
20
2 +O(q
24
2 ), b6 = q
5
2 + 2 q
9
2 + 5 q
13
2 + 10 q
17
2 + 12 q
21
2 +O(q
24
2 ),
b7 = q
6
2 + 6 q
14
2 + 15 q
22
2 +O(q
24
2 )
An explicit determination of the vectors (and their norms) belonging to the first shells of the
hyper-roots lattice of A1(SU(3)) shows that the theta function starts as 1 + 32q32 + 60q42 +O(q14).
The components of this modular form on the previous basis are therefore 1, 0, 0, 32, 60, 0, 0. In other
words,
θ = b1 + 32 b4 + 60 b5
Using a computer package, one can quickly obtain the q-expansion of the functions bn to very large
orders and recover or extend the result that was given for θ. As an alternative to the expression
of θ previously given in terms of elliptic theta functions, here is a Magma program that returns its
series expansion up to order 24 in q2 and uses the above ideas:
H := DirichletGroup(16,CyclotomicField(EulerPhi(16)));
chars := Elements(H); eps := chars[2];
M := ModularForms([eps],3); order:=24;
PowerSeries(M![1,0,0,32,60,0,0],order);
4.2.3 The automorphism group of the lattice L1
For SU(2) hyper-roots (i.e., usual roots) the Weyl group is a subgroup of the automorphism group
of the lattice. In the case of SU(3) hyper-roots latices, one can also, in each case, consider the
automorphism group aut of the lattice. Using Magma, we find that the automorphism group of L1
is of order 23040 and that it is isomorphic with the semi-direct product of A6 (the alternated group
of order 6!/2 = 360) times an abelian group of order 64, actually with ((C2)
×5 oA6)o C2. Orbits
of the basis vectors under the aut action coincide and contain the 32 hyper-roots (the 16 positive
and the 16 negative ones). The group aut is generated by the following matrices
0 0 0 −1 1 −1
−1 0 0 −1 0 −1
−1 0 1 0 0 −1
0 0 0 0 −1 0
−1 1 0 0 −1 0
0 0 0 1 0 0
 ,

1 −1 0 0 1 0
0 −1 0 0 1 −1
0 −1 0 0 0 0
−1 0 1 0 0 −1
−1 0 0 −1 0 −1
0 0 0 0 −1 0
 ,

1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 −1 1 −1
0 0 0 1 0 0
0 0 0 0 1 0
0 0 −1 −1 1 0

4.2.4 Other avatars of the lattice L1
We already identified the lattice L1 with a scaled version of the shifted D6 lattice, called D
+
6 . Here
are a few others.
The generalized laminated lattice Λ6[3] with minimal norm 3. It belongs to a family of
lattices Λn[3] that was studied and classified in [25]. These lattices have a kind of periodicity,
and the relevant information is encoded in a tree of inclusions up to some maximal object that
appears to be Λ23[3], isomorphic to the so-called “shorter Leech lattice” (a nice sublattice of the
Leech lattice). The authors construct the tree of inclusions and give the Gram matrices for all the
Λn[3] of the sequence — actually they give the Gram matrix for n = 23 and a few others but this
information is sufficient to reconstruct Gram matrices for all of them. In particular, for n = 6, one
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recovers half the matrix A2 already obtained in this section. The fact that Λ6[3] can be identified
with D+6 (and in particular with “our” L1) is not mentioned in [25] but the previous observation
shows that it is so.
One could again be tempted to identity the lattices Lk, defined by the fusion graphs associated
with E = Ak(SU(3)), for k > 1, with other Λn’s. This is however not the case because the minimal
norm of the (unrescaled) Lk, for k > 1, is 6, not 3. Moreover the lattices Λn[3] in dimensions
n = 12 and n = 20 have kissing numbers respectively equal to 136 and 1280 whereas the lattices
associated with fusion graphs of SU(3) at levels k = 2, 3, i.e., also in dimensions 12 and 20, have
kissing numbers 100 and 240.
The lattice L4 generated by cuts of the complete graph on a set of 4 vertices. In [28],
the authors study the “Delaunay Polytopes of Cut Lattices”, i.e., the real span of the lattice Ln
generated by cuts of the complete graph on a set of n vertices, which is a vector space of dimension
(n2 ). In particular the dimension is 6 when n = 4. The authors are interested in the Delaunay
polytopes for the lattices Ln. The point is that when n = 4, this lattice is isomorphic with D+6 .
Actually, the precise relation is L4 =
√
2D+6 . Let eij , 1 ≤ i < j ≤ n be an orthonormal basis of
R(
n
2 ). In this basis, a vector d of the lattice has coordinates dij . An integral vector d ∈ Ln if and
only if dij + djk + dki = 0 (mod 2), for all triples {i, j, k}.
Again, one can see that lattices associated with fusion graphs of SU(3) cannot, in general, be
identified with the lattices Ln, unless n = 4. So the above properties (characterization of lattice
vectors) hold only for the lattice L1.
4.2.5 A short description of the Voronoi cells
The Voronoi cells of the lattice L1 have 588 vertices (576 correspond to shallow holes and 12 to
deep holes). The deep holes are of maximal norm, equal to 4 (the covering radius). The Voronoi
polytope has 92 5-dimensional facets, 32 of them are orthogonal to the vectors of norm 6 and
60 are orthogonal to the vectors of norm 8 (these norms are 3 and 4 if one uses the previously
mentioned rescaled version of this lattice), 4896 edges and 588 vertices. These results can be found
from the Gram matrix, for example using Magma [17], and agree with those of [28] who, in another
framework already studied the Voronoi and Delaunay dual tesselations of the lattice L1 ∼ L4 ∼ D+6
(see previous paragraph).
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4.3 The hyper-root lattice L2 of A2(SU(3))
For k = 2, N = 5, rA2 = 6, the rank of the lattice L2 is r = 2 rA2 = 12.
The period is a rhombus 5× 5 and |R| = 100. A Gram matrix A for the lattice is given below
A =

6 0 2 0 2 0 −2 1 −2 2 −2 2
0 6 2 2 2 2 1 −1 0 −2 0 −2
2 2 6 0 2 2 2 2 −1 1 2 2
0 2 0 6 2 0 0 2 1 −2 2 0
2 2 2 2 6 0 2 2 2 2 −1 1
0 2 2 0 0 6 0 2 2 0 1 −2
−2 1 2 0 2 0 6 0 2 0 2 0
1 −1 2 2 2 2 0 6 2 2 2 2
−2 0 −1 1 2 2 2 2 6 0 0 −2
2 −2 1 −2 2 0 0 2 0 6 −2 2
−2 0 2 2 −1 1 2 2 0 −2 6 0
2 −2 2 0 1 −2 0 2 −2 2 0 6

(15)
The discriminant is readily calculated: ∆ = 59. The modular level is ` = N2 = 25.
4.3.1 Theta function
Applying the Hecke-Schoenberg theorem leads to the following result: the theta function of this lat-
tice of hyper-roots of type SU(3) at conformal level k = 2 is of weight 6, modular level ` = 52 = 25
(the square of the altitude) and Dirichlet character χ(11) for the characters modulo 25 on a cyclo-
tomic field of order 20. It is the only character (namely the Kronecker character 5), the eleventh on
a collection of 20 = ΦEuler(25)) that coincides with the value of the Legendre symbol L(∆, p) for
all odd primes p that do not divide 25. This space of modular forms has dimension 16. The theta
function, in the variable q2 = q
2, is therefore fully determined by its 16 first Fourier coefficients
(the first being 1). The coefficients of qa2 with a > 15 are then predicted. The series starts as
θ(z) = 1+100 q32 +450 q
4
2 +960 q
5
2 +2800 q
6
2 +6600 q
7
2 +12300 q
8
2 + . . .. Here are the first coefficients,
up to q482 = q
96:
1, 100, 450, 960, 2800, 6600, 12300, 22400, 30690, 63000, 93150, 144000, 203100, 236080, 392850,
550800, 708350, 961800, 972780, 1581600, 1937250, 2495400, 2977400, 3063360, 4469400, 5547700,
6477600, 7963200, 7344920, 11094000, 12627000, 15127200, 17091900, 16459440, 22670850, 26899200,
29779950, 34869600, 31131750, 44964000, 48927900, 57061200, 62034900, 57598720, 77425500,
89018400, 95469650,. . . Here is the Magma code leading to this result:
H := DirichletGroup(25,CyclotomicField(EulerPhi(25)));
chars := Elements(H); eps := chars[11];
M := ModularForms([eps],6); order:=48;
PowerSeries(M![1, 0, 0,100, 450, 960, 2800, 6600, 12300, 22400, 30690, 63000,
93150, 144000, 203100, 236080],order);
The first Fourier coefficients have to be computed by a brute force approach that relies, ultimately,
on the explicitly given Gram matrix.
4.3.2 Other properties of this lattice
The automorphism group of the lattice L2. The automorphism group aut of L2 is of order
1200 and its structure, in terms of direct and semi-direct products, is C2 × ((((C5 × C5) o C4) o
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C3)oC2). Orbits of the basis vectors under the aut action coincide and contain the 100 hyper-roots
(the 50 positive and the 50 negative ones). Since all the hyper-roots belong to a single orbit of aut,
all their stabilizers are conjugated in aut, and found to be isomorphic with the group D12 (which
is itself isomorphic with S3 × C2).
A short description of the Voronoi cells. We only mention that the Voronoi polytope has
5410 11-dimensional facets.
4.4 The hyper-root lattice L3 of A3(SU(3))
A Gram matrix is given in appendix 5.2. For k = 3, N = 6, rA3 = 10, the rank of the lattice L3 is
r = 2 rA3 = 20. The period is a rhombus 6× 6 and |R| = 240.
Theta function
The discriminant is readily calculated: ∆ = 612. The modular level is ` = 18.
The theta function belongs to a space of modular forms on Γ0(18), of weight 10, twisted by an ap-
propriate character of modulus 18 on a cyclotomic field of order 6 = ΦEuler(18). The corresponding
space of modular forms has dimension 31 and the theta function of the lattice, determined by its
first Fourier coefficients starts as
θ(z) = 1 + 240 q6 + 1782 q8 + 9072 q10 + 59328 q12 + 216432 q14 + 810000 q16 + 2059152 q18 +
6080832 q20 + 12349584 q22 + 31045596 q24 +O
(
q25
)
Here is the list of its coefficients, up to order 60 in q:
1, 0, 0, 240, 1782, 9072, 59328, 216432, 810000, 2059152, 6080832, 12349584, 31045596, 57036960,
122715648, 204193872, 418822650, 622067040, 1193611392, 1734272208, 3043596384, 4217152080,
7354100160, 9446435136, 15901091892, 20507712192, 32268036096, 40493364288, 64454759856,
76079125584, 118436670720, 142127536464, 209154411792, 246451249296, 369868125312,
413358056928, 611268619740, 698624989632, 981886883328, 1108342458624, 1597262339340,
1716946287264, 2447106074496, 2701744008624, 3674391470784, 4018040848656, 5617678157568,
5869298618208, 8140982862948, 8753718885120, 11607623460864, 12394567905984, 16938128525364,
17305593381648, 23493640620096, 24756714700128, 32196165379200, 33726641096496, 45246801175488, 45433065648240
The automorphism group of the lattice L3. The automorphism group aut of L3 is of order
864 = 2533. Its structure is C2 × ((((C6 × C6)o C3)o C2)o C2).
Voronoi cells. The Voronoi polytope has 539214 19-dimensional facets.
Note. In what follows we shall only provide basic information about the lattices. All lattice
related properties ultimately rely on the explicit expression of Gram matrices —that will be dis-
played in the coming sections or in appendix 5.2. In particular, for most following examples, we
only mention the order of the automorphism group, as determined by the computer algebra system
Magma, without discussing its structure or the way it is generated.
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4.5 The hyper-root lattice L4 of A4(SU(3))
For k = 4, N = 7, rA4 = 15, the rank of the lattice L4 is r = 2 rA4 = 30. The period is a rhombus
7 × 7 and |R| = 490. The discriminant is 715, and the level is 49. The automorphism group has
order 23 32 72 = 3528. The dimension of the appropriate space of modular forms (modular forms
on Γ1(49) with character Kronecker character −7 and weight 15), is quite large: it has dimension
70 over the ring of integers. The theta series starts as follows:
θ(z) = 1 + 490 q6 + 4998 q8 + 45864 q10 + 464422 q12 + 3429426 q14 + 21668094 q16 + 111678742 q18 +
492567012 q20 + 1876801038 q22 + 6352945942 q24 + 19484903508 q26 + 54935857326 q28 +
144330551050 q30 +O(q31)
4.6 Higher Lk’s
We only mention that the theta series of L5 (of rank 42) and L6 (of rank 56) start as follows:
A5 : θ(z) = 1+896 q6+11856 q8+154368 q10+2331648 q12+27065088 q14+281311128 q16+O
(
q17
)
A6 : θ(z) = 1 + 1512 q6 + 24300 q8 + 425736 q10 + 8530758 q12 +O
(
q13
)
4.7 Some remarks about the lattices Lk
About the determination of a Gram matrix, for general Lk. We already described in
section 3.2 one way to select a basis made of hyper-roots. However, for each particular value of k,
the determination of a Gram matrix, using equation 5 and a chosen basis, is not a computationally
totally trivial task, and it would be nice to have a way to deduce such a matrix from the fusion
coefficients of the module by a simpler algorithm. As already commented in section 3.2, we do not
have any canonical choice here for the Gram matrix (no available Cartan matrix) and the naive
generalization of the SU(2) algorithm to the SU(3) family fails. Let us nevertheless mention that
in the cases k = 1 (see matrix A′′ in section 4.2.1) and k = 2, the following simple expressions,
written in terms of fusion matrices, are Gram matrices for the lattices L1, L2 and are equivalent
to those given previously:
6 l16 +
(
2(F{1,2} + F{2,1}) 2 l13 − 2(F{1,2} + F{2,1})
2 l13 − 2(F{1,2} + F{2,1}) −2(F{1,2} + F{2,1})
)
6 l112 +
(
2(F{1,2} + F{2,1}) 2 l16 + (F{1,2} + F{2,1}) + (F{1,3} + F{3,1})− F{2,2}
2 l16 + (F{1,2} + F{2,1}) + (F{1,3} + F{3,1})− F{2,2} 2(F{1,2} + F{2,1})
)
About the determination of θ(z), for general k. The theta function of Lk, as a modular
form twisted by a character, can, in principle, be obtained by following the method explained in
the previous sections and illustrated in the case of the first few members of the Lk series. In this
respect we observed that the (quadratic form) level of Lk is often equal to ` = (k + 3)
2 but it is
not so for L3 where the level is 18 and not 36. Notice that for L1, the matrix 8A
−1 is integral but
its diagonal elements are odd, so the level is indeed 16.
The discriminant of the lattice Lk is (k+3)
3(k+1), the weight is rAk = (k+1)(k+2)/2, the quadratic
form level is readily obtained from the Gram matrix, and the determination of the appropriate
character requires a discussion relying on the arithmetic properties of the discriminant and of the
level. However, the first coefficients of the Fourier series expansion have to be found, and the
number of needed coefficients depends on the properties of an appropriate space of modular forms.
The determination of the needed coefficients is done by brute force, namely by computing the norm
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of the vectors belonging to the first shells, using the Gram matrix as an input. Moreover, the
explicit determination of a Gram matrix for Lk (k being given) also becomes a non-trivial exercise
when k is large (see the previous comment). The present method may therefore become rapidly
intractable if we increase k too much. Admittedly it would be nice to have a general formula, like
the one that we have for the root lattices of type An−1, that would be valid for all k’s, and would
express the theta function of Lk in terms of known functions (for instance elliptic theta’s). This
was not done but we hope that our results will trigger new developments in that direction.
About the vectors of smallest norm. For all the lattices Lk that we considered explicitly, the
lattice vectors of shortest length are precisely the hyper-roots (100 of them for L3, for instance), the
kissing number of those lattices are then given by the number of hyper-roots. As it is well known,
this property holds for all usual root lattices, i.e., hyper-root lattices of the SU(2) family. However,
as we shall see below, this property does not always hold for those lattices associated with modules
of the SU(3) family that are not of type Ak(SU(3)).
4.8 Theta function for D3(SU(3))
A Gram matrix is given in appendix 5.2. The fusion graphs of the Dk(SU(3)) series are Z3 orbifolds
of the Ak(SU(3)), and, when k = 0 mod 3, their number of vertices (simple objects of the category)
is 13(rAk − 1) + 3, i.e., 13( (k+1)(k+2)2 − 1) + 3. So, for k = 3 we have rD3 = 6, and the rank of the
quadratic form is r = 2 rD3 = 12. The discriminant of the quadratic form is 312 and the (modular)
level is 2 × 9. The order of the automorphism group is 2833. The reader can check that θ, given
below, belongs to a space of modular forms on Γ0(18), of weight 6, twisted by an appropriate
character.
θ(z) = 1+36 q4 +144 q6 +486 q8 +2880 q10 +5724 q12 +7776 q14 +31068 q16 +40320 q18 +47628 q20 +O
(
q21
)
The number of hyper-roots is |R| = 2N2rD3/3 = 2(3 + 3)26/3 = 144, whereas the number of
vectors of smallest norm is 36. This is the first manifestation of a phenomenon that we mentioned
in the previous paragraph and that never occurs for usual root lattices. In the present case, the
first shell is made of vectors of norm 4, that are not hyper-roots, and the only vectors of the lattice
that belong to the second shell, or norm 6, are precisely the hyper-roots. Vectors of smallest norm
can of course be expanded on a chosen basis of hyper-roots; here are, for instance, the components
of one of them, on the basis that is chosen to write the Gram matrix A of D3 in appendix 5.2 :
taking v = {1, 1, 1, 1,−2,−1, 0, 0, 0, 0, 1, 1}, one can check that < v, v >= 4. One finds that the
vector space spanned by the 36 vectors of shortest length (it is enough to choose 18 of them from
the pairs (v,−v)) is of dimension 6.
4.9 Theta function for D6(SU(3))
A Gram matrix is given in appendix 5.2. The number of simple objects is rD6 = 12 and the rank
of the quadratic form is r = 2 rD6 = 24. The discriminant of the quadratic form is 318 and the
modular level is 2× 27. The order of the automorphism group is 26311. The theta function reads:
θ(z) = 1 + 162 q4 + 2322 q6 + 35478 q8 + 273942 q10 + 1771326 q12 + 9680148 q14 + 40813632 q16+
150043014 q18 + 484705782 q20 +O
(
q21
)
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The number of hyper-roots is |R| = 2N2rD6/3 = 2(6 + 3)212/3 = 648. The first shell is made of
162 vectors of norm 4, that are not hyper-roots, and the second shell, of norm 6, contains not only
the hyper-roots themselves, but 3522− 648 = 2874 other vectors.
4.10 Theta function for E5(SU(3))
A Gram matrix is given in appendix 5.2. The rank of the category is rE5 = 12 and the rank of the
quadratic form is r = 2 rE5 = 24. Its discriminant is 230 and the modular level is 2× 8. The order
of the automorphism group is 2113. The theta function reads:
θ(z) = 1 + 512 q6 + 11232 q8 + 145920 q10 + 1055616 q12 + 5618688 q14 + 25330128 q16+
89127936 q18 + 295067136 q20 +O
(
q21
)
Here, the hyper-roots (2N2rE5/3 = 28212/3 = 512 of them), like for the Ak series, coincide with
the vectors of smallest length.
4.11 Theta function for E9(SU(3))
A Gram matrix is given in appendix 5.2. The rank of the category is rE9 = 12 and the rank of the
quadratic form is r = 2 rE9 = 24. Its discriminant is 224 and the modular level is 2× 8. One finds:
θ(z) = 1 + 756 q4 + 5760 q6 + 98928 q8 + 1092096 q10 + 8435760 q12 + 45142272 q14 + 202712400 q16+
715373568 q18 + 2350118808 q20 +O
(
q21
)
The number of hyper-roots is |R| = 2(9 + 3)212/3 = 1152 and we observe that there are 756
vectors of smaller norm (4) that build the first shell, and that the second shell contains not only
the hyper-roots, but other vectors as well.
4.12 Theta function for E21(SU(3))
A Gram matrix is given in appendix 5.2. Here we have rE21 = 24, so that the rank of the quadratic
form is r = 2 rE21 = 48. Its discriminant is 312 and the modular level is 2× 3. One finds:
θ(z) = 1 + 144 q4 + 64512 q6 + 54181224 q8 +O
(
q9
)
The number of hyper-roots is |R| = 2(21 + 3)224/3 = 9216 but the kissing number is only 144.
Therefore, here again, the vectors of smallest norm are not hyper-roots, and not all the lattice
vectors of the second shell are hyper-roots.
5 Appendices
5.1 Fundamental fusion matrices
For completeness sake we give the fundamental fusion matrices F(1,0) = F{2,1} for the cases con-
sidered in the text (we have replaced zeroes by dots). They are also adjacency matrices for the
associated fusion graphs. These expressions are needed to determine, first, the other fundamental
fusion matrices, using the recurrence relation 2, then the inner product < α, β > of hyper-roots,
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using equations 5 or 6. Similar expressions for the other SU(3) cases can be gathered from the
available literature, and also from the website [6].
A1 :
 . 1 .. . 1
1 . .
 A2 :

. 1 . . . .
. . 1 1 . .
1 . . . 1 .
. . . . 1 .
. 1 . . . 1
. . 1 . . .
 A3 :

. 1 . . . . . . . .
. . 1 1 . . . . . .
1 . . . 1 . . . . .
. . . . 1 . 1 . . .
. 1 . . . 1 . 1 . .
. . 1 . . . . . 1 .
. . . . . . . 1 . .
. . . 1 . . . . 1 .
. . . . 1 . . . . 1
. . . . . 1 . . . .

A4 :

. 1 . . . . . . . . . . . . .
. . 1 1 . . . . . . . . . . .
1 . . . 1 . . . . . . . . . .
. . . . 1 . 1 . . . . . . . .
. 1 . . . 1 . 1 . . . . . . .
. . 1 . . . . . 1 . . . . . .
. . . . . . . 1 . . 1 . . . .
. . . 1 . . . . 1 . . 1 . . .
. . . . 1 . . . . 1 . . 1 . .
. . . . . 1 . . . . . . . 1 .
. . . . . . . . . . . 1 . . .
. . . . . . 1 . . . . . 1 . .
. . . . . . . 1 . . . . . 1 .
. . . . . . . . 1 . . . . . 1
. . . . . . . . . 1 . . . . .

D6 :

. . . . . . . . 1 . . .
. . . . . . . . 1 . . .
. . . . . . . 1 . . . .
. . . . . . 1 1 1 . . .
. . . . . . . . 1 . . .
. . . . . . 1 . 1 . . .
. . . . . . . . . 1 1 .
. . . . . . . . . 1 . 1
. . . . . . . . . . 2 1
. . 1 1 . . . . . . . .
1 1 . 1 1 1 . . . . . .
. . . 1 . 1 . . . . . .

A5 :

. 1 . . . . . . . . . . . . . . . . . . .
. . 1 1 . . . . . . . . . . . . . . . . .
1 . . . 1 . . . . . . . . . . . . . . . .
. . . . 1 . 1 . . . . . . . . . . . . . .
. 1 . . . 1 . 1 . . . . . . . . . . . . .
. . 1 . . . . . 1 . . . . . . . . . . . .
. . . . . . . 1 . . 1 . . . . . . . . . .
. . . 1 . . . . 1 . . 1 . . . . . . . . .
. . . . 1 . . . . 1 . . 1 . . . . . . . .
. . . . . 1 . . . . . . . 1 . . . . . . .
. . . . . . . . . . . 1 . . . 1 . . . . .
. . . . . . 1 . . . . . 1 . . . 1 . . . .
. . . . . . . 1 . . . . . 1 . . . 1 . . .
. . . . . . . . 1 . . . . . 1 . . . 1 . .
. . . . . . . . . 1 . . . . . . . . . 1 .
. . . . . . . . . . . . . . . . 1 . . . .
. . . . . . . . . . 1 . . . . . . 1 . . .
. . . . . . . . . . . 1 . . . . . . 1 . .
. . . . . . . . . . . . 1 . . . . . . 1 .
. . . . . . . . . . . . . 1 . . . . . . 1
. . . . . . . . . . . . . . 1 . . . . . .

D3 :

. . . . 1 .
. . . . 1 .
. . . . 1 .
. . . . 1 .
. . . . . 2
1 1 1 1 . .

E5 :

. . . . . . 1 . . . . .
. . . . . . . 1 . . . .
. . . . 1 . 1 1 . . . .
. . . . . 1 1 1 . . . .
. . . . . . . . . . . 1
. . . . . . . . . . 1 .
. . . . . . . . 1 . 1 1
. . . . . . . . . 1 1 1
. . 1 . . . . . . . . .
. . . 1 . . . . . . . .
1 . 1 1 . . . . . . . .
. 1 1 1 . . . . . . . .

E9 :

. . . . 1 . . . . . . .
. . . . . 1 . . . . . .
. . . . . . 1 . . . . .
. . . . 1 1 1 2 . . . .
. . . . . . . . 1 . . 1
. . . . . . . . . 1 . 1
. . . . . . . . . . 1 1
. . . . . . . . 1 1 1 1
1 . . 1 . . . . . . . .
. 1 . 1 . . . . . . . .
. . 1 1 . . . . . . . .
. . . 2 . . . . . . . .

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E21 :

. . . . . . . . 1 . . . . . . . . . . . . . . .
. . . . . . . . 1 1 1 . . . . . . . . . . . . .
. . . . . . . . . . 1 . 1 . 1 . . . . . . . . .
. . . . . . . . . 1 . 1 . 1 . . . . . . . . . .
. . . . . . . . . . 1 . 1 1 . . . . . . . . . .
. . . . . . . . . . 1 1 . 1 . . . . . . . . . .
. . . . . . . . . . . . . 1 1 1 . . . . . . . .
. . . . . . . . . . . . . . . 1 . . . . . . . .
. . . . . . . . . . . . . . . . 1 1 . . . . . .
. . . . . . . . . . . . . . . . 1 . 1 . . . . .
. . . . . . . . . . . . . . . . . 1 1 1 . 1 . .
. . . . . . . . . . . . . . . . . . 1 . 1 . . .
. . . . . . . . . . . . . . . . . . . 1 . 1 . .
. . . . . . . . . . . . . . . . . . 1 . 1 1 1 .
. . . . . . . . . . . . . . . . . . . . . 1 . 1
. . . . . . . . . . . . . . . . . . . . . . 1 1
1 1 . . . . . . . . . . . . . . . . . . . . . .
. 1 1 . . . . . . . . . . . . . . . . . . . . .
. 1 . 1 1 1 . . . . . . . . . . . . . . . . . .
. . 1 . 1 . . . . . . . . . . . . . . . . . . .
. . . 1 . 1 . . . . . . . . . . . . . . . . . .
. . 1 . 1 1 1 . . . . . . . . . . . . . . . . .
. . . 1 . . 1 . . . . . . . . . . . . . . . . .
. . . . . . 1 1 . . . . . . . . . . . . . . . .

5.2 Gram matrices for lattices considered in the text
Gram matrices for lattices L1 and L2, associated with the Ak series, were given before. Here we
display L3 (it is small enough to fit in a single page), and we also give those associated with D3,
D6, and with the three exceptional E5, E9, E21.
Lattice L3 associated with A3.
A =

6 0 0 0 2 0 0 2 0 0 −2 1 0 0 −2 2 0 −2 2 0
0 6 0 0 2 2 2 2 2 2 1 0 1 1 0 0 0 0 0 0
0 0 6 0 0 0 2 0 2 0 0 1 −2 0 2 0 −2 0 −2 2
0 0 0 6 0 2 0 0 0 2 0 1 0 −2 0 −2 2 2 0 −2
2 2 0 0 6 0 0 2 2 0 2 2 0 0 −1 1 1 2 2 0
0 2 0 2 0 6 0 2 0 2 0 2 0 2 1 −1 1 2 0 2
0 2 2 0 0 0 6 0 2 2 0 2 2 0 1 1 −1 0 2 2
2 2 0 0 2 2 0 6 0 0 2 2 0 0 2 2 0 −1 1 1
0 2 2 0 2 0 2 0 6 0 0 2 2 0 2 0 2 1 −1 1
0 2 0 2 0 2 2 0 0 6 0 2 0 2 0 2 2 1 1 −1
−2 1 0 0 2 0 0 2 0 0 6 0 0 0 2 0 0 2 0 0
1 0 1 1 2 2 2 2 2 2 0 6 0 0 2 2 2 2 2 2
0 1 −2 0 0 0 2 0 2 0 0 0 6 0 0 0 2 0 2 0
0 1 0 −2 0 2 0 0 0 2 0 0 0 6 0 2 0 0 0 2
−2 0 2 0 −1 1 1 2 2 0 2 2 0 0 6 0 0 0 −2 2
2 0 0 −2 1 −1 1 2 0 2 0 2 0 2 0 6 0 −2 2 0
0 0 −2 2 1 1 −1 0 2 2 0 2 2 0 0 0 6 2 0 −2
−2 0 0 2 2 2 0 −1 1 1 2 2 0 0 0 −2 2 6 0 0
2 0 −2 0 2 0 2 1 −1 1 0 2 2 0 −2 2 0 0 6 0
0 0 2 −2 0 2 2 1 1 −1 0 2 0 2 2 0 −2 0 0 6

Lattice D3
A =

6 0 0 0 2 2 −2 1 1 1 0 0
0 6 0 0 2 2 1 −2 1 1 0 0
0 0 6 0 2 2 1 1 −2 1 0 0
0 0 0 6 2 2 1 1 1 −2 0 0
2 2 2 2 6 4 2 2 2 2 1 4
2 2 2 2 4 6 2 2 2 2 4 1
−2 1 1 1 2 2 6 0 0 0 2 2
1 −2 1 1 2 2 0 6 0 0 2 2
1 1 −2 1 2 2 0 0 6 0 2 2
1 1 1 −2 2 2 0 0 0 6 2 2
0 0 0 0 1 4 2 2 2 2 6 0
0 0 0 0 4 1 2 2 2 2 0 6

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Lattice D6
A =

6 0 0 0 0 0 0 0 2 0 2 0 −2 1 0 1 1 1 2 0 0 0 0 2
0 6 0 0 0 0 0 0 2 0 2 0 1 −2 0 1 1 1 2 0 0 0 0 2
0 0 6 0 0 0 0 2 0 2 0 0 0 0 −2 1 0 0 2 −2 0 −2 0 2
0 0 0 6 0 0 2 2 2 2 2 2 1 1 1 0 1 2 0 0 2 0 2 0
0 0 0 0 6 0 0 0 2 0 2 0 1 1 0 1 −2 1 2 0 0 0 0 2
0 0 0 0 0 6 2 0 2 0 2 2 1 1 0 2 1 −1 −2 2 2 2 2 −2
0 0 0 2 0 2 6 0 0 2 2 0 0 0 0 2 0 2 −1 1 2 2 2 0
0 0 2 2 0 0 0 6 0 2 0 2 0 0 2 2 0 0 1 −1 1 2 0 2
2 2 0 2 2 2 0 0 6 0 4 2 2 2 0 2 2 2 2 1 2 0 4 2
0 0 2 2 0 0 2 2 0 6 0 0 0 0 2 2 0 0 2 2 0 −1 1 1
2 2 0 2 2 2 2 0 4 0 6 0 2 2 0 2 2 2 2 0 4 1 2 2
0 0 0 2 0 2 0 2 2 0 0 6 0 0 0 2 0 2 0 2 2 1 2 −1
−2 1 0 1 1 1 0 0 2 0 2 0 6 0 0 0 0 0 0 0 2 0 2 0
1 −2 0 1 1 1 0 0 2 0 2 0 0 6 0 0 0 0 0 0 2 0 2 0
0 0 −2 1 0 0 0 2 0 2 0 0 0 0 6 0 0 0 0 2 0 2 0 0
1 1 1 0 1 2 2 2 2 2 2 2 0 0 0 6 0 0 2 2 2 2 2 2
1 1 0 1 −2 1 0 0 2 0 2 0 0 0 0 0 6 0 0 0 2 0 2 0
1 1 0 2 1 −1 2 0 2 0 2 2 0 0 0 0 0 6 2 0 2 0 2 2
2 2 2 0 2 −2 −1 1 2 2 2 0 0 0 0 2 0 2 6 0 0 −2 0 4
0 0 −2 0 0 2 1 −1 1 2 0 2 0 0 2 2 0 0 0 6 0 0 2 −2
0 0 0 2 0 2 2 1 2 0 4 2 2 2 0 2 2 2 0 0 6 2 2 0
0 0 −2 0 0 2 2 2 0 −1 1 1 0 0 2 2 0 0 −2 0 2 6 0 0
0 0 0 2 0 2 2 0 4 1 2 2 2 2 0 2 2 2 0 2 2 0 6 0
2 2 2 0 2 −2 0 2 2 1 2 −1 0 0 0 2 0 2 4 −2 0 0 0 6

Lattice E5
A =

6 0 0 0 0 0 2 0 0 0 2 0 −2 0 1 1 0 2 −2 2 2 0 −2 2
0 6 0 0 0 0 0 2 0 0 0 2 0 −2 1 1 2 0 2 −2 0 2 2 −2
0 0 6 0 2 0 2 2 2 0 2 2 1 1 0 2 −2 2 2 0 −2 2 0 2
0 0 0 6 0 2 2 2 0 2 2 2 1 1 2 0 2 −2 0 2 2 −2 2 0
0 0 2 0 6 0 0 0 0 0 0 2 0 0 2 0 −2 0 1 1 0 0 0 2
0 0 0 2 0 6 0 0 0 0 2 0 0 0 0 2 0 −2 1 1 0 0 2 0
2 0 2 2 0 0 6 0 2 0 2 2 2 0 2 2 1 1 0 2 2 0 2 2
0 2 2 2 0 0 0 6 0 2 2 2 0 2 2 2 1 1 2 0 0 2 2 2
0 0 2 0 0 0 2 0 6 0 0 0 0 0 2 0 0 0 2 0 −2 0 1 1
0 0 0 2 0 0 0 2 0 6 0 0 0 0 0 2 0 0 0 2 0 −2 1 1
2 0 2 2 0 2 2 2 0 0 6 0 2 0 2 2 0 2 2 2 1 1 0 2
0 2 2 2 2 0 2 2 0 0 0 6 0 2 2 2 2 0 2 2 1 1 2 0
−2 0 1 1 0 0 2 0 0 0 2 0 6 0 0 0 0 0 2 0 0 0 2 0
0 −2 1 1 0 0 0 2 0 0 0 2 0 6 0 0 0 0 0 2 0 0 0 2
1 1 0 2 2 0 2 2 2 0 2 2 0 0 6 0 2 0 2 2 2 0 2 2
1 1 2 0 0 2 2 2 0 2 2 2 0 0 0 6 0 2 2 2 0 2 2 2
0 2 −2 2 −2 0 1 1 0 0 0 2 0 0 2 0 6 0 0 0 2 0 2 −2
2 0 2 −2 0 −2 1 1 0 0 2 0 0 0 0 2 0 6 0 0 0 2 −2 2
−2 2 2 0 1 1 0 2 2 0 2 2 2 0 2 2 0 0 6 0 −2 2 2 0
2 −2 0 2 1 1 2 0 0 2 2 2 0 2 2 2 0 0 0 6 2 −2 0 2
2 0 −2 2 0 0 2 0 −2 0 1 1 0 0 2 0 2 0 −2 2 6 0 0 0
0 2 2 −2 0 0 0 2 0 −2 1 1 0 0 0 2 0 2 2 −2 0 6 0 0
−2 2 0 2 0 2 2 2 1 1 0 2 2 0 2 2 2 −2 2 0 0 0 6 0
2 −2 2 0 2 0 2 2 1 1 2 0 0 2 2 2 −2 2 0 2 0 0 0 6

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Lattice E9
A =

6 0 0 0 2 0 0 0 2 0 0 0 −2 0 0 1 −2 0 0 2 −2 0 0 2
0 6 0 0 0 2 0 0 0 2 0 0 0 −2 0 1 0 −2 0 2 0 −2 0 2
0 0 6 0 0 0 2 0 0 0 2 0 0 0 −2 1 0 0 −2 2 0 0 −2 2
0 0 0 6 2 2 2 4 2 2 2 4 1 1 1 4 2 2 2 2 2 2 2 2
2 0 0 2 6 0 0 0 2 0 0 2 2 0 0 2 −1 1 1 2 2 0 0 2
0 2 0 2 0 6 0 0 0 2 0 2 0 2 0 2 1 −1 1 2 0 2 0 2
0 0 2 2 0 0 6 0 0 0 2 2 0 0 2 2 1 1 −1 2 0 0 2 2
0 0 0 4 0 0 0 6 2 2 2 2 0 0 0 4 2 2 2 1 2 2 2 2
2 0 0 2 2 0 0 2 6 0 0 0 2 0 0 2 2 0 0 2 −1 1 1 2
0 2 0 2 0 2 0 2 0 6 0 0 0 2 0 2 0 2 0 2 1 −1 1 2
0 0 2 2 0 0 2 2 0 0 6 0 0 0 2 2 0 0 2 2 1 1 −1 2
0 0 0 4 2 2 2 2 0 0 0 6 0 0 0 4 2 2 2 2 2 2 2 1
−2 0 0 1 2 0 0 0 2 0 0 0 6 0 0 0 2 0 0 0 2 0 0 0
0 −2 0 1 0 2 0 0 0 2 0 0 0 6 0 0 0 2 0 0 0 2 0 0
0 0 −2 1 0 0 2 0 0 0 2 0 0 0 6 0 0 0 2 0 0 0 2 0
1 1 1 4 2 2 2 4 2 2 2 4 0 0 0 6 2 2 2 4 2 2 2 4
−2 0 0 2 −1 1 1 2 2 0 0 2 2 0 0 2 6 0 0 0 0 2 2 0
0 −2 0 2 1 −1 1 2 0 2 0 2 0 2 0 2 0 6 0 0 2 0 2 0
0 0 −2 2 1 1 −1 2 0 0 2 2 0 0 2 2 0 0 6 0 2 2 0 0
2 2 2 2 2 2 2 1 2 2 2 2 0 0 0 4 0 0 0 6 0 0 0 4
−2 0 0 2 2 0 0 2 −1 1 1 2 2 0 0 2 0 2 2 0 6 0 0 0
0 −2 0 2 0 2 0 2 1 −1 1 2 0 2 0 2 2 0 2 0 0 6 0 0
0 0 −2 2 0 0 2 2 1 1 −1 2 0 0 2 2 2 2 0 0 0 0 6 0
2 2 2 2 2 2 2 2 2 2 2 1 0 0 0 4 0 0 0 4 0 0 0 6

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0 ◦ ◦
◦
2 ◦◦ ◦ 0
-2◦ ◦◦ 1 ◦
◦◦ -1-1 ◦ ◦
◦
1 ◦◦ ◦ -2◦
2 ◦◦ ◦ 0
6◦ ◦◦ 0 ◦
◦◦ 2
0 ◦ ◦
◦-2 ◦◦ ◦ 2
2◦ ◦◦ -2 ◦
◦
0 ◦◦ ◦ -2
1◦ ◦◦ -1 ◦
◦◦ 0-2 ◦ ◦
◦-2 ◦◦ ◦ -1
-1◦ ◦◦ -2 ◦-2◦ ◦◦ 0 ◦
◦◦ -2-1 ◦ ◦
◦-2 ◦◦ ◦ -1
-2◦ ◦◦ 0 ◦
◦◦ -1
1 ◦ ◦
◦
0 ◦◦ ◦ -2◦◦ 2
2 ◦ ◦
◦-1 ◦◦ ◦ 1
-1◦ ◦◦ -2 ◦
◦◦ -1
1 ◦ ◦
◦
2 ◦◦ ◦ 2
2◦ ◦◦ 2 ◦
◦◦ -1
1 ◦ ◦◦
6 ◦◦ ◦ 0
2◦ ◦◦ 2 ◦
◦◦ 0-2 ◦ ◦
◦
0 ◦◦ ◦ -2
2◦ ◦◦ 2 ◦
◦◦ 6
0 ◦ ◦
◦
2 ◦◦ ◦ 2
-2◦ ◦◦ 0 ◦
2◦ ◦◦ 2 ◦
◦◦ 2
2 ◦ ◦
◦-1 ◦◦ ◦ 1
-1◦ ◦◦ -2 ◦
◦◦ -1
1 ◦ ◦
◦
2 ◦◦ ◦ 2
2◦ ◦◦ 2 ◦
◦◦ -1
1 ◦ ◦
◦-2 ◦◦ ◦ -1◦-1 ◦◦ ◦ 1
-2◦ ◦◦ 0 ◦
◦◦ -2-1 ◦ ◦
◦-2 ◦◦ ◦ -1
-2◦ ◦◦ 0 ◦
◦◦ -1
1 ◦ ◦
◦
0 ◦◦ ◦ -2
-1◦ ◦◦ -2 ◦◦◦ -2-1 ◦ ◦
◦
0 ◦◦ ◦ -2
1◦ ◦◦ -1 ◦
◦◦ 0-2 ◦ ◦
◦-2 ◦◦ ◦ -1
-1◦ ◦◦ -2 ◦
◦◦ 0-2 ◦ ◦
1◦ ◦◦ -1 ◦
◦◦ 2
2 ◦ ◦
◦
2 ◦◦ ◦ 2
1◦ ◦◦ -1 ◦
◦◦ -2-1 ◦ ◦
◦-1 ◦◦ ◦ 1◦
2 ◦◦ ◦ 2
0◦ ◦◦ 6 ◦
◦◦ 2
2 ◦ ◦
◦
0 ◦◦ ◦ -2
-2◦ ◦◦ 0 ◦
◦-1 ◦◦ ◦ 1
2◦ ◦◦ 2 ◦
◦◦ 2
2 ◦ ◦
◦-1 ◦◦ ◦ 1
-1◦ ◦◦ -2 ◦-1◦ ◦◦ -2 ◦
◦◦ 0-2 ◦ ◦
◦-1 ◦◦ ◦ 1
-2◦ ◦◦ 0 ◦
◦◦ -2-1 ◦ ◦
◦-2 ◦◦ ◦ -1◦◦ -1
1 ◦ ◦
◦
0 ◦◦ ◦ -2
-1◦ ◦◦ -2 ◦
◦◦ -2-1 ◦ ◦
◦
0 ◦◦ ◦ -2
1◦ ◦◦ -1 ◦
◦◦ 0-2 ◦ ◦◦
2 ◦◦ ◦ 2
2◦ ◦◦ 2 ◦
◦◦ -1
1 ◦ ◦
◦-2 ◦◦ ◦ -1
1◦ ◦◦ -1 ◦
◦◦ 2
2 ◦ ◦
◦
2 ◦◦ ◦ 2
1◦ ◦◦ -1 ◦
2◦ ◦◦ 2 ◦
◦◦ 6
0 ◦ ◦
◦
2 ◦◦ ◦ 2
-2◦ ◦◦ 0 ◦
◦◦ 0-2 ◦ ◦
◦
2 ◦◦ ◦ 2
0◦ ◦◦ 6 ◦
◦◦ 2
2 ◦ ◦
◦
0 ◦◦ ◦ -2◦
2 ◦◦ ◦ 2
2◦ ◦◦ 2 ◦
◦◦ -1
1 ◦ ◦
◦-2 ◦◦ ◦ -1
1◦ ◦◦ -1 ◦
◦◦ 2
2 ◦ ◦
◦
2 ◦◦ ◦ 2
1◦ ◦◦ -1 ◦◦◦ -1
1 ◦ ◦
◦
0 ◦◦ ◦ -2
-1◦ ◦◦ -2 ◦
◦◦ -2-1 ◦ ◦
◦
0 ◦◦ ◦ -2
1◦ ◦◦ -1 ◦
◦◦ 0-2 ◦ ◦-1◦ ◦◦ -2 ◦
◦◦ 0-2 ◦ ◦
◦-1 ◦◦ ◦ 1
-2◦ ◦◦ 0 ◦
◦◦ -2-1 ◦ ◦
◦-2 ◦◦ ◦ -1◦-1 ◦◦ ◦ 1
2◦ ◦◦ 2 ◦
◦◦ 2
2 ◦ ◦
◦-1 ◦◦ ◦ 1
-1◦ ◦◦ -2 ◦
◦
1 ◦◦ ◦ -2
0◦ ◦◦ 2 ◦
◦◦ 2
0 ◦ ◦
◦
1 ◦◦ ◦ -2
-1◦ ◦◦ -1 ◦-1◦ ◦◦ -1 ◦
◦◦ -2
2 ◦ ◦
◦
1 ◦◦ ◦ -2
2◦ ◦◦ -2 ◦
◦◦ -1-1 ◦ ◦
◦-1 ◦◦ ◦ -1◦◦ 1-2 ◦ ◦
◦-2 ◦◦ ◦ 2
-1◦ ◦◦ -1 ◦
◦◦ -1-1 ◦ ◦
◦-2 ◦◦ ◦ 2
-2◦ ◦◦ 1 ◦
◦◦ -2
2 ◦ ◦◦
2 ◦◦ ◦ 0
0◦ ◦◦ 2 ◦
◦◦ 1-2 ◦ ◦
◦-1 ◦◦ ◦ -1
-2◦ ◦◦ 1 ◦
◦◦ 2
0 ◦ ◦
◦
2 ◦◦ ◦ 0
-2◦ ◦◦ 1 ◦
0◦ ◦◦ 2 ◦
◦◦ 0
6 ◦ ◦
◦
2 ◦◦ ◦ 0
2◦ ◦◦ -2 ◦
◦◦ -2
2 ◦ ◦
◦
2 ◦◦ ◦ 0
6◦ ◦◦ 0 ◦
◦◦ 2
0 ◦ ◦
◦-2 ◦◦ ◦ 2◦
2 ◦◦ ◦ 0
0◦ ◦◦ 2 ◦
◦◦ 1-2 ◦ ◦
◦-1 ◦◦ ◦ -1
-2◦ ◦◦ 1 ◦
◦◦ 2
0 ◦ ◦
◦
2 ◦◦ ◦ 0
-2◦ ◦◦ 1 ◦◦◦ 1-2 ◦ ◦
◦-2 ◦◦ ◦ 2
-1◦ ◦◦ -1 ◦
◦◦ -1-1 ◦ ◦
◦-2 ◦◦ ◦ 2
-2◦ ◦◦ 1 ◦
◦◦ -2
2 ◦ ◦-1◦ ◦◦ -1 ◦
◦◦ -2
2 ◦ ◦
◦
1 ◦◦ ◦ -2
2◦ ◦◦ -2 ◦
◦◦ -1-1 ◦ ◦
◦-1 ◦◦ ◦ -1◦
1 ◦◦ ◦ -2
0◦ ◦◦ 2 ◦
◦◦ 2
0 ◦ ◦
◦
1 ◦◦ ◦ -2
-1◦ ◦◦ -1 ◦
◦-2 ◦◦ ◦ -1
-1◦ ◦◦ -2 ◦
◦◦ 0-2 ◦ ◦
◦-1 ◦◦ ◦ 1
-2◦ ◦◦ 0 ◦
1◦ ◦◦ -1 ◦
◦◦ -2-1 ◦ ◦
◦-1 ◦◦ ◦ 1
2◦ ◦◦ 2 ◦
◦◦ 2
2 ◦ ◦
◦-1 ◦◦ ◦ 1◦◦ 2
2 ◦ ◦
◦
0 ◦◦ ◦ -2
-2◦ ◦◦ 0 ◦
◦◦ 2
2 ◦ ◦
◦
6 ◦◦ ◦ 0
2◦ ◦◦ 2 ◦
◦◦ 0-2 ◦ ◦◦
2 ◦◦ ◦ 2
1◦ ◦◦ -1 ◦
◦◦ -2-1 ◦ ◦
◦-1 ◦◦ ◦ 1
2◦ ◦◦ 2 ◦
◦◦ 2
2 ◦ ◦
◦-1 ◦◦ ◦ 1
-1◦ ◦◦ -2 ◦
1◦ ◦◦ -1 ◦
◦◦ 0-2 ◦ ◦
◦-2 ◦◦ ◦ -1
-1◦ ◦◦ -2 ◦
◦◦ 0-2 ◦ ◦
◦-1 ◦◦ ◦ 1
-2◦ ◦◦ 0 ◦
◦◦ -2-1 ◦ ◦
◦-2 ◦◦ ◦ -1◦-2 ◦◦ ◦ -1
-2◦ ◦◦ 0 ◦
◦◦ -1
1 ◦ ◦
◦
0 ◦◦ ◦ -2
-1◦ ◦◦ -2 ◦
◦◦ -2-1 ◦ ◦
◦
0 ◦◦ ◦ -2
1◦ ◦◦ -1 ◦◦◦ -1
1 ◦ ◦
◦
2 ◦◦ ◦ 2
2◦ ◦◦ 2 ◦
◦◦ -1
1 ◦ ◦
◦-2 ◦◦ ◦ -1
1◦ ◦◦ -1 ◦
◦◦ 2
2 ◦ ◦
2◦ ◦◦ 2 ◦
◦◦ 6
0 ◦ ◦
◦
2 ◦◦ ◦ 2
-2◦ ◦◦ 0 ◦
◦◦ 0-2 ◦ ◦
◦
2 ◦◦ ◦ 2◦
2 ◦◦ ◦ 2
2◦ ◦◦ 2 ◦
◦◦ -1
1 ◦ ◦
◦-2 ◦◦ ◦ -1
1◦ ◦◦ -1 ◦
◦-1 ◦◦ ◦ -1
-1◦ ◦◦ -1 ◦
◦◦ -2
2 ◦ ◦
◦
1 ◦◦ ◦ -2
2◦ ◦◦ -2 ◦-2◦ ◦◦ 1 ◦
◦◦ -1-1 ◦ ◦
◦
1 ◦◦ ◦ -2
0◦ ◦◦ 2 ◦
◦◦ 2
0 ◦ ◦
◦
1 ◦◦ ◦ -2◦◦ 2
0 ◦ ◦
◦-2 ◦◦ ◦ 2
2◦ ◦◦ -2 ◦
◦◦ 2
0 ◦ ◦
◦
0 ◦◦ ◦ 6
0◦ ◦◦ 2 ◦
◦◦ -2
2 ◦ ◦◦
2 ◦◦ ◦ 0
-2◦ ◦◦ 1 ◦
◦◦ -1-1 ◦ ◦
◦
1 ◦◦ ◦ -2
0◦ ◦◦ 2 ◦
◦◦ 2
0 ◦ ◦
◦
1 ◦◦ ◦ -2
-1◦ ◦◦ -1 ◦-2◦ ◦◦ 1 ◦
◦◦ -2
2 ◦ ◦
◦-1 ◦◦ ◦ -1
-1◦ ◦◦ -1 ◦
◦◦ -2
2 ◦ ◦
◦
1 ◦◦ ◦ -2
2◦ ◦◦ -2 ◦
◦◦ -1-1 ◦ ◦
◦-1 ◦◦ ◦ -1◦-1 ◦◦ ◦ -1
2◦ ◦◦ -2 ◦
◦◦ 1-2 ◦ ◦
◦-2 ◦◦ ◦ 2
-1◦ ◦◦ -1 ◦
◦◦ -1-1 ◦ ◦
◦-2 ◦◦ ◦ 2
-2◦ ◦◦ 1 ◦◦◦ 1-2 ◦ ◦
◦
2 ◦◦ ◦ 0
0◦ ◦◦ 2 ◦
◦◦ 1-2 ◦ ◦
◦-1 ◦◦ ◦ -1
-2◦ ◦◦ 1 ◦
◦◦ 2
0 ◦ ◦
0◦ ◦◦ 2 ◦
◦◦ 0
6 ◦ ◦
◦
2 ◦◦ ◦ 0
2◦ ◦◦ -2 ◦
◦◦ -2
2 ◦ ◦
◦
2 ◦◦ ◦ 0◦
2 ◦◦ ◦ 0
0◦ ◦◦ 2 ◦
◦◦ 1-2 ◦ ◦
◦-1 ◦◦ ◦ -1
-2◦ ◦◦ 1 ◦
Figure 9: Twelve relative hexagons associated with a basis of hyper-roots for A2(SU(3)). There are
50 positive (i.e., restricted) hyper-roots and therefore also 50 relative hexagons. Those
displayed here correspond to the basis B2.
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