ICT利用によるデータ収集ならびに感性時系列データ分析 by Data Collection Using ICT and Kansei Time Series Data Analysis堂本,絵理
１．　は　じ　め　に
　就職内定率が少しずつではあるが改善される
中で，学生への就職支援，キャリア形成に関す
る分析は大学にとって最重要課題の一つとなっ
ている。社会に学生を輩出することは，大学教
育機関における一つの指標とされるが，そうし
た指標に関する分析としては全国の各大学にお
けるマクロな調査が行われてきた。トップダウ
ン的なマクロ情報として「大学の自己点検・評
価書」が挙げられる。
　これに対してミクロ情報を用いた取り組みと
して，ｅラーニングなどが挙げられる（清水，
２０１２b）。学生の能力を測定・形成する具体例と
して，従来ペーパーテストでのみ測定されてい
た能力をより実践的な環境で評価するために次
のような手法が提案されている。マルチメディ
アを用いたよりリッチなテスト環境や，受験者
に対話的に質問を実現するｅテスティング（植
野，永岡，２００９）やレポートなど学習成果物を
蓄え共有するｅポートフォリオ，また学習者同
士で学習成果物を評価しあうピアアセスメント
（藤原，西久保，永岡，２００８），ｅポートフォリ
オやｅラーニングで大量に蓄えられた学習履歴
のデータマイニングなどの技術である（赤堀，
谷中，２０１１）。こうした取り組みが，国内外にお
いて注目され始めている。
　充実したクラウド環境により今後こうした教
育体制への移行が進み，ミクロ・マクロの両面
からの教育に関する情報管理が可能となること
が期待されるが，現段階では教育体制は過渡期
にあり，大学教育に関する情報をマクロデータ
としてでしか運営者が把握しきれていないのが
現状である（栗原，２０１２a）。こうした現状に対
して，本研究では，現行の教育実態に無理にシ
ステムを導入するのではなく，大学の教育にお
ける各所にセンサーを設けることで，情報を観
測し制御することを考える。この取り組みとし
て，ICTを活用した感性情報と属性情報の獲得
とデータに基づいた評価尺度の設計ならびに分
析を提案する。
２．　講義における感性データ取得システム
　現在，授業評価は半期に一度行う大学が多い
が，毎回の授業において教員，学生が評価を行
うことにより，よりよい教育環境ができると考
えられる。学生の科目選択や属性などの特徴情
報だけでなく，学生の講義に対して感じる難易
度や，その授業回における講義内容への興味，
そのほか講義によって学生に生じる感性情報に
ついてのデータを収集する。また，授業を行う
教員の授業達成度や満足度などの感性情報デー
タにおいても収集を行う。授業へのフィード
バック，キャリア形成・進路指導に資するカリ
キュラム構成など，大学における教育政策の効
果について定量的な評価を行うことのできるモ
デル，アプローチにより，ミクロデータからの
分析手法を構築することで，４年制大学の教育
水準向上に貢献する。従来，こうした調査はセ
メスター単位で行われてきたが，これを講義の
毎回についてサンプリングが可能な環境の構
築・整備を行うことにより，教育におけるモデ
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* 広島経済大学経済学部助教
ル設計において必要とされる，より豊富な時系
列情報の獲得を行う。時系列データの収集には，
環境をクラウドコンピューティングにより実現
し，携帯・スマートフォン・PCなどの電子デ
バイスから入力を行う（図１参照）。
　そして，収集したデータを基に，図２に示す
学生の「大学生活における講義選択のような学
生の振舞いに関する情報」という属性データと
「講義にもつ印象，感じる難易度」などの感性
データを考慮した，ボトムアップ的なミクロ情
報により，大学における教育の成果を評価する。
３．　感性時系列データを用いた分析
　学生の興味・意欲や授業に対して感じる難易
度といった情報は，主観的評価尺度による対象
の感覚的・総合的な情報である。本研究におい
ては，そうした主観的な情報が時系列的に与え
られる。ここでは，この情報を感性時系列デー
タと呼ぶ。学生を取り巻く環境は刻々と変化し，
また個人の認識に関してもトレンドが生じる。
変化する尺度を伴う，きわめて曖昧な情報につ
いて，確率やファジィといった測度によりその
分析や学生の感性に関する研究を行う。
　次に現代制御理論の立場から，講義そのもの
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図１　クラウドシステムのイメージ図
図２　大学教育における時系列データ
を小さなシステム，学生の感性や講義のレベル
といった情報量を内部状態，研究によって得ら
れるデータに基づいた意思決定をシステムへの
フィードバック入力として捉えることで，単位
セメスターによりもたらされる講義の効果を制
御（コントロール）することを考える。こうし
た取組により情報社会における現場の制御を社
会実験的に実現する。
　授業評価において得られる情報から複数の学
生（Decision Making Unit: DMU）を分析対象
として相対的な効率評価を行う手法にデータ包
絡分析（Data Envelopment Analysis: DEA）（刀
根，１９９３）がある。DEAでは収集された情報が
含むさまざまな不正確さや不確実さを考慮する
ために入出力データの曖昧さをも考慮できる
DEAとして，ファジィDEA（Guo and Tanaka, 
２００１）が考案されている。これらの手法により
DMU間の相対的な授業評価とともに，非効率
な DMUに対する改善策を示すことが可能とな
る。
　近年の情報技術の発展により，大規模かつ分
散したデータをまとめて取り扱うことが実現さ
れてきている。それゆえ，収集されたデータを
目的とする分析と関係ない情報が混在する傾向
も高くなる。このことは不適切なモデル作成に
よる誤った分析結果を導く恐れが増すことを意
味している。とくに授業評価のような大規模
データに対しては人間の経験や知識による識別
能力には限界があると考えられるため主観的な
分析手法に頼るのは注意が必要である。そのよ
うな場合でも客観的に内包されているルールを
抽出できる理論としてラフ集合（日本ファジィ
学会編，２０００）による分析がある。ラフ集合で
は情報に内在する曖昧さや識別不能性を数学的
に扱うことが可能である。
　本研究では，これらを統一的に扱うために，
まず絶対値誤差を最小とする回帰分析と DEA
を結合した DEARA（篠原，１９９５）を拡張した
ファジィDEA（Guo and Tanaka, ２００１）に着目
する。DEARAは DMUを平均的な観点からと
すぐれているものからの観点までを同一の枠組
みで評価できる。さらに，量的データを質的
データへ変換し序数性を考慮するラフ集合によ
る分析法（杉原，石井，田中，２００３）に着目す
る。この手法による量的データと質的データが
混在する場合でも，ラフ集合によるルール抽出
が区間回帰分析を適用することで可能となり，
量的データと質的データを同一の枠組みで考慮
することができるようになる。
４．　ファジィDEAの概要
N個の入力変数，M個の出力変数，L個の
DMUに対する DEARAは，以下の線形計画法
により定式化される（篠原，１９９５）。
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ここで， ，  
 である。r kと h k
はそれぞれm t ykとn t xkの間の正の残差，負の残
差を表し，akとbkはそれぞれ r kとh kのウエイ
ト係数を表す。
　DEARAを最小絶対値和形の線形回帰分析と
する場合は，ak ＝ bk ＝１ （k ＝１, ２, ３, …, L）とする
ことで，以下の定式化と等価なものとみなせる。
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DEARAを Charnes，Cooper，Rhodesらに
よって提案された CCR形 DEA（Charnes, 
Cooper and Rhodes, １９７８）とする場合は，ak →
＋ ∞（k ＝１, ２, ３, …, L），bk → ０ （k ≠０），bk ＝１ 
とすることで，以下の定式化と等価なものとみ
なせる。
   
s. t.  
  
  
　ここで，着目する DMUの出力評価値の総和
 
は着目する DMUの一般化効率値といわれる。
一般化効率値は入力評価値総和を１に正規化し
たもとでの出力評価値総和の相対的な値を与え
るため，最良とは限らない生産関数との相対的
な比較の場合には，１より大きい一般化効率値
を持つ DMUも存在しうる。DEARAはパラ
メータを連続的に変化させることで，入出力間
に特定のモデルを想定する必要がないノンパラ
メトリックな手法で優れものをベースに評価す
る回帰分析を包含している効率評価法である。
　ところで，授業評価において得られる情報で
は収集された情報が含むさまざまな不正確さや
不確実さを考慮する必要が生じる。入出力デー
タの曖昧さをも考慮した効率評価ができるファ
ジィDEAは以下のように定式化できる。
   
s. t.  
  
  
μ ν≥ ≥0 0, ,
λk k L≥ =( )0 1 2 3, , , , .
max
,μ ν E
t
= μ y0
ν tx0 1= ,
μ νt k t k k Ly x≤ =( )1 2 3, , , , ,
μ ν≥ ≥0 0, ,
μ ν ρ η ρ ηt ty x0 0 0 0 0 01= + − = + −
max
,μ ν E
t
= μ Y0
ν tX0 1≈ ,
μ νt k t k k LY X<∼ =( )1 2 3, , , , ,
μ ν≥ ≥0 0, ,
　このような場合に対して，DEARAをファ
ジィ入出力データをも扱えるように拡張したモ
デルが田中ら（Guo and Tanaka, ２００１）により
以下のように提案されている。
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ここで，q k,  ,y k, （k ＝１, ２, ３, …, L）は h
レベル集合での mt Ykと nt Xkの間の正と負の左
側偏差と右側偏差である。dk,  ,jk, はそれ
ぞれ，k番目の DMUの qk,  ,yk, 非負係
数である。
　対称な三角型ファジィ入力ベクトル X０ ＝ 
（x０, c０）と出力ベクトル Y０ ＝（y０, d０）での
DMUのファジィ効率は非対称な三角型ファ
ジィ数 で表される。
 
  
ここで，n *と m *は係数ベクトル，h, wl, wrは
ファジィ効率 の中心と左右の幅の値である。
５．　ラフ集合によるルール抽出
　いま，L個のサンプルについて N個の条件属
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性と M個の決定属性からなる決定表を考える。
ここで，文献（日本ファジィ学会編，２０００）に
基づきラフ集合によるルール抽出について述べ
る。条件属性のうち序数性が仮定できるものを
基準と呼ぶ。このとき，Oqを q番目の基準に基
づいたアウトランキング関係とする。すなわち，
xOqyは q番目の基準に基づけば，xは少なくと
も yと同程度によいことを表す。Oqは比較可能
で推移的な関係，すなわち弱順序関係であると
する。さらに m番目の決定属性において，s ＞ t
に対して の任意の要素が のすべての要素
よりも好ましいという性質をもつ Uの分割
 を考える。ここでは，関数
 xOmyかつ～ yOmxが成立
している。
　いま，m番目の決定属性を R個のクラス
 
に分類する。このとき，x  Uが与えられると，
少なくとも クラスに属している Uの要素の
集合である上側累積集合 と，たかだかクラ
ス に属している Uの要素の集合である下側
累積集合 が，
 
で定義できる。
　すべての基準の集合を Wとするとき，VW
を考える。任意の vVについて， が成立
するとき，xはVにおいてyを支配するといい，
 で表し
 
と定義する。ここで，g（x, n）でサンプルxの属
性 nに関する属性値を表す。このとき，m番目
の決定属性において，xUが与えられると，V
において xを支配する Uの要素の集合 
と，Vにおいて xに支配される Uの要素の集合
 が
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で定義できる。
　支配集合 による累積集合 の下近似
集合 と上近似集合 は
 
 
で定義できる。この下近似集合から， 
に属している xを支配しているデータ x*は必ず
クラス r以上に属しているというルールが導か
れる。すなわち，ある について，次の
ような if-thenルールが得られる。
  
   
　同様に支配集合 による累積集合 の
下近似集合 と上近似集合 は
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 に属している xを支配しているデータ
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ルが導かれる。すなわち，ある につい
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　いま， と について境界が
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と定義され，分類tが部分基準集合Vによって
正しく分類できた対象の割合である近似の質は
次のように定められる。
 
　b V（t ）＝ b W（t ）が成立する極小集合 VWを
縮約と呼ぶ。縮約は複数が存在し，それらの共
通集合を核と呼ぶ。縮約に帰属する属性を用い
ることにより，近似の質を低下させることなく，
決定表をもっとも簡略化することができる。
　条件属性が質的データである場合には，通常
の属性値間の序数性を考慮したラフ集合におけ
る簡略化手法は適用できないため，ここでは，
質的データに対して区間回帰分析を適用するこ
とにより，質的データに順序関係を与える方法
を説明する（杉原，石井，田中，２００３）。
　まず，入力変数xi（i＝１, ２, ３, … N）をそれぞ
れ si個のカテゴリに分類する。その結果，入力
変数 xiは で表される。サン
プル sの第 i入力変数がカテゴリ j（ si）に属
する場合は，xijのみが１となり，その他を０と
する。このとき，次のような区間回帰モデルを
考える。
 
ただし，Aiは区間効用値ベクトル（ai, wi）を表
し， は中心ベクトル， 
 は幅ベクトルである。
　区間効用値ベクトル Aiは次の区間回帰分析に
より求められる。
   
s. t.  
α αV m
r m
r
m
r V m
r m
r
m
r
C
V C
V C
C
V C
V C
≥
≥
≥
≤
≤
≤( ) = ( )( ) ( ) =
( )
( )
*
*
*
*
,
B
U B C B C
UV
V m
r
r
n
V m
r
r
n
τ( ) =
− ( ) ( )( )≥= ≤=1 1 
x i = ⎡⎣ ⎤⎦x x xi i isi1 2, , ,
Yk
i
N
=
=
∑
1
A Xi i
ai = ⎡⎣ ⎤⎦a a ai i is
t
i1 2
, , , wi =
⎡⎣ ⎤⎦w w wi i is
t
i1 2
, , ,
min
,a w E
k
L
=
=
∑
1
w xk
yk k k≤ +ax w x ,
  
  
ただし， ， 
 ， である。
　区間効用値ベクトルAiが得られると，区間値
 ， が与えられたとき，属性の
カテゴリ間の順序付けは
 
で行うことができる。このとき，g（x, n）区間値
であるので，xが Vにおいて yを支配すること
を で表し，以下のように定義する。
  
  
　さらに， に関する下近似集合から得
られたルールと に関する下近似集合か
ら得られたルールの条件部において，すべての
属性においてカテゴリが同じとなる集合から，
確実にある x*Uがクラス rに属するという次
の if-thenルールが得られる。
  
   
この抽出されたルールを満たすデータは確実に
クラス rに属していることとなる。
６．　授業評価データを用いたラフ集合と
ファジィDEAによる分析
　適切な授業効率の評価のためには，得られた
データすべてをそのまま活用する分析法ではな
く，データ自体が持つ説明力を考慮した分析法
が望ましい。そのためには分析の目的に応じて，
活用する入力サンプルの選択を行うことが必要
である。さらには，量的データと質的データが
混在するデータも同時に取り扱いながら分析す
yk k k≤ −ax w x ,
a 0 w 0≥ ≥, .
x x x xk N
t
= ⎡⎣ ⎤⎦1 2, , , a a a= ⎡⎣ 1 2, , ,
a ⎤⎦N t w w w wk N t= ⎡⎣ ⎤⎦1 2, , ,
S s s1 2,⎡⎣ ⎤⎦ T t t1 2,⎡⎣ ⎤⎦
S s s T t t s t s t1 2 1 2 1 1 2 2, , ,⎡⎣ ⎤⎦ ⎡⎣ ⎤⎦ ↔ ≥ ≥
xD ym
V
′
xD y g x n g y n Vm
V
v′ ↔ ( ) ( ) ∀ ∈( ), , ,
min min max max
, , , ,s g x n t g y n s g x n t g y n
s t and s
1 1 2 2
1 1 2
∈ ( ) ∈ ( ) ∈ ( ) ∈ (≥ ≥ )t2
V Cm
r* ≥( )
V Cm
r* ≤( )
IF g x n g x n and g x n g x n* *, , , ,1 1 2 2( ) = ( ) ( ) = ( )
and g x n g x n x CN N mr* *, , , .( ) = ( ) ∈THEN
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ることも求められる。そこで，区間回帰分析を
核として，ラフ集合によるルール抽出とファ
ジィDEAの融合を図る。いま，１５個の DMU
（５つの授業 A～ Eから各３名ずつの学生）に
ついて，入力として３つの量的データ（x１, x２, 
x３）と２つの質的データ（x４, x５），出力として２
つの量的データ（y１, y２）が得られている場合で
説明する。ここで，x１ は受講人数，x２ は授業の
やり方（１：PPTのみ，２：板書のみ，３：両
方），x３ は教員の授業達成度，x４ は授業タイプ
（１：座学，２：演習），x５ は配布資料（１：あ
り，２：なし），y１ は学生の授業満足度，y２ は成
績を表す。
　ここで，例えばx１，x３，y１，y２ を最大値と最小
値の範囲を４つの領域に分割することを考える。
x１ の場合は x１１（２８, ２８），x１２（８５, ２８），x１３
（１４２, ２８），x１４（１９９, ２８）として０，１変数へ
変換される。ただし，表記は（中心，幅）であ
る。同様に は３つの領域に分割することで
０，１変数へ変換する。
x2
　この時，以下のファジィ回帰分析を行うこと
を考える。
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表２　入力データの０，１変数と出力データのファジィ化
y２y１x５１x４１x３４x３３x３２x３１x２３x２２x２１x１４x１３x１２x１１
（９５, ５）（７７, １０）１１０００１００１０００１A１
（９５, ５）（９８, １０）１１０００１００１０００１A２
（７５, ５）（５６, １０）１１０００１００１０００１A３
（６５, ５）（５６, １０）００００１０００１０１００B１
（７５, ５）（９８, １０）００００１０００１０１００B２
（８５, ５）（７７, １０）００００１０００１０１００B３
（８５, ５）（５６, １０）００１０００１００１０００C１
（９５, ５）（７７, １０）００１０００１００１０００C２
（７５, ５）（５６, １０）００１０００１００１０００C３
（９５, ５）（９８, １０）００１００００１０００１０D１
（９５, ５）（７７, １０）００１００００１０００１０D２
（６５, ５）（９８, １０）００１００００１０００１０D３
（７５, ５）（５６, １０）０１０１００１０００００１E１
（８５, ５）（９８, １０）０１０１００１０００００１E２
（６５, ５）（３５, １０）０１０１００１０００００１E３
表１　学生情報データの例
y２y１x５x４x３x２x１
 ９０ ７０２２６５１ ３０A１
 ９５１００２２６５１ ３０A２
 ７０ ６０２２６５１ ３０A３
 ６０ ５０１１７０１１６５B１
 ７０１００１１７０１１６５B２
 ８５ ７０１１７０１１６５B３
 ８５ ６０１１９０３２１０C１
 ９０ ８０１１９０３２１０C２
 ７５ ５０１１９０３２１０C３
１００１００１１９５２ ６０D１
 ９０ ７０１１９５２ ６０D２
 ６０ ９０１１９５２ ６０D３
 ７０ ６０１２８５３ ２５E１
 ８０ ９０１２８５３ ２５E２
 ６０ ３５１２８５３ ２５E３
  
s. t.  
  
   
  
   
  
　ここで，xkは０，１変数に変換された入力
データであり，yk，dkはファジィ化された出力
データ yの中心と幅である。パラメータ nを
 と考えるこ
とで，xijを区間 とみなすことがで
き，入出力データの中心と幅を得る。このとき，
条件属性が質的データである場合に属性値間の
序数性を考慮したラフ集合による簡略化手法を
適用することでルールを得ることができ，ルー
ルにおいて考慮されていない入力変数とルール
で説明できないサンプルを除いた上で授業効率
の評価を行うのが適切であることがわかる。こ
こで，ルールにおいて考慮されていない入力変
数とは， （ j ＝１, ２, ３, …, si）となる入力
変数 xiである。ルールで説明できないサンプル
とは，最大の近似の質をとる縮約（つまり，全
入力変数を用いた場合と同程度の説明力を持つ
縮約）で確実ルールが適用できないサンプルの
ことである。
　いま， ，  
 として，qk,  ,yk, （k ＝
１, ２, ３, …, L）を
 
  
で与えると
min
, ,w μ ν E
k
L
k= +{ }′
=
∑
1
w w x
ν tx0 1= ,
μ μ νt k t k t khy d x− −( ) −1
kh w x≤ −( )1 ,
μ μ νt k t k t khy d x+ −( ) −1
kh w x≤ −( ) ′1 ,
w w 0 0≥ ≥ ≥ ≥′0 0, , , .μ ν
1= ⎡⎣ ⎤⎦ ∈ ×+ + + +{ }1 1 1 1 4 3 4 1 1 1, , , , t R R
νij ij ijw w, + ′( )
xij ≈ 0
ξ μ μ ν= − −( ) −t k t k t khy d x1 ′ = +ξ μt ky
−( ) −μ νt k t kh d x1 ′θk ′ψ k
θ
ξ ξ
θ
ξ ξ
k k=
+
′ =
−
2 2
, ,
ψ ξ ξ ψ ξ ξk k=
+
′ =
−′ ′ ′ ′
2 2
,
 
 
であることから，ルールにおいて考慮されてい
る入力変数 とルールで説明できる 個のサ
ンプルを用いて，以下のファジィDEAを解くこ
とにより授業効率の評価が行える。
   
   
s. t.  
  
   
  
   
  
  
   
　ただし， は nで構成される の中心で与
えられる。 （k ＝１, ２, 
３, …, L）， （k ≠０）， である。
７．　お　わ　り　に
　本研究では，ICTを活用した感性情報と属性
情報の取得とデータに基づいた評価尺度の設定
ならびに分析を行った。授業評価を教員と学生
が毎回の授業で行うことで，より良い授業環境
を作り出すことが出来ると考えられる。また，
これまでは中長期間に渡っていた大学の教育運
営における意思決定が，ミクロ情報の分析・把
握によりこれまでにない短い期間において教育
水準のコントロールを行うことが可能となる。
こうした調整は，各教員の経験や勘といった量
を持たないもので行われてきたが，適切な情報
を教員にフィードバックすることで，意思決定
の支援を行うことが出来る。学生の感性を考慮
θ θ ξ θ θ ξk k k k kh+ ′ = ≤ −( ) + ′ =1 w x , ,
ψ ψ ξ ψ ψ ξk k k k kh+ ′ = ≤ −( ) + ′ =′ ′ ′1 w x , ,
′x k ′L
min
, , , , ,′ ′θ θ ψ ψ μ νk k k k
E
k
L
k k k k= + ′(
=
′
∑
1
δ θ δ ψ
k k k k+ ′ + ′ ′ )ϕ θ ϕ ψ
ν t ′ =x0 1,
μ μ νt k t k t khy d x− −( ) − ′1
θ θk k= − ′ ,
μ μ νt k t k t khy d x+ −( ) − ′1
ψ ψk k= − ′ ,
μ ν≥ ≥0 0, ,
′ ≥ ≥θ θk k0 0, ,
′ ≥ ≥ψ ψk k0 0, .
′x k ′x
δ δ ϕ→ +∞ ′ → +∞ ′ → +∞k k
ϕk → 0 ϕ0 1=
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した教育の妥当性に関する新たな評価手法を構
築することにより，より質の高い教育を大学に
おいて行い，それぞれの学生が大学で学ぶこと
に意味を感じてもらえるような教育環境の構築
に貢献することが出来る。
　本研究は JSPS科研費２５３５０３０９の助成を受けたもの
です。
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