Abstract Analyzing retrieval model performance using retrievability (maximizing findability of documents) has recently evolved as an important measurement for recall-oriented retrieval applications. Most of the work in this domain is either focused on analyzing retrieval model bias or proposing different retrieval strategies for increasing documents retrievability. However, little is known about the relationship between retrievability and other information retrieval effectiveness measures such as precision, recall, MAP and others. In this study, we analyze the relationship between retrievability and effectiveness measures. Our experiments on TREC chemical retrieval track dataset reveal that these two independent goals of information retrieval, maximizing retrievability of documents and maximizing effectiveness of retrieval models are quite related to each other. This correlation provides an attractive alternative for evaluating, ranking or optimizing retrieval models' effectiveness on a given corpus without requiring any ground truth available (relevance judgments).
Introduction
One important area of information retrieval (IR) research is to evaluate the effectiveness of retrieval models using test collections [6] . A test collection consists of a corpus of documents, a set of topic queries and the relevance judgments (a list that describes which documents are relevant for which query topic). While documents and queries are relatively easy to gather, creating relevance judgments requires significant effort and resources. In recent years,an increased interest is observed in proposing methods for automatic ranking of retrieval models without human-generated relevance judgments [1, 23, 34, 40, 41, 47] . This paper presents a method of ranking retrieval models without relevance judgments on the basis of retrievability [5] . Previous studies on automatic ranking of retrieval models either used pseudo-relevance judgments or relied on the similarity between retrieval models on the basis of retrieved documents. We use retrievability inequality between the documents of a collection as a base for performing this ranking. Retrievability (also referred to as findability) of a document provides an indication of how easily a document can be retrieved using a given retrieval model. It basically determines the likeliness that a document can be found given (a) a hypothesis of the queries that are likely to be generated, (2) a retrieved model, and (3) a hypothesis of to what extent down a ranked result list a user is willing to proceed. The combination of these factors makes some documents more retrievable than others. A document that has high retrievability means that a user has a high probability of finding it through a query. Conversely, a document with low retrievability is likely to be difficult to find by the user. The overall retrievability inequality between the documents of a collection expresses the retrieval bias of a retrieval model. It can be expressed using the Gini coefficient [22] (i.e., the summarized retrievability over all documents). The high retrieval bias of a retrieval model (the Gini coefficient close to one) indicates that the given retrieval model makes some documents of the collection more retrievable at the expense of others. However, a low retrieval bias of a retrieval model (Gini coefficient close to zero) indicates that the given retrieval model tries the balance the retrievability of all documents.
Retrievability measure has been used in a number of different contexts (see [5] for more details and [3, [7] [8] [9] [10] [11] for examples of its usage in practice). However, there has been little work on analyzing the relationship between retrievability and more standard IR effectiveness measures. One important aspect of retrievability measure is that it can be analyzed or estimated without the availability of explicit ground truth (relevance judgments). It thus provides an attractive alternative for the automatic ranking of retrieval models. Additionally, it can be also used for tuning a retrieval model's effectiveness by varying its parameter values or retrieval features over retrievability so that they can perform well for a given collection. However, these can only be possible if there is a significant positive correlation between the retrieval bias (i.e., the summarized retrievability of all documents) and effectiveness measures. This is because high or low retrieval bias of retrieval models does not mean directly that the retrieval models will also perform well on the effectiveness measures. For instance, given the definition of retrievability, a retrieval model that ranks the documents by randomly selecting from the document collection would provide a better retrievability to all documents. This would result in a low retrieval bias, but very poor effectiveness for finding the relevant documents. Conversely, a retrieval model that only ranks the set of known relevant documents at the top-ranked positions, regardless of given queries would provide a high inequality among documents (poor retrievability and high retrieval bias) but better effectiveness for a set of known topics. This indicates that neither extreme is desirable. However, to what extent we need to trade-off between the retrievability and the effectiveness depends upon the correlation between them.
The focus of this paper is twofold. First, we try to identify the correlation between Gini coefficients (retrieval bias) of retrieval models and recall, precision, MAP and b-pref (effectiveness) measures. Second, we aim at optimizing retrieval models on the basis of retrieval bias. We start our analyses, by first examining the relationship between them by ranking retrieval models on retrievability and effectiveness measures. In order to do this, we test a large variety of different retrieval strategies. These include standard retrieval models, language modeling-based retrieval models, term proximity-based retrieval models and low-level features of IR. Once the systematic relationship between the retrievability and effectiveness measures is confirmed, we then propose some strategies for optimizing the effectiveness of retrieval models on the basis of retrievability. These include tuning the parameter values of retrieval models over retrievability and partitioning the collection on the basis of low and high retrievability of documents. We further show that this principle may even be applied to learn a completely new retrieval model using a genetic programming approach, where the fitness function is guided solely by the evolving retrieval model's retrieval bias. This offers a promising approach for fine-tuning and optimizing retrieval models for a specific collection and their characteristics without having to invest enormous amounts of effort into manually labeling the relevant documents of a collection, assessing their relevance. Our analysis on the relationship between retrievability and effectiveness measures shows that the two goals of IR, minimizing retrieval bias and maximizing effectiveness, are quite related to each other. This motivates the hypothesis that a reasonably good retrieval model for a specific collection can be obtained by selecting a retrieval model that minimizes retrieval bias (i.e., when there is the least retrievability inequality between documents according to Gini coefficient given the r (d) values).
The remainder of this paper is structured as follow. Section 2 reviews related work on the bias assessment of retrieval models and automatic ranking of retrieval models effectiveness. Section 3 summarizes the concept of retrievability measurement. Section 4 describes the TREC-CRT (TREC Chemical Retrieval Track 2009) benchmark corpus that is used for experiments in this paper and retrieval bias results for several configurations of this collection with different retrieval models. Section 5 analyzes the relationship between retrievability and effectiveness measures through different experiments. In Sect. 6, retrievability is used as a fitness function in genetic programming for automatically evolving effective retrieval model, demonstrating the approach of optimizing a retrieval function purely based on (unsupervised) retrievability scores. Finally, Sect. 7 briefly summarizes the key lessons learned from this study.
Related work
Our study is at the crossover between two IR domains: retrieval models bias assessments and automatic ranking of retrieval models. In this section, we give an overview of the main works of both domains.
Bias assessment of retrieval models
Bias assessment of search engines/retrieval models has always received a considerable attention in the IR research community. Web coverage and documents retrievability are two wellknown measures for discovering search engine bias. Work on web coverage-based bias considered a range of possible biases [4, 29, 33, 43, 46] . These include aspects such as whether one site has more coverage than another, whether sites in particular geographical locations are favored [43] , or whether search engines are biased given a particular topic. These studies are usually motivated by the view that search engines may be providing biased content, and these measures are aimed at being regulatory in nature.
Unlike web coverage-based bias measures, retrievability extremely focuses only on the documents findability or their accessibility, and this can also be used to detect bias of a retrieval model. The retrievability measures how likely a document can be found at all with a given retrieval model. Retrievability experiments conducted by Azzopardi and Vinay [5] on AQUAINT and .GOV datasets revealed that with a TREC-style evaluation, a proportion of the documents with very low retrievability scores (sometimes more than 80 % of the total collection with higher retrieval bias models) can be removed without significantly degrading effectiveness. This is because the retrieval models are unlikely to ever retrieve these documents due to the high bias they exhibit over the documents of a given collection.
Bashir and Rauber [8] analyzed retrievability of documents specifically with respect to relevant and irrelevant queries to identify whether highly retrievable documents are really highly retrievable, or whether they are simply more accessible from many irrelevant queries rather than from relevant queries. Their experiments revealed that 90 % of documents that are highly retrievable across all types of queries are not highly retrievable when they are searched from relevant queries.
Experiments on query expansion for improving the retrievability of documents are investigated in Bashir and Rauber [9, 11] . These showed that the initial users' queries are not efficient for correctly capturing and interpreting the context of search. Therefore, a few numbers of noisy documents at higher rank positions pull the majority of retrievability scores toward them, creating a high retrieval bias. In order to mitigate this limitation, the authors expand the initial queries with query expansion through pseudo-relevance feedback (PRF) documents. Experiments on different collections of patent documents suggest that the query expansion through PRF can be used as an effective approach for increasing the retrievability of documents and decreasing retrieval bias.
Bashir and Rauber [10] proposed an approach for improving the retrievability of documents by partitioning the collection. In their approach, rather than retrieving and ranking documents from a single collection, they first split the two categories of documents low and high retrievable documents into two partitions. Having split the collection into these two categories, they then perform retrieval by treating these classes as independent partitions and process queries independently for each partition and subsequently combine the result sets. Results showed that this helps in increasing overall retrievability, reducing the dominance of certain documents in query processing and thus reducing the bias of retrieval models.
Bache and Azzopardi [7] also performed retrievability experiments on a patent collection. Their results confirmed the presence of a large amount of retrieval bias on the patent collection. In order to reduce this retrieval bias, they used a series of hybrid retrieval models. The features of these hybrid models were based on the term frequency sensitivity, length normalization and the convexity. Results showed that the hybrid models provide greater access to the documents than the standard retrieval techniques (BM25 and TFIDF).
Automatic ranking of retrieval models
Evaluating the effectiveness of retrieval models normally requires a test collection, a set of queries and the relevance judgments for each given query. However, for a very large collection, creating relevance judgments is a difficult and extremely time-consuming task, because for each given query all documents need to be judged for relevance. Due to this reason in past few years, increased research is observed in the IR research community in proposing methods to automatically rank the retrieval models without resource to relevance judgments available.
Soboroff et al. [40] proposed a method of ranking retrieval models without human relevance judgments. Their methodology replaced the human relevance judgments with a number of pseudo-relevance judgments. They choose these pseudo-relevance judgments randomly from a pool. They used four different variations of pseudo-relevance judgments selection in order to check the consistency of the random selection mechanism with the human relevance judgments. Their experiments revealed that the retrieval models rankings produced from their method correlate positively to the actual TREC rankings.
Aslam and Savell [2] proposed a method to rank retrieval models on the basis of similarity between retrieval models. The similarity between two models is the ratio of the number of retrieved documents in their intersection and union sets. Each model then ranked according to its average similarity with other models. Wu and Crestani [47] also found the similarity between retrieval models useful for ranking retrieval models. They proposed a reference count (RC) method to rank retrieval models. Their method processed each query with all given retrieval models and count the frequency (reference counts) of all documents in the result lists. The retrieval models are then ranked according to their total reference count sum of retrieved documents. Instead of just considering the frequency of documents, they further considered several variations of RC by assigning higher weights to those documents that frequently appeared at the top rank positions of many result lists. Results showed that the proposed methods are effective; however, neither of them is good for predicting the effectiveness of top-performing retrieval models.
Nuray and Can [34] investigated pseudo-relevance judgments for automatic ranking of retrieval models on a very similar data set as used by [40] , specifically TREC-3,5,6,7. However, contrary to [40] , they did not utilize all available retrieval models in the derivation (generation) of pseudo-relevance judgments. The authors used several approaches for finding out a good subset of p% of retrieval models. The best approach that they found is to select those retrieval models that are most different from the average retrieval model. Once a subset of top-performing retrieval models is determined, the top b ranked documents in the result lists of selected retrieval model are merged, and the top s% documents of the merged list are used for the pseudo-relevance judgments. In order to merge the result lists, they examined three techniques (rank position, borda counting and condorcet voting), and the best performing technique that they found is to rely on condorcet voting. In condorcet voting, both the frequencies and ranks of documents in different result lists play a combined role in choosing the dominant s% documents for the pseudo-relevance judgments. They showed that their results outperform the results reported in [40] for the datasets evaluated.
Spoerri [41] found that using all available retrieval models at once (as done mostly in the previous approaches) creates a considerable amount of noise as near duplicate models could be entered, and this noise can boost some retrieval models in a biased way. On the basis of this hypothesis, they repeatedly ranked a set of five randomly selected retrieval models on the basis of their result lists overlap structure and then averaged the results across all trials to gain a ranking for all retrieval models. Their reported experiments on TREC-3,6,7,8 showed significantly higher correlations than the previous work, and the best models are consistently ranked in at least the top half of the ranking.
All of the methods reviewed above either used pseudo-relevance judgments or considered the similarity between retrieval models on the basis of top retrieved documents in order to rank retrieval models. Our approach is different to these; we consider the retrievability inequality between documents of a collection (representing retrieval bias) as a measure for ranking retrieval models.
Retrievability measure
The following description of retrievability measurement as introduced by Azzopardi and Vinay [5] (adopted from [10] ) provides a quick introduction of how it is measured. Given a collection D, a retrieval models accept a user query q and return a ranked list of documents, which are deemed to be relevant to q. We can thus consider the retrievability of a document as influenced by two factors: (a) how retrievable it is, with respect to the collection D, and (b) the effectiveness of the ranking strategy of the retrieval model. In order to derive an estimate of this quantity, Azzopardi and Vinay [5] used query set-based sampling [13] . The query set Q could either be a historical sample of queries or a artificial simulated substitute similar to users' queries. Then, each user's q ∈ Q is issued to the retrieval model, and the retrieved documents along with their positions in the ranked list are recorded. Intuitively, retrievability of a document d is high when:
1. there are many probable queries in Q which can be expressed in order to retrieve d and 2. when retrieved, the rank r of the document d is lower than a rank cutoff (threshold) c. This is the point at which the user would stop examining the ranked list. This is a user dependent factor and thus reflects a particular retrieval scenario in order to obtain a more accurate estimate of this measure. For instance, in web search scenario, a low c would be more accurate as users are unlikely to go beyond the first page of the results, while in the context of recall-oriented retrieval settings (for instance, legal or patent retrieval), a high c would be more accurate.
Thus, based on the Q, r and c, we formulate the following measure for the retrievability of d.
f (k dq , c) is a generalized utility/cost function, where k dq is the rank of d in the result list of query q, and c denotes the maximum rank that a user is willing to proceed down in the ranked list. The functionf (k dq , c) returns a value of 1, if k dq ≤ c, and 0 otherwise. p(q) denotes the likeliness that a user actually issues query q. This probability may be hard to determine explicitly and is thus frequently set to 1, i.e., to give all queries equal probabilities. More complex heuristics considering the length of the query, the specificity of the vocabulary, etc. may be considered. Defined in this way, the retrievability of a document is essentially a cumulative score that is proportional to the number of times the document can be retrieved within that cutoff c over the set Q. This fulfills our aim, in that the value of r (d) will be high when there are a large number of (highly probable) queries that can retrieve the document d at the rank less than c, and the value of r (d) will be low when only a few number of queries retrieve the document. Furthermore, if a document is never returned at the top-ranked c positions, possibly because it is difficult to retrieve by the retrieval model, then the r (d) is zero. The cumulative measure of the retrievability score of a document on the basis of binary f (k dq , c) function ignores the ranking position of a document in ranked result list, i.e., how accessible the document is in the ranking. A gravity-based measure can be used for this purpose by setting the function to reflect the effort of going further down in the ranked result list, and it is defined asf
The rank cutoff factor is changed to β which is a dampening factor that adjusts how accessible the document is in the ranking. In our experiments, we calculate the retrievability score of documents only on the basis of cumulative measure.
The inequality between the retrievability score of documents can be further analyzed using the Lorenz curve [22] . In Economics and the Social Sciences, a Lorenz curve is used to visualize the inequality of the wealth in a population. This is performed by first sorting the individuals in the population in ascending order of their wealth and then plotting a cumulative wealth distribution. If the wealth in the population was distributed equally, then we would expect this cumulative distribution to be linear. The extent to which a given distribution deviates from the equality is reflected by the amount of skewness in the distribution. Azzopardi and Vinay [5] employed similar idea in the context of a population of documents, where the wealth of documents is represented by r (d) function. The more skewed the plot, the greater the amount of inequality, or bias within the population. The Gini coefficient [22] G is used to summarize the amount of retrieval bias in the Lorenz curve and provides bird's eye view. It is computed as follows.
D represents the set of documents in the collection. If G = 0, then no bias is present because all documents are equally retrievable. If G = 1, then only one document is retrievable and all other documents have r (d) = 0. By comparing the Gini coefficients of different retrieval methods, we can analyze the retrieval bias imposed by the underlying retrieval systems on a given document collection.
The retrievability measure that is defined in Eq. 1 cumulates the retrievability scores of documents over all queries. Thus, in case of exhaustive query generation, long documents potentially have higher numbers of query combinations possible than short documents due to their larger vocabulary sizes. This may favor long documents that are retrievable from only a small fraction of their all possible queries over short documents that are potentially retrievable from a large faction of their queries. We thus propose to normalize the cumulative retrievability scores (normalized retrievability) of documents with the total number of queries they were created from and thus potentially can retrieve a particular document. It is defined as:r
The cumulative r (d) scores of documents are normalized with theQ (d) . This is the set of all queries that can retrieve d when not considering any rank cutoff factor. This accounts for difference in the vocabulary richness across different documents of collection. The documents with a large vocabulary size produce many more queries. Such documents are thus theoretically retrievable through a much larger set of queries. The standard r (d) score would thus penalize a retrieval model that provides perfectly balanced retrievability to all documents just because some documents are rather vocabulary poor and cannot be retrieved by more than the few queries that can be created from their vocabulary. This is where a normalized retrievability score accounting for the different vocabulary sizes per document, and it provides an unbiased representation of the retrieval bias without automatically inflicting a penalty on the retrieval models that favor or disfavor long documents. Again, the relative retrievability score may be complemented with factors accounting for the likeliness of the individual queries p(q).
Experiments setup

Document collection and query generation for retrieval bias analysis
To analyze the relationship between the effectiveness and the retrieval bias of retrieval models, we use the 1.2 million patent documents from the TREC Chemical Retrieval Track (TREC-CRT) [31] . 1 As we are specifically interested in the relationship between effectiveness measures (such as precision, recall and MAP) and retrievability, we will compute the retrievability for only the subset of 35,000 documents. We select this subset randomly from the 1.2 million documents. While it would be possible to compute the retrievability scores for all documents (apart from being almost prohibitively expensive due to the enormous amount of queries that can be generated over the entire vocabulary), it would seem unfair to use more information for retrievability measure (thus begin more robust) than for effectiveness measures. Note, however, that all queries are of course processed over the entire collection of 1.2 million documents. Queries will be generated from only the 35,000 documents.
We consider all sections (title, abstract, claims, description and background summary) of patent documents for both retrieval and query generation. Stop words are removed prior to indexing and words stemming is performed with the Porter stemming algorithm. Additionally, we do not use those terms of the collection that have document frequency greater than 25 % of the total collection size to remove high-frequency stop words. For retrievability analysis, queries are generated with the combinations of those terms that appear more than one time in the document. For these terms, all 3-terms and 4-terms combinations are used in the form of boolean AND queries for creating the exhaustive set of queries Q, with duplicate queries being removed. Additionally, we consider only those queries that have query result list size of more than the rank cutoff c = 100.
The experiments presented in Sects. 5 and 6 are verified with several different retrieval models' parameter values and ranking features configurations, where each experiment run requires the processing of all queries in Q. This requires large processing time and resources. Thus, in order to complete the experiments in a reasonable time, we select a subset of two million queries from Q. However, rather than selecting this subset randomly, we select it on the basis of query quality prediction [24, 50] . This is further motivated by earlier analysis of the relationship between query quality and retrieval bias [12] . In this method, we first order all queries in Q using the simplified query clarity score (SCS) [16] . Then, we select the two million queries that have the highest SCS scores. These queries are then used for document retrieval against the complete collection of 1.2 million documents as boolean AND queries with subsequent ranking according to the chosen retrieval model to determine the retrievability scores of documents as defined in Eq. 4.
Effectiveness analysis
We select the prior art (PA) task of the TREC-CRT collection for analyzing the effectiveness of retrieval models. The PA task consisted of 1,000 topic queries that are the full-text patent documents (i.e., consisting of at least claims and abstract or description) taken from both the European Patent Office (EPO) and the US Patent Office (USPTO). The goal of searching a patent database for the prior art search task is to find all previously published related patents on a given topic [21, 31, 32] . It is a common task for patent examiners and attorneys to decide whether a new patent application is novel or contains technical conflicts with some already patented invention. They collect all related patents and report them in a search report. We use these reports as relevance judgments. Next, we apply a standard approach for query generation in the patent retrieval domain. From each topic, we select only the claim section because it is regarded as being the most representative piece of text, characterizing the scope of invention well due to the rules of the patent system worldwide as done also in [21, 25, 32, 37] . In order to build the prior art queries from the claim sections, we first sort all the term in the claim sections on the basis of their increasing term frequencies. Next, we select the top 30 terms that have highest frequencies and use these terms in the form of a long query for searching the relevant documents. Note that more complex query generation approaches may be used. Yet, as our primary motivation is to analyze the relationship between effectiveness and retrievability, this standard baseline is sufficient.
Retrieval models
The retrieval models that we use for retrieval bias analysis include standard retrieval models, language modeling-based retrieval models, term proximity-based retrieval models and lowlevel retrieval features of IR.
Standard retrieval models
• TFIDF: The TFIDF (term frequency inverse document frequency) is a retrieval model often used in information retrieval. It is a statistical measure used to evaluate how important a query term is to a document. The importance increases proportionally to the number of times a term appears in the document but is offset by the frequency of the term in the collection. The standard TFIDF retrieval model is described as follows:
is the term frequency of query term t in d, |D| is the total number of documents in the collection, and d f t represents the total number of documents containing t.
• NormTFIDF: The standard TFIDF does not normalize the term frequencies relative to document length, thus sensitive and bias toward large absolute term frequencies. It is possible to address the length bias using document length |d| and defied normalized TFIDF (NormTFIDF) as:
• BM25: Okapi BM25 arguably one of the most important and widely used information retrieval models. It is a probabilistic function and nonlinear combination of three key attributes of a document: term frequency t t,d , document frequency d f t and the document length |d|. The effectiveness of BM25 is controlled by two parameters k and b. These parameters control the contributions of term frequency and document length. We used the following standard function of BM25 proposed by [36] :
|d| is the average document length in the collection from which the documents are drawn. k and b are two parameters, and they are used with k = 2.0 and b = 0.75.
• SMART: The System for Manipulating and Retrieving Text (SMART) is a retrieval model in information retrieval. It is based on the vector space model. We use the following variation of SMART developed by Singhal [38] at AT&T Labs.
avt f represents the average number of occurrences of each term in the d, ut f is the number of unique terms in d, and pivot represents the average number of unique terms per document.
Language models with term smoothing
Language model tries to estimate the relevance of document by estimating the probabilities of terms in the document. The terms are assumed to occur independently, and the probability is the product of the individual query's terms given the document model
M d is the document under consideration for which the language model tries to estimate the probability that the query q was generated by this language model.
The overall similarity score for the query and the document could be zero if some of query terms do not occur in the document. However, it is not sensible to rule out a document just because of missing only a few or single term. For dealing with this, language models make use of smoothing to balance the probability mass between the occurrences of terms present in documents and the terms not found in the documents. We use the following four variations of terms smoothing in our experiments.
• Jelinek-Mercer Smoothing: Jelinek-Mercer smoothing [48] combines the relative frequency of a query's term t ∈ q in the document d with the relative frequency of the term in the collection (D). The amount of smoothing is controlled by the λ, and it is set between 0 and 1. Small smoothing values of λ close to 0 add only the contribution of term frequencies, while large λ values reduce the effect of relative term frequencies within the documents, and more importance is given toward the relative frequencies of terms in the collection.
P(t|D) is the probability of term t occurring in the collection
According to the suggested value of λ by Zhai [48] , we use λ with 0.7.
• Dirichlet (Bayesian) Smoothing (DirS): This smoothing technique makes smoothing dependent on the document length. Since long documents allow us to estimate the language model more accurately, therefore this technique smoothes them less, and this is done with the help of a parameter μ. Since the value of μ is added in the document length, thus small values of μ retrieve less long documents. If the μ is used with large values, then the distinction for difference between document lengths becomes less extreme, and long documents are more favored over short documents. Again, this favoritism mostly occurs in case of long boolean OR queries.
According to Zhai [48] suggestion, we use the μ with 2,000.
• Two-Stage Smoothing (Two-Stage): This smoothing technique first smoothes the document model using the Dirichlet prior probability with the parameter μ (as explained above), and then, it mixes the document model with the query background model using Jelinek-Mercer smoothing with the parameter λ. The query background model is based upon the term frequency in the collection. The smoothing function is therefore:
where μ is the Dirichlet prior probability, and λ is the Jelinek-Mercer parameter. In our experiments, we use the parameter μ = 2,000 and λ = 0.7, respectively.
• Absolute Discount Smoothing (AbsDis): This technique makes smoothing by subtracting a constant δ ∈ [0, 1] from the counts of each seen term. The effect of δ is similar to JelinekMercer parameter λ, but differs in this sense that it discounts the seen terms probabilities by subtracting a constant δ instead of multiplying them by (1 − λ).
T d is the set of all unique terms of d. We use the δ with 0.7.
Low-level retrieval features
This set corresponds to standard statistics in information retrieval. These are
• sum of absolute query term frequencies within
• sum of normalized query term frequencies relative to document length (nt
• and the sum of probability of query's term occurring in the collection (sc f (d, q) = t∈q c f t / d∈D |d|).
Term proximity-based retrieval models
The term proximity set consists of several retrieval models that try to capture the closeness of query terms in the documents. The underlying intuition is that the more compact or closed the query terms are in the documents, the more likely it is that they are topically related, and thus the higher the possibility that the term proximity-based retrieval models would help in decreasing the retrieval bias and increasing the effectiveness. For each query, we first use the JM language model to retrieve top the 500 documents and then use the term proximity-based retrieval models to re-rank them. This feature set consists of the following eight features. More information about these features can be found [14, 18, 42, 49] .
• (f1) SumMinDist f1 (d,q) : is the sum of the minimum distances of all the query's term pairs in the document. The minimum distance is measured in terms. terms of a query at least once. The intuition for this feature is that if all terms of a query reside in a smaller segment of the text, then this indicates that the document contains a segment that has a high probability of relevance, and thus, the document has a higher probability of relevance. Table 1 lists the retrievability inequality between documents providing Gini coefficients (retrieval bias) of retrieval models for a range of rank cutoff factors. Note that high retrieval bias occurs when limiting oneself to short result lists of 5 or 50 documents. The Gini coefficient tends to decrease slowly for all retrieval models as the rank cutoff factor increases. This indicates that the retrieval bias of a retrieval model is mitigated by the willingness of the user's to search deeper down the result list. If a user examines only a small portion of the result list, then he/she will face a greater degree of retrieval bias.
Before performing a comparison on high-level retrieval models, one important factor that we consider important to mention here is that the retrieval bias of retrieval models depend upon the following two attributes of retrieval models: (a) normalized term frequency relative to document length and (b) term document frequency or the term collection frequency relative to the total size of collection. Due to these attributes, the higher of lower retrieval bias of retrieval models depend upon, whether or not the combination of these attributes are presented in the retrieval models, and how these are controlled in the retrieval model (i.e., depends on any parameter or does not depend on any parameter). SMART and NormT-FIDF exhibit higher retrieval bias as compared to other retrieval models. The main reason is that these models do not have above attributes, and thus, in these model, large absolute term frequencies of query terms are preferred over small absolute term frequencies. Due to this reason, the long documents for these models have high percentage of retrievability out of their total queries than short documents, and this increases the overall retrieval bias of these models. TFIDF has both of above attributes, and thus, TFIDF has lower retrieval bias than SMART and NormTFIDF. However, as compared to (BM25, DirS, TwoStage, JM and AbsDis), TFIDF does not control these attributes with the help of any parameter, and thus, it exhibits higher retrieval bias than BM25, DirS, TwoStage, JM and AbsDis. Most term proximity-based retrieval models have low retrieval bias; however, AvgDist, AvgPairDist and SumMaxDist exhibit high retrieval bias. The low-level retrieval features do not exhibit low retrieval bias, expect for ntf(d,q), which has moderate retrieval bias.
Relationship between retrievability and effectiveness measures
So far, we examined the retrieval bias of different retrieval models. Our results show that the retrieval models differ substantially in terms of the retrieval biases that they impose on the population of documents. However, the question still remains, what is the relationship between minimizing the retrieval bias and maximizing a retrieval model's effectiveness?
In this section, we will now specifically examine to what extent the low or high retrieval bias of retrieval models correlates with their effectiveness. That is, if a retrieval model has less retrieval bias than other models, then does it also mean that it is more effective than the others models? If this holds true, then the retrievability will provide a valuable alternative for the automatic ranking of retrieval models in the case when there are no resource to relevance judgments available for a given collection. In order to examine these premises, we perform the following experiments.
1. In the first experiment, we rank all retrieval models on both measures independently and test to what extent the two rankings agree with each other, i.e., to what extent the low retrieval bias of a retrieval model leads to high effectiveness. We use this experiment as a baseline for other experiments where we make several attempts to increase the effectiveness of retrieval models on the basis of retrievability. 2. In the second experiment, we propose an approach for improving the retrievability of documents (minimizing retrieval bias). In this approach, rather than retrieving and ranking documents from a single collection, we first split the document collection into low and high retrievable partitions. Having split the collection into these two categories, we then perform retrieval by treating these classes as independent partitions and process queries independently for each partition and combine the result lists afterward. We can show that this helps in increasing overall retrievability, reducing the dominance of certain documents in query processing and thus reducing the bias of retrieval models. This approach thus provides a higher probability of being able to at least potentially find every document of the collection. 3. In the third experiment, we tune the parameter values of retrieval models over different ranges and examine their effect on both measures. The main motivation behind doing this is to thoroughly investigate whether some set of parameter values of a retrieval model have a strong effect on increasing/decreasing retrievability, we may then expect a similar behavior in the effectiveness of the retrieval model for these parameter settings. If this holds true, then retrievability will provide a valuable framework for tuning a retrieval model's effectiveness for a given collection by adjusting their parameter values over retrievability. 4. In the fourth experiment, we present a framework for automatically learning a good retrieval model with the combinations of machine learning and retrievability. This framework works on the basis of genetic programming to learn retrieval model by combining different types of evidences, including structure and proximity features [14, 18, 42, 49] . This automatic method evolves by applying different genetic operations, such as crossover and mutation, on individuals of population over a series of generations. In each generation, retrievability measure is used as a fitness function for evaluating the fitness of the individuals in the solution space. This is different from previous studies where effectiveness measures such as precision, recall or MAP are used for evaluating the individual solution fitness [15, 17, 19, 20, 35, 45] . These studies require resource to relevance judgments, while our framework is independent of such constraints. This allows us to optimize and fine tune a retrieval system for a specific document collection without the need for relevance judgments.
Relationship between two measures on the basis of retrieval models ranks
In this experiment, we compare the relationship between the two measures on the basis of retrieval model ranks. In this experiment, we want to examine to what extent the low retrieval bias of retrieval models leads to high effectiveness. In order to analyze this, we test and rank all retrieval models independently on both measures. Table 2 shows the retrieval bias and effectiveness scores, and Table 3 shows retrieval model ranks on both measures and the relationship between them. Although the relationship between two rank lists is not totally perfect, it can be observed from the results that the best retrieval models are consistently Retrieval models are ordered by increasing Gini coefficient scores ranked in at least the top half of the ranking. This indicates somewhat systematic relationship between the retrievability and the effectiveness measures. On the basis of these rankings, if we compare only the standard and the language modeling-based retrieval models, then BM25 and the four language modeling approaches (JM, DirS, AbsDis, and TwoStage) have higher effectiveness than other models possibly due to their lower retrieval bias. NormTFIDF has lower retrieval bias than TFIDF and SMART, and also, it has higher effectiveness. However, NormTFIDF has a higher retrieval bias than BM25, JM, DirS, AbsDis and TwoStage and also lower effectiveness than these models. If we focus only on the term proximity-based retrieval models, then MinDistCount, CoOccurrence and PairCoOccurrence have lower retrieval bias and higher effectiveness than other five term proximity-based retrieval models. SumMaxDist, AvgDist and AvgPairDist have higher retrieval bias than other term proximity-based retrieval models and also lower effectiveness than other models. In low-level retrieval features, ntf(d,q) has the lowest retrieval bias than other features, and this feature also has the highest effectiveness than other low-level features. The main reason behind the systematic relationship between the high retrieval bias and the low effectiveness may be the level of retrievability inequality between the documents. When relevant documents show low retrievability, then these are less likely to retrieved at top-ranked positions due to the presence of high retriev- Retrieval models are ordered by increasing Gini coefficient ranks able documents. This high level of retrievability inequality between documents decreases the overall effectiveness of retrieval models.
Decreasing retrieval bias by collection partitioning approach
The experiments above reveal that, indeed, a collection consists of documents that show highly different behavior in retrievability. Some documents are returned within the top-c results for a huge number of queries, possibly suppressing others that almost never show up within the top-c results for any query. This means that these documents are virtually inexistent for a searcher. One of the goals of recall-oriented retrieval domains is to ensure that all relevant documents are potentially found. We thus need to devise ways to ensure that the documents exhibiting low retrievability can also be retrieved by the queries that they are potentially relevant for. In order to do so, we propose to split a collection into two partitions, consisting of high and low retrievable documents. Having split the collection into these two partitions, we then perform retrieval by treating these partitions as independent collections. We process queries independently for each partition and subsequently combine the result lists by taking half documents from one partition and half documents from other partition. This ensures that the final result list will always include also documents having a low retrievability Results in bold show retrieval models have less retrieval bias than other models Partition reflects partition-based retrieval strategy, and Standard reflects standard retrieval strategy score, i.e., that would rarely or never have been returned within a certain rank cutoff in a standard retrieval setting independent of collection partition. Table 4 lists the Gini coefficient scores for a range of rank cutoff factors on different query sets. 2 For each query, we merge the results from both partitions on the basis of percentage of documents retrieved from the partitions relative to total number of documents retrieved from both partitions. This always includes documents having low retrievability score in the final results list. This reduces the dominance of certain documents in query processing and thus reduces the bias of retrieval models as compared to the standard retrieval approach as clearly visible from the results of Table 4 . On high-quality queries, both retrieval strategies have comparable retrievability effectiveness; however, as the query quality decreases, the partition-based retrieval achieves significant improvement over the standard retrieval strategy due to high retrieval bias exhibited by the standard retrieval strategy.
From Table 4 results, we can observe that the partition-based retrieval (PBR) approach significantly reduces the retrieval bias for most of retrieval models. However, contrary to our hypothesis on effectiveness measures, we do not find any significant improvement with PBR (see Table 5 ). In most of cases, PBR even hurts the effectiveness of retrieval models. In order to find the reason behind this, we take a look on the probability distribution of the relevance judgments of the TREC-CRT collection relative to document length. This will help us to find out any amount of bias in the relevance judgments toward long or short documents. Since long documents cover more query material than short documents, thus the probability of Probability of Relevance
Document Length
Probability of Relevance/Length relevance increases as the document length increases. This hypothesis has been supported by a number of empirical studies investigating the relationship between the document relevance and the length [26, 28, 30, 39 ] on a variety of TREC collections. For the sake of simplicity, we call this bias "relevance bias". Figure 1 shows the probability distribution of relevance judgments relative to document length for the TREC-CRT collection. The distribution of Fig. 1 also supports the above hypothesis. The probability of relevance increases as the document length increases. This indicates that in order to achieve high effectiveness, it is necessary to provide high retrieval likelihood for long documents. This would achieve high effectiveness, but hurts the retrieval bias by not providing equal access to all documents of the collection. Please note that the above analysis does not allow any statement with respect to the quality of this length-based relevance bias. It may be a real, factual shift of relevance in long documents, but may also stem from the way relevance judgments are created when this process of relevance judgment creation may involve retrieval models of some kind, that exhibit their own bias, we may see the resulting bias reflected in the ground truth. This may be particularly true for pooling approaches obtain for relevance assessments. Based on the above observation, we can conclude that the relationship between the retrievability and the effectiveness depends partially upon the amount of relevance bias in the relevance judgments. If this relevance bias is low, then we can expect that decreasing retrieval bias would also support achieving high effectiveness. However, if this relevance bias is high toward either long or short documents, then decreasing retrieval bias after a certain level will hurt the effectiveness. Fig. 2 Difference between the standard retrieval and the partition-based retrieval strategies on the basis of retrieval likehood relative to document length Now, using the above observation, we compare the effectiveness of PBR and the standard retrieval approach on the basis of retrieval likehood and relevance likehood. We follow the binning analysis strategy proposed in [39] and plot the two patterns of likehood relative to document length. We order all documents of the TREC-CRT collection on the basis of their lengths and divide them into 400 equal sized bins. We then compute the probability of the top 100 retrieved documents of each query belonging to a certain bin. This gives us the conditional probability of retrieval P(d ∈ Bin i |d is retrieved) for a particular retrieval strategy. We then compare this retrieval likehood pattern with the relevance likehood pattern. This reveals important information about the term weighting strategy of different retrieval models. From the Fig. 2 results, we can observe that
SMART TFIDF
• TFIDF gains significant improvements with PBR on both effectiveness and retrieval bias measures. This is because TFIDF does not normalize query term frequencies relative to document length. It thus has a high bias toward long documents in case of standard retrieval approach (see Fig. 2 ). PBR reduces this dominance of long documents and increases the retrieval likehood of short documents in the low retrievability partition. This increases both the effectiveness and the retrievability.
• NormTFIDF normalizes query term frequencies relative to document length. This increases the retrieval likehood of short documents. However, since the relevance judgments are biased toward long documents, with standard retrieval approach we could not find any significant improvement on the effectiveness. PBR attempts to reduce this dominance. After splitting also does not increase retrieval likelihood, as after partitioning, NormTFIDF again starts to increase the retrieval likehood of short documents in both partitions. Yet, we can find some retrieval increment for the middle length documents. These are the document of low retrieval partition, and due to query terms normalization, NormTFIDF increases their likehood of retrieval by a large percentage than the long documents.
• BM25, JM, AbsDis, DirS and TwoStage control query term frequencies normalization with the help of parameters. These models also do not over penalize the short documents as we observed in the case of TFIDF. Now, if we look at the results of these models, then PBR significantly hurts the effectiveness. This is because it reduces the retrieval likehood of long documents (see Fig. 2 results) in the form of providing equal access to all documents. The retrieval likehood curves of all these models with the PBR are less skewed than the curves of standard retrieval-based strategy. Due to this fact, the relevance bias that is necessary in order to achieve high effectiveness is penalized.
On the basis of these observations, we can conclude that the retrievability measure has a strong relationship with the effectiveness. However, the strength of this relationship depends upon the bias of relevance judgments. If the relevance judgments are biased toward either long or short documents, then retrievability serves as an indicator only up to a certain level. This level reflects the relationship between the probability of retrieval likehood and the probability of relevance likehood. After this threshold, optimizing for retrievability would start penalizing the effectiveness due to providing equal access to all documents.
Increasing effectiveness of retrieval models by tuning their parameters over retrieval bias
Most of retrieval models are tuned with the help of parameter values. These parameters either control the query terms normalization relative to document length or smooth the document relevance scores in case of unseen query terms. In this experiment, we tune the parameter values of different retrieval models over specified ranges and examine their sensitivity and change with both measures (effectiveness and retrieval bias). Four language modeling approaches with term smoothing (JM, DirS, AbsDis and TwoStage) along with BM25 are used for this purpose. In case of BM25, JM and TwoStage, the parameters b and λ are varied from 0.1 to 1.0 in steps of 0.1, while the parameter μ in case of DirS is varied from 500 to 10,000 in steps of 1,000. Figures 3, 4 , 5, 6 and 7 show the effect of parameter values on both measures. We can observe that all those parameter value settings that exhibit high retrieval bias do not correspond to the maximum effectiveness. The maximum effectiveness is gained only when the parameter values result in low retrieval bias. Along with the parameter values that exhibit low retrieval bias and high effectiveness, there exist also some parameter values that, while achieving low retrieval bias, also hurt the effectiveness by a small fraction. This decrease in the effectiveness occurs due to the relevance bias on long documents, while the tuned retrieval models aim at providing equal access to all documents. These findings again indicate the presence of a strong relationship between the Gini coefficient and Precision@30, Recall@100, MAP, and b-pref, representing effectiveness of retrieval models.
Evolving robust retrieval model using genetic programming and retrievability
The results so far confirm a significant correlation between the retrievability and the effectiveness. In this section, we will now utilize this correlation for automatically producing effective retrieval models with the combination of genetic programming and retrieval bias. Automatically evolving effective retrieval models with the help of genetic programming (GP) is not a new research idea. In the past few years, there have been several attempts on this research [15, 17, 19, 20, 35, 44, 45] . However, in all of these studies, the fitness of the GP-evolved solutions is checked with the help of effectiveness measures (precision, MAP, recall, etc.). These studies depend on relevance judgments (ground truth) being available. By relying on ther (d) (retrievability scores of documents), our approach does not require any relevance judgments. An effective retrieval model evolves by applying genetic operations, such as crossover and mutation on the individuals of populations over a series of generations. In each generation, retrieval bias is used as a fitness function for evaluating the fitness of individuals in the population. After convergence of the GP process, analysis of the relationship between retrievability and effectiveness measures reveals that those individuals (heuristically modified retrieval models) that perform well on the retrievability measure have also good performance on the effectiveness measures.
The learning process is formalized as follows. Given a query collection Q and a document collection D, a feature extractor produces a vector of features that describe the match between the relevant documents and the queries in Q. The range of features that are used in this study includes both the classical IR features as well as recently developed proximity-based features. During the evaluation process, GP tries to optimize a retrieval model f such that the access of f over all documents of the collection can be maximized (increasing retrievability). Once all the generations finish their processing, the individual having the minimum retrieval bias is returned as an output. 
Genetic programming framework
Genetic programming is a branch of evolutionary computing. It helps to solve exhaustive search space problems without requiring the user to specify the structure of the solution in advance. There are two main steps in genetic programming: (a) initial population creation and (b) recombination with the existing population to evolve better solutions. Generally, the initial population (generation) is created randomly, and it is modeled in the form of trees. Each tree represents a solution, structured by several nodes. Nodes can be either operators (functions) or operands (terminals). From the initial population, recombination occurs to evolve better solutions (next generation's population). This is performed by either a crossover or a mutation. In order to produce better populations, it is important to select better solutions from the current population in a larger percentage. This selection is done by a fitness function that measures how well an individual performs in its environment. The process of recombination iterates until a predefined number of generations has been created or no further improvements can be observed. Some important parameters in GP are as follows: (a) the population size, (b) the number of generations, (c) the depth of tree, (d) the function set and (e) the terminal set.
The proposed GP-based learning framework is summarized as follows. An individual I of the current population represents a retrieval model. It is expressed as a functional expression of three components: Sv (retrieval features), Sc (constants) and Sop (operators). Sv is a set of retrieval features. Sc is a set of predefined real numbers ranging from 0 to 1. Sop is a set of arithmetic operators (+, /, * ). In the implementation, I is represented as a binary tree structure, in which an internal node is an arithmetic operator and a leaf node is a ranking feature. In experiments, we explore the maximum depth of individuals up to 6 levels. Furthermore, we perform experiments with up to 100 generations and with 50 individuals per generation.
The evolution process works as follows. Individuals of the initial population are produced randomly by a ramped half-and-half method [27] . In this method, the individuals are produced randomly. However, it ensures that half of the individuals must not have all the branches of the maximum tree depth. For the reproduction of new individuals for the next generation, the top 10 % individuals of the current generation that exhibit minimum retrieval bias are moved to the next generation without any modification. This is done for the survival of the fittest individuals. Next, the remaining population is produced 70 % by crossover and 30 % by mutation. Parents for crossover are selected with the 5-tournament selection approach. This removes any kind of bias in the parents' selection process. The 5-tournament selection approach randomly selects a few individuals from the previous generation and returns one individual (for the mutation) or two individuals (for the crossover). Crossover is applied on the parents by simply switching their sub-trees to each other. The sub-trees for the crossover are also selected randomly. In this process, two new individuals are produced. In mutation, a mutant is created by randomly choosing an internal node of the selected individual, and then, its whole sub-tree is replaced with a randomly generated tree. After the evolution ends its processing, the output set O representing the best individuals is returned as a candidate solutions.
Retrieval features
Formally, a feature f k is a function that takes a query and the document f k (d, q), and outputs documents' relevance score. The features that we use in the GP-based learning include a set of low-level features (Sect. 4.4) and the term proximity-based features (Sect. 4.5) proposed recently in [14, 18, 42, 49] .
Before starting the processing of GP, a query-based normalization on all features is performed in order to normalize all feature values into a range of [ 
Experiments
We evaluate two correlations (using Spearman's rank correlation coefficient) in order to determine whether the GP approach presented above can be utilized effectively for evolving retrieval models on the basis of retrievability measure without relying on the relevance judgments. 3 • First, we analyze the relationship between the retrievability and the effectiveness measures over the fittest individual of each generation. This allows us to verify that the hypothesis behind our GP-based approach is actually holding, as well as indicates any improvement over retrievability and effectiveness.
• Second, we analyze the relationship between the retrievability and the effectiveness over the average fitness of each generation. This ensures that the correlation hypothesis between the retrievability and the effectiveness holds in general. Figure 8 shows the improvement in decreasing retrieval bias and increasing effectiveness that is gained by the fittest individual of each generation. As expected, retrieval bias decreases in a nonstrictly monotonic manner as the generations evolve. Figure 9 shows how the average fitness improves within each generation, as well as the associated gain in effectiveness measures. Within the first few generations, a large number of individuals yield only nonsensical weights. This gives poor average retrieval bias and effectiveness. These individuals quickly die out, resulting in the dramatic improvements on average fitness for the first few generations. Once the system stabilizes, average fitness rises very slowly over the course of a large number of generations. Over the last few generations, we can observe a considerable decrease in the retrieval bias and increase in the effectiveness. However, suddenly generations having low retrieval bias start hurting the effectiveness. This happens due to the relevance bias in the form of providing high level of equal access to all documents. This can be also observed from the Fig. 8 results, where the fittest individuals from generations 55-75 have lowest retrieval bias and higher effectiveness than the fittest individuals from generations 85-100. Overall, generations with high average Gini coefficients (i.e., high retrieval bias) show low effectiveness, while generations with low average Gini coefficients show high effectiveness. This is a strong indicator that, at least for the recall-oriented applications, a strong retrieval bias (rendering many documents virtually unfindable or hardly findable) has a significant impact on the effectiveness. Table 6 Tables 7 and 8 list the three best retrieval models that evolved with genetic programming guided byr (d) and r (d). The effectiveness of these retrieval models is given in Tables 9 and 10. If we compare the effectiveness of the fittest GP-evolved solution with the term proximitybased retrieval models of Sect. 4.5 and the low level features of IR (Sect. 4.4), then the previous effectiveness with the lowest retrieval bias model (PairCoOccurrrence) of Table 2 results was (Recall@100 = 0.139), (Precision@30 = 0.068), (M AP = 0.038), (b − pre f = 0.483). The GP improves this to (Recall@100 = 0.157), (Precision@30 = 0.107), (M AP = 0.052) and (b− pre f = 0.450) with the fittest individual (see Table 9 ) with (Recall@100 = +13 %), (Precision@30 = +57 %), (M AP = +37 %) and (b − pre f = −7 %) improvement. Note that this improvement happened without any use of ground truth relevance assessments.
Conclusion
Retrievability measures, to what extent a retrieval model provides theoretically equal access to all documents, i.e., returns all documents with equal likelihood if all possible queries are posed against a specific document collection. The studies presented in this paper reveal that at least for recall-oriented application domains, where users are willing to proceed down to 50, 100 or 250 items in a ranked search result list, there is a high correlation between the effectiveness of a retrieval model measured in precision, recall, or MAP and retrievability. This indicates that retrieval models may be tuned using retrievability as a guiding measure, rather than more conventional approaches of tuning through effectiveness measures. The advantage of relying on retrievability is that it does not require any ground truth to be provided for tuning. Thus, a retrieval model's parameters may be tuned toward a given document collection and • When analyzing the relationship between retrievability and effectiveness by ranking all retrieval models independently on both measures, results indicate a significant correlation Table 6 The correlation between the retrieval bias and the effectiveness on the basis of average fittest individual of each generation with r (d) andr (d) decreasing the retrieval bias of a retrieval model provides benefit in terms of effectiveness up to only a certain level. This level reflects the relationship between the probability of the retrieval likehood of the retrieving strategy and the probability of relevance. After this threshold, decreasing the retrieval bias starts penalizing the effectiveness of the retrieval model due to providing equal access to all documents of the collection.
• In subsequent experiments, we further show that this principle may even be applied to learn completely new retrieval models using a genetic programming approach, where the fitness function is guided solely by the evolving model's retrieval bias. This offers a promising approach for fine-tuning and optimizing retrieval models for a specific document collection and its characteristics without having to invest enormous amounts of effort into manually labeling the relevant documents of a collection, assessing their relevance.
Future work will focus on obtaining a better understanding of the specific characteristics of a document collection, its representation in feature space and the space spanned by the query representation. This will provide a clearer picture on a formal level of how a retrieval model may be tuned and specifically in which situations a high retrieval bias may be expected. We further want to investigate, to what extent similar approaches can be used to tune retrieval models for precision-oriented settings and for other TREC datasets and to what extent unbiased access toward all documents in a collection with respect to the features selected to represent them (that is when certain document characteristics such as unequal document lengths lead to unexpected biases rather than using this as an explicit feature favoring shorter results as more precise) is a desirable and beneficial characteristic of a retrieval model across a range of application domains. Dr. Bashir has published around 25 research papers in leading international conferences and journals of information retrieval and data mining. His current research interests are analyzing retrieval systems performance using retrievability measurements particularly for patent retrieval domain, retrieval bias analysis, automatic analysis of retrieval systems and query performance prediction. He has published numerous papers in refereed journals and international conferences and served as PC member and reviewer for several major journals, conferences and workshops. Dr. Rauber research interests cover the broad scope of digital libraries and information spaces, including specifically text and music information retrieval and organization, information visualization, as well as data analysis, neural computation and digital preservation.
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