The main goal of the research presented in this paper is to provide an overview of the available insights concerning radical changes in inter-organizational network structures. The following research question has been formulated: what is known about the way organizations in networks deal with, and are affected by, radical changes in inter-organizational network structures?
Introduction
Inter-organizational networks are in vogue. Interest in these networks has been steadily increasing across a wide variety of fields for several years [1] . The interest in networks is especially strong in the field of economics and organization science. In the corporate world, network mapping is becoming a standard diagnostic and prescriptive tool [2] . Furthermore, the Academy of Management conference 2002 was dedicated to networks, as were several special issues of its journals (for a recent example see: Academy of Management Journal, December 2004).
This upsurge of interest in networks has come at a time in which environmental (or market) uncertainty is very high [3] . Product ranges have become more diverse and new technological breakthroughs have given rise to many new technology-product-market combinations, resulting in markets characterized by high levels of dynamics and many (radical) changes. Simultaneously, the acceleration of technological development forced firms to specialize and subsequently led to an intensified division of activities between organizations. This specialization has resulted in firms not being able to generate all necessary knowledge and resources internally and, therefore, induces interorganizational collaboration and networking [4, 5] . Networks, as new organizational forms, are on the one hand an answer to these dynamics that could be potential sources for radical change, but on the other hand, these networks are under the influence of these changes as well.
Given the importance of networks as a governance system and the dynamics and complexity of the environment, researching changes, and in particular radical changes, in and of inter-organizational networks is a topic of great scientific and practical value. This leads to the following research question: What is known about the way organizations in networks deal with, and are affected by, radical changes in inter-organizational network structure? In this context, radical change in network structures is defined as significant variation in the underlying pattern of relationships that bind a given set of actors [6] . This definition implies that radical change can take place between two actors (radical dyadic change) as well as between several or all actors in the network (radical network change). The goal of this paper is to explore the available literature concerning the causes and consequences of radical changes in and of network structures to come to a bstate of the artQ overview.
The remainder of this paper is structured as follows. First, the research methods applied in this paper will be discussed (Section 2). In Section 3, the three distinct groups of papers that were found in the literature dealing with network change are discussed. Next, the patterns that can be found in this body of literature are presented in Section 4. Finally, in Section 5, the findings are discussed and some conclusions are drawn with respect to future research.
Research methods
An approach similar to the one applied by Oliver and Ebers [7] has been used for this literature review. A selection of the available literature has been made by means of the ISI database (available at: www.isiknowledge.com). Using the ISI database, the five most influential journals (based on their impact scores) in the field of organization science were subsequently determined. This yielded the following journals: Academy of Management Review, Academy of Management Journal, MIS Quarterly, Strategic Management Journal, and Administrative Science Quarterly. However, since the Academy of Management Review published only non-empirical papers, the number six of the list, Organization Science, has been added. Finally, since most journals mentioned above are US-based journals (with the exception of the Strategic Management Journal), the journals Organization Studies and Research Policy have been added since these are the European journals with the highest impact factor (position 12 and 17 respectively). These journals have been searched for the key words: longitudinal, network, change, radical change and dynamics. The key word blongitudinalQ has been added since the concept of radical changes in network structure can only be studied in a longitudinal setting, as network change is by nature a dynamic process [8, 9] .
Due to limitations of the database used, only publications from the period 1984-2005 could be searched. The papers that resulted from this search were finally selected on the basis of their abstracts. An overview of all papers that were selected for this literature review can be found in Table 1 .
This approach to sampling literature has some disadvantages, though. First, insights from nonlongitudinal studies, or insights from theoretical studies are not taken into account. Secondly, papers from journals not included in the literature search as well as books and book chapters are not taken into account as well. Nevertheless, the literature reviewed gives a reliable overview of the content of the leading journals with regard to longitudinal network research. Therefore, it can be assumed to contain the most relevant insights concerning this field of science.
The above-mentioned papers have been analyzed on the role of the change in the analysis (dependent or independent variable) in order to discriminate between the causes and consequences of change in network structures. Furthermore, the papers were analyzed on the object of change and on the conceptualization of change (radical or incremental) as well as on the level on which the change took 
Longitudinal network research and change in network structure
Applying the evaluation criteria discussed in the previous section to the selected papers has identified three distinct groups of papers. The first group of papers deals with alliance formation, development and termination at the firm or dyadic level (eleven papers). The second group deals with network evolution (six papers), whereas the last group discusses the consequences of change in network structure for firm performance (two papers). The first two groups deal with the causes of change (change as a dependent variable), whereas the third group deals with the consequences of change (change as an independent variable). The most interesting insights concerning (radical) change in network structure from all three groups will be discussed below.
Alliance formation, evolution, and termination
Most of the papers reviewed focus on the formation of dyadic alliances. These papers conceptualize the transition from two individual organizations into a dyadic relation as radical dyadic change. The causes of this form of radical change differ greatly between the various studies. Van de Ven and Walker [10] emphasize the role of resource dependency. Powell et al. [11] stress the importance of prior alliances and the experience with internal R&D. Rosenkopf et al. [12] focus on managerial volition, network position, and previous alliances. Gulati [13, 14] focuses on the role of resource dependency and prior alliances. Finally, Doz et al. [15] focus on the difference between engineered and emergent relations and networks. A common factor in these studies is that they all focus on organizational characteristics when explaining radical dyadic change. Stuart [16] , Ahuja [17] , and Tsai [18] take a different perspective and try to explain alliance formation by looking at the centrality of the position a firm holds within an industry as well as other network measures.
Almost all of the studies mentioned above find significant results for their hypothesized trigger(s) of tie formation. Among the more interesting findings is the fact that, up to a certain level, the number of prior alliances correlates positively with the degree of new tie formation. However, after this threshold level has been passed the correlation becomes negative, resulting in a relationship that has an inverted Ushape. Another interesting finding is that the more central the position of the firm in a network or industry, the higher the degree of new tie formation.
Since the above-mentioned studies focus on the formation of dyadic ties, radical dyadic takes central stage in these studies. However, with the exception of Van de Ven and Walker [10] and Doz [19] , none of the studies pays any attention to the processes that take place after the dyadic tie has been formed. Therefore, it is unclear whether or not this radical dyadic change has led to changes in the network as a whole. According to Van de Ven and Walker [10] , the processes that take place after tie formation are important for understanding the dynamics of inter-organizational relationships (IORs). The formation of IORs has to have clear benefits for an organization since organizational parties prefer not to become involved in an IOR unless they are compelled to do so. This is the case since the formation of IORs implies that firms: 1) lose some of their freedom to act independently; 2) must invest some of their scarce resources and energy to develop and maintain relations, even though the potential returns on this investment are often highly uncertain; 3) might incur damage to their reputation, and 4) experience an increase in the risk of imitations of innovations [20] . In order to gain insights into the nature of the benefits of IORs and how these benefits are ultimately realized, it is necessary to follow organizations after tie formation.
In their studies, both Van de Ven and Walker [10] and Doz [19] find that successful IORs develop incrementally (in contrast to by leaps and bounces) after the initial formation. According to Doz [19] , the initial conditions of an IOR are very important for its future, as some initial conditions facilitate learning whereas others hamper or delay it. Initial conditions that facilitate learning are: clear task definitions, similar organizational routines, clear and transparent expectations from both parties, and an appropriate interface structure. As such, the findings of Doz [19] Ironically, the processes that create [21] and expand an IOR [10] might also contain the seeds of its disintegration. Two of the papers reviewed focused on tie disintegration, namely Van de Ven and Walker [10] and Levinthal and Fichman [22] .
Levinthal and Fichman [22] focus on the duration and termination of dyadic ties and link this to the role of prior alliances and relation-specific investments. In their model, time plays a crucial role. When testing their model, Levinthal and Fichman [22] found a large influence of tie duration on tie termination. After the initial years of attachment, the so-called bhoneymoon periodQ, in which the hazard of tie termination is relatively low, the risk of tie termination increases over time. After approximately 4 to 5 years, however, the hazard of tie termination starts to decline, giving the relation an inverted Ushape [cf. 23, 24] . In terms of change, an episode of radical dyadic change (tie formation) is less likely to be followed by another episode of radical dyadic change (tie termination) once a certain threshold has been passed. However, Van de Ven and Walker [10] found completely different results in a similar analysis. They concluded that, relations become stressed over time because: 1) increasing formalization and monitoring in an IOR can lead to conflicts between two parties struggling to maintain their autonomy in the face of growing interdependence, and 2) increasing transaction between two parties implies that the domains of these parties will shift from being complementary to being similar, which increases the likelihood of conflicts [cf. 25] . In terms of change, this implies that radical dyadic change (tie formation) is followed by incremental dyadic change (tie evolution) and is increasingly likely to end in another episode of radical dyadic change (tie termination) over time. Thus, in contrast to Levinthal and Fichman [22] , Van de Ven and Walker [10] found that the risk of tie termination increased over time. Van de Ven and Walker [10] as well as Levinthal and Fichman [22] , only discuss change at the dyadic level of analysis making it impossible to make any inferences concerning (radical) network change from their research.
The literature reviewed on dyadic tie formation, evolution and termination provides insights into why ties are formed, how they develop and, if so, why they are terminated. However, without data on the network level, it is impossible to study the (possible) network effects of these dyadic changes. The question if and why any of these processes eventually lead to radical change on a network level, therefore, remains unanswered by these studies.
Network evolution
The selected papers that deal with the evolution of networks are the following: Burkhardt and Brass [26] , Human and Provan [27] , Koza and Lewin [25] , Lorenzoni and Lipparini [28] , Madhaven et al. [6] , and Soh and Roberts [29] . However, many of these authors focus on different aspects of network evolution. Burkhardt and Brass [26] , Madhaven et al. [6] , and Soh and Roberts [29] study the effects of technological change on network structure and the division of power, whereas Lorenzoni and Lipparini [28] focus on the influence of management on changes in network structure. Koza and Lewin [25] studied a single network and focused on the evolution of this network from birth till adulthood. Finally, Human and Provan [27] compared the development of a successful and an unsuccessful network and focus on the role of network strategies with regard to legitimacy.
In their research, Burkhardt and Brass [26] tried to answer the following question, bdoes technology drive structure, or does technology adapt to existing network structures, reinforcing established stable patterns of interaction?Q As such, their object of change is the pattern of interactions among network actors. They state that minor, incremental changes in power and structure may occur over time, but that a major restructuring will only occur when the network encounters an bexogenous shockQ, such as the implementation of a new technology [30: p. 80 ]. Therefore, their study focuses on radical changes in network structure. The exogenous shock is conceptualized as a sudden and dramatic increase in uncertainty. Attempts to cope with this uncertainty can lead to adjustments in network location and network power of those able to cope with the uncertainty relative to those who cannot. Therefore, it is possible that changes in technology result in changes in network structure, power divisions, or both. After the empirical testing of their theory, they concluded that changes in network structure and power can indeed result from the adoption of new technologies [26] . These findings indicate that, even though the network is in a relatively stable cycle of incremental change, exogenous events can cause network structures to undergo radical changes.
Madhaven et al. [6] and Soh and Roberts [29] deepen the topic brought up by Burkhardt and Brass [26] . Madhaven et al. [6] distinguish between two types of change, namely structure reinforcing and structure loosening change. 1 The former is often induced by central players in the network and strengthens the existing structure of the network, whereas the latter is often induced by peripheral players in the network and reconfigures the network structure. Their studies show that a new successful technology that is adopted by a peripheral player is likely to lead to structure loosening change, whereas adoption by a central player is likely to lead to a reinforcement of the existing structure. Interestingly, Soh and Roberts [29] also show that central players are more likely to adopt a new successful technology than peripheral players. Due to their central position they often determine whether or not a new technology becomes the standard in an industry. Even if a peripheral actor adopts such a technology first, the central players are often quick to form alliances with this actor or to simply take it over. As such, network structures are likely to experience large inertial forces [29] . These inertial forces are also reflected in the fact that the structure of past alliances is a good predictor of new tie formation (see Section 3.1).
All of the above studies attribute great power to individual actors in the network, who, with a decision to adopt a certain technology, can have a great influence on the overall structure of the network. As such, the analysis of organizational attributes, motivations, and behaviors may be helpful to understand how and why network structures change over time. However, these organizational characteristics are most often neglected in network research [31: pp. 67-70].
Koza and Lewin [25] focus on the development of a single network. In their case study, they analyze the reasons for the founding of the network under scrutiny, which is interesting in light of the question whether networks emerge as goal-directed structures or as serendipitous modes of interaction [see: Ref. 31] . They find that, even though it started as an emergent form, the network quickly became more and more goal-directed as the interactions became more formalized. As a consequence, it might be valuable to see the goal-directed/serendipitous distinction as a continuum. Every starting network is characterized by serendipity as well as by a certain amount of rationalization [25, 33] .
The case discussed by Koza and Lewin [25] also provides a nice example of the dangers of networking for individual organizations. Even though the network as a whole was quite successful, the exchange of information between participating firms eventually led to some firms thwarting each other. This is in line with the findings of Van de Ven and Walker [10] as discussed in Section 3.1. They predict that relations become stressed in the course of their existence since collaboration results in organizations becoming more and more identical over time.
Human and Provan [27] have studied the development of network legitimacy and the evolution of networks. Their object of change is the number of members of the network as well as the pattern of interactions among them. They studied the role of legitimacy in the formation, the evolution and the termination of networks. Even though the role of legitimacy in network evolution is interesting by itself, even more interesting are the changes in network structure that occurred completely by chance during their research. Both networks in their study (A and B) developed incrementally from the beginning. During this development, network A focused on internal legitimacy, whereas network B focused on external legitimacy. After a year or so, both networks encountered a critical event caused by a source outside the network (an exogenous shock). The showroom of the A-network, their main channel to build internal legitimacy, was unexpectedly sold. In the case of the B-network a major source of outside funding, which was important for their external legitimacy, was abolished. Both events led to drastic changes in network structure as both networks faced a huge decline in the number of members as well as in the number of interactions between the members. Whereas the A-network was able to cope with the crisis due to their large internal legitimacy, the B-network ultimately ceased to exist. Due to the small level of internal legitimacy of the B-network, none of the members tried to save the network from being terminated.
Human and Provan [27] use this example to emphasize the importance of building internal legitimacy in networks. Perhaps an even more interesting observation is that it might be possible for networks to break a cycle of radical change by following a certain strategy. Some network strategies might be more resilient to radical change and consequently face lower risk of being terminated as a result of radical change compared to others. In this light, the discussion concerning goal-directed vs. serendipitous network trajectories by Kilduff and Tsai [31] seems interesting. Kilduff and Tsai claim that serendipitous network trajectories (networks that evolve through random variation and selection without a clear preexistent goal) are more robust in times of change compared to goal-directed network trajectories. The two types of network trajectories might provide some footholds for future research into the question of why some network structures survive periods of radical change and others do not.
The above findings are especially interesting in the light of the study of Lorenzoni and Lipparini [28] , who focus on the building of networks through managerial design. These findings indicate that managers can indeed influence the structure of a network. However, the empirical evidence used is relatively thin and more research remains to be done. A combination of the findings of Lorenzoni and Lipparini [28] and those of Human and Provan [27] might provide some interesting insights into the way the manager(s) of a single organization in the network can influence the development of the entire network. Furthermore, all papers in this review take the event that triggered network change as a serendipitous event. Therefore, more research into events and processes that can lead to change in network structures is necessary.
Consequences of changes in network structure
Even though the studies discussed so far provide useful insights concerning change in network structures, they tell us little about the consequences of these changes. The studies of Ahuja [34] and Koka and Prescott [32] focus on this aspect of change.
Ahuja relates changes in three aspects of a firm's ego network (direct ties, indirect ties and structural holes [cf. 35]) to its innovative output. Ahuja [34] concludes that increases in the number of both direct and indirect ties correlate positively with innovative output, whereas increases in the number of structural holes are negatively related to innovative output.
It is difficult to interpret the nature of the changes in network structure used by Ahuja [34] since the analysis takes place on a relatively high level of aggregation. The available information only indicates that the ego-network has become denser or that the number of (in)direct ties has increased. Both measures indicate changes in the number of relationships and thus represent radical dyadic change. It is not clear, however, with whom relations are formed (former partners or not) and what the content of these relations is. Therefore, it is impossible to discern any incremental change underlying the observed radical change and, as a result, the increase in innovative output cannot be attributed to either form of change.
The study of Koka and Prescott [32] does discriminate between radical and incremental change and their consequences for firm performance. Koka and Prescott [32] discriminate between changes in information volume, information density, and information richness. In their study they find that information volume (operationalized as the number of ties a firm has) is the most important variable for explaining firm performance, which emphasizes the importance of radical (dyadic) change. Their measures are rather coarse, however, and more fine-tuned measurements might provide different, or more nuanced, findings. Nevertheless, their research provides valuable additional insights into the impact of changes in network structures on the (innovative) performance of firms.
Patterns in longitudinal network research
The first question that has to be answered is how (radical) change of network structures is conceptualized in the literature. Network structure is defined as the pattern of repeated interactions among actors [26] . In the context of network structures, (radical) change can take place on two levels, the dyad and the network. Most empirical research takes place on the dyadic level. Dyadic radical change is often defined as the formation or termination of a single relation between two organizations [36] . However, significant changes (revolution) in the content of such a relation are sometimes defined as radical change as well [37] . Change in network structure can be considered radical when a change in the relationship between two organizations (formation, (r)evolution or termination) has consequences for the structure of the network as a whole and thus stretches beyond the firms directly involved in the relationship [36] . In this perspective, the discussion by Madhaven et al. [6] concerning change in network structure is clarifying.
bNetwork structure does not change merely because some actors leave a network position and some others enter it. [. . .] Network structure does not change because the rate of network activity increases or decreases. [. . .] In contrast, true structural change would be evidenced by significant variation over time in the underlying pattern of relationships that bind a given set of actorsQ [6: p. 441].
Radical changes in network structure are triggered by critical events, which can originate both exogenously and endogenously. Thus, a critical event is the impulse that allows tension to be released from the network and allows the network to reconfigure or even break down [38] . However, it is not the mere event that is critical, but the way that actors perceive and react to such an event [36, 28, 27] . Therefore, any event can be a critical one, making it difficult to predict them, which, in turn, might explain the fact that empirical studies often find radical change in network structures by serendipity. Often-identified critical events are: personnel changes in the upper echelon, shifts in organizational structure, changes in marketing and purchasing strategies, acquisitions, mergers, bankruptcies, partner switching, changes in technology, the entry of resourceful and determined competitors, changes in regulatory infrastructure, dramatic shifts in consumer preferences, and economic recessions [6, 36] . However, these critical events are almost always identified ex post and more insights concerning the processes through which critical events can trigger changes in network structure seem valuable, both from a theoretical as well as a practical perspective.
In Fig. 1 , which is adopted from Halinen et al. [36] , two types of change and two levels of change are distinguished. The two inner bold arrows (1 and 2) represent the incremental change cycle, in which changes take place gradually, whereas the two outer bold arrows (3 and 4) represent the radical change cycle, in which changes take place by leaps and bounces. Furthermore, the left hand side (the four left hand text blocks) of the figure represents dyadic change, whereas the right hand side (the four right hand text blocks) represents change on the level of the network. Combining the two types of change and the two levels of change results in four different configurations of change. These four configurations of change can be seen as the relational equivalents of the four types of change distinguished by Meyer et al. [39] . Radical change is triggered by a critical event, which can have an endogenous or an exogenous source. The other arrows (5 through 8) depict the manner in which the different types and levels of change are linked. In the next sections the main findings of the literature review will be linked to Fig. 1. 
Alliance formation, evolution and termination
The main insights that can be derived from the first group of papers concern the causes of radical dyadic change (the text block at the extreme left of the figure), which is conceptualized as the formation or termination of a dyadic tie. A relatively large number of studies deal with the question of why new ties are formed. Empirical evidence is found for the importance of many different triggers of IORs, which corresponds with the existing theoretical predictions [e.g. 40, 41] . The question why they are terminated, another example of radical dyadic change, has been studied as well, although not as extensively. Interestingly, the findings concerning tie termination contradict each other. Much less is known about the developments of IORs over time after the initial formation. The research that does exist emphasizes the importance of incremental development of dyadic ties over time (the center left text block in Fig. 1 ). However, research that links changes on the dyadic level to changes on the level of the network seems absent. Therefore, the processes that underlie arrow 1, 3, and 5 in Fig. 1 are unclear. More research into this topic seems necessary.
Network evolution
The group of papers dealing with network evolution provides some interesting insights into the causes of radical changes in network structure. Interestingly, all of the four papers reviewed found exogenous causes (arrow A and B in Fig. 1 ) to be the trigger of radical changes in network structure. An interesting difference between the papers is that the critical events that were described in the study by Human and Provan [27] could not be influenced by the actors in the network itself, whereas the critical event portrayed in the study by Burkhardt and Brass [26] was triggered by a decision of one of the network actors. The studies by Madhaven et al. [6] and Soh and Roberts [29] provide some insights into which network actors may choose to trigger critical events and the consequences of these choices. In terms of Fig. 1 , they provide insight into why and how certain external events turn into critical events (arrow A and B) and how these critical events ripple through the network as a whole (arrow 3, 4, 5, and 7).
Consequences of changes in network structure
Only two studies have been found that deal with the consequences of change in network structure for organizational outcomes. Even though Ahuja [34] finds highly significant results with regard to the effects of changes in the number of (in)direct ties and structural holes on innovative firm performance, it is difficult to discriminate between incremental and radical changes in network structure due to the high level of aggregation of the data. Koka and Prescott [32] partially solve this problem. Their study emphasizes the importance of radical dyadic change (the text block at the extreme left of the figure) for firm performance. Even though these findings cannot be directly linked to Fig. 1 , they do, however, underline the importance of detailed insights into radical changes in inter-organizational relations and networks.
Discussion and conclusions
The available literature on network formation, evolution, and development provides some valuable insights into the causes and consequences of radical changes in network structures. However, many questions are left unanswered. Very little is known about the following issues: the relationship between radical dyadic change and radical change at the network level, the evolution of network structures, the processes through which critical events lead to changes and network structures, and on the effects of radical changes in network structures on the performance of networks and its members.
First, none of the studies looking at radical dyadic change deal with its consequences at the network level, and all of the studies dealing with radical changes on the network level find that change has been triggered by external sources. As such, the link between radical change at the dyadic level and the network level has not been analyzed as yet. More research, linking the dyadic level of change to the network level, is necessary. A starting point for this research could be to focus on the effects of the formation and termination of dyadic ties (radical dyadic change) on the structure and functioning of the network as a whole. An example in this regard is the entry of an organization with a good reputation and high knowledge levels into the network. This might lead to the restructuring of the network, since many organizations will want to collaborate with the newcomer. This restructuring might result in a network characterized by higher levels of centrality and interconnectedness as well as higher levels of resource flows.
Second, little is known about the evolution of network structures. Even though some of the papers provide valuable insights, this body of knowledge is too fragmented to warrant any generalized statements. The theoretical distinction between serendipitous and goal-oriented network trajectories might provide a good starting point for future research [31] . Combining the claim that serendipitous network trajectories are more resilient to radical changes, on the one hand, and the observation that most networks become more goal-oriented over time [25] , on the other hand, leads to the following hypothesis. The more mature networks become, the more sensitive they become to radical changes and the more likely they are to fall apart. Such a hypothesis might provide a good starting point for further research.
Third, the processes through which critical events trigger radical changes in network structure are largely a black box. The studies of Burkhardt and Brass [26] , Madhaven et al. [6] , and Soh and Roberts [29] provide some footholds by pointing at the importance of the network position of the first adopter of a successful new technology. However, this approach is useful only in cases where the change is triggered by the actions of a single network actor, such as the successful adoption of a radically new technology. Furthermore, this approach needs to be refined by looking at the behavior and motivations of these first adopters. However, these actor-level characteristics are often completely ignored in network research [31] . A possible valuable approach, which is used by Beckman et al. [42] , is to categorize possible critical events into firm specific and market specific events and track the consequences of these events for the network structure over time. Beckman et al. [42] suggest that firm specific events are likely to trigger radical dyadic and network changes (structure loosening change), whereas market specific events are likely to re-enforce existing dyadic relations and network structures (structure reenforcing change). Even though their empirical results only provide partial supports for these claims, they do provide an interesting starting point for future research. Critical events that come to mind are radical product innovation (due to the change of product standards [29] ), radical process innovation (due to high levels of chain integration [26] ) and firm relocation (due to the importance of spatial proximity for learning in networks [43] ).
Finally, relatively little is known about the effects of radical changes in network structure on the performance of these networks and its participating firms. A starting point for future research might be offered by inter-organizational ecology theory [44] . This theory [45] predicts that attempts to change core features of an organization lead to an increased risk of organizational failure in the short-run. This risk of failure will decline over time as performance reliability is re-established and external relations are re-stabilized [44: p. 95]. The same reasoning could be applied to IORs and inter-organizational networks [46] . Over time, IORs can develop into locked-in dependency relations. Evolutionary processes can lead to a high degree of path dependence and institutionalized rigidities, which can, eventually, lead to a situation of inter-organizational or network inertia, in which changes in the inter-organizational structure can have large (negative) consequences for the organizations involved.
Some empirical support for the predictions from inter-organizational ecology can be found in the literature. Singh and Mitchell [20] , for example, provide empirical support for the claim that the sudden collapse of a partnership can have far-reaching implications for the performance, and even the survival, of formerly partnered organizations. Even though this research focuses on dyadic ties, a similar reasoning may be applied on the level of the network [47] . Furthermore, Provan and Milward [48] encountered a poorly performing network in one of their case studies. From this case study they drew the preliminary conclusion that the large changes to which the structure of this particular network had been subjected prior to their study were, to a large extent, responsible for its poor performance. Both studies show that radical change in network structure can have large (negative) consequences for the performance of (firms in) networks. Interestingly, these findings contradict the results found by Ahuja [34] and Koka and Prescott [32] . This contradiction raises the question, bwhich changes in network structure are beneficial and which are not?Q The findings presented in this paper suggest that it might be valuable to distinguish changes with beneficial results from changes with detrimental results. The distinction between structure loosening and structure reinforcing change [6] might provide a good starting point for analyzing the effects of different types of changes in structure on the performance of networks and its participants.
Despite the limitations of this literature study, it can be concluded that, even though these phenomena seem interesting and the existing literature hints at important findings, we just do not know enough about the causes and especially the consequences of radical change in network structure to make any well-founded general statements. In spite of the existing studies on the subject, very little is known about radical change in network structures. Recently, the Industrial Marketing and Purchasing Group published a working paper that deals with this problem [38] . In this working paper, they announce empirical research on the impact of mergers and acquisitions as well as the liquidation of IT companies (all examples of potential critical events) on the performance of networks.
Due to the large problems of gathering longitudinal network data, simulation studies might prove very valuable as well. Currently, the Sante Fe institute (see www.santafe.edu) is using this technique in order to study network evolution. Nevertheless, more longitudinal research dealing with (the causes and consequences of) radical changes in network structure seems necessary. Relatively much is known about the formation of dyads, but a longitudinal gap with regard to many other aspects of radical changes in network structures seems to exist.
