Introduction
Volatility is a crucial factor for assessing the performance of financial markets with very volatile ones being perceived as not functioning effectively towards channeling savings into investment (Park and Linton, 2012) . Therefore, a good modelization of the sources, magnitude and persistence of volatility in equity markets is crucial in making informative investment decisions about pricing local securities, implementing appropriate hedging and asset allocation strategies, as well as developing and implementing regulatory recommendations to restrict international capital flows.
Motivated by the ongoing Ukrainian political crisis, the purpose of this paper is to uncover whether financial market shocks are transmitted across equity markets in the region. Specifically, we focus on several transition equity markets, since there is a lack of empirical studies focusing on this region and in particular on the Ukrainian frontier transition market. My paper aims to answer the following research questions: Is the volatility of a market leading the volatility of other markets? Does the shock on a market increase the volatility in another market? Do the correlations between stock market returns vary over time? Are they higher during periods of higher volatility (usually linked with financial crises)? Are the markets in the region interdependent or driven by their own-volatility effects, in a longer time horizon?
In this vein, a large number of theoretical and empirical studies have attempted to better understand comovements, interdependencies and linkages across equity markets. Beirne, et al. (2010) My contribution in the literature is three fold. First, I focus on transition markets where there is limited empirical literature. Second, I examine potential transmission effects of the regional financial crises, Great Russian Recession and Ukrainian political crisis. This has implications for investors interested in investing in the region as well as on the frontier Ukrainian market in particular. Frontier markets by definition are supposed to be less correlated with the other markets and mainly driven by their own-effects, therefore they can be used by investors for portfolio diversification purposes. Third, my methodological approach follows Koutmos (1996) methodological approach which has not been applied to an emerging/frontier market context. The paper is organized as follows. Section 2 presents an overview of the related literature and Section 3 provides a description and analysis of the data used in this study. Section 4 describes the methodology and Section 5 analyzes the empirical results. Finally Section 5 concludes and summarizes the key findings.
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Section 2 Literature Review
In the empirical finance literature, an extensive body of studies explores how financial crises are transmitted to domestic and international markets, usually referred as contagion (Forbes and Rigobon, 2002; Karanasos et al., 2014; Kenourgios et al., 2011) .
As previously mentioned, another strand in the literature examines linkages and interdependences across international financial markets. These terms are usually referring to normal periods. Hamao et al.(1990) examine the interdependence of returns volatility across three developed stock markets and provide evidence of unidirectional volatility spillovers from US to Japanese stock market. Conversely, Lin, et al. (1994) find bidirectional linkages between the former two stock markets. Koutmos and Booth (1995) assess the linkages among US, Japanese and UK stock markets by applying an asymmetric Multivariate EGARCH model that differentiates between good and bad news effects. Their findings suggest that volatility spillovers are higher when news is bad and when prices fall in the latest market to trade before opening. Booth et al. (1997) applied the same methodology and provided evidence on price and volatility spillovers among Scandinavian stock markets. Their findings are also in line with Koutmos and Booth (1995) that volatility transmission is asymmetric with negative news having larger importance than positive ones.
Factor models such as the ones developed by Bekaert and Harvey (1997) and Ng (2000) are also alternative methods of modeling the volatility behavior in equity markets. Cuadro-Sáez et al. (2009) I transform the stock market indices to continuously compounded daily returns for each stock market by multiplying the ratio of the logarithm of stock market indices by 100:
where t P is the stock market price index at time t . Figure A .2 shows the stock market returns for all stock market indices during the whole sample period. Figure A .3 shows the sample volatilities and the monthly "slowly-changing" variances for all four stock market returns. The latter is calculated based on the following formula:
In this case the volatility is estimated via a moving/rolling window with width 20 W  which does repeated calculations using the most recent W data points. Table 1 Contrary to the previous statistics, Ukraine, has positive skewness (0.4813). Further, all the return series have excess kurtosis, namely are leptokurtic, which is quite common with financial time series at these frequencies. The one that has the lowest kurtosis (7.071) is Poland.
Jarque -Bera statistics test (Jarque and Bera, 1987 ) is also presented. It is computed via the following formula:
where S is skewness and K is kurtosis. The Test (p-value) indicates that we should reject the null hypothesis of normality at the one percent of significance for all return series. 
where n is the number of observations, ˆk  is the sample autocorrelation at lag k and m is the number of lags being tested. Under H o , the statistic Q follows a Based on Q and Qs-statistics reported by Table 1 , we strongly reject the null hypothesis of independence at five percent of significance which means that all return series and their squared returns are serially dependent. The rejection of the null at the squared return series shows that the returns exhibit "volatility clustering" which is also visually apparent (via the returns graphs in Figure A .2 in the Appendix) and confirms the appropriateness of introduction of GARCH-type models.
Another aspect that has to be reported is whether time series are stationary since non-stationary might lead to spurious regressions. In this study, we apply three tests to test whether time series are stationary. The first one is the Augmented Dickey-Fuller 12 (ADF) test proposed by Said & Dickey (1984) who improved the Dickey-Fuller (DF) test (Dickey & Fuller, 1979) to allow the time series to be autocorrelated at higher order lags. The null hypothesis for an ADF test is that the series tested has a unit root.
The second one is the PP test (Phillips & Perron, 1988) and is similar in logic with ADF test. However, unlike ADF test, it makes a non-parametric correction to the t-test statistic. The third one is the KPSS test (Kwiatkowski, et al. 1992 ) which tests whether the return series is stationary rather than the opposite. The results of these two tests are reported in Table 2 . The results from the unit root tests demonstrate that the stock market indices series are not stationary in level, but they are stationary in first differences (returns series). This also means that all series have the same order of integration I(1). 
Section 4 Description of Methodology
The objective in this paper is to uncover potential return and volatility interdependencies and/or spillovers among the following financial markets, namely Russia, Poland, Czech Republic and Ukraine. Taking into account the summary statistics of the previous section, a Multivariate EGARCH (MGARCH) model is deemed as appropriate. Our methodological analysis and modelization follows Koutmos (1996) .
For the mean equation, we employ a Vector Autoregressive model (VAR), which became well known by Sims (1980) and later applied by Hamilton(1994) . The
VAR model allows us to analyze the return spillovers among stock markets. We use information criteria (AIC, BIC, HQ) to consider upon the most appropriate lag for our VAR model.
We proceed to a simultaneous estimation of the mean equation and the variance-covariance equations. Based on the VAR lag selection criteria and the multivariate residual diagnostics tests we adopt a VAR(1) for the full sample period and the two subsample periods. The purpose of this choice for the lag is twofold: the small lag reduces the number of parameters in the model, thus making it faster to estimate and easier to interpret later on. In addition, based on the information criteria for lag selection (results of the lag selection criteria are not reported for the sake of brevity) one lag is deemed as sufficient.
In the standard VAR modelization, the disturbance vector is assumed to be an unobservable zero mean white noise vector process, with a time invariant covariance 15 matrix. However, since our financial data exhibit 'volatility clustering' patterns (Fama, 1965; Mandelbrot, 1963) The equation (5) represents the return spillovers as a VAR, in which the conditional mean in each market is a function of past own returns and cross-market past returns (Koutmos, 1996) . The coefficient , ij  captures the lead/lag relationships where a significant , ij  coefficient illustrates that market i leads market j or, alternatively, current returns in market j can be used to forecast future returns in market i .
Equation (6) describes the conditional variance of returns as an exponential function of past own as well as cross-market standardized innovations. Equation (7) demonstrates its specific form which allows standardized own and cross-market innovations to influence the conditional variance in each market in an asymmetric way.
For instance, for , 0 jt z  the slope of equation (7) The conditional covariance specification given by (8) illustrates that the correlation of the returns of markets i and j is constant. This assumption simplifies the estimation of the model. However, even with significant simplifications, the number of parameters to be estimated is fifty four.
Under the normality assumption, the log likelihood for the multivariate VAR-EGARCH model (Koutmos, 1996) is the following: (Broyden, 1970; Fletcher, 1970; Goldfarb, 1970; and Shanno, 1970 ) is then employed to obtain the final estimates and their corresponding p-values.
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Section 5 Empirical Results
This section analyzes the estimation results for the overall sample period (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) 
Evidence of financial market linkages in full sample period
The overall sample period comprises of 10 years. The estimated coefficients for the variance covariance matrix of equations using the benchmark stock indices for each country are presented in the Appendix Tables A.5 with the previous ones demonstrate the multidirectional volatility spillovers among the tested markets and the extent to which the asymmetries can be evaluated.
In addition, the volatility persistence may be connected with the correlation structure presented. The correlation coefficients are all statistically significant at one percent and indicate strong correlation relationship among the following pairs: RussiaPoland, Russia-Czech Republic, Poland-Czech Republic, whereas the correlation is weaker among Russia-Ukraine, Ukraine-Poland, Ukraine-Czech Republic. This confirms previous literature that frontier markets, as it is the case with Ukraine are less correlated with developed and emerging markets and can be used for portfolio diversification purposes. Frontier markets are also accounted as not being influenced 21 by global shocks and be mainly influenced by local or sometimes regional shocks.
Indeed, in our case, investors can select the Ukrainian stock market in order to invest and mitigate their portfolio risk, across the full sample period (in a longer horizon).
Multivariate residual diagnostic tests indicate that the model is robust up to 24
and 36 lags accordingly.
Evidence of financial market linkages in financial crisis subsample period
During the Russian Great Recession sub-sample, empirical results demonstrate multidirectional return spillovers and lead/lag relationships among the following pairs:
Ukraine-Russia, Ukraine-Czech Republic, Poland-Ukraine, Czech Republic-Russia (weakly statistically significant) and Czech Republic-Ukraine. As in the full sample period, there is no clear information producer, although current returns in Ukraine are correlated with past returns in Russia and Czech Republic. The same holds with Czech
Republic stock market returns which are also correlated with Russian and Ukrainian stock market returns during the Russian Great Recession financial crisis period. This can be perceived as evidence of co-movement effect among these regional stock markets.
Turning to second moment spillovers, there is significant evidence of strong volatility persistence (very close to unity, except from Ukraine, which is somewhat lower but still highly persistent). This can be interpreted that these markets are weakform efficient (although more evidence is needed in order to arrive to such a result) and there is an asymmetric impact of past innovations on current volatility. The degree of Therefore, as previously mentioned, the size of innovations matter as well.
Moreover, the markets exhibit stronger correlations during the financial crisis period, which is in line with previous literature and might be perceived as an evidence of a contagion effect. Once more, multivariate residual tests pass the diagnostic tests for lags up to 24 and 36.
Evidence of financial market linkages in Ukrainian crisis
sub-sample period The volatility is also persistent, but to a lesser extent, in particular, concerning the Polish market. Indeed, the correlations among this period are lower than in the previous subsample period possibly indicating the lower severity of the event compared to the Russian Great Recession of 2008 correlation between Polish and Czech stock markets has increased to almost 53 percent which demonstrates the high correlation between these two regional financial markets.
In addition, the multivariate residual tests confirm the robustness of the model for lags up to 24 and 36.
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Section 6 Concluding Remarks
This paper examines the financial market linkages and regional spillover effects among transition markets from January 2005 to December 2014. We applied a multivariate EGARCH model to the daily benchmark stock index returns and found evidence of asymmetry, return spillovers and persistence of the effects.
The empirical results demonstrate no leading market as information producer.
However, there exists strong return linkages across the markets during the overall sample period and the two sub-sample periods. Significant volatility spillover effects exist among almost all the financial markets, during the Russian Great Recession Conversely, volatility spillovers are both unidirectional and bidirectional with high degree of persistence in some cases. There is also evidence that correlations among these markets are statistically significant and time-varying. In addition, the volatility became highly persistent during the Russian Great Recession.
The central message from these findings is that transition markets seem to be regionally integrated within the full sample period but within the crises periods are less driven by regional return and volatility spillovers from the region. A characteristic 25 example is the Ukrainian stock market which is a frontier market and is less affected by the shocks in the region, thus confirming previous literature on investing in frontier markets in a longer time horizon. This conclusion is also in line with previous literature where less developed markets derive more of their volatility persistence from their domestic market (Worthington & Higgs, 2001) . However, it is clear that in crises periods, they exhibit signs of correlation and interdependency.
Therefore, as demonstrated by the empirical results, longer term investors can benefit from including assets from emerging or even less-correlated frontier markets in their portfolios due to their weak regional integration. However, they have to consider implementing appropriate diversification and hedging strategies in crises periods, in order to be protected against political, economic and financial shocks. Further research, by applying different approaches, and exploring various asset classes, such as bonds, alternative investments and exchange rates can additionally enrich our understanding of the impact of the regional shocks and/or crises for portfolio management and asset allocation decisions. 
