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DIHEDRAL MOLECULAR CONFIGURATIONS INTERACTING BY
LENNARD-JONES AND COULOMB FORCES
IRINA BEREZOVIK, QINGWEN HU, AND WIESLAW KRAWCEWICZ
Abstract. In this paper, we investigate periodic vibrations of a group of particles with a dihe-
dral configuration in the plane governed by the Lennard-Jones and Coulomb forces. Using the
gradient equivariant degree, we provide a full topological classification of the periodic solutions
with both temporal and spatial symmetries. In the process, we provide with general formulae
for the spectrum of the linearized system which allows us to obtain the critical frequencies of
the particle motions which indicate the set of all critical periods of small amplitude periodic
solutions emerging from a given stationary symmetric orbit of solutions.
1. Introduction
Classical forces used in molecular mechanics associated with bonding between the adjacent par-
ticles, electrostatic interactions and van der Waals forces, are modeled using bonding by Lennard-
Jones and Coulomb potentials. In a typical molecule an atom is bonded only to few of its neighbors
but it also interacts with every other atom in the molecule. The famous 6-12–Lennard-Jones poten-
tial, which was proposed in 1924 (cf. [17]), was found experimentally and since then it is successfully
used in molecular modeling. Certainly one can expect that other types of more accurate potentials
may be introduced in the future.
To be more precise, consider n identical particles uj , j ∈ {0, 1, 2, . . . , n− 1} =: X , in the space
R
3. A set B ⊂ X ×X satisfying the conditions (1) (i, j) ∈ B then (j, i) ∈ B, and (2) (j, j) /∈ B,
can be considered as bonding set for a specific configuration of atoms in the molecule, that means
we suppose that the particles uk and uj are bonded if (k, j) ∈ B. The symmetries of a molecular
bonding are reflected in the set B. There are many examples of symmetric atomic molecules,
for example, octahedral compounds of sulfur hexafluoride SF6 and molybdenum hexacarbonyl
Mo(CO)6, the etraphosphorus P4, a spherical fullerene molecule with the formula C60 with icosa-
hedral symmetry or dihedral molecule with 2-D interactions. One can find multiple example of
symmetric molecule clusters in [24].
We describe the molecular model considered in this paper as follows. Let u = (u0, u1, . . . , un−1) ∈
R2n and Ω′o := {u ∈ R2n : uk 6= uj , if k 6= j, with k, j = 0, 1, 2, · · · , n− 1}. Define the following
energy functional V : Ω′o → R by
(1) V(u) :=
n∑
(k,j)∈B
U(|uj − uk|2) +
∑
0≤j<k≤n−1
W (|uj − uk|2),
where
U(t) = t− 2√t, W (t) = B
t6
− A
t3
+
σ√
t
, t > 0.
The following Newtonian equation describes the interaction between these n-particles,
u¨(t) = −∇V(u(t)),(2)
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In this paper we develop a new method allowing an extraction from model (2) a topological
equivariant classification of p-periodic (p > 0) molecular vibrations for a symmetric molecule in
2-D polygonal symmetric configuration with dihedral symmetry group. The vibrational motions,
which are characteristic of all molecules can be easily detect using infrared or Raman spectroscopy,
depend on the vibrational structure of electronic transitions in molecules. The vibrational motions
are closely connected to the symmetric properties of 2pi-periodic solutions the system
(3)
{
u¨(t) = −λ2∇2V(u(t)), u(t) ∈ Ω′o, t ∈ R
u(0) = u(2pi), u˙(0) = u˙(2pi),
where λ = p2pi , which are exactly p-periodic solutions to (2).
An important feature of a molecular vibration is that in general it admits spatial-temporal sym-
metries (depending on the actual molecular symmetries), which called a mode of vibration (reflected
in atomic motions such as stretching, bending, rocking, wagging and twisting). These modes and
the corresponding vibrational frequencies are of great importance in molecular dynamics. It is thus
desirable to distinguish periodic motions with distinct symmetric modes of vibrations.
The content of this paper can be described as follows. In section 2 we recall the basic definitions
and properties related to the equivariant degree theory. In section 3, we discuss a molecular
model with Lennard-Jones and Coulomb potentials for identical atoms bonded in a polygonal
configuration. In subsection 3.1 we show the existence of the symmetric equilibrium uo and in
subsection 3.2 we formulate the problem of finding periodic vibration as a bifurcation problem
for (23) and in subsection 3.3 we identify the Dn-isotypical decomposition of the phase space. In
section 4, the problem (23) is reformulated as an Dn × O(2)-equivariant bifurcation variational
problem. The equivariant invariant ω(λo) is provided in Theorem 4.2. Section 5 is devoted to
the symbolic computations of the spectrum of ∇2V(uo) (for a general potential V). In section 6
we formulate the main existence results based on the values of the equivariant invariants ω(λo)
(Theorem 6.1). In section 7, we consider a concrete system (2) with D6-symmetries and compute
several equivariant invariants iand how to extract the relevant equivariant information. Finally,
we confirm the obtained existence results with several computer simulations (in subsection 7.2).
2. Preliminaries
2.1. Equivariant Jargon:
G-Actions: In what follows G always stands for a compact Lie group and all subgroups of G are
assumed to be closed. For a subgroup H ⊂ G, denote by N (H) the normalizer of H in G, and by
W (H) = N (H) /H the Weyl group of H in G. In the case when we are dealing with different Lie
groups, we also write NG (H) (WG (H), respectively) instead of N (H) (W (H), respectively). We
denote by (H) the conjugacy class of H in G and define the following notations:
Φ (G) := {(H) : H is a subgroup of G} ,
Φn (G) := {(H) ∈ Φ (G) : dimW (H) = n} .
The set Φ (G) has a natural partial order defined by
(4) (H) ≤ (K) ⇐⇒ ∃g∈G gHg−1 ⊂ K.
For a G-space X and x ∈ X , we define
Gx := {g ∈ G : gx = x} , the isotropy of x;
(Gx) :=
{
H ⊂ G : ∃g∈G Gx = g−1Hg
}
, the orbit type of x in X;
G (x) := {gx : g ∈ G} , the orbit of x.
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Moreover, for a subgroup H ⊂ G, we use the following notations:
XH := {x ∈ X : Gx = H} ;
XH := {x ∈ X : Gx ⊃ H} ;
X(H) := {x ∈ X : (Gx) = (H)} ;
X(H) := {x ∈ X : (Gx) ≥ (H)} .
The orbit space for a G-space X will be denoted by X/G and for the space G by G\X .
Isotypical Decomposition of Finite-Dimensional Representations: As any compact Lie group ad-
mits only countably many non-equivalent real (complex, respectively) irreducible representations.
Given a compact Lie group G, we assume that we have a complete list of its all real (complex,
respectively) irreducible representations, denoted Vi, i = 0, 1, . . . (Uj , j = 0, 1, . . ., respectively).
We refer to [1] for examples of such lists and the related notations.
Let V (U , respectively) be a finite-dimensional real (complex, respectively) Γ-representation.
Without loss of generality, V (U , respectively) can be assumed to be orthogonal (unitary, respec-
tively). Then, V (U , respectively) decomposes into the direct sum of G-invariant subspaces
(5) V = V0 ⊕ V1 ⊕ · · · ⊕ Vr,
(6) (U = U0 ⊕ U1 ⊕ · · · ⊕ Us, respectively),
which is called the G-isotypical decomposition of V (U , respectively), where each isotypical com-
ponent Vi (resp. Uj) is modeled on the irreducible G-representation Vi, i = 0, 1, . . . , r, (Uj , j = 0,
1, . . . , s, respectively), i.e. Vi (Uj , respectively) contains all the irreducible subrepresentations of
V (U , respectively) which are equivalent to Vi (Uj , respectively).
2.2. Gradient G-Equivariant Degree.
Euler Ring and Burnside Ring:
Definition 2.1. (cf. [8]) Let U (G) := Z [Φ (G)] denote the free Z-module generated by Φ(G).
Define a ring multiplication on generators (H), (K) ∈ Φ (G) as follows:
(7) (H) ∗ (K) =
∑
(L)∈Φ(G)
nL (L) ,
where
(8) nL := χc ((G/H ×G/K)L /N (L)) ,
for χc being the Euler characteristic taken in Alexander-Spanier cohomology with compact support
(cf. [22]). The Z-module U (G) equipped with the multiplication (7), (8) is a ring called the Euler
ring of the group G (cf. [6])
The Z-module A (G) = A0 (G) := Z [Φ0 (G)] equipped with a similar multiplication as in U (G)
but restricted only to generators from Φ0 (G), is called a Burnside ring. That is, for (H), (K) , (L) ∈
Φ0 (G)
(H) · (K) =
∑
(L)
nL (L) ,
where nL = χ ((G/H ×G/K)L /N (L)) = |(G/H ×G/K)L /N (L)| and χ stands for the usual
Euler characteristic. In this case, we have
(9) nL =
n (L,K) |W (K)|n (L, H) |W (H)| −∑(L˜)>(L) n(L, L˜)nL˜ ∣∣∣W (L˜)∣∣∣
|W (L)| ,
4 IRINA BEREZOVIK, QINGWEN HU, AND WIESLAW KRAWCEWICZ
where
n(L,K) =
∣∣∣∣N(L,K)N(K)
∣∣∣∣ , N(L,K) := {g ∈ G : gLg−1 ⊂ K},
and (H) , (K) , (L),
(
L˜
)
are taken from Φ0 (G).
Notice that A (G) is a Z-submodule of U (G), but not a subring. Define pi0 : U (G)→ A (G) on
generators (H) ∈ Φ (G) by
(10) pi0 ((H)) =
{
(H) if (H) ∈ Φ0 (G) ,
0 otherwise.
Then we have,
Lemma 2.2. (cf. [3]) The map pi0 defined by (10) is a ring homomorphism, that is,
pi0 ((H) ∗ (K)) = pi0 ((H)) · pi0 ((K)) ,
where (H) , (K) ∈ Φ (G) .
Lemma 2.2 allows us to use Burnside ring multiplication structure in A (G) to partially describe
the Euler ring multiplication structure in U (G).
G-equivariant Gradient Degree ∇G-deg: Assume that G is a compact Lie group. Denote by
MG∇ the set of all admissible pairs (∇ϕ,Ω).
Definition 2.3. A G-gradient Ω-admissible map f := ∇ϕ is called a special Ω-Morse function if
(i) f |Ω is of class C1;
(ii) f−1(0) ∩ Ω is composed of regular zero orbits;
(iii) for each (H) with f−1(0) ∩ Ω(H) 6= ∅, there exists a tubular neighborhood N (U, ε) such
that f is (H)-normal on N (U, ε).
We have,
Theorem 2.4. (cf. [12]) There exists a unique map ∇G-deg : MG∇ → U(G), which assigns to
every (∇ϕ,Ω) ∈ MG∇ an element ∇G-deg (∇ϕ,Ω) ∈ U(G), called the G-gradient degree of ∇ϕ on
Ω,
(11) ∇G-deg (∇ϕ,Ω) =
∑
(Hi)∈Φ(Γ)
nHi(Hi) = nH1(H1) + · · ·+ nHm(Hm),
satisfying the following properties:
(∇1) (Existence) If ∇G-deg (∇ϕ,Ω) 6= 0, that is, there is in (11) a non-zero coefficient nHi ,
then there exists x ∈ Ω such that ∇ϕ(x) = 0 and (Gx) ≥ (Hi).
(∇2) (Additivity) Let Ω1 and Ω2 be two disjoint open G-invariant subsets of Ω such that
(∇ϕ)−1(0) ∩Ω ⊂ Ω1 ∪Ω2. Then,
∇G-deg (∇ϕ,Ω) = ∇G-deg (∇ϕ,Ω1) +∇G-deg (∇ϕ,Ω2).
(∇3) (Homotopy) If ∇vΨ : [0, 1]× V → V is a G-gradient Ω-admissible homotopy, then
∇G-deg (∇vΨ(t, ·),Ω) = a constant.
(∇4) (Normalization) Let ϕ ∈ C2G(V,R) be a special Ω-Morse function such that (∇ϕ)−1(0)∩
Ω = G(v0) and Gv0 = H. Then,
∇G-deg (∇ϕ,Ω) = (−1)m−(∇2ϕ(v0)) · (H),
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where “m−(·)” stands for the total dimension of eigenspaces for negative eigenvalues of a
symmetric matrix.
(∇5) (Multiplicativity) For all (∇ϕ1,Ω1), (∇ϕ2,Ω2) ∈ MG∇,
∇G-deg (∇ϕ1 ×∇ϕ2,Ω1 × Ω2) = ∇G-deg (∇ϕ1,Ω1) ∗ ∇G-deg (∇ϕ2,Ω2)
where the multiplication ‘∗’ is taken in the Euler ring U(G).
(∇6) (Suspension) If W is an orthogonal G-representation and B an open bounded invariant
neighborhood of 0 ∈W , then
∇G-deg (∇ϕ× IdW ,Ω× B) = ∇G-deg (∇ϕ,Ω).
(∇7) (Hopf Property) Assume that B(V ) is the unit ball of an orthogonal Γ-representation V
and for (∇ϕ1, B(V )), (∇ϕ2, B(V )) ∈MG∇, one has
∇G-deg (∇ϕ1, B(V )) = ∇G-deg (∇ϕ2, B(V )).
Then ∇ϕ1 and ∇ϕ2 are G-gradient B(V )-admissible homotopic.
Computations of the Gradient G-Equivariant Degree: Consider a symmetric G-equivariant
linear isomorphism T : V → V , where V is an orthogonal G-representation, that is, T = ∇ϕ for
ϕ(v) = 12 (Tv • T ), v ∈ V , where “•” stands for the inner product. We will show how to compute∇G-deg (T,B(V )). Consider the G-isotypical decomposition (5) of V and put
Ti := T |Vi : Vi → Vi, Tj,l := T |Vj,l : Vj,l → Vj,l.
Then, by the Multiplicativity property (∇5),
(12) ∇G-deg(T,B(V )) =
r∏
i
∇G-deg(Ti, B(Vi)) ∗
∏
j,l
∇G-deg(Tj,l, B(Vj,l)).
Take µ ∈ σ−(T ), where σ−(T ) stands for the negative spectrum of T , and consider the correspond-
ing eigenspace E(µ) := ker(T − µId). Define the numbers mi(µ) and mj,l(µ) by
(13) mi(µ) := dim (E(µ) ∩ Vi) / dimVi, mj,l(µ) := dim (E(µ) ∩ Vj,l) / dimVj,l.
We also define the basic gradient degrees by
(14) DegVi := ∇G-deg(−Id , B(Vi)), DegVj,l := ∇G-deg(−Id , B(Vj,l)).
We have that,
(i) DegVi = degVi ;
(ii) DegVj,l = (G)− degVj,l ,
where degVi is the basic G-equivariant degree without free parameter and degVj,l is the basic
G-equivariant basic twisted degree, which was introduced in [1]. The basic degree
degVi = (G) + nL1(L1) + · · ·+ nLn(Ln), L0 := G,
can be computed from the recurrence formula
(15) nLk =
(−1)nk −∑Lk<Ll n(Lk, Lk) · nLl · |W (Ll)|
|W (Lk)| ,
and the twisted degree
degVj,l = nH1(H1) + nH2(H2) + · · ·+ nHm(Hm),
can be computed from the recurrence formula
(16) nHk =
1
2 dim VHkj,l −
∑
Hk<Hs
nHs n(Hk, Hs) |W (Hs)/S1|∣∣∣W (Hk)S1 ∣∣∣ .
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One can also find in [1] complete lists of these basic degrees for several groups G = Γ× S1. Then,
by using the properties of gradient G-equivariant degree, one can establish
(17) ∇G-deg(T,B(V )) =
∏
µ∈σ−(T )
r∏
i
(degi)
mi(µ) ∗
∏
j,l
(
(G) − degj,l
)mj,l(µ) .
2.3. Gradient Degree on the Slice. Let G be a compact Lie group and H be a smooth Hilbert
G-representation (that is, T : G → O(H ) is a smooth map). Let ϕ : H → R be a continuously
differentiable G-invariant functional. Then the gradient
∇ϕ : H → H
is a well-defined G-equivariant operator. Let uo ∈ H and put H := Guo . Since the G-action on
H is smooth, the orbit G(uo) is a smooth submanifold of H . Denote by So ⊂ H the slice to
the orbit G(uo) at uo. Denote by Vo := τuoG(uo) the tangent space to G(uo) at uo. Then clearly,
So = V
⊥
o and So is a smooth Hilbert H-representation.
Theorem 2.5. (Slice Principle) Let E be an orthogonal G-representation, ϕ : H → R be a
continuously differentiable G-invariant functional, uo ∈ H and G(uo) be an isolated critical orbit
of ϕ such that H := Guo . Let So be the slice to the orbit G(uo) at uo and U an isolated tubular
neighborhood of G(uo). Define ϕo : So → R by ϕo(v) = ϕ(uo + v), v ∈ So. Then
(18) ∇G-deg(∇ϕ, U) = Θ(∇H -deg(∇ϕo, U ∩ So)),
where Θ : U(H)→ U(G) is defined on generators Θ(K) = (K), (K) ∈ Φ(H).
Proof. Notice that ∇ϕo(u) = P∇ϕ(u), where P : E → So is an orthogonal projection. Since one
can always approximate ϕo on U ∩So by a generic map, which can be extended equivariantly on U
and, in such a case, this extension is also generic, formula (18) follows directly from the definition
of the gradient degree for generic maps. 
2.4. Product Group G1 × G2. Given two groups G1 and G2, consider the product group and
G1 × G2. The following well-known result (see [7, 13]) provides a description of subgroups H of
the product group G1 × G2.
Theorem 2.6. Let H be a subgroup of the product group G1 × G2. Put H := pi1(H ) and K :=
pi2(H ). Then, there exist a group L and two epimorphisms ϕ : H → L and ψ : K → L, such that
(19) H = {(h, k) ∈ H ×K : ϕ(h) = ψ(k)},
In this case, we will use the notation
H =: H ϕ×ψLK.(20)
The conjugacy classes of subgroups of G1 × G2, one needs the following statement (see [7]).
Proposition 2.7. Let G1 and G2 be two groups. Two subgroups Hϕ×ψLK,H ′ϕ
′×ψ′L K ′ of G1 × G2
are conjugate if and only if there exist (a, b) ∈ G1 × G2 and α ∈ Aut (L) such that the inner
automorphisms µa : G1 → G1 and µb : G2 → G2 given by
µa(g1) = a
−1g1a, µb(g2) = b
−1g2b, g1 ∈ G1, g2 ∈ G2,
satisfy that H ′ = µa(H), K
′ = µb(K) and ϕ = α ◦ ϕ′ ◦ µa, ψ = α ◦ ψ′ ◦ µb.
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ID (S) |W (S)| ID (S) |W (S)| ID (S) |W (S)|
1 (Z1 ×Zn) ∞ 35 (D6 D3×D1Dn) 4 69 (D6 D˜3×Z2D2n) 2
2 (D1 ×Zn) ∞ 36 (D6 Z6×D1Dn) 4 70 (Z1 ×SO(2)) 24
3 (Z2 ×Zn) ∞ 37 (D6 D˜3×D1Dn) 4 71 (D1 ×SO(2)) 4
4 (D˜1 ×Zn) ∞ 38 (D2 Z1×D1D2D2n) 4 72 (Z2 ×SO(2)) 12
5 (Z3 ×Zn) ∞ 39 (D2 Z1×Z2D2D2n) 4 73 (D˜1 ×SO(2)) 4
6 (D2 ×Zn) ∞ 40 (D2 Z1×D˜1D2D2n) 4 74 (Z3 ×SO(2)) 8
7 (D3 ×Zn) ∞ 41 (D6 Z3×D3D2D2n) 4 75 (D2 ×SO(2)) 2
8 (Z6 ×Zn) ∞ 42 (D6 Z3×Z6D2D2n) 4 76 (D3 ×SO(2)) 4
9 (D˜3 ×Zn) ∞ 43 (D6 Z3×D˜3D2D2n) 4 77 (Z6 ×SO(2)) 4
10 (D6 ×Zn) ∞ 44 (D3 Z1×D3D3n) 4 78 (D˜3 ×SO(2)) 4
11 (D1
Z1×
Z2
Z2n) ∞ 45 (D˜3 Z1×D3D3n) 4 79 (D6 ×SO(2)) 2
12 (Z2
Z1×
Z2
Z2n) ∞ 46 (D6 Z2×D3D3n) 2 80 (D1 Z1×D1O(2)) 4
13 (D˜1
Z1×
Z2
Z2n) ∞ 47 (D6 Z1×D6D6n) 2 81 (Z2 Z1×D1O(2)) 12
14 (D2
D1×
Z2
Z2n) ∞ 48 (Z1 ×Dn) 24 82 (D˜1 Z1×D1O(2)) 4
15 (D2
Z2×
Z2
Z2n) ∞ 49 (D1 ×Dn) 4 83 (D2 D1×D1O(2)) 2
16 (D2
D˜1×
Z2
Z2n) ∞ 50 (Z2 ×Dn) 12 84 (D2 Z2×D1O(2)) 2
17 (D3
Z3×
Z2
Z2n) ∞ 51 (D˜1 ×Dn) 4 85 (D2 D˜1×D1O(2)) 2
18 (Z6
Z3×
Z2
Z2n) ∞ 52 (Z3 ×Dn) 8 86 (D3 Z3×D1O(2)) 4
19 (D˜3
Z3×
Z2
Z2n) ∞ 53 (D2 ×Dn) 2 87 (Z6 Z3×D1O(2)) 4
20 (D6
D3×
Z2
Z2n) ∞ 54 (D3 ×Dn) 4 88 (D˜3 Z3×D1O(2)) 4
21 (D6
Z6×
Z2
Z2n) ∞ 55 (Z6 ×Dn) 4 89 (D6 D3×D1O(2)) 2
22 (D6
D˜3×
Z2
Z2n) ∞ 56 (D˜3 ×Dn) 4 90 (D6 Z6×D1O(2)) 2
23 (Z3
Z1×
Z3
Z3n) ∞ 57 (D6 ×Dn) 2 91 (D6 D˜3×D1O(2)) 2
24 (Z6
Z2×
Z3
Z3n) ∞ 58 (D1 Z1×Z2D2n) 4 92 (Z1 ×O(2)) 12
25 (Z6
Z1×
Z6
Z6n) ∞ 59 (Z2 Z1×Z2D2n) 12 93 (D1 ×O(2)) 2
26 (D1
Z1×D1Dn) 8 60 (D˜1 Z1×Z2D2n) 4 94 (Z2 ×O(2)) 6
27 (Z2
Z1×D1Dn) 24 61 (D2 D1×Z2D2n) 2 95 (D˜1 ×O(2)) 2
28 (D˜1
Z1×D1Dn) 8 62 (D2 Z2×Z2D2n) 2 96 (Z3 ×O(2)) 4
29 (D2
D1×D1Dn) 4 63 (D2 D˜1×Z2D2n) 2 97 (D2 ×O(2)) 1
30 (D2
Z2×D1Dn) 4 64 (D3 Z3×Z2D2n) 4 98 (D3 ×O(2)) 2
31 (D2
D˜1×D1Dn) 4 65 (Z6 Z3×Z2D2n) 4 99 (Z6 ×O(2)) 2
32 (D3
Z3×D1Dn) 8 66 (D˜3 Z3×Z2D2n) 4 100 (D˜3 ×O(2)) 2
33 (Z6
Z3×D1Dn) 8 67 (D6 D3×Z2D2n) 2 101 (D6 ×O(2)) 1
34 (D˜3
Z3×D1Dn) 8 68 (D6 Z6×Z2D2n) 2
Table 1. Conjugacy Classes of Subgroups in D6 ×O(2)
Remark 2.8. For two groups G and O(2), the introduced notation H = Hϕ ×ψL K ⊂ G × O(2),
where H ⊂ G, K ⊂ O(2) are two subgroups and ϕ : H → L and ψ : H → L are epimorphismns,
needs to be simplified. It was proposed by Hao-Pin Wu (cf [23]) to denote the conjugacy classes (H)
in a more comprehensive way. To be more precise, in order to identify L with K/Ker (ψ) ⊂ O(2)
and denote by r the rotation generator in L. Next we put
Z = Ker (ϕ) and R = ϕ−1(〈r〉)
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and define
(21) H =: H ZR×LK, .
Of course, in the case when all the epimorphisms ϕ with the kernel Z are conjugate, there is no
need to use the symbol Z in (21) and we will simply write H = H Z×LK. Moreover, in this case
all epimorphisms ϕ from H to L are conjugate, we can also omit the symbol L, i.e. we will write
H = H ×LK. The conjugacy classes of subgroups in D6 × O(2) are listed Table 1, which were
obtained in [23] using G.A.P. programming.
3. Model for Atomic Interaction
Consider n identical particles uj, j = 0, 1, 2, . . . , n−1, in the plane C. Assume that each particle
interacts with the adjacent particles uj−1 and uj+1, where the indices j − 1 and j + 1 are taken
mod n.
Put u := (u0, u1, . . . , un−1)
T ∈ Cn and Ω′o := {u ∈ Cn : uk 6= uj, if k 6= j, with k, j =
0, 1, 2, · · · , n− 1}.
We define the following energy functional V : Ω′o → R by
(22) V(u) :=
n∑
j=0
U(|uj+1 − uj |2) +
∑
0≤j<k≤n−1
W (|uj − uk|2),
where
U(t) = t− 2√t, W (t) = B
t6
− A
t3
+
σ√
t
, t > 0.
The following Newtonian equation describes the interaction between these n-particles,
(23) u¨ = −∇2V(u), u ∈ Ω′o.
3.1. Symmetric Equilibrium for (23). We notice that the space Cn is a representation of the
groupDn×O(2), where Dn stands for the dihedral group corresponding to the group of symmetries
of a regular n-gone, which can be described as a subgroup of the symmetric group Sn of n-elements
{0, 1, . . . , n− 2, n− 1}. More precisely, Dn is generated by the “rotation” ξ := (0, 1, 2, 3, . . . , n− 1)
and the “reflection” κ := (1, n− 1)(2, n− 2) . . . (m,n−m), where m = ⌊n−12 ⌋. Then the action of
G on Cn is given by
(24) (σ,A)(z0, z1, . . . , zn−1) = (Azσ(0), Azσ(1), . . . , Azσ(n−1)),
where A ∈ O(2) and σ ∈ Dn ⊂ Sn is given as a permutation of the vertices Cn ⊂ C of the n-gone.
To be more precise we have
(ξ, A)(z0, z1, . . . , zn−2, zn−1) = (Azn−1, Az0, . . . , Azn−3, Azn−2),
(κ,A)(z0, z1, . . . , zn−2, zn−1) = (z0, zn−1, . . . , z1).
Let us point out that the group Dn can be also described as a subgroup of O(2), where κ is
identified to the complex conjugation
[
1 0
0 −1
]
and ξj is identified to the complex number γj,
γ := ei
2pi
n , representing the rotation
γj =
[
cos 2pij
n
− sin 2pij
n
sin 2pij
n
cos 2pij
n
]
.
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It is evident that Ω′o ⊂ Cn is G-invariant. Notice that the function V : Ω′o → R is invariant with
respect to the action of C on Cn by shifting, that is, for all z ∈ C and (z0, z1, . . . , zn−1) ∈ Ω′o we
have
V(z0 + z, z1 + z, . . . , zn−1 + z) = V(z0, z1, . . . , zn).
Therefore in order to make System (23) reference point independent, we put
(25) V := {(z0, z1, z2, . . . , zn−1) ∈ Cn : z0 + z1 + z2 + · · ·+ zn−1 = 0},
and Ωo = Ω
′
o ∩ V . Then, we obtain that V and Ωo are G-invariant and in addition Ωo is flow-
invariant for (23).
Consider the point vo := (1, γ, γ2, . . . , γn−1) ∈ Ωo, where γ := ei 2pin . One can verify that the
isotropy group Gvo , which for simplicity we denote by Γ, is given as the following amalgamated
subgroup of Dn ×O(2)
Γ := Dn ×Dn Dn := {(g, g) ∈ Dn ×Dn : g ∈ Dn},
where in order to consider Dn as a subgroup of O(2). Then V Γ is a one dimensional subspace of
V and we have (see (30) for more details) that
V Γ = spanR{(1, γ, γ2, . . . , γn−1)}.
Then, by Symmetric Criticality Condition, a critical point of VΓ : ΩΓo → R is also a critical point
of V . Notice that V satisfies the coercivity condition, that is, V (u) → ∞ as u approaches ∂Ωo
or ‖u‖ → ∞. Then there exists a global minimum point uo of VΓ in ΩΓo , which implies that
∇VΓ(uo) = 0. Since V Γ is two-dimensional, we denote its vectors by v := z(1, γ, γ2, . . . , γn−1),
z ∈ C. One can look for the orbit of equilibria for (23) where z = t, t ∈ R. Put
(26) a = 4 sin2
pi
n
and ajk = 4 sin
2 (k − j)pi
n
,
where 0 ≤ j < k ≤ n− 1. Define
φ(t) = nU
(
at2
)
+
∑
0≤j<k≤n−1
W
(
ajkt
2
)
, t > 0.(27)
Notice that |γj+1−γj| = ∣∣2 sin pi
n
∣∣ and |γk−γj| = 2 ∣∣∣sin (k−j)pin ∣∣∣, φ is exactly the restriction of V to
the fixed-point subspace V Γo = {t(1, γ, γ2, . . . , γn−1) : t > 0}, thus in order to find an equilibrium
for (23), by Symmetric Criticality Principle, it is sufficient to identify a critical point ro of φ(t).
Clearly,
lim
t→0+
φ(t) = lim
t→∞
φ(t) =∞,
thus there exists a minimizer ro ∈ (0,∞), which is a critical point of ϕ and consequently
(28) uo = ro(1, γ, γ
2, . . . , γn−1) ∈ Ωo
is the Γ-symmetric equilibrium of V, providing the configuration of particles, shown at Figure 1
being a stationary solution to (23). In the following, we write uo = (uo0, u
o
1, . . . , u
o
n−1) ∈ Cn, where
uok = roγ
k, k = 0, 1, 2, . . . , n− 1 with γ = ei 2pin .
3.2. G-Equivariant Bifurcation Problem for (23). In what follows, we are interested in finding
non-trivial p-periodic solutions to (23), bifurcating from the orbit equilibrium points G(uo). By
normalizing the period, namely, by making the substitution v(t) = u
(
pt
2pi
)
in (23) we obtain the
following system,
(29)
{
v¨ = −λ2∇V(v),
v(0) = v(2pi), v˙(0) = v˙(2pi),
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Figure 1. Stationary solution to equation (29) with dihedral symmetries.
where λ = p2pi . Since system (29) is symmetric with respect to the group action G = Dn × O(2),
we have the orbit of equilibria M = G(uo), which is a one-dimensional submanifold in V , with the
tangent vector at uo ∈M being
vo = i(1, γ, . . . , γn−1).
Notice that the slice So to the orbit M at u
o is So = {z ∈ Cn : z • vo = 0}, which implies that
So =
{
(z0, z1, . . . , zn−1) ∈ Cn : Re
(
n−1∑
k=0
zkiγ
−k
)
= 0
}
.
Notice that the G-isotropy group of uo is given by,
Γ = Guo = Dn ×Dn Dn = {(g, g) ∈ Dn ×Dn : g ∈ Dn},
which can be identified with Dn.
3.3. Γ-Isotypical Decomposition of So. Let µ : C
n → R be given by
µ(z0, z1, . . . , zn−1) = Re
(
n−1∑
k=0
zkiγ
−k
)
.
Then we have kerµ = So. Denote also by ν : C
n → C the complex linear functional
ν(z0, z1, . . . , zn−1) =
n−1∑
k=0
zkiγ
−k.
Then we also have ker ν ⊂ kerµ. Notice that for j = 0, 1, . . . , n − 2, and zk = γ−jk, k =
0, 1, 2, . . . , n− 1, we have
n−1∑
k=0
zkiγ
−k = i
n−1∑
k=0
γ−(j+1)k = i
1− γ−(j+1)n
1− γ−(j+1) = 0,
which implies for every z ∈ C,
(z, zγ−j, zγ−2j, . . . , zγ−(n−1)j) ∈ ker ν.
Put
Wj =
{
(z, zγ−j, zγ−2j, . . . , zγ−(n−1)j) : z ∈ C
}
⊂ Cn.
The action of Γ on Wj which we identify with Dn can be described as follows. Put
z = (z, zγ−j, zγ−2j, . . . , zγ−(n−1)j).
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Then we have
(γ, γ)z = (γ, γ)(z, zγ−j, zγ−2j, . . . , zγ−(n−1)j)
= (γ−(n−1)j+1z, γz, γ−j+1z, γ−2j+1z, . . . , γ−(n−2)j+1z)
= (γj+1z, γz, γ−j+1z, γ−2j+1z, . . . , γ−(n−2)j+1z)
= γj+1 · (z, zγ−j, zγ−2j, . . . , zγ−(n−1)j)
= γj+1 · z,
where ‘·’ denotes the usual complex multiplication. Therefore, the sub-representationWj is equiv-
alent to the irreducible Dn-representation Vj+1 (see [1] for more details). On the other hand, if
j = n− 1, then for zk = zγ−(n−1)k, k = 0, 1, 2, . . . , n− 1, z ∈ C, we have
n−1∑
k=0
zkiγ
−k =
n−1∑
k=0
zγ−j(n−1)kiγ−k = niz,
which implies that (z0, z1, . . . , zn−1) ∈ kerµ if and only if z is real. Therefore, we have
Wn−1 = {(x, xγ−(n−1), . . . , xγ−1) : x ∈ R}
= {(x, xγ, . . . , xγ(n−1)) : x ∈ R}
= span (vo)
= V0,
which is an additional component of So on which (γ, γ) and (κ, κ) act trivially, namely, it is
equivalent to V0.
Comparing the dimension of the slice with the dimensions of the irreducible components of
So, we recognize that this decomposition is the complete decomposition of So into a product of
irreducible Dn-sub-representations and, as a consequence, we are now able to identify the Dn-
isotypical components of So.
The Case of n being an odd number: In this case, the space So has the following isotypical com-
ponents,
So = V0 ⊕ V1 ⊕ V2 ⊕ · · · ⊕ Vj ⊕ · · · ⊕ Vr, with r =
⌊n
2
⌋
,
where V0 =Wn−1, that is,
V0 = spanR{(1, γ−(n−1), γ−2(n−1), . . . , γ−(n−1)(n−1))}
= spanR{(1, γ, γ2, . . . , γn−1)},(30)
V1 =Wn−2 and for
⌊
n
2
⌋ ≥ j > 1,
Vj =Wj−1 ⊕Wn−j−1.
Put
uj = (1, γ−(j−1), γ−2(j−1), . . . , γ−(n−1)(j−1)),
vj = (1, γ(j+1), γ2(j+1), . . . , γ(n−1)(j+1)).
Then for j = 1, 2, . . . , r, Vj is a complex subspace of Cn such that
Vj = spanC{uj} ⊕ spanC{vj}.
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The Case of n being an even number: In this case, the space So has the following isotypical
components,
So = V0 ⊕ V1 ⊕ V2 ⊕ · · · ⊕ Vj ⊕ · · · ⊕ Vr, with r = n
2
,
with the similar components Vj for j <
n
2 = r, and an additional isotypical component Vr, given
by
Vr :=Wr−1 = spanC{(1, γ−(r−1), γ−2(r−1), . . . , γ−(n−1)(r−1))}
= spanC{(1,−γ, γ2, . . . , (−1)kγk, . . . ,−γn−1)}.
4. Variational Reformulation of (29)
Sobolev Space of V -Valued Periodic Functions: Since V is an orthogonal Γ- representation,
we can consider the the first Sobolev space of 2pi-periodic functions from R to V , that is,
H12pi(R,V ) = {z : R→ V : z(0) = z(2pi), z|[0,2pi] ∈ H1([0, 2pi];V )},
equipped with the inner product
〈z, w〉 =
∫ 2pi
0
(z˙(t) • w˙(t) + z(t) • w(t))dt, z, w ∈ H12pi(R,V ).
Let O(2) denote the group of 2 × 2-orthogonal matrices. Notice that O(2) = SO(2) ∪ SO(2)κ,
where κ =
[
1 0
0 −1
]
. It is convenient to identify a rotation[
cos τ − sin τ
sin τ cos τ
]
∈ SO(2),
with eiτ ∈ S1 ⊂ C. Notice that κeiτ = e−iτκ, that is, κ as a linear transformation of C into
itself, acts as complex conjugation. The space H12pi(R,V ) is an orthogonal Hilbert representation
of G = (Dn ×O(2))×O(2). Indeed, we have for z ∈ H12pi(R,V ), (ξ, A) ∈ Dn ×O(2) and eiτ ∈ S1
we have (see (24)) ((
ξ, A
)
, eiτ
)
x)(t) = (ξ, A)x(t + τ),(31) ((
ξ, A
)
, eiτκ)x
)
(t) = (ξ, A)x(−t + τ).(32)
We identify a 2pi-periodic function x : R → V with a function x˜ : S1 → V via the following
commuting diagram:
R S1
V
e
x x˜ e(τ) = eiτ
Using this identification, we write H1(S1,V ) in place of H12pi(R,V ). Let
Ω = {u ∈ H1(S1,V ) : u(t) ∈ Ωo, for all t ∈ R}.
Then system (29) can be written as the following variational equation
(33) ∇uJ(λ, u) = 0, (λ, u) ∈ R× Ω,
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where J : R× Ω→ R is defined by
(34) J(λ, u) =
∫ 2pi
0
[
1
2
|u˙(t)|2 − λ2V(u(t))
]
dt.
Assume that uo = ro(1, γ, γ
2, γn−1) ∈ Cn is the equilibrium point of (23) described in subsection
3.1. Then uo is a critical point of J . We are interested in finding non-stationary 2pi-periodic
solutions bifurcating from uo, that is, non-constant solutions to system (33). Notice that Guo =
Dn × O(2), where Dn ≃ Dn ×Dn Dn ⊂ Dn × O(2). We consider the G-orbit G(uo) in the
space H1(S1,V ). We denote by H the slice to G(uo) in H1(S1,V ). We will also denote by
J : R× Ω˜→ R the restriction of J to the set R× Ω˜, where Ω˜ = H ∩Ω. Put G = Guo . Then J
is G-invariant. Then by the Slice Criticality Principle (see Theorem 2.5), critical points of J are
critical points of J and are solutions to system (33).
Consider the operator L : H2(S1;V ) → L2(S1;V ), given by Lu = −u¨ + u, u ∈ H2(S1,V ).
Then the inverse operator L−1 exists and is bounded. Let j : H2(S1;V ) → H1(S1,V ) be the
natural embedding operator. Then j is a compact operator and we have
(35) ∇uJ(λ, u) = u− j ◦ L−1(λ2N∇V(u) + u), u ∈ H1(S1,V ),
where
N∇V (u)(t) = ∇V(u(t)), t ∈ R.
Consequently, the bifurcation problem (33) can be written as
u− j ◦ L−1(λ2N∇V(u) + u) = 0.
Moreover, we have
(36) ∇2uJ(λ, uo) = Id − j ◦ L−1(λ2N∇2V(uo) + Id ), u ∈ H1(S1,V ),
where
(N∇2V (u
o)v)(t) = ∇2V(uo)v(t), v ∈ H1(S1,V ); t ∈ R.
Consider the operator A (λ) : H → H , given by
(37) A (λ) := P (∇2uJ(λ, uo)).
Notice that
∇2uJ (λ, uo) = A (λ),
thus, by implicit function theorem, G(uo) is an isolated orbit of critical points of J , whenever A (λ)
is an isomorphism. Therefore, a point (λo, u
o) is a bifurcation point for (33), then A (λo) is not
an isomorphism. In such a case we put Λ = {λ > 0 : A (λo) is not an isomorphism}, and call the
set Λ the critical set for the trivial solution uo.
4.1. Application of Equivariant Gradient Degree. Consider the S1-action on H1(S1,V ),
where S1 acts on functions by shifting the argument (see (31)). Then, (H1(S1,V ))S
1
is the space
of constant functions, which can be identified with the space V , that is,
H1(S1,V ) = V ⊕W , W := V ⊥.
Then, the slice So in H1(S1,V ) to the orbit G(uo) at uo is exactly
So = So ⊕W .
Definition 4.1. We say that λo ∈ Λ satisfies condition (C) if Po ◦ A (λo)|So : So → So, where
Po : V → So is an orthogonal projection, is an isomorphism.
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Theorem 4.2. Consider the bifurcation system (33) and assume that λo ∈ Λ satisfies condition (C)
and is isolated in the critical critical set Λ, i.e. there exists λ− < λo < λ+ such that [λ−, λ+]∩Λ =
{λo}. Define
(38) ω(λo) := Θ
[
∇G-deg
(
A (λ−), B1(0)
)
−∇G-deg
(
A (λ+), B1(0)
)]
,
where B1(0) stands for the open unit ball in H . If
ω(λo) = n1(H1) + n2(H2) + · · ·+ nm(Hm),
is non-zero, i.e. nj 6= 0 for some j = 1, 2, . . . ,m, then there exists a bifurcating branch of nontrivial
solutions to (33) from the orbit {λo} ×G(uo) with symmetries at least (Hj).
Consider the S1-isotypical decomposition of W , that is,
W =
∞⊕
l=1
Wl, Wl := {cos(l·)a+ sin(l·)b : a, b ∈ V }.
In a standard way, the space Wl, l = 1, 2, . . . , can be naturally identified with the space V c on
which S1 acts by l-folding. To be more precise,
Wl = {eil·z : z ∈ V }.
Notice that, since the operator A (λ) is G-equivariant where G = Dn × O(2), it is also S1-
equivariant and thus A (λ)(Wl) ⊂ Wl. On the other hand, we have
σ(A (λ)|Wl) =
{
1− λ
2µ+ 1
l2 + 1
: µ ∈ σ(∇2uV(uo))
}
,(39)
which under condition (C) implies that λo ∈ Λ if and only if λ2o = l
2
µ
for some l = 1, 2, 3, . . . and
µ ∈ σ(∇2uV(uo)).
5. Computation of the Spectrum σ(∇2V(uo))
Computation of ∇V(u): Since the potential V is given by (22), we can write that V(u) = Φ(u) +
Ψ(u), u ∈ Ω, where
Φ(u) =
n∑
j=0
U(|uj+1 − uj|2), Ψ(u) =
∑
0≤j<k≤n−1
W (|uj − uk|2).
Notice that
∇Φ(u) = 2

U ′(|u0 − un−1|2)(u0 − un−1) + U ′(|u0 − u1|2)(u0 − u1)
U ′(|u1 − u2|2)(u1 − u2) + U ′(|u1 − u0|2)(u1 − u0)
...
U ′(|un−1 − u0|2)(un−1 − u0) + U ′(|un−1 − un−2|2)(un−1 − un−2)
 ,
and
∇Ψ(u) = 2

∑
k 6=0W
′(|u0 − uk|2)(u0 − uk)∑
k 6=1W
′(|u1 − uk|2)(u1 − uk)
...∑
k 6=n−1W
′(|un−1 − uk|2)(un−1 − uk).

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Computation of ∇2V(uo): For a given complex number z = x+ iy, which we write in a vector form
z = (x, y)T , we define the matrix mz := zz
T , i.e.
mz :=
[
x
y
]
[x, y] =
[
x2 xy
xy y2
]
.
We will also apply the following notation
zjk = γ
j − γk, γ = ei 2pin , j, k ∈ Z,
and we put mjk := mzjk . Noticing that
Re(γj − γk) = 2 sin (k − j)pi
n
sin
(k + j)pi
n
,
we know that the 2× 2 matrix mjk can be described using the complex operators as
mjk =
|zjk|2
2
[
1− γj+kκ
]
= 2 sin2
pi(j − k)
n
[
1− γj+kκ
]
.
Put
vjk := U
′(ajkr
2
o), vjj := 0
ujk = 2U
′′(ajkr
2
o) sin
2 pi(j − k)
n
, ujj := 0
vjk :=W
′(ajkr
2
o), vjj := 0
ujk = 2W
′′(ajkr
2
o) sin
2 pi(j − k)
n
, ujj := 0
Notice that we have
vj+l,k+l = vjk, uj+l,k+l = ujk.
By direct computations we have that
∇2Φ(uo) = 2U ′(ar2o)A+ 4r2oU ′′(ar2o)B,
where
A :=

2 −1 0 . . . −1
−1 2 −1 . . . 0
...
...
...
. . .
...
−1 0 0 . . . 2
 ,
and
B :=


m0,n−1 + m0,1 −m01 0 . . . −m0,n−1
−m1,0 m1,0 + m1,2 −m1,2 . . . 0
...
...
...
. . .
...
−mn−1,0 0 0 . . . mn−1,n−2 + mn−1,0


= 2 sin2
pi
n


2− (γ−1 + γ)κ −1 + γκ 0 . . . −1 + γ−1κ
−1 + γκ 2− (γ1 + γ3)κ −1 + γ3κ . . . 0
...
...
...
. . .
...
−1 + γ−1κ 0 0 . . . 2− (γ−3 + γ−1)


= 2 sin2
pi
n
[
A− BγK
]
,
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where
K =

κ 0 0 . . . 0
0 κ 0 . . . 0
...
...
...
. . .
...
0 0 0 . . . κ
 , Bγ =

γ−1 + γ −γ 0 . . . −γ−1
−γ γ + γ3 −γ3 . . . 0
...
...
...
. . .
...
−γ−1 0 0 . . . γ−3 + γ−1

Next, by direct computations one can derive the following matrix form of ∇2Ψ(uo) = 2C+4r2oD,
where
C :=

∑
j 6=0
W ′(a0jr
2
o) −W ′(a01r2o) . . . −W ′(a0,n−1r2o)
−W ′(a1,0r2o)
∑
j 6=1
W ′(a1jr
2
o) . . . −W ′(a2,n−1r2o)
...
...
. . .
...
−W ′(an−1,0r2o) −W ′(an−1,1r2o) . . .
∑
j 6=n−1
W ′(an−1,jr
2
o)

=

∑
j
v0j −v01 −v02 . . . −v0,n−1
−v10
∑
j
v1j −v12 . . . −v1,n−1
...
...
...
. . .
...
−vn−1,0 −vn−1,1 −vn−1,2 . . .
∑
j
vn−1,j

and
D :=


∑
j 6=0
W
′′(a0jr
2
o)m0j −W
′′(a01r
2
o)m01 . . . −W
′′(a0,n−1r
2
o)m0,n−1
−W ′′(a1,0r
2
o)m1,0
∑
j 6=1
W
′′(a1jr
2
o)m1,j . . . −W
′′(a1,n−1r
2
o)m1,n−1
.
.
.
.
.
.
. . .
.
.
.
−W ′′(an−1,0r
2
o)mn−1,0 −W
′′(an−1,1r
2
o)mn−1,1 . . .
∑
j 6=n−1
W
′′
(an−1,jr
2
o)mn−1,j


=


∑
j
u0j(1− γ
j
κ) −u01(1− γκ) . . . −u0,n−1(1 − γ
n−1κ)
−u10(1− γκ)
∑
j
u1j(1− γ
j+1
κ) . . . −u1,n−1(1− κ)
.
.
.
.
.
.
. . .
.
.
.
−un−1,0(1− γ
−1κ) −un−1,1(1− κ) . . .
∑
j
un−1,j(1− γ
j−1
κ)


= C˜ − DγK,
where
C˜ =

∑
j
u0j −u01 −u02 . . . −u0,n−1
−u10
∑
j
u1j −u12 . . . −u1,n−1
...
...
...
. . .
...
−un−1,0 −un−1,1 −un−1,2 . . .
∑
j
un−1,j

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and
Dγ :=

∑
j
u0jγ
j −u01γ . . . −u0,n−1γ−1
−u10γ
∑
j
u1jγ
j+1 . . . −u1,n−1
...
...
. . .
...
−un−1,0γ−1 −un−1,1 . . .
∑
j
un−1,jγ
j−1

.
Case 1: n being an odd number: Put Ak := A|Vk , then we have the following matrices:
A0 = [2− 2Re(γ)] =
[
4 sin2
pi
n
]
, A1 = [2− 2Re(γ2)] =
[
4 sin2
2pi
n
]
Ak =
[
2− 2Re(γk−1) 0
0 2− 2Re(γk+1)
]
=
[
4 sin2 pi(k−1)
n
0
0 4 sin2 pi(k+1)
n
]
,
where 1 < k <
⌊
n
2
⌋
. Next, put Bk := B|Vk . Notice that
BγKuk = 2Re(γ − γk)vk = −4 sin pi(1 + k)
n
sin
pi(1 − k)
n
vk,
BγKvk = 2Re(γ − γk)uk = −4 sin pi(1 + k)
n
sin
pi(1− k)
n
uk.
Then, by direct computations we get
B0 =
[
8 sin4
pi
n
]
, B1 =
[
8 sin2
pi
n
sin2
2pi
n
]
Bk =
[
8 sin2 pi
n
sin2 pi(k−1)
n
8 sin2 pi
n
sin pi(1+k)
n
sin pi(1−k)
n
8 sin2 pi
n
sin pi(1+k)
n
sin pi(1−k)
n
8 sin2 pi
n
sin2 pi(k+1)
n
]
,
where 1 < k <
⌊
n
2
⌋
. Notice that
Cuk =
∑
j
v0j −
∑
j
v0jγ
(1−k)j
uk, Cvk =
∑
j
v0j −
∑
j
v0jγ
(1+k)j
vk
In addition (since n is odd), we put
ak :=
∑
j
v0j −
∑
j
v0jγ
(1−k)j =
⌊n−1
2
⌋∑
j=1
4v0j sin
2 pi(1 − k)j
n
bk :=
∑
j
v0j −
∑
j
v0jγ
(1+k)j =
⌊n−1
2
⌋∑
j=1
4v0j sin
2 pi(1 + k)j
n
ak :=
∑
j
u0j −
∑
j
u0jγ
(1−k)j =
⌊n−1
2
⌋∑
j=1
4u0j sin
2 pi(1− k)j
n
bk :=
∑
j
u0j −
∑
j
u0jγ
(1+k)j =
⌊n−1
2
⌋∑
j=1
4u0j sin
2 pi(1 + k)j
n
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Then, put Ck := C|Vk , C˜k := C˜|Vk and
C0 = [a0] , C1 = 0, C˜0 = [a0] , C˜1 = 0
Ck =
[
ak 0
0 bk
]
, C˜k =
[
ak 0
0 bk
]
where 1 < k <
⌊
n
2
⌋
. Next, notice that
DγKuk =
∑
j
u0jγ
j −
∑
j
u0jγ
jγj(k−1)
vk
DγKvk =
∑
j
u0jγ
j −
∑
j
u0jγ
jγj(k−1)
uk.
Put
ck =
∑
j
u0jγ
j −
∑
j
u0jγ
jγj(k−1) = 4
⌊n−1
2
⌋∑
j=1
u0j sin
pij(k + 1)
n
sin
pij(k − 1)
n
.
Then
D0 = [a0], D1 = [c1] = [0],
Dk =
[
ak −ck
−ck bk
]
, for 1 < k < ⌊n
2
⌋
Put
L := ∇2V(uo), Lk := ∇2V(uo)|Vk , 0 ≤ k ≤
⌊n
2
⌋
Then we have
(40) L0 = [α0]
where
α0 = 8
(
U ′(ar2o) + 4r
2
oU
′′(ar2o) sin
2 pi
n
)
sin2
pi
n
+
⌊n−1
2
⌋∑
j=1
(8v0j + 16r
2
ou0j) sin
2 pij
n
also
(41) A1 = [α1]
where
α1 = 8
(
U ′(ar2o) + 4r
2
oU
′′(ar2o) sin
2 2pi
n
)
sin2
2pi
n
and finally
(42) Lk =
[
2αk δk
δk 2βk
]
, 1 < k ≤
⌊
n− 1
2
⌋
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where
αk := 4U
′(ar2o) sin
2 pi(k − 1)
n
+ 16r2oU
′′(aro) sin
2 pi
n
sin2
pi(1− k)
n
+
⌊n−1
2
⌋∑
j=1
(
4v0j + 8r
2
ouoj
)
sin2
pi(1− k)j
n
βk := 4U
′(ar2o) sin
2 pi(k + 1)
n
+ 16r2oU
′′(aro) sin
2 pi
n
sin2
pi(1 + k)
n
+
⌊n−1
2
⌋∑
j=1
(
4v0j + 8r
2
ouoj
)
sin2
pi(1 + k)
n
δk := 32r
2
oU
′′(ar2o) sin
2 pi
n
sin
pi(1 + k)
n
sin
pi(1 − k)
n
− 32r2o
⌊n−1
2
⌋∑
j=1
u0j sin
pij(k − 1)
n
sin
pij(k + 1)
n
.
Then we have the following explicit formulae for the spectrum
σ (A )) =
{
µ0, µ1, µ
±
k , 1 < k ≤
⌊
n− 1
2
⌋}
,
where
µ0 := α0,
µ1 := α1,
µ±k := αk + βk ±
√
(αk − βk)2 + δ2k, 1 < k ≤
⌊
n− 1
2
⌋
.
Notice that, for each eigenvalue µ ∈ σ(A ) we have that its Vk-isotypical multiplicity mk(µ) is
given by
(43) mk(µ) =
{
1 if µ = µk or µ = µ
+
k or µ = µ
−
k ,
0 otherwise.
Case 2: n being an even number: In this case we have an additional isotypical component Vr,
r = n2 , and the entries of the matrix Ak and are slightly different. More precisely, notice that in
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this case we have
ak :=
∑
j
v0j −
∑
j
v0jγ
(1−k)j =
⌊n−1
2
⌋∑
j=1
4v0j sin
2 pi(1− k)j
n
+ 2v0rδ(k)
bk :=
∑
j
v0j −
∑
j
v0jγ
(1+k)j =
⌊n−1
2
⌋∑
j=1
4v0j sin
2 pi(1 + k)j
n
+ 2v0rδ(k)
ak :=
∑
j
u0j −
∑
j
u0jγ
(1−k)j =
⌊n−1
2
⌋∑
j=1
4u0j sin
2 pi(1 − k)j
n
+ 2u0rδ(k)
bk :=
∑
j
u0j −
∑
j
u0jγ
(1+k)j =
⌊n−1
2
⌋∑
j=1
4u0j sin
2 pi(1 + k)j
n
+ 2u0rδ(k)
ck =
∑
j
u0jγ
j −
∑
j
u0jγ
jγj(k−1) = 4
⌊n−1
2
⌋∑
j=1
u0j sin
pij(k + 1)
n
sin
pij(k − 1)
n
− 2δ(k)u0r,
where δ(k) :=
{
1 if k is even
0 if k is odd
. Therefore, we have
L0 = [α0] , L1 = [α1] , Lr = [αr]
Lk =
[
2αk δk
δk 2βk
]
, 1 < k ≤
⌊
n− 1
2
⌋
where
α0 = 8
(
U ′(ar2o) + 4r
2
oU
′′(ar2o) sin
2 pi
n
)
sin2
pi
n
+
⌊n−1
2
⌋∑
j=1
(8v0j + 16r
2
ou0j) sin
2 pij
n
+ 4v0r + 8u0rr
2
o ,
α1 = 8
(
U ′(ar2o) + 4r
2
oU
′′(ar2o) sin
2 2pi
n
)
sin2
2pi
n
,
αr := 8U
′(ar2o) cos
2 pi
n
+ 32r2oU
′′(ar2o) sin
2 pi
n
cos2
pi
n
+
⌊n−1
2
⌋∑
j=1
(8v0j + 16r
2
ou0j) sin
2 pi(1 − r)j
n
+ (4v0r + 8r
2
ou0r),
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and for 1 < k ≤ r − 1
αk := 4U
′(ar2o) sin
2 pi(k − 1)
n
+ 16r2oU
′′(aro) sin
2 pi
n
sin2
pi(1− k)
n
+
⌊n−1
2
⌋∑
j=1
(
4v0j + 8r
2
ouoj
)
sin2
pi(1− k)j
n
+ δ(k)(2v0r + 4r
2
ou0r),
βk := 4U
′(ar2o) sin
2 pi(k + 1)
n
+ 16r2oU
′′(aro) sin
2 pi
n
sin2
pi(1 + k)
n
+
⌊n−1
2
⌋∑
j=1
(
4v0j + 8r
2
ouoj
)
sin2
pi(1 + k)
n
+ δ(k)(2v0r + 4r
2
ou0r),
δk := 32r
2
oU
′′(ar2o) sin
2 pi
n
sin
pi(1 + k)
n
sin
pi(1 − k)
n
− 32r2o
⌊n−1
2
⌋∑
j=1
u0j sin
pij(k − 1)
n
sin
pij(k + 1)
n
+ 16δ(k)r2ou0r.
Consequently, we have the following explicit formulae for the spectrum
σ (A )) =
{
µ0, µ1, µr, µ
±
k , 1 < k ≤
⌊
n− 1
2
⌋}
,
where
µ0 := α0,
µ1 := α1,
µr := αr,
µ±k := αk + βk ±
√
(αk − βk)2 + δ2k, 1 < k ≤
⌊
n− 1
2
⌋
.
Of course, in this case the formula (43) is still valid.
6. Formulation of Results
6.1. Computation of the Gradient G-Equivariant Degree. In order to describe the G-
isotypical decomposition of the slice So, first, we identify the irreducible G-representations related
to the isotypical decomposition of W . These representations are Wj,l := Vj ⊗ Uj , where Ul is
the l-th irreducible O(2)-representation (listed according to the convention introduced in [1]),
j = 0, 1, . . . , ⌊n2 ⌋, l = 1, 2, 3, . . . . The corresponding to Wjl isotypical components of W are
Wjl := {cos(l·)a+ sin(l·)b : a, b ∈ Vj}.
These irreducible G-representations can be easily described. The representation Wjl = C ⊕ C is
a 4-dimensional (real) representation of real type with the action of G = Dn ×O(2) given by the
formulae
γ(z1, z2) := (γ
j · z1, γ−j · z2),
κ(z1, z2) := (z2, z1),
ξ(z1, z1) := (ξ
l · z1, ξl · z2),
κ(z1, z2) := (z1, z2),
where ξ ∈ SO(2), O(2) = SO(2) ∪ SO(2)κ, and
Dn := {1, γ, . . . , γn−1, κ, γκ, . . . , γn−1κ}.
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For each positive eigenvalue µ±j ∈ σ(∇2V (ar2o)), 1 < j < ⌊n−12 ⌋, we define the number λ±j,l :=
l2
µ
±
j
, and for other eigenvalues µj , we put λj,l :=
l2
µj
, l ∈ N. Then the critical set Λ is composed of
exactly all these numbers λ±j,l and λj,l. Since each of the eigenvalues µ
±
j (for 1 < j < ⌊n−12 ⌋) and µj
(otherwise) is of Vj-isotypical multiplicity one, it follows that for λ− < λo := λ±j,l < λ+ (respectively
λ− < λo := λj,l < λ+), where [λ−, λ+] ∩ Λ = {λo}, thus σ−(A (λ−)) = σ−(A (λ−)) ∪ {λo}.
Consequently, we obtain that for
ωG(λo) := ∇G-deg
(
A (λ−), B1(0)
)
−∇G-deg
(
A (λ+), B1(0)
)
is given by
(44) ωG(λo) =
∏
ξ∈σ−(A (λ−))
∏
i,k
(DegWik)
mik(ξ) ∗
(
DegWjl − (G)
)
.
Example 6.1. In the case of the group G = D6 × O(2), we have the following basic degrees1
DegWjk (which were obtain in [23] using GAP programming)
DegW0,l = (D6 ×O(2)) − (D6 ×Dl),
DegW1,l = (D6 ×O(2)) − (D6 Z1×D6D6l)− (D2 D1×Z2D2l)− (D2 D˜1×Z2D2l)+
2(D2
Z1×Z2D2D2l) + (Z2 Z1×Z2D2l),
DegW2,l = (D6 ×O(2)) − (D6 Z2×D3D3l)− (D2 Z2×Z2D2l)− (D2 ×Dl)+
2(D2
Z2×D1Dl) + (Z2 ×Dl),
DegW3,l = (D6 ×O(2)) − (D6 D˜3×Z2D2l).
6.2. Existence Result.
Theorem 6.2. Under the assumptions formulated in section 3, for every λjl, 0 < j ≤ ⌊n2 ⌋,
there exists an orbit of bifurcating branches of nontrivial periodic solutions to (33) from the orbit
{λjl} × G(uo). More precisely, for every orbit type (Hj,l) in Djl there exists an orbit of periodic
solutions with symmetries at least Hj,l.
Proof. This result is a direct consequence of the Existence Property (∇1) of the gradient equivariant
degree formulated in Theorem 2.4. 
7. Computational Example
In this section we consider a dihedral configuration of molecules composed of n = 6 particles
and put A = 0.2, B = 350, σ = 0.25 for the function W at (22), with which we obtain that φ
defined at (27) assumes minimum at r0 = 1.836545792. The distinct eigenvalues of the Hessian
matrix ∇2V (uo) are µ0 = −10.36657914, µ1 = 43.00585474, µ3 = 19.58406142, µ−2 = 7.633501334
1Let us point out that for practical applications of the gradient Dn ×O(2)-degree, it is fully justified (see [7]) to
use is values truncated to the Burnside ring A(Dn × O(2))
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and µ+2 = 11.42339623, Then one can easily compute the critical set Λ, namely
Λ =
{
λ1,1 = 0.15248819, λ3,1 = 0.22596887, λ
+
2,1 = 0.29587099,
λ1,2 = 0.30497638, λ
−
2,1 = 0.36194127, λ3,2 = 0.45193775,
λ1,3 = 0.45746457, λ
−
2,2 = 0.72388254, λ1,4 = 0.60995276,
λ3,3 = 0.67790662, λ
+
2,2 = 0.59174197, λ1,5 = 0.76244095,
λ+2,3 = 0.88761296, λ3,4 = 0.90387549, λ1,6 = 0.91492914, . . .
}
.
The positive values of the eigenvalues ξjl(λ) of the operator A (λ) and the critical set Λ are
illustrated on Figure 2.
λ
The set Λ
b
b
b
b
b
b
b b b b b b b b b b b b b b b
l = 1
l = 2
l = 3
l = 4
l = 5
l = 6
ξ(λj,l)
λ1,1 λ3,1 λ
+
2,1
λ1,2λ
−
2,1
λ3,2λ1,3 λ
+
2,2
λ1,4 λ3,3λ
−
2,2
λ1,5 λ
+
2,3
λ3,4
λ1,6
Figure 2. Eigenvalues ξj,l(λ) of the operator A (λ)
7.1. Topological Invariants ω(λo). In Table 7.1 we list the maximal orbit types in Wl \ {0},
l ≥ 1:
Wjl, l ≥ 1 maximal orbit types
W0l (D6 ×Dl)
W1l (D6
Z1×D6D6l), (D2 D1×Z2D2l), (D2 D˜1×Z2D2l)
W2l (D6 Z2×D3D3l), (D2 Z2×Z2D2l), (D2 ×Dl)
W3l (D6 D˜3×Z2D2l)
Table 2. Maximal orbit types in Wjl
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Next, we list the values of the equivariant invariants ω(λjl) (given by (38)):
ω(λ1,1) = DegW1,1 − (G)
ω(λ3,1) = DegW1,1 ∗ (DegW3,1 − (G))
ω(λ+2,1) = DegW1,1 ∗DegW3,1 ∗ (DegW2,1 − (G))
ω(λ1,2) = DegW1,1 ∗DegW3,1 ∗DegW2,1 ∗ (DegW1,2 − (G))
ω(λ3,1) = DegW1,1 ∗DegW3,1 ∗DegW2,1 ∗DegW1,2 ∗ (DegW2,1 − (G))
ω(λ+2,1) = DegW1,1 ∗DegW3,1 ∗DegW2,1 ∗DegW1,2 ∗DegW2,1 ∗ (DegW1,2 − (G))
These sequence of equivariant invariants ω(λj,l) can be continued indefinitely due to the the fact
that any p-periodic solution is also 2p, 3p, 4p, etc. periodic solution as well. However, in order to get
a clear picture of the emerging from the symmetric equilibrium vibrations, it is sufficient to exhaust
all the critical values λj,1. Let us also point out that the exact value of the equivariant invariants
ω(λj,l can be symbolically computed either in its truncated to the Burnside ring A(Dn × O(2))
(such programs are already available) or in U(Dn × O(2)) (we have all the needed algorithms so
the appropriate computer programs were already created). However, one should understand that
as each equivariant invariant ω(λj,l) carry the full equivariant topological information about the
emerging from the equilibrium uo periodic vibrations with the limit period p = 2piλj,l, so they can
be significantly long. For example, we have
ω(λ+2,1) = DegV1,1 ∗DegV3,1 ∗ (DegV2,1 − (D6 ×O(2)))
= −(D2 Z2×Z2D2) + (D˜1 Z1×Z2D2)− (D2 ×D1)
+ (Z2 ×D1) + (D1 ×D1)− (Z1 ×D1)
− (D6 Z2×D3D3) + (D˜3 Z1×D3D3) + (D3 Z1×D3D3)
+ (D2
Z1×D˜1D2D2) + 2(D2 Z2×D1D1) + (D2 D1×D1D1)
− 2(D˜1 Z1×D1D1)− (Z2 Z1×D1D1)− 2(D1 Z1×D1D1).
Nevertheless, for the purpose of making predictions about the actual emerging periodic vibration
with this particular limit period, one can look in ω(λj,l) for the maximal orbit types listed in Table
7.1. Therefore, we can list some types2 (according to their symmetries) of the branches of periodic
vibrations emerging from the equilibrium uo:
λ1,1: For the limit period 0.95811155 there exist at least the following three orbits of p-periodic
vibrations with spatio-temporal symmetries at least (D6
Z1×D6D6), (D2 D1×Z2D2),
(D2
D˜1×
Z2
D2).
λ3,1: For the limit period 1.41980428 there exists at least the following orbit of p-periodic vi-
brations with spatio-temporal symmetries at lest (D6
D˜3×
Z2
D2).
λ+2,1: For the limit period 1.85901226 there exist at least the following three orbits of p-periodic
vibrations with spatio-temporal symmetries at least (D6
Z2×D3D3l), (D2 Z2×Z2D2l),
(D2 ×Dl).
λ1,2: For the limit period 1.91622311 there exist at least the following three orbits of p-periodic
vibrations with spatio-temporal symmetries at least (D6
Z1×D6D12), (D2 D1×Z2D4),
(D2
D˜1×
Z2
D4).
2In order to provide the full list of possible symmetries of the emerfing periodic vibrations one needs to use the
full topological invariant ω(λj,l).
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λ+2,1: For the limit period 2.27414407 there exist at least the following three orbits of p-periodic
vibrations with spatio-temporal symmetries at least (D6
Z2×D3D3l), (D2 Z2×Z2D2l),
(D2 ×Dl)
Notice that due to the isotypical type of the critical values λj,l there are similar orbit types
of branches emerging from uo with different limit period. One can ask about the global behavior
of such branches. For instance, is it possible that such a branch emerge from one λj,l and then
‘disappear’ into another λj′,l′? By comparing the values of the equivariant invariants ω(λj,l) with
ω(λj′,l′) one can easily say that such situation would be very unlikely possible.
7.2. Numerical Simulations. In this subsection, we present some simulations of the periodic
solutions predicted by our theoretical. On Figures 3–10. we show the periodic solutions which
were found found for λ2 = 1
µ
with µ taking values near the last four eigenvalues.
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Figure 3. Relative positions of all n = 6 particles with λ2 = l
2
µ
, l = 1 and µ near
the eigenvalue µ = 43.00585474 of ∇2V (uo)
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Figure 4. Motion of u0 with λ
2 = l
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, l = 1 and µ near the eigenvalue µ =
43.00585474 of ∇2V (uo)
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Figure 5. Relative positions of all n = 6 particles with λ2 = l
2
µ
, l = 1 and µ near
the eigenvalue µ = 19.58406142 of ∇2V (uo)
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Figure 6. Motion of u0 with λ
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, l = 1 and µ near the eigenvalue µ =
19.58406142 of ∇2V (uo)
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Figure 7. Relative positions of all n = 6 particles with λ2 = l
2
µ
, l = 1 and µ near
the eigenvalue µ = 7.633501334 of ∇2V (uo)
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Figure 8. Motion of u0 with λ
2 = l
2
µ
, l = 1 and µ near the eigenvalue µ =
7.633501334 of ∇2V (uo)
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Figure 9. Relative positions of all n = 6 particles with λ2 = l
2
µ
, l = 1 and µ near
the eigenvalue µ = 11.42339623 of ∇2V (uo)
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Figure 10. Motion of u0 with λ
2 = l
2
µ
, l = 1 and µ near the eigenvalue µ =
11.42339623 of ∇2V (uo)
8. Concluding Remarks
In this paper, we analyzed a system (2) with n particle in the plane R2 admitting dihedral
spatial symmetries. More precisely, we use the method of gradient equivariant degree [12, 4, 9, 20]
to investigate the existence of periodic solution to (2), where V is the Lennard-Jones and Coulomb
potential, around an equilibrium admitting dihedral Dn symmetries. The dynamics of system
(2) can be very complicated with a large number of different periodic solutions exhibiting various
spatio-temporal symmetries. The equivariant degree provides equivariant invariants for system (2)
allowing a complete symmetric topological classification of the emanating (or bifurcating) branches
of periodic solutions from a given equilibrium state. First, the critical periods pjl > 0, which are
the limit periods for those bifurcation branches can be identified from the so called critical set
Λ := {λjl = l2µj , l ∈ N, µj ∈ σ(∇2V(uo))}, where σ(∇2V(uo)) denotes the set of eigenvalues of the
Hessian ∇2V(uo), and the symmetries of topologically possible solutions to (2) can be identified
from the equivariant invariants ωG(λjl). The explicitly computed Hessian ∇2V(uo) facilitated the
formulation of general results for dihedral molecular configurations.
We developed a method using the isotypical decomposition of the phase space combined with
block decompositions and the usual complex operations in order to represent ∇2V(a) as a product
of simple 2 × 2-matrices. Therefore, the spectrum σ(∇2V(a)) is explicitly computed and these
computations do not depend on a particular form of the potential V . In addition, we provided
an exact formula for computation of the equivariant invariants ωG(λjl). We should also mention
that for larger groups Dn, the actual computations of ωG(λjl) can be quite complicated but still
possible with the use of computer software. Such software was already developed for several types
of groups G = Γ×O(2) and it is available at [23].
We reamrk that elements λjl of the critical set Λ correspond to the values of transitional fre-
quencies. The equivariant invariant ωG(λjl) provides a full topological classification of symmetric
modes corresponding to the branches of molecular vibrations emerging from the equilibrium state
at the critical frequency λjl. This method can be applied to create, for a molecule with dihe-
dral symmetries, an atlas of topologically possible symmetric modes of vibrations, the collection
of actual distinct molecular vibrations (related the maximal symmetric types) emerging from the
equilibrium state and the corresponding limit frequencies.
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