Summary
Some findings of a study concerning a computer based control and monitoring system for the proposed ISABELLE Intersecting Storage Accelerator are presented. Requirements for development and implementation of such a system are discussed. An architecture is proposed where the system components are partitioned along functional lines. Implementation of some conceptually significant components is reviewed.
Background
The cost of electronic computer equipment has decreased over the past several years to a point where it has become a well accepted concept to use many computers interconnected as a network within control systems of the complexity necessary in accelerators, rather than one central computer. Several recently developed and proposed systems emphasize this view. [1] [2] [3] [4] Brookhaven National Laboratory is presently in the process of proposing construction of an Intersecting
Storage Accelerator, ISABELLE,5 in the following referred to as ISA. Such an undertaking requires an effort to study and to define appropriate architectures of a control system for such an accelerator on a fundamental level. Some initial findings of a study concerning a possible ISA control and monitoring system are presented. A significant constraint in the development of sucha complex control system is the fact that detailed specifications for the system can only be determined after the parameters of the machine to be controlled are known: yet the system must be completed in many of its functions for equipment testing before the machine to be controlled is operational. Since modifications, as contrasted to expansions, of initially established control philosophies and functional architectures as well as of fundamental hardware and software structures would lead to unacceptable delays in the completion of such a control system and of the accelerator, the fundamental architecture must be well determined at an early stage in the construction schedule. Then continued interaction with the accelerator designers will allow the numerous functions to be implemented with an existing architecture. At this early phase the study concentrates on architectural and structual considerations.
Partitioning
In general, the two major implementation structures, the hardware and the software, have developed quite independently over the past three decades, although they are very closely correlated with each other. This situation did not lead to immediate difficulties in the case of the large central computer systems of the past decade. There, the properties of the selected central processor served as a focal point for software development personnel, hardware interface engineers and for support personnel involved in the project. Not infrequently the particular properties of such a processor served as a basis for a new branch of computer sgstems technology in the field of software engineering.
The process of partitioning of a system into defined components was well established within hardware structures for reasons of economy and maintainability.
In software engineering this process was often considexd a detriment to flexibility. The lack of comprehensive software structures led sometimes to systems with undesirable behavior.
The situation is very different in the case of a network, where a computer processor is just one of many hardware components. Many processors, possibly of different types, may exist in the control system. If used as a focal point the different properties of the processors may lead to confusion,8 disintegration and to possible failure of the system design and the subsequent system support. A new strategy for the design of such a system and a new level of system description7 seem to be indicated.
A fundamental question to be solved in the design of such a control system is: how to partition the services to be performed by the system into the various elements of the network. An element is meant to be here a hardware/software combination. It is evident that the partitioning process must take place on the functional level, a matter of considerable significance here.
A strategy of system design is used as a basis which takes the above observations into consideration.
It leads to a Distributed Function Architecture as described in detail elsewhere.9 In particular, as indicated at an example in Fig. 1 , the sequence of steps to be taken is:
(1) the entire system to be designed is studied at the functional level;
(2) the functions are partitioned into sets of hierarchically organized, functional subsystems which are interconnected at the functional level.
The resulting network description is in the following referred to as the functional architecture. The partitioning process must be carried out in such a manner that a functional complexity level is reached which contains a set of functional subsystems having at least the following two properties:
(a) the boundaries (i.e., the inputs and outputs) of each functional subsystem in the set have approximately the same complexity level and approximately uniform structure; and (b) the functional subsystems in the set must be separable into subsets which do not overlap each other with respect to the software structures and hardware structures which are required to implement the subfunctions. When this functional level has been reached each isolated functional subsystem is confined to a functional node of the system. In the example of Fig. 1 the data base subsystem would constitute a functional node, while the control console subsystem and the main magnet supply subsystem would be members of the same node.
After this is accomplished, the functional nodes are partitioned into their two implementation structures, the hardware structure and the software structure. Iterations of the above are necessary in order to meet other constraints and conditions such as: (1) to find an architecture where, for reasons of economy and conservation of development and support cost, suitable existing implementation structures are applicable; (2) to keep, for reasons of economy, reliability and maintainability, the number of different types of components in the functional architecture, as well as in the two implementation structures, at a practical minimum; and (3) to provide for the use, wherever possible, of components in the implementation levels and in the functional level which match with future trends of partitioning and component development in the computer industry and in the electronics industry.
Properties of Some Design Parameters The response time, which is here defined as the time interval between a service request and the resulting response, is probably the most significant and influential design parameter in real-time systems. In order to gain insight into key system design parameters it appears to be reasonable to partition, initially, such a real-time system into sets of subsystems with similar allowable response times. Such a partitioning is performed in Fig. 2 . A detailed description is given elsewhere9 of which the following is a summary. 
ACTUATORS
It is reasonable to group the key system design parameters broadly on the basis of their impact to cost types because computer control systems always represent a major cost item. The following cost types are here considered:
(1) investment cost during the initial development; (2) operating cost after completion; and (3) depreciation cost, where only the impact of technological obsolescence is here considered. There is a direct relationship between the economically achievable response time within a system and the investment cost in resource sharing systems. The longer the allowable response time requirements, the more efficiently available resources can be managed. Elaboration is given elsewhere.10
The expected mean time between changes (MTBC) has a significant impact on the operating cost of a subsystem. This is particularly evident for sets of functional subsystems which include:
(1) complex system software; and (2) inflexible hardware interconnections. This type of operating cost is, in part, generated by:
(1) the hardware development cost generated by the change;
(2) the software development cost generated by the change; that a study and implementation at the very detailed structural levels seemed desirable. The level of description, thus, may vary considerably between the various sections of the subsequent portion of this paper.
Scope
The ISA Control and Monitoring System will manage data and control flows as well as maintain data bases and procedures necessary to provide at least the following global functions:
(1) OPERATION The machine always operates in one of the following major phases: SETUP of parameters, data and procedures; FILL the two rings; ACCELERATE the beams. This is probably the most demanding phase for the control system; MAINTAIN the stored beams; TERMINATE or ABORT (dump) the beams. In addition, there may be test phases to be defined later. The machine will be protected against damage caused by malfunctioning equipment. This is a fairly elaborate function. It will be aided by independent hardware protection systems within the various machine components.
(6) ENVIRONMENTAL PROTECTION Some functions concerning the protection of personnel against health hazards and the protection of the environment will be provided. Fig. 4 , the originals of all data and procedures existing within the system are kept in a global data base (or a set of data bases). One or several working copies of the data and procedures are spread over various parts of the system. They may exist: (1) (2) (3) (4) in the global data base; as working copies interfacing to the Manipulation Environment; as working copies interfacing to the Machine Environment; as working copies interfacing to the Automatic Output Environment.
If working copies are being modified, created or released, then network internal update cycles take care of the appropriate update of the originals.
The time interval between the change of a parameter at the source and the updating of the original data base content determines the time resolution of the data base information and, thus, of the system. It is generally true for real-time systems that there is a close relationship between cost on one hand and the required resolution as well as the required modification frequency on the other hand.
Global Architecture. The data and procedure flow suggests a A-shaped network as shown in Fig. 5 . The global functional subsystems are listed below.
(1) A set of common nodes contains all service functions which are shared by the local nodes within the network.
*A control system deals, as a minimum, with three global environments.
(2) A set of local control application nodes is connected to the common nodes. The application nodes are physically located as closely as economically and otherwise feasible to the appropriate machine subsystems to be controlled. It is likely that, once they are in routine operation, they will be remotely commanded from manipulation nodes as explained subsequently. (3) A set of local operator manipulation nodes is also connected to the common nodes. They operate the various terminals, graphic monitors, control consoles, etc., in the main control room and in the local control rooms. The manipulation nodes provide the means of communication between operators** and the network.
The three sets of nodes are interconnected via a long distance transaction communication subsystem. It should be noted that control application nodes or manipulation nodes always function as requestors, or masters, within the network, and the common nodes always function as responders, or slaves. A request is always initiated by a master. In the case where a control application node is remotely requested to execute a new procedure, an extended transaction protocol applies. The asynchronous selective attention flag, as shown in Figures 7 and 8 , is raised and is interrogated voluntarily by the appropriate master node. The master node, then, initiates the above described request/response cycle.
In both the REQUEST and ACKNOWLEDGE phases a block of transaction control information of predetermined lengthand predetermined structure is transmitted. In the TRANSFER phase, data or procedures as mutually agreed upon in the previous two phases are transmitted.
Practical block sizes are 25 x 16-bit words for the request and acknowledge blocks and 213 x 16-bit words for the transfer block. A reasonable transmission rate of the subsystem would be 217 x 16-bit words per second.
Reliability and Technology
The transaction communication subsystem may be considered the skeleton of the network. Malfunction effects proliferating into this subsystem may cause the system as a whole to malfunction. They are, thus, to be avoided. It is necessary that:
( 
Communication Subsystem Terminals
Every master node-to-common node connection includes two terminals: one at the common node and one at the appropriate master node. The master node terminal includes a solicited transaction subsystem, the common node terminal includes the unsolicited transzaction subsystem which is an integral part of a subsequently de-scribed common node cluster. The solicited transaction subsystem consitutes an independent functional node as described below.
Solicited Transaction Subsystem
Each solicited transaction subsystem node includes a preprogrammed microprocessor and read-only memory for transaction buffers and for temporary variables. A transaction originates and terminates here. It is, as mentioned earlier, a significant function of the subsystem to provide an effective filter against the effects of externally generated malfunctions. Figure 9 shows a possible configuration of such a subsystem. A remotely commanded application node is signaled through the previously mentioned attention signal via a terminal entry switch. It would be possible to connect to such a terminal a cluster of application nodes with a terminal entry switch for each individual node.
Figure 9
Possible Configuration of a Solicited Transaction Subsystem Node.
As presently conceived, the traffic at a given terminal is expected to be sufficiently low so that the cost and complexity of transaction queuing can be avoided. However, this matter is subject to continued study. An intermediate and not very costly step would be to provide separate buffer areas for the attention signal triggered transactions which have to be kept in storage in the subsystem until the transaction is picked up by the application node.
Local Control Application Nodes
Local control application nodes can be considered either self-sufficient computers or master nodes within the network. Sensors, actuators, instruments, and associated electronic signal conditioning equipment, in the following referred to as process devices, are connected to these nodes. A typical control application node is assembled of several well defined subnodes. The particular configuration, in hardware and in software, of each application node depends on the specific set of functions to be performed.
Long distance communication of digital quantities should stay confined to the transaction communication subsystem. It therefore follows that in the assignment of functions to application nodes the general philosophy will prevail to locate a node as close to the process devices as possible. In a presently considered layout, a block diagram of which is shown in Fig. 10 , one application node will be located in each of the experiment halls around the accelerator rings. Each one of these application nodes will service all process devices which are geographically concentrated along one sextant of the accelerator. Thus, those application nodes will be shared among different machine systems, such as the vacuum control system, the magnet correction system, etc. Accelerator systems for which the process devices are concentrated in a confined Figure 10 Possible Layout of the ISA Control and Monitoring System geographical area will be serviced by functionally distributed application nodes. The node, then, will be located geographically close to the appropriate accelerator system. Typical systems in this category are the main magnet power supply system, the refrigeration system, the radio frequency system, the injection system and the beam dump system.
Operating Modes
The application nodes may operate in one of two modes: * (1) the manually commanded mode; and (2) the remotely commanded mode. In the manually commanded mode a local node control device, typically a keyboard/printer terminal, is connected. Commanding of procedures to be executed, such as selection, transportation, initialization, interruption and termination is conducted manually by a person via the node control device. Conversations take place via a conversational terminal device. The control device can be shared for this function. A conversation is here defined as a sequence of request/response interactions between a procedure and a person, where the procedure requestsinformation from the person. Such a control device can be physically remotely located from the node, for instance, the node could be located in the ring structure or in an experiment hall and the control device could be located in the main control room. The manually commanded mode will likely be used extensively during the construction of the accelerator for testing, modifying and operating the various accelerator components and systems.
In the remotely commanded mode, procedures are commanded via the long distance transaction communication subsystem. There is no node control device connectad. Conversations within a procedure could conceivably take place via a connected terminal. The switch from the manually commanded mode to the remotely commanded mode and vice versa should be done in an uncomplicated fashion which does not require hardware, system software or application software modifications.
Modularity
It is, for obvious reasons, significant for the economy in development costs, subsequent operating cost, the reliability and the maintainability of the network that the various control application nodes are (1) of modular structure consisting of a small number of different types of modules, and (2) flexible, so that presently known functions can be performed and those to be defined can be accommodated either by existing module types or by incremental addition of new modules or new module types. Structural modifications should be avoided during the development phase and in the operational phases of the system. A module may be defined as a subsystem or a nested set of subsystems within the two implementation structures or within the functional architecture. Such a module may represent a substantial portion of the control network. For example, a typical control application node is a module resembling a functional node which likely contains several subnodes. * A command is a request which is initiated by an operator from the manipulation environment. A command may cause, in the remotely commanded mode, one or several transactions within the network. 
Bus Structures
The various components of the master node as well as those of the subsequently mentioned private service nodes are interconnected by busses. A suitable bus structure has the following conceptual specifications:
(1) minimum restrictions on the node hardware structure and on mechanical measurements of components connected to the bus;
(2) uncommitted data and control flow directions within the bus protocol (master/slave protocol); (3) a flexible interconnection architecture for the connection of multiple busses within the nodes and, if needed, to other nodes; (4) provision for a separation between the data and the control flow; and (5) an asynchronous request/response relationship of the control and data flows at all levels. In addition, the bus structure should enjoy widespread acceptance in the industry. The latter requirement is of economic importance. The large quantities of hardware used in such an architecture make it mandatory to rely, to a large extent, on the purchase of reliable, low-cost, mass-produced hardware components such as processors, random-access memory assemblies, interfaces, peripheral controllers, process devices, etc. The UNIBUS satisfies above requirements reasonably satisfactorily. The major disadvantage is its limited physical address space of 218 bytes. The TILINE bus of the Texas Instruments Corporation also seems to satisfy these requirements and does not have the address space restriction. At this time, however, it does not seem to be in widespread use.
Shared Memory Resource Subsystem
The random-access shared memory resource subsystem, which has been mentioned several times, is discussed in * Manufactured by the Digital Equipment Corporation. 
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(3) the allocation and access software which operates at each of the accessing nodes.
Multi-port Memory Control Figure 13 shows a block diagram of the multi-port memory control consisting of:
(1) a set of access ports where one functional node is connected to each port; (2) an internal tri-state bus with a bus arbitrator; and (3) a set of memory ports where one memory segment is connected to each port. Figure 14 shows a photograph of an implementation of a multi-port memory control with three access ports and consequently three node busses as shown in the upper portion of the photograph. The shared memory resource in this implemented case is used for storage of shared data arrays. A short description is given below.
Access Ports
In this implementation, up to 16 functional nodes can be connected to the shared memory resource subsystem via up to 16 access ports. An access port communicates with the connected processor via the node bus. Either a UNIBUS or an extended UNIBUS is used.
The address space of the extended UNIBUS is 230 bytes using the address lines of a second, parallel connected bus. The PDPll is one of the processors that could be connected to such an access port. A PDPll processor has a logical address space of 32K words. As shown in Fig. 15 a window in the logical address space between the 24K word address and the 28K word address is used for random access to the physical address space of the resource. Allocation
The shared memory res ou rce is logically partitioned into allocation units of 2 words. For allocation simplicity the following rules apply:
(1) all arrays are assumed to be three dimensional; (2) the linear address is calculated using the following algorithm: A = ((i-I) + I * (j-l) + I * J * (k-l)) * N where I X dimension; J = Y dimension; K = Z dimension; i, j, k = indices for the array element to be accessed; and N = data type (byte, word, double word) Allocation can only take place by the master node within the application node. The allocation information is kept in a directory including:
(1) a master memory definition A private service node is a functional subsystem which receives and executes requests from a master node. As mentioned previously the process devices are connected to such a node. The configuration of a node depends on the number and on the type of process devices as well as on the complexity of functions to be performed by the process devices. It can become very function specific as, for instance, in the case where data is collected from beam monitoring equipment and histograms are generated in real time.
Often such a node operates as a programmed controller to process devices. Its purpose, then, is to execute discrete functions or sequences of discrete functions concerning those process devices on the request of either one of the procedures in the master node. In this case each process device accessible by a private service node is described by a process device descriptor block. The following information is, in part, contained:
(1) (2) (3) (4) (5) device status; upper and lower limits of device value(s); upper and lower alarm limit values* calibration constants; latest measured value(s); and * There are several methods which can be applied for actions on alarm conditions within the distributed function architecture. They depend, in part, on the required response time and on the degree to which geographically distributed information must be correlated. Restrictions in the size of this report do not allow for further discussion of this subject. DIRECTORY ENTRY Figure 16 Relationships in the Shared Memory Resource Directory.
(6) temporary and permanent parameters concerning execution of sequences of discrete functions. The descriptor blocks are located in the shared memory resource. They are, thus, accessible by the appropriate private service node as well as by the master node. Communication Protocol A service request queue for each procedure in the master node is provided in the shared memory resource. The queues operate in a first-in-first-out discipline. The service requests may address discrete functions or sequences of discrete functions. Presently two classes of services seem to be identified:
(1) control action services; and (2) A considerable development effort will be necessary to classify the functions into nested sets each of which include functions of similar purpose, structure and complexity. As an example, subsets of data acquisition functions are:
(1) MEASURE function the current value of a specified process device is obtained and recorded in the process device descriptor block;
(2) MONITOR function the value of a specified process device is obtained within specified intervals of time or of external event signals; (3) HISTORY function the value of a specified process device is obtained within specified intervals of time or external event signals. The values are recorded in an appropriate history file in the shared meinory resource.
Medium Distance Communication
The distances between a master node location and a private service node location may extend to approximately 500 meters in the geographically distributed control application nodes. There are two classes of communication protocols which may be adopted in the necessary interconnection between a private service node and the shared memory resource.
In the first class the shared memory resource would be physically located at the master node site. The point-topoint connection would logically constitute an extension of the appropriate private service node bus. Access would be accomplished within the logical address space of the private service node. The advantage is that the random-access feature through the window in the logical address space of the private service node is preserved. Thus, access to the process device descriptor blocks and other shared information could be accomplished in the previously described manner. The disadvantages are the increased access time of the private service node processor to the data in the shared memory resource and probably the high cost.
In the second class of a communication subsystem a high-speed point-to-point communication line would be used. The hardware structure could be similar to the one to be used for long-distance transaction communication. The protocol and the software structure is very different. This approach would require that the process device descriptor blocks and other shared information be located in the local memory of the private service nodes. The master node would access the information via service requests as described before. The advantage is a probably less expensive communication system. Disadvantages result from the elimination of random access to the shared information by the master node. Process Device Subsystem Rapid advances in electronic technology, particularly in microminiaturization, have,as indicated before, their most unsettling impact in the signal conditioning equipment subsystems and the process devices. For instance, a new hybrid device, such as a high-resolution analog-to-digital converter,offered by a manufacturer, may possibly upset expensive, long-term development plans. It has been attempted, in the past, to bring this situation somewhat under control by imposing manufacturer independent structural standards on the industry which were based on technologies and structures existing at the time of the creation of the standard. This however, was the wrong cure because it caused freezing of the technology and subsequent patchwork to cover the failure of the approach.
The distributed function architecture allows a more flexible view of the situation. Technology decisions concerning the process device subsystems can be made independently of other more stable subsystems in the network, such as data bases, communication between nodes, etc. Also, decisions can be made later when more is known about the accelerator systems to be controlled. In fact, the architecture allows for several different types of process device subsystems. It is, for instance, reasonable to consider a different technology for the low-level analog measurements required in the refrigeration system from the one used in the largely high-level analog and digitally controlled magnet power supply system. It appears that the correct philosophy to follow is to look, at a time when the requirements are more exactly known, for technologies and devices which are suitable for the measurement problems being considered. There is evidence that the industry will offer a great variety of devices, structures and technologies in the coming years.
Common Node Cluster
Common Nodes are those nodes which provide shared services within the network. Shared services may be requested by any control application node or by any manipulation node. It follows that common nodes always operate in a slave mode relationship. Typical shared services to be provided are those concerning:
(1) a data base including all data which are shared among the various nodes within the network;
(2) a pool of peripherals which is to be shared for economic and logistic reasons; (3) the switching of the transactions from the originating node to the appropriate shared service; and (4) a network resource management, to be described below.
There exists extensive literature914'1620describing the purpose and the internal structures of an implemented and routinely operating common node operating system and of various service subsystems. In the case referred to all shared service subsystems are confined to one common node. A summary of the features of the operating system and the subsystems would be beyond the scope of this report. The reader is, therefore, referred to the above references. The ISA control and monitoring system requires substantially extended shared services as well as additional shared services. It is, however, reasonable to use the implemented case as a basis, because the various subsystems have defined boundaries and defined communication protocols. The software subsystems, thus, can be rearranged into an extended hardware structure so that they serve as a basis for a cluster of common nodes. Each node in the cluster will, typically, included a processor, such as a PDPll/45, 128K words of memory, a disk of appropriate size, and if necessary, peripheral equipment. Figure 17 shows a block diagram of a possible configuration of a cluster of common nodes. The nodes are assumed to be geographically close to each other. Cluster Communication Communication among the various nodes in the cluster is accomplished by using a shared memory resource. The resource contains the necessary queues and staging areas for transactions to be processed and transactions in progress by the various nodes. A realistic estimate of the size of the random-access memory would be one-half million words. Transaction Swtiching Node
The transaction switching node receives transaction request blocks, as described previously, determines the address of the destination shared service node and inserts the request into the appropriate queue. The node also submits acknowledge blocks and, if specified, data blocks to the appropriate originator of a request. The switching node is transparent to the content of a transaction. development and after deployment of the network. For instance, a configuration of multiple paths between the operator environment and the control application nodes would be configured by distributing the transaction switching subsystem to redundant nodes using redundant physical paths. The introduction of a redundant network resource manager node would be, for logistic reasons, difficult. Here, improved reliability and protection against loss of resource map information can be, if necessary, achieved by using recording techniques which are well established in the data base technology, such as employing an independent node which inserts into a history file a record of every modification in the resource maps associated with periodic selective or global dumps of the resource maps. In the case of a failure, the information can be reconstructed starting from the last dump. It is, however, subject to further study to determine whether those extreme reliability measures would be justified for the ISA control and monitoring system.
Manipulation Nodes
Manipulation nodes are used, as indicated previously, where operators interact with the network.
In an accelerator such as the ISA, the following manipulation nodes would be needed as a minimum.
(1) Global control consoles allow operator access to all machine systems. (2) Local control consoles allow access to specific machine systems. For example, such a console is probably desirable for the vacuum system of the accelerator. The process devices are distributed along the rings and are serviced by several geographically distributed control application nodes. The access of the vacuum console manipulation node would be restricted to these process devices by using access protection codes in the network resource manager subsystem. A detailed discussion of this issue would be beyond the scope of this report. In the following, a few observations are given.
As shown in Fig. 18 , a typical procedure development process is partitioned into three subprocesses. In the compilation process a source module is converted into an object module which contains code on the level of a computer processor instruction set. The module is then inserted into an object module library.
In the linking process a series of object module libraries are searched and required object modules are copied and linked (bound) into an executable load module. The load module, then, is inserted into a procedure library. The linking process has the tendency to become exceedingly complex.
Whereas the editing process can be conveniently confined in a microprocessor based programmable terminal as they become increasingly available, the compiling and linking process requires a medium sized computer node with at least a disk unit and a high-speed printer. As described elsewhere14 is is possible and desirable to automate these two processes to a high degree of convenience so that a person developing a procedure is unconcerned about the internal complexities of these processes as they arise in library managements, labelling conventions and in the sequencing of the various portions of the processes.
Source modules can also be directly executed by the use of interpreters. Programs coded in the BASIC language are almost exclusively executed interpretively. This method, which is very successfully used in small systems such as programmable desk calculators and small, self-contained data acquisition systems, has its problems in a system of the complexity as described here. In the interpretive method one source module statement at a time is implicitly compiled, here better described as interpreted, and linked concurrently with the execution process. Mr. Dimmler has published several papers in the area of computer control systems and system architectures.
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