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Abstract
Given a finite point set X in the plane, the degree of a pair {x, y} ⊂ X is the number of empty
triangles t = conv{x, y, z}, where empty means t∩X = {x, y, z}. Define degX as the maximal degree
of a pair in X. Our main result is that if X is a random sample of n independent and uniform points
from a fixed convex body, then degX ≥ cn/ lnn in expectation.
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1 Introduction
Let X be a finite set of points in R2 in general position meaning that no 3 points of X are collinear.
For k ≥ 2, let (Xk ) be the family of all k-element subsets of X . The triangle t := conv{x1, x2, x3} where
{x1, x2, x3} ∈
(
X
3
)
is said to be empty (in X) if t ∩X = {x1, x2, x3}.
The degree of a pair {x, y} ∈ (X2 ) is the number of z ∈ X such that {x, y, z} ∈ (X3 ) determines an
empty triangle. The degree of {x, y} will be denoted by deg(x, y) or deg(x, y;X). We set
degX = max
{
deg(x, y) : {x, y} ∈
(
X
2
)}
.
Setting |X | = n we clearly have degX ≤ n− 2. The following conjectures was raised by the first author,
and appeared first in a paper of Paul Erdo˝s [4] in 1992 and repeated in [2].
Conjecture 1. degX goes to infinity as n→∞.
Very little is known about the validity of the conjecture. Namely, it is shown in [2] that degX ≥ 10 for
large enough n. The construction in [3] gives a set X ∈ R2 in general position with degX = 4√n(1+o(1)),
as one can check easily.
In this paper we give a lower bound on degX in a special case, namely, when X = ξn is a set
of n independent, random points chosen uniformly from a fixed compact convex set C ⊂ R2 that has
nonempty interior. Then ξn is in general position with probability one, so deg ξn is a well-defined random
variable. Our main result shows that the expectation of deg ξn is quite close to n.
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Theorem 1. There is a universal constant c > 0 such that
E(deg ξn) ≥ cn
lnn
.
The following theorem is not a consequence of the previous one, even though it seems weaker.
Theorem 2.
deg ξn
(proba.)−−−−−→
n
+∞.
Although Theorem 2 can be proved by a modification of the argument used for Theorem 1 we provide
an independent proof relying on a “local argument” that can be used quite generally. This local argument
is the following. Take a grid with mesh 1/
√
n on the plane. This grid defines certain squares, and each
square Q which is totally included in the underlying convex body C contains a Binomial(n, 1/n) number
NQ of points of ξn. When n is large, NQ can be approximated by a Poisson random variable with
parameter 1. Even if these variables NQ are not independent, some results can be transferred from the
case where they are (this is in substance Lemma 6). Then, using a collection of ”n independent squares”,
each of them containing Poisson(1) number of random points, it is not difficult to see that one of these
squares will contain a set Y of k points satisfying deg Y = k − 2, with probability going to 1, since the
probability that one of them satisfies this condition is positive (see details in the proof of Theorem 2,
below).
This local argument gives the following more general statement concerning ”order types” [6]. Two
finite sets A,B ⊂ R2 are of same type if both are in general position and there is a one-to-one correspon-
dence between A and B, say ai ↔ bi (i = 1, . . . , k) where A = {a1, . . . , ak} and B = {b1, . . . , bk}, such
that the orientations of the triangles (ah, ai, aj) and (bh, bi, bj) are the same for all 1 ≤ h < i < j ≤ k.
Being of the same type is an equivalence relations and equivalence classes are called order types.
Theorem 3. Let P be a fixed order type. Then, as n→∞,
P(ξn ∩Q is of type P for some square Q)→ 1.
The proof goes the same way as that of Theorem 2 and is therefore omitted.
We close this section by stating (or rather repeating) another conjecture from [2]. Given a finite
X ∈ R2 in general position, let f(X) denote the number of empty triangles in X . Set
f(n) = min{f(X) : X ⊂ R2 is in general position and |X | = n}.
It is known that
n2 − 5n ≤ f(n) ≤ 1.6195 . . . n2
where the lower bound is from [5] and the upper one from [3]. We think that the lower bound is larger
than n2. We state the following
Conjecture 2. For large enough n, f(n) > 1.01n2.
The same conjecture appears also in [2]. Note that, when ξn is the random uniform sample from C,
the expectation of f(ξn) is of order 2n
2, see Valtr [9].
2 Proof of Theorem 1
The proof relies of a first moment argument that we state for arbitrary X first. For any T > 0, any set
X , we have ∑
{x,y}∈(X
2
)
1(‖x− y‖ ≤ T ) deg(x, y;X) ≤ NT (X) degX (2.1)
2
where
NT (X) =
∑
{x,y}∈(X
2
)
1(‖x− y‖ ≤ T )
is the number of pairs {x, y} ∈ (X2 ) with ‖x − y‖ ≤ T . From (2.1), we get the following formula which
will play a central role here:
degX ≥ 1
NT (X)
∑
{x,y}∈(X
2
)
1(‖x− y‖ ≤ T ) deg(x, y). (2.2)
A comment must be added here : when NT (X) = 0, the division by NT (X) is not valid in (2.2). Notice
however that in this case
∑
{x,y}∈(X
2
) 1(‖x− y‖ ≤ T ) deg(x, y;X) is also 0, and then the right hand side
in (2.2) has the form 0/0. Thus in this case we consider this ratio to be 0, and then (2.2) is indeed valid
(the problem disappears in (2.4)).
We need some geometric preparations. Clearly degX is invariant under non-degenerate affine trans-
formation (and so is f(X)). Also, ξn is invariant (or rather equivariant) under such a transformation.
So we can apply an arbitrary (non-degenerate) transformation to C, and E deg ξn will not change. By
the Lo¨wner half of the Lo¨wner-John theorem (see for instance [7], or [1] for a more modern treatment),
there is a pair of concentric ellipses E1, E2 so that E2 is a blown up copy of E1 by a factor of 2 with
E1 ⊂ C ⊂ E2. First we apply the affine transformation so that the area of C becomes equal to one.
This is convenient since then the Lebesgue measure coincides with the probability measure defining ξn.
Second we apply an area preserving affine transformation that carries E1 resp. E2 to rD and 2rD where
D the Euclidean unit disk, centered at the origin. It is easy to see that one can take r = 27−1/4. From
now on we assume that C is in this position, and rD ⊂ C ⊂ 2rD.
We can put now X = ξn in (2.2) and take the expectation on both sides. This yields
E(deg ξn) ≥ E

 1
NT (ξn)
∑
{x,y}∈(ξn
2
)
1(‖x− y‖ ≤ T ) deg(x, y; ξn)

 , (2.3)
and further, for any K > 0,
E (deg ξn) ≥ 1
K
E

 ∑
x,y∈(ξn
2
)
1(‖x− y‖ ≤ T ) deg(x, y; ξn)1(NT (ξn) ≤ K)

 . (2.4)
The idea now is to somehow optimise in T = Tn and in K = Kn. The intuition here is that in the
random case deg ξn will be reached for a pair {x, y} with x, y very close. The best we can do here is to
take T = 1/n and K = c lnn for some c > 0 to be fixed later.
Remark. The closest pair in
(
ξn
2
)
will have distance approximately n−1 and we expect the closest
pair of points in ξn to be very likely to give the maximal, or close to the maximal degree. In fact, for
T := Tn → 0, it is a well known fact (see, e.g., the recent paper by Reitzner, Schulte, and Thaele [8])
that
E (NT (ξn)) ≈ pi
2
n2T 2 (1 + o(1))
implying that the expected number of pairs of distance n−1 is positive.
Before choosing these special values for T and K, we go on from (2.4) by starting the computation
of the right hand side, to be denoted by RHS from now on. By conditioning successively on each pair
{xi, xj} of
(
ξn
2
)
, we have
RHS =
(
n
2
)
K
∫
C2
1(‖x− y‖ ≤ T )E [deg(x, y; ξn−2)1(NT (ξn−2 ∪ {x, y}) ≤ K)] dydx, (2.5)
3
here deg(x, y; ξn−2) denotes the number of empty triangles with base {x, y} in ζ := ξn−2 ∪ {x, y}.
Since
E(X1(A)) = E(X)− E(X1(Ac))
we have the following bound on the factor in (2.5)
E [deg(x, y; ξn−2)1(NT (ζ) ≤ K)] = E [deg(x, y; ξn−2)]− E [deg(x, y; ξn−2)1(NT (ζ) > K)]
≥ E [deg(x, y; ξn−2)]− E [n1(NT (ζ) ≥ K)] . (2.6)
Choose now ρ = r/2. Then the disk ρD is contained in rD ⊂ C and every point of ρD is farther than
ρ = r/2 from the boundary of C.
Lemma 4. If ‖x− y‖ ≤ T = Tn := n−1, and x, y ∈ ρD, then E [deg(x, y; ξn−2)] ≥ ρn(1− e−ρ/2).
We need one more ingredient, actually a crucial one, which is a special case of Theorem 5.3 from [8].
Lemma 5. Assume α > 0 and T = αn−1. Then there is c = c(α) > 0 such that
P(NT (ξn) ≥ 144 lnn) ≤ cn−3.
Assuming for a moment that Lemma 4 has been proved, we finish the proof of Theorem 1. Note first
that
E [n1(NT (ζ) ≥ K)] = nP [NT (ζ) ≥ K] . (2.7)
Further, let D(x, T ) and D(y, T ) denote the disks centered at x and y with radius T . Then
NT (ζ) ≤ NT (ξn−2)+ |ξn−2∩D(x, T )|+ |ξn−2∩D(y, T )|+1 ≤ NT (ξn−2)+2N2T (ξn−2)+1 ≤ 3N2T (ξn)+1
where we used the fact that if two points lie in D(x, T ), then their distance is at most 2T . This implies,
with K = Kn = 3 · 145 lnn, that
P [NT (ζ) ≥ Kn] ≤ P [3N2T (ξn) + 1 ≥ Kn] ≤ P [N2T (ξn) ≥ 144 lnn] .
We set T = Tn = 1/n. Then, using Lemma 5 with α = 2, we have with a suitable c > 0
E[n1(NTn(ξn−2) ≥ Kn)] ≤ nP[N2Tn(ξn) ≥ 144 lnn] ≤ cn−2.
Hence we see that the second term in (2.6) is negligible compared to the first one, whose value is more
than nρ(1− e−ρ/2) > 0.086n, by Lemma 4, for n large enough.
Plugging what is known into (2.6), we obtain
RHS ≥ n(n− 1)
2Kn
(
nρ(1− e−ρ/2)− o(1)
) ∫
(ρD)2
1(‖x− y‖ ≤ Tn)dxdy.
The value of the integral being larger than c′/n2 for some c′ (in fact, it is equivalent to piρ2T 2n), since Kn
is constant times lnn, this ends the proof of Theorem 1. 
Lemma 4 remains to be proved.
Proof of Lemma 4. Fix x and y in ρD with ‖x− y‖ ≤ 1/n. We have
E [deg(x, y; ξn−2)] = E

 ∑
z∈ξn−2
1(ξn−2 ∩ conv{x, y, z} = {x, y, z})


= (n− 2)P(ξn−3 ∩ conv{x, y, U} = {x, y, U})
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where U is a random variable uniform in C independent from ξn−2. This gives
E [deg(x, y; ξn−2)] = (n− 2)
∫
C
(1−A(x, y, u))n−3du.
where A(x, y, u) is the area of the triangle x, y, u. (This is where the condition that the area of C is one
is convenient.) Let Q(x, y) be the square of side length ρ, centered at (x + y)/2 ∈ ρD, with one side
parallel with the vector x− y. Instead of integrating (with respect to u) on C, we integrate only on the
square Q(x, y). This gives the lower bound:∫
C
(1−A(x, y, u))n−3du ≥
∫
Q(x,y)
(1−A(x, y, u))n−3du
≥
∫
[0,ρ]
∫
[0,ρ]
(1− 1
2
‖y − x‖z2)n−3dz2dz1
= ρ
2
‖x− y‖
∫
[0,‖x−y‖ρ/2]
(1− t)n−3dt
=
2ρ
‖x− y‖
1
n− 2 [1− (1 − ‖x− y‖ρ/2)
n−2]
≥ 2ρn
n− 2 [1− (1− ρ/(2n))
n−2]
≥ 2ρn
n− 2[1− e
−(n−2)ρ/(2n)] ≥ ρn
n− 2(1− e
−ρ/2)
for n large enough. The last inequality is a consequence of [1− e−(n−2)ρ/(2n)]→ 1− e−ρ/2. 
3 Proof of Theorem 2
Consider the convex body C and ξn as defined at the beginning of the paper (we don’t need the disks
rD, 2rD now). Add a grid with mesh 1/
√
n on the plane. The squares (Qi, i ∈ I) hence obtained have
area 1/n. For n large enough (that we choose even, for convenience), choose n/2 squares Q1, . . . , Qn/2
totally included in C, and consider C⋆ = C \ ∪n/2i=1Qi be the remaining part of C.
For 1 ≤ i ≤ n/2, let ξ(i)n = ξn ∩Qi, and set ξ⋆n = ξn ∩C⋆ the “composition” of the square of interests
and the other ones. Further, let Ni = |ξ(i)n |, and let N⋆ = |ξn ∩C⋆|.
The family (N1, . . . , Nn/2, N
⋆) has multinomial distribution Mult(1/n, . . . , 1/n, 1/2). As such it is
distributed as a collection of independent Poisson random variables (P1, . . . , Pn/2, P
⋆) conditioned by
P ⋆ +
∑n/2
i=1 Pi = n, where the Pi’s are Poisson(1) distributed and P
⋆ is Poisson(n/2).
We first claim that rare events for Poisson random variables (P1, . . . , Pn/2) are also rare events for
the first n/2 marginals (P1, . . . , Pn/2, P
⋆) conditioned by P ⋆ +
∑n/2
i=1 Pi = n.
Lemma 6. There exists a constant b > 0, such that for large enough n and for any measurable set
A ∈ Rn/2,
P

(Pi, i = 1, . . . , n/2) ∈ A
∣∣∣P ⋆ +
n/2∑
i=1
Pi = n

 ≤ bP((Pi, i = 1, . . . , n/2) ∈ A). (3.8)
Proof. Take any m1, . . . ,mn/2 ∈ N and write
P

Pi = mi, i = 1, . . . , n/2
∣∣∣P ⋆ +
n/2∑
i=1
Pi = n

 = P (Pi = mi, i = 1, . . . , n/2) P(P ⋆ = n−
∑n/2
i=1mi)
P
(
P ⋆ +
∑n/2
i=1 Pi = n
) .
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By Stirling, P
(
P ⋆ +
∑n/2
i=1 Pi = n
)
∼ 1/√2pin, and at the numerator, it is easily checked that P(P ⋆ =
n−∑ni=1mi) ≤ maxk P(P ⋆ = k) = O(1/√n), which ends the proof. 
We now consider the same collection of M = n/2 squares Q1, . . . , QM as above, but in each of
them we place independently of the other ones, a Poisson point process ζ(j) with intensity 1. Here
P (j) := |ζ(j)| ∼ Poisson(1), and conditionally on P (j) = k, the k points in ζ(j) are taken in Qj according
to the uniform distribution.
A simple application of the Lemma and of the fact that for both models the points in the squares
are i.i.d. uniform (and independent of the other squares) given their numbers, we get that for any large
enough n and for any measurable set A
P((ξ(i)n , i = 1, ..., n/2) ∈ A) ≤ bP((ζ(i), i = 1, . . . , n/2) ∈ A),
with the same constant b as in the Lemma.
In the Poisson model we have more independence, and it is then more easy. The number of squares
Qj such that P (j) = k is Binomial(M, e
−1/k!) distributed. Let ξk be a random, independent sample
of k points chosen uniformly from the unit square, and set pk = P(deg ξk = k − 2). Clearly pk > 0:
for instance if the k points are in a convex position (which happens with positive probability), then all
triangles formed with 3 different points are empty.
It follows that the number of squares Qj such that P (j) = k and deg(ζ
(j)) = k − 2 has law
Binomial(M, (e−1/k!)pk). When M goes to +∞, at least one of these squares satisfies P (j) = k and
deg(ζ(j)) = k − 2 with probability going to 1. This implies that for any L, letting
BL := {∀l ≤ L, ∃j : P (j) = l, deg(ζ(j)) = l − 2}
we have
P(BL)→ 1.
The probability of the complementary event A = ∁BL goes to 0. Lemma 6 allows then to see that
P

(Pi, i = 1, . . . , n/2) ∈ A
∣∣∣P ⋆ +
n/2∑
i=1
Pi = n

→ 0
which concludes the proof of Theorem 2. 
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