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Abstract: We study frequentist asymptotic properties of Bayesian proce-
dures for high-dimensional Gaussian sparse regression when unknown nui-
sance parameters are involved. Nuisance parameters can be finite-, high-, or
infinite-dimensional. A mixture of point masses at zero and continuous dis-
tributions is used for the prior distribution on sparse regression coefficients,
and appropriate prior distributions are used for nuisance parameters. The
optimal posterior contraction of sparse regression coefficients, hampered
by the presence of nuisance parameters, is also examined and discussed. It
is shown that the procedure yields strong model selection consistency. A
Bernstein-von Mises-type theorem for sparse regression coefficients is also
obtained for uncertainty quantification through credible sets with guaran-
teed frequentist coverage. Asymptotic properties of numerous examples are
investigated using the theories developed in this study.
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1. Introduction
While Bayesian model selection for classical low-dimensional problems has a
long history, sparse estimation in high-dimensional regression was studied much
later; see Bondell and Reich [5], Johnson and Rossell [18], and Narisetty and
He [22] for consistent Bayesian model selection methods in high-dimensional
linear models. Extensive theoretical investigations, however, have been studied
only very recently. Since the pioneering work of Castillo et al. [8], frequentist
asymptotic properties of Bayesian sparse regression have been discovered under
various settings, and there is now a substantial body of literature [e.g., 21, 1,
26, 3, 24, 2, 10, 23, 14, 17].
Most of the existing studies deal with sparse regression setups without nui-
sance parameters and there are only a few exceptions. An unknown variance
parameter, the simplest type of nuisance parameters, was incorporated for high-
dimensional linear regression in Song and Liang [26] and Bai et al. [2]. In these
studies, the optimal properties of Bayesian procedures are characterized with
continuous shrinkage priors. For more involved models, Chae et al. [10] adopted
a nonparametric way to estimate unknown symmetric densities in sparse linear
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regression. Ning et al. [23] considered a sparse linear model for vector-valued
response variables with unknown covariance matrices.
Although nuisance parameters may not be of primary interest, modeling
frameworks require the complete description of their roles as they explicitly
parameterize models. Therefore, one may want to achieve invariant optimal es-
timation properties for sparse regression coefficients, no matter what a nuisance
parameter is. It may also be of interest to examine posterior contraction of nui-
sance parameters as a secondary objective. Despite these facts, however, there
have not been attempts to consider a general class of high-dimensional regression
models with nuisance parameters. In this study, we consider a general form of
Gaussian sparse regression in the presence of nuisance parameters, and establish
a theoretical framework for Bayesian procedures.
We formulate a general framework to treat sparse regression models in a uni-
fied way as follows. Let η be possibly an infinite-dimensional nuisance parameter
taking values in a set H. For each η ∈ H and an integer mi ∈ {1, . . . ,m} for
some m ≥ 1, suppose that there are a vector ξη,i ∈ Rmi and a positive defi-
nite matrix ∆η,i ∈ Rmi×mi which define a regression model for a vector-valued
response variable Yi ∈ Rmi against covariates Xi ∈ Rmi×p given by
Yi = Xiθ + ξη,i + εi, εi
ind∼ Nmi(0,∆η,i), i = 1, . . . , n, (1)
where θ ∈ Rp is a vector of regression coefficients. Here mi (and m) can in-
crease with n. We consider the high-dimensional situation where p > n, but θ is
assumed to be sparse, with many coordinates zero. The form in (1) clearly in-
cludes sparse linear regression with unknown error variances. Our main interest
lies in more complicated setups. The model (1) includes interesting examples
considered below.
Example 1 (Partially sparse regression). For a response variable Yi ∈ Rm
with some fixed m ≥ 1 and covariates Xi ∈ Rm×p and Zi ∈ Rm×q, consider a
regression model, Yi = Xiθ+Ziβ+εi, εi
iid∼ Nm(0,Σ), i = 1, . . . , n, where θ ∈ Rp
is a sparse coefficient vector with p > n, β ∈ Rq is a vector of nonzero regression
coefficients with possibly increasing q ≥ 1, and Σ ∈ Rm×m is a positive definite
covariance matrix. In this model, the relatively low-dimensional vector β is not
assumed to be sparse, but it needs to be estimated along with other parameters.
The model belongs to the form of (1) by letting ξη,i = Ziβ and ∆η,i = Σ with
η = (β,Σ).
Example 2 (Multiple response models with missing components). We consider
a general multiple response model with missing values, which is very common
in practice. Suppose that for each i, a vector of m responses with covariance
matrix Σ are supposed to be observed, but for the ith group (or subject) only
mi entries are actually observed with the rest missing. Letting Yi ∈ Rmi be the
ith observations and Y augi ∈ Rm be the augmented vector of Yi and missing
entries, we can write Yi = E
T
i Y
aug
i and Cov(Yi) = E
T
i ΣEi, where Ei ∈ Rm×mi
is the submatrix of the m×m identity matrix with the jth column included if
the jth element of Y augi is observed, j = 1, . . . ,m. Assuming that the mean of Yi
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is only Xiθ for covariates Xi ∈ Rmi×p and sparse coefficients θ ∈ Rp with p > n,
the model of interest can be written as Yi = Xiθ + εi, εi
ind∼ Nmi(0, ETi ΣEi),
i = 1, . . . , n. The model belongs to the class described by (1) with ξη,i = 0mi
and ∆η,i = E
T
i ΣEi with η = Σ.
Example 3 (Multivariate measurement error models). Suppose that a scalar
response variable Y ∗i ∈ R is connected to fixed covariates X∗i ∈ Rp with p > n
and random covariates Zi ∈ Rq with fixed q ≥ 1, through the following linear
additive relationship: Y ∗i = α+X
∗T
i θ+Z
T
i β+ε
∗
i , Zi
iid∼ Nq(µ,Σ), ε∗i iid∼ N(0, σ2).
While X∗i is fully observed without noise, we observe a surrogate Wi of Zi as
Wi = Zi + τi, τi
iid∼ Nq(0,Ψ), where to ensure identifiability, Ψ is assumed to be
known. This type of model is called a measurement error model or an errors-
in-variables model; see Fuller [13] and Carroll et al. [6] for a complete overview.
By direct calculations, the joint distribution of (Y ∗i ,Wi) is given by(
Y ∗i
Wi
)
ind∼ Nq+1
((
α+X∗Ti θ + µ
Tβ
µ
)
,
(
βTΣβ + σ2 βTΣ
Σβ Σ+Ψ
))
,
which is of the form (1) by writing Y Ti = (Y
∗
i ,W
T
i ), X
T
i = (X
∗T
i , 0p×q), ξ
T
η,i =
(α+ µTβ, µT ), and ∆η,i =
(
βTΣβ+σ2 βTΣ
Σβ Σ+Ψ
)
with η = (α, β, µ, σ2,Σ).
Example 4 (Parametric correlation structure). For a response variable Yi ∈
R
mi we consider a standard regression model given by Yi = Xiθ + εi, εi
ind∼
Nmi(0,Σi), i = 1, . . . , n, but for flexibility, mi is considered to be possibly
increasing. As mi can increase with n and vary across i, some restriction on Σi
is required for sensible estimation. For a known parametric correlation structure
Gi and a fixed dimensional Euclidean parameter α, we model the covariance
matrix as Σi = σ
2Gi(α) using a variance parameter σ
2 and a correlation matrix
Gi(α) ∈ Rmi×mi . Then the model belongs to (1) by writing ξη,i = 0mi and
∆η,i = σ
2Gi(α) with η = (α, σ
2).
Example 5 (Mixed effects models). For a response variable Yi ∈ Rmi and
covariates X∗i ∈ Rp with p > n and Z∗i ∈ Rq with fixed q ≥ 1, consider a mixed
effect model given by Yi = Xiθ + Zibi + ε
∗
i , bi
iid∼ Nq(0,Ψ), ε∗i ind∼ Nmi(0, σ2Imi),
where Ψ ∈ Rq×q is a positive definite matrix. Then the marginal law of Yi
is given by Yi = Xiθ + εi, εi
ind∼ Nmi(0, σ2Imi + ZiΨZTi ). We assume that
σ2 is known. The model belongs to the class (1) by letting ξη,i = 0mi and
∆η,i = σ
2Imi + ZiΨZ
T
i with η = Ψ.
Example 6 (Graphical structure with sparse precision matrices). For a re-
sponse variable Yi ∈ Rm and covariates Xi ∈ Rm×p with increasing m ≥ 1 and
p > n, consider a model given by Yi = Xiθ + εi, εi
iid∼ Nm(0,Ω−1), i = 1, . . . , n,
where θ is a sparse coefficient vector and the precision matrix Ω ∈ Rm×m is
a positive definite matrix. Along with θ, we also impose sparsity on the off-
diagonal entries of Ω, which accounts for a graphical structure between observa-
tions. More precisely, if an off-diagonal entry is zero, it implies the conditional
independence between the two concerned entries of εi given the remaining ones,
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and we suppose that most off-diagonal entries are actually zero, even though we
do not know their locations. The model is then seen to be a special case of (1)
by letting ξη,i = 0m and ∆η,i = Ω
−1 with η = Ω.
Example 7 (Nonparametric heteroskedastic regression models). For a response
variable Yi ∈ R and covariates Xi ∈ Rp, a linear regression model with a non-
parametric heteroskedastic error is given by Yi = X
T
i θ + εi, εi
ind∼ N(0, v(zi)),
i = 1, . . . , n, where θ is a sparse coefficient vector, v : [0, 1] 7→ (0,∞) is a uni-
variate variance function, and zi ∈ [0, 1] is a one-dimensional variable associated
with the ith observation that controls the variance of Yi through the variance
function v. Then the model belongs to the class (1) by letting ξη,i = 0 and
∆η,i = v(zi) with η = v.
Example 8 (Partial linear models). Consider a partial linear model given by
Yi = X
T
i θ + g(zi) + εi, εi
iid∼ N(0, σ2), i = 1, . . . , n, where Yi ∈ R is a response
variable, Xi ∈ Rp is a vector of covariates with p > n, θ ∈ Rp is a sparse
coefficient vector, g : [0, 1] 7→ R is a univariate function, and zi ∈ [0, 1] is a
scalar predictor. This model is expressed in the form (1) by writing ξη,i = g(zi)
and ∆η,i = σ
2 with η = (g, σ2).
In this paper, we study a unified theory of posterior asymptotics in the high-
dimensional sparse regression models described by the form (1). To the best of
our knowledge, there is no available study that considers a general modeling
framework of sparse regression as in (1) even from the frequentist perspective.
The results on complicated high-dimensional regression models are only avail-
able at model-specific levels and cannot be universally used for different classes
of model structure. On the other hand, our approach is a unified theoretical
treatment of the general model structure in (1) under the Bayesian framework.
We establish general theorems on nearly optimal posterior contraction rates, a
Bernstein-von Mises theorem via shape approximation to the posterior distribu-
tion of θ, and model selection consistency. We then apply the general theorems
to derive specific results for the examples given above.
The general theory of posterior contraction using the root-average-squared
Hellinger metric on the joint density [15] is not very useful in this context,
since to recover rates in terms of the metric of interest on the regression coef-
ficients, some boundedness conditions are needed. To deal with this issue, we
construct an exponentially powerful likelihood ratio test in small pieces that are
sufficiently separated from the true parameters in terms of the average Re´nyi
divergence of order 1/2 (which coincides with the average negative log-affinity).
This test provides posterior contraction relative to the corresponding divergence.
The posterior contraction rates of θ and η can then be recovered in terms of the
metrics of interest under milder conditions on the parameter space. Due to a
nuisance parameter η, the resulting posterior contraction for θ may be subopti-
mal. Conditions for the optimal posterior contraction will also be examined. Our
results show that the posterior contraction rates are adaptive to the unknown
sparsity level.
For a Bernstein-von Mises theorem and selection consistency, stronger con-
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ditions are required than those used for posterior contraction, in line with the
existing literature [e.g., 8, 21]. As pointed out by Chae et al. [10], the theories of
the classical semiparametric Bernstein-von Mises theorems for finite dimensional
parameters [e.g., 7] may not be directly useful in the high-dimensional context.
We thus directly characterize a version of the Bernstein von-Mises theorem for
the model (1). A key idea is to find a suitable orthogonal projection that satisfies
some required conditions, which is typically straightforward if the support of a
prior for ξη,i is a linear space. The complexity of the space of covariance matri-
ces, measured by its metric entropy, also has an important role in deriving the
Bernstein-von Mises theorem and selection consistency. Combining these two
lead to a single component of normal distribution for an approximation, which
enables to correctly quantify remaining uncertainty on the parameter through
the posterior distribution.
The rest of this paper is organized as follows. In Section 2, some notations
are introduced and a prior distribution on sparse regression coefficients is spec-
ified. Sections 3–4 provide our main results on the posterior contraction, the
Bernstein-von Mises phenomenon, and selection consistency of the posterior
distribution. In Section 5, these general theorems are applied to the examples
considered in this section to derive posterior asymptotic properties in each spe-
cific example. All technical proofs are provided in the appendix.
2. Setup and prior specification
2.1. Notation
Here we describe the notations we use throughout this paper. For a vector
θ = (θj) ∈ Rp and a set S ⊂ {1, . . . , p} of indices, we write Sθ = {j : θj 6= 0} to
denote the support of θ, s := |S| (or sθ := |Sθ|) to denote the cardinality of S (or
Sθ), and θS = {θj : j ∈ S} and θSc = {θj : j /∈ S} to separate components of θ
using S. In particular, the support of the true parameter θ0 and its cardinality
are written as S0 and s0 := |S0|, respectively. As for norms of a vector θ,
‖θ‖q = (
∑
j |θj |q)1/q, 1 ≤ q <∞, stands for the ℓq-norm and ‖θ‖∞ = maxj |θj |
denotes the maximum norm. For a matrix X = ((xij)), we write ρmin(X) and
ρmax(X) for the minimum and maximum eigenvalues, respectively. The column
space of X is denoted by span(X). Let ‖X‖sp = ρ1/2max(XTX) stand for the
spectral norm and ‖X‖F = (
∑
i,j x
2
ij)
1/2 stand for the Frobenius norm of X .
We also define a matrix norm ‖X‖∗ = maxj‖X·j‖2 for X·j the jth column of
X , which is used for compatibility conditions. For sequences an and bn, an . bn
(or bn & an) stands for an ≤ Cbn for some constant C > 0 independent of n,
and an ≍ bn means an . bn . an. These inequalities are also used for relations
involving constant sequences.
For given parameters θ and η, we write the joint density as pθ,η =
∏n
i=1 pθ,η,i
for pθ,η,i the density of the ith observation vector Yi. In particular, the true
joint density is expressed as p0 =
∏n
i=1 p0,i for p0,i := pθ0,η0,i with the true
parameters θ0 and η0. The notation E0 denotes the expectation operator with
S. Jeong and S. Ghosal/Bayesian sparse linear regression 7
the true density p0. For two probability measures P and Q, let ‖P−Q‖TV denote
the total variation between P and Q. For two n-variate densities f :=
∏n
i=1 fi
and g :=
∏n
i=1 gi of independent variables, denote the average Re´nyi divergence
(of order 1/2) by Rn(f, g) = −n−1
∑n
i=1 log
∫ √
figi.
For any η1, η2 ∈ H, we define d2n(η1, η2) = d2A,n(η1, η2) + d2B,n(η1, η2) for the
two squared pseudo-metrics:
d2A,n(η1, η2) =
1
n
n∑
i=1
‖ξη1,i − ξη2,i‖22, d2B,n(η1, η2) =
1
n
n∑
i=1
‖∆η1,i −∆η2,i‖2F.
For compatibility conditions, the uniform compatibility number φ1 and the
smallest scaled singular value φ2 are defined as
φ1(s) = inf
θ:1≤|Sθ|≤s
‖Xθ‖2|Sθ|1/2
‖X‖∗‖θ‖1 , φ2(s) = infθ:1≤|Sθ|≤s
‖Xθ‖2
‖X‖∗‖θ‖2 .
We write Y (n) = (Y T1 , . . . , Y
T
n )
T for the observation vector, n∗ =
∑n
i=1mi for
the dimension of Y (n), and Θ = Rp for the parameter space of θ. Lastly, for a
(pseudo-)metric space (F , d), let N(ǫ,F , d) denote the ǫ-covering number, the
minimal number of ǫ-balls that cover F .
2.2. Prior for the high-dimensional coefficients
In this subsection, we specify a prior distribution for the high-dimensional re-
gression coefficients θ. A prior for η also needs to be specified, but it is deferred
to Section 3 as it should be designed together with the main results to guarantee
desirable posterior asymptotic properties, while the prior for θ specified here is
always good for such a purpose.
We first select a dimension s from a prior πp, and then randomly choose
S ⊂ {1, . . . , p} for given s. A nonzero part θS of θ is then selected from a prior
gS on R
s while θSc is fixed to zero. The resulting prior specification for (S, θ) is
formulated as
(S, θ) 7→ πp(s)(p
s
) gS(θS)δ0(θSc), (2)
where δ0 is the Dirac measure at zero on R
p−s with suppressed dimensionality.
For the prior πp on the model dimensions, we consider a prior satisfying the
following: for some constants A1, A2, A3, A4 > 0,
A1p
−A3πp(s− 1) ≤ πp(s) ≤ A2p−A4πp(s− 1), s = 1, . . . , p. (3)
Examples of priors satisfying (3) can be found in Castillo and van der Vaart [9]
and Castillo et al. [8]. For the prior gS , the s-fold product of the Laplace density
is considered, where the regularization parameter is allowed to vary with p and
‖X‖∗, i.e.,
gS(θS) =
∏
j∈S
λ
2
exp (−λ|θj |) , ‖X‖∗
L1pL2
≤ λ ≤ L3‖X‖∗√
n
, (4)
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for some constants L1, L2, L3 > 0. The order of λ is important in that it deter-
mines the boundedness requirement of the true signal θ0 (see the condition (C3)
below). A particularly interesting case is obtained when λ is set to the lower
bound ‖X‖∗/(L1pL2). Then the boundedness condition becomes very mild by
choosing L2 sufficiently large. The upper bound is motivated because then the
boundedness condition still makes a practical sense. However, it can actually be
relaxed if the true signal is known to be small enough, though we do not pursue
this generalization in this study. In Section 4, we shall see that values of λ that
do not increase too fast are in fact necessary for a distributional approximation
and selection consistency.
Ramark 1. Since some size restriction on θ0 will be made unlike Castillo et al.
[8], we note that the use of the Laplace density is not necessary and other
prior distributions can also be used for θ. For example, normal densities with
decreasing precision parameters can be used as gS for semi-conjugacy, but it
requires a stronger restriction on the true signal than (C3) below. Other densities
with similar tail properties should also work with appropriate modifications for
the size of the true signal (see, e.g., Jeong and Ghosal [17]). Instead of the spike-
and-slab prior in (2) and (3), a class of continuous shrinkage priors may also
be used at the expense of substantial modifications in the technical details. We
only consider the prior in (2)–(4) in this study.
3. Posterior contraction rates
The prior for a nuisance parameter η should be chosen to complete the prior
specification. Once we assign the prior for the full parameters, the posterior
distribution Π(· |Y (n)) is defined by Bayes’ rule. How the prior for η is chosen is
crucial to obtain desirable asymptotic properties of the posterior distribution.
In this subsection, we shall examine such conditions on the prior distribution
for a nuisance parameter and study the posterior contraction rates for both θ
and η.
The prior for η is put on a subspace H ⊂ H. In many instances, we take
H = H, especially when a nuisance parameter is finite dimensional, but the
flexibility of a subspace may be beneficial in infinite-dimensional situations. We
need to choose H to satisfy certain conditions.
(C1) There exists a nondecreasing sequence an = o(n) such that
an max
1≤i≤n
‖∆η′,i −∆η0,i‖2F =: en → 0, for some η′ ∈ H,
max
1≤i≤n
‖∆η1,i −∆η2,i‖2F ≤ and2B,n(η1, η2), η1, η2 ∈ H.
(C2) For some sequence ǫ¯n such that anǫ¯
2
n → 0 and nǫ¯2n → ∞ with an
satisfying (C1),
logΠ (η ∈ H : dn(η, η0) ≤ ǫ¯n) & −nǫ¯2n.
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The first condition of (C1) implies that we have a good approximation to the
true parameter value in the parameter set H. This holds trivially if there exists
η′ ∈ H such that ∆η′,i = ∆η0,i for every i ≤ n, which is obviously true if η0 ∈ H.
The second condition of (C1) means that in H, the maximum Frobenius norms
of the difference between covariance matrices can be controlled by the average
Frobenius norm multiplied by the sequence an. Clearly, this holds with an = 1
if ∆η,i is the same for every i ≤ n. By the triangle inequality, we see that (C1)
explicitly implies that
max
1≤i≤n
‖∆η,i −∆η0,i‖2F . en + and2B,n(η, η0), η ∈ H, (5)
which is used throughout the paper. The condition (C2) is typically called
the prior concentration condition, which requires a prior to put sufficient mass
around the true parameter η0, measured by the pseudo-metric dn. As in other
infinite-dimensional situations, such a closeness is translated into the closeness
in terms of the Kullback-Leibler divergence and variation (see Lemma 1 in the
appendix for more details).
As noted in Section 1, the true parameters should be restricted to certain
norm-bounded subset of the parameter space, which is clarified as follows.
(C3) The true signal satisfies ‖θ0‖∞ . λ−1 log p.
(C4) The eigenvalues of the true covariance matrix satisfy
1 . min
1≤i≤n
ρmin(∆η0,i) ≤ max
1≤i≤n
ρmax(∆η0,i) . 1.
The condition (C3) is required to apply the general strategies for posterior con-
traction to our modeling framework containing nuisance parameters. If nuisance
parameters are not present, one can directly handle the model and such a re-
striction may be removed [e.g., 8, 14]. One may refer to Song and Liang [26],
Ning et al. [23], and Bai et al. [2] for conditions similar to ours, where a variance
parameter stands for a nuisance parameter. Still, the condition is mild if λ is
chosen to decrease at an appropriate order. In particular, if λ is matched to the
lower bound 1/(L1p
L2), the condition becomes ‖θ0‖∞ . (pL2 log p)/‖X‖∗ which
is very mild if L2 is sufficiently large. Even if the upper bound L3‖X‖∗/√n is
chosen, the condition is not restrictive as the right hand side of the condition
can be made nondecreasing as long as ‖X‖∗ is increasing at a suitable order.
The condition (C4) implies that the eigenvalues of the true covariance matrix
are bounded below and above. The lower and upper bounds are required for a
lot of technical details, including the construction of an exponentially powerful
test in Lemma 2 in the appendix.
Ramark 2. The condition (C3) is actually stronger than what it needs to be,
but is adopted for the ease of interpretation. For Theorem 3 below to hold,
it suffices if we have λ‖θ0‖1 ≤ (s0 log p) ∨ nǫ¯2n for ǫ¯n satisfying (C2). For the
optimal posterior contraction in Theorem 4 below, a slightly stronger bound is
needed: λ‖θ0‖1 ≤ s0 log p (see Lemma 6 and its proof in the appendix).
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3.1. Re´nyi posterior contraction and recovery
To study posterior contraction, we first need to examine a dimensionality prop-
erty of the support of θ. The following theorem shows that the posterior distri-
bution is concentrated on models of relatively small sizes.
Theorem 1 (Dimension). Suppose that (C1)–(C4) are satisfied. Then for s⋆ :=
s0 ∨ (nǫ¯2n/ log p), there exists a constant K1 such that
E0Π
(
θ : sθ > K1s⋆
∣∣Y (n))→ 0.
Compared to the literature [e.g., 8, 21, 3], the rate in Theorem 1 is floored by
the extra term nǫ¯2n/ log p. This arises from the presence of a nuisance parameter
in the model formulation. To minimize its impact, a prior on η should be chosen
such that (C2) holds for as small ǫ¯n as possible; a suitable choice induces the
(nearly) optimal contraction rate.
Using the basic results in Theorem 1, the next theorem obtains the rate
at which the posterior distribution contracts at the truth with respect to the
average Re´nyi divergence. The theorem requires additional assumptions on a
prior.
(C5) There exists a subset Hn ⊂ H such that for s⋆ := s0 ∨ (nǫ¯2n/ log p) with
ǫ¯n satisfying (C2), a sufficiently large B > 0, and some sequences γn
and ǫn ≥
√
s⋆ log(p ∨m ∨ γn)/n satisfying ǫ2n/m→ 0,
min
1≤i≤n
inf
η∈Hn
ρmin(∆η,i) ≥ 1
γn
, (6)
logN
(
1
6mγnn3/2
,Hn, dn
)
. nǫ2n, (7)
eBs⋆ log pΠ(H \Hn)→ 0. (8)
The condition (6) requires that for every i ≤ n, the minimum eigenvalue of
∆η,i is not too small on a sieve Hn. Although γn can be any positive sequence,
a sequence increasing exponentially fast makes the entropy in (7) too large,
resulting in a suboptimal rate ǫn. If γn can be chosen to be smaller than p and
m, then this does not lead to any deterioration of the rate in ǫn. The entropy
condition (7) is actually stronger than needed. Scrutinizing the proof of the
theorem, one can see that the entropy appearing in the theorem is obtained
using pieces that are smaller than those giving the exponentially powerful test
in Lemma 2 in the appendix. However, the covering number with those pieces
looks more complicated and the form in (7) suffices for all examples in the
present paper. Lastly, the condition (8) implies that the outside of a sieve Hn
should possess sufficiently small prior mass to kill the factor s⋆ log p arising
from the lower bound of the denominator of the posterior distribution. In fact,
conditions similar to (C2), (7) and (8) are also required for the prior of θ. By
reading the proof, it is easy to see that the prior (2) explicitly satisfies the
analogous conditions on an appropriately chosen sieve.
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Theorem 2 (Contraction rate, Re´nyi). Suppose that (C1)–(C5) are satisfied.
Then there exists a constant K2 such that
E0Π
(
(θ, η) : Rn(pθ,η, p0) > K2ǫ
2
n
∣∣Y (n))→ 0.
We want to sharpen the rate ǫn ≥
√
s⋆ log(p ∨m ∨ γn)/n as much as possible.
In most instances, γn can be chosen such that log γn . log p. This is trivially
satisfied if γn is some polynomial in n as in the examples in this paper. If p
is known to increase much faster than n, e.g., log p ≍ nc for some c ∈ (0, 1),
then γn need not be a polynomial in n and the condition can be met more
easily with a sequence that grows even faster. Note also that we typically have
logm . log p in most cases. These postulates lead to ǫn ≥
√
(s⋆ log p)/n. Indeed,
it is often possible to choose ǫn =
√
(s⋆ log p)/n, which is commonly guaranteed
by choosing an appropriate sieve Hn and a prior. The condition will be made
precise in (C5∗) below for recovery and we only consider the situation that
ǫn =
√
(s⋆ log p)/n in what follows.
Although Theorem 2 provides the basic results for posterior contraction, it
does not give precise interpretations for the parameters θ and η themselves,
because of the abstruse expression of the average Re´nyi divergence. The con-
traction rates with respect to more concrete metrics are recovered under some
additional conditions. Under the additional assumption anǫ
2
n → 0, it can be
shown that Theorem 1 and Theorem 2 explicitly imply that for the set
An =
{
(θ, η) ∈ Θ×H : sθ ≤ K1s⋆,
1
n
n∑
i=1
‖Xi(θ − θ0) + ξη,i − ξη0,i‖22 + d2B,n(η, η0) ≤M1ǫ2n
}
,
with a sufficiently large constant M1, the posterior mass of An goes to one in
probability (see the proof of Theorem 3). To complete the recovery, we need to
separate the sum of squares of the mean into ‖X(θ − θ0)‖2 and nd2A,n(η, η0),
which requires an additional condition. The conditions required for the recovery
are clarified as follows.
(C5∗) While logm . log p, (C5) holds for γn and ǫn =
√
(s⋆ log p)/n such
that log γn . log p and anǫ
2
n → 0 with an satisfying (C1).
(C6) For s⋆ satisfying (C5
∗), there exists η∗ ∈ H such that
lim inf
n≥1
inf
(θ,η)∈An
∑n
i=1(θ − θ0)TXTi (ξη,i − ξη∗,i)
‖X(θ − θ0)‖22 + nd2A,n(η, η∗)
> −1
2
,
dA,n(η∗, η0) .
√
s⋆ log p
n
,
where ǫn in An satisfies ǫn =
√
(s⋆ log p)/n.
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By expanding the quadratic term for the mean in An, one can see that the
separation is possible if (C6) is satisfied. Clearly, (C6) is trivially satisfied if the
model has onlyXθ for its mean, in which we take ξη,i−ξη∗,i = ξη∗,i−ξη0,i = 0 for
every i ≤ n. In many cases where there exists η′ ∈ H such that dA,n(η′, η0) = 0,
we can often take η∗ = η′ for the second inequality of (C6) to hold automatically.
The following theorem shows that the posterior distribution of θ and η con-
tracts at their respective true values at some rates, relative to more easily com-
prehensible metrics than the average Re´nyi divergence. In the expressions, if
K1s⋆ + s0 < 1, the compatibility numbers should be understood be equal to 1
for interpretation.
Theorem 3 (Recovery). Suppose that (C1)–(C4), (C5∗), and (C6) are satisfied.
Then, there exists a constant K3 such that
E0Π
(
θ : ‖θ − θ0‖1 > K3s⋆
√
log p
φ1(K1s⋆ + s0)‖X‖∗
∣∣∣∣Y (n))→ 0,
E0Π
(
θ : ‖θ − θ0‖2 > K3
√
s⋆ log p
φ2(K1s⋆ + s0)‖X‖∗
∣∣∣∣Y (n))→ 0,
E0Π
(
θ : ‖X(θ − θ0)‖2 > K3
√
s⋆ log p
∣∣Y (n))→ 0,
E0Π
(
η : dn(η, η0) > K3
√
s⋆ log p
n
∣∣∣∣Y (n)
)
→ 0.
(9)
The thresholds for contraction depend upon the compatibility conditions,
which make their implication somewhat vague. As K1s⋆ + s0 is much smaller
than n∗, it is not unreasonable to assume that φ1(K1s⋆+ s0) and φ2(K1s⋆+ s0)
are bounded away from zero, whence the compatibility number is removed from
the rates. We refer to Example 7 of Castillo et al. [8] for more discussion. In the
next subsection, we will see that one of these restrictions is actually necessary
for shape approximation or selection consistency.
Ramark 3. The separation condition (C6) can be left as an assumption to be
satisfied, but can also be verified by a stronger condition on the design matrix
without resorting to the values of the parameters. Suppose that for some integer
q ≥ 1, there exists a matrix Zi ∈ Rmi×q such that ξη,i = Zih(η) for every η ∈ H,
with some map h : H 7→ Rq. Since we can write ξη,i−ξη∗,i = Zi(h(η)−h(η∗)) for
any η, η∗ ∈ H, the Cauchy-Schwarz inequality indicates that the first inequality
of (C6) is implied by
lim inf
n≥1
inf
(θ,η)∈Θ×H:sθ≤K1s⋆
(θ − θ0)TXTZ(h(η)− h(η∗))
‖X(θ− θ0)‖2‖Z(h(η)− h(η∗))‖2 > −1,
for Z = (ZT1 , . . . , Z
T
n )
T . The left hand side is always between −1 and 1 by
the Cauchy-Schwarz inequality, and is exactly equal to −1 or 1 if and only if
the two vectors are linearly dependent. A sufficient condition for the preceding
display is thus min{ρmin([XS , Z]T [XS , Z]) : s ≤ K1s⋆ + s0} & 1 since the linear
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dependence cannot happen under such a condition due to the inequality sθ−θ0 ≤
sθ + s0 ≤ K1s⋆ + s0 for θ such that sθ ≤ K1s⋆. This sufficient condition is not
restrictive at all if q = o(n) as we already have K1s⋆ + s0 = o(n). Since there
typically exists η∗ ∈ H satisfying the second inequality of (C6) as long as H
provides a good approximation for the true parameter η0, the condition (C6)
can be easily satisfied if the sufficient condition is met.
Notwithstanding the lack of formal study of minimax rates with additional
complications, we still want to match our rates for θ with those in simple linear
regression, which we call the “optimal” rates. In this sense, Theorem 3 only
provides the suboptimal rates for θ if s0 = o(s⋆). Although the theorem gives
the optimal results if s0 log p & nǫ¯
2
n, it is practically hard to check this condition
as s0 is unknown. If s0 is known to be nonzero, the desired conclusion is trivially
achieved as soon as nǫ¯2n/ log p . 1. The following corollary, however, shows that
the optimal rates are still available even if s0 = 0, with restrictions on ǫ¯n and
the prior.
Corollary 1 (Optimality under restriction). For ǫ¯n satisfying the conditions
for Theorem 3, we have the following assertions.
(a) Assume that nǫ¯2n/ log p→ 0. Then, Theorems 1 and 3 hold for s⋆ replaced
by s0.
(b) Assume that nǫ¯2n/ log p . 1. Then, Theorems 1 and 3 hold for s⋆ replaced
by s0 if either A4 in (3) is chosen large enough or s0 > 0.
The corollary is useful in limited situations, especially when a parametric
rate is available for a nuisance parameter. Even if nǫ¯2n = logn, we need to
further assume that logn = o(log p), i.e., the ultra high-dimensional setup, to
conclude that (a) holds, while we can always apply (b) because logn . log p.
Although the assertion (b) holds for any s0 ≥ 0 if A4 is chosen sufficiently
large, its specific threshold is not directly available. Indeed, by carefully reading
the proof of Theorem 1 together with Lemma 1 in the appendix, one can see
that the threshold depends on unknown constant bounds for the eigenvalues of
the true covariance matrix in (C4). Still, (b) holds for any A4 > 0 if s0 > 0.
We believe that the assumption s0 > 0 is very mild, and hence simply apply
(b) with this assumption to conclude the optimal contraction for models with
finite dimensional nuisance parameters. The optimal rates can still be achieved
for any s0 ≥ 0 by verifying the conditions in the following subsection. With
finite dimensional nuisance parameters, we do not pursue this direction as it
seems an overkill considering the mildness of the assumption s0 > 0, though
those conditions are actually required for the Bernstein-von Mises theorem and
selection consistency in Section 4.
In semiparametric situations with high- or infinite-dimensional nuisance pa-
rameters, none of (a) and (b) generally works unless p increases sufficiently fast.
Still, the optimal rates can be achieved under stronger conditions using the
semiparametric theory, as the following subsection provides.
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3.2. Optimal posterior contraction for θ
Recall that only the suboptimal rates may be available from Theorem 3 if
s0 log p . nǫ¯
2
n. In many semiparametric situations, however, it is often possi-
ble to obtain parametric rates for finite dimensional parameters under stronger
conditions, even when there are infinite-dimensional nuisance parameters in a
model [4, 7]. It has also been shown that a similar argument holds in some high-
dimensional semiparametric regression models [10]. Therefore, it is naturally of
interest to examine under what conditions we can replace s⋆ by s0 in the rates
for θ, even if s0 log p . nǫ¯
2
n. Similar to other semiparametric settings [4, 10],
this can be established by the semiparametric theory, but requires stronger con-
ditions than those in traditional fixed dimensional parametric cases because of
the high-dimensions of the parameters in our setup.
To proceed, some additional conditions are required for technical reasons,
which are made for the size of ǫ¯n as the optimal rates are automatically attained
if s0 log p & nǫ¯
2
n. Still, in a practical sense, the conditions almost always need
to be verified to reach the optimal rates, since only oracle rates are generally
available and we do not know which term is greater.
In what follows, we write s¯⋆ := nǫ¯
2
n/ log p for ǫ¯n satisfying the conditions of
Theorem 3 through the definition of ǫn. We first assume the following condition
on the uniform compatibility number.
(C7) For a sufficiently largeM , the uniform compatibility number φ1(Ms¯⋆+
s0) is bounded away from zero.
This condition is weaker than assuming that the smallest scaled singular value
φ2(Ms¯⋆+s0) is bounded away from zero, as we have φ1(s) ≥ φ2(s) for any s > 0
by the Cauchy-Schwarz inequality. We will also resort on a slightly stronger
condition with respect to φ1 for a distributional approximation in the following
section. In this sense, our condition is weaker than those for Theorem 4 of
Castillo et al. [8]. The condition (C7) is not restrictive as (C5∗) requires s⋆ =
o(n); we again refer to Example 7 of Castillo et al. [8].
To precisely describe other conditions, hereafter we use the following addi-
tional notations. We write
X˜ =

∆
−1/2
η0,1
X1
...
∆
−1/2
η0,n Xn
 ∈ Rn∗×p, ξ˜η =

∆
−1/2
η0,1
ξη,1
...
∆
−1/2
η0,n ξη,n
 ∈ Rn∗ ,
and ∆˜η to denote the collection of ∆η,i for i = 1, . . . , n. In particular, X˜S ∈
R
n∗×|S| denotes the submatrix of X˜ with columns chosen by an index set S.
We also define the following neighborhoods of the true parameters: for s¯⋆ and
ǫ¯n satisfying (C5
∗), and sufficiently large constants M˜1 and M˜2,
Θ˜n =
{
θ ∈ Θ : sθ ≤ K1s¯⋆, ‖X(θ − θ0)‖2 ≤ M˜1
√
nǫ¯n
}
,
H˜n =
{
η ∈ H : dn(η, η0) ≤ M˜2ǫ¯n
}
.
(10)
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Combined by other conditions, Theorem 3 implies that the posterior probabil-
ities of these neighborhoods tend to one in probability if s0 log p . nǫ¯
2
n. We
need some bounding conditions on these neighborhoods, which will be specified
below.
Let Φ(η) = (ξ˜η, ∆˜η) for any given η ∈ H. For a given θ, we choose a bijective
map η 7→ η˜n(θ, η) : H 7→ H such that Φ(η˜n(θ, η)) = (ξ˜η +HX˜(θ − θ0), ∆˜η) for
some orthogonal projection H which may depend on the true parameter values,
but not on θ and η. The projection H plays a key role here and for a distribu-
tional approximation in the following section, and thus should be appropriately
chosen to satisfy the followings.
(C8) The orthogonal projection H satisfies
1
(s0 ∨ 1) log p supη∈H˜n
‖(I −H)(ξ˜η − ξ˜η0)‖22 → 0,
min
S:s≤K1s¯⋆
inf
v∈Rs:‖v‖2=1
‖(I −H)X˜Sv‖2
‖X˜Sv‖2
& 1.
(C9) The conditional law Πn,θ of η˜n(θ, η) given θ, induced by the prior, is
absolutely continuous relative to its distribution Πn,θ0 at θ = θ0 (which
is the same as the prior for η), and the Radon-Nikodym derivative
dΠn,θ/dΠn,θ0 satisfies
sup
θ∈Θ˜n
sup
η∈H˜n
∣∣∣∣log dΠn,θdΠn,θ0 (η)
∣∣∣∣ . 1.
By reading the proof, one can see that Theorem 4 below is based on the
approximate likelihood ratio. The first condition of (C8) is required to control
the remainder of an approximation. The second condition of (C8) implies that
‖u‖2 . ‖(I−H)u‖2 ≤ ‖u‖2 for every u ∈ span(X˜S) with S such that s ≤ K1s¯⋆,
as the second inequality trivially holds by the fact that I −H is an orthogonal
projection. The use of the shifting map η 7→ η˜n(θ, η) is justified by the condition
(C9), which implies that a shift in certain directions does not substantially affect
the prior on η. We will see that a distributional approximation also requires
similar, but stronger conditions.
Lastly, the complexity of the neighborhood H˜n should also be controlled.
Specifically, we make the following condition.
(C10) For an and en satisfying (C1) and a sufficiently large C > 0,√
nǫ¯2n(en + anǫ¯
2
n)
(s0 ∨ 1) log p +
√
an
∫ Cǫ¯n
0
√
logN(δ, H˜n, dB,n)dδ → 0.
(C11) The parameter space H is separable with the pseudo-metric dB,n.
Similar to (C8), these conditions are required to control the remainder of an
approximation. The integral term comes from the expected supremum of a sep-
arable Gaussian process, exploiting the Gaussian likelihood of the model and
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the separability of H˜n with the standard deviation metric. The condition (C11)
is crucial for this reason. Since we usually put a prior on η in an explicit way,
the condition (C11) is rarely violated in practice. One may see a connection
between the first term of (C10) and the conditions for Corollary 1. The for-
mer easily tends to zero even if nǫ¯2n/ log p is increasing, due to the extra term
ǫ¯n which commonly tends to zero in a polynomial order. Note also that the
term s0 ∨ 1 appears in (C8) and (C10). Although this gives sharper bounds, the
conditions often need to be verified with s0 ∨ 1 replaced by 1 as s0 is unknown.
Under the conditions specified above, we obtain the following theorem for the
contraction rates for θ which do not depend on ǫ¯n. The compatibility numbers
below should be understood to be 1 if s0 = 0.
Theorem 4 (Optimal posterior contraction). Suppose that (C1)–(C4), (C5∗),
and (C6)–(C11) are satisfied. Then, there exist constants K4 and K5 such that
E0Π
(
θ : sθ > K4s0
∣∣∣Y (n))→ 0,
E0Π
(
θ : ‖θ − θ0‖1 > K5s0
√
log p
φ1((K4 + 1)s0)‖X‖∗
∣∣∣∣Y (n))→ 0,
E0Π
(
θ : ‖θ − θ0‖2 > K5
√
s0 log p
φ2((K4 + 1)s0)‖X‖∗
∣∣∣∣Y (n))→ 0,
E0Π
(
θ : ‖X(θ − θ0)‖2 > K5
√
s0 log p
∣∣Y (n))→ 0.
(11)
Similar to the paragraph followed by Theorem 3, the compatibility numbers
are easily bounded away from zero so that they can be removed from the ex-
pressions. These are actually weaker than before as s0 ≤ s⋆. The simplified rates
are then available for ease of interpretation.
Ramark 4. In regression models where no additional mean part ξη,i exists, the
conditions (C8) and (C9) are trivially satisfied by choosing the zero matrix for
H . This is also true for (C8∗) and (C9∗) specified in the next section.
Ramark 5. Suppose that there exists a matrix Zi ∈ Rmi×q such that ξη,i =
Zih(η) for every η ∈ H with some map h : H 7→ Rq. Then, a general strategy
to choose H is to set H = Z˜(Z˜T Z˜)−1Z˜T for Z˜ = (ZT1 ∆
−1/2
η0,1
, . . . , ZTn∆
−1/2
η0,n )
T .
In this case, by the triangle inequality, the first condition of (C8) is satisfied if
there exists η∗ ∈ H such that nd2A,n(η∗, η0)/(s0 log p)→ 0. For (C8∗) in the next
section, this is replaced by (s2⋆ log p)nd
2
A,n(η∗, η0) → 0. These are trivially the
case if there exists η′ ∈ H such that dA,n(η′, η0) = 0. Also similar to Remark 3,
a sufficient condition for the second line of (C8) is min{ρmin([XS , Z]T [XS , Z]) :
s ≤ K1s¯⋆} & 1 as pre-multiplication of a positive definite matrix by XS and Z
is an isomorphism. This is also sufficient for (C8∗) in the next section with s¯⋆
replaced by s⋆.
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Ramark 6. In many instances, for every δ > 0 and ζn > 0, we typically have
logN (δ, {η ∈ H : dB,n(η, η0) ≤ ζn}, dB,n) ≤ 0 ∨ rn log
(
bnζn
δ
)
,
for some sequences rn and bn, especially when the part of η involved with dB,n is
an rn-dimensional Euclidean parameter. Note that
∫ Cζn
0
√
0 ∨ rn log(bnζn/δ)dδ
is equal to∫ (C∧bn)ζn
0
√
rn log
(
bnζn
δ
)
dδ
= (C ∧ bn)ζn
√
rn log
(
bn
C ∧ bn
)
+ bnζn
√
rn
∫ ∞
√
log(bn/(C∧bn))
e−t
2
dt.
If bn is increasing, the right hand side is bounded by a multiple of ζn
√
rn log bn
by the tail probability of a normal distribution, while it is bounded by a multiple
of ζnbn
√
rn for nonincreasing bn. This simplification is useful to verify (C10) in
many applications, and can also be used for (C10∗) in the next section.
4. Bernstein-von Mises and selection consistency
An extremely important question is whether the true support S0 is recovered
with probability tending to one, which is the property called selection consis-
tency. We will show this based on a distributional approximation to the posterior
distribution. Combined with selection consistency, the shape approximation also
leads to the product of a point mass and a normal distribution, which we call the
Bernstein-von Mises theorem. This reduced approximate distribution enables us
to correctly quantify the remaining uncertainty of the parameter through the
posterior distribution.
4.1. Shape approximation to the posterior distribution
It is worth noting that selection consistency can often be verified without a dis-
tributional approximation. For example, in sparse linear regression with scalar
unknown variance σ2, Song and Liang [26] deployed the marginal likelihood of
the model support which can be obtained by integrating out θ and σ2 from
the likelihood using the inverse gamma kernel. In our general formulation, how-
ever, this approach is hard to implement due to the arbitrary structure of a
nuisance parameter η. Indeed, the approach is not directly available even for
a parametric covariance matrix with dimension m ≥ 2. In this sense, using a
shape approximation is a natural solution to the problem, which may require
some extra conditions on the parameter space and on the priors for θ and η.
Recall that the results in Section 3.2 are based on the semiparametric theory.
In this section we will need very similar conditions as before, but the require-
ments are generally stronger, as the remainder of an approximation should be
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strictly manipulated. Since the setup is high-dimensional, our conditions are
even more restrictive than those for semiparametric models with a fixed dimen-
sional parametric segment [e.g., 7]. One may refer to Section 3.3 of Chae et al.
[10] for a relevant discussion.
Throughout this section, we only consider s⋆ that satisfies the conditions of
Theorem 3. First of all, we make a modification of (C7). The following condition
is slightly stronger than (C7), but is still not too restrictive as (C5∗) requires
s⋆ = o(n).
(C7∗) The condition (C7) is satisfied with s¯⋆ replaced by s⋆.
The assumption on the prior for θ is made only through the regularization
parameter λ. As in Castillo et al. [8], λ should not increase too fast and should
satisfy λs⋆
√
log p/‖X‖∗ → 0. In our setup, the range of λ induces a sufficient
condition for this: s2⋆ log p = o(n). Since this is weaker than the one that will be
made later in this section, the “small lambda regime” is automatically met by
a stronger condition for the entire procedure for a distributional approximation
(see (C10∗) below and the following paragraph).
For sufficiently large constants Mˆ1 and Mˆ2, we now define the neighborhoods,
Θ̂n =
{
θ ∈ Θ : sθ ≤ K1s⋆, ‖θ − θ0‖1 ≤ Mˆ1s⋆
√
log p/‖X‖∗
}
,
Ĥn =
{
η ∈ H : dA,n(η, η0) ≤ Mˆ2s⋆
√
log p
n
, dB,n(η, η0) ≤ Mˆ2
√
s⋆ log p
n
}
.
(12)
Note that Θ̂n is defined with an ℓ1-ball, which makes it contract more slowly
than Θ˜n in (10) under (C7
∗). This is due to technical reasons that for a dis-
tributional approximation, the ℓ1-ball should be directly manipulated in the
complement of Θ̂n. The neighborhood Ĥn is also increased to be matched with
Θ̂n. We leave more details on this to the reader; refer to the proof of Theorem 5
below.
As in Section 3.2, we choose a bijective map η 7→ η˜n(θ, η) which gives rise
to Φ(η˜n(θ, η)) = (ξ˜η + HX˜(θ − θ0), ∆˜η) for some orthogonal projection H .
Again, the orthogonal projection H should be carefully chosen to satisfy some
boundedness conditions. The conditions are similar to, but stronger than those
in Section 3.2. This is not only because of the increased neighborhoods Θ̂n and
Ĥn, but also because the remainder of an approximation should be bounded on
their complements. We precisely make the required conditions below.
(C8∗) The orthogonal projection H satisfies
s2⋆ log p sup
η∈Ĥn
‖(I −H)(ξ˜η − ξ˜η0)‖22 → 0,
min
S:s≤K1s⋆
inf
v∈Rs:‖v‖2=1
‖(I −H)X˜Sv‖2
‖X˜Sv‖2
& 1.
(C9∗) The conditional law Πn,θ of η˜n(θ, η) given θ, induced by the prior, is
absolutely continuous relative to its distribution Πn,θ0 at θ = θ0, and
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the Radon-Nikodym derivative dΠn,θ/dΠn,θ0 satisfies
sup
θ∈Θ̂n
sup
η∈Ĥn
∣∣∣∣log dΠn,θdΠn,θ0 (η)
∣∣∣∣→ 0.
(C10∗) For an and en satisfying (C1) and a sufficiently large C > 0,
s⋆ log p
{
s⋆
√
en +
ans⋆ log p
n
+
√
an
∫ C√(s⋆ log p)/n
0
√
logN
(
δ, Ĥn, dB,n
)
dδ
}
→ 0.
The conditions (C8∗)–(C10∗) are required for similar reasons as in Section 3.2.
We mention that (C10∗) is a sufficient condition for the small lambda regime,
since its necessary condition is s5⋆ log
3 p = o(n) that is stronger than s2⋆ log p =
o(n). This necessary condition for (C10∗) is often a sufficient condition in many
finite dimensional models.
We define the standardized vector,
U =

∆
−1/2
η0,1
(Y1 −X1θ0 − ξη0,1)
...
∆
−1/2
η0,n (Yn −Xnθ0 − ξη0,n)
 ∈ Rn∗ .
Under the assumptions above, the posterior distribution of θ is approximated
by Π∞ given by
Π∞(θ ∈ · |Y (n)) =
∑
S:s≤K1s⋆
wˆSN
(
θS
∣∣ θˆS , (X˜TS (I −H)X˜S)−1)⊗ δ0(θSc), (13)
where θˆS is the least squares solution θˆS = (X˜
T
S (I −H)X˜S)−1X˜TS (I −H)(U +
X˜θ0) and the weights satisfy
wˆS ∝ πp(s)(p
s
) (λ
2
)s
(2π)s/2 det
(
X˜TS (I −H)X˜S
)−1/2
exp
{
1
2
‖(I −H)X˜S θˆS‖22
}
.
Another way to express Π∞, for any measurable B ⊂ Rp, is
Π∞(θ ∈ B |Y (n)) =
∑
S:s≤K1s⋆ πp(s)
(
p
s
)−1
(λ/2)
s ∫
B Λ
⋆
n(θ)d{κ(θS)⊗ δ0(θSc)}∑
S:s≤K1s⋆ πp(s)
(
p
s
)−1
(λ/2)s
∫
Rp
Λ⋆n(θ)d{κ(θS)⊗ δ0(θSc)}
,
where κ denotes the Lebesgue measure and
Λ⋆n(θ) = exp
{
−1
2
‖(I −H)X˜(θ − θ0)‖22 + UT (I −H)X˜(θ − θ0)
}
. (14)
It can be easily checked that both the expressions are equivalent. The results
are summarized in the following theorem.
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Theorem 5 (Distributional approximation). Suppose that (C1)–(C4), (C5∗),
(C6), (C7∗)–(C10∗), and (C11) are satisfied for some orthogonal projection H.
Then
E0
∥∥∥Π(θ ∈ · |Y (n))−Π∞(θ ∈ · |Y (n))∥∥∥
TV
→ 0. (15)
4.2. Model selection consistency
The shape approximation to the posterior distribution facilitates obtaining the
next theorem which shows that the posterior distribution is concentrated on
subsets of the true support with probability tending to one. The result is then
used as the basis of selection consistency. Similar to the literature, the theorem
requires an additional condition on the prior as follows.
(C12) The prior satisfies A4 > 1 and s⋆ . p
a for a < A4 − 1.
Theorem 6 (Selection, no supersets). Suppose that (C1)–(C4), (C5∗), (C6),
(C7∗)–(C10∗), and (C11)–(C12) are satisfied for some orthogonal projection H.
Then
E0Π
(
θ : Sθ ⊃ S0, Sθ 6= S0 |Y (n)
)
→ 0. (16)
Since coefficients that are too close to zero cannot be identified by any se-
lection strategy, some threshold for the true nonzero coefficients is needed for
detection. The requirement of a threshold is a fundamental limitation in high-
dimensional setups. We make the following threshold, the so-called beta-min
condition. The condition is made in view of the third assertion of Theorem 4.
The second assertion can also be used to make a similar threshold, but we only
consider the given one below as it is generally weaker.
(C13) The true parameter satisfies
min
θ0,j 6=0
|θ0,j | > K5
√
s0 log p
φ2((K4 + 1)s0)‖X‖∗ .
Since Theorem 3 implies that the posterior distribution of the support of
θ includes that of the true support with probability tending to one, selection
consistency is an easy consequence of Theorem 6 under the beta-min condition
(C13). Moreover, this improves the distributional approximation in (15) so that
the posterior distribution can be approximated by a single component of the
mixture; that is, the Bernstein-von Mises theorem holds for the parameter com-
ponent θS0 . The arguments here are summarized in the following two corollaries,
whose proofs are straightforward and thus are omitted.
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Corollary 2 (Selection consistency). Suppose that (C1)–(C4), (C5∗), (C6),
(C7∗)–(C10∗), and (C11)–(C13) are satisfied for some orthogonal projection H.
Then
E0Π
(
θ : Sθ 6= S0 |Y (n)
)
→ 0. (17)
Corollary 3 (Bernstein-von Mises). Suppose that (C1)–(C4), (C5∗), (C6),
(C7∗)–(C10∗), and (C11)–(C13) are satisfied for some orthogonal projection H.
Then
E0
∥∥∥Π(θ ∈ · |Y (n))−N (θS0 ∣∣ θˆS0 , (X˜TS0(I −H)X˜S0)−1)⊗ δ0(θSc0 )∥∥∥TV → 0.
(18)
Corollary 3 enables us to quantify the remaining uncertainty of the parameter
through the posterior distribution. Specifically, we can construct credible sets
for the individual components of θ0 as in Castillo et al. [8]. It is easy to see that
by the definition of θˆS0 , its jth component has a normal distribution, whose
mean is the jth element of θS0 and variance is the jth diagonal element of
(X˜TS0(I − H)X˜S0)−1. Correct uncertainty quantification is thus guaranteed by
the weak convergence.
5. Applications
In this section, we apply the main results established in this study to the ex-
amples considered in Section 1. The main objective is to obtain nearly optimal
posterior contraction rates and selection consistency via shape approximation
to the posterior distribution with the Bernstein-von Mises phenomenon.
To use Corollary 1 for the optimal posterior contraction when nǫ¯2n = logn,
we simply assume that s0 > 0 for all examples in this section, although The-
orem 4 can also be applied under stronger conditions. The assumption s0 > 0
is extremely mild rather than considering the ultra high-dimensional case, i.e.,
logn = o(log p). A large enough A4 is also sufficient instead of the assumption
s0 > 0, but we do not pursue this direction as a specific threshold is not avail-
able. We check the conditions of Theorem 4 only for more complicated models
where nǫ¯2n > logn.
5.1. Partially sparse regression
First we consider Example 1. While the prior in Section 2.2 is assigned to the
sparse regression coefficients θ, a normal prior and an inverse Wishart prior are
used for β and Σ to complete the prior specification for the nuisance parameters.
Using the main results, asymptotic properties of the posterior distribution are
obtained as in the following theorem.
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Theorem 7. Let s⋆ = s0 ∨ s¯⋆ for s¯⋆ = (q logn)/ log p. Assume that s0 > 0,
s0 log p = o(n), q log n = o(n), log‖Z‖sp . logn, ‖β0‖∞ . 1, 1 . ρmin(Σ0) ≤
ρmax(Σ0) . 1, ‖θ0‖∞ . λ−1 log p, and min{ρmin([XS , Z]T [XS , Z]): s ≤ Ds⋆} &
1 for a sufficiently large D. Then the following assertions hold.
(a) The posterior contraction rates for θ are given by (9). If s¯⋆ . 1, the
optimal rates in (11) are obtained.
(b) The contraction rates for β and Σ are
√
(s0 log p ∨ q logn)/ρmin(ZTZ)
and
√
(s0 log p ∨ q log n)/n with respect to the ℓ2- and Frobenius norms,
respectively.
If further ‖Z‖sp
√
q logn/ρmin(Z
TZ) . 1, (q logn)2/ log p = o(n), and φ1(Ds¯⋆) &
1 for a sufficiently large D, then the following assertion holds.
(c) The optimal posterior contraction rates for θ in (11) are obtained even if
s¯⋆ →∞.
If further ‖Z‖sps⋆
√
log p/ρmin(Z
TZ) = o(1), s5⋆ log
3 p = o(n), and φ1(Ds⋆) & 1
for a sufficiently large D, then the following assertions hold.
(d) For the projection H = Z˜(Z˜T Z˜)−1Z˜T with Z˜T = (ZT1 Σ
−1
0 , . . . , Z
T
nΣ
−1
0 ),
the distributional approximation in (15) holds.
(e) If A4 > 1 and s⋆ . p
a for a < A4 − 1, then the no-superset result in (16)
holds.
(f) Under the beta-min condition as well as the conditions for (e), the selection
consistency in (17) and the Bernstein-von Mises theorem in (18) hold.
If the error variance is assumed to be known, one might try to use the contrac-
tion results for the basic sparse regression in Castillo et al. [8] while considering
nonzero β to also belong to the sparsity classes. This attempt gives the rate√
(s0 + q) log p relative to the prediction error. Hence, ours improves the former
only if logn = o(log p), i.e., the ultra high-dimensional cases. It is also worth
noting that the rate for β depends on the minimum eigenvalue ρmin(Z
TZ). This
is typically of order n if q is fixed, but can be slower for increasing q, resulting
in a slower rate for β than the case of fixed q.
5.2. Multiple response models with missing components
We apply the main results to Example 2. To recover posterior contraction of
Σ from the primitive results, it is necessary to assume that every entry of the
response is jointly observed sufficiently many times. To be more specific, let
eij be 1 if the jth entry of Y
aug
i is observed and be zero otherwise. Then the
contraction rate of the (j, k)th element of Σ is directly determined by the order
of n−1
∑n
i=i eijeik. The ideal case is when this quantity is bounded away from
zero, that is, the entries are jointly observed at a rate proportional to n. Then the
recovery is possible without any loss of information. If n−1
∑n
i=1 eijeik decays
to zero, then the optimal recovery is not attainable, but consistent estimation
may still be possible with slower rates. With an inverse Wishart prior on Σ,
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the following theorem studies the posterior asymptotic properties of the given
model.
Theorem 8. Assume that s0 > 0, 1 . ρmin(Σ0) ≤ ρmax(Σ0) . 1, ‖θ0‖∞ .
λ−1 log p, and minj,k n−1
∑n
i=1 eijeik & c
−1
n for some nondecreasing cn such
that cns0 log p = o(n). Then the following assertions hold.
(a) The optimal posterior contraction rates for θ in (11) are obtained.
(b) The posterior contraction rate for Σ is
√
cn(s0 log p)/n with respect to the
Frobenius norm.
Assume further that cn(s
2
0 ∨ log cn)(s0 log p)3 = o(n) and φ1(Ds0) & 1 for a
sufficiently large D. Then the following assertions hold.
(c) For H ∈ Rn∗×n∗ the zero matrix, the distributional approximation in (15)
holds.
(d) If A4 > 1 and s0 . p
a for a < A4 − 1, then the no-superset result in (16)
holds.
(e) Under the beta-min condition as well as the conditions for (d), the selection
consistency in (17) and the Bernstein-von Mises theorem in (18) hold.
5.3. Multivariate measurement error models
We now consider Example 3. For convenience we write Y ∗ = (Y ∗1 , . . . Y
∗
n )
T ∈ Rn,
W = (WT1 , . . . ,W
T
n )
T ∈ Rn×q, and X∗ = (X∗T1 , . . . , X∗Tn )T ∈ Rn×p in what
follows. In this subsection, we use the symbols ⊗ and vec(·) for the Kronecker
product and the vectorization operator, respectively. For priors of the nuisance
parameters, normal prior distributions are assigned for the location parameters
(α, β, and µ) and an inverse gamma and inverse Wishart prior are used for
the scale parameters (σ2 and Σ). The next theorem shows posterior asymptotic
properties of the model. In particular, specific forms of their mean and variance
for shape approximation are provided considering the modeling structure.
Theorem 9. Assume that s0 > 0, s0 log p = o(n), |α0| ∨ ‖β0‖∞ ∨ ‖µ0‖∞ .
1, 1 . σ20 . 1, 1 . ρmin(Σ0) ≤ ρmax(Σ0) . 1, ‖θ0‖∞ . λ−1 log p, and
min{ρmin([X∗S , 1n]T [X∗S , 1n]) : s ≤ Ds0} & 1 for a sufficiently large D. Then
the following assertions hold.
(a) The optimal posterior contraction rates for θ in (11) are obtained.
(b) The contraction rates for α, β, µ, and σ2 are
√
(s0 log p)/n relative to
the ℓ2-norms. The same rate is also obtained for Σ with respect to the
Frobenius norm.
Assume further that s50 log
3 p = o(n) and φ1(Ds0) & 1 for a sufficiently large
D. Then the following assertions hold.
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(c) The distributional approximation in (15) holds with the mean vector
θˆS =(X
∗T
S H
∗X∗S)
−1X∗TS
{
H∗
[ (
Y ∗ − (α0 + µT0 β0)1n
)
− (In ⊗ (βT0 Σ0(Σ0 +Ψ)−1)) (vec(WT )− 1n ⊗ µ0) ]}
and the covariance matrix (σ20 + β
T
0 Σ0(Σ0 +Ψ)
−1Ψβ0)(X∗TS H
∗X∗S)
−1 for
H∗ = In − n−11n1Tn .
(d) If A4 > 1 and s0 . p
a for a < A4 − 1, then the no-superset result in (16)
holds.
(e) Under the beta-min condition as well as the conditions for (d), the selection
consistency in (17) and the Bernstein-von Mises theorem in (18) hold.
We note that the marginal law ofWi is given byWi ∼ N(µ,Σ+Ψ). This gives
a hope that the rates for µ and Σ may actually be improved up to the parametric
rate n−1/2 (possibly up to some logarithmic factors). However, other parameters
are connected to the high-dimensional coefficients θ, so such a parametric rate
may not be obtained for them.
5.4. Parametric correlation structure
Next, our main results are applied to Example 4. A correlation matrix Gi(α)
should be chosen so that the conditions in the main theorems can be satisfied.
Here we consider a compound-symmetric, a first order autoregressive, and a first
order moving average correlation matrices: for α ∈ (b1, b2) with fixed boundaries
b1 and b2 of the range, respectively, {GCSi (α)}j,k = 1(j = k) + α1(j 6= k),
{GARi (α)}j,k = α|j−k|, and {GMAi (α)}j,k = 1(j = k) + α1(|j − k| = 1). The
range is chosen so that the corresponding correlation matrix can be positive
definite, i.e., (b1, b2) = (0, 1) for G
CS
i (α), (b1, b2) = (−1, 1) for GARi (α), and
(b1, b2) = (−1/2, 1/2) for GMAi (α). Again, an inverse gamma prior is assigned
to σ2. For a prior on α, we consider a density
Π(dα) ∝ exp
{
− 1
(α− b1)c1(b2 − α)c2
}
, α ∈ (b1, b2),
for some c1, c2 > 0 such that Π(α < t) . exp(−(t − b1)−c1) for t > b1 close to
b1 and Π(α > t) . exp(−(b2 − t)−c2) for t < b2 close to b2.
Theorem 10. Assume that s0 > 0, s0 log p = o(n), mn ≍ n∗, ‖θ0‖∞ .
λ−1 log p, σ20 ≍ 1, α0 ∈ [b1+ ǫ, b2− ǫ] for some fixed ǫ > 0. Suppose further that
m . 1 for the compound-symmetric correlation matrix and logm . log p for
the autoregressive and moving average correlation matrices. Then the following
assertions hold.
(a) For any correlation matrix discussed above, the optimal posterior contrac-
tion rates for θ in (11) are obtained.
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(b) For the autoregressive and moving average correlation matrices, the pos-
terior contraction rates for σ2 and α are
√
(s0 log p)/(mn) with respect
to the ℓ2-norms. For the compound-symmetric correlation matrix, their
contraction rates are
√
(s0 log p)/n relative to the ℓ2-norm.
Assume further that s50 log
3 p = o(n) and φ1(Ds0) & 1 for a sufficiently large
D. Then the following assertions hold.
(c) For H ∈ Rn∗×n∗ the zero matrix, the distributional approximation in (15)
holds.
(d) If A4 > 1 and s⋆ . p
a for a < A4 − 1, then the no-superset result in (16)
holds.
(e) Under the beta-min condition as well as the conditions for (d), the selection
consistency in (17) and the Bernstein-von Mises theorem in (18) hold.
As for the prior for α, the property that the tail probabilities decay to zero
exponentially fast near both zero and one is crucial for the optimal posterior
contraction rates. It should be noted that many common probability distribu-
tions with compact supports may not be enough for this purpose (e.g., beta
distributions).
The main difference between this example and those in the preceding sub-
sections is that we consider possibly increasing mi here. Although we have the
same form of contraction rates for θ as in previous examples, the implication is
not the same due to a different order of ‖X‖∗. For increasing mi, it is expected
to have ‖X‖∗ ≍ √n∗, which is commonly the case in regression settings. This
is reduced to ‖X‖∗ ≍ √n for the cases with fixed mi, and hence increasing mi
may help get faster rates. While the increasing dimensionality of mi is often a
benefit for contraction properties of θ, this may or may not be the case for the
nuisance parameters since it depends on the dimensionality of η. In the example
in this subsection, the dimension of the nuisance parameters is fixed although
mi can increase, which makes their posterior contraction rates faster than those
with fixed mi. However, this may not be true if η is increasing dimensional. For
example, see the example in Section 5.6.
5.5. Mixed effects models
For the mixed effects models with sparse regression coefficients in Example 5, we
assume that the maximum of ‖Zi‖sp is bounded, which is particularly mild if m
is bounded. We also assume that
∑n
i=1 1(mi ≥ q) ≍ n and mini{ρmin(ZTi Zi) :
mi ≥ q} & 1, that is, mi is likely to be larger than q with fixed probability
and Zi is a full rank. These conditions are required for (C1) to hold. We put an
inverse Wishart prior on Ψ as in other examples. The following theorem shows
that the posterior asymptotic properties of the mixed effects models.
Theorem 11. Assume that s0 > 0, s0 log p = o(n), 1 . ρmin(Ψ0) ≤ ρmax(Ψ0) .
1, ‖θ0‖∞ . λ−1 log p,
∑n
i=1 1(mi ≥ q) ≍ n, mini{ρmin(ZTi Zi) : mi ≥ q} & 1,
and maxi‖Zi‖sp . 1. Then the following assertions hold.
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(a) The optimal posterior contraction rates for θ in (11) are obtained.
(b) The posterior contraction rate for Ψ is
√
(s0 log p)/n with respect to the
Frobenius norm.
Assume further that s50 log
3 p = o(n) and φ1(Ds0) & 1 for a sufficiently large
D. Then the following assertions hold.
(c) For H ∈ Rn∗×n∗ the zero matrix, the distributional approximation in (15)
holds.
(d) If A4 > 1 and s0 . p
a for a < A4 − 1, then the no-superset result in (16)
holds.
(e) Under the beta-min condition as well as the conditions for (d), the selection
consistency in (17) and the Bernstein-von Mises theorem in (18) hold.
Note that we assume that σ2 is known, which is actually unnecessary at
the modeling stage. The assumption was made to find a sequence an satisfying
(C1) with ease. This can be relaxed only with stronger assumptions on Zi. For
example, if q = 1 and Zi is an all-one vector, then the model is equivalent to
that with a compound-symmetric correlation matrix in Section 5.4 with some
reparameterization, in which σ2 can be treated as unknown.
5.6. Graphical structure with sparse precision matrices
For the graphical structure models in Example 6, we define an edge-inclusion
indicator Υ = {υjk : 1 ≤ j ≤ k ≤ m} such that υjk = 1 if ωjk 6= 0 and υjk = 0
otherwise, where ωjk is the (j, k)th element of Ω. We put a prior with a density
f1 on (0,∞) to the nonzero off-diagonal entries and a prior with a density f2 on
R to the diagonal entries of Ω, such that the support is truncated to a matrix
space with restricted eigenvalues and entries. For the edge-inclusion indicator,
we use a binomial prior with probability ̟ when |Υ| :=∑j,k υjk is given, and
assign a prior to |Υ| such that logΠ(|Υ| ≤ r¯) . −r¯ log r¯. The prior specification
is summarized as
Π(Ω|Υ) ∝
∏
j,k:υjk=1
f1(ωjk)
m∏
j=1
f2(ωjj)1M+
0
(L)(Ω),
Π(Υ) ∝ ̟r¯(1 −̟)(m2 )−r¯Π(|Υ| = r¯), logΠ(|Υ| ≤ r¯) . −r¯ log r¯,
whereM+0 (L) is a collection ofm×m positive definite matrices for a sufficiently
large L, in which eigenvalues are between [L−1, L] and entries are also bounded
by L in absolute value.
Theorem 12. Let s⋆ = s0∨ s¯⋆ for s¯⋆ = (m+d)(log n)/ log p. Assume that s0 >
0, s0 log p = o(n), m logn = o(n), |Υ0| ≤ d for some d such that d logn = o(n),
Ω0 ∈ M+0 (cL) for some 0 < c < 1, and ‖θ0‖∞ . λ−1 log p. Then the following
assertions hold.
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(a) The posterior contraction rates for θ are given by (9). If s¯⋆ . 1, the
optimal rates in (11) are obtained.
(b) The posterior contraction rate of Ω is
√
(s0 log p ∨ (m+ d) log n)/n with
respect to the Frobenius norm.
If further (s¯⋆ ∨m2)s¯⋆ log p = o(n) and φ1(Ds¯⋆) & 1 for a sufficiently large D,
then the following assertion holds.
(c) The optimal posterior contraction rates for θ in (11) are obtained even if
s¯⋆ →∞.
Assume further that (s⋆ ∨m)2(s⋆ log p)3 = o(n) and φ1(Ds⋆) & 1 for a suffi-
ciently large D. Then the following assertions hold.
(d) For H ∈ Rn∗×n∗ the zero matrix, the distributional approximation in (15)
holds.
(e) If A4 > 1 and s⋆ . p
a for a < A4 − 1, then the no-superset result in (16)
holds.
(f) Under the beta-min condition as well as the conditions for (e), the selection
consistency in (17) and the Bernstein-von Mises theorem in (18) hold.
Note that increasing m is likely to improve the ℓ2-norm contraction rate for
θ as we expect that ‖X‖∗ ≍
√
mn. In particular, the improvement is clearly the
case if d . m and φ2(Ds⋆) & 1 for a sufficiently large D. However, as pointed
out in Section 5.4, this is not the case for Ω as its dimension is also increasing.
If we assume that logn . logm, then the term
√
(m+ d)(log n)/n arising
from the sparse precision matrix Ω becomes
√
(m+ d)(logm)/n. The latter is
comparable to the frequentist convergence rate of the graphical lasso in Rothman
et al. [25]. Therefore, our rate is deemed to be optimal considering the additional
complication due to the mean term involving sparse regression coefficients.
5.7. Nonparametric heteroskedastic regression models
Next, we use the main results for Example 7. For a bounded, convex subset
X ⊂ R, define the α-Ho¨lder class Cα(X ) as the collection of functions f : X → R
such that ‖f‖Cα <∞, where
‖f‖Cα = max
0≤k≤⌊α⌋
sup
x∈X
|f (k)(x)| + sup
x,y∈X :x 6=y
|f (⌊α⌋)(x)− f (⌊α⌋)(y)|
|x− y|α−⌊α⌋ ,
with the kth derivative f (k) of f and ⌊α⌋ the largest integer that is strictly
smaller than α. Let the true function v0 belong to C
α[0, 1] with assumption that
v0 is strictly positive. While α > 1/2 suffices for the basic posterior contraction,
we will see that the optimal posterior contraction for θ requires α > 1. The
stronger condition α > 2 is even needed for the Bernstein-von Mises theorem and
the selection consistency, but all these conditions are mild if the true function
is sufficiently smooth.
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We put a prior on g through B-splines. The function is expressed as a linear
combination of J-dimensional B-spline basis terms BJ of order q ≥ α, i.e.,
vβ(z) = β
TBJ(z), while an inverse Gaussian prior distribution is independently
assigned to each entry of β. For any measurable function f : [0, 1] 7→ R, we
let ‖f‖∞ = supz∈[0,1] |f(z)| and ‖f‖2,n = (n−1
∑n
i=1 |f(zi)|2)1/2 denote the
sup-norm and empirical L2-norm, respectively. To deploy the properties of B-
splines, we assume that zi are sufficiently regularly distributed on [0, 1].
Theorem 13. The true function v0 is assumed to be strictly positive on [0, 1]
and belong to Cα[0, 1] with α > 1/2. We choose J ≍ (n/ logn)1/(2α+1). Let
s⋆ = s0 ∨ s¯⋆ for s¯⋆ = (log n)2α/(2α+1)n1/(2α+1)/ log p and assume that s0 > 0,
s0 log p = o(n), and ‖θ0‖∞ . λ−1 log p. Then the following assertions hold.
(a) The posterior contraction rates for θ are given by (9). If s¯⋆ . 1, the
optimal rates in (11) are obtained.
(b) The posterior contraction rate for v is
√
(s0 log p)/n ∨ (logn/n)α/(2α+1)
with respect to the ‖·‖2,n-norm.
If further α > 1 and φ1(Ds¯⋆) & 1 for a sufficiently large D, then the following
assertion holds.
(c) The optimal posterior contraction rates for θ in (11) are obtained even if
s¯⋆ →∞.
Assume further that α > 2, J(s2⋆ ∨ J)(s⋆ log p)3 = o(n) and φ1(Ds⋆) & 1 for a
sufficiently large D. Then the following assertions hold.
(d) The distributional approximation in (15) holds with H the n × n zero
matrix.
(e) If A4 > 1 and s⋆ . p
a for a < A4 − 1, then the no-superset result in (16)
holds.
(f) Under the beta-min condition as well as the conditions for (e), the selection
consistency in (17) and the Bernstein-von Mises theorem in (18) hold.
An inverse Gaussian prior is used due to the property that its tail probabilities
at both zero and infinity decay to zero exponentially fast. The exponentially
decaying tail probabilities in both directions are essential to obtain the optimal
contraction rate. Note that standard choices such as gamma and inverse gamma
distributions do not satisfy this property.
By investigating the proof, it can be seen that the condition α > 1/2 is
required to satisfy the condition (C1) for posterior contraction, so this condi-
tion is not avoidable in applying the main theorems. Unlike Theorem 7 and
Theorem 14 below, the assertion (c) does not require any further boundedness
condition. This is because the restriction α > 1 makes the required bound tend
to zero. For the Bernstein-von Mises theorem and the selection consistency, it
can be seen that α > 2 is necessary for the condition J(s2⋆ ∨J)(s⋆ log p)3 = o(n)
but not sufficient. Although the requirement α > 2 is implied by the latter con-
dition, we specify this in the statement due to its importance. We refer to the
proof of Theorem 13 for more details.
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5.8. Partial linear models
Lastly, we consider Example 8. We assume that the true function g0 belongs to
C
α[0, 1] for with α > 0. Any α > 0 suffices for the basic posterior contraction,
but stronger restrictions are required for further assertions as in Theorem 13.
We put a prior on g through J-dimensional B-spline basis terms of order q ≥ a,
i.e., gβ(z) = β
TBJ(z). With a given J , we define the design matrix WJ =
(BJ(z1), . . . , BJ (zn))
T ∈ Rn×J . The standard normal prior is independently
assigned to each component of β and an inverse gamma prior is assigned to σ2.
Similar to Section 5.7, we assume that zi are sufficiently regularly distributed
on [0, 1].
Theorem 14. The true function is assumed to satisfy g0 ∈ Cα[0, 1] with α > 0.
We choose J ≍ (n/ logn)1/(2α¯+1) for some α¯ ≤ α. Let s⋆ = s0 ∨ s¯⋆ for s¯⋆ =
(logn)2α¯/(2α¯+1)n1/(2α¯+1)/ log p and assume that s0 > 0, s0 log p = o(n), σ
2
0 ≍ 1,
‖θ0‖∞ . λ−1 log p, and min{ρmin([XS ,WJ ]T [XS ,WJ ]) : s ≤ Ds⋆} & 1 for a
sufficiently large D. Then the following assertions hold.
(a) The posterior contraction rates for θ are given by (9). If s¯⋆ . 1, the
optimal rates in (11) are obtained.
(b) The contraction rates for g and σ2 are
√
(s0 log p)/n ∨ (logn/n)α¯/(2α¯+1)
with respect to the ‖·‖2,n- and ℓ2-norms, respectively.
If further 1/2 ≤ α¯ < α, (logn)2(α∧2α¯)/(2α¯+1)n(−2(α∧2α¯)+2α¯+1)/(2α¯+1) = o(log p),
and φ1(Ds¯⋆) & 1 for a sufficiently large D, then the following assertion holds.
(c) The optimal posterior contraction rates for θ in (11) are obtained even if
s¯⋆ →∞.
Assume that 1 < α¯ < α − 1/2, (s2⋆ log p)(logn)2α/(2α¯+1)n(2(α¯−α)+1)/(2α¯+1) =
o(1), s5⋆ log
3 p = o(n), and φ1(Ds⋆) & 1 for a sufficiently large D. Then the
following assertions hold.
(d) The distributional approximation in (15) holds for the projection matrix
H =WJ (W
T
J WJ )
−1WTJ .
(e) If A4 > 1 and s⋆ . p
a for a < A4 − 1, then the no-superset result in (16)
holds.
(f) Under the beta-min condition as well as the conditions for (e), the selection
consistency in (17) and the Bernstein-von Mises theorem in (18) hold.
Here we elaborate more on the choices of the number J of basis terms. For
the assertions (a)–(b), J can be chosen such that α¯ = α which gives rise to the
optimal rates for the nuisance parameters. This choice, however, does not satisfy
(C8) and (C8∗), and hence we need a better approximation for ‖(I −H)ξ˜η0‖2
with some α¯ < α to strictly control the remaining bias. For example, if α¯ = α,
the bondedness condition for (c) is reduced to s¯⋆ = o(1). In this case, the optimal
contraction for θ is a direct consequence of (a). Hence, there is a need to consider
some appropriate α¯ that is strictly smaller than α to incorporate the case that
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s¯⋆ → ∞. For the Bernstein-von Mises theorem and the selection consistency,
the required restriction becomes even stronger such that α¯ < α− 1/2.
Appendix A: Proofs for the main results
In this section, we provide proofs of the main theorems. We first describe the
additional notations used for the proofs. For a matrix X , we write ρ1(X) ≥
ρ2(X) ≥ · · · for the eigenvalues ofX in decreasing order. The notation Λn(θ, η) =∏n
i=1(pθ,η,i/p0,i)(Yi) stands for the likelihood ratio of pθ,η and p0. Let Eθ,η de-
note the expectation operator with the density pθ,η and let P0 denote the prob-
ability operator with the true density. For two densities f and g, let K(f, g) =∫
f log(f/g) and V (f, g) =
∫
f | log(f/g) − K(f, g)|2 stand for the Kullback-
Leibler divergence and variation, respectively. Using some constants ρ
0
, ρ0 > 0,
we rewrite (C4) as ρ
0
≤ mini ρmin(∆η0,i) ≤ maxi ρmax(∆η0,i) ≤ ρ0 for clarity.
A.1. Proof of Theorem 1
We first state a lemma showing that the denominator of the posterior distribu-
tion is bounded below by a factor with probability tending to one, which will
be used to prove the main theorems.
Lemma 1. Suppose that (C1)–(C4) are satisfied. Then there exists a constant
K0 such that
P0
(∫
Θ×H
Λn(θ, η)dΠ(θ, η) ≥ πp(s0)e−K0(s0 log p+nǫ¯2n)
)
→ 1. (19)
Proof. We define the Kullback-Leibler-type neighborhood Bn = {(θ, η) ∈ Θ×H :∑n
i=1K(p0,i, pθ,η,i) ≤ C1nǫ¯2n,
∑n
i=1 V (p0,i, pθ,η,i) ≤ C1nǫ¯2n} for a sufficiently
large C1. Then Lemma 10 of Ghosal and van der Vaart [15] implies that for any
C > 0,
P0
(∫
Bn
Λn(θ, η)dΠ(θ, η) ≤ e−(1+C)C1nǫ¯2nΠ(Bn)
)
≤ 1
C2C1nǫ¯2n
. (20)
Hence, it suffices to show that Π(Bn) is bounded below as in the lemma. By
Lemma 9, the Kullback-Leibler divergence and variation of the ith observation
are given by
K(p0,i, pθ,η,i) =
1
2
{
−
mi∑
k=1
log ρ∗i,k −
mi∑
k=1
(1− ρ∗i,k)
+ ‖∆−1/2η,i (Xi(θ − θ0) + ξη,i − ξη0,i)‖22
}
,
V (p0,i, pθ,η,i) =
1
2
mi∑
k=1
(1− ρ∗i,k)2 + ‖∆1/2η0,i∆−1η,i(Xi(θ − θ0) + ξη,i − ξη0,i)‖22,
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where ρ∗i,k, k = 1, . . . ,mi, are the eigenvalues of ∆
1/2
η0,i
∆−1η,i∆
1/2
η0,i
. For In,δ = {1 ≤
i ≤ n :∑mik=1(1− ρ∗i,k)2 ≥ δ} with small δ > 0 and |In,δ| the cardinality of In,δ,
we see that on Bn,
anǫ¯
2
n &
an
n
n∑
i=1
mi∑
k=1
(1− ρ∗i,k)2 ≥
anδ|In,δ|
n
+
an
n
∑
i/∈In,δ
mi∑
k=1
(1− ρ∗i,k)2 (21)
and
an
n
∑
i/∈In,δ
mi∑
k=1
(1− ρ∗i,k)2 &
an
n
∑
i/∈In,δ
mi∑
k=1
(1− 1/ρ∗i,k)2
≥ an
ρ20n
∑
i/∈In,δ
‖∆η,i −∆η0,i‖2F,
where the first inequality follows by the relation |1−x| ≍ |1−x−1| as x→ 1 and
the second inequality holds by (i) of Lemma 10 in Appendix. Since an|In,δ|/n .
anǫ¯
2
n by (21), it follows using (5) that for some constants C2, C3 > 0,
an
n
∑
i/∈In,δ
‖∆η,i −∆η0,i‖2F ≥ and2B,n(η, η0)−
an|In,δ|
n
max
1≤i≤n
‖∆η,i −∆η0,i‖2F
≥ (C2 − C3anǫ¯2n) max
1≤i≤n
‖∆η,i −∆η0,i‖2F − en.
Hence we have anǫ¯
2
n + en & maxi‖∆η,i − ∆η0,i‖2F on Bn, which implies that
maxi,k |1− ρ∗i,k| is small for all sufficiently large n, by (i) of Lemma 10 and the
inequality |1 − x| ≍ |1 − x−1| as x → 1. Hence, log ρ∗i,k can be expanded in
the powers of (1 − ρ∗i,k) to get − log ρ∗i,k − (1 − ρ∗i,k) ∼ (1 − ρ∗i,k)2/2 for every i
and k. Furthermore, since maxi,k |1 − ρ∗i,k| is sufficiently small, we obtain that∑mi
k=1(1−ρ∗i,k)2 .
∑mi
k=1(1−1/ρ∗i,k)2 . ‖∆η,i−∆η0,i‖2F by (i) of Lemma 10, and
that ‖∆−1η,i‖sp . ‖∆1/2η0,i∆−1η,i∆
1/2
η0,i
‖sp . 1 by the restriction on the eigenvalues of
∆η0,i. Combining these, it follows that on Bn, both n−1
∑n
i=1K(p0,i, pθ,η,i) and
n−1
∑n
i=1 V (p0,i, pθ,η,i) are bounded above by a constant multiple of n
−1‖X(θ−
θ0)‖22 + d2n(η, η0). Hence, C1 can be chosen sufficiently large such that
Π(Bn) ≥ Π
{
(θ, η) ∈ Θ×H : n−1‖X‖2∗‖θ − θ0‖21 + d2n(η, η0) ≤ 2ǫ¯2n
}
≥ Π{θ ∈ Θ : n−1‖X‖2∗‖θ − θ0‖21 ≤ ǫ¯2n}Π{η ∈ H : d2n(η, η0) ≤ ǫ¯2n} ,
(22)
by the inequality ‖Xθ‖2 ≤
∑p
j=1|θj |‖X·j‖2 ≤ ‖X‖∗‖θ‖1. The logarithm of the
second term on the rightmost side is bounded below by a constant multiple of
−nǫ¯2n by (C2). To find the lower bound for the first term, we shall first work
with the case s0 ≥ 1, and then show that the same lower bound is obtained even
when s0 = 0.
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Now, assume that s0 ≥ 1 and let Θ0,n = {θS0 ∈ Rs0 : n−1/2‖X‖∗‖θS0 −
θ0,S0‖1 ≤ ǫ} for ǫ > 0 to be chosen later. Then
Π{θ ∈ Θ : n−1/2‖X‖∗‖θ − θ0‖1 ≤ ǫ}
≥ πp(s0)( p
s0
) ∫
Θ0,n
gS0(θS0)dθS0
≥ πp(s0)( p
s0
) e−λ‖θ0‖1 ∫
Θ0,n
gS0(θS0 − θ0,S0)dθS0
(23)
by the inequality gS0(θS0) ≥ e−λ‖θ0‖1gS0(θS0 − θ0,S0). Using the relation (6.2)
of Castillo et al. [8] and the assumption on the prior in (4), the integral on the
rightmost side satisfies∫
Θ0,n
gS0(θS0 − θ0,S0)dθS0 ≥ e−λǫ
√
n/‖X‖∗ (λǫ
√
n/‖X‖∗)s0
s0!
≥ e−L3ǫ (ǫ
√
n/L1p
L2)s0
s0!
,
(24)
for s0 > 0, and thus the rightmost side of (23) is bounded below by
πp(s0)(ǫ
√
n)s0 exp {−λ‖θ0‖1 − L3ǫ− (L1 + 1)s0 log p− s0 logL1} ,
by the inequality
(
p
s0
)
s0! ≤ ps0 . Choosing ǫ = ǫ¯n, the first term on the rightmost
side of (22) satisfies
Π
{
θ ∈ Θ : n−1‖X‖2∗‖θ − θ0‖21 ≤ ǫ¯2n
}
≥ πp(s0)(nǫ¯2n)s0/2 exp {−λ‖θ0‖1 − L3ǫ¯n − (L1 + 1)s0 log p− s0 logL1} .
Note that nǫ¯2n > 1 and s0 + ǫ¯n + s0 log p . s0 log p if s0 > 0, and thus the last
display implies that there exists a constant C4 > 0 such that
Π(Bn) ≥ πp(s0) exp
{−C4(λ‖θ0‖1 + s0 log p+ nǫ¯2n)} .
If s0 = 0, the first term of (22) is clearly bounded below by πp(0), so that the
same lower bound for Π(Bn) in the last display is also obtained since we have
λ‖θ0‖1 + s0 log p = 0. Finally, the lemma follows from (20).
Proof of Theorem 1. For the set B = {(θ, η) : sθ > s¯} with any integer s¯ ≥ s0,
we see that Π(B) is equal to
p∑
s=s¯+1
πp(s) ≤ πp(s0)
p∑
s=s¯+1
(
A2
pA4
)s−s0
≤ πp(s0)
(
A2
pA4
)s¯+1−s0 ∞∑
j=0
(
A2
pA4
)j
.
Let En be the event in (19). Since Λn(θ, η) is nonnegative, by Fubini’s theorem
and Lemma 1,
E0Π(B |Y (n))1En = E0
[∫
B Λn(θ, η)dΠ(θ, η)∫
Λn(θ, η)dΠ(θ, η)
1En
]
≤ πp(s0)−1 exp{C1(s0 log p+ nǫ¯2n)}Π(B)
. exp {(s¯+ 1− s0)(logA2 −A4 log p) + 2C1s⋆ log p} ,
(25)
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for some constant C1 and sufficiently large p. For a sufficiently large constant
C2, choose the largest integer that is smaller than C2s⋆ log p for s¯. Replacing
s¯ + 1 by C2s⋆ log p in the last display, it is easy to see that the rightmost side
goes to zero. The proof is complete since P0(Ecn)→ 0 by Lemma 1.
A.2. Proof of Theorems 2–3 and Corollary 1
The following lemma shows that a small piece of the alternative centered at
any (θ1, η1) ∈ Θ × H are locally testable with exponentially small errors, pro-
vided that the center is sufficiently separated from the truth with respect to the
average Re´nyi divergence. Theorem 2 for posterior contraction relative to the
average Re´nyi divergence will then be proved by showing that the number of
those pieces is controlled by the target rate. We write p1 for the density with
(θ1, η1), and E1 and P1 for the expectation and probability with p1, respectively.
Lemma 2. For some sequence γ′n > 0 and given (θ1, η1) ∈ Θ × H such that
Rn(p0, p1) ≥ δ2n with some δn = o(
√
m), define
F1,n =
{
(θ, η) ∈ Θ×H : 1
n
n∑
i=1
‖Xi(θ − θ1) + ξη,i − ξη1,i‖22 ≤
δ2n
16γ′n
,
dB,n(η, η1) ≤ δ
2
n
2mγ′n
√
an
, max
1≤i≤n
‖∆−1η,i‖sp ≤ γ′n
}
,
(26)
where an is a sequence satisfying (C1). Then there exists a test ϕ¯n such that
E0ϕ¯n ≤ e−nδ2n , sup
(θ,η)∈F1,n
Eθ,η(1− ϕ¯n) ≤ e−nδ2n/16.
Proof. For given (θ1, η1) ∈ Θ×H such that Rn(p0, p1) ≥ δ2n, consider the most
powerful test ϕ¯n = 1{Λn(θ1,η1)≥1} given by the Neyman-Pearson lemma. It is
then easy to see that
E0ϕ¯n = P0
(√
Λn(θ1, η1) ≥ 1
)
≤
∫ √
p0p1 ≤ e−nδ2n ,
E1(1− ϕ¯n) = P1
(√
Λn(θ1, η1) ≤ 1
)
≤
∫ √
p0p1 ≤ e−nδ2n .
(27)
The first inequality of the lemma is a direct consequence of the first line of
the preceding display. For the second inequality of the lemma, note that by the
Cauchy-Schwarz inequality, we have
{Eθ,η(1 − ϕ¯n)}2 ≤ E1(1 − ϕ¯n) E1((pθ,η/p1)(Y (n)))2.
Thus, by the second line of (27), it suffices to show E1((pθ,η/p1)(Y
(n)))2 ≤
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e7nδ
2
n/8 for every (θ, η) ∈ F1,n. Note that for ∆∗η,i = ∆−1/2η,i ∆η1,i∆−1/2η,i ,
max
1≤i≤n
‖∆∗η,i − I‖sp ≤ max
1≤i≤n
‖∆−1η,i‖sp‖∆η,i −∆η1,i‖sp
≤ max
1≤i≤n
‖∆−1η,i‖sp
√
andB,n(η, η1) ≤ δ
2
n
2m
,
on the set F1,n. Since the leftmost side of the display is further bounded below
by maxi |ρk(∆∗η,i)− 1| for every k ≤ mi, we have that
1− δ
2
n
2m
≤ min
1≤i≤n
ρmin(∆
∗
η,i) ≤ max
1≤i≤n
ρmax(∆
∗
η,i) ≤ 1 +
δ2n
2m
. (28)
Since δ2n/m → 0, the display implies that 2∆∗η,i − I is nonsingular for every
i ≤ n, and hence it can be shown that on F1,n, E1((pθ,η/p1)(Y (n)))2 is equal to
n∏
i=1
{
det(∆∗η,i)
1/2 det(2I −∆∗−1η,i )−1/2
}
× exp
{
n∑
i=1
‖(2∆∗η,i − I)−1/2∆−1/2η,i (Xi(θ − θ1) + ξη,i − ξη1,i)‖22
}
.
(29)
To bound this, note that det(∆∗η,i)
1/2 det(2I −∆∗−1η,i )−1/2 is equal to
mi∏
k=1
{
ρk(∆
∗
η,i)
2− ρ−1k (∆∗η,i)
}1/2
≤
(
1− δ4n/4m2
1− δ2n/m
)mi/2
≤
(
1 +
3δ2n
2m
)mi/2
≤ e3δ2n/4,
(30)
where the first inequality holds by (28), the second inequality holds by the
inequality (1 − x2)/(1 − 2x) ≤ 1 + 3x for small x > 0, and the last inequality
holds by the inequality x + 1 ≤ ex. Now, for every (θ, η) ∈ F1,n, observe that
the exponent in (29) is bounded above by
max
1≤i≤n
‖(2∆∗η,i − I)−1‖sp max
1≤i≤n
‖∆−1η,i‖sp
n∑
i=1
‖Xi(θ − θ1) + ξη,i − ξη1,i‖22 ≤
nδ2n
8
,
since maxi‖(2∆∗η,i − I)−1‖sp ≤ 2 for large n. Combined with (29) and (30), the
display completes the proof.
Proof of Theorem 2. Let Θn = {θ ∈ Θ : sθ ≤ K1s⋆} and R⋆n(θ, η) = Rn(pθ,η, p0).
Then for every ǫ > 0,
E0Π
(
(θ, η) ∈ Θ×H :
√
R⋆n(θ, η) > ǫ |Y (n)
)
≤ E0Π
(
(θ, η) ∈ Θn ×H :
√
R⋆n(θ, η) > ǫ |Y (n)
)
+ E0Π
(
Θcn |Y (n)
)
,
(31)
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where the second term on the right hand side goes to zero by Theorem 1.
Hence, it suffices to show that the first term goes to zero for ǫ > 0 chosen to
be the threshold in the theorem. Now, let Θ∗n = {θ ∈ Θ : sθ ≤ K1s⋆, ‖θ‖∞ ≤
pL2+2/‖X‖∗} and define F1,n as in (26) with γ′n = γn and δn = ǫn. Then
Lemma 2 implies that small pieces of the alternative densities can be tested
with exponentially small errors as long as the center is ǫn-separated from the
true parameter values relative to the average Re´nyi divergence. To complete the
proof, we shall show that the minimal number N∗n of those small pieces that are
needed to cover Θ∗n × Hn is controlled appropriately in terms of ǫn, and that
the prior mass of Θn \Θ∗n and H \Hn decreases fast enough to balance the de-
nominator of the posterior distribution. (For more discussion on a construction
of a test using metric entropies, see Section D.2 and Section D.3 of Ghosal and
van der Vaart [16].)
Note that for every θ, θ′ ∈ Θ and η, η′ ∈ H,
1
n
n∑
i=1
‖Xi(θ − θ′) + ξη,i − ξη′,i‖22 ≤ 2
{
p2
n
‖X‖2∗‖θ − θ′‖2∞ + d2A,n(η, η′)
}
,
by the inequality ‖X(θ − θ′)‖2 ≤ ‖X‖∗‖θ − θ′‖1 ≤ p‖X‖∗‖θ − θ′‖∞ and the
Cauchy-Schwarz inequality. Since an < n and ǫ
2
n > n
−1, it is easy to see that
we have F1,n ⊃ F ′1,n for
F ′1,n =
{
(θ, η) ∈ Θ×H : p
2
n
‖X‖2∗‖θ − θ1‖2∞ + d2n(η, η1) ≤
1
32mγ2nn
3
,
max
1≤i≤n
‖∆−1η,i‖sp ≤ γn
}
,
with the same (θ1, η1) used to define F1,n. Hence, logN∗n is bounded above by
logN
(
1
6mγnnp‖X‖∗ ,Θ
∗
n, ‖·‖∞
)
+ logN
(
1
6mγnn3/2
,Hn, dn
)
. (32)
Note that for any small δ > 0,
N(δ,Θ∗n, ‖·‖∞) ≤
(
p
⌊K1s⋆⌋
)(
3pL2+2
δ‖X‖∗
)⌊K1s⋆⌋
≤
(
3pL2+3
δ‖X‖∗
)K1s⋆
,
and thus we obtain
logN
(
1
6mγnnp‖X‖∗ ,Θ
∗
n, ‖·‖∞
)
. s⋆(logm+ log γn + log p) . nǫ
2
n.
Using the last display and the entropy condition (7), the right hand side of (32)
is bounded above by a constant multiple of nǫ2n. Hence, by Lemma D.3 of Ghosal
and van der Vaart [16], for every ǫ > ǫn, there exists a test ϕn such that for some
C1 > 0, E0ϕn ≤ 2 exp(C1nǫ2n−nǫ2) and Eθ,η(1−ϕn) ≤ exp(−nǫ2/16) for every
(θ, η) ∈ Θ∗n × Hn such that
√
R⋆n(θ, η) > ǫ. Note that under the condition (3)
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on the prior distribution, we have − log πp(s0) . s0 log p − log πp(0) . s⋆ log p
since πp(0) is bounded away from zero. Hence, for En the event in (19) and some
constant C2 > 0, the first term on the right hand side of (31) is bounded by
E0Π
(
(θ, η) ∈ Θn ×H :
√
R⋆n(θ, η) > ǫ |Y (n)
)
1En(1 − ϕn) + E0(ϕn + 1Ecn)
≤
{
sup
(θ,η)∈Θ∗n×Hn:R⋆n(θ,η)>ǫ2
Eθ,η(1− ϕn) + Π(Θn\Θ∗n) + Π(H\Hn)
}
eC2s⋆ log p
+ E0ϕn + P0Ecn,
where the term P0Ecn converges to zero by Lemma 1. Choosing ǫ = C3ǫn for a
sufficiently large C3, we have
E0ϕn → 0, sup
(θ,η)∈Θ∗n×Hn:R⋆n(θ,η)>ǫ2
Eθ,η(1 − ϕn)eC2s⋆ log p → 0.
Furthermore, Π(H \ Hn)eC2s⋆ log p goes to zero by the condition (8). Now, to
show that Π(Θn \Θ∗n) goes to zero exponentially fast, observe that
Π(Θn \Θ∗n) = Π
{
θ ∈ Θ : sθ ≤ K1s⋆, ‖θ‖∞ > pL2+2/‖X‖∗
}
=
∑
S:s≤K1s⋆
πp(s)(
p
s
) ∫
{θS:‖θS‖∞>pL2+2/‖X‖∗}
gS(θS)dθS
≤
∑
S:s≤K1s⋆
(A2p
−A4)s(
p
s
) ∫
{θS :‖θS‖∞>pL2+2/‖X‖∗}
gS(θS)dθS .
by the inequality πp(s) ≤ (A2p−A4)sπp(0) for every S. Since the tail probability
of the Laplace distribution is given by
∫
|x|>t 2
−1λe−λ|x|dx = exp(−λt) for every
t > 0, the rightmost side of the last display is bounded above by a constant
multiple of
K1s⋆∑
s=1
se−λp
L2+2/‖X‖∗
(
A2
pA4
)s
. s⋆e
−λpL2+2/‖X‖∗ .
Since λpL2+2/‖X‖∗ & p2 by (4), the right hand side is bounded by e−C4p2
for some C4 > 0, and thus Π(Θn \ Θ∗n)eC2s⋆ log p goes to zero since s⋆ log p =
o(p2). Finally, we conclude that the left hand side of (31) goes to zero with
ǫ = C3ǫn.
Proof of Theorem 3. By Theorem 2, we obtain the contraction rate of the pos-
terior distribution with respect to the average Re´nyi divergence Rn(pθ,η, p0)
between pθ,η and p0 given by
Rn(pθ,η, p0) =− 1
n
n∑
i=1
log
{
(det∆η,i)
1/4(det∆η0,i)
1/4
det((∆η,i +∆η0,i)/2)
1/2
}
+
1
4n
n∑
i=1
‖(∆η,i +∆η0,i)−1(Xi(θ − θ0) + ξη,i − ξη0,i)‖22.
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Define
g2(∆η,i,∆η0,i) = 1−
(det∆η,i)
1/4(det∆η0,i)
1/4
det((∆η,i +∆η0,i)/2)
1/2
. (33)
Then Theorem 2 implies that by the last display,
ǫ2n & −
1
n
n∑
i=1
log(1− g2(∆η,i,∆η0,i)) ≥
1
n
n∑
i=1
g2(∆η,i,∆η0,i), (34)
where the second inequality holds by the inequality log x ≤ x− 1. Note that by
combining (i) and (ii) of Lemma 10 in Appendix, we obtain g2(∆η,i,∆η0,i) &
‖∆η,i −∆η0,i‖2F if the left hand side is small. Thus, using the same approach in
the proof of Lemma 1, (34) is further bounded below by
C1d
2
B,n(η, η0)− C2ǫ2n max
1≤i≤n
‖∆η,i −∆η0,i‖2F
≥ (C1 − C3anǫ2n)d2B,n(η, η0)− C3enǫ2n,
(35)
for some constants C1, C2, C3 > 0. Since C1 − C3anǫ2n is bounded away from
zero and en is decreasing, (34) and (35) imply that ǫn & dB,n(η, η0). Now, it is
easy to see that by (5),
max
1≤i≤n
‖∆η,i +∆η0,i‖2sp ≤ 2 max
1≤i≤n
‖∆η,i −∆η0,i‖2sp + 8 max
1≤i≤n
‖∆η0,i‖2sp
. en + and
2
B,n(η, η0) + 1,
which is bounded since en + anǫ
2
n = o(1). Hence, we see that for η∗ satisfying
(C6), n−1‖X(θ − θ0)‖22 + d2A,n(η, η0) is bounded by a constant multiple of
1
n
‖X(θ − θ0)‖22 + d2A,n(η, η∗) + d2A,n(η∗, η0)
.
1
n
n∑
i=1
‖Xi(θ − θ0) + ξη,i − ξη∗,i‖22 + d2A,n(η∗, η0)
.
1
n
n∑
i=1
‖(∆η,i +∆η0,i)−1(Xi(θ − θ0) + ξη,i − ξη0,i)‖22 + d2A,n(η∗, η0).
The display implies that ‖X(θ − θ0)‖22 + nd2A,n(η, η0) . nǫ2n by Theorem 2
and (C6). Combining the results verifies the third and fourth assertions of the
theorem. For the remainder, observe that sθ−θ0 ≤ sθ + s0 ≤ K1s⋆ + s0 . s⋆
for θ such that sθ ≤ K1s⋆. Therefore by Theorem 1, the first and the second
assertions readily follow from the definitions of φ1 and φ2.
Proof of Corollary 1. We first verify the assertion (a). If s0 > 0 the assertion is
trivial. If s0 = 0, the condition nǫ¯
2
n/ log p → 0 implies that s⋆ → 0, and hence
Theorem 1 holds with s⋆ = 0. Since this means that θ = θ0 = 0 if s0 = 0, we
can plug in s0 for s⋆ in Theorem 3.
Similarly, the assertion (b) trivially holds if s0 > 0 and we only need to verify
the case s0 = 0. By reading the proof of Theorem 1, one can see that (25) goes
to zero for large enough A4 if s0 = 0. This completes the proof.
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A.3. Proof of Theorem 4
To prove Theorem 4, we first provide preliminary results. Some of these will
also be used to show Theorems 5–6.
Lemma 3. Suppose that (C1), (C2), (C7), (C8) and (C10) are satisfied for
some orthogonal projection H. Then, for Λ∗n(θ, η) = (pθ,η/pθ0,η˜n(θ,η))(Y
(n)) and
Λ⋆n(θ) in (14) with the corresponding H, there exists a positive sequence δn → 0
such that for any θ with sθ ≤ K1s¯⋆,
P0
(
sup
η∈H˜n
| log Λ∗n(θ, η) − log Λ⋆n(θ)|
≤ δn
{
‖X(θ − θ0)‖2
√
(sθ + s0) log p+ ‖X(θ − θ0)‖22
})
→ 1.
(36)
Proof. If sθ = s0 = 0, the left hand side in the probability operator is zero, and
the assertion trivially holds. We thus only consider the case sθ + s0 > 0 below.
By Markov’s inequality, it suffices to show that there exists a positive se-
quence δ′n = o(δn) such that
E0 sup
η∈H˜n
| log Λ∗n(θ, η)− log Λ⋆n(θ)|
≤ δ′n
{
‖X(θ − θ0)‖2
√
(sθ + s0) log p+ ‖X(θ − θ0)‖22
}
.
(37)
Let ∆⋆η ∈ Rn∗×n∗ be the block-diagonal matrix formed by stacking ∆1/2η0,i∆−1η,i∆
1/2
η0,i
,
i = 1, . . . , n, and observe that
log Λ∗n(θ, η) =−
1
2
‖∆⋆η1/2(I −H)X˜(θ − θ0)‖22
+ (θ − θ0)T X˜T (I −H)∆⋆η{U − (ξ˜η − ξ˜η0)−HX˜(θ − θ0)}.
The left hand side of (37) is thus bounded by the sum of the following terms:
sup
η∈H˜n
∣∣(θ − θ0)T X˜T (I −H)(I −∆⋆η)(I −H)X˜(θ − θ0)∣∣, (38)
sup
η∈H˜n
∣∣(θ − θ0)T X˜T (I −H)∆⋆η(ξ˜η − ξ˜η0 +HX˜(θ − θ0))∣∣, (39)
E0 sup
η∈H˜n
∣∣(θ − θ0)T X˜T (I −H)(I −∆⋆η)U ∣∣. (40)
First, note that the left side of (38) is bounded above by a constant multiple
of
sup
η∈H˜n
‖I −∆⋆η‖sp‖X˜(θ − θ0)‖22 . ‖X(θ − θ0)‖22 sup
η∈H˜n
max
1≤i≤n
‖∆−1η,i −∆−1η0,i‖F.
(41)
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Using (i) of Lemma 10 and the inequality |1−x| ≍ |1−x−1| as x→ 1, we obtain
that for ρ∗i,k = ρk(∆
1/2
η0,i
∆−1η,i∆
1/2
η0,i
),
‖∆−1η,i −∆−1η0,i‖2F .
mi∑
k=1
(
1− ρ∗i,k
)2
.
mi∑
k=1
(
1− 1/ρ∗i,k
)2
. ‖∆η,i −∆η0,i‖2F, (42)
provided that the rightmost side is sufficiently small. Because maxi‖∆η,i −
∆η0,i‖2F ≤ en + and2B,n(η, η0) . en + anǫ¯2n on H˜n, (42) holds. This implies
that for all sufficiently large n, the right hand side of (41) is bounded above by
a constant multiple of
‖X(θ − θ0)‖22 sup
η∈H˜n
√
en + and2B,n(η, η0) . ‖X(θ − θ0)‖22
√
en + anǫ¯2n,
where en + anǫ¯
2
n = o(1) due to (C1) and (C2).
Next, the left side of (39) is equal to
sup
η∈H˜n
∣∣∣(θ − θ0)T X˜T (I −H){(ξ˜η − ξ˜η0)− (I −∆⋆η)(ξ˜η − ξ˜η0 +HX˜(θ − θ0))} ∣∣∣.
By the triangle inequality, the display is bounded by a constant multiple of
‖X(θ − θ0)‖2 sup
η∈H˜n
‖(I −H)(ξ˜η − ξ˜η0)‖2
+ sup
η∈H˜n
{
‖X(θ − θ0)‖22 + ‖X(θ − θ0)‖2
√
ndA,n(η, η0)
}
max
1≤i≤n
‖∆−1η,i −∆−1η0,i‖sp.
(43)
Using the same approach used in (42), the second term of the right hand side
is further bounded above by a constant multiple of
‖X(θ− θ0)‖22
√
en + anǫ¯2n + ‖X(θ − θ0)‖2
√
nǫ¯2n(en + anǫ¯
2
n).
Therefore, by (C8) and (C10), (43) is bounded by δ′n{‖X(θ−θ0)‖2
√
(s0 ∨ 1) log p+
‖X(θ − θ0)‖22} for some δ′n → 0. This is not more than the right hand side of
(37) if sθ + s0 > 0.
Note also that (40) is bounded by
‖θ − θ0‖1 E0 sup
η∈H˜n
‖X˜T (I −H)(I −∆⋆η)U‖∞
≤
√
sθ + s0‖X(θ− θ0)‖2
φ1(sθ + s0)‖X‖∗ E0 supη∈H˜n
‖X˜T (I −H)(I −∆⋆η)U‖∞.
We have that φ1(sθ + s0) ≥ φ1(K1s¯⋆ + s0) & 1 by the condition (C7). By
Lemma 4 below, one can see that
E0 sup
η∈H˜n
‖X˜T (I −H)(I −∆⋆η)U‖∞
. ‖X‖∗
√
log p
{√
en + anǫ¯2n +
√
an
∫ C3ǫ¯n
0
√
logN(δ, H˜n, dB,n)dδ
}
,
(44)
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for some C3 > 0. The term in the braces goes to zero by (C10). Combining the
bounds, we easily see that there exists δ′n → 0 satisfying (37). The assertion
holds by choosing δn =
√
δ′n.
Lemma 4. Consider a neighborhood H∗n = {η ∈ H : dB,n(η, η0) ≤ ζn} for any
given ζn = o(a
−1/2
n ) with an satisfying (C1). Then, for any orthogonal projection
P and a sufficiently large C > 0, we have that under (C1),
E0 sup
η∈H∗n
‖X˜TP (I −∆⋆η)U‖∞
. ‖X‖∗
√
log p
{√
en + anζ2n +
√
an
∫ Cζn
0
√
logN (δ,H∗n, dB,n)dδ
}
,
where ∆⋆η ∈ Rn∗×n∗ is the block-diagonal matrix formed by stacking the matrices
∆
1/2
η0,i
∆−1η,i∆
1/2
η0,i
, i = 1, . . . , n.
Proof. Let Wη,j = X˜
T
·jP (I −∆⋆η)U for X˜·j ∈ Rn∗ the jth column of X˜ . Then,
by Lemma 2.2.2 of van der Vaart and Wellner [27] applied with ψ(x) = ex
2 − 1,
the expectation in the lemma is equal to
E0 max
1≤j≤p
sup
η∈H∗n
|Wη,j | ≤
∥∥∥∥ max1≤j≤p supη∈H∗n |Wη,j |
∥∥∥∥
ψ
.
√
log p max
1≤j≤p
∥∥∥∥ sup
η∈H∗n
|Wη,j |
∥∥∥∥
ψ
,
(45)
where ‖·‖ψ is the Orlicz norm for ψ. For any η1, η2 ∈ H∗n, define the standard
deviation pseudo-metric between Wη1,j and Wη2,j as
dσ,j(η1, η2) :=
√
Var(Wη1,j −Wη2,j) = ‖(∆⋆η1 −∆⋆η2)PX˜·j‖2.
Using the tail bound for normal distributions and Lemma 2.2.1 of van der Vaart
and Wellner [27], we see that ‖Wη1,j −Wη2,j‖ψ . dσ,j(η1, η2) for every η1, η2 ∈
H∗n. We shall show that H∗n is a separable pseudo-metric space with dσ,j for
every j ≤ p. Then, under the true model P0, we see that {Wη,j : η ∈ H∗n} is a
separable Gaussian process for dσ,j . Hence, by Corollary 2.2.5 of van der Vaart
and Wellner [27], for any fixed η′ ∈ H∗n,∥∥∥∥ sup
η∈H∗n
|Wη,j |
∥∥∥∥
ψ
. ‖Wη′,j‖ψ +
∫ diamj(H∗n)
0
√
logN(ǫ/2,H∗n, dσ,j)dǫ, (46)
where diamj(H∗n) = sup{dσ,j(η1, η2) : η1, η2 ∈ H∗n}. It is clear that Wη′,j pos-
sesses a normal distribution with mean zero and variance ‖(I −∆⋆η′)PX˜·j‖22.
Using Lemma 2.2.1 of van der Vaart and Wellner [27] again, we see that
‖Wη′,j‖ψ . ‖(I −∆⋆η′)PX˜·j‖2
. max
1≤i≤n
‖∆−1η′,i −∆−1η0,i‖2‖X·j‖2
. ‖X‖∗
√
en + anζ2n,
(47)
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for every η′ ∈ H∗n. Here the last inequality holds by using (42) and the fact that
maxi‖∆η,i − ∆η0,i‖2F ≤ en + and2B,n(η, η0) . en + anζ2n = o(1) on H∗n, under
(C1).
Next, to further bound the second term in (46), note that for every η1, η2 ∈
H∗n,
anζ
2
n &
2∑
k=1
2and
2
B,n(ηk, η0) ≥ and2B,n(η1, η2) ≥ max
1≤i≤n
‖∆η1,i −∆η2,i‖2F,
which is further bounded below by
min
1≤i≤n
ρ2min(∆η2,i) max
1≤i≤n
mi∑
k=1
{
1− 1/ρk(∆1/2η2,i∆−1η1,i∆
1/2
η2,i
)
}2
,
using (i) of Lemma 10. In the last display, we see that mini ρmin(∆η2,i) is
bounded away from zero since
max
1≤i≤n
‖∆−1η2,i‖sp ≤ max1≤i≤n‖∆
−1
η2,i
−∆−1η0,i‖sp + max1≤i≤n‖∆
−1
η0,i
‖sp .
√
en + anζ2n + 1,
and hence every eigenvalue ρk(∆
1/2
η2,i
∆−1η1,i∆
1/2
η2,i
) is bounded below and above by
a multiple of its reciprocal, as anζ
2
n → 0. This implies that anζ2n is further
bounded below by a constant multiple of
max
1≤i≤n
mi∑
k=1
{
1− ρk(∆1/2η2,i∆−1η1,i∆
1/2
η2,i
)
}2
≥ min
1≤i≤n
ρ2min(∆η2,i) max
1≤i≤n
‖∆−1η1,i −∆−1η2,i‖2F.
By the definition of dσ,j and the preceding displays, we thus obtain
dσ,j(η1, η2) ≤ ‖∆⋆η1 −∆⋆η2‖sp‖X˜·j‖2
. ‖X·j‖2 max
1≤i≤n
‖∆−1η1,i −∆−1η2,i‖sp
. ‖X·j‖2√andB,n(η1, η2),
(48)
for every η1, η2 ∈ H∗n. Hence, using that diamj(H∗n) . ‖X·j‖2ζn
√
an, we can
bound the second term in (46) above by a constant multiple of∫ C1‖X·j‖2ζn√an
0
√
logN (ǫ/C2‖X·j‖2√an,H∗n, dB,n)dǫ,
for some C1, C2 > 0. This can be further bounded by replacing ‖X·j‖2 in the
display by ‖X‖∗. Then, using (45), (46), and (47), and by the substitution
δ = ǫ/(C2‖X‖∗√an) for the last display, we bound (45) above by a constant
multiple of
‖X‖∗
√
log p
{√
en + anζ2n +
√
an
∫ C3ζn
0
√
logN (δ,H∗n, dB,n)dδ
}
,
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for some C3 > 0.
To complete the proof, it remains to show that H∗n is a separable pseudo-
metric space with dσ,j for every j ≤ p. By (48), we see that dσ,j(η1, η2) .
‖X‖∗√andB,n(η1, η2) for every η1, η2 ∈ H∗n. This implies that H∗n is separable
with dσ,j since H is separable with dB,n.
Lemma 5. For any orthogonal projection P ,
P0
(
‖X˜TPU‖∞ > 2ρ−1/20
√
log p‖X‖∗
)
≤ 2
p
.
Proof. Note first that X˜T·jPU has a normal distribution with mean zero and
variance ‖PX˜·j‖22, and hence we have
P0
(
‖X˜TPU‖∞ > t max
1≤j≤p
‖PX˜·j‖2
)
≤ 2pe−t2/2, t > 0,
by the tail probabilities of normal distributions. By choosing t = 2
√
log p and
using the inequality ‖PX˜·j‖2 ≤ ‖X˜·j‖2 ≤ ρ−1/20 ‖X‖∗ for every j ≤ p, we verify
the assertion.
Lemma 6. If (C7) and (C10) are satisfied and s0 log p . nǫ¯
2
n, there exists a
constant K ′0 such that
P0
(
inf
η∈H˜n
∫
pθ,η
pθ0,η
(Y (n))dΠ(θ) ≥ e−K′0(1+s0 log p)
)
→ 1. (49)
Proof. Let Θ∗n = {θ ∈ Θ : sθ = s0, ‖X(θ − θ0)‖22 ≤ 1}. Restricting the integral
to this set, the left hand side of the inequality in (49) is bounded below by
inf
η∈H˜n
∫
Θ∗n
pθ,η
pθ0,η
(Y (n))dΠ(θ) ≥
∫
Θ∗n
inf
η∈H˜n
pθ,η
pθ0,η
(Y (n))dΠ(θ)
=
∫
Θ∗n
exp
(
inf
η∈H˜n
log
pθ,η
pθ0,η
(Y (n))
)
dΠ(θ).
(50)
The exponent is equal to
inf
η∈H˜n
{
(θ − θ0)T X˜T∆⋆η(U − ξ˜η + ξ˜η0)−
1
2
‖∆⋆1/2η X˜(θ − θ0)‖22
}
& −‖θ − θ0‖1 sup
η∈H˜n
‖X˜T∆⋆ηU‖∞
− ‖X(θ − θ0)‖2 sup
η∈H˜n
‖ξ˜η − ξ˜η0‖2 − ‖X(θ − θ0)‖22.
(51)
We first consider the case s0 > 0. Note that supη∈H˜n‖X˜T∆⋆ηU‖∞ ≤ ‖X˜TU‖∞+
supη∈H˜n‖X˜T (I−∆⋆η)U‖∞, where the former is bounded by a constant multiple
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of ‖X‖∗
√
log p with P0-probability tending to one, due to Lemma 5. By Lemma 4
applied with P = I together with (C10), the expected value of the latter is
bounded by δn‖X‖∗
√
log p for some δn → 0. Hence, for any Mn →∞,
P0
(
sup
η∈H˜n
‖X˜T (I −∆⋆η)U‖∞ ≤Mnδn‖X‖∗
√
log p
)
→ 1.
Consequently, taking a sufficiently slowly increasing Mn for the above, (51) is
bounded below by a constant multiple of
−‖X‖∗‖θ − θ0‖1
√
log p− ‖X(θ− θ0)‖22,
with P0-probability tending to one. Note that ‖X‖∗‖θ−θ0‖1 ≤ √sθ + s0‖X(θ−
θ0)‖2/φ1(sθ + s0) and φ1(sθ + s0) = φ1(2s0) & 1 on Θ∗n by (C7) if s0 log p .
nǫ¯2n. The last display is thus bounded below by −C1s0 log p for some C1 > 0,
uniformly over θ ∈ Θ∗n. Consequently, with P0-probability tending to one, (50)
is bounded below by
e−C1s0 log pΠ(Θ∗n) ≥ πp(s0)e−C2s0 log p,
for some C2 > 0, where the inequality holds by (23) and (24) since λ‖θ0‖1 ≤
s0 log p by (C3). Since − logπp(s0) . s0 log p if s0 > 0, the display is further
bounded below as in the assertion.
If s0 = 0, (51) is equal to zero on Θ
∗
n, as this is a singleton set {θ : θ = 0}.
This means that (50) is bounded below by πp(0), which is also bounded away
from zero. This leads to the desired assertion.
Proof of Theorem 4. The idea of our proof is partly similar to that of Theorem
3.5 in Chae et al. [10]. We only need to verify the first and fourth assertions.
The second and third assertions then follow from the definitions of φ1 and φ2.
Note also that we only need to consider the case s0 log p . nǫ¯
2
n, as the assertions
follow from Theorems 1 and 3 if s0 log p & nǫ¯
2
n.
Let Bn = {θ ∈ Θ : sθ > K4s0} ∪ {θ ∈ Θ : ‖X(θ − θ0)‖22 > K5s0 log p}. Also
define H˜′n as H˜n but using a constant M˜ ′2 ≤ M˜2 such that H˜′n ⊂ H˜n. Then, by
Theorem 3, we have that
E0Π(θ ∈ Bn|Y (n)) ≤ E0Π(θ ∈ Bn ∩ Θ˜n, η ∈ H˜′n|Y (n)) + o(1)
≤ E0Π(θ ∈ Bn ∩ Θ˜n, η ∈ H˜′n|Y (n), η ∈ H˜n) + o(1).
Let Ω be the event that is an intersection of the events in (36), (49), and the
event {‖X˜T (I −H)U‖∞ ≤ 2ρ−1/20
√
log p‖X‖∗} whose probability goes to zero
by Lemma 5. Since P0(Ω
c)→ 0, it suffices to show that
E0Π(θ ∈ Bn ∩ Θ˜n, η ∈ H˜′n|Y (n), η ∈ H˜n)1Ω
= E0
∫
Θ˜n∩Bn
∫
H˜′n pθ,η(Y
(n))dΠ(η)dΠ(θ)∫ ∫
H˜n pθ,η(Y
(n))dΠ(η)dΠ(θ)
1Ω,
(52)
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tends to zero. Observe that by Fubini’s theorem, the denominator of the ratio
is equal to ∫
H˜n
∫
pθ,η
pθ0,η
(Y (n))dΠ(θ)pθ0,ηdΠ(η)
≥
{
inf
η∈H˜n
∫
pθ,η
pθ0,η
(Y (n))dΠ(θ)
}∫
H˜n
pθ0,η(Y
(n))dΠ(η).
By Lemma 6, the term in the braces on the right hand side is further bounded
below by e−K
′
0(1+s0 log p) on the event Ω. Note also that the numerator of the
ratio in (52) is equal to∫
Θ˜n∩Bn
∫
H˜′n
Λ∗n(θ, η)pθ0,η˜n(θ,η)(Y
(n))dΠ(η)dΠ(θ)
≤
{∫
Θ˜n∩Bn
Λ⋆n(θ) sup
η∈H˜′n
Λ∗n(θ, η)
Λ⋆n(θ)
dΠ(θ)
}
sup
θ∈Θ˜n∩Bn
∫
H˜′n
pθ0,η˜n(θ,η)(Y
(n))dΠ(η).
Combining the bounds, on the event Ω, the ratio in (52) is bounded by
eK
′
0(1+s0 log p) sup
θ∈Θ˜n∩Bn
∫
H˜′n pθ0,η˜n(θ,η)(Y
(n))dΠ(η)∫
H˜n pθ0,η(Y
(n))dΠ(η)
×
∫
Θ˜n∩Bn
Λ⋆n(θ) sup
η∈H˜′n
Λ∗n(θ, η)
Λ⋆n(θ)
dΠ(θ).
At the end of this proof, we will verify that
sup
θ∈Θ˜n∩Bn
∫
H˜′n pθ0,η˜n(θ,η)(Y
(n))dΠ(η)∫
H˜n pθ0,η(Y
(n))dΠ(η)
. 1, (53)
with P0-probability tending to one. Assuming that this is true for now and
letting Ω∗ be the event satisfying (53), we see that (52) is bounded by
eK
′
0(1+s0 log p)E0
∫
Θ˜n∩Bn
Λ⋆n(θ) sup
η∈H˜′n
Λ∗n(θ, η)
Λ⋆n(θ)
dΠ(θ)1Ω∩Ω∗ + o(1).
To show that this tends to zero, for δn in Lemma 3, define B1,n = {θ ∈ Θ˜n : sθ >
K4s0, ‖X(θ− θ0)‖22 ≤ δ−1/2n (sθ+ s0) log p}, B2,n = {θ ∈ Θ˜n : sθ > K4s0, ‖X(θ−
θ0)‖22 > δ−1/2n (sθ + s0) log p}, and B3,n = {θ ∈ Θ˜n : sθ ≤ K4s0, ‖X(θ − θ0)‖22 >
K5s0 log p} such that Θ˜n ∩ Bn = ∪3k=1Bk,n. We show that
A(Bk,n) := eK′0(1+s0 log p)
× E0
∫
Bk,n
Λ⋆n(θ) sup
η∈Hn
Λ∗n(θ, η)
Λ⋆n(θ)
dΠ(θ)1Ω∩Ω∗ → 0, k = 1, 2, 3.
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Since E0Λ
⋆
n(θ) = 1 by the moment generating function of normal distribu-
tions, we obtain that
A(B1,n) ≤ E0
∫
B1,n
Λ⋆n(θ)e
K′0(1+s0 log p)+2δ
1/2
n (sθ+s0) log pdΠ(θ)
≤ πp(0)
∑
s>K4s0
eK
′
0(1+s0 log p)+2δ
1/2
n (s+s0) log p
(
A2
pA4
)s−s0
.
If s0 = 0, the rightmost side goes to zero for any K4 > 0. If s0 > 0, it still goes
to zero for K4 that is much larger than K
′
0.
Note also that by the conditions (C4), (C7) and (C8), we have that for some
C1, C2 > 0 and any θ,
log Λ⋆n(θ) = −
1
2
‖(I −H)X˜(θ − θ0)‖22 + (θ − θ0)T X˜T (I −H)U
≤ −C1‖X(θ − θ0)‖22 + ‖θ − θ0‖1‖X˜T (I −H)U‖∞
≤ −C1‖X(θ − θ0)‖22 + C2‖X(θ − θ0)‖2
√
(sθ + s0) log p,
(54)
on the event Ω. Hence by (36) and (54), for every θ ∈ B2,n,
log
{
Λ⋆n(θ) sup
η∈Hn
Λ∗n(θ, η)
Λ⋆n(θ)
}
≤ (C2δ1/4n + δn + δ5/4n − C1)‖X(θ − θ0)‖22 ≤ 0,
on the event Ω. Therefore,
A(B2,n) ≤ eK′0(1+s0 log p)
∫
B2,n
dΠ(θ) + o(1)
≤ πp(0)eK′0(1+s0 log p)
∑
s>K4s0
(
A2
pA4
)s−s0
+ o(1).
This tends to zero if K4 is sufficiently large.
If s0 = 0, B3,n is the empty set as it implies θ = θ0 = 0. Hence it suffices
to consider the case that s0 > 0 below. By (36) and (54) again, there exists a
constant C3 > 0 such that for every θ ∈ B3,n,
log
{
Λ⋆n(θ) sup
η∈Hn
Λ∗n(θ, η)
Λ⋆n(θ)
}
≤ −C1‖X(θ − θ0)‖22 +
{
C2
√
K4 + 1
K5
+ δn
(
1 +
1√
K5
)}
‖X(θ − θ0)‖22
≤ −C3‖X(θ − θ0)‖22,
on the event Ω, where the last inequity holds by choosing K5 much larger than
K4. Therefore,
A(B3,n) ≤ eK′0(1+s0 log p)
∫
B3,n
e−C3‖X(θ−θ0)‖
2
2dΠ(θ)
≤ eK′0(1+s0 log p)−C3K5s0 log p,
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which tends to zero for K5 that is much larger than K
′
0, if s0 > 0.
It only remains to show (53). Since the map η 7→ η˜n(θ, η) is bijective for
every fixed θ, for the set defined by η˜n(θ, H˜′n) = {η˜n(θ, η) : η ∈ H˜′n} with given
θ ∈ Θ˜n, we see that∫
H˜′n
pθ0,η˜n(θ,η)(Y
(n))dΠ(η) =
∫
η˜n(θ,H˜′n)
pθ0,η(Y
(n))dΠn,θ(η), (55)
by the substitution in the integral. Writing ∆∗0 the block diagonal matrix formed
by stacking ∆
1/2
η0,i
, i = 1, . . . , n, it can be seen that
η˜n(θ, H˜′n) =
{
η ∈ H :
√
‖∆∗0(ξ˜η − ξ˜0 −HX˜(θ − θ0))‖22 + d2B,n(η, η0) ≤ M˜ ′2ǫ¯n
}
.
Hence, we see that M˜2 can be chosen sufficiently larger than M˜
′
2 such that
η˜n(θ, H˜′n) ⊂ H˜n for every θ ∈ Θ˜n as we have
√
ndA,n(η, η0) . ‖ξ˜η − ξ˜η0 −
HX˜(θ − θ0)‖2 + ‖X(θ− θ0)‖2. Therefore, (55) is bounded by∫
H˜n
pθ0,η(Y
(n)) exp
(∣∣∣∣log dΠn,θ(η)dΠ(η)
∣∣∣∣)dΠ(η) . ∫H˜n pθ0,η(Y (n))dΠ(η),
by (C9), since dΠ(η) = dΠn,θ0(η). This verifies (53) and thus the proof is com-
plete.
A.4. Proof of Theorems 5–6
To prove the shape approximation in Theorem 5 and the selection results in
Theorem 6, we first obtain two lemmas. The first shows that the remainder of
the approximation goes to zero in P0- probability, which is a stronger version of
Lemma 3. The second implies that with a point mass prior for θ at θ0, we also
obtain a rate which is not worse than that in Theorem 3.
Lemma 7. Suppose that (C1), (C4), (C8∗), and (C10∗) are satisfied for some
orthogonal projectionH . Then, for Λ∗n(θ, η) = (pθ,η/pθ0,η˜n(θ,η))(Y
(n)) and Λ⋆n(θ)
in (14) with the corresponding H , we have that
E0 sup
θ∈Θ̂n
sup
η∈Ĥn
|log Λ∗n(θ, η) − log Λ⋆n(θ)| → 0.
Proof. Similar to the proof of Lemma 3, it suffices to show the following three
assertions:
sup
θ∈Θ̂n
sup
η∈Ĥn
∣∣(θ − θ0)T X˜T (I −H)(I −∆⋆η)(I −H)X˜(θ − θ0)∣∣→ 0, (56)
sup
θ∈Θ̂n
sup
η∈Ĥn
∣∣(θ − θ0)T X˜T (I −H)∆⋆η(ξ˜η − ξ˜η0 +HX˜(θ − θ0))∣∣→ 0, (57)
E0 sup
θ∈Θ̂n
sup
η∈Ĥn
∣∣(θ − θ0)T X˜T (I −H)(I −∆⋆η)U ∣∣→ 0. (58)
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First, note that the left side of (56) is bounded above by a constant multiple of
sup
θ∈Θ̂n
sup
η∈Ĥn
‖I −∆⋆η‖sp‖X˜(θ − θ0)‖22
. sup
θ∈Θ̂n
‖X(θ − θ0)‖22 sup
η∈Ĥn
max
1≤i≤n
‖∆η,i −∆η0,i‖F,
(59)
where the inequality holds by (42) and the fact that maxi‖∆η,i − ∆η0,i‖2F ≤
en + and
2
B,n(η, η0) . en + an(s⋆ log p)/n = o(1) on Ĥn. We see that (59) is
bounded above by a constant multiple of
sup
θ∈Θ̂n
‖X‖∗‖θ − θ0‖21 sup
η∈Ĥn
√
en + and2B,n(η, η0) . s
2
⋆ log p
√
en +
ans⋆ log p
n
,
which goes to zero by (C10∗).
Next, similar to (43), the left side of (57) is bounded by
sup
θ∈Θ̂n
‖X(θ − θ0)‖2 sup
η∈Ĥn
‖(I −H)(ξ˜η − ξ˜η0 )‖2
+ sup
θ∈Θ̂n
sup
η∈Ĥn
{(
‖X(θ − θ0)‖22 + ‖X(θ − θ0)‖2
√
ndA,n(η, η0)
)
× max
1≤i≤n
‖∆−1η,i −∆−1η0,i‖sp
}
.
Using the same approach used in (42), the display is further bounded above by
a constant multiple of
s⋆
√
log p sup
η∈Ĥn
‖(I −H)(ξ˜η − ξ˜η0)‖2 + s2⋆ log p
√
en +
ans⋆ log p
n
,
which goes to zero by (C8∗) and (C10∗).
Now, using Lemma 4, note that (58) is bounded above by
sup
θ∈Θ̂n
‖θ − θ0‖1 E0 sup
η∈Ĥn
‖X˜T (I −H)(I −∆⋆η)U‖∞
. s⋆ log p
{√
en +
ans⋆ log p
n
+
√
an
∫ C1√(s⋆ log p)/n
0
√
logN(δ, Ĥn, dB,n)dδ
}
,
for some C1 > 0. This tends to zero by (C10
∗).
Lemma 8. Suppose that (C1)–(C4), (C5∗), and (C6) are satisfied. Then there
exists a constant K6 > 0 such that
E0Π
θ0
(
dn(η, η0) > K6ǫ¯n
∣∣Y (n))→ 0,
S. Jeong and S. Ghosal/Bayesian sparse linear regression 48
where Πθ0(· |Y (n)) is the posterior distribution induced by the point mass prior
for θ at θ0, i.e., δθ0(θ), in place of the prior in (4).
Proof. Since the prior for θ is the point mass at θ0, we can reduce to a low
dimensional model Y ∗i := Yi −Xiθ0 = ξη,i + εi, i = 1, . . . , n. Then the lemma
can be easily verified using the main results on posterior contraction in Sec-
tion 3. The denominator of the posterior distribution with the Dirac prior at θ0
is bounded as in Lemma 1, which can be shown using (20) for the prior concen-
tration condition (C2) and the expressions for the Kullback-Leibler divergence
K(p0,i, pθ0,η,i) and variation V (p0,i, pθ0,η,i) with the true value θ0. For a local
test relative to the average Re´nyi divergence, Lemma 2 applied with F1,n, modi-
fied so that it can be involved only with a given η1 such that Rn(p0, pθ0,η1) ≥ ǫ¯2n,
implies that a small piece of the alternative is tested with exponentially small er-
rors. Hence, by (C5∗), we obtain the contraction rate ǫ¯2n relative to Rn(p0, pθ0,η)
for Πθ0(· |Y (n)), as in the proof of Theorem 2. The lemma is then obtained by
recovering the contraction rate of η with respect to dn using the approach in
the proof of Theorem 3.
Proof of Theorem 5. Our proof is based on the proof of Theorem 6 in Castillo
et al. [8], but is more involved due to η. We use the fact that for any probability
measureQ and its renormalized restrictionQA(·) = Q(·∩A)/Q(A) to a setA, we
have ‖Q−QA‖TV ≤ 2Q(Ac). First, using a sufficiently large constant Mˆ ′2 that is
smaller than Mˆ2, define Ĥ′n as Ĥn in (12) such that Ĥ′n ⊂ Ĥn. Let Π˜((θ, η) ∈ ·)
be the prior distribution restricted and renormalized on Θ̂n×Ĥ′n and Π˜((θ, η) ∈
· |Y (n)) be the corresponding posterior distribution. Also, Π˜∞(θ ∈ · |Y (n)) is
the restricted and renormalized version of Π∞(θ ∈ · |Y (n)) to the set Θ̂n. Then
the left hand side of the theorem is bounded above by∥∥∥Π(θ ∈ · |Y (n))− Π˜(θ ∈ · |Y (n))∥∥∥
TV
+
∥∥∥Π˜(θ ∈ · |Y (n))− Π˜∞(θ ∈ · |Y (n))∥∥∥
TV
+
∥∥∥Π∞(θ ∈ · |Y (n))− Π˜∞(θ ∈ · |Y (n))∥∥∥
TV
,
(60)
where the first summand goes to zero in P0-probability since Π((θ, η) ∈ Θ̂n ×
Ĥ′n |Y (n))→ 1 in P0-probability by Theorem 1 and Theorem 3.
To show that the second summand goes to zero in P0-probability, note that
for every measurable B ⊂ Rp, we obtain
Π˜(θ ∈ B |Y (n)) ∝
∫
B∩Θ̂n
∫
Ĥ′n
pθ,η(Y
(n)) e−λ‖θ‖1dΠ(η)dV (θ)
=
∫
B∩Θ̂n
∫
Ĥ′n
Λ∗n(θ, η) e
−λ‖θ‖1pθ0,η˜n(θ,η)(Y
(n)) dΠ(η)dV (θ),
Π˜∞(θ ∈ B |Y (n)) ∝
∫
B∩Θ̂n
Λ⋆n(θ)dV (θ)
∝
∫
B∩Θ̂n
Λ⋆n(θ) e
−λ‖θ0‖1
∫
H
pθ0,η(Y
(n))dΠ(η)dV (θ),
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where dV (θ) =
∑
S:s≤K1s⋆ πp(s)
(
p
s
)−1
(λ/2)sd{κ(θS)⊗ δ0(θSc)}. In the last line,
the factor e−λ‖θ0‖1
∫
H pθ0,η(Y
(n))dΠ(η) cancels out in the normalizing constant,
but is inserted for the sake of comparison. For any sequences of measures {µS}
and {νS}, if νS is absolutely continuous with respect to µS with the Radon-
Nikodym derivative dνS/dµS , then it can be easily verified that∥∥∥∥ ∑S µS‖∑S µS‖TV −
∑
S νS
‖∑S νS‖TV
∥∥∥∥
TV
≤ 2
∑
S‖µS − νS‖TV
‖∑S µS‖TV ≤ 2 supS
∥∥∥∥1− dνSdµS
∥∥∥∥
∞
.
Hence, for Cn =
∫
H pθ0,η(Y
(n))dΠ(η), we see that the second summand of (60)
is bounded by
2 sup
θ∈Θ̂n
∣∣∣∣∣1− 1Cn
∫
Ĥ′n
Λ∗n(θ, η)e
−λ‖θ‖1
Λ⋆n(θ)e
−λ‖θ0‖1 pθ0,η˜n(θ,η)(Y
(n))dΠ(η)
∣∣∣∣∣ .
Using the fact that |λ(‖θ‖1 − ‖θ0‖1)| ≤ λ‖θ − θ0‖1 . λs⋆
√
log p/‖X‖∗ → 0
on Θ̂n and that sup{|1 − Λ∗n(θ, η)/Λ⋆n(θ)| : θ ∈ Θ̂n, η ∈ Ĥ′n} goes to zero in
P0-probability by Lemma 7, the last display is further bounded by
2 sup
θ∈Θ̂n
∣∣∣∣∣1− {1 + o(1) + oP0(1)} 1Cn
∫
Ĥ′n
pθ0,η˜n(θ,η)(Y
(n))dΠ(η)
∣∣∣∣∣ . (61)
Now, note that the map η 7→ η˜n(θ, η) is bijective for every fixed θ ∈ Θ̂n. Thus
for the set defined by η˜n(θ, Ĥ′n) = {η˜n(θ, η) : η ∈ Ĥ′n} with given θ ∈ Θ̂n, we
see that ∫
Ĥ′n
pθ0,η˜n(θ,η)(Y
(n))dΠ(η) =
∫
η˜n(θ,Ĥ′n)
pθ0,η(Y
(n))dΠn,θ(η), (62)
by the substitution in the integral. Similar to the proof of Theorem 4, observe
that
η˜n(θ, Ĥ′n) =
{
η ∈ H : ‖∆∗0(ξ˜η − ξ˜0 −HX˜(θ − θ0))‖2 ≤ Mˆ ′2s⋆
√
(log p)/n,
dB,n(η, η0) ≤ Mˆ ′2
√
(s⋆ log p)/n
}
.
Hence, we see that Mˆ2 can be chosen sufficiently large such that η˜n(θ, Ĥ′n) ⊂ Ĥn
for every θ ∈ Θ̂n as we have√ndA,n(η, η0) . ‖ξ˜η−ξ˜η0−HX˜(θ−θ0)‖2+‖X‖∗‖θ−
θ0‖1. Therefore, since dΠ(η) = dΠn,θ0(η), one can see that (62) is written as
{1 + o(1)}
∫
η˜n(θ,Ĥ′n)
pθ0,η(Y
(n))dΠ(η),
by (C9∗), and hence (61) is equal to
2 sup
θ∈Θ̂n
∣∣∣∣∣1− {1 + oP0(1)}
∫
η˜n(θ,Ĥ′n) pθ0,η(Y
(n))dΠ(η)∫
H pθ0,η(Y
(n))dΠ(η)
∣∣∣∣∣ . (63)
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Now, observe that we also have the inequality of the other direction: ‖ξ˜η− ξ˜η0 −
HX˜(θ − θ0)‖2 . √ndA,n(η, η0) + ‖X‖∗‖θ − θ0‖1. This means that Mˆ ′2 can be
chosen sufficiently large such that {η ∈ H : dn(η, η0) ≤ K6ǫ¯n} ⊂ η˜n(θ, Ĥ′n) for
every θ ∈ Θ̂n. Hence, with appropriately chosen constants, we obtain
inf
θ∈Θ̂n
∫
η˜n(θ,Ĥ′n) pθ0,η(Y
(n))dΠ(η)∫
H pθ0,η(Y
(n))dΠ(η)
= inf
θ∈Θ̂n
Πθ0
(
η ∈ η˜n(θ, Ĥ′n) |Y (n)
)
≥ Πθ0
(
dn(η, η0) ≤ K6ǫ¯n
∣∣Y (n)) .
The rightmost term goes to one with probability tending to one by Lemma 8.
This implies that (63) goes to zero in P0-probability, completing the proof for
the second part of (60).
Next, we show that Π∞(θ ∈ Θ̂n |Y (n)) goes to one in P0-probability to verify
that the last summand in (60) goes to zero in P0-probability. Observe that
Π∞(θ ∈ Θ̂cn |Y (n)) is equal to∫
Θ̂cn
exp
{
− 12‖(I −H)X˜(θ − θ0)‖22 + UT (I −H)X˜(θ − θ0)
}
dV (θ)∫
Rp
exp
{
− 12‖(I −H)X˜(θ − θ0)‖22 + UT (I −H)X˜(θ − θ0)
}
dV (θ)
. (64)
Clearly, the denominator is bounded below by
πp(s0)(
p
s0
) (λ
2
)s0 ∫
Rs0
exp
{
− 1
2
‖(I −H)X˜S0(θS0 − θ0,S0)‖22
+ UT (I −H)X˜S0(θS0 − θ0,S0)
}
dθS0 .
(65)
Since the measure Q defined by Q(dθS0) = exp{−(1/2)‖(I − H)X˜S0(θS0 −
θ0,S0)‖22} is symmetric about θ0,S0 , the mean of (θS0 − θ0,S0) with respect
to the normalized probability measure Q˜ = Q/Q(Rs0) is zero. Note also that
ΓS = X˜
T
S (I −H)X˜S is nonsingular for every S such that s ≤ K1s⋆ by (C8∗).
Thus, by Jensen’s inequality, (65) is bounded below by
πp(s0)(
p
s0
) (λ
2
)s0 ∫
Rs0
exp
{
−1
2
‖(I −H)X˜S0(θS0 − θ0,S0)‖22
}
dθS0
=
πp(s0)(
p
s0
) (λ
2
)s0 (2π)s0/2
det(ΓS0)
1/2
.
Applying the arithmetic-geometric mean inequality to the eigenvalues, we ob-
tain det(ΓS0) ≤ (tr(ΓS0)/s0)s0 ≤ ‖(I − H)X˜S0‖2s0∗ ≤ ρ−s00 ‖X‖2s0∗ , and hence
det(ΓS0)
1/2/λs0 ≤ ρ−s0/2
0
(L1p
L2)s0 by (4). Furthermore, we have πp(s0) &
As01 p
−A3s0 by (3) and
(
p
s0
) ≤ ps0 . Hence, the preceding display is further bounded
below by a constant multiple of
p−(1+L2+A3)s0
(
A1
√ρ
0
π
L1
√
2
)s0
. (66)
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To bound the numerator of (64), letDn = 2ρ
−1/2
0
√
log p‖X‖∗ and Un = {‖X˜T (I−
H)U‖∞ ≤ Dn}. Then it suffices to show that (64) goes to zero in P0-probability
on the set Un as P0(Ucn)→ 0 by Lemma 5. Note that on the set Un we have
UT (I −H)X˜(θ − θ0) ≤ Dn‖θ − θ0‖1
≤ Dn 2
√
ρ0‖X˜(θ− θ0)‖2|Sθ−θ0|1/2
‖X‖∗φ1(|Sθ−θ0 |)
−Dn‖θ − θ0‖1.
Using that ‖u‖2 . ‖(I−H)u‖2 for every u ∈ span(X˜S) with s ≤ K1s⋆ by (C8∗),
the preceding display is, for some constant C1 > 0, further bounded above by
Dn
2
√
ρ0C1‖(I −H)X˜(θ − θ0)‖2|Sθ−θ0 |1/2
‖X‖∗φ1(|Sθ−θ0 |)
−Dn‖θ − θ0‖1
≤ 1
2
‖(I −H)X˜(θ − θ0)‖22 +
2ρ0C
2
1D
2
n|Sθ−θ0 |
‖X‖2∗φ1(|Sθ−θ0|)2
−Dn‖θ − θ0‖1,
by the Cauchy-Schwarz inequality. We have sθ−θ0 ≤ K1s⋆ + s0 on the support
of the measure V . Hence, on the event Un, the numerator of (64) is bounded
above by
exp
{
2ρ0C
2
1D
2
n(K1s⋆ + s0)
‖X‖2∗φ1(K1s⋆ + s0)2
− Mˆ1Dns⋆
√
log p
2‖X‖∗
}
×
∑
S:s≤K1s⋆
πp(s)(
p
s
) ∫ (λ
2
)s
e−(Dn/2)‖θS−θ0,S‖1dθS
≤ exp
{
8ρ0C
2
1 (K1 + 1)s⋆ log p
ρ
0
φ1(K1s⋆ + s0)2
− Mˆ1s⋆ log p√ρ
0
}
p∑
s=0
πp(s)
(
L3
√
ρ
0
n
)s
,
since Dn/2 ≥ λ√n/(L3√ρ0). Note that we have
p∑
s=0
πp(s)
(
L3
√
ρ
0
n
)s
.
p∑
s=0
(
A2L3
pA4
√
ρ
0
n
)s
. 1,
by (3) and that φ1(K1s⋆ + s0) in the denominators is bounded away from zero
by the assumption. Thus, the last display combined with (66) shows that (64)
goes to zero on the event Un, provided that Mˆ1 is chosen sufficiently large.
Finally we conclude that (60) goes to zero in P0-probability. Since the total
variation metric is bounded by 2, the convergence in mean holds as in the
assertion.
Proof of Theorem 6. Our proof follows the proof of Theorem 4 in Castillo et al.
[8]. Since E0‖Π(θ ∈ · |Y (n))−Π∞(θ ∈ · |Y (n))‖TV tends to zero by Theorem 5,
it suffices to show that E0Π
∞(θ : Sθ ∈ Sn |Y (n)) → 0 for Sn = {S : s ≤
K1s⋆, S ⊃ S0, S 6= S0}. For the orthogonal projection defined by H˜S = (I −
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H)X˜SΓ
−1
S X˜
T
S (I − H) with ΓS = X˜TS (I − H)X˜S , we see that Π∞(θ : Sθ ∈
Sn |Y (n)) is bounded by
K1s⋆∑
s=s0+1
πp(s)
(
p
s0
)(
p−s0
s−s0
)
πp(s0)
(
p
s
) (λ√π√
2
)s−s0
max
S∈Sn:|S|=s
[
det(ΓS0)
1/2
det(ΓS)1/2
e‖(H˜S−H˜S0)U‖
2
2/2
]
,
by (13), since (H˜S − H˜S0)X˜θ0 = (H˜S − H˜S0)(I − H)X˜S0θ0,S0 = 0 for every
S ∈ Sn due to S0 ⊂ S on Sn. Note that ρk(ΓS0) ≤ ρk(ΓS) for k = 1, . . . , s0,
because ΓS0 is a principal submatrix of ΓS . Hence, det(ΓS0) is equal to
s0∏
k=1
ρk(ΓS0) ≤
s0∏
k=1
ρk(ΓS) ≤ det(ΓS)
ρmin(ΓS)s−s0
≤ det(ΓS)
(C1ρ
−1/2
0 φ2(s)‖X‖∗)2(s−s0)
,
(67)
for some C1 > 0. The last inequality holds since by (C8
∗), there exists a constant
C1 > 0 such that C
2
1‖v‖22 ≤ ‖(I−H)v‖22 for every v ∈ span(X˜S) with s ≤ K1s⋆,
and hence we have that by the definition of φ2,
ρmin(ΓS) = inf
u∈Rs,u6=0
‖(I −H)X˜Su‖22
‖u‖22
≥ C
2
1φ2(s)
2‖X‖2∗
ρ0
.
Now, we shall show that for any fixed b > 2,
P0
(
‖(H˜S − H˜S0)U‖22 ≤ b(s− s0) log p, for every S ∈ Sn
)
→ 1. (68)
Note that ‖(H˜S−H˜S0)U‖22 has a chi-squared distribution with degree of freedom
s− s0. Therefore, by Lemma 5 of Castillo et al. [8], there exists a constant C2
such that for every b > 2 and given s ≥ s0 + 1,
P0
(
max
S∈Sn:|S|=s
‖(H˜S − H˜S0)U‖22 > b logNs
)
≤
(
1
Ns
)(b−2)/4
eC2(s−s0),
where Ns =
(
p−s0
s−s0
)
is the cardinality of the set {S ∈ Sn : |S| = s}. Since
Ns ≤ (p− s0)s−s0 ≤ ps−s0 , for Tn the event in the relation (68), it follows that
P0(T cn ) ≤
K1s⋆∑
s=s0+1
(
1
Ns
)(b−2)/4
eC2(s−s0).
This goes to zero as p→∞, since for s ≤ K1s⋆,
Ns ≥ (p− s)
s−s0
(s− s0)! ≥
(p−K1s⋆)s−s0
(s− s0)s−s0 ≥
(
p−K1s⋆
K1s⋆
)s−s0
,
and s⋆/p = o(1). To complete the proof, it remains to show that Π
∞(θ : Sθ ∈
Sn |Y (n)) goes to zero on the set Tn. Combining (67) and (68), we see that
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Π∞(θ : Sθ ∈ Sn |Y (n))1Tn is bounded by
K1s⋆∑
s=s0+1
πp(s)
(
p
s0
)(
p−s0
s−s0
)
πp(s0)
(
p
s
) (λ√π√
2
)s−s0 ( √ρ0pb
C1φ2(s)‖X‖∗
)s−s0
≤
K1s⋆∑
s=s0+1
(
A2
pA4
)s−s0 ( s
s0
)(
L3
C1φ1(K1s⋆)
√
K1s⋆πρ0p
b
2n
)s−s0
,
which holds by the inequalities πp(s)/πp(s0) ≤ (A2p−A4)s−s0 and
(
p
s0
)(
p−s0
s−s0
)
/
(
p
s
)
=(
s
s0
)
. Note that for s ≤ K1s⋆, we have that
(
s
s0
)
=
(
s
s−s0
) ≤ (K1s⋆)s−s0 ≤
(K1C2p
a)s−s0 for some C2 > 0. Hence, the preceding display goes to zero pro-
vided that a − A4 + b/2 < 0 since s⋆ = o(n). This condition can be translated
to a < A4 − 1 by choosing b arbitrarily close to 2.
Appendix B: Proofs for the applications
B.1. Proof of Theorem 7
We first verify the conditions of Theorem 3 for the assertions (a) and (b).
• Verification of (C1): Since ∆η,i = Σ for every i ≤ n and Σ0 belongs to the
support of the prior, an = 1 and en = 0 satisfy (C1).
• Verification of (C2): Note that for every η1, η2 ∈ H,
d2n(η1, η2) ≤
q‖Z‖2sp
n
‖β1 − β2‖2∞ + ‖Σ1 − Σ2‖2F. (69)
We thus have
logΠ (η ∈ H : dn(η, η0) ≤ ǫ¯n) ≥ logΠ
(
β : ‖β − β0‖∞ ≤
√
nǫ¯n√
2q‖Z‖sp
)
+ logΠ
(
Σ : ‖Σ− Σ0‖F ≤ ǫ¯n√
2
)
.
Since ǫ¯2n > n
−1, ‖β0‖∞ . 1, and 1 . ρmin(Σ0) ≤ ρmax(Σ0) . 1, the first
term on the right hand side is bounded below by a multiple of −q logn due
to q < n and log‖Z‖sp . log n, while we bound the second term below by a
multiple of − logn as m is fixed. Hence we choose ǫ¯n =
√
(q logn)/n.
• Verification of (C3): The assumption ‖θ0‖∞ . λ−1 log p given in the theorem
directly satisfies (C3).
• Verification of (C4): This is also a direct consequence of the assumptions on
β0 and Σ0.
• Verification of (C5∗): For a sufficiently largeM and s⋆ = s0 ∨ (q logn/ log p),
define Hn = {β : ‖β‖∞ ≤ nM} × {Σ : n−M ≤ ρmin(Σ) ≤ ρmax(Σ) ≤
eMs⋆ log p}, so that the minimum eigenvalue condition (6) can be satisfied
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with log γn ≍ logn. To find a sequence ǫn satisfying the entropy condition
(7), note that using (69),
logN
(
1
6mnM+3/2
,Hn, dn
)
≤ logN
(
1
6m
√
q‖Z‖spnM+1 ,
{
β : ‖β‖∞ ≤ nM
}
, ‖·‖∞
)
+ logN
(
1
6mnM+3/2
,
{
Σ : ‖Σ‖F ≤
√
meMs⋆ log p
}
, ‖·‖F
)
. q logn+ s⋆ log p,
and hence we choose ǫn =
√
(s⋆ log p)/n so that the rightmost side of the
last display is bounded by a multiple of nǫ2n = s⋆ log p. To verify the sieve
condition (8), note that for some positive constants b1, b2, b3, b4 and b5, an
inverse Wishart distribution satisfies
Π(Σ : ρmin(Σ) < n
−M ) ≤ b1e−b2nb3M ,
Π(Σ : ρmax(Σ) > e
Ms⋆ log p) ≤ b4e−b5Ms⋆ log p;
(70)
see, for example, Lemma 9.16 of Ghosal and van der Vaart [16]. Moreover,
since the tail bounds of normal distributions give Π(β : ‖β‖∞ > nM ) .
q exp(−b6n2M ) for some constant b6 > 0, the condition (8) is met if M is
sufficiently large.
• Verification of (C6): Since β0 is in the support of the prior, (C6) is satisfied
by Remark 3.
Therefore by Theorem 3, we have the posterior contraction properties of θ with
s⋆ = s0∨(q logn/ log p). The theorem also shows that the posterior distributions
of n−1/2‖Z(β−β0)‖2 and ‖Σ−Σ0‖F contract at the rate
√
(s0 log p ∨ q logn)/n.
The rate for β with respect to the ℓ2-norm is then easily obtained with the min-
imum eigenvalue of ZTZ. These verify (a) and (b). Since s0 > 0, the assertion
for the optimal posterior contraction is directly justified by Corollary 1.
Next, we verify the conditions of Theorem 4 for the assertion (c).
• Verification of (C8): Note that ‖(I − H)Z˜(β − β0)‖2 = 0 for H defined in
the theorem. Hence the first condition of (C8) is trivially met. The second
condition is directly satisfied by Remark 5.
• Verification of (C9): We use the standard normal distribution for a prior of
each entry of β without loss of generality, but the implications can be easily
extended to a multivariate normal prior with arbitrary parameters. Since the
priors for Σ cancels out in the Radon-Nikodym derivative due to invariance,
we observe that∣∣∣∣log dΠn,θdΠn,θ0 (η)
∣∣∣∣ . ∣∣∣‖β‖22 − ‖β + (Z˜T Z˜)−1Z˜T X˜(θ − θ0)‖22∣∣∣
≤ 2‖β‖2‖(Z˜T Z˜)−1Z˜T X˜(θ − θ0)‖2
+ ‖(Z˜T Z˜)−1Z˜T X˜(θ − θ0)‖22.
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We see that
sup
θ∈Θ˜n
‖(Z˜T Z˜)−1Z˜T X˜(θ − θ0)‖2 . ‖Z‖sp
√
q logn/ρmin(Z
TZ),
and
sup
η∈H˜n
‖β‖2 ≤ sup
η∈H˜n
‖β − β0‖2 + ‖β0‖2
.
√
(q logn)/ρmin(ZTZ) + 1
. ‖Z‖sp
√
q logn/ρmin(Z
TZ) + 1,
since the condition number ‖Z‖sp/
√
ρmin(ZTZ) of Z is always greater than
or equal to 1. Hence, the condition (C9∗) is satisfied by the assumption
‖Z‖sp
√
q logn/ρmin(Z
TZ) . 1.
• Verification of (C10): Note that the entropy of interest is bounded above by
a constant multiple of
logN
(
δ,
{
Σ : ‖Σ− Σ0‖F ≤ M˜2ǫ¯n
}
, ‖·‖F
)
. 0 ∨ log
(
3M˜2ǫ¯n
δ
)
,
for all δ > 0. Thus the second term of (C10) is bounded by
√
(q logn)/n by
Remark 6, while it can be easily checked that the first term is bounded by
(q logn)/
√
n log p =
√
s¯⋆(q logn)/n. Since we only need to consider the case
s¯⋆ → ∞, (q logn)2/(log p) = o(n) is a sufficient condition for (C10) to tend
to zero.
• Verification of (C11): This is trivially satisfied as the parameter space of Σ
is a Euclidean space and dB,n is the Frobenius norm.
Therefore, combined with the condition (C7), the assertion (c) holds by Theo-
rem 4.
Now, to prove (d)–(f), we check the additional conditions for Theorems 5–6
and Corollaries 2–3. Specifically, we check the conditions (C8∗)–(C10∗) below,
while the remaining conditions will be mentioned in stating the assertions.
• Verification of (C8∗): This is trivially satisfied similar to (C8).
• Verification of (C9∗): Similar to (C9),∣∣∣∣log dΠn,θdΠn,θ0 (η)
∣∣∣∣ . 2‖β‖2‖(Z˜T Z˜)−1Z˜T X˜(θ − θ0)‖2
+ ‖(Z˜T Z˜)−1Z˜T X˜(θ − θ0)‖22,
and
sup
θ∈Θ̂n
‖(Z˜T Z˜)−1Z˜T X˜(θ − θ0)‖2 . ‖Z‖sps⋆
√
log p/ρmin(Z
TZ),
sup
η∈Ĥn
‖β‖2 . ‖Z‖sps⋆
√
log p/ρmin(Z
TZ) + 1.
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Hence, the condition is satisfied by the assumption ‖Z‖sps⋆
√
log p/ρmin(Z
TZ) =
o(1).
• Verification of (C10∗): By the same approach used to verify (C10), the second
term of (C10∗) is bounded by {(s3⋆ log3 p)/n}1/2 by Remark 6, while it can be
easily checked that the first term is bounded by {(s5⋆ log3 p)/n}1/2. Therefore,
(C10∗) is satisfied by the assumption that s5⋆ log
3 p = o(n).
Therefore, under (C7∗), we have the distributional approximation in (15) by
Theorem 5. Under (C7∗) and (C12), Theorem 6 implies that the no-superset re-
sult in (16) holds. The stronger assertions in (17) and (18) are explicitly derived
from Corollary 2 and Corollary 3 if the beta-min condition (C13) is also met.
These establish (d)–(f).
B.2. Proof of Theorem 8
We first verify the conditions for Theorem 3 to prove the assertions (a) and (b).
• Verification of (C1): Note that for σ¯jk the (j, k)th element of Σ−Σ0, we see
that d2n(Σ,Σ0) is equal to
1
n
n∑
i=1
‖ETi (Σ− Σ0)Ei‖2F =
1
n
m∑
j=1
m∑
k=1
[
σ¯2jk
n∑
i=1
eijeik
]
&
1
cn
‖Σ− Σ0‖2F. (71)
Hence, we see that cn has the same role as an. We also have en = 0 as the
true Σ0 belongs to the support of the prior.
• Verification of (C2): Note that
d2n(Σ1,Σ2) =
1
n
n∑
i=1
‖ETi (Σ1 − Σ2)Ei‖2F ≤ ‖Σ1 − Σ2‖2F, (72)
for every Σ1,Σ2 ∈ H. Hence we obtain that for every ǫ¯n > n−1/2,
logΠ(dn(Σ,Σ0) ≤ ǫ¯n) ≥ logΠ(‖Σ− Σ0‖F ≤ ǫ¯n) & log ǫ¯n & − logn,
since 1 . ρmin(Σ0) ≤ ρmax(Σ0) . 1. This leads us to choose ǫ¯n =
√
(log n)/n
for (C2) to be satisfied.
• Verification of (C3): The assumption ‖θ0‖∞ . λ−1 log p given in the theorem
directly satisfies (C3).
• Verification of (C4): Observe that we have the inequalities the assumption
and the inequalities ρmin(Σ0) ≤ ρmin(ETi Σ0Ei) ≤ ρmax(ETi Σ0Ei) ≤ ρmax(Σ0)
for every i ≤ n as ETi Σ0Ei is a principal submatrix of Σ0. Hence (C4) is
directly satisfied by the assumption on Σ0.
• Verification of (C5∗): For a sufficiently largeM > 0 and s⋆ = s0∨(log n/ log p),
choose Hn = {Σ : n−M ≤ ρmin(Σ) ≤ ρmax(Σ) ≤ eMs⋆ log p}. Since ETi ΣEi is a
principal submatrix of Σ, we have ρmin(E
T
i ΣEi) ≥ ρmin(Σ) ≥ n−M for every
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i ≤ n and Σ ∈ Hn. Hence the minimum eigenvalue condition (6) is satisfied
with log γn ≍ logn. Also, the entropy relative to dn is given by
logN
(
1
6mnM+3/2
,Hn, dn
)
≤ logN
(
1
6mnM+3/2
,
{
Σ : ‖Σ‖F ≤
√
meMs⋆ log p
}
, ‖·‖F
)
. logn+ s⋆ log p.
The entropy condition (7) is thus satisfied if we choose ǫn =
√
(s⋆ log p)/n.
Lastly, using the tail bounds for an inverse Wishart distribution in (70), we
meet the sieve condition (8) provided thatM is chosen sufficiently large. Note
that the condition anǫ
2
n is satisfied by the assumption cns⋆ log p = o(n).
• Verification of (C6): The separability condition is trivially satisfied in this
example as there is no nuisance mean part.
Therefore, the contraction properties in Theorem 3 are obtained with s⋆ =
s0 ∨ (log n/ log p), but s⋆ is replaced by s0 since s0 > 0 and logn . log p. The
contraction rate for Σ with respect to the Frobenius norm follows from (71). The
optimal posterior contraction directly follows from Corollary 1. The assertions
(a) and (b) are thus proved.
Next, we verify the conditions (C8∗)–(C10∗) and (C11) to apply Theorems 5–
6 and Corollaries 2–3.
• Verification of (C8∗)–(C9∗): These conditions are trivially satisfied with the
zero matrix H as there is no nuisance mean part.
• Verification of (C10∗): Since the entropy in (C10∗) is bounded above by a
constant multiple of logN(δ, {Σ : ‖Σ − Σ0‖F ≤ Mˆ2√cnǫn}, ‖·‖F) . 0 ∨
log(3Mˆ2
√
cnǫn/δ) using (71) and (72), the term in (C10
∗) is bounded by a
multiple of (s⋆ ∨
√
log cn)
√
cn(s⋆ log p)3/n by Remark 6. This term tends to
zero as s⋆ can be replaced by s0.
• Verification of (C11): Note that dB,n(Σ1,Σ2) ≤ ‖Σ1 −Σ2‖F for every Σ1,Σ2
by (72), and hence it suffices to show that H is a separable metric space
with the Frobenius norm. Since the support of the prior for Σ is Euclidean,
separability with the Frobenius norm is trivial.
Hence, under (C7∗), Theorem 5 can be applied to obtain the distributional
approximation in (15) with the zero matrixH . Under (C7∗) and (C12), Theorem
6 implies the no-superset result in (16). If the beta-min condition (C13) is also
met, the strong results in Corollary 2 and Corollary 3 hold. These establish
(c)–(e).
B.3. Proof of Theorem 9
We first verify the conditions for Theorem 3 for (a) and (b).
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• Verification of (C1): Since ∆η,i is the same for every i ≤ n and the true
parameters belong to the support of the prior, we see that an = 1 and en = 0
satisfy (C1).
• Verification of (C2): Note that for every η1, η2 ∈ H,
‖ξη1 − ξη2‖22 = |(α1 − α2) + (µT1 β1 − µT2 β2)|2 + ‖µ1 − µ2‖22
. |α1 − α2|2 + ‖µ1‖22‖β1 − β2‖22 + ‖β2‖22‖µ1 − µ2‖22,
‖∆η1 −∆η2‖2F = |(βT1 Σ1β1 − βT2 Σ2β2) + (σ21 − σ22)|2
+ 2‖Σ1β1 − Σ2β2‖22 + ‖Σ1 − Σ2‖2F
. (‖β1‖22 + 1)2‖Σ1 − Σ2‖2F + |σ21 − σ22 |2
+ (‖β1‖22 + ‖β2‖22 + 1)‖Σ2‖2F‖β1 − β2‖22.
(73)
Since ‖β0‖2, |σ20 |, and ‖Σ0‖F are bounded, it follows from the last display
that there exists a constant C1 such that |α− α0|+ ‖β − β0‖2 + ‖µ− µ0‖2+
|σ2 − σ20 | + ‖Σ − Σ0‖F ≤ C1ǫ¯n implies dn(η, η0) ≤ ǫ¯n for any small ǫ¯n. This
shows that (C2) is satisfied as long as we choose ǫ¯n =
√
logn/n, as we have
|α0| ∨ ‖β0‖∞ ∨ ‖µ0‖∞ . 1, σ20 ≍ 1, and 1 . ρmin(Σ0) ≤ ρmax(Σ0) . 1.
• Verification of (C3): The assumption ‖θ0‖∞ . λ−1 log p given in the theorem
directly satisfies (C3).
• Verification of (C4): Since ∆η can be written as the sum of two positive
definite matrices as
∆η =
(
βTΣβ βTΣ
Σβ Σ
)
+
(
σ2 0
0 Ψ
)
,
the condition (C4) is satisfied as we obtain σ20 ∧ ρmin(Ψ) ≤ ρmin(∆η0) ≤
ρmax(∆η0) ≤ ‖∆η0‖F by Weyl’s inequality.
• Verification of (C5∗): For a sufficiently large M and s⋆ = s0 ∨ (log n/ log p),
choose a sieve as
Hn = {(α, β, µ) : |α|2 + ‖β‖22 + ‖µ‖22 ≤ n2M} × {σ : n−M ≤ σ2 ≤ eMs⋆ log p}
× {Σ : n−M ≤ ρmin(Σ) ≤ ρmax(Σ) ≤ eMs⋆ log p}.
Then we have ρmin(∆η) ≥ σ2 ∧ ρmin(Ψ) ≥ n−M for large n, and hence the
minimum eigenvalue condition (6) is directly met with log γn ≍ logn by the
definition of the sieve. To see the entropy condition, observe from (73) that
for every η1, η2 ∈ Hn,
d2n(η1, η2) . n
4Me2Ms⋆ log p
(|α− α0|2 + ‖β1 − β2‖22 + ‖µ1 − µ2‖22
+ ‖Σ1 − Σ2‖2F + |σ21 − σ22 |2
)
.
Therefore, for δn = 1/(6mn
3M+3/2eMs⋆ log p), the entropy relative to dn is
bounded above by
logN
(
δn, {(α, β, µ) : |α|2 + ‖β‖22 + ‖µ‖22 ≤ n2M}, ‖·‖2
)
+ logN
(
δn, {σ : σ2 ≤ eMs⋆ log p}, ‖·‖2
)
+ logN
(
δn, {Σ : ‖Σ‖F ≤ √qeMs⋆ log p}, ‖·‖F
)
,
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each summand of which is bounded by a multiple of logn+s⋆ log p. This shows
that the choice ǫn =
√
(s⋆ log p)/n explicitly satisfies the entropy condition
(7). Further, it is easy to see that the condition (8) holds using the tail bounds
for normal and inverse Wishart distributions as in (70).
• Verification of (C6): Note that the mean of Y is expressed asXθ+Zξη for Z =
1n ⊗ Iq+1. Since the condition ρmin([X∗S , 1n]T [X∗S , 1n]) & 1 explicitly implies
ρmin([XS , Z]
T [XS , Z]) & 1, the condition (C6) is satisfied by Remark 3.
Therefore we obtain the contraction properties of the posterior distribution as
in (9) with s⋆ replaced by s0 as s0 > 0 and logn . log p. The rates for η with
respect to more concrete metrics than dn can now be obtained. Note that for
small δ > 0, dn(η, η0) ≤ δ directly implies ‖µ− µ0‖2 ≤ δ and ‖Σ−Σ0‖F ≤ δ by
the definition of dn. For β, observe that
‖β − β0‖2 ≤ ‖Σ−1‖sp‖Σ(β − β0)‖2
≤ ‖Σ−1‖sp(‖Σβ − Σ0β0‖2 + ‖Σ− Σ0‖F‖β0‖2)
. ‖Σ−1‖spδ.
Since ‖Σ−1‖sp is bounded as ‖Σ − Σ0‖F ≤ δ, the preceding display implies
‖β − β0‖2 . δ. Moreover, we have
|α− α0| ≤ |µTβ − µT0 β0|+ δ
. ‖µ‖2‖β − β0‖2 + ‖β0‖2‖µ− µ0‖2 + δ
. (‖µ‖2 + 1)δ,
|σ2 − σ20 | ≤ |βTΣβ − βT0 Σ0β0|+ |(βTΣβ + σ2)− (βT0 Σ0β0 + σ20)|
≤ ‖β‖2‖Σβ − Σ0β0‖2 + ‖β0‖2‖Σ0‖sp‖β − β0‖2 + δ
. (‖β‖2 + 1)δ,
which shows that |α − α0| + |σ2 − σ20 | . δ as ‖µ‖2 and ‖β‖2 are bounded. We
finally conclude that |α− α0|+ ‖β − β0‖2 + ‖µ− µ0‖2 + |σ2 − σ20 |+ ‖Σ−Σ0‖F
contracts at the same rate of dn. The optimal posterior contraction is directly
obtained by Corollary 1. Thus the assertions (a) and (b) hold.
Next, we verify the conditions (C8∗)–(C10∗) and (C11) to apply Theorems 5–
6 and Corollaries 2–3. The orthogonal projection defined by H = Z˜(Z˜T Z˜)−1Z˜T
with Z˜ = 1n ⊗∆−1/2η0 is used to check the conditions.
• Verification of (C8∗): For H defined above, it is easy to see that the first
condition of (C8∗) is satisfied. The second condition is directly satisfied by
Remark 5.
• Verification of (C9∗): Choose a map (α, β, µ, σ2,Σ) 7→ (α + n−11TnX∗(θ −
θ0), β, µ, σ
2,Σ) for η 7→ η˜n(θ, η). To check (C9∗), we shall verify that this map
induces Φ(η˜n(θ, η)) = (ξ˜η +HX˜(θ− θ0), ∆˜η) as follows. Using the properties
of the Kronecker product that (R1 ⊗ R2)(R3 ⊗ R4) = (R1R2 ⊗ R3R4) and
(R5⊗R6)−1 = R−15 ⊗R−16 for matrices for which such operations are possible,
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we see that H satisfies
H = (1n ⊗∆−1/2η0 )(1Tn1n ⊗∆−1η0 )−1(1n ⊗∆−1/2η0 )T
=
1
n
(1n ⊗∆−1/2η0 )∆η0(1n ⊗∆−1/2η0 )T
=
1
n
(1n ⊗ Iq+1)(1Tn ⊗ Iq+1)
=
1
n
(1n1
T
n ⊗ Iq+1).
Hence,
Z(Z˜T Z˜)−1Z˜T X˜(θ − θ0) = (In ⊗∆1/2η0 )H(In ⊗∆−1/2η0 )X(θ − θ0)
= HX(θ − θ0) = 1n ⊗
(
n−11TnX
∗(θ − θ0)
0q×1
)
,
which implies that the shift only for α as in the given map provides Φ(η˜n(θ, η)) =
(ξ˜η +HX˜(θ − θ0), ∆˜η). Now, using the standard normal prior for α without
loss of generality, observe that∣∣∣∣log dΠn,θdΠn,θ0 (η)
∣∣∣∣ . ∣∣α2 − (α + n−11TnX∗(θ − θ0))2∣∣
≤ 2|α||n−11TnX∗(θ − θ0)|+ (n−11TnX∗(θ − θ0))2,
since the priors for the other parameters cancel out due to invariance. Note
that
sup
η∈Ĥn
|α| . s⋆
√
(log p)/n+ |α0| . 1,
and
1√
n
sup
θ∈Θ̂n
‖X(θ− θ0)‖2 . s⋆
√
(log p)/n,
and thus the condition (C9∗) is satisfied.
• Verification of (C10∗): Note again that dB,n(η, η0) . ‖Σ−Σ0‖F+ |σ2−σ20 |+
‖β − β0‖2 for every η ∈ Ĥn. The inequality also holds for the other direction
for every η ∈ Ĥn, by the same argument used for the recovery in the proof
of Theorem 9, (a)–(b). Hence, for some constants C1, C2 > 0, the entropy in
(C10∗) is bounded above by
logN
(
C1δ,
{
β : ‖β − β0‖2 ≤ C2Mˆ2ǫn
}
, ‖·‖2
)
+ logN
(
C1δ,
{
σ2 : |σ2 − σ20 | ≤ C2Mˆ2ǫn
}
, |·|
)
+ logN
(
C1δ,
{
Σ : ‖Σ− Σ0‖F ≤ C2Mˆ2ǫn
}
, ‖·‖F
)
.
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Since all nuisance parameters are of fixed dimensions, the last display is
bounded by a multiple of 0 ∨ log(3C2Mˆ2ǫn/C1δ) for every δ > 0, so that
(C10∗) is bounded by (s5⋆ log
3 p/n)1/2 by Remark 6. Since s⋆ . s0 in this
case, the condition is verified.
• Verification of (C11): Note that by (73), dB,n(η1, η2) . ‖Σ1 − Σ2‖F + |σ21 −
σ22 |+ ‖β1− β2‖2 for every η1, η2 ∈ Ĥn. Since each of the parameter spaces of
Σ, σ2, and β is a separable metric space with each of these norms, (C11) is
satisfied.
Therefore, under (C7∗), Theorem 5 implies that the distributional approxima-
tion in (15) holds. Under (C7∗) and (C12), we obtain the no-superset result in
(16). The remaining assertions in the theorem are direct consequences of Corol-
lary 2 and Corollary 3 if the beta-min condition (C13) is also satisfied. These
prove (c)–(e).
We complete the proof by showing that the covariance matrix of the nonzero
part can be written as in the theorem. For given S, we obtain
X˜TS (In(q+1) −H)X˜S
= X∗TS
(
In ⊗ {∆−1/2η0 }T·1
)
(In ⊗ Iq+1 −H)
(
In ⊗ {∆−1/2η0 }·1
)
X∗S
= {∆−1/2η0 }T·1{∆−1/2η0 }·1X∗TS H∗X∗S ,
where {∆−1/2η0 }·1 is the first column of ∆−1/2η0 . Note that {∆−1/2η0 }T·1{∆−1/2η0 }·1 =
{∆−1η0 }1,1, where {∆−1η0 }1,1 is the top-left element of ∆−1η0 , which is equal to
(βT0 Σ0β0 + σ
2
0 − βT0 Σ0(Σ0 +Ψ)−1Σ0β0)−1 = (σ20 + βT0 Σ0(Σ0 +Ψ)−1Ψβ0)−1 by
direct calculations. For the mean θˆS , observe that
X˜TS (In(q+1) −H)(U + X˜θ0)
= X∗TS
(
In ⊗ {∆−1/2η0 }T·1
)(
In ⊗ Iq+1 − 1
n
1n1
T
n ⊗ Iq+1
)
×
{(
In ⊗ {∆−1/2η0 }·1
)(
Y ∗ − (α0 + µT0 β0)1n
)
+
(
In ⊗ {∆−1/2η0 }·(−1)
) (
vec(WT )− 1n ⊗ µ0
)}
,
where {∆−1/2η0 }·(−1) is the submatrix of ∆−1/2η0 consisting of columns except for
{∆−1/2η0 }·1 the first column. Since {∆−1/2η0 }T·1{∆−1/2η0 }·(−1) = {∆−1η0 }1,(−1), where{∆−1η0 }1,(−1) is the first row of ∆−1η0 without the top-left entry, the last display
is equal to
X∗TS
{
H∗
[
{∆−1η0 }1,1
(
Y ∗ − (α0 + µT0 β0)1n
)
+
(
In ⊗ {∆−1η0 }1,(−1)
) (
vec(WT )− 1n ⊗ µ0
) ]}
.
As we have {∆−1η0 }1,(−1) = −{∆−1η0 }−11,1βT0 Σ0(Σ0 + Ψ)−1 by direct calculations,
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it follows that
θˆS =
(
X∗TS H
∗X∗S
)−1
X∗TS
{
H∗
[ (
Y ∗ − (α0 + µT0 β0)1n
)
− (In ⊗ (βT0 Σ0(Σ0 +Ψ)−1)) (vec(WT )− 1n ⊗ µ0) ]}.
This completes the proof.
B.4. Proof of Theorem 10
We shall verify the conditions for the posterior contraction in Theorem 3 to
prove (a)–(b). First we give the bounds for the eigenvalues of each correlation
matrix. It can be shown that
1− α = ρmin
(
GCSi (α)
) ≤ ρmax (GCSi (α)) = 1 + (mi − 1)α, (74)
1− α2
(1 + |α|)2 ≤ ρmin
(
GARi (α)
) ≤ ρmax (GARi (α)) ≤ 1− α2(1− |α|)2 , (75)
1− 2|α| ≤ ρmin
(
GMAi (α)
) ≤ ρmax (GMAi (α)) ≤ 1 + 2|α|. (76)
The first assertion (74) follows directly from the identity ρk(G
CS
i (α)) = ρk(α1mi1
T
mi)+
1− α for every k ≤ mi. For (75), see Theorem 2.1 and Theorem 3.5 of Fikioris
[12]. The assertion (76) is due to Theorem 2.2 of Kulkarni et al. [19].
• Verification of (C1): For the autoregressive correlation matrix, note that
max
1≤i≤n
∥∥σ2GARi (α) − σ20GARi (α0)∥∥2F
= m(σ2 − σ20)2 + 2
m−1∑
k=1
(m− k)(σ2αk − σ20αk0)2.
Using mn ≍ n∗, we have that
m−1∑
k=1
(m− k)(σ2αk − σ20αk0)2 .
1
n
m−1∑
k=1
(σ2αk − σ20αk0)2
n∑
i=1
{(mi − k) ∨ 0}
=
1
n
n∑
i=1
mi−1∑
k=1
(mi − k)(σ2αk − σ20αk0)2,
and hence
max
1≤i≤n
‖σ2GARi (α)− σ20GARi (α0)‖2F .
1
n
n∑
i=1
‖σ2GARi (α) − σ20GARi (α0)‖2F.
This gives us an ≍ 1 for the autoregressive matrices. Similarly, we can also
show that an ≍ 1 satisfies (C1) for the compound-symmetric and the mov-
ing average correlation matrices. Also, we have en = 0 for (C1) as the true
parameter values α0 and σ
2
0 are in the support of the prior.
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• Verification of (C2): Since the nuisance parameters are of fixed dimensions,
the condition (C2) is satisfied with ǫ¯n =
√
(logn)/n due to the restricted
range of the true parameters, σ20 ≍ 1 and α0 ∈ [b1 + ǫ, b2 − ǫ] for some fixed
ǫ > 0.
• Verification of (C3): The assumption ‖θ0‖∞ . λ−1 log p given in the theorem
directly satisfies (C3).
• Verification of (C4): Using (74)–(76), we see that for the compound-symmetric
correlation matrix, the condition (C4) is satisfied with the bounded range of
the true parameters provided that m is bounded. For the other correlation
matrices, the condition (C4) is satisfied even with increasing m.
• Verification of (C5∗): For a sufficiently largeM > 0 and s⋆ = s0∨(log n/ log p),
choose a sieve Hn = {σ2 : n−M ≤ σ2 ≤ eMs⋆ log p} × {α : b1 + n−M ≤ α ≤
b2 − n−M}. Then using (74)–(76), it is easy to see that the minimum eigen-
value of each correlation matrix is bounded below by a polynomial in n, which
implies that the condition (6) is satisfied with log γn ≍ logn. For the entropy
calculation, note that for every type of correlation matrix,
d2n(η1, η2) =
1
n
n∑
i=1
‖σ21Gi(α1)− σ22Gi(α2)‖2F
≤ 1
n
n∑
i=1
{
(σ21 − σ22)2‖Gi(α1)‖2F + σ42‖Gi(α1)−Gi(α2)‖2F
}
.
(77)
From the identity αk1 − αk2 = (α1 − α2)
∑k−1
j=0 α
j
1α
k−1−j
2 for every integer
k ≥ 1, we have that |αk1 −αk2 | . k|α1−α2| for every α1, α2 ∈ (b1, b2). By this
inequality we obtain ‖Gi(α1)−Gi(α2)‖2F . m4|α1−α2|2 for every correlation
matrix. Then, the last display is bounded by a multiple of m2(σ21 − σ22)2 +
e2Ms⋆ log pm4(α1 − α2)2 for every η1, η2 ∈ Hn. The entropy in (7) is thus
bounded by
logN
(
δn, {σ2 : 0 < σ2 ≤ eMs⋆ log p}, | · |
)
+ logN
(
δn, {α : 0 < α < 1}, | · |
)
,
for δn = (6m
3n3/2+C1eMs⋆ log p)−1 with some constant C1 > 0. It can be easily
checked that each term in the last display is bounded by a multiple of s⋆ log p,
by which the entropy condition (7) is satisfied with ǫn =
√
(s⋆ log p)/n. Using
the tail bounds of inverse gamma distributions and properties of the density
Π(dα) near the boundaries, the condition (8) is satisfied as long as M is
chosen sufficiently large.
• Verification of (C6): The separation condition is trivially satisfied as there is
no nuisance mean part.
Therefore, we obtain the posterior contraction properties of θ with s⋆ = s0 ∨
(logn/ log p) by Theorem 3. The term s⋆ can be replaced by s0 since s0 > 0
and logn . log p. Since we have mi(σ
2− σ20)2 ≤ ‖σ2Gi(α)− σ20Gi(α0)‖2F by the
diagonal entries of each matrix, the posterior contraction rate
√
(s0 log p)/(mn)
for σ2 with respect to the ℓ2-norm is obtained for every correlation matrix, as
mn ≍ n∗. In particular, for the compound-symmetric correlation matrix, this
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rate is reduced to
√
(s0 log p)/n since m is bounded in that case. We also have
mi(σ
2α−σ20α0)2 ≤ ‖σ2Gi(α)−σ20Gi(α0)‖2F for every correlation matrix, as there
are more than mi entries that is equal to σ
2α − σ20α0. Hence, by the relation
|α − α0| . |σ2α − σ20α0| + |α||σ2 − σ20 |, the same rate is also obtained for α
relative to the ℓ2-norm. The optimal posterior contraction directly follows from
Corollary 1. Thus the assertions (a)–(b) hold.
Next, we verify the conditions (C8∗)–(C10∗) and (C11) to apply Theorems 5–
6 and Corollaries 2–3.
• Verification of (C8∗)–(C9∗): These conditions are trivially satisfied with the
zero matrix H since there is no nuisance mean part.
• Verification of (C10∗): Using the results of contraction rates of σ2 and α,
note that there exists a constant C2 > 0 such that {η ∈ H : dB,n(η, η0) ≤
Mˆ2ǫn} ⊂ {σ2 : |σ2 − σ20 | ≤ C2ǫn/
√
m} × {α : |α − α0| ≤ C2ǫn/
√
m}. Thus
the entropy in (C10∗) is bounded by 0 ∨ 2 log(3C2ǫn/
√
mδ). By Remark 6,
(C10∗) is bounded by a multiple of {(s5⋆ log3 p)/n}1/2, which goes to zero by
the assumption since s⋆ . s0.
• Verification of (C11): Using (77), we have dB,n(η1, η2) . m|σ21−σ22 |+m2|α1−
α2| for every η1, η2 ∈ Ĥn. Since the parameter spaces of α and σ2 are Eu-
clidean and hence separable under the ℓ2-metric, the condition (C11) is sat-
isfied.
Therefore, under (C7∗), the distributional approximation in (15) holds with
the zero matrix H by Theorem 5. Under (C7∗) and (C12), Theorem 6 implies
that the no-superset result in (16) holds. The strong results in Corollary 2 and
Corollary 3 follow explicitly from the beta-min condition (C13). These prove
(c)–(e).
B.5. Proof of Theorem 11
We verify the conditions for the posterior contraction in Theorem 3 to show
(a)–(b).
• Verification of (C1): Using the assumption maxi‖Zi‖sp . 1, note that
max
1≤i≤n
‖Zi(Ψ −Ψ0)ZTi ‖2F
≤ ‖Ψ−Ψ0‖2F max
1≤i≤n
‖Zi‖4sp
.
1∑n
i=1 1(mi ≥ q)
∑
i:mi≥q
‖Zi(Ψ−Ψ0)ZTi ‖2F‖(ZTi Zi)−1ZTi ‖4sp
.
1
n
n∑
i=1
‖Zi(Ψ −Ψ0)ZTi ‖2F,
(78)
where the last inequality holds since mini{ρmin(ZTi Zi) : mi ≥ q} & 1 and∑n
i=1 1(mi ≥ q) ≍ n. Thus we have an ≍ 1 and en = 0.
S. Jeong and S. Ghosal/Bayesian sparse linear regression 65
• Verification of (C2): The condition is satisfied with ǫ¯n =
√
(logn)/n as Ψ is
fixed dimensional and we have 1 . ρmin(Ψ0) ≤ ρmax(Ψ0) . 1.
• Verification of (C3): The assumption ‖θ0‖∞ . λ−1 log p given in the theorem
directly satisfies (C3).
• Verification of (C4): By Weyl’s inequality, we obtain that
min
1≤i≤n
ρmin(σ
2Imi + ZiΨ0Z
T
i ) ≥ σ2 + min
1≤i≤n
ρmin(ZiΨ0Z
T
i ), (79)
max
1≤i≤n
ρmax(σ
2Imi + ZiΨ0Z
T
i ) ≤ σ2 + ρmax(Ψ0) max
1≤i≤n
‖Zi‖2sp. (80)
Since ZiΨ0Z
T
i is nonnegative definite, the right hand side of (79) is further
bounded below by σ2, while the right hand side of (80) is bounded. The
condition (C4) is thus satisfied.
• Verification of (C5∗): For a sufficiently large M and s⋆ = s0 ∨ (log n/ log p),
define a sieve as Hn = {Ψ : n−M ≤ ρmin(Σ) ≤ ρmax(Σ) ≤ eMs⋆ log p}, so that
the minimum eigenvalue condition (6) can be satisfied with log γn ≍ logn.
Similar to the proof of Theorem 7, (a)–(b), it can be easily shown that the
conditions (7) and (8) are satisfied with ǫn =
√
(s⋆ log p)/n.
• Verification of (C6): The separation condition is trivially satisfied as there is
no nuisance mean part.
Therefore, the posterior contraction rates for θ are given by Theorem 3 with s⋆
replaced by s0 since s0 > 0 and logn . log p. The contraction rate for Σ relative
to the Frobenius norm is a direct consequence of (78). The optimal posterior
contraction easily follows from Corollary 1. Thus the assertions (a)–(b) hold.
Now, we verify the conditions (C8∗)–(C10∗) and (C11) to apply Theorems 5–
6 and Corollaries 2–3.
• Verification of (C8∗)–(C9∗): These conditions are trivially satisfied with the
zero matrix H since there is no nuisance mean part.
• Verification of (C10∗): For some C1 > 0, the entropy in (C10∗) is bounded
above by a multiple of logN(δ, {Σ : ‖Σ − Σ0‖F ≤ Mˆ2C1ǫn}, ‖·‖F) . 0 ∨
log(3Mˆ2C1ǫn/δ) by (78). The expression in (C10
∗) is thus bounded by a
constant multiple of s5⋆ log
3 p by Remark 6. This tends to zero since s⋆ . s0.
• Verification of (C11): It is easy to see that dB,n(η, η0) . ‖Ψ − Ψ0‖F since
maxi‖Zi‖sp . 1. The separability of the space is thus trivial.
Hence, under (C7∗), Theorem 5 can be applied to obtain the distributional ap-
proximation in (15) with the zero matrix H . Under (C7∗) and (C12), we obtain
the no-superset result in (16) by Theorem 6. The strong results in Corollary
2 and Corollary 3 follow explicitly from the beta-min condition (C13). These
establish (c)–(e).
B.6. Proof of Theorem 12
We verify the conditions for the posterior contraction in Theorem 3.
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• Verification of (C1): Since ∆η,i = Ω−1 for every i ≤ n and Ω0 ∈M+0 (cL) for
some 0 < c < 1, an = 1 and en = 0 satisfy (C1).
• Verification of (C2): Using (i) of Lemma 10 and the relation 1− x ≍ 1− x−1
as x → 1, observe that ‖Ω−1 − Ω−10 ‖F . ‖Ω − Ω0‖F . ǫ¯n if the right hand
side is small enough. Thus, there exists a constant C1 > 0 such that {Ω :
‖Ω−1 − Ω−10 ‖F ≤ ǫ¯n} ⊃ {Ω : ‖Ω − Ω0‖F ≤ C1ǫ¯n}. Furthermore, although
the components of Ω are not a priori independent as the prior is truncated
to M+0 (L), the truncation can only increase prior concentration since Ω0 ∈
M+0 (cL) for some 0 < c < 1. Hence, for some C2 > 0,
Π
(‖Ω−1 − Ω−10 ‖F ≤ ǫ¯n) ≥ Π(‖Ω− Ω0‖∞ ≤ C2ǫ¯n/m) & (C2ǫ¯nm
)m+d
,
which justifies the choice ǫ¯n ≍
√
(m+ d)(log n)/n for (C2).
• Verification of (C3): The assumption ‖θ0‖∞ . λ−1 log p given in the theorem
directly satisfies (C3).
• Verification of (C4): This is trivially met as Ω0 ∈ M+0 (cL) for some 0 < c < 1.
• Verification of (C5∗): Note that the minimum eigenvalue condition (6) is
trivially satisfied with γn = 1 since the prior is put on M+0 (L). Now, for
r¯n = Ms⋆ log p/ logn with s⋆ = s0 ∨ (nǫ¯2n/ log p) and sufficiently large M ,
choose a sieve as Hn = {Ω ∈ M+0 (L) :
∑
j,k 1{ωjk 6= 0} ≤ r¯n}, that is, the
maximum number of edges of Ω does not exceed r¯n. Then, for δn = 1/6mn
3/2,
the entropy in (7) is bounded by
logN(δn/m,Hn, ‖·‖∞) ≤ log
{(
mL
δn
)m+r¯n ((m
2
)
r¯n
)}
≤ (m+ r¯n) log(mL/δn) + 2r¯n logm,
where in the second term, the factor (mL/δn)
m comes from the diagonal
elements of Ω, while the rest is from the off-diagonal entries. It is easy to
see that the last display is bounded by a multiple of s⋆ log p with chosen r¯n,
and hence the entropy condition (7) is satisfied. Lastly, note that for some
C3 > 0,
logΠ(H \Hn) = logΠ(|Υ| > r¯n) . −r¯n log r¯n ≤ −C3Ms⋆ log p.
Therefore the condition (8) is satisfied with sufficiently large M .
• Verification of (C6): The separation condition is trivially met as there is no
nuisance mean part.
Therefore, we obtain the posterior contraction properties for θ by Theorem 3.
The theorem also implies that the posterior distribution of Ω−1 contracts to Ω−10
at the rate ǫn =
√
(s0 log p ∨ (m+ d) log n)/n with respect to the Frobenius
norm. This is also translated as convergence of Ω to Ω0 at the same rate, since
we obtain
‖Ω− Ω0‖2F . ‖Ω−1 − Ω−10 ‖2F . ǫ2n, (81)
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by (i) of Lemma 10 and the inequality 1− x ≍ 1− x−1 as x→ 1. The assertion
for the optimal posterior contraction is directly justified by Corollary 1. These
prove (a)–(b).
Next, we verify the conditions (C8)–(C11) to obtain the optimal posterior
contraction by applying Theorem 4.
• Verification of (C8)–(C9): These conditions are trivially satisfied with the
zero matrix H since there is no nuisance mean part.
• Verification of (C10): Note that by (81), there exists a constant C4 > 0
such that the entropy in (C10) is bounded by logN(δ, {Ω : ‖Ω − Ω0‖F ≤
C4ǫ¯n}, dB,n) for every δ > 0. Using (82), the entropy is further bounded by
logN(C5δ, {Ω : ‖Ω − Ω0‖F ≤ C4ǫ¯n}, ‖·‖F) for some C5 > 0. This is clearly
bounded by a multiple of 0∨m2 log(3C4ǫ¯n/C5δ), and hence using Remark 6
we bound (C10) by a multiple of (
√
s¯⋆ ∨m)
√
(s¯⋆ log p)/n which goes to zero
by assumption.
• Verification of (C11): For every Ω1,Ω2 ∈ Ĥn, note that
‖Ω−11 − Ω−12 ‖F . ‖Ω1 − Ω2‖F . ‖Ω−11 − Ω−12 ‖F . ǫn, (82)
using (i) of Lemma 10 and the inequality 1−x ≍ 1−x−1 as x→ 1 again. By
the first inequality, it suffices to show that H is separable metric space with
the Frobenius norm. This is trivial as the parameter space is Euclidean.
Hence, under the condition (C7), Theorem 4 verifies (c).
Now, we verify the conditions (C8∗)–(C10∗) to apply Theorems 5–6 and
Corollaries 2–3.
• Verification of (C8∗)–(C9∗): These are trivially satisfied for the same reason
as (C8)–(C9).
• Verification of (C10∗): Similar to the verification of (C10), the entropy in
(C10∗) is bounded by a multiple of 0 ∨ m2 log(3C6ǫn/δ) for some C6 > 0.
Hence using Remark 6 we bound (C10∗) by a multiple of (s⋆∨m)
√
(s⋆ log p)3/n
which goes to zero by assumption.
Therefore, under (C7∗), we obtain the distributional approximation in (15) with
the zero matrix H by Theorem 5. Under (C7∗) and (C12), the no-superset result
in (16) holds by Theorem 6. Lastly, we obtain the strong results in Corollary 2
and Corollary 3 if the beta-min condition (C13) is also met. These prove (d)–(f).
B.7. Proof of Theorem 13
We verify the conditions for the posterior contraction in Theorem 3. We will
use the following properties of B-splines.
For any f ∈ Cα[0, 1], there exists β∗ ∈ RJ with ‖β∗‖∞ < ‖f‖Cα such that
‖βT∗ BJ − f‖∞ . J−α‖f‖Cα, (83)
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by the well-known approximation theory of B-splines [11, page 170]. Writing
fβ = β
TBJ , this gives
‖fβ − f‖2,n ≤ ‖fβ − f‖∞ . J−α‖f‖Cα + ‖fβ − fβ∗‖∞. (84)
We also use the following inequalities: for every β ∈ RJ ,
‖β‖∞ . ‖gβ‖∞ ≤ ‖β‖∞, ‖β‖2 .
√
J‖gβ‖2,n . ‖β‖2. (85)
See Lemma E.6 of Ghosal and van der Vaart [16] for proofs with respect to
L∞- and L2-norms. Hence the first relation can be formally justified. For the
second relation with respect to the empirical L2-norm, we assume that zi are
sufficiently regularly distributed as in (7.12) of Ghosal and van der Vaart [15].
• Verification of (C1): If v0 is strictly positive on [0, 1], then v0 satisfies the same
approximation rule in (83) for some β∗ ∈ (0,∞)J with ‖β∗‖∞ < ‖v0‖Cα (see
Lemma E.5 of Ghosal and van der Vaart [16]). Therefore the approximation
in (84) also holds for v0 even if β is restricted to have positive entries only,
and thus by (83) and (85),
‖vβ∗ − v0‖∞ . J−α, for some β∗ ∈ (0,∞)J ,
‖vβ1 − vβ2‖∞ .
√
J‖vβ1 − vβ2‖2,n, β1, β2 ∈ (0,∞)J ,
which tells us that we have an ≍ J and en ≍ J1−2α for (C1).
• Verification of (C2): Note that if J−α . ǫ¯n, it follows that for some C1 > 0,
logΠ(β : ‖vβ − v0‖2,n ≤ ǫ¯n) ≥ logΠ(β : ‖β − β∗‖∞ ≤ C1ǫ¯n) & J log ǫ¯n.
This implies that the condition (C2) is satisfied with ǫ¯n =
√
(J logn)/n.
• Verification of (C3): The assumption ‖θ0‖∞ . λ−1 log p given in the theorem
directly satisfies (C3).
• Verification of (C4): Since v0 is strictly positive on [0, 1] and belongs to a
fixed multiple of the unit ball of Cα[0, 1], we have that
1 . inf
z∈[0,1]
v0(z) ≤ sup
z∈[0,1]
v0(z) . 1.
The condition (C4) is thus satisfied.
• Verification of (C5∗): For a sufficiently large M , choose a sieve as Hn =∏J
j=1{βj : n−M ≤ βj ≤ nM}. Then the minimum eigenvalue condition (6) is
satisfied with log γn ≍ log n because for every i ≤ n,
inf
β∈Hn
vβ(zi) = inf
β∈Hn
J∑
j=1
BJ,j(zi)βj ≥ inf
β∈Hn
min
1≤j≤J
βj
J∑
j=1
BJ,j(zi) ≥ n−M ,
where BJ,j and βj denote the jth components of BJ and β, respectively.
To see the entropy condition (7), note that for every η1, η2 ∈ Hn, we have
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dn(η1, η2) . ‖β1 − β2‖∞ by (85). Hence, for some C2 > 0, the entropy in (7)
is bounded above by a multiple of
logN
(
1
C2mnM+3/2
, {β : ‖β‖∞ ≤ nM}, ‖·‖∞
)
. J logn.
The condition (8) holds since an inverse Gaussian prior on each βj produces
Π(H \ Hn) . Je−C3nM for some constant C3, by its exponentially small
bounds for tail probabilities on both sides. By matching J−α ≍ ǫ¯n and nǫ¯2n ≍
J logn, we obtain J ≍ (n/ logn)1/(2α+1) and ǫ¯n = (logn/n)α/(2α+1). Note
that the conditions anǫ
2
n → 0 and en → 0 hold only if α > 1/2.
• Verification of (C6): The separation condition holds as there is no additional
mean part.
Hence, we obtain the posterior contraction properties for θ by Theorem 3. The
contraction rate for v is also obtained by the same theorem. The assertion for
the optimal posterior contraction is directly justified by Corollary 1. We thus
see (a)–(b) hold.
Now, we verify (C8)–(C11) for the optimal posterior contraction in Theo-
rem 4.
• Verification of (C8)–(C9): These conditions are trivially satisfied as there is
no nuisance mean part.
• Verification of (C10): Note that by the inequality ‖vβ − v0‖2,n . ‖vβ −
vβ∗‖2,n + ǫ¯n, the entropy in the integrand is bounded by
logN
(
δ
√
J,
{
β : ‖β − β∗‖2 ≤ C4
√
Jǫ¯n
}
, ‖·‖2
)
. 0 ∨ J log
(
3C4ǫ¯n
δ
)
,
for some C4 > 0. Thus, the second term of (C10) is bounded by Jǫ¯n by
Remark 6, while the first term is bounded by
√
Js¯2⋆(log p)/n. Since s¯⋆ =
(J logn)/ log p . J , (C10) is bounded by Jǫ¯n = (n/ logn)
(1−α)/(2α+1), which
tends to zero as α > 1.
• Verification of (C11): For every vβ1 , vβ2 ∈ Ĥn, note that dB,n(η1, η2) = ‖vβ1−
vβ2‖2,n . ‖β1 − β2‖2 by (85). Since we put a prior for v using the B-splines
through a Euclidean parameter β, the separability is trivially satisfied.
Therefore, since (C7) is satisfied the assumption, the assertion (c) holds by
Theorem 4.
Next, we verify the conditions (C8∗)–(C10∗) to apply Theorems 5–6 and
Corollaries 2–3.
• Verification of (C8∗)–(C9∗): These are trivially satisfied for the same reason
as before.
• Verification of (C10∗): Similar to the verification of (C10), the entropy of
interest is bounded by a constant multiple of 0∨J log(3C5ǫn/δ) for some C5 >
0. Thus, (C10∗) is bounded above by a multiple of {(s2⋆∨J)J(s⋆ log p)3/n}1/2
by Remark 6, and hence goes to zero by the assumption. The condition α > 2
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is seen to be necessary by the inequality
(s2⋆ ∨ J)J(s⋆ log p)3/n ≥ J2n2ǫ¯6n = n2(−α+2)/(2α+1)logn2(3α−1)/(2α+1).
Under (C7∗), the distributional approximation in (15) holds with the zero matrix
H by Theorem 5. Under (C7∗) and (C12), the no-superset result in (16) holds
by Theorem 6. We also obtain the strong results in Corollary 2 and Corollary 3
if the beta-min condition (C13) is also met. These prove (d)–(f).
B.8. Proof of Theorem 14
We verify the conditions for the posterior contraction in Theorem 3.
• Verification of (C1): Since ∆η,i = σ2 for every i ≤ n and σ20 belongs to the
support of the prior, we have an = 1 and en = 0.
• Verification of (C2): Note that we write d2n(η, η0) = |σ2−σ20 |2+ ‖gβ− g0‖22,n.
To verify the prior concentration condition, observe that
logΠ (η ∈ H : dn(η, η0) ≤ ǫ¯n)
≥ logΠ
(
β : ‖gβ − g0‖2,n ≤ ǫ¯n√
2
)
+ logΠ
(
σ : |σ2 − σ20 | ≤
ǫ¯n√
2
)
,
where the second term on the right hand side is trivially bounded below by a
constant multiple of log ǫ¯n. Using (83)–(85), it is easy to see that if J
−α . ǫ¯n,
logΠ
(
β : ‖gβ − g0‖2,n ≤ ǫ¯n√
2
)
≥ logΠ(β : ‖β − β∗‖∞ ≤ C1ǫ¯n) & J log ǫ¯n,
for some C1 > 0. Since α¯ ≤ α, this implies that (C2) is satisfied with ǫ¯n =√
(J logn)/n.
• Verification of (C3): The assumption ‖θ0‖∞ . λ−1 log p given in the theorem
directly satisfies the condition.
• Verification of (C4): This is directly satisfied by σ20 ≍ 1.
• Verification of (C5∗): For a sufficiently large constant M and s⋆ = s0 ∨
(J logn/ log p), choose Hn = {gβ : ‖β‖∞ ≤ nM} × {σ : n−M ≤ σ2 ≤
eMs⋆ log p}, from which the minimum eigenvalue condition (6) is directly satis-
fied with log γn ≍ logn. To see the entropy condition (7), note that for every
η1, η2 ∈ Hn, we have d2n(η1, η2) . ‖β1 − β2‖2∞ + |σ21 − σ22 |2 by (85). Hence,
for some C3 > 0, the entropy in (7) is bounded above by a multiple of
logN
(
1
C3mnM+3/2
, {β : ‖β‖∞ ≤ nM}, ‖·‖∞
)
+ logN
(
1
C3mnM+3/2
, {σ : σ2 ≤ eMs⋆ log p}, |·|
)
.
The display is further bounded by a multiple of J logn+ s⋆ log p, and hence
(7) is satisfied with ǫn =
√
(s⋆ log p)/n. Using the tail bounds of normal and
inverse gamma distributions, the condition (8) is also satisfied.
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• Verification of (C6): The separation condition holds by Remark 3 as we have
dA,n(η∗, η0) = ‖gβ∗ − g0‖2,n . ǫ¯n for η∗ = (gβ∗ , σ20) in view of (83).
Therefore, the contraction rates for θ are given by Theorem 3. The rate for g
is also obtained by the same theorem. The assertion for the optimal posterior
contraction is directly justified by Corollary 1. We thus see (a)–(b) hold.
Now, we verify (C8)–(C11) for Theorem 4.
• Verification of (C8): Observe that the left hand side of the first line of (C8)
is equal to
1
(s0 ∨ 1) log p‖ξ˜η0 −Hξ˜η0‖
2
2 =
n
σ20(s0 ∨ 1) log p
‖g0 − βˆTJ BJ‖22,n,
where βˆJ = (W
T
J WJ )
−1WTJ (g0(z1), . . . , g0(zn))
T is the the least squares solu-
tion. Since βˆJ is the solution minimizing ‖g0 − βˆTJ BJ‖22,n, for some β∗ ∈ RJ ,
the last display is bounded above by
n
σ20 log p
‖g0 − βT∗ BJ‖2∞ .
n
J2α log p
, (86)
by (83), where s0 ∨ 1 is replaced by 1 as s0 is unknown. Plugging in J ≍
(n/ logn)1/(2α¯+1), it is easy to see that the right hand side of (86) is the same
order of (logn)2α/(2α¯+1)n(−2α+2α¯+1)/(2α¯+1)/ log p. This tends to zero by the
given boundedness assumption. The second condition of (C8) is satisfied by
Remark 5.
• Verification of (C9): Let η˜n(θ, η) = (gβ(·)+BTJ (·)(WTJ WJ )−1WTJ X(θ−θ0), σ2)
for a given θ, where η = (gβ(·), σ2). This setting satisfies Φ(η˜n(θ, η)) =
(ξ˜η +HX˜(θ− θ0), ∆˜η). Since each entry of β has the standard normal prior,
gβ(·) is a zero mean Gaussian process with the covariance kernel K(t1, t2) =
BJ (t1)
TBJ(t2), and thus its reproducing kernel Hilbert space (RKHS) K is
the set of all functions of the form
∑
k ζkBJ(tk)
TBJ(·) with coefficients ζk, k ∈
{1, 2, . . .}. It is easy to see that the shift (θ−θ0)TXTWJ (WTJ WJ )−1BJ(·) is in
the RKHS K since it is expressed as (θ−θ0)TXTWJ(WTJ WJ )−1W˜−1J W˜JBJ(·)
using an invertible matrix W˜J ∈ RJ×J with rowsBJ(tk) evaluated by some tk,
k = 1, . . . , J . Hence, by the Cameron-Martin theorem, for ν = (ν1, . . . , νJ)
T =
(W˜TJ )
−1(WTJ WJ)
−1WTJ X(θ − θ0) and ‖·‖K the RKHS norm, we see that
log
dΠn,θ
dΠn,θ0
(η) =
J∑
k=1
νkgβ(tk)− 1
2
‖νT W˜JBJ‖2K = νT W˜Jβ −
1
2
‖W˜TJ ν‖22,
almost surely. This gives that∣∣∣∣log dΠn,θdΠn,θ0 (η)
∣∣∣∣ . ‖β‖2‖(WTJ WJ )−1WTJ X(θ − θ0)‖2
+ ‖(WTJ WJ )−1WTJ X(θ − θ0)‖22.
(87)
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Note that we have
sup
η∈H˜n
‖β‖2 ≤ sup
η∈H˜n
‖β − β∗‖2 + ‖β∗‖2
.
√
J sup
η∈H˜n
‖gβ − gβ∗‖2,n + 1 .
√
Jǫ¯n + 1,
and
sup
θ∈Θ˜n
‖(WTJ WJ )−1WTJ X(θ − θ0)‖2 .
‖WJ‖sp supθ∈Θ˜n‖X(θ − θ0)‖2
ρmin(WTJ WJ )
.
√
Jǫ¯n,
using (85). Since
√
Jǫ¯n is bounded due to α¯ ≥ 1/2, (87) is bounded.
• Verification of (C10): Since the entropy in the integral in (C10) is bounded
above by a multiple of 0 ∨ log(3M˜2ǫ¯n/δ) for every δ > 0, the second term of
(C10) is bounded by a constant multiple of ǫ¯n due to Remark 6. The first
term is ǫ¯2n
√
n/ log p = (log n)2α¯/(2α¯+1)n(−α¯+1/2)/(2α¯+1)/
√
log p that tends to
zero by the boundedness assumption.
• Verification of (C11): Since we have dB,n(η1, η2) = |σ21−σ22 | for every σ21 , σ22 ∈
(0,∞) and the parameter space of σ2 is Euclidean, the condition is trivially
satisfied.
Therefore, the assertion (c) holds by Theorem 4 since (C7) is also satisfied by
the given assumption.
Lastly, we verify the conditions (C8∗)–(C10∗) to apply Theorems 5–6 and
Corollaries 2–3.
• Verification of (C8∗): Similar to the verification of (C8), the first line of (C8∗)
is equal to
s2⋆ log p‖ξ˜η0 −Hξ˜η0‖22 .
ns2⋆ log p
J2α
.
Plugging in J ≍ (n/ logn)1/(2α¯+1), it is easy to see that this tends to zero by
the given boundedness condition, which requires that α¯ < α− 1/2.
• Verification of (C9∗): Similar to the verification of (C9), we now have
sup
η∈Ĥn
‖β‖2 . s⋆
√
(J log p)/n+ 1,
sup
θ∈Θ̂n
‖(WTJ WJ )−1WTJ X(θ − θ0)‖2 .
‖WJ‖sp supθ∈Θ̂n‖X(θ − θ0)‖2
ρmin(WTJ WJ)
. s⋆
√
(J log p)/n.
Since J logn = nǫ¯2n ≤ s⋆ log p, (87) tends to zero since s5⋆ log3 p = o(n).
• Verification of (C10∗): By the similar calculations as before, we see that
(C10∗) is bounded by (s5⋆ log
3 p/n)1/2 which tends to zero. The condition α¯ >
1 is necessary since (s5⋆ log
3 p)/n ≥ n2ǫ¯6n = (log n)6α¯/(2α¯+1)n−2(α¯−1)/(2α¯+1).
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Therefore, under (C7∗), we have the distributional approximation in (15) by
Theorem 5. Under (C7∗) and (C12), Theorem 6 implies that the no-superset re-
sult in (16) holds. The stronger assertions in (17) and (18) are explicitly derived
from Corollary 2 and Corollary 3 if the beta-min condition (C13) is also met.
Appendix C: Auxiliary results
Here we provide some auxiliary results used to prove the main results.
Lemma 9. Let pk be the density of Nr(µk,Σk) for k = 1, 2. Then,
K(p1, p2) =
1
2
{
log
detΣ2
detΣ1
+ tr(Σ1Σ
−1
2 )− r + ‖Σ−1/22 (µ1 − µ2)‖22
}
,
V (p1, p2) =
1
2
{
tr(Σ1Σ
−1
2 Σ1Σ
−1
2 )− 2tr(Σ1Σ−12 ) + r
}
+ ‖Σ1/21 Σ−12 (µ1 − µ2)‖22.
Proof. Let Z = Σ
−1/2
1 (X − µ1) ∼ Nr(0, I) for X ∼ p1 and A = Σ1/21 Σ−12 Σ1/21 .
Then by direct calculations, we have
K(p1, p2) = Ep1
{
log
p1
p2
(X)
}
=
1
2
{
log
det Σ2
det Σ1
+ Ep1Z
TAZ − r + (µ1 − µ2)TΣ−12 (µ1 − µ2)
}
,
which verifies the first assertion because Ep1Z
TAZ = trA. After some algebra,
we also obtain
V (p1, p2) = Ep1
{
log
p1
p2
(X)−K(p1, p2)
}2
=
1
4
Ep1
{
−ZTZ + ZTAZ + 2(µ1 − µ2)TΣ−12 Σ1/21 Z − tr(A) + r
}2
.
The rightmost side involves forms of Ep1 (ZZ
TQ1Z) and Ep1 (Z
TQ1ZZ
TQ2Z)
for two positive definite matrices Q1 and Q2. It is easy to see that the former
is zero, while it can be shown the latter equals 2tr(Q1Q2) + tr(Q1)tr(Q2); for
example, see Lemma 6.2 of Magnus [20]. Plugging in this for the expected values
of the products of quadratic forms, it is easy (but tedious) to verify the second
assertion.
Lemma 10. For r × r positive definite matrices Σ1 and Σ2, let d1, . . . , dr be
the eigenvalues of Σ
1/2
2 Σ
−1
1 Σ
1/2
2 . Then the following assertions hold:
(i) ρ−2max(Σ2)‖Σ1 − Σ2‖2F ≤
∑r
k=1(d
−1
k − 1)2 ≤ ρ−2min(Σ2)‖Σ1 − Σ2‖2F,
(ii) maxk |dk − 1| can be made arbitrarily small if g2(Σ1,Σ2) is chosen suffi-
ciently small, where g is defined in (33).
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Proof. Let A = Σ
−1/2
2 Σ1Σ
−1/2
2 . Since the eigenvalues of A − Ir are d−11 −
1, . . . , d−1r − 1, we can see that ‖Σ1 − Σ2‖2F is equal to
‖Σ1/22 (A− Ir)Σ1/22 ‖2F ≤ ρ2max(Σ2)‖A− Ir‖2F = ρ2max(Σ2)
r∑
k=1
(d−1k − 1)2.
Conversely, using the sub-multiplicative property of the Frobenius norm, ‖BC‖F ≤
‖B‖sp‖C‖F, it can be seen that
∑r
k=1(d
−1
k − 1)2 is equal to
‖A− Ir‖2F = ‖Σ−1/22 (Σ1 − Σ2)Σ−1/22 ‖2F ≤ ρ2max(Σ−12 )‖Σ1 − Σ2‖2F.
These verify (i). Now, note that by direct calculations,
(detΣ1)
1/4(detΣ2)
1/4
det((Σ1 +Σ2)/2)1/2
=
{
1
2r
det(A1/2 +A−1/2)
}−1/2
=
{
r∏
k=1
1
2
(d
1/2
k + d
−1/2
k )
}−1/2
.
Hence, g2(Σ1,Σ2) < δ for a sufficiently small δ > 0 implies that
r∏
k=1
1
2
(d
1/2
k + d
−1/2
k ) < (1− δ2/2)−2.
Since every term in the product of the last display is greater than or equal to
1, we have (d
1/2
k + d
−1/2
k )/2 < (1 − δ2/2)−2 for every k. As a function of dk,
(d
1/2
k + d
−1/2
k )/2 has the global minimum at dk = 1, and hence δ can be chosen
sufficiently small to make |dk− 1| small for every k = 1, . . . , r, which establishes
(ii).
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