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Hilbert schemes of points on the minimal resolution and
soliton equations
Zhenbo Qin and Weiqiang Wang
Abstract. The equivariant and ordinary cohomology rings of Hilbert schemes
of points on the minimal resolution C2//Γ for cyclic Γ are studied using ver-
tex operator technique, and connections between these rings and the class
algebras of wreath products are explicitly established. We further show that
certain generating functions of equivariant intersection numbers on the Hilbert
schemes and related moduli spaces of sheaves on C2//Γ are τ -functions of 2-
Toda hierarchies.
1. Introduction
In the past few years, the theory of vertex operators (cf. [FLM]) has found
remarkable applications in the study of the Hilbert schemes X [n] of points on a
surface X (see [Na2, Le, LQW1, LQW2, Ru, Vas, Wa1] and the references
therein). To a large extent, the construction of Heisenberg algebra by Nakajima
[Na1] (also cf. [Gro]) was a key starting point. It is well known that the Hilbert-
Chow morphism from the Hilbert scheme X [n] to the symmetric product Xn/Sn
is a resolution of singularities. An isomorphism has been established between the
cohomology rings of the Hilbert schemes and the Chen-Ruan orbifold cohomology
rings of the symmetric products for the affine plane C2 in [LS, Vas] via different
approaches, and for a large class of quasi-projective surfaces in [LQW1]. These
and other results have supported Ruan’s general conjectures [Ru] on the relations
between the orbifold cohomology ring of an orbifold and the cohomology ring of its
crepant resolution. On the other hand, a certain generating function of equivariant
intersection numbers on the Hilbert schemes (C2)[n] are shown [LQW2] to be τ -
functions of the 2-Toda hierarchies.
When X = C2//Γ is the minimal resolution of C2/Γ, where Γ is a finite sub-
group of SL2(C), we have the following resolution of singularities [Wa1]
πn : (C
2//Γ)[n] −→ C2n/Γn
obtained by the composition (C2//Γ)[n] → (C2//Γ)n/Sn → (C2/Γ)n/Sn ∼= C2n/Γn.
Here Γn := Γ
n⋊Sn is the wreath product. When Γ is cyclic, we fix a distinguished
T = C∗ action on C2//Γ which induces an action on (C2//Γ)[n] with isolated fixed
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points. Throughout the paper, we will assume that Γ is a cyclic finite subgroup
of SL2(C). For example, if Γ is of order 2, then C
2//Γ is isomorphic to the total
space of the cotangent bundle over the projective line P1.
A main goal of this paper is to study the (equivariant) cohomology ring of
Hilbert schemes of points on C2//Γ using vertex operator technique and to develop
its relations to soliton equations. This study specializes when Γ is trivial to the
study of [Vas, LQW2] in the affine plane case. In addition, we shall establish
Ruan’s conjecture on the cohomology ring isomorphism for the resolution πn :
(C2//Γ)[n] → C2n/Γn and provide an explicit map for such an isomorphism.
Let us now discuss the paper in more details. First of all, generalizing the affine
plane case studied by Vasserot [Vas], we introduce a ring structure on
Hn = H
2n
T ((C
2//Γ)[n])
which encodes the equivariant cohomology ring structure of H∗T ((C
2//Γ)[n]). We
further construct a Heisenberg algebra acting irreducibly on
H =
∞⊕
n=0
Hn.
This is an equivariant analog of the Heisenberg algebra in [Na1, Na2] (also cf.
[Vas]). Our study uses in an essential way a very concrete and useful description
of C2//Γ and its torus action provided by Ito-Nakamura [IN].
Next, we introduce an explicit map from the ring Hn to the class algebra R(Γn)
and show that it is a ring isomorphism. This result specializes to a result in [Vas]
in the affine plane case. Denote by G∗Γ(n) the graded ring associated to a natural
filtration on R(Γn) (cf. [Wa3]). We obtain an explicit map from H
∗((C2//Γ)[n])
to G∗Γ(n) which is further shown to be also a graded ring isomorphism. When Γ
is trivial, this has been established in [LS, Vas] and in [LQW1] using different
methods. With the help of the Heisenberg algebra in the setup of wreath products
[FJW, Wa2] and the Heisenberg algebra on Hilbert schemes constructed above,
our maps further identify several distinguished linear bases on both sides. Our
above isomorphism of graded rings establishes Ruan’s conjecture for the crepant
resolution πn : (C
2//Γ)[n] → C2n/Γn, since one can identify G∗Γ(n) as the Chen-
Ruan orbifold cohomology ring of C2/Γn. The resolution πn seems to be the first
nontrivial example beyond the Hilbert-Chow morphism where Ruan’s conjecture
is established in a constructive way (see [EG] for an earlier nonconstructive ap-
proach toward Ruan’s conjecture). A direct and constructive ring isomorphism
from H∗((C2//Γ)[n]) to G∗Γ(n) for non-cyclic Γ has yet to be constructed, though
G∗Γ(n) can still be defined for a general Γ, cf. [EG, Wa3].
In addition, we introduce a family of moduli spaces of sheaves on C2//Γ, which
are isomorphic to the Hilbert schemes (C2//Γ)[n] and parameterized by certain inte-
gral lattice in H2T (C
2//Γ). Using an operator approach, we study the T -equivariant
Chern characters of some distinguished T -equivariant tautological bundles over
these moduli spaces. We identify the Chern character operators, which are de-
fined in terms of the T -equivariant Chern characters, with some familiar operators
acting on the fermionic Fock space associated to the integral lattice in H2T (C
2//Γ).
We then formulate generating functions of the equivariant intersection numbers of
these Chern characters, and recast them in an operator formalism. It follows from
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standard arguments that they are τ -functions of the 2-Toda hierarchies of Ueno-
Takasaki [UT]. These results generalize the affine plane case studied in [LQW2].
This paper is organized as follows. In Section 2, we study the torus-equivariant
geometry of the Hilbert schemes and formulate the Heisenberg algebra. In Sec-
tion 3, we established the two ring isomorphisms in the equivariant and ordinary
cohomology setups. In Section 4, we introduce a certain moduli space of sheaves
on the minimal resolution C2//Γ and study the related fermionic Fock space. In
Section 5, we show that certain generating functions of the equivariant intersection
numbers on these moduli spaces are τ -functions.
2. Hilbert schemes of points on the minimal resolution
2.1. The minimal resolution. Let Γ = 〈a〉 be the cyclic group of order r.
Below we often regard Γ as the subgroup of SL2(C) which consists of the diagonal
matrices ai = diag(εi, ε−i), 0 ≤ i < r, where ε = e2π
√−1/r is a primitive r-th
root of unity. We denote by Γ∗ = {γ0, γ1, . . . , γr−1} the set of complex irreducible
characters of Γ, with the character table of Γ given by
γk(a
i) = εik, 0 ≤ i, k ≤ r − 1.
In other words, the character table is given by the r × r matrix
M = [εik]0≤i,k≤r−1.
Let π : C2//Γ → C2/Γ be the minimal desingularization of C2/Γ, and let X =
C2//Γ. The exceptional fiber π−1(0) consists of (r−1) projective lines Σ1, . . . ,Σr−1,
with the configuration of a Dynkin diagram
Ar−1 : ◦ ◦ ◦ . . . ◦
Σ1 Σ2 Σr−1
in the following sense: Σi and Σj intersect if and only if |i−j| = 1; and when this is
so they intersect transversally at one point. Following Ito-Nakamura [IN], we can
identify X with the subvariety of (C2)[r] which consists of the points corresponding
to the following Γ-invariant ideals in the coordinate ring C[z1, z2] of C
2:
I(O) :=
∏
(a1,a2)∈O
m(a1,a2) = (z
r
1 − a
r
1, z1z2 − a1a2, z
r
2 − a
r
2),(2.1)
Ii(pi : qi) := (piz
i
1 − qiz
r−i
2 , z1z2, z
i+1
1 , z
r+1−i
2 )(2.2)
where m(a1,a2) = (z1 − a1, z2 − a2), O stands for a Γ-orbit in C
2 disjoint from the
origin, 1 ≤ i ≤ r − 1, and (pi : qi) ∈ P1. For each 1 ≤ i ≤ r − 1, the rational curve
Σi consists of all the points in (C
2)[r] corresponding to the ideals (2.2).
Moreover, X admits an affine open cover {Xi}0≤i≤r−1 :
X = ∪0≤i≤r−1Xi, where Xi ∼= Spec C[zi,1, zi,2].
The inclusion map Xi →֒ X is given by the morphism defined via the universal
property of (C2)[r] from the following 2-dimensional flat family of Γ-invariant ideals
in C[z1, z2]:
Ii(ai,1, ai,2) := (z
i+1
1 − ai,1z
r−i−1
2 , z1z2 − ai,1ai,2, z
r−i
2 − ai,2z
i
1)(2.3)
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where (ai,1, ai,2) stands for points in Xi ∼= C2. Note that when ai,1ai,2 6= 0, we
have Ii(ai,1, ai,2) = I(O) where O is the Γ-orbit of the point (a1, a2) ∈ C2 with
a1 = a
(r−i)/r
i,1 a
(r−i−1)/r
i,2 , a2 = ai,1ai,2/a1 = a
i/r
i,1 a
(i+1)/r
i,2
(i.e., ai,1 = a
i+1
1 /a
r−i−1
2 and ai,2 = a
r−i
2 /a
i
1). Similarly, we obtain
Ii(ai,1, 0) = Ii+1(1 : ai,1), 0 ≤ i ≤ r − 2(2.4)
Ir−1(ar−1,1, 0) = (zr1 − ar−1,1, z2),(2.5)
Ii(0, ai,2) = Ii(ai,2 : 1), 1 ≤ i ≤ r − 1(2.6)
I0(0, a0,2) = (z1, z
r
2 − a0,2).(2.7)
Let ξ0, . . . , ξr−1 ∈ X be the points corresponding respectively to the ideals:
I1(1 : 0), I1(0 : 1) = I2(1 : 0), . . . , Ir−2(0 : 1) = Ir−1(1 : 0), Ir−1(0 : 1).(2.8)
Then ξ0 ∈ Σ1, {ξ1} = Σ1 ∩ Σ2, . . . , {ξr−2} = Σr−2 ∩ Σr−1, and ξr−1 ∈ Σr−1.
Moreover, we see from (2.4)–(2.7) that ξi is the origin of the open affine chart Xi,
Σi+1 − {ξi+1} is the zi,1-axis of Xi when 0 ≤ i ≤ r − 2, and Σi − {ξi−1} is the
zi,2-axis of Xi when 1 ≤ i ≤ r − 1. Let Σ0 be the z0,2-axis of X0, and Σr be the
zr−1,1-axis of Xr−1.
2.2. Fixed point classes and bilinear forms. Let T = C∗ act on C2 by
s(z1, z2) = (sz1, s
−1z2), s ∈ T.(2.9)
This action induces a T -action on (C2)[r] which preserves the minimal resolution
X = C2//Γ as a subvariety of (C2)[r]. In view of (2.1) and (2.2), the locus XT of
T -fixed points is
XT = {ξ0, . . . , ξr−1}.
Since the family of ideals in (2.3) is T -invariant, Xi is T -invariant. In addition,
T acts on points (ai,1, ai,2) ∈ Xi by s(ai,1, ai,2) = (s−rai,1, srai,2), i.e., T acts on
the coordinate functions (zi,1, zi,2) of Xi by
s(zi,1, zi,2) = (s
rzi,1, s
−rzi,2).(2.10)
The T -action on X induces a T -action on the Hilbert scheme X [n], which again
has isolated fixed points. As explained below, these isolated fixed points ξλ are
parametrized by the multi-partitions λ in the finite set
Pn(r) = {λ = (λ
0, · · · , λr−1) | |λ0|+ · · ·+ |λr−1| = n}.(2.11)
More explicitly, a T -fixed subscheme Z ofX of length-n is a disjoint union of T -fixed
subschemes Zi, i = 0, . . . , r− 1, such that Zi is supported at ξi, and
∑
i ℓ(Zi) = n.
Put ni = ℓ(ξi). Since ξi ∈ Xi ∼= C2 is the origin and T acts on Xi by (2.10), we
see from [ES] that the T -fixed subschemes Zi ∈ (Xi)
[ni] ⊂ X [ni] are in one-to-one
correspondence with the partitions λi of ni. We denote such Zi by ξ
λi
i and so Z is
given by ξλ =
∑
i ξ
λi
i when λ = (λ
0, · · · , λr−1). It is known [ES] that the tangent
space T
ξλ
i
i
X [ni] of X [ni] at ξλ
i
i as a T -module decomposes as
T
ξλ
i
i
X [ni] =
⊕
∈λi
(
θrh()
⊕
θ−rh()
)
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where θ is the 1-dimensional standard module of T , and  runs over the cells in
the Young diagram corresponding to the partition λi, h() is the hook number of
a cell . Hence as a T -module the tangent space of X [n] at ξλ decomposes as
TξλX
[n] =
r−1⊕
i=0
⊕
∈λi
(
θrh()
⊕
θ−rh()
)
.(2.12)
Let H∗T (M) be the equivariant cohomology of a smooth variety M with C-
coefficient. Then H∗T (M) is a C[t]-module if we identify H
∗
T (pt) and C[t], where t
is an element of degree-2. Putting h(λ) =
∏r−1
i=0
∏
∈λi h(), we see from (2.12)
that the equivariant Euler class of the tangent bundle at ξλ ∈ X [n] is
eT (TξλX
[n]) = (−1)nr2nt2n
r−1∏
i=0
∏
∈λi
h()2 = (−1)nr2nt2nh(λ)2.(2.13)
For λ ∈ Pn(r), let iλ : ξλ → X
[n] be the inclusion map. Let [ξλ] ∈ H
4n
T (X
[n])
be the equivariant cohomology class corresponding to the fixed point ξλ. Then,
[ξλ] = i
!
λ(1ξλ) where 1ξλ is the unity in the ring H
∗
T (ξλ) and i
!
λ is the Gysin map.
For λ and µ in Pn(r), we see from the projection formula and (2.13) that
[ξλ] ∪ [ξµ] = δλ,µeT (TξλX
[n])[ξλ] = δλ,µ · (−1)
nr2nt2nh(λ)2[ξλ].(2.14)
Denote ιn =
⊕
λ∈Pn(r)
iλ : (X
[n])T → X [n], and let ι!n : H
∗
T ((X
[n])T )′ →
H∗T (X
[n])′ be the induced Gysin map where H∗T (·)
′ = H∗T (·) ⊗C[t] C(t). By the
localization theorem, ι!n is an isomorphism. The inverse (ι
!
n)
−1 is given by
α→
(
i∗λα
eT (TξλX
[n])
)
λ∈Pn(r)
=
(
i∗λα
(−1)nr2nt2nh(λ)2
)
λ∈Pn(r)
.(2.15)
We define a bilinear form 〈−,−〉 on H∗T (X
[n])′ ⊗C(t) H∗T (X
[n])′ → C(t) by
〈α, β〉 = (−1)np!n(ι
!
n)
−1(α ∪ β)(2.16)
where pn is the projection of the set (X
[n])T of T -fixed points to a point.
Set Hn = H
2n
T (X
[n]). From the spectral sequence computation and the fact
that H2k(X [n]) = 0 for k > n, we see that H4nT (X
[n]) = tn ·H2nT (X
n]) = tnHn. So
there is an induced (commutative associative) ring structure ⋆ on Hn defined by:
tn(x ⋆ y) = x ∪ y, x, y ∈ Hn.
Associated to [ξλ] ∈ H
4n
T (X
[n]), we can define [λ] ∈ Hn for λ ∈ Pn(r) by
[λ] = (−1)nr−nh(λ)−1t−n[ξλ] ∈ Hn.(2.17)
To emphasis the case n = 1, we introduce for 0 ≤ i ≤ r − 1 the notation:
♦i = −r
−1t−1[ξi].
It follows from (2.14) and (2.16) that for λ, µ ∈ Pn(r), we have
〈[λ], [µ]〉 = δλ,µ.(2.18)
Combining with (2.15), we see that the [λ]’s with λ ∈ Pn(r) form a C-linear basis
of Hn. So the restriction of the bilinear form (2.16) to Hn×Hn is a nondegenerate
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C-valued bilinear form on Hn which again will be denoted by 〈−,−〉. Let
H =
∞⊕
n=0
Hn.(2.19)
Then we have an induced non-degenerate bilinear form 〈−,−〉 : H×H→ C.
Lemma 2.1. (i) We have the following identifications:
rt = ♦0 + · · ·+♦r−1, [Σi] = ♦i−1 −♦i, 1 ≤ i ≤ r − 1.
(ii) The bilinear form 〈−,−〉 on H1 is also given by
〈t, t〉 =
1
r
, 〈t, [Σi]〉 = 0, 〈[Σi], [Σj ]〉 =

2 if i = j,
−1 if |i− j| = 1,
0 otherwise.
Proof. It suffices to verify (i) since (ii) follow from (i) and (2.18). Applying
the localization theorem (2.15) to α = rt ∈ H∗T (X) and n = 1 yields
rt =
r−1∑
i=0
rt[ξi]
−r2t2
=
r−1∑
i=0
♦i.
Since Ii−1(ai−1,1, 0) = Ii(1 : ai−1,1) when 1 ≤ i ≤ r − 1, the torus T acts on
the points (pi : qi) ∈ Σi by s(pi : qi) = (pi : s−rqi). Note that ξi−1 and ξi are the
points (1 : 0) and (0 : 1) in Σi respectively. By the localization theorem, we have
1Σi =
[ξi−1]
−rt
+
[ξi]
rt
= −r−1t−1[ξi−1] + r−1t−1[ξi] ∈ H∗T (Σi)
′.
It follows that [Σi] = ♦i−1 −♦i ∈ H∗T (X). This proves (i). 
2.3. Heisenberg algebra. In this subsection, we shall generalize the con-
struction of the Heisenberg algebra in [Vas] (also cf. [Na2]). Let i be a positive
integer, and Y be a T -invariant closed curve in X . Define
Yn,i = {(ξ, η) ∈ X
[n+i] ×X [n] | η ⊂ ξ, Supp(Iη/Iξ) = {y} ∈ Y }.(2.20)
Let p1 and p2 be the projections of X
[n+i] × X [n] to the two factors respectively.
We define the linear operator p−i([Y ]) ∈ End(H) by
p−i([Y ])(α) = p!1(p
∗
2α ∪ [Yn,i]) ∈ Hn+i(2.21)
for α ∈ H2nT (X
[n]). Note that the restriction of p1 to Yn,i is proper. We define
pi([Y ]) ∈ End(H) to be the adjoint operator of p−i([Y ]). Alternatively, letting p′2
be the projection of (X [n])T ×X [n−i] to X [n−i], we see that
pi([Y ])(α) = (−1)
i · (p′2)
!
(
(ιn × Id)
!
)−1
(p∗1α ∪ [Yn−i,i]) ∈ Hn−i
for α ∈ H2nT (X
[n]). Finally, we also put p0([Y ]) = 0.
Recall that Σ0 is the z0,2-axis in X0 ∼= SpecC[z0,1, z0,2], and Σr is the zr−1,1-
axis in Xr−1 ∼= SpecC[zr−1,1, zr−1,2]. Both Σ0 and Σr are closed in X . As in
Lemma 2.1 (i), using the localization theorem, we obtain
[Σ0] = −♦0, [Σr] = ♦r−1.(2.22)
Since ♦0, . . . ,♦r−1 form a linear basis of H1 = H2T (X), we see from Lemma 2.1 (i)
and (2.22) that H1 has two more linear bases:
{[Σ0], [Σ1], . . . , [Σr−1]}, {[Σ1], [Σ2], . . . , [Σr]}.(2.23)
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Using one of the two bases in (2.23), we extend by linearity on α to obtain the
linear operator pm(α) ∈ End(H) for every α ∈ H1.
Theorem 2.2. The linear operators pm(α), where m ∈ Z and α ∈ H1 =
H2T (X), satisfy the Heisenberg algebra commutation relation:
[pm(α), pn(β)] = mδm,−n〈α, β〉 Id.(2.24)
Furthermore, H is the Fock space (i.e. an irreducible module) of this Heisenberg
algebra with highest weight vector |0〉 which denotes the unity in H0 ⊂ H∗T (X
[0]).
Proof. By (2.23), {[Σ0], [Σ1], . . . , [Σr−1]} is a basis of H1. Since p0([Σi]) = 0
and p−m([Σi]) is the adjoint of pm([Σi]), to prove (2.24) it suffices to prove that
[pm([Σi]), pn([Σj ])] = 0(2.25)
[pm([Σi]), p−n([Σj ])] = mδm,n〈[Σi], [Σj ]〉 Id(2.26)
for m,n > 0 and 0 ≤ i, j ≤ r. When i 6= j, Σi and Σj are either disjoint or intersect
transversally at exactly one point. Following the argument in [Na2, Vas], we
conclude that (2.25) and (2.26) hold when i 6= j. To handle the case i = j, we see
from Lemma 2.1 (i) and (2.22) that [Σi] = −
∑
0≤s≤r,s6=i[Σs]. Thus,
[pm([Σi]), pn([Σi])] = −
∑
0≤s≤r,s6=i
[pm([Σi]), pn([Σs])] = 0,
[pm([Σi]), p−n([Σi])] = −
∑
0≤s≤r,s6=i
[pm([Σi]), p−n([Σs])]
= mδm,n〈[Σi], [Σi]〉 Id.
This completes the proof of (2.25) and (2.26), and whence (2.24).
To prove the second statement in our theorem, recall that the classes [λ], as λ
runs over all multi-partitions in Pn(r), form a linear basis of Hn. Therefore,
∞∑
n=0
dim(Hn) q
n =
1∏∞
k=1(1− q
k)r
.(2.27)
On the other hand, it is well known that the Fock space of the Heisenberg algebra
is irreducible (thanks to the non-degeneracy of the bilinear form on H1), and its
character is given by the right-hand-side of (2.27). Hence we can identify the space
H with the Fock space of the Heisenberg algebra. 
For latter purpose we make the following definitions. Let µ = (µ1, µ2, · · · , µℓ)
be a partition of the integer |µ| = µ1 + · · · + µℓ, where µ1 ≥ · · · ≥ µℓ ≥ 1. We
will also make use of another notation µ = (1m12m2 · · · ), where mi is the number
of parts in µ equal to i. The length ℓ(µ) is the number ℓ or m1 +m2 + · · · in the
second notation. For 0 ≤ i ≤ r − 1 and m ∈ Z, we define
pm(c
i) =
r−1∑
j=0
ε−ijpm(♦j).
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For λ = (λ0, · · · , λr−1) with λi = (1m1(i)2m2(i) . . .), define
p−λ :=
r−1∏
i=0
p−λi(♦i)|0〉, p−λi(♦i) =
∏
k≥1
p−k(♦i)mk(i)(2.28)
p′−λ :=
r−1∏
i=0
∏
k≥1
p−k(ci)mk(i)|0〉.(2.29)
2.4. Equivariant bundles and equivariant Chern characters. We de-
note the universal codimension-2 subscheme of X [n] ×X by
Zn = {(ξ, x) ∈ X
[n] ×X | x ∈ Supp(ξ)}.
For a line bundle L on X , let L[n] denote the tautological rank-n vector bundle
π1∗(OZn ⊗ π∗2L) on X
[n], where π1 and π2 denote the projections of X
[n] ×X to
the factors. When L is T -equivariant over X , L[n] is T -equivariant over X [n]. This
construction is actually valid for every (quasi-)projective surface (besides X).
Next, using [IN] we describe certain distinguished T -equivariant line bundles
over X , which were earlier defined in [GSV] by a different and more complicated
method. Recall that X is identified with the subvariety of (C2)[r] consisting of the
points corresponding to the ideals I in (2.1) and (2.2) of C[z1, z2]. For such an I,
C[z1, z2]/I is isomorphic to the regular representation of Γ. Denote by O
[r]
C2
the
tautological rank-r bundle over the Hilbert scheme (C2)[r]. Each fiber of the rank-r
vector bundle
(
O
[r]
C2
)
|X over X carries the structure of the regular representation of
Γ. We obtain T -equivariant line bundles L0, L1, . . . , Lr−1 over X by decomposing(
O
[r]
C2
)
|X according to the irreducible characters γ0, γ1, . . . , γr−1 of Γ:
(
O
[r]
C2
)
|X ∼=
r−1⊕
k=0
γk ⊗ Lk.(2.30)
To understand the fiber Lk|ξi of Lk at the T -fixed point ξi (0 ≤ i ≤ r − 1),
we recall from (2.8) that ξi corresponds to the ideal (z
i+1
1 , z1z2, z
r−i
2 ) in C[z1, z2].
The fiber of (OC2)
[r] at a point Z ∈ (C2)[r] is canonically identified with H0(OZ).
Hence the fiber of
(
O
[r]
C2
)
|X at ξi is canonically identified as
H0(Oξi) = Span (1, z1, . . . , z
i
1, z2, . . . , z
r−i−1
2 ).
Combining this with the standard action of Γ on C2 and (2.30), we conclude that
Lk|ξi =
{
C · zr−k2 if 0 ≤ i < k,
C · zk1 if k ≤ i ≤ r − 1.
(2.31)
Now we study the Chern character of the T -equivariant tautological rank-n
vector bundle L
[n]
k over X
[n]. We begin with the description of its fiber over a
T -fixed point ξλ ∈ X [n] where λ = (λ0, . . . , λr−1) ∈ Pn(r). The fiber of L
[n]
k at ξλ
is
L
[n]
k |ξλ
∼=
r−1⊕
i=0
L
[|λi|]
k |ξλi
i
∼=
r−1⊕
i=0
(
Lk|ξi
)
⊗H0(O
ξλ
i
i
).(2.32)
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If we write the partition λi in terms of its parts as λi = (λi1, λ
i
2, · · · , λ
i
ℓ), then the
C-vector space H0(O
ξλ
i
i
) ⊂ H0(OXi ) has a linear basis{
1, zi,2, . . . , z
λi1−1
i,2 , zi,1, zi,1zi,2, . . . , zi,1z
λi2−1
i,2 , . . . , z
ℓ−1
i,1 , z
ℓ−1
i,1 zi,2, . . . , z
ℓ−1
i,1 z
λiℓ−1
i,2
}
where zi,1 and zi,2 are the coordinate functions of Xi. By (2.10), T acts on zi,1 and
zi,2 by s(zi,1, zi,2) = (s
rzi,1, s
−rzi,2). So as a T -module,
H0(O
ξλ
i
i
) ∼=
⊕
∈λi
θrc
where c is the content of the cell . By (2.9), (2.31) and (2.32), we have
L
[n]
k |ξλ
∼=
(
k−1⊕
i=0
⊕
∈λi
θ(k−r)+rc
)⊕(r−1⊕
i=k
⊕
∈λi
θk+rc
)
.
Let chTm(L
[n]
k ) be the m-th T -equivariant Chern character of L
[n]
k . Then,
chTm(L
[n]
k )|ξλ =
1
m!
(
k−1∑
i=0
∑
∈λi
(
(k − r + rc)t
)m
+
r−1∑
i=k
∑
∈λi
(
(k + rc)t
)m)
.
By the projection formula, we have in H∗T (X
[n])′ that
chTm(L
[n]
k ) ∪ [ξλ] = i
!
λ
(
chTm(L
[n]
k )|ξλ
)
(2.33)
=
1
m!
(
k−1∑
i=0
∑
∈λi
(
(k − r + rc)t
)m
+
r−1∑
i=k
∑
∈λi
(
(k + rc)t
)m)
[ξλ].
Let m ≥ 0 and 0 ≤ k ≤ r − 1. For a nonnegative integer n, denote
ch
[n]
k;m = t
n−mchTm(L
[n]
k ) ∈ Hn.(2.34)
We define a Chern character operator Gk (respectively, Gk;m) in End(H) by sending
a ∈ Hn to a ⋆
∑
m≥0 ch
[n]
k;m (respectively, to a ⋆ ch
[n]
k;m) in Hn for each n. Similarly,
we define an operator Gk(z) ∈ End(H) by sending a ∈ Hn to a ⋆
∑
m≥0 z
mch
[n]
k;m
for each n, where z is a variable. By definition, we have
Gk(z) =
∑
m≥0
Gk;mz
m.
Proposition 2.3. Let ς(z) = ez/2 − e−z/2. For a given λ = (λ0, · · · , λr−1) ∈
Pn(r), we write λi = (λi1, λ
i
2, . . .) in terms of parts. Then, for 0 ≤ k ≤ r − 1, we
have
Gk(z) · [λ] =
1
ς(rz)
k−1∑
i=0
e(k−r)z
 ∞∑
j=1
e(λ
i
j−j+1/2)rz −
1
ς(rz)

+
r−1∑
i=k
ekz
 ∞∑
j=1
e(λ
i
j−j+1/2)rz −
1
ς(rz)
 [λ].(2.35)
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Proof. Recall that the contents associated to a partition λi = (λi1, λ
i
2, . . . , λ
i
ℓ)
are: 1− j, 2− j, . . . , λij − j, 1 ≤ j ≤ ℓ. A simple algebra manipulation gives us that∑
∈λi
ecz =
1
ς(z)
 ∞∑
j=1
e(λ
i
j−j+1/2)z −
1
ς(z)
 .(2.36)
The formula (2.33) and the definition (2.17) imply that
Gk(z) · [λ] =
(
k−1∑
i=0
∑
∈λi
e(k−r+rc)z +
r−1∑
i=k
∑
∈λi
e(k+rc)z
)
[λ]
which is then easily reduced to (2.35) by using (2.36). 
3. The isomorphisms of rings
3.1. Wreath products and Heisenberg algebra. For a finite group G, we
denote by R(G) the space of class functions on G, with two distinguished linear
bases: one given by the irreducible characters of G and the other by the charac-
teristic functions of the conjugacy classes of G. We denote by R(G)Z the integral
combination of irreducible characters of G. The standard bilinear form on R(G)
is defined to be such that the irreducible characters form an orthonormal basis.
In this way, R(G)Z endowed with this bilinear form becomes an integral lattice in
R(G).
Recall Γ is the cyclic group of order r. Given a positive integer n, let Γn =
Γ × · · · × Γ be the n-th direct product of Γ. The symmetric group Sn acts on Γn
by permutations: σ(g1, · · · , gn) = (gσ−1(1), · · · , gσ−1(n)). The wreath product of Γ
with Sn is defined to be the semi-direct product
Γn = {(g, σ)|g = (g1, · · · , gn) ∈ Γ
n, σ ∈ Sn}
with the multiplication (g, σ) · (h, τ) = (g σ(h), στ).
The conjugacy classes of Γn can be described in the following way. Let x =
(g, σ) ∈ Γn, where g = (g1, · · · , gn) ∈ Γn and σ ∈ Sn. Write σ as a product of
disjoint cycles. For each such cycle y = (i1i2 · · · ik) we associate a cycle-product
gikgik−1 · · · gi1 ∈ Γ. For each integer i ≥ 1, the number of k-cycles in σ whose
cycle-product equals ai will be denoted by mk(i). Denote by λ
i the partition
(1m1(i)2m2(i) · · · ). Then each element x = (g, σ) ∈ Γn gives rise to a multi-partition
(λ0, · · · , λr−1) ∈ Pn(r)
which will be referred to as the type of x. It is well known (cf. [Mac]) that two
elements of Γn are conjugate in Γn if and only if they have the same type.
Given a partition µ = (1m12m2 . . .), we define zµ =
∏
i≥1 i
mimi!. The order of
the centralizer of an element x = (g, σ) ∈ Γn of type λ = (λ0, · · · , λr−1) is
Zλ = r
ℓ(λ)
r−1∏
i=0
zλi .
For µ ⊢ m, we associate with the irreducible character sµ of the symmetric
group Sm and its corresponding representation Uµ. Denote by Vi the irreducible
representation of Γ associated to the character γi. Then the wreath product Γm =
Γm⋊ Sm acts irreducibly on Uµ ⊗ V
⊗m
i where Γ
m acts on the second tensor factor
only and Sm acts diagonally. We denote the associated character of Γm by sµ(γi).
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More generally, let λ = (λ0, · · · , λr−1) be a multi-partition with ‖λ‖ := |λ0|+
. . .+ |λr−1| = n. NaturallyWλ =
⊗
i
(
Uλi ⊗ V
⊗|λi|
i
)
is a representation of
∏
i Γ|λi|
which is a subgroup of Γn. The induced Γn-representation Ind
Γn∏
i
Γ|λi|
Wλ is irre-
ducible and its associated character is given by
sλ =
∏
i
sλi(γi).(3.1)
Letting dλi be the degree of sλi (i.e. the dimension of the corresponding represen-
tation) and h(λ) =
∏
i h(λ
i) where h(λi) is the hook product associated to λi, we
see that the degree dλ of the character sλ is
dλ =
n!∏
i |λ
i|!
∏
i
dλi =
n!∏
i h(λ
i)
=
|Γn|
rnh(λ)
.(3.2)
We define
RΓ =
∞⊕
n=0
R(Γn).
It carries a bilinear form, denoted by 〈−,−〉, induced from the standard one on
each R(Γn). There is an action on RΓ (cf. [FJW, Wa1]) of a Heisenberg algebra
which is generated by an(γi), n ∈ Z, 0 ≤ i ≤ r − 1 with the commutation relation:
[am(γi), an(γj)] = mδm,−nδi,jId.(3.3)
Here Id denotes the identity operator on RΓ. We further extend the definition of
an(γ) to all γ ∈ R(Γ) by linearity. The operators an(γ) (respectively, a−n(γ)) for
n > 0 have been defined in terms of restriction functors (respectively, induction
functors) and will be referred to as annihilation operators (respectively, creation
operators). It is known (cf. [FJW]) by (3.1) and the formulation of the Heisenberg
operators that, for m > 0 and λ = (λ0, · · · , λr−1),
a±m(γj)(sλi (γi)) = 0, j 6= i(3.4)
a−m(γi)(sλi (γi)) =
∑
|µ|=m+|λi|
c(m,λi;µ) sµ(γi)(3.5)
where c(m,λi;µ) ∈ Q depends only on m and the partitions λi, µ. It follows that
a−m(γi)(sλ) =
∑
|µ|=m+|λi|
c(m,λi;µ) s(λ0,··· ,λi−1,µ,λi+1,··· ,λr−1).(3.6)
In particular, the coefficients c(m,λi;µ)’s do not depend on r, i.e. they are the
same structure constants as for the symmetric group case.
Denote by ci the class function in R(Γ) which takes value r on the element
ai and 0 elsewhere. Following [FJW], we can use the character table of Γ and
linearity to define another set of generators am(c
i), 0 ≤ i ≤ r− 1, of the Heisenberg
algebra by
am(c
i) =
r−1∑
k=0
ε−ikam(γk).
We have
[am(c
i), an(c
j)] = rm δm,−nδi+j,r Id.
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Now the space RΓ is an irreducible module over this Heisenberg algebra. Denote
by |0〉 the unity in R(Γ0). Then we have
RΓ = C[a−n(ci) | n > 0, 0 ≤ i ≤ r − 1] · |0〉.
Given λ = (λ0, . . . , λr−1) where λi = (1m1(i)2m2(i) . . .) and ‖λ‖ = n, we define
a−λ =
r−1∏
i=0
∏
k≥1
a−k(ci)mk(i)|0〉;
aR−λ =
r−1∏
i=0
∏
k≥1
a−k(γi)mk(i)|0〉.
Remark 3.1. We can show that a−λ is the class function on Γn which takes
value Zλ on the conjugacy class of type λ, and 0 elsewhere.
We have three distinguished linear bases for R(Γn):
{a−λ}, {aR−λ}, {sλ}, λ ∈ Pn(r).
The transition matrix between the bases {aR−λ} and {sλ} is given by the r-tuple
version of the character table matrix of the symmetric groups. The transition
matrix between the bases {a−λ} and {sλ} is precisely the character table of Γn.
3.2. The class algebras of wreath products. For any given finite group G,
the space R(G) of complex-valued class function carries an algebra structure (which
is often refereed to as the class algebra of G) given by the convolution product:
(β ◦ γ)(x) =
∑
y∈G
β(xy−1)γ(y), β, γ ∈ R(G), x ∈ G.
It is well known that, for two irreducible characters β and γ of G,
β ◦ γ = δβ,γ
|G|
dγ
γ,(3.7)
where dγ is the degree of the irreducible character γ. In this paper, we mainly apply
these considerations to the group Γn.
Let x be an element of Γn of type λ = (λ
0, · · · , λr−1) ∈ Pn(r). We define the
modified type of x to be λ˜ ∈ Pn−ℓ(r), where ℓ = ℓ(λ0), as follows: λ˜i = λi for i > 0
and λ˜0 = (λ01−1, · · · , λ
0
ℓ−1) if we write the partition λ
0 = (λ01, · · · , λ
0
ℓ ). The degree
‖x‖ of x is defined to be ‖λ˜‖, which equals ‖λ‖− ℓ(λ0). Apparently, two conjugate
elements have the same degree, and it makes sense to talk about the degree of a
conjugacy class of Γn. It was shown [Wa3] that
‖xy‖ ≤ ‖x‖+ ‖y‖, x, y ∈ Γn
and thus the degree defines a ring filtration for R(Γn). Also it was shown that this
notion of degree coincides with the fermionic degree number or age introduced by
Zaslow and Ito-Reid. Denote the associated graded ring by
GΓ(n) =
n⊕
i=1
GiΓ(n)
where GiΓ(n) consists of elements in R(Γn) of degree i.
Among the conjugacy classes of Γn, the conjugacy class K[21n−2] of “transpo-
sition” plays a special role. We decompose K[21n−2] into a disjoint union:
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K[21n−2] =
n⊔
j=1
K[21n−2](j), K[21n−2](j) =
⊔
1≤i<j
K[21n−2](i, j)
where K[21n−2](i, j) consists of elements ((g1, . . . , gn), (i, j)) ∈ Γn, where all gk
except gi and gj are equal to 1 ∈ Γ, and gj = g
−1
i runs over Γ.
The elements Mj = Mj;n =
∑
x∈K[21n−2](j) x, 1 ≤ j ≤ n, in the group algebra
C[Γn] were introduced in [Wa2], and they satisfy several favorable properties, e.g.
MiMj = MjMi for all i, j. Note that M1 = 0. We call them the Jucys-Murphy
(JM) elements for Γn since they reduce to the usual Jucys-Murphy elements of the
symmetric group Sn when Γ is trivial.
Let Γ(i) denote the i-th copy of Γ in Γn. Given α ∈ R(Γ), we denote α
(i) to be
the copy of α in C[Γ(i)] ⊂ C[Γn]. Letting z be a formal parameter, we define
Ξmn (α) =
1
rmm!
n∑
i=1
Mi
m ◦ α(i), Ξ(α)n (z) =
∑
m≥0
Ξmn (α) z
m.
A key property of Ξmn (α) is that Ξ
m
n (α) lies in R(Γn). We further define the
operator Om(α) ∈ End(RΓ) (respectively, O
(α)(z)) to be the convolution product
with Ξmn (α) (respectively, Ξ
(α)
n (z)) in R(Γn) for every n ≥ 0.
Let us introduce the following vertex operator associated to γi, 0 ≤ i ≤ r − 1:
V (γi;w, q) = exp
(∑
k>0
(qk − 1)wk
k
a−k(γi)
)
exp
(∑
k>0
(1− q−k)w−k
k
ak(γi)
)
.
Write V (γi;w, q) =
∑
m∈Z Vm(γi; q)w
−m. It is established in [Wa2]1 that
O(γi)(z) =
erz
(erz − 1)2
(V0(γi; e
rz)− 1) , 0 ≤ i ≤ r − 1.(3.8)
When Γ is trivial, this specializes to a result of [LT].
Proposition 3.2. For λ = (λ1, · · · , λr−1) ∈ Pn(r) with λi = (λi1, λi2, . . .), we
have
O(γi)(z) · sλ =
1
ς(rz)
 ∞∑
j=1
e(λ
i
j−j+1/2)rz −
1
ς(rz)
 sλ.(3.9)
Proof. First let r = 1. It is known that the eigenvalues of the JM elements of
the symmetric group Sn on an irreducible module Vν (where ν is a partition of n)
are given by the contents of the Young tableaux associated to ν, cf. [LT, LQW2].
Then a simple calculation using generating function gives us (3.9). By (3.8),
ez (V0(1; e
z)− 1)
(ez − 1)2
· sν =
1
ς(z)
 ∞∑
j=1
e(νj−j+1/2)z −
1
ς(z)
 sν .(3.10)
Recall that sλ =
∏
j sλj (γj). So by applying (3.4), (3.8) and (3.10) (with z
replaced by rz, ν by λi, etc) to the γi-component, we obtain (3.9). 
1Our convention on O(α)(z) here differs from [Wa2] by a scaling of z by a factor r.
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3.3. An isomorphism in the equivariant setup. Recall the well-known
fact that the Hilbert-Chow morphism τn : X
[n] → Xn/Sn, which sends an element
of X [n] to its support, is a resolution of singularities. Combining with the minimal
resolution π : X → C2/Γ, we have the following commutative diagram
X [n] −−−−→ Xn/Sny y
C2n/Γn
∼=
←−−−− (C2/Γ)n/Sn
which give us a (crepant) resolution of singularities πn : X
[n] → C2n/Γn. This
was the starting point on why Hilbert schemes have something to do with wreath
products (cf. [Wa1] and the references therein).
We define a linear map φ : Hn −→ R(Γn) by letting
φ([λ]) = sλ(3.11)
for each λ ∈ Pn(r), which is clearly an isomorphism of vector spaces. Putting these
isomorphisms together, we obtain a linear isomorphism φ : H→ RΓ.
Lemma 3.3. The linear isomorphism φ : H→ RΓ commutes with the action of
the Heisenberg creation operators. More precisely, for m > 0, we have
φ
(
p−m([Σi]) · [λ]
)
=

−a−m(γ0) · sλ if i = 0,
a−m(γi−1 − γi) · sλ if 1 ≤ i ≤ r − 1,
a−m(γr−1) · sλ if i = r.
Proof. When r = 1, T acts on C2 by s(z1, z2) = (sz1, s
−1z2). In this case,
Lemma 3.3 follows from the results in [Vas], i.e., given a partition λ, we have
− p−m([Σ0])[λ] =
∑
|µ|=m+|λ|
c(m,λ;µ) [µ],(3.12)
where the coefficients c(m,λ;µ) were defined in (3.5). We note that (3.12) remains
to be valid if the T -action on C2 is replaced by s(z1, z2) = (s
kz1, s
−kz2) with k > 0
and [λ] is defined to be h(λ)−1(−kt)−|λ|[ξλ] as in (2.17).
Assume r = 2. Let λ = (λ0, λ1) ∈ Pn(2). Recall that Σ0 ⊂ X0 and that ξ0
is the only T -fixed point on Σ0 and X0. Now the inclusion map ι0 : X0 → X is
T -equivariant. It induces the T -equivariant inclusion map ι01 : X
[n˜+m]
0 → X
[n+m]
sending ξ to ξ + ξλ
1
1 , where n˜ = |λ
0|. Similarly, we have T -equivariant morphisms
ι02 : X
[n+m]×X
[n˜]
0 → X
[n+m]×X [n] and ι03 : X
[n˜+m]
0 ×X
[n˜]
0 → X
[n+m]×X
[n˜]
0 by
adding ξλ
1
1 suitably. By (2.21) and the projection formula, we obtain
p−m([Σ0])[ξλ] = p!1
(
p∗2[ξλ] ∪ [(Σ0)n,m]
)
= p!1
(
[X [n+m] × ξλ] ∪ [(Σ0)n,m]
)
= p!1
(
(ι02)
![X [n+m] × ξλ
0
0 ] ∪ [(Σ0)n,m]
)
= p!1(ι02)
!
(
[X [n+m] × ξλ
0
0 ] ∪ (ι02)
∗[(Σ0)n,m]
)
= p!1(ι02)
!
(
[X [n+m] × ξλ
0
0 ] ∪ (ι03)
![(Σ0)n˜,m]
)
= p!1(ι02)
!(ι03)
!
(
(ι03)
∗[X [n+m] × ξλ
0
0 ] ∪ [(Σ0)n˜,m]
)
= p!1(ι02)
!(ι03)
!
(
[X
[n˜+m]
0 × ξ
λ0
0 ] ∪ [(Σ0)n˜,m]
)
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where p1 and p2 are the projections of X
[n+m] × X [n] to the two factors, and
(Σi)n˜,m ⊂ X
[n˜+m]
0 × X
[n˜]
0 is defined similarly as in (2.20). Let p˜1 and p˜2 be the
projections of X
[n˜+m]
0 ×X
[n˜]
0 to the two factors. Then
p−m([Σ0])[ξλ] = p!1(ι02)
!(ι03)
!
(
(p˜2)
∗[ξλ0 ] ∪ [(Σ0)n˜,m]
)
(3.13)
= (ι01)
!(p˜1)
!
(
(p˜2)
∗[ξλ0 ] ∪ [(Σ0)n˜,m]
)
= (ι01)
! p−m([Σ0])[ξλ0 ].
Combining this with (3.12), we conclude that
p−m([Σ0])[λ] = −
∑
|µ|=m+|λ0|
c(m,λ0;µ)[(µ, λ1)].(3.14)
Similarly, we can show that
p−m([Σ2])[λ] =
∑
|µ|=m+|λ1|
c(m,λ1;µ)[(λ0, µ)].(3.15)
Recall that [Σ0] + [Σ1] + [Σ2] = 0 since r = 2. So we have
p−m([Σ1])[λ] =
∑
|µ|=m+|λ0|
c(m,λ0;µ)[(µ, λ1)]−
∑
|µ|=m+|λ1|
c(m,λ1;µ)[(λ0, µ)].
(3.16)
Thus Lemma 3.3 holds for r = 2 by comparing with (3.6). Again, we stress that
(3.14), (3.15) and (3.16) are still valid if the T -action on X is modified so that T
acts on Xi (i = 0, 1) by s(zi,1, zi,2) = (s
kzi,1, s
−kzi,2) for a k > 0.
Now assume r > 2. Let λ = (λ0, . . . , λr−1) ∈ Pn(r). The same arguments as
in the proof of (3.14) show that Lemma 3.3 is true for i = 0 or r. Let 1 ≤ i ≤
(r − 1). Then the T -fixed points in the projective line Σi are ξi−1 and ξi. Let
X˜ = Xi−1 ∪Xi be equipped with the induced T -action. Then, ξi−1 and ξi are the
only T -fixed points in X˜ , and we can apply the results in the previous paragraph
to X˜. The T -equivariant inclusion map ι˜ : X˜ → X induces the T -equivariant
inclusion map ι˜1 : X˜
[n˜+m] → X [n+m] which sends ξ to ξ +
∑
0≤j≤r−1, j 6=i−1,i ξ
λj
j ,
where n˜ = |λi−1| + |λi|. Put λ˜ = (λi−1, λi) ∈ Pn˜(2) and ξλ˜ = ξ
λi−1
i−1 + ξ
λi
i ∈ X˜
[n˜].
Arguments parallel to the proof of (3.13) show that
p−m([Σi])[ξλ] = (ι˜1)! p−m([Σi])[ξλ˜].
Combining this with (3.16), we conclude that
p−m([Σi])[λ] =
∑
|µ|=m+|λi−1|
c(m,λi−1;µ)[(λ0, . . . , λi−2, µ, λi, λi+1, . . . , λr−1)]
−
∑
|µ|=m+|λi|
c(m,λi;µ)[(λ0, . . . , λi−2, λi−1, µ, λi+1, . . . , λr−1)].
Now we complete the proof of Lemma 3.3 for r > 2 by comparing with (3.6). 
Theorem 3.4. There is a canonical ring isomorphism φ : Hn −→ R(Γn) sat-
isfying
φ([λ]) = sλ
φ(p−λ) = aR−λ(3.17)
φ(p′−λ) = a−λ(3.18)
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for each λ ∈ Pn(r). In addition, φ is an isometry with respect to the standard
bilinear forms on H and RΓ, and commutes with the action of Heisenberg algebra.
Proof. We have noted that the map φ defined by (3.11) is a linear isomor-
phism. The map φ is an isometry since for two arbitrary λ and µ in Pn(r), we
have
〈[λ], [µ]〉 = δλ,µ = 〈sλ, sµ〉.
The compatibility of φ with the Heisenberg creation operators was verified in
Lemma 3.3. Since the annihilation operators are the adjoints of the creation oper-
ators with respect to the bilinear forms, they are also compatible with φ.
By (2.14), (2.17) and the definition of ⋆, we obtain
[λ] ⋆ [µ] = δλ,µr
nh(λ) [λ].
On the other hand, it follows from (3.2) and (3.7) that
sλ ◦ sµ = δλ,µr
nh(λ) sλ.
Thus φ : Hn −→ R(Γn) is actually a ring isomorphism.
Lemma 3.3 implies that for each m > 0 and λ ∈ Pn(r), we have
φ
(
p−m(♦i) · [λ]
)
= a−m(γi) · sλ, 0 ≤ i ≤ r − 1.(3.19)
Now (3.17) follows from an induction argument and the definitions of p−λ and
aR−λ. Finally, note from definitions that the transition matrix between p−λ and p
′
−λ
coincides with the one between aR−λ and a−λ. Thus (3.18) follows from (3.17). 
3.4. An isomorphism for ordinary cohomology rings. By Lemma 2.1 (i),
we have rt =
∑r−1
i=0 ♦i. On the other hand, c
0 =
∑r−1
i=0 γi. It follows from (3.19)
that, for each m > 0 and λ ∈ Pn(r),
φ
(
p−m(rt) · [λ]
)
= a−m(c0) · sλ.(3.20)
Denoting λ = (λ0, · · · , λr−1) and λi = (1m1(i)2m2(i) · · · ), we define
b−λ =
∏
k≥1
(
a−k(c0)mk(0)
r−1∏
i=1
a−k(γi−1 − γi)mk(i)
)
|0〉 ∈ RΓ(3.21)
qT−λ =
∏
k≥1
(
p−k(rt)mk(0)
r−1∏
i=1
p−k([Σi])mk(i)
)
|0〉 ∈ H.
It follows by induction from Lemma 3.3 and (3.20) that
φ(qT−λ) = b−λ.(3.22)
Note that a linear basis for the ordinary cohomology H∗(X) is given by
1X ∈ H
0(X), Σ1, . . . ,Σr−1 ∈ H2(X).
Using the usual Heisenberg algebra construction [Na1] (in Nakajima’s notations,
the Heisenberg operators were denoted by P1X [m] and PΣi [m]), we can construct
a linear basis {q−λ}λ∈Pn(r) for H
∗(X [n]), where we have denoted
q−λ =
∏
k≥1
(
Pr·1X [−k]
mk(0)
r−1∏
i=1
PΣi [−k]
mk(i)
)
|0〉(3.23)
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if λ = (λ0, . . . , λr−1) with λi = (1m1(i)2m2(i) · · · ). Using the degrees of the Heisen-
berg operators (cf. [Na2]), the cohomology degree of q−λ is computed to be∑
k≥1
(
2(k − 1)mk(0) +
r−1∑
i=1
(2(k − 1) + 2)mk(i)
)
= 2
(
‖λ‖ − ℓ(λ0)
)
.
Let F p =
∑
k≤p t
n−kH2kT (X
[n]). Then
F 0 ⊂ F 1 ⊂ . . . ⊂ Fn = Hn
defines a filtration on the ring Hn. By a spectral sequence argument (cf. [Na3,
Vas]), H∗(X [n]) is identified with the graded ring of Hn associated to this filtration,
and q−λ ∈ H∗(X [n]) is the element associated to qT−λ ∈ Hn.
On the other hand, note that (γj − γj+1) is homogeneous in GΓ(1) of degree 1
and c0 is of degree 0. By the definition of the degree of a conjugacy class of Γn in
Sect. 3.2 and Remark 3.1, the degree of b−λ equals ‖λ‖ − ℓ(λ0).
Thus, by (3.22) above, the filtration on the ring Hn is compatible (up to a
multiple 2) with the degree filtration on R(Γn) defined in Sect. 3.2. We can regard
b−λ as an element in G∗Γ(n). Further note that c
0 is r times the identity element
of the ring G∗Γ(1), which is compatible with r · 1
X in H0(X). Also compare (3.21)
and (3.23). Summarizing, we have established the following.
Theorem 3.5. Rescale the grading on G∗Γ(n) by a multiple of 2. Then, the map
from H∗(X [n]) to G∗Γ(n) which sends q−λ to b−λ for each λ ∈ Pn(r) is a graded
ring isomorphism. 
Remark 3.6. When r = 1, i.e. Γ is trivial, X is the affine plane and Γn is
the symmetric group Sn. In this case, our Theorem 3.4 specializes to a theorem in
[Vas], and Theorem 3.5 specializes to a theorem in [LS, Vas] (also cf. [LQW1]).
Theorem 3.5 further supports and enhances Ruan’s conjecture on the existence of
an isomorphism between the cohomology ring of a hyperkahler resolution and Chen-
Ruan orbifold cohomology ring, [Ru] (also cf. [Wa3]). Ruan’s conjecture does not
provide any explicit map which realizes a ring isomorphism. As a special case of a
more general theorem in [EG], the ring isomorphism in Theorem 3.5 without the
explicit map has been verified in a very indirect way.
Remark 3.7. The structure constants of the algebra G∗Γ(n) in the basis of
conjugacy classes of Γn are shown to be independent of n, and in addition, they
are non-negative integers [Wa3]. In a completely different approach [LQW1],
the structure constants of the cup product of the Heisenberg monomial basis for
H∗(X [n]) are shown to be independent of n. In light of Theorem 3.5, these two
“independent of n” statements are equivalent. Nevertheless, the positivity and
integrality of the structure constants in R(Γn), when transferred over to Hn, are
still waiting for a geometric interpretation (even when Γ is trivial).
4. Moduli spaces of sheaves and fermionic Fock space
4.1. The moduli spaces M(p, n) of sheaves. Denote by P the rank-r in-
tegral lattice in H1 = H
2
T (X) which is Z-spanned by ♦i, 0 ≤ i ≤ r − 1, with the
inherited bilinear form such that 〈♦i,♦j〉 = δij . We denote by Om, m ∈ Z, the line
bundle X ×T C over X , where T acts on C according to the representation θ
m.
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Lemma 4.1. Given p ∈ P , there exists a T -equivariant line bundle over X
whose T -equivariant first Chern class is p.
Proof. It suffices to show that there exists a T -equivariant line bundle over
X whose T -equivariant first Chern class is ♦i, 0 ≤ i ≤ r − 1. By (2.33),
cT1 (Lk) =
1
r
(
k−1∑
i=0
(k − r)♦i +
r−1∑
i=k
k♦i
)
, 0 ≤ k ≤ r − 1.(4.1)
Combined with Lemma 2.1, this implies that
♦k = c
T
1 (Lk)− c
T
1 (Lk+1) + t, 0 ≤ k < r − 1(4.2)
♦r−1 = cT1 (Lr−1) + t.
Note that the T -equivariant first Chern class of the line bundle Om equals mt.
Therefore, for 0 ≤ k < r− 1, the T -equivariant first Chern class of Lk ⊗L∨k+1 ⊗O1
is ♦k, and the T -equivariant first Chern class of Lr−1 ⊗O1 is ♦r−1. 
Remark 4.2. We derive from Lemma 2.1 and (4.2) that
([Σ1], [Σ2], · · · , [Σr−1]) = −(cT1 (L1), c
T
1 (L2), · · · , c
T
1 (Lr−1)) · Cr−1
where Cr−1 is the Cartan matrix of type Ar−1. This can be regarded as a equivari-
ant geometric version of the McKay correspondence [McK]. A relation of this sort
in the setup of ordinary cohomology theory of the minimal resolutions was due to
Gonzalez-Sprinberg and Verdier [GSV].
Denote byO(p) the T -equivariant line bundle (guaranteed by the above Lemma)
over X whose T -equivariant first Chern class is p ∈ P . We introduce the moduli
space, denoted byM(p, n), which parameterizes all rank-1 subsheaves of O(p) such
that the quotients are supported at finitely many points of X and have length n.
Given I ∈ X [n], then O(p) ⊗ I is an element in M(p, n). Therefore, these moduli
spaces for a fixed n and varied p are all T -equivariantly isomorphic to X [n]. In
particular, M(0, n) = X [n]. As before, the consideration of the equivariant coho-
mology ring H∗T (M(p, n)) leads to a ring H
(p)
n
def
= H2nT (M(p, n)) whose product is
again denoted by ⋆. For p ∈ P , we introduce
H(p) =
∞⊕
n=0
H(p)n , F =
⊕
p∈P
H(p).
The natural identification M(p, n) ∼= X [n] leads to the natural identification of
the rings H
(p)
n
∼= Hn, which induces a bilinear form 〈−,−〉(p) on H
(p)
n and H(p).
Similarly, we shall add the superscript (p) to denote the counterparts in M(p, n)
of the objects in X [n] and its equivariant cohomology, such as ξ
(p)
λ , [λ]
(p), etc.
Given α ∈ P , we denote by Sα the isomorphism from H
(p)
n to H
(p+α)
n . This in-
duces isomorphisms Sα : F → F and Sα : H(p) → H(p+α) for all p ∈ P . Apparently,
we have Sα+β = SαSβ for α, β ∈ P .
4.2. The Chern character operators on fermionic Fock space. Let p ∈
P . Denote by π1 and π2 the projections of M(p, n)×X to the two factors. Over
M(p, n)×X , we have a universal exact sequence:
0 −→ J (p) −→ π∗2 O(p) −→ Q(p)→ 0.
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For 0 ≤ k ≤ r − 1, we denote by Lk(p)[n] the T -equivariant rank n vector bundle
overM(p, n) given by the pushforward π1∗(Q(p)⊗ π∗2Lk), whose fiber over a fixed
point ξ
(p)
λ ∈M(p, n)
∼= X [n] is given by
Lk(p)
[n] |
ξ
(p)
λ
= O(p)⊗ L
[n]
k |ξ(p)
λ
, λ ∈ Pn(r).(4.3)
In the same way as defining the operators Gk(z) and Gk;m which act on
H = H(0), where 0 ≤ k ≤ r− 1 and m ≥ 0, we can define the operators G
(p)
k (z) (re-
spectively, G
(p)
k;m) acting onH
(p) by the ⋆-product with
∑
m≥0 t
n−mchTm(Lk(p)
[n]) zm
(respectively, with tn−mchTm(Lk(p)
[n])) on H
(p)
n for each n.
Take p =
∑
i ni♦i ∈ P , where ni ∈ Z. One can show that as T -modules
O(♦i)|ξj ∼= θ
rδi,j .
Similarly as in Subsection 2.4, by the projection formula and (4.3), we obtain
chTm(Lk(p)
[n]) ∪ [ξ
(p)
λ ] =
1
m!
(
k−1∑
i=0
∑
∈λi
(
(nir + k − r + rc)t
)m
(4.4)
+
r−1∑
i=k
∑
∈λi
(
(nir + k + rc)t
)m)
[ξ
(p)
λ ].
Lemma 4.3. Let p =
∑
i ni♦i ∈ P , where ni ∈ Z, and let λ = (λ
0, · · · , λr−1) ∈
Pn(r) with λi = (λi1, λ
i
2, . . .). Then, for 0 ≤ k ≤ r − 1, we have
G
(p)
k (z) · [λ]
(p) =
1
ς(rz)
k−1∑
i=0
e(nir+k−r)z
 ∞∑
j=1
e(λ
i
j−j+1/2)rz −
1
ς(rz)

+
r−1∑
i=k
e(nir+k)z
 ∞∑
j=1
e(λ
i
j−j+1/2)rz −
1
ς(rz)
 [λ](p).
Proof. Follows from (2.36) and (4.4) directly. 
For later purpose, we introduce the following modified classes
ch
[n](p)
k;m = t
n−mchTm(Lk(p)
[n]) + c
(p)
k;mt
n, m ≥ −1(4.5)
where the constant c
(p)
k;m is defined by∑
m≥−1
c
(p)
k;mz
m =
1
ς(rz)2
(
e(k−r)z
k−1∑
i=0
(enirz − 1) + ekz
r−1∑
i=k
(enirz − 1)
)
and chT−1(Lk(p)
[n]) = 0 by convention. Equivalently, if we define
G˜
(p)
k (z) =G
(p)
k (z)+(4.6)
1
ς(rz)2
(
e(k−r)z
k−1∑
i=0
(enirz − 1) + ekz
r−1∑
i=k
(enirz − 1)
)
Id
and further write
G˜
(p)
k (z) =
∞∑
m=−1
G˜
(p)
k;mz
m,
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then
G˜
(p)
k;m = G
(p)
k;m + c
(p)
k;mId,
(where we take the convention that G
(p)
k;−1 = 0), and G˜
(p)
k;m acts on H
(p)
n by the
product with ch
[n](p)
k;m . When p = 0, we have
c
(0)
k;m = 0, ch
[n](0)
k;m = ch
[n]
k;m, G˜
(0)
k;m = Gk;m, G˜
(0)
k (z) = Gk(z).
By the standard boson-fermion correspondence (cf. [MJD]), we shall identify F
with the fermionic Fock space of r pairs of fermions ψ+,k(z), ψ−,k(z), 0 ≤ k ≤ r−1.
More explicitly, we extend the Heisenberg operators pn(α), where α ∈ H1 and
n 6= 0, to act on H(p), p ∈ P via the identification H(p) ∼= H, and let p0(α) act
on H(p) by 〈α, p〉 Id. Note that this is compatible with p0(α) = 0 on H thanks to
H = H(0). The fermionic fields can be expressed as
ψ±,k(z) = S♦kz
±p0(♦k) exp
(∑
n<0
∓
pn(♦k)
n
z−n
)
exp
(∑
n>0
∓
pn(♦k)
n
z−n
)
.
It has been well known (cf. e.g. [MJD]) that the completed infinite-rank
general linear Lie algebra ĝl∞, whose standard basis is denoted by Ei,j , i, j ∈
Z + 1/2, acts on the fermionic Fock space of a pair of fermions. Thus, we have
an orthogonal direct sum of r copies of ĝl∞, denoted by ĝl
r
∞, acting on F , whose
generators will be denoted by E
(k)
i,j , 0 ≤ k ≤ r − 1. Using the generating field
E(k)(z, w) =
∑
i,j∈Z+1/2
E
(k)
i,j z
i−1/2w−j−1/2
the action of ĝl
r
∞ is simply given by
E(k)(z, w) = : ψ+,k(z)ψ−,k(w) : .
We refer to loc. cit. for the standard notation of normal ordering : :. Denote
E(i)(z) =
1
ς(rz)
∑
m∈Z+ 12
emrzE(i)m,m.
We introduce the following operator in End(F):
Hk(z) = e
(k−r)z
k−1∑
i=0
E(i)(z) + ekz
r−1∑
i=k
E(i)(z)(4.7)
which is further expanded as
Hk(z) =
∞∑
m=−1
Hk;mz
m, 0 ≤ k ≤ r − 1.
Alternatively, we can rewrite (4.7) as
Hk(z) =
r−1∑
i=0
ea(k,i)zE(i)(z)(4.8)
where
a(k, i) =
{
k − r, if 0 ≤ i ≤ k − 1
k, if k ≤ i ≤ r − 1
(4.9)
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For example, Hk;−1 =
∑r−1
i=0 r
−1p0(♦i). It is well known (cf. [MJD]) that the
elements in the Cartan subalgebra of ĝl∞ diagonalize the basis of Schur functions.
Thanks to the identification of the [λ]’s with multi-variable Schur functions in
Theorem 3.4, we have the following straightforward multi-variable generalization
in our context (cf. Lemmas 3.1 and 3.6 in [LQW2]; also cf. [OP]).
Lemma 4.4. The operators E(i)(z) and Hk(z) diagonalize the elements [λ],
λ ∈ ∪nPn(r). More explicitly, for λ = (λ0, · · · , λr−1) with λi = (λi1, λ
i
2, · · · ), we
have
E(i)(z) · [λ] =
1
ς(rz)
 ∞∑
j=1
e(λ
i
j−j+1/2)rz −
1
ς(rz)
 [λ]. 
Theorem 4.5. Given p ∈ P , we have the identification
Hk(z) |H(p)= G˜
(p)
k (z).
Proof. First consider p = 0. It follows from Proposition 2.3, the definition
(4.7) of Hk(z), and Lemma 4.4 that H
(k)(z) and Gk(z) have the same eigenvalues
on the basis elements [λ] of H(0), whence
H(k)(z) |H(0)= Gk(z) = G˜
(0)
k (z).
Now let p =
∑
i ni♦i, ni ∈ Z. For d ∈ Z, we can show by a standard compu-
tation that (cf. Lemma 3.5, [LQW2])
S−d♦i E
(j)(z)Sd♦i =
{
edrzE(i)(z) + e
drz−1
ς(rz)2 Id, if i = j
E(j)(z), if i 6= j
Thus, using (4.7) we have
S−1p Hk(z)Sp =
∏
i
S−ni♦i Hk(z)
∏
i
Sni♦i
= e(k−r)z
k−1∑
i=0
enirzE(i)(z) + ekz
r−1∑
i=k
enirzE(i)(z)
+
(
k−1∑
i=0
e(k−r)z(enirz − 1)
ς(rz)2
+
r−1∑
i=k
ekz(enirz − 1)
ς(rz)2
)
Id.
Together with Lemma 4.4, this implies by a little algebra manipulation that
Hk(z) · [λ]
(p) = Hk(z)Sp · [λ]
=
1
ς(rz)
k−1∑
i=0
 ∞∑
j=1
e(nir+k−r)ze(λ
i
j−j+1/2)rz −
e(k−r)z
ς(rz)

+
r−1∑
i=k
 ∞∑
j=1
e(nir+k)ze(λ
i
j−j+1/2)rz −
ekz
ς(rz)
 [λ](p).
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On the other hand, by (4.6) and Lemma 4.3, we have
G˜
(p)
k (z) · [λ]
(p) =
1
ς(rz)
k−1∑
i=0
 ∞∑
j=1
e(nir+k−r)ze(λ
i
j−j+1/2)rz −
e(k−r)z
ς(rz)

+
r−1∑
i=k
 ∞∑
j=1
e(nir+k)ze(λ
i
j−j+1/2)rz −
ekz
ς(rz)
 [λ](p).
Thus, we see that the two operators Hk(z) and G˜
(p)
k (z) have the same eigenvalues
on every [λ](p). This proves the theorem. 
5. Generating functions of intersection numbers
5.1. The N-point functions of intersection numbers. We are interested
in the equivariant intersection numbers for X [n] (associated to λ, µ ∈ Pn(r)):〈
λ, ch
[n]
k1;m1
· · · ch
[n]
kN ;mN
, µ
〉
:=
〈
p−λ, ch
[n]
k1;m1
⋆ · · · ⋆ ch
[n]
kN ;mN
⋆ p−µ
〉
where the classes ch
[n]
ki;mi
are defined in (2.34). We can organize these intersection
numbers into the N -point function (for fixed 0 ≤ k1, . . . , kN ≤ r − 1):
Gλ,µ;r(z1, . . . , zN ; k1, . . . , kN )
=
∞∑
m1,...,mN=0
zm11 · · · z
mN
N
〈
λ, ch
[n]
k1;m1
· · · ch
[n]
kN ;mN
, µ
〉
,
which can be further reformulated in an operator form thanks to Theorem 4.5:
Gλ,µ;r(z1, . . . , zN ; k1, . . . , kN ) = 〈p−λ,Gk1(z1) · · ·GkN (zN )p−µ〉(5.1)
= 〈p−λ,Hk1(z1) · · ·HkN (zN )p−µ〉.
For latter purpose, we have indicated r explicitly in the notation above. When
r = 1 (i.e. X = C2), we simply write it as Gλ,µ;1(z1, . . . , zN ).
We shall need the notion of a partition of the set {1, . . . , N} which is a collection
of subsets N := (N0, . . . ,Nr−1) whose disjoint union is {1, . . . , N}. Denote z =
(z1, · · · , zN ) and k = (k1, · · · , kN ), and let
F (z,k;N ) :=
r−1∏
i=0
∏
j∈Ni
ea(kj ,i)zj .
(See (4.9) for notations). The next proposition reduces the calculation of the N -
point function for a general r to the case r = 1.
Proposition 5.1. Fix λ = (λ0, . . . , λr−1) and µ = (µ0, . . . , µr−1) in Pn(r).
Then
Gλ,µ;r(z1, . . . , zN ; k1, . . . , kN ) = 0
unless |λi| = |µi| for 0 ≤ i ≤ r − 1; in this case, then
Gλ,µ;r(z1, . . . , zN ; k1, . . . , kN ) =
∑
N
(
F (z,k;N )
r−1∏
i=0
Gλi,µi;1(rzli,1 , . . . , rzli,ni )
)
summed over all partitions N = (N0, . . . ,Nr−1) of the set {1, . . . , N}, where Ni =
{li,1, . . . , li,ni}.
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Proof. We can write aR−µ as a linear combination: a
R
−µ =
∑
ν∈Pn(r) dµ,νsν ,
where ν satisfies |νi| = |µi| for 0 ≤ i ≤ r − 1, cf. Section 3.1. By Theorem 3.4, we
have p−µ =
∑
ν∈Pn(r) dµ,ν [ν]. The same can be done for p−λ. Since the [ν]’s are
orthogonal eigenvectors for the operator Gk(z), we see that
Gλ,µ;r(z1, . . . , zN ; k1, . . . , kN ) = 0
unless |λi| = |µi| for 0 ≤ i ≤ r − 1.
Now assume |λi| = |µi| for 0 ≤ i ≤ r − 1. Recall from (2.28) that
p−µ =
∏
i
p−µi(♦i)|0〉.
Note that the operator E(j)(z) commutes with the operators E(i)(z) and p−µi(♦i)
for j 6= i. Thus, by (4.8) and (5.1), we obtain
Gλ,µ;r(z1, . . . , zN ; k1, . . . , kN )(5.2)
=
∑
N
〈
p−λ,
r−1∏
i=0
∏
j∈Ni
(
ea(kj ,i)zjE(i)(zj)
)
p−µ
〉
=
∑
N
F (z,k;N ) ·
〈
p−λ,
r−1∏
i=0
∏
j∈Ni
E(i)(zj)p−µi(♦i)|0〉
〉
summed over all partitions N = (N0, . . . ,Nr−1) of the set {1, . . . , N}.
Observe that we can write
∏
j∈Ni E
(i)(zj)p−µi(♦i)|0〉 as a linear combination
of p−νi(♦i)|0〉’s, and thus,
∏r−1
i=0
∏
j∈Ni E
(i)(zj)p−µi(♦i)|0〉 as a linear combination
of p−ν ’s with ν = (ν0, . . . , νr−1) ∈ Pn(r). Also observe that
〈p−λ, p−ν〉 =
∏
i
〈
p−λi(♦i)|0〉, p−νi(♦i)|0〉
〉
.
It follows from these observations and (5.2) that
Gλ,µ;r(z1, . . . , zN ; k1, . . . , kN )
=
∑
N
F (z,k;N ) ·
r−1∏
i=0
〈
p−λi(♦i)|0〉,
∏
j∈Ni
E(i)(zj)p−µi(♦i)|0〉
〉
=
∑
N
(
F (z,k;N ) ·
r−1∏
i=0
Gλi,µi;1(rzli,1 , . . . , rzli,ni )
)
.
This completes the proof. 
For N = 1 the above proposition reads
Gλ,µ;r(z; k) =
r−1∑
i=0
eza(k,i)Gλi,µi;1(rz).(5.3)
Remark 5.2. When r = 1, the N -point function Gλi,µi;1(rz1, . . . , rzN ) of inter-
section numbers on Hilbert schemes of points on the affine plane has been studied in
some detail in [LQW2]. It was shown in loc. cit. that the N -point functions for the
affine plane has a precise connection with the N -pointed functions of disconnected
Gromov-Witten invariants of P1 studied in [OP]. In addition, an explicit formula
24 ZHENBO QIN AND WEIQIANG WANG
for the 1-point function was given in Theorem 4.2, [LQW2]. When combined with
(5.3), we obtain the 1-point function for a general r.
5.2. The τ-functions of intersection numbers on M(p, n). For 0 ≤ i ≤
r − 1, we introduce two sequences of indeterminates:
ti = (ti,1, ti,2, . . .), si = (si,1, si,2, . . .).
Set t = (t0, . . . , tr−1), s = (s0, . . . , sr−1). Define the following half vertex operators:
Γ
(i)
± (t) = exp
(∑
m>0
1
m
ti,mp±m(♦i)
)
.
Define the numbers nk;d, where d ≥ −1, 0 ≤ k ≤ r − 1, by the generating
function
∞∑
d=−1
nk;d z
d =
e−kz
1− e−rz
.(5.4)
Introduce the following elements in H
(p)
n , which are linear combinations of equivari-
ant Chern characters of Lk(p)
[n] (for 0 ≤ k ≤ r − 1 and m ≥ −1):
c˜h
[n](p)
k;m =
m+1∑
d=−1
(
nk;d ch
[n](p)
k;m−d − nk+1;d ch
[n](p)
k+1;m−d
)
(5.5)
where we adopt the convention ch
[n](p)
r;m−d = ch
[n](p)
0;m−d. As we shall see in Proposi-
tion 5.3, these modified Chern characters admit explicit geometric constructions.
Given a multi-partition µ = (µ0, · · · , µr−1) with µi = (µi1, µ
i
2, . . .), we define
t(i)µi = ti,µi1 ti,µi2 · · · , tµ =
∏
i
t(i)µi ,
and similarly define sµ. Let xi = (xi,0, xi,1, xi,2, . . .), 0 ≤ i ≤ r − 1 and x =
(x0, . . . , xr−1), be some other sequences of indeterminates. We introduce the fol-
lowing generating function for the equivariant intersection numbers on M(p, n):
τ(x, t, s, p) =
∑
n
∑
‖λ‖=‖µ‖=n
tλsµ
〈
λ, exp
(
r−1∑
k=0
∞∑
m=0
xk,mc˜h
[n](p)
k;m
)
, µ
〉(p)
By solving (4.7) we obtain for 0 ≤ k ≤ r − 1 that
E(k)(z) =
1
1− e−rz
(
e−kzHk(z)− e−(k+1)zHk+1(z)
)
where we let Hr(z) = H0(z). Denote by E(k)(z) =
∑∞
m=−1 Ek;mz
m. Then,
Ek;m(t
n(p)) = Coeffzm
{
E(k)(z)(tn(p))
}
= Coeffzm
{
1
1− e−rz
(
e−kzHk(z)(tn(p))− e−(k+1)zHk+1(z)(tn(p))
)}
where tn(p) denotes the image of tn under the isomorphism Sp : Hn → H
(p)
n . Com-
bining this with Theorem 4.5, we obtain
Ek;m(t
n(p)) = Coeffzm
{
e−kz
1− e−rz
G˜
(p)
k (z)(t
n(p))−
e−(k+1)z
1− e−rz
G˜
(p)
k+1(z)(t
n(p))
}
.
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By the definition of the operator G˜
(p)
k (z), (5.4) and (5.5), we get
Ek;m(t
n(p)) = c˜h
[n](p)
k;m .(5.6)
Proposition 5.3. For α ∈ H∗T (X), let G
T
m(α, n) be the H
2m
T (X
[n])-component
of the class π1∗
(
chT (OZn) ∪ π∗2α ∪ π
∗
2td
T (X)
)
, where tdT (X) is the T -equivariant
Todd class of X. Then, c˜h
[n](0)
k;m = t
n−m−1GTm+1(♦k/r, n) for m ≥ −1.
Proof. First, applying the equivariant Grothendieck-Riemann-Roch Theorem
[EGr] to L
[n]
k = π1∗(OZn ⊗ π
∗
2Lk), we have
chT (L
[n]
k ) = π1∗
(
chT (OZn) ∪ π
∗
2ch
T (Lk) ∪ π
∗
2td
T (X)
)
.
It follows that
GTm(ch
T (Lk), n) = ch
T
m(L
[n]
k ).(5.7)
Next, recall that the operator Gk(z) ∈ End(H) is defined by the ⋆-product with
the class
∑
m≥0 t
n−mchTm(L
[n]
k )z
m in Hn for every n. We define the operator
G(α)(z) ∈ End(H)
by the ⋆-product with
∑
ℓ≥0 t
n−ℓGTℓ (α, n)z
ℓ−1 in Hn for every n.
Note that ♦i/r ∪ ♦j/r = δi,j · t ♦i/r. By (4.1) and Lemma 2.1 (i), we have
chT (Lk) =
k−1∑
i=0
∞∑
d=0
(k − r)dtd−1
d!
♦i/r +
r−1∑
i=k
∞∑
d=0
kdtd−1
d!
♦i/r.(5.8)
Therefore, by (5.7), (5.8) and the linearity of GTm(α, n) on α, we have
∞∑
m=0
tn−mchTm(L
[n]
k )z
m
=
∞∑
m=0
tn−mGTm(ch
T (Lk), n)z
m
=
∞∑
m=0
zmtn−m
∞∑
d=0
(
k−1∑
i=0
(k − r)d
d!
GTm(t
d−1♦i/r, n) +
r−1∑
i=k
kd
d!
GTm(t
d−1♦i/r, n)
)
=
∞∑
m=0
zmtn−m
m∑
d=0
(
k−1∑
i=0
(k − r)dtd−1
d!
GTm−d+1(♦i/r, n)
+
r−1∑
i=k
kdtd−1
d!
GTm−d+1(♦i/r, n)
)
which, by setting ℓ = m− d+ 1, is equal to
k−1∑
i=0
∞∑
d=0
(k − r)dzd
d!
∞∑
ℓ=0
zℓ−1tn−ℓGTℓ (♦i/r, n)
+
r−1∑
i=k
∞∑
d=0
kdzd
d!
∞∑
ℓ=0
zℓ−1tn−ℓGTℓ (♦i/r, n).
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It follows from the definition of the operator G’s that
Gk(z) =
k−1∑
i=0
e(k−r)zG(♦i/r)(z) +
r−1∑
i=k
ekzG(♦i/r)(z).(5.9)
Thus, G(♦i/r)(z) = E(i)(z) |H by applying Theorem 4.5, solving (4.7) for E(i)(z)
and solving (5.9) for G(♦i/r)(z). Combining this with (5.6), we obtain
c˜h
[n](0)
k;m = Ek;m(t
n) = Coeffzm
{
E(k)(z)(tn)
}
= Coeffzm
{
G(♦i/r)(z)(tn)
}
.
It follows from the definition of G(♦i/r)(z) that c˜h
[n](0)
k;m = t
n−m−1GTm+1(♦k/r, n).

Remark 5.4. We can enhance the ring isomorphism φ : Hn −→ R(Γn) in
Theorem 3.4 as follows. By comparing Proposition 3.2 and Lemma 4.4, we see that
φ(E(i)(z) · a) = O(γi)(z) · φ(a).
It follows that
φ
(
c˜h
[n](0)
k;m
)
= Ξmn (γk).
Thus, as a counterpart of a result in [Wa2], the classes c˜h
[n](0)
k;m , where 0 ≤ m < n
and 0 ≤ k ≤ r − 1, form a set of ring generators for Hn.
Theorem 5.5. (i) Let p ∈ P . The τ-function τ(x, t, s, p) affords the
following operator formulation:〈
|0〉, S−1p
r−1∏
k=0
Γ
(k)
+ (t) · exp
(
r−1∑
k=0
∞∑
m=0
xk,mEk;m
)
·
r−1∏
k=0
Γ
(k)
− (s)Sp |0〉
〉
(ii) Write p =
∑
i ni♦i with ni ∈ Z. Then,
τ(x, t, s, p) =
r−1∏
k=0
τ(xk, tk, sk, nk)
Here τ(xk, tk, sk, nk) denotes〈
|0〉, S−nk♦k Γ
(k)
+ (t) · exp
( ∞∑
m=0
xk,mEk;m
)
· Γ
(k)
− (s)S
nk
♦k |0〉
〉
and it satisfies the 2-Toda hierarchy of Ueno-Takasaki [UT].
Proof. Note that
Γ
(i)
− (s) =
∑
n≥0
∑
|λi|=n
t
(i)
λi p−λi(♦i)
and Γ
(i)
+ (t) is the adjoint operator of Γ
(i)
− (t). Now Part (i) follows from (5.6).
Observe that the bilinear form has the factorization property:
〈[λ], [µ]〉 =
r−1∏
k=0
〈[λk], [µk]〉
for λ = (λ0, · · · , λr−1) and µ = (µ0, · · · , µr−1). Now Part (ii) follows from the fact
that the operators associated to different k in part (i) commute.
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Note that the functions τ(xk , t
k, sk, nk) can be interpreted as generating func-
tions of the equivariant intersection numbers on Hilbert schemes of points on the
affine plane (i.e. r = 1 in our case) studied in [LQW2]. It was shown in loc. cit.
that τ(xk , t
k, sk, nk) satisfies the 2-Toda hierarchy of Ueno-Takasaki [UT]. 
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