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Abstract—In this paper, we propose a new ranking method
inspired from previous results on the diffusion approach to
solve linear equation. We describe new mathematical equations
corresponding to this method and show through experimental
results the potential computational gain. This ranking method is
also compared to the well known PageRank model.
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I. INTRODUCTION
Inspired from the previous research results on the diffusion
approach [2], [4] to solve fixed point problem in linear algebra,
we propose here a new data ranking definition and algorithm.
This result can be seen as a mix of PageRank solution [5],
diffusion approach [2] and path diversity idea [3].
In Section II, we define the notations and the theoretical
framework. Section III show the first experimental results,
including the comparison to PageRank ranking.
II. ALGORITHM DESCRIPTION
A. Notations
We will use the following notations:
• P ∈ IRN×N a real matrix;
• I ∈ IRN×N the identity matrix;
• Ji the matrix with all entries equal to zero except for the
i-th diagonal term: (Ji)ii = 1;
• Ω = {1, .., N};
• I = {i1, i2, .., in, ...} the sequence of nodes for the
update (diffusion): ik ∈ Ω;
• E = (1, .., 1)T ∈ IRN ;
• L1-norm: if X ∈ IRN , |X | =
∑N
i=1 |xi|;
We assume that P is the matrix associated to the directed
graph on Ω, for instance, the PageRank matrix (i.e. the
transition matrix multiplied by the damping factor [5]).
B. Fast ranking algorithm
The proposed ranking algorithm is based on the iteration of
the double equations on history Hn and fluid Fn vectors:
H0 = 0
Hn = Hn−1 + Jin((int)Fn−1) (1)
and
F0 = α.(1, .., 1)
T
Fn = Fn−1 + (P− I)Jin((int)Fn−1). (2)
The above equations can be easily interpreted as: we apply
exactly the algorithm of D-iteration [2], but we only diffuse
the integer part of fluids. The Jacobi iterations of the above
equations are defined by:
Hn = Hn−1 + (int)Fn−1
Fn = Fn−1 + (P− I)((int)Fn−1).
If P is a non negative matrix with spectral radius less than
unity, it is obvious to see that Fn and Hn converge (Hn is non-
decreasing bounded by PageRank vector) in a finite number
of steps (if not, Hn would be unbounded) and the proposed
ranking (FR) method is based on H∞+F∞. F∞ can be seen as
a tie-breaker, but one may also use H∞. One may also consider
a personalized PageRank flavour extension replacing F0 by
any other initial vector V . One of this approach’s advantage
is to be not very dependent on the choice of the damping
factor, both for the ranking and the computation speed (cf.
Table II).
To solve the above equations, we will apply the diffusion
approach [2]. This means in particular that this computation
method will be naturally suited for the asynchronous parallel
computation, as it was for D-iteration.
Note that if one would diffuse all fluid retained in F∞, H∞
would be exactly the PageRank vector. The motivations of
using (int)Fn−1 instead of Fn−1 are:
• ranking quality improvement: indeed, as it has been
shown in [3], we think that the original PageRank vector
may be too much influenced by what we could call self-
estimation. In presence of loops (self-loop or loops of
longer length), a part of scores that are inherited will
be returned to the sender, which is not necessarily the
desired property;
• computation/convergence acceleration cf. Figure 1;
• computation/convergence acceleration for the ranking up-
dates when the graph (or matrix P) evolves in time.
If α goes to infinity, the proposed ranking vector converges
to PageRank vector. Therefore, PageRank can be seen as a
particular case α→∞ of our model where α tunes the desired
influence of loops on the ranking score. Finally, we have also
the following interesting bound on the error:
Theorem 1: (1−d)
αN
H∞ is an approximation of the PageRank
vector with L1-norm error bounded by 1/(α− 1).
Proof: The proof is based on the monotone property of
the diffusion. If we denote by H(αE, β) the limit of FI with
initial condition αE and diffusion of the β-integer part of Fn:
(int)(Fn/β)× β, then we have H(αE, 1) = αH(E, 1/α) =
α2H(E/αE, 1/α2) etc. Let’s call X the PageRank vector.
Then, X can be obtained from the diffusion of F (αE, 1) plus
H(αE, 1). Note that the diffusion of F (αE, 1) can be denoted
by H(F (αE, 1), 0) (implying X = H((1−d)/NE, 0) = (1−
d)/NH(E, 0)). Now using H(F (αE, 1), 0) ≤ H(E, 0), we
have:
H(αE, 1) ≤
αN
(1− d)
X = H(αE, 1) +H(F (αE, 1), 0)
and
H(αE, 1) ≤
αN
(1 − d)
X ≤ H(αE, 1) +H(E, 0).
Then applying FI in 1/α-integer part and the same inequality
recursively, we obtain:
H(αE, 1) ≤
αN
(1− d)
X ≤H(αE, 1) +H(E,α−1)
+H(α−1E,α−2) + ...
Therefore
H(αE, 1) ≤
αN
(1 − d)
X ≤H(αE, 1)
(
1 + α−1 + α−2 + ...
)
=
α
α− 1
H(αE, 1)
And
0 ≤
αN
(1− d)
X −H(αE, 1) ≤
1
α− 1
H(αE, 1)
which can be rewritten as:
0 ≤ X −
(1− d)
αN
H(αE, 1) ≤
1
α− 1
(1− d)
αN
H(αE, 1).
Since |H(αE, 1)| ≤ αN/(1− d), we have:
∣
∣
∣
∣X −
(1 − d)
αN
H(αE, 1)
∣
∣
∣
∣ ≤
1
α− 1
.
This means that choosing α = 1000 would gives an error
very close to 0.1% for norm L1 but also for each coordinate
(the exact bound is 1/999 = 0.001001001...).
Note that we also have:
∣
∣
∣∣X −
(1− d)
αN
(H(αE, 1) + F (αE, 1))
∣
∣
∣∣
≤
1
α− 1
−
1− d
N
|F (E,α−1)|.
III. EXPERIMENTAL EVALUATION
For the experimental evaluation purpose, we took the web
graph imported from the dataset uk-2007-05 @1000000
(available on [1]) which has 41,247,159 links on 106 nodes.
Below we vary N from 103 to 106 extracting from the
dataset the information on the first N nodes. Few graph
properties are summarized in Table I:
• L: number of non-null entries (links) of P ;
• D: number of dangling nodes (0 out-degree nodes);
N L/N D/N E/N O/N maxin maxout
10
3 12.9 0.041 0.032 0.236 716 130
10
4 12.5 0.008 0.145 0.114 7982 751
10
5 31.4 0.027 0.016 0.175 34764 3782
10
6 41.2 0.046 0 0.204 403441 4655
TABLE I
EXTRACTED GRAPH:N = 103 TO 106 .
d Jacobi DI FI (α = 1) FI (α = 2) FI (α = 10)
0.85 26 12 1.72 3.12 6.97
0.9 36 17 1.99 3.94 9.55
0.99 330 101 3.60 19.6 53.1
0.999 5076 548 15.3 92.7 258
TABLE II
COMPUTATION COST: N = 103 . IMPACT OF DAMPING FACTOR.
COMPUTATION COST: NUMBER OF USE OF COORDINATES OF P DIVIDED
BY L.
• E: number of 0 in-degree nodes: the 0 in-degree nodes
are defined recursively: a node i, having incoming links
from nodes that are all 0 in-degree nodes, is also a 0
in-degree node; from the diffusion point of view, those
nodes are those who converged exactly in finite steps;
• O: number of loop nodes (pii 6= 0);
• maxin = maxi#ini (maximum in-degree, the in-degree
of i is the number of non-null entries of the i-th line
vector of P );
• maxout = maxi#outi (maximum out-degree, the out-
degree of i is the number of non-null entries of the i-th
column vector of P ).
Table II shows the comparative evaluation of the computa-
tion cost in number of iterations (one iteration is here defined
as a use of L coordinates of P in the computation) with
a target precision of 1/N (for L1 norm). We compared the
Jacobi iteration, D-iteration (DI, cf. [2]) and the fast ranking
algorithm (FI) we propose in this paper. The convergence
becomes very slow when the damping factor d is being close
to 1 to compute the PageRank vector, whereas our ranking
vector can be obtained very efficiently whatever the choice of
d.
Figure 1 shows the convergence speed (in number of
iterations) of Jacobi, D-iteration (DI) and the proposed (FI)
methods: our approach reaches the limit in all cases in less
than 2.2 iterations. The convergence efficiency is simply not
comparable.
Figures 2 and 3 compare the ranking results obtained with
FR (using H + F ), LOC (local computation: rank equal to
the number of incoming links) to PageRank vector on the top
x%: on y-axis, it counts the number of common nodes in the
top x% between two ranking methods, then it is divided by
the number of compared elements (nodes). The fifth curve
shows the common elements proportion we observe between
two PageRank vectors using a damping factor of 0.9 and 0.8.
Our FR ranking vector can be seen as an approximation of
PageRank vector, since it converges to PageRank vector for
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Fig. 1. Convergence speed comparison.
large α: however, by its definition, it tends to eliminate self-
ranking aspects due to the presence of loops (a part of scores
that I give to children nodes is coming back to me). Therefore,
the parameter α is meant to tune the influence of loops in the
ranking score and PageRank can be seen as a particular case
α → ∞. Globally, we see that our ranking vector preserves
very well the top ranked web sites (for N = 106, we see
that α = 2 is close enough already to PageRank vector,
always above 92%), because they are likely to be pointed
by many different and relevant other web sites: FR ranking
vector includes by its definition features and ideas of the path
diversity mechanism proposed in [3], when α is closer to 1,
but with a computation cost that is greatly reduced (whereas
the ideas in [3] requires more computation cost than PageRank
vector computation).
Even though it is hard to justify theoretically, the author
believe that a choice of α between 1 and 2 are the most
appropriate in terms of the optimal compromise between
computation cost and ranking relevancy.
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Fig. 2. N = 103 : proportion of common elements between FR (proposed)
and PR (PageRank) in top x% ranked sites.
IV. CONCLUSION
In this paper, we proposed a new data ranking method and
compared its efficiency to the computation of PageRank vector.
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Fig. 3. N = 106: proportion of common elements between FR (proposed)
and PR (PageRank) in top x% ranked sites.
Applying the diffusion method on this new ranking vector, we
showed that a very efficient computation can be obtained while
targeting a relevant ranking score as PageRank.
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