A multiobjective variational problem involving higher order derivatives is considered and optimality conditions for this problem are derived. A Mond-Weir type dual to this problem is constructed and various duality results are validated under generalized invexity. Some special cases are mentioned and it is also pointed out that our results can be considered as a dynamic generalization of the already existing results in nonlinear programming.
Introduction
Calculus of variation is a powerful technique for the solution of various problems appearing in dynamics of rigid bodies, optimization of orbits, theory of variations and many other fields. The subjects whose importance is fast growing in science and engineering primarily concern with finding optimal of a definite integral involving a certain function subject to fixed point boundary conditions. In [1] Courant and Hilbert, quoting an earlier work of Friedrichs [2] , gave a dual relationship for a simple type of unconstrained variational problem. Subsequently, Hanson [3] pointed out that some of the duality results of mathematical programming have analogous in variational calculus. Exploring this relationship between mathematical programming and the classical calculus of variations, Mond and Hanson [4] formulated a constrained variational problem as a mathematical programming problem and using Valentine's [5] optimality conditions for the same, presented its Wolfe type dual variational problem for validating various duality results under convexity. Later Bector, Chandra and Husain [6] studied Mond-Weir type duality for the problem of [4] for weakening its convexity requirement. In [7] Chandra, Craven and Husain studied optimality and duality for a class of non-differentiable variational problem with non-differentiable term in the integrand of the objective functional while in [8] they derived optimality conditions and duality results for a constrained variational problem having terms with arbitrary norms in the objective as well as constrained functions.
Recently Husain and Jabeen [9] studied a wider class of variational problem in which the arc function is twice differentiable by extending the notion of invexity given in [10] . They obtained Fritz John as well as KarushKuhn-Tucker necessary optimality conditions as an application of Karush-Kuhn-Tucker optimality conditions studied various duality results for Wolfe and Mond and Weir type models.
In single objective programming we must settle on a single objective such as minimizing cost or maximizing profit. However, generally any real world problems can be identified with multiple conflicting criteria e.g., the problems of oil refinery scheduling, production planning, portfolio selection and many others can be modelled as multiobjective programming problems.
Duality results are very useful in the development of numerical algorithms for solving certain classes of optimization problems. Duality for multiobjective variational problem has been studied by a number of authors, notably Bector and Husain [11] , Chen [12] and many others cited in these references. Applications of duality theory are prominent in physics, economics, management sciences, etc.
Since mathematical programming and classical calculus of variations have undergone independent development, it is felt that mutual adaptation of ideas and tech-niques may prove useful. Motivated with this idea in this exposition, we propose to study optimality criteria and duality for a wider class of multiobjective variational problems involving higher order derivative. These results not only generalize the results of Husain and Jabeen [9] and Bector and Husain [11] but also present a dynamic generalization of some of the results in multiobjective nonlinear programming already existing.
Invexity and Generalized Invexity
Invexity was introduced for functions in variational problems by Mond, Chandra and Husain [10] while Mond and Smart [13] defined invexity for functionals instead of functions. Here we introduce extended forms of definitions of invexity and various generalized invexity for functional in variational problems involving higher order derivatives.
Consider the real interval
and the continu-
, where x is twice differentiable with its first and second order derivatives x  and x  respectively. If
, the gradient vectors of f with respect to x , x  and x  respectively denoted by 1 1 , . . . , , , . . . ,
Φ is said to be invex in , x x and x    on I with respect to η.
Here D is a differentiation operator defined later. DEFINITION 2. (Pseudoinvexity): Φ is said to be pseudoinvex in , x x and x    with respect to  if
, , ,
The functional Φ is said to quasi-invex in , x x and x    with respect to η if
Variational Problem and Optimality Conditions
Before stating our variational problem and deriving its necessary optimality condition, we mention the following conventions for vectors x and y in n-dimensional Euclidian space R n will be used throughout the analysis of this research.
In this section, we present the following variational problem whose optimality conditions will be derived and duality will be investigated in the subsequent sections:
(VPE) Minimize
where : , 
In f relation to (VPE), we introduce the following set o problems r P for each in the spirit of [14] , with a single objective,
The following lemma can be proved on the lines of Chankong and Haimes [14] .
LEMMA 1: x  is an efficient solution of (VPE) if and only if x is an optimal solution of   r P for each r 1, 2, . . . , p  . 
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If 1
  , then the above optimal conditions will reduce to the Karush-Kuhn-Tucker type optimality conditions and the solution ity x is referred to as a normal solution.
We now establish the following theorem that gives the necessary optimality conditions for (VPE). 
T y t g t x x x t I
Since is an efficient so by Lemma 1, lution of (VPE)
x is an optimal solution of ( r P 
Summing over r, we have 
Mond-Weir Type Duality
In this section, we consider the following variational roblem involving higher order derivatives, by sup-PE). 
We formulate the following Mond-Weir type dual to the problem (VP) and establish various duality results under invexity defined in the preceding section.
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