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Abstract— This paper is concerned with a formation shaping
problem for point agents in a two-dimensional space, where
control avoids the possibility of reflection ambiguities. One
solution for this type of problems was given first for three or
four agents by considering a potential function which consists
of both the distance error and the signed area terms. Then, by
exploiting a hierarchical control strategy with such potential
functions, the method was extended to any number of agents
recently. However, a specific gain on the signed area term
must be employed there, and it does not guarantee the global
convergence. To overcome this issue, this paper provides a
necessary and sufficient condition for the global convergence,
subject to the constraint that the desired formation consists
of isosceles triangles only. This clarifies the admissible range
of the gain on the signed area for this case. In addition, as
for formations consisting of arbitrary triangles, it is shown
when high gain on the signed area is admissible for global
convergence.
I. INTRODUCTION
Formation control for multi-agent systems is one of the
most actively studied topics due to its potential in various
applications and theoretical depth. Surveys of formation
control are found in [1] and [2]. According to the sensing ca-
pability, most approaches are classified as (a) displacement-
based control, and (b) distance-based control (see [2]). In
the case of (a), most of the existing works require that all
the different local coordinate systems associated with each
agent should be aligned with a global coordinate system.
In contrast, in the case of (b), each agent requires only the
relative position information in each local coordinate system
which may not be aligned with a common orientation. This
might be a big advantage in practice from the viewpoint of
sensor cost. Hence, the distance-based control has attracted
considerable attention (see references in [6], [2], [4], [5]).
One major drawback is that there can be many undesirable
equilibria. Because of this, it is not trivial to guarantee the
convergence to the desired formation from all or almost all
initial conditions.
In 2017, Anderson et al. ([3]) introduced an interesting
approach for formation shape control, which enjoys the
above merit of distance-based control. They considered a
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triangular formation or a formation with four agents, which
utilizes a potential function including not only the distance
errors but also a signed area term. The resultant controller
is able to prevent the occurrence of flip ambiguity only
with the relative position measurements in each agents’
local coordinate frame. Then, Sugie et al. [8] proposed
a hierarchical control strategy which is applicable to any
number of agents based on such potential functions, with
one restriction that each triangle in the formation should be
equilateral. Recently, Cao et al. [9] have extended the results
of [8] to the formation incorporating a group of arbitrary
triangles. However, a specific gain on the signed area term
must be employed there, and it is not clear whether other
gains work or not. In addition, the global convergence (as
opposed to almost global convergence) is not guaranteed. In
this sense, the problem has not been solved completely yet.
The purpose of this paper is to clarify an essential require-
ment of the gain on the signed area in order to achieve the
desired formation globally. To this end, this paper provides a
necessary and sufficient condition for the gain to achieve the
global convergence for a specific case, where each subsystem
consists of an isosceles triangle. Furthermore, it is clarified
when high gain is admissible in the case where the desired
formation consists of arbitrary triangles.
II. PROBLEM SETTING
Consider the system consists of n agents in 2-dimensional
space which are governed by the equations
p˙i(t) = ui(t) i ∈ V (1)
where pi(t) ∈ R2 and ui(t) ∈ R2 are the state and the
input of agent i, and V := {1, 2, · · · , n} denotes the set
of all agents. The information exchanged topology between
agents is described by an undirected graph G = (V, E), where
E ⊂ V × V denotes the set of edges. For example, (i, j) ∈ E
implies that two agents i and j exchange information with
each other. Agent i detects the relative position of the
neighbor agent j in its local coordinate frame, and the control
input ui(t) should be of the form of
ui(t) := fi((pi(t)− pj(t)).
Define the collective state of all agents by
p(t) := [pT1 (t), p
T
2 (t), · · · , pTn (t)]T ,
and let P denote the set of all p ∈ R2n which aims to achieve
the desired formation, which is specified up to translation and
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rotation. The control objective is to find ui(t) (i = 1 ∼ n)
which satisfy
lim
t→∞ p(t) ∈ P
We assume that the graph is a triangulated Laman graph
[7]. Note that while rotation and translation for the forma-
tion are acceptable, the position of two agents cannot be
exchanged. In particular, the flipping (or reflection) of each
triangle is not acceptable. More precisely, the set P will be
described as set out in detail below:
If three agents {i, j, k} satisfy
{(i, j), (j, k), (k, i)} ∈ E ,
they are said to form a clique. The set of all such triples
(i, j, k) is denoted by C. For each clique (i, j, k), we define
the signed area Zi,j,k by
Zi,j,k :=
1
2
det
[
1 1 1
pi pj pk
]
. (2)
It is easy to see that |Zi,j,k| equals the area of the triangle
(i, j, k), and Zi,j,k is positive if three agents positions, pi, pj
and pk are located in a counterclockwise ordering; otherwise
it is negative. Then, P consists of p ∈ R2n satisfying the
following two conditions.
(A) ‖pi − pj‖ = d∗ij , ∀(i, j) ∈ E
(B) Zi,j,k = Z∗i,j,k, ∀(i, j, k) ∈ C
where d∗ij is the given desired distance between two agents
(i, j), and Z∗i,j,k denotes the given desired signed area. The
condition (B) precludes any flipping ambiguity.
III. PROPOSED METHOD
In this section, a special case for three-agent systems will
be analyzed which plays the essential role for this problem.
Then, the hierarchical control strategy proposed by [8] is
applied to solve the above problem, which guarantees the
global stability of the whole system.
A. Analysis for a three-agent case.
The following result was known for a two-agent case (see
[8]).
Lemma 1 Suppose the system consists of two agents i
and j. If pi is fixed and pj is governed by
p˙j = −∂V(i,j)∂pj
V(i,j) :=
1
4 (||pi − pj ||2 − d∗ij2)2,
then pj converges and all stable equilibria of pj satisfy
||pi − pj || = d∗ij
i.e., pj converges to a point with the desired distance from
pi.
Now consider the subsystem < Sijk > which consists of
agents i, j and k. We adopt the following potential function
proposed by Anderson et al. [3]
V(i,j,k) =
1
4
(
(‖pi − pj‖2 − d∗ij2)2
+ (‖pj − pk‖2 − d∗jk2)2
+
(
‖pk − pi‖2 − d∗ki2
)2)
+
1
2
K(Zi,j,k − Z∗i,j,k)2
(3)
where K is the control gain to be determined. Note that
it was shown in [3] that the signed area error term (i.e.,
1
2K(Zi,j,k − Z∗i,j,k)2 ) plays the central role in avoiding
convergence to a formation which is a flipped version of
the desired formation.
We assume that agents i and j are fixed with the desired
distance (i.e., ‖pi − pj‖ = d∗ij ) in < Sijk >. Without loss
of generality, we assume Z∗i,j,k>0 and
pi =
[−c
0
]
, pj =
[
c
0
]
, pk =
[
x
y
]
, p∗k =
[
a
b
]
, (4)
hold where c := 12d
∗
ij > 0. In the above, p
∗
k denotes the
desired position of agent k with b > 0
Now we obtain the following result in the case of a = 0
(i.e., d∗ik = d
∗
jk), which is a main contribution of this paper
(see Fig. 1).
Fig. 1. Subsystem < Si,j,k >
Theorem 1: For given b > 0 and c > 0, let the position
of agents i and j be given by (4), and assume d∗ij = 2c and
d∗ik = d
∗
jk =
√
b2 + c2 in < Sijk >. Also assume that agent
k is governed by
p˙k = −
∂V(i,j,k)
∂pk
(5)
while both agents i and j are fixed. Then, pk converges
globally to the unique correct equilibrium p∗k = [0, b]
T if
and only if the following condition holds.
K > K∗, K∗ :=
b2
2c2
(6)
Proof From (3) and (5), we have
p˙k =− (||pk − pj ||2 − d∗kj2)(pk − pj)
− (||pk − pi||2 − d∗ki2)(pk − pi)
− 1
2
K(Zi,j,k − Z∗i,j,k)
[
0 1
−1 0
]
(pi − pj)
= −
[
2x(x2 + y2 + 2c2 − b2)
2y(x2 + y2 − b2) +Kc2(y − b)
] (7)
If the point [x, y]T is an equilibrium, p˙k = 0 must hold. So,
we have
x(x2 + y2 + 2c2 − b2) = 0 (8)
2y(x2 + y2 − b2) +Kc2(y − b) = 0 (9)
(i) First we consider the case of x = 0 in (8). Then from (9)
we obtain
(2y2 + 2by +Kc2)(y − b) = 0. (10)
One real root of the above equation is y = b. Let α and β
be the roots of
2y2 + 2by +Kc2 = 0,
namely,
α :=
−b+√b2 − 2Kc2
2
, β :=
−b−√b2 − 2Kc2
2
.
(11)
If (6) holds, no other real root exists. Hence, no other
equilibrium exists. On the other hand, if
0 < K ≤ b
2
2c2
holds, α and β are two real roots. All the candidates of the
equilibria are given by
P ∗a =
[
0
b
]
, P ∗b =
[
0
α
]
, P ∗c =
[
0
β
]
(12)
From now on, we will check the Hessian at each equilib-
rium. Note that Hessian at point [x, y]T is given by
H =
[
6x2 + 2y2 + 4c2 − 2b2 4xy
4xy 6y2 + 2x2 +Kc2 − 2b2
]
(i-a) The Hessian at point P ∗a is given by
Ha =
[
4c2 0
0 4b2 +Kc2
]
(13)
which is positive definite for any K > 0. Hence P ∗a is a
stable equilibrium.
(i-b) The Hessian at point P ∗b is given by
Hb =
[
2α2 − 2b2 + 4c2 0
0 b2 − 2Kc2 − 3b√b2 − 2Kc2
]
As for the (2, 2) entry, it turns out that Hb22 < 0, because
the following two relations hold.
Hb22 = b
2 − 2Kc2 − 3b
√
b2 − 2Kc2 =
(
√
b2 − 2Kc2 − 3b)
√
b2 − 2Kc2
and √
b2 − 2Kc2 < b < 3b
Next consider the (1, 1) entry Hb11. This is monotonically
increasing with respect to K for 0 < K ≤ K∗, because so
is α2. This implies
−2b2 + 4c2 < Hb11 ≤ −
3
2
b2 + 4c2.
If
b2
c2
≤ 2
holds, then Hb11 > 0. So, P
∗
b is a saddle point. If
8
3
≤ b
2
c2
holds, then Hb11 ≤ 0. Hence, P ∗b is an untable equilibrium.
If
2 <
b2
c2
<
8
3
the sign of H11 depends on K. Since there exists a K at
which Hb11 = 0, let K0 be such a K, which is calculated as
K0 = 2
b
c
√
b2
c2
− 2− 2
(
b2
c2
− 2
)
(14)
Hence if K ≤ K0 holds, we have Hb11 ≤ 0. So, P ∗b is an
unstable equilibrium. If K0 < K ≤ K∗ holds, Hb11 > 0.
This implies that P ∗b is a saddle point.
(i-c) The Hessian at P ∗c is given by
Hc =
[
2β2 − 2b2 + 4c2 0
0 b2 − 2Kc2 + 3b√b2 − 2Kc2
]
As long as 0 < K ≤ K∗, the (2, 2) entry Hc22 is nonnegative.
Now we will check the sign of (1, 1) entry Hc11. Note that
Hc11 is monotonically decreasing with respsect to K for 0 <
K ≤ K∗, because so is β2 from (11). Hence,
−3
2
b2 + 4c2 ≤ H11 < 4c2
holds. If
b2
c2
≤ 8
3
holds, then we have Hc11 ≥ 0. So, P ∗c is a stable equilibrium.
If
b2
c2
>
8
3
,
Hc11 can be negative or positive depending on K. Similarly
to the argument of P ∗b , it turns out that H
c
11 = 0 at K = K0.
So, if 0 < K ≤ K0 holds, we have Hc11 ≥ 0. This implies
P ∗c is a stable equilibrium. If K0 < K ≤ K∗ holds, we
obtain Hc11 ≤ 0. Hence P ∗c is a saddle point.
(ii) Next, consider the case of
x2 + y2 + 2c2 − b2 = 0. (15)
Substituting this into (9), we have
c2{(K − 4)y −Kb} = 0. (16)
When K = 4 holds, the left hand side of the above equation
is positive. So, no equilibrium exists in this case. Now
suppose K 6= 4, then (16) yields
y =
Kb
K − 4 (17)
From (15), no equilibrium exists when b
2
c2 ≤ 2 holds. Note
that the origin, x = y = 0, cannot be an equilibrium from
(16). When
b2
c2
> 2
holds, x = ±
√
b2 − 2c2 − y2 is obtained. Hence, the equi-
libria are given by
P ∗d =
[√
b2 − 2c2 − y2
y
]
P ∗e =
[−√b2 − 2c2 − y2
y
]
with y = KbK−4 . Since b
2 − 2c2 − y2(= x2) ≥ 0 must hold,
y should satisfy
−
√
b2 − 2c2 ≤ y ≤
√
b2 − 2c2 (18)
First, we clarify the condition on K to satisfy the above
constraints. If K > 4, we have
y =
Kb
K − 4 =
b
1− 4K
> b >
√
b2 − 2c2,
which contradicts (18). Hence
0 < K < 4 (19)
should hold. In this case, y = KbK−4 is negative and (18)
implies
−
√
b2 − 2c2 ≤ Kb
K − 4 , (20)
which reduces to
K ≤ K0 (21)
where K0 is defined by (14). It can be verified that
K0 ≤ K∗ (22)
holds as long as b
2
c2 ≥ 2 holds. Hence, if K > K∗ holds,
either P ∗d or P
∗
e does not exist, because (21) does not hold
in this case.
The Hessian matrix at P ∗d or P
∗
e is given by
Hde =
[
4x2 4xy
4xy 4y2 + c2(K − 4)
]
(23)
with x = ±
√
b2 − 2c2 − y2 and y = KbK−4 . Simple calcula-
tion shows
Hde11 = 4x
2 > 0, detHde = 4x2c2(K − 4) < 0
hold, because K < 4. This implies that both P ∗d and P
∗
e are
saddle points.
From the arguments of (i) and (ii), the results are summa-
rized as follows:
• If K > K∗, there exists only one equilibrium, P ∗a ,
which is stable.
• If K0 ≤ K ≤ K∗ and b2c2 ≤ 83 hold, then there exist
one saddle point P ∗b and one stable equilibrium P
∗
c , in
addition to the stable equilibrium P ∗a .
• If K0 < K ≤ K∗ and 83 < b
2
c2 hold, then there exist
one saddle point P ∗c and one unstable equilibrium P
∗
b ,
in addition to the stable equilibrium P ∗a .
• If 0 < K ≤ K0 and b2c2 ≤ 2 hold, then there exist one
saddle point P ∗b and one unstable equilibrium P
∗
c , in
addition to the stable equilibrium P ∗a .
• If 0 < K ≤ K0 and 2 < b2c2 < 83 hold, then
there exist two saddle points P ∗d and P
∗
e , and two
unstable equilibria P ∗b and P
∗
c , in addition to the stable
equilibrium P ∗a .
• If 0 < K ≤ K0 and 83 ≤ b
2
c2 hold, then there exist two
saddle points P ∗d and P
∗
e , one unstable equilibrium P
∗
b ,
and one stable equilibrium P ∗c , in addition to the stable
equilibrium P ∗a .
Hence, pk(t) converges to the correct point p∗k from any
initial condition pk(0) if and only if K > K∗ holds.
(QED)
As long as the desired formation shape is an isosceles tri-
angle, Theorem 1 gives a necessary and sufficient condition
for global convergence. This is the main contribution of this
paper. The condition K > K∗ implies that there exists no
upper bound on K, which is not the case for general triangle
formations. We will give a numerical example to show this
point later.
In addition, from the proof, we can claim that if
K ≥ 2 (24)
holds, pk(t) converges to the desired point p∗k from almost
all initial conditions. In fact, when 83 <
b2
c2 holds, (24) means
K > K0 because
2−K0 = −2h
√
h2 − 2 + 2h2 − 2 = (h−
√
h2 − 2)2 > 0
holds with h = bc . On the other hand, when
8
3 ≥ b
2
c2 holds,
(24) means K > K∗ ≥ 43 . Note that it is shown that K = 4
works for achieving almost global convergence (for general
triangle formation) in [9]. Our result extends the condition
K = 4 in the case of an isosceles triangle.
In order to illustrate the effect of the existence of saddle
points, we will show the behavior of agent k governed by
(5) with K = 4 in Fig. 2. Agents i and j are located at
pi = [−1, 0]T and pj = [1, 0]T , respectively (shown by the
circles). The target position of agent k is p∗k = [0, 6]
T (shown
by the red star). Namely, K∗ = 18. In this case, one saddle
point exists. Fig. 2 shows the trajectories of pk(t) starting
from various points marked at small circles in green. If the
starting point is [0, y]T (y < 0), the trajectory converges to
the wrong point P ∗c = [0,−3 − 2
√
2] (shown by the red
triangle). The other trajectories converge to the correct point
p∗k.
B. Extension to general triangle formation
In the case of an isosceles triangle, we have solved the
formation problem as shown in Theorem 1. However, in the
case of an arbitrary triangle, it is known that an incorrect
equilibrium may appear if the gain K is too high. Fig. 3
demonstrates this point, which shows the trajectory of agent
k governed by (5) with K = 80 similar to Fig. 2. Agents i
and j are pinned at pi = [−1, 0]T and pj = [1, 0]T (shown
by the circles), but the target position of agent k is given
by p∗k = [3, 1]
T (shown by the red star). This figure exhibits
that there exist two stable equilibria, and some trajectories
converge to the wrong point (shown by the left red cross).
Fig. 2. The effect of a saddle point.
Fig. 3. Trajectories of agent k with high gain (K = 80).
One way to circumvent this problem is to clarify a condition
on the triangle shape for which the global convergence to the
correct formation is guaranteed for high gain K. Concerning
this issue, the following result is obtained.
Theorem 2: For given a, b > 0 and c > 0, let the position
of agents i and j be pinned at pi = [−c, 0]T and pj = [c, 0]T ,
and the desired position of agent k is given by p∗k = [a, b]
T
in < Sijk >. Also assume that agent k is governed by
p˙k = −
∂V(i,j,k)
∂pk
. (25)
When K →∞, if
a2
c2
< 8 (26)
holds, pk(t) converges globally to the unique correct equili-
birium p∗k. On the other hand, if
a2
c2
> 8 (27)
holds, there exists another stable equilibirium. Hence, pk(t)
may converge to an incorrect point depending on the initial
condition.
(Proof) First, we compute the equilibria candidates. Note
that we have
p˙k = −
[
2x(x2 − a2 − b2 + y2) + 4c2(x− a)
2y(y2 + x2 − a2 − b2) +Kc2(y − b)
]
.
From p˙k = 0, we have
x2 + y2 − a2 − b2 = 2c
2(a− x)
x
as long as x 6= 0. Substituting the above into the second
entry of p˙k = 0, we obtain
y =
bKx
4a− (4−K)x.
As K →∞, y is approaching to b. Hence, substituting y = b
into the first entry of p˙k = 0, we have the following equality.
(x− a)(x2 + ax+ 2c2) = 0
(i) Consider the case of x = a. The equilibrium is P ∗a =
[a, b]T , and its corresponding Hessian is given by
Ha =
[
4a2 + 4c2 4ab
4ab 4b2 +Kc2
]
.
The (1, 1) entry Ha11 is positive, and the determinant is given
by
detHa = 4Kc2a2 + 4Kc4 + 16c2b2
which is also positive. Hence P ∗a is a stable equilibrium.
(ii) Next, consider the case of x2+ ax+2c2 = 0. If (26)
holds, x2+ax+2c2 > 0 holds for any x. Hence, there exists
no other equilibrium. Otherwise, let α and β be two roots
of x2 + ax+ 2c2 = 0, namely
α =
−a+√a2 − 8c2
2
, β =
−a−√a2 − 8c2
2
.
So, the equiliria are
P ∗b =
[−a+√a2−8c2
2
b
]
, P ∗c =
[−a−√a2−8c2
2
b
]
The Hessian at P ∗b is given by H
b whose (i, j) entries are
shown as follows:
Hb11 = a
2 − 3a
√
a2 − 8c2 − 8c2
Hb12 = H
b
21 = −2ab+ 2b
√
a2 − 8c2
Hb22 = Kc
2 − a2 − a
√
a2 − 8c2 + 4b2 − 4c2
It is verified that Hb11 > 0 holds if
a
c < −
√
8. Because, Hb11
is transformed to
Hb11 =
√
z2 − 8(
√
z2 − 8− 3z) z := a
c
,
and
√
z2 − 8 − 3z > 0 holds from the fact that (3z)2 >
(z2 − 8) always holds. Also, in this case, from
detHb = Hb11H
b
22 −Hb12Hb21,
we have detHb > 0 when K → ∞. This implies Hb
is positive definite. Hence, P ∗b is a stable (but incorrect)
equilibrium. On the other hand, the Hessian at P ∗c is given
by Hc whose (i, j) entries are given as follows:
Hc11 = a
2 + 3a
√
a2 − 8c2 − 8c2
Hc12 = H
c
21 = −2ab+ 2b
√
a2 − 8c2
Hc22 = Kc
2 − a2 + a
√
a2 − 8c2 + 4b2 − 4c2
By a similar argument, it turns out that Hc becomes positive
definite if ac >
√
8. So, P ∗c is an incorrect stable equiribrium.
In short, if a
2
c2 > 8 holds, there always exists a stable
equilibrium (P ∗b or P
∗
c ) which corresponds to an incorrect
point.
(QED)
From this theorem, we can use high gain K safely as long
as (26) holds even in the general triangular case.
C. Hierarchical control strategy
In this section, we consider the multi-agent system < S >
whose graph structure is shown in Fig. 4 as an example. The
Fig. 4. An example of graph structure of a multi-agent system
structure is triangulated with all isosceles triangles. For this
system, we apply the hierarchical control strategy [8] which
will be described below. Define the control input as
ui = −∂Vi
∂pi
(28)
where Vi is chosen as shown below.
We show how to choose Vi for the system shown in Fig.
4. Consistently with Fig. 4, we choose Vi for each agent as
follows, where we specify Z∗i,j,k > 0 for any (i, j, k) ∈ C.
Layer 1: agent 1, (which is stationary)
V1 ≡ 0
Layer 2: agent 2 (which is to be a fixed distance from
agent 1)
V2 = V(1,2)
Layer 3: agents { 3, 4 }
V3 = V(2,1,3), V4 = V(1,2,4)
Layer 4: agents {5, 6, 7, 8}
V5 = V(1,4,5), V6 = V(4,2,6), V7 = V(2,3,7), V8 = V(3,1,8)
Note that the upper layer agents are never affected by any
lower layer agents. According to the arguments of Theorem
2 of [9], the global asymptotic stability of the whole system
is guaranteed with any gain K satifying (6).
Remark: Though this paper does not consider collisions
between the agents explicitly, it would be easy to avoid the
collisions by applying appropriate existing methods such as
Control Barrier Functions [11] or Decentralized Navigation
Functions [12].
IV. SIMULATION
This section shows some simulation results to demonstrate
the effectiveness of the proposed method. The multi-agent
system is exactly the same as that in the previous section.
The desired formation also looks like Fig. 4. Namely,
d∗12 = 6, d
∗
13 = d
∗
14 = d
∗
23 = d
∗
24 = 3
√
2
d∗15 = d
∗
18 = d
∗
26 = d
∗
27 = d
∗
37 = d
∗
38 = d
∗
45 = d
∗
46 = 3
Z∗213 = Z
∗
124 = 9, Z
∗
145 = Z
∗
426 = Z
∗
237 = Z
∗
318 =
9
2
Eight agents are located initially as shown in Fig. 5. In the
left column, agents 1 ∼ 4 are located from top to bottom.
Agents 5 ∼ 8 are located similarly in the right column. Figs.
6 ∼ 8 show snapshots of their locations at t = 0.04 ∼
0.4, respectively. It is verified that the correct formation is
achieved.
Fig. 5. Location of 8 agents (t = 0)
V. CONCLUSIONS
In this paper, we have derived a global convergence
condition for the formation shape control of a triangulated
Laman graph without flipping in the case where all triangles
are isosceles ones. In addition, an almost global convergence
condition is clarified. Furthermore, for a formation consisting
of general triangles, it is clarified when high gain is admis-
sible for global convergence.
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