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EVIDENCE FOR THE
GROMOV-WITTEN/DONALDSON-THOMAS
CORRESPONDENCE
AMIN GHOLAMPOUR AND YINAN SONG
Abstract. We study the equivariant Gromov-Witten and Donaldson-Thomas
theories of P2-bundles over curves. We show the equivariant GW/DT corre-
spondence holds to first order for certain curve classes.
1. Introduction
Both Gromov-Witten and Donaldson-Thomas theory arise from the enumerative
geometry of threefolds. In [4], [5], and [1], correspondences between these two
theories were conjectured in various settings. In this paper, we provide evidence
for the equivariant conjecture in the case where the threefold is a P2-bundle over a
curve. The equivariant Gromov-Witten theory of P2-bundle over curves is solved
in [2] for certain curve classes, but we can only compute the Donaldson-Thomas
invariants up to first order. Still, our computation is the first compact non-toric
example where the correspondence has been checked.
Let C be a smooth and connected curve of genus g. Let L1 and L2 be line bundles
of degrees k1 and k2, and let X be the total space of the P
2-bundle P(O⊕L1⊕L2)
over C. The three dimensional torus, (C∗)3 acts diagonally on the fibers of X . We
denote by t0, t1 and t2, the equivariant parameters of this action along the first,
second and third summand, respectively. Let β be a curve class in X .
Following [2], we define the partition function for the degree β equivariant
Gromov-Witten invariants of X as:
ZGWβ (g | k1, k2) =
∞∑
h=0
u2h−2−KX · β
∫
[M
•
h
(X,β)]vir
1,
whereM
•
h(X, β) is the moduli space of the genus h, degree β, possibly disconnected
stable maps to X , and KX is the canonical class of X . The integration in the
above formula denotes equivariant pushforward to a point, so it can be non-zero
for negative virtual dimension. The Gromov-Witten partition function will be an
element in
Q((u))[t0, t1, t2].
As in [1], we define the the partition function for the class β equivariant Donaldson-
Thomas invariants of X as
ZDTβ (g | k1, k2) =
∑
n∈Z
qn
∫
[In(X,β)]vir
1,
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where In(X, β) is the moduli space of ideal sheaves parameterizing subschemes Y
in X , whose maximal one dimensional component is in the class β and χ(OY ) = n.
Again, the integral denotes equivariant pushforward to a point. The Donaldson-
Thomas partition function is an element in
Z((u))[t0, t1, t2].
It takes coefficients in Z((u)), rather than Q((u)) because In(X, β) is a scheme, so
the virtual class is defined over Z.
We define the reduced Donaldson-Thomas partition function by
ZDTβ (g | k1, k2)
′ =M(−q)−
∫
X
c3(TX⊗KX) · ZDTβ (g | k1, k2),
where
M(q) =
∏
n≥1
1
(1 − qn)n
is the McMahon function, and TX is the tangent bundle of X (See Definition 9.2,
and Conjecture 1, in[1]).
In this notation, GW/DT correspondence conjecture in [1] reads as follows:
GW/DT Conjecture. After the change of variable, eiu = −q, we have
(1) (−i)−KX · βZGWβ (g | k1, k2) = (−q)
1
2
KX · βZDTβ (g | k1, k2)
′.
We define β0 to be the curve class of the section given by the locus (1 : 0 : 0),
and f to be the line class of a fibre in X . Then we prove the following result:
Theorem 1. GW/DT Conjecture holds for the leading term in q, when β = β0
and β = β0 + f , and k1, k2 ≤ 0.
The case β = β0 is straightforward. We will prove the theorem for β = β0 + f ,
and when k1, k2 < −1, where we can express our results more uniformly. The case,
where one or both of k1 and k2 are equal to -1 or 0, is similar. In Section 2, we will
compute the left hand side of (1) (Proposition 2). In section 3, we will compute
the first term of the series in the right hand side of (1) (Proposition 3). Theorem 1
will follow after changing the variable, eiu = −q, and comparing the coefficients of
q with the lowest power in the both sides of (1).
2. The Gromov-Witten Theory of X
Let X and β = β0 + f be as above. We can express the result of this section as
follows:
Proposition 2. Let k1, k2 < −1, then the partition function for the degree β =
β0 + f equivariant Gromov-Witten invariants of X is given by
Zβ(g | k1, k2) = (t0 − t1)
g−k1−3(t0 − t2)
g−k2−3
·
(
(4g − 4− k1 − k2)t0 − (2g − 2− k2)t1 − (2g − 2− k1)t2)
)(
2 sin
u
2
)k1+k2+3
.
In [2], the section class equivariant Gromov-Witten theory of X was completely
determined. The following matrices were defined in [2]:
A =

 (t0 − t1)(t0 − t2) 0 00 (t1 − t0)(t1 − t2) 0
0 0 (t2 − t0)(t2 − t1)

 ,
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B =


2(2t0−t1−t2)
(t0−t1)(t0−t2)
t0+t1−2t2
(t0−t1)(t0−t2)
t0+t2−2t1
(t0−t1)(t0−t2)
t0+t1−2t2
(t1−t0)(t1−t2)
2(2t1−t0−t2)
(t1−t0)(t1−t2)
t1+t2−2t0
(t1−t0)(t1−t2)
t0+t2−2t1
(t2−t0)(t2−t1)
t1+t2−2t0
(t2−t0)(t2−t1)
2(2t2+t0−t1)
(t2−t0)(t2−t1)

φ3.
M1 =

 t0 − t1 0 00 0 0
0 0 t2 − t1

φ−1, M2 =

 t0 − t2 0 00 t1 − t2 0
0 0 0

φ−1,
N =


1
(t0−t1)(t0−t2)
1
(t0−t1)(t0−t2)
1
(t0−t1)(t0−t2)
1
(t1−t0)(t1−t2)
1
(t1−t0)(t1−t2)
1
(t1−t0)(t1−t2)
1
(t2−t0)(t2−t1)
1
(t2−t0)(t2−t1)
1
(t2−t0)(t2−t1)

φ2,
where φ = 2 sin u2 .
In [2], G = A + B was called the genus adding operator, and U−11 = M1 + N
and U−12 =M2+N were called the first and the second level annihilation operator,
respectively.
Notation. For two matrices U and V , by (Ua, V b) for a, b ∈ Z+, we mean the sum
of the all products that we can write containing a copies of U and b copies of V .
For example
(U2, V ) = U2V + UV U + V U2.
Now by Theorem 1.7 in [2], for k1, k2 ≤ 0, and r ≥ 0, we have
Zβ0+rf (g | k1, k2) =
∑
tr
(
(Aa, Bb)(Mm11 , N
n1)(Mm22 , N
n2)
)
,
where the sum is over all nonnegative integers a, b, m1, m2, n1, and n2 such that
a+ b = g − 1, m1 + n1 = −k1, m2 + n2 = −k2, b+ n1 + n2 = r .
Proof of Proposition 2: By the discussion above, for β = β0 + f , we have
Zβ(g | k1, k2) =
tr
(
(Ag−2, B)M−k11 M
−k2
2 +A
g−1(M−k1−11 , N)M
−k2
2 +A
g−1M−k11 (M
−k2−1
2 , N)
)
.
Now since tr(UV ) = tr(V U) for any two matrices, and also since A, M1, and M2
mutually commute, this is equal to
(g − 1) tr
(
Ag−2M−k11 M
−k2
2 B
)
− k1 tr
(
Ag−1M−k1−11 M
−k2
2 N
)
− k2 tr
(
Ag−1M−k11 M
−k2−1
2 N
)
.
From this, Proposition 2 easily follows. 
3. the Donaldson-Thomas Theory of X
Let X and In(X, β) be as in Section 1, and let pi be the projection from X to C.
Unlike the computation in Gromov-Witten theory, we can only compute the first
term of the partition function in Donaldson-Thomas theory in the right hand side
of (1). The power of q of the first term is the holomorphic Euler characteristic of
the structure sheaf of a purely 1-dimensional subscheme, Y , in the class β, which
is equal to χ(OY ) = 1− g. From now on we fix
n = 1− g.
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By definition, the coefficient of the first term of the right hand side of (1) is
(2) NDTn (X, β) =
∫
[In(X,β)]vir
1 =
∫
[In(X,β)T ]vir
1
e(Normvir)
,
where In(X, β)
T is the fixed loci of the induced torus action on In(X, β), and
Normvir is its virtual normal bundle, and e denotes equivariant Euler class, see [1]
for a detailed discussion. Now we express the result of this section:
Proposition 3. Let X, n, and k1, k2 < −1 be as above. Then the equivariant
Donaldson-Thomas invariant of class β = β0 + f and holomorphic Euler charac-
teristic n is given by:
NDTn (X, β) =(t0 − t1)
g−k1−3(t0 − t2)
g−k2−3
·
(
(4g − 4− k1 − k2)t0 − (2g − 2− k2)t1 − (2g − 2− k1)t2)
)
.
Before giving the proof, we first describe the fixed loci explicitly:
Lemma 4. In(X, β)
T is isomorphic to the union of two disjoint copies of C, and
moreover the universal subscheme in In(X, β)
T ×X is a complete intersection.
Proof: Let M = C1
∐
C2 where C1 and C2 are two copies of C. We will
consider M as Hilb1(M) and show that M is isomorphic to In(X, β)
T by showing
that they represent isomorphic functors of points. In other words, we will show
how to construct a family of one-point in M from a family of fixed subschemes and
vice versa. First we construct an M -family of fixed subschemes:
Y ⊂M ×X
pr1
→ M,
where pr1 and pr2 denote projections fromM ×X onto M and X respectively. We
define ∆ to be the diagonal divisor in C × C. We use ∆1 and ∆2 to distinguish
between the two diagonals in M × C. We use id×pi denote from the map from
M ×X to M × C.
The projective bundle X can be constructed in three ways, as P(O ⊕ L1 ⊕ L2),
and P(L∗1 ⊕O ⊕ L2L
∗
1), and P(L
∗
2 ⊕ L1L
∗
2 ⊕O). The tautological bundles change
depending on the construction. We use the following notation for the hyperplane
divisors:
H0 = P(L1 ⊕ L2) ⊂ X = P(O ⊕ L1 ⊕ L2)
H1 = P(L
∗
1 ⊕ L2L
∗
1) ⊂ X = P(L
∗
1 ⊕O ⊕ L2L
∗
1)
H2 = P(L
∗
2 ⊕ L1L
∗
2) ⊂ X = P(L
∗
2 ⊕ L1L
∗
2 ⊕O)
The corresponding line bundles are OX(1), pi
∗L1 ⊗ OX(1) and pi
∗L2 ⊗ OX(1).
Finally, we let D1 = pr
∗
2H1 and D2 = pr
∗
2H2 ∪ (id×pi)
∗∆1 and D
′
1 = pr
∗
2H2 and
D′2 = pr
∗
2H1 ∪ (id×pi)
∗∆2.
The family Y is a disjoint union of two components Y1 and Y2. One component
is the intersection of D1 and D2 and the other is the intersection of D
′
1 and D
′
2.
This family is fixed under the T -action.
This family Y is constructed out of the universal family of Hilb1(M). Therefore,
given a B-family of one-point in M , which is equivalent to a map from B to M , we
can pull back the family Y to obtain a family of T -fixed subschemes over B.
Conversely, let’s consider a B-family Z of fixed subschemes. We can intersect
them with the hyperplane divisor at the infinity, H0. Since the subschemes are of
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the class β0+ f , each fixed scheme intersects H0 at a point. This point is a T -fixed
point, so it is a point on either the locus of (0 : 1 : 0) in X = P(L∗1 ⊕ O ⊕ L2L
∗
1)
or the locus of (0 : 0 : 1) in X = P(L∗2 ⊕ L1L
∗
2 ⊕O). The union of these two loci
is isomorphic to M . Therefore, we get a B-family of one-points in M . It is easy to
see that it is an isomorphism of functors, so we get an isomorphism of the moduli
spaces.

Proof of Proposition 3: Consider the first component constructed in the
previous lemma. For convenience, we will suppress the subscript in C1 and Y1 from
now on. Recall that pi and id×pi are the projections from X and C ×X to C and
C × C respectively, that pr1 and pr2 are projections from C × X onto C and X
respectively, and that p1 and p2 are projections from C × C onto the first and the
second factor respectively. Recall that Y is a zero section of rank two vector bundle
on C ×X , which is the direct sum of the following two line bundles:
OC×X(D1) = pr
∗
2(pi
∗L1 ⊗OX(1))
OC×X(D2) = pr
∗
2(pi
∗L2 ⊗OX(1))⊗ (id×pi)
∗OC×C(∆).
The K-theory class of the perfect obstruction theory on C, considered as a con-
nected component of In(X, β)
T , is given by
R•pr1,∗(Hom(I, I) −OC×X),
where I is the universal ideal sheaf (c.f. [4] page 19). According to [3], in terms of
equivariant K-theory classes, we can regard
R•pr1,∗(Hom(I, I) −OC×X) = −Def
m−Deff +Obm+Obf ,
where the superscripts, f , and m, mean the fixed, and the moving parts under the
induced action of the torus, respectively. Since the fixed loci is smooth, we will get
NDTn (X, β) =
∫
[In(X,β)T ]
e(Obf )e(Obm)
e(Defm)
.
We will show later that Obf is zero, so we can write
(3) NDTn (X, β) =
∫
C
e(R•pr1,∗(Hom(I, I) −OC×X))
m.
Since Y is the complete intersection of two divisors, D1 and D2, we have the
standard Kozsul resolution of the ideal sheaf of Y:
0→ OC×X(−D1 −D2)→ OC×X(−D1)⊕OC×X(−D2)→ I → 0.
Therefore, the equivariant K-theoretic class of I is
OC×X(−D1) +OC×X(−D2)−OC×X(−D1 −D2).
Then a formal calculation of equivariant K-theoretic classes gives us
R•pr1,∗(Hom(I, I) −OC×X) = −R
•pr1,∗(OC×X(D1))−R
•pr1,∗(OC×X(D2))
−R•pr1,∗(OC×X(−D1))−R
•pr1,∗(OC×X(−D2)
+R•pr1,∗(OC×X(D1 −D2) + 2R
•pr1,∗(OC×X)(4)
+R•pr1,∗(OC×X(D2 −D1)).
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The map, pr1, can be factored through
C ×X
id×pi
→ C × C
p1
→ C,
where p1 is the projection onto the first factor, and therefore
R•pr1,∗ = R
•p1,∗ ◦R
•(id×pi)∗.
We will use the following facts in the rest of the proof and we summarize them
here in the following lemma:
Lemma 5. With the same notation as in Proposition 3, we have the following
identities.
R•(id×pi)∗(OC×X) = OC×C ,
R•(id×pi)∗(pr
∗
2OX(1)) = p
∗
2L
∗
0 ⊕ p
∗
2L
∗
1 ⊕ p
∗
2L
∗
2,
R•(id×pi)∗(pr
∗
2OX(−1)) = 0,
R•p1,∗(p
∗
2(L
i
0L
j
1L
l
2)) = (1− g + jk1 + lk2)Cit0+jt1+lt3 ,
R•p1,∗(p
∗
2(L
i
0L
j
1L
l
2)⊗OC×C(−∆) = (1− g + jk1 + lk2)Cit0+jt1+lt2 − L
i
0L
j
1L
l
2,
R•p1,∗(p
∗
2(L
i
0L
j
1L
l
2)⊗OC×C(∆)) = (1− g + jk1 + lk2)Cit0+jt1+lt2 + L
i
0L
j
1L
l
2TC ,
where Cs denotes the trivial line bundle on C with weight −s, and L0 denotes the
trivial line bundle on C × C with weight −t0.
Proof: The first three are elementary. The fourth follows from Riemann-Roch.
The last two are proved by applying R•p1,∗ to the divisor sequence of ∆ twisted
by p∗2(L
i
0L
j
1L
l
2) and p
∗
2(L
i
0L
j
1L
l
2)⊗OC×C(∆) respectively. 
Now by the first and fourth equalities in Lemma 5, we have
R•pr1,∗(OC×X) = (1 − g)C0.
The second and fourth equalities in Lemma 5, implies that
R•pr1,∗(pr
∗
2(OX(1)⊗ pi
∗L1)) = R
•(p1)∗((p
∗
2L
∗
0 ⊕ p
∗
2L
∗
1 ⊕ p
∗
2L
∗
2)⊗ p
∗
2L1)
= R•(p1)∗(p
∗
2(L
∗
0L1)⊕O ⊕ p
∗
2(L
∗
2L1))
= (k1 + 1− g)Ct1−t0 + (1 − g)C0
+ (k1 − k2 + 1− g)Ct1−t2 ,
and similarly, using the second and the sixth equalities in Lemma 5, we have
R•pr1,∗(pr
∗
2(OX(1)⊗ pi
∗L2)⊗ (id×pi)
∗(OC×C(∆))) =
= R•p1,∗((p
∗
2L
∗
0 ⊕ p
∗
2L
∗
1 ⊕ p
∗
2L
∗
2)⊗ p
∗
2L2 ⊗OC×C(∆))
= R•p1,∗(p
∗
2(L
∗
0L2)(∆) ⊕ p
∗
2(L
∗
1L2)(∆)⊕OC×C(∆))
= (1− g + k2)Ct2−t0 + L
∗
0L2TC + (1− g)C0
+ (1− g − k1 + k2)C−t1+t2 + L
∗
1L2TC + TC .
Finally, we can write
R•pr1,∗((id×pi)
∗(p∗2(L
∗
1L2)(∆))) = R
•(p1)∗(p
∗
2(L
∗
1L2)(∆))
= (1 − g − k1 + k2)C−t1+t2 + L
∗
1L2TC ,
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and
R•pr1,∗((id×pi)
∗(p∗2(L1L
∗
2)(−∆))) = R
•(p1)∗(p
∗
2(L1L
∗
2)(−∆))
= (1 − g + k1 − k2)Ct1−t2 − L1L
∗
2,
where for the first one, we used first and the sixth equalities in Lemma 5, and for
the second one, we used the first and fifth equalities in Lemma 5.
So far, we have computed all the terms in the right hand side of (4), so we can
write
e(R•pr1,∗(Hom(I, I)−OC×X))
m =
(t0 − t1)
−k1+g−1(t0 − t2)
−k2+g−1
((t0 − t2) + (k2 + 2− 2g)[p ])((t2 − t1) + (k1 − k2)[p ])
,(5)
where [p ] is the class of a point in C.
Similar computations for the other component of In(X, β)
T , yield
e(R•pr1,∗(Hom(I, I)−OC×X))
m =
(t0 − t1)
−k1+g−1(t0 − t2)
−k2+g−1
((t0 − t1) + (k1 + 2− 2g)[p ])((t1 − t2) + (k2 − k1)[p ])
.(6)
Equation (4) also shows that the fixed part of
R•pr1,∗(Hom(I, I) −OC×X)
is just TC . Since we have already shown that the fixed loci are smooth, we can
conclude that Obf is zero. Therefore, by (3), NDTn (X, β) is equal to the sum of the
integrals of (5) and (6) over C. To do the integral, we expand the fraction in terms
of [p ] and integrate over C. This proves the proposition. 
Remark 6. The method used here is a generalization of the method in [4]. Similar
ideas also appear in [6].
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