This paper examines the characteristics of management forecasts available on Thomson First Call's Company Issued Guidance (CIG) database relative to a sample of forecasts hand-collected through a search of company press releases. Due to the significantly lower cost of using CIG (relative to hand-collecting data), academics have increasingly relied on this database as a source of management forecasts. However, it is important for researchers to consider the properties of this database (such as coverage, accuracy, and breadth) when evaluating whether it is an appropriate data source for their study. Overall, our results suggest systematic differences between forecasts reported on CIG and forecasts gathered from company press releases. We suggest several sample criteria that will remove or mitigate these biases.
database over the period [2008] [2009] [2010] identified 49 studies on management forecasts/earnings guidance, of which 37 utilize the CIG database, indicating the reliance on CIG is likely to continue.
To our knowledge, there is no documentation on the process used by CIG to gather forecasts and, while prior studies have provided some evidence of the comparability of hand-collected samples of management forecasts relative to samples generated from the CIG database (Miller, 2002; Anilowski et al., 2007) , none have systematically examined this issue. The limited evidence in these studies, however, calls into question the completeness of CIG's coverage of forecasts. For example, Anilowski et al. (2007) find a large spike in the number of forecasts in 1998, which they attribute to more concerted collection efforts on the part of the database provider. Houston et al. (2010) and Chen et al. (2011) both find evidence that firms that were initially thought to have stopped providing earnings guidance based on the CIG database did, in fact, issue forecasts during the purported stoppage period. Our goal is to provide a systematic examination of the differences between the firms and forecasts included on the CIG database and those obtained via hand-collection, providing future researchers with insight into the circumstances under which use of the database must be modified.
We begin by using Lexis Nexis to hand-collect management forecasts from a random sample of Compustat firms and compare these forecasts to data in the CIG database. This comparison provides evidence on the completeness of the CIG database as well as on the factors that influence inclusion in the database. Specifically, we randomly select firms from each size quartile in Compustat in each of the years 1997, 1999, 2001, 2003, 2005, and 2007 and search for press releases until we identify 25 firms in each size quartile with at least one forecast for the year (for a total of 600 firm-years). We identify 1756 press releases containing forecasts of earnings per share (EPS), cash flow from operations (CFO), net income, operating income, EBITDA, revenue, free cash flow, and/or funds from operations (FFO).
We document that the CIG database is far from complete. Of the 600 forecasting firm-years in our full sample, 59% are ''covered'' by CIG -that is, CIG reports at least one forecast for the firm during that year. Thus, 41% of firm-years in our sample have no coverage on CIG at all during that year. In addition, of the 1756 forecast press releases in our sample, only 51% are represented on the CIG database within a window of 75 days of the press release date. Thus, CIG neither covers all firms nor does it capture all the forecast-related press releases issued by firms.
We use logistic regressions to examine whether there are systematic biases in which firms/forecasts are covered by CIG. Some researchers use the CIG database to identify which firms have issued forecasts over a long window, but are not concerned about the exact date the forecast is made. Our firm-level analysis helps researchers to assess whether the CIG database provides an unbiased source for identifying firms' forecasting policies. Other researchers are concerned about whether a forecast is issued on or around a particular date. Our second analysis addresses potential biases in the specific forecast dates represented on CIG.
Using the fiscal year as our long window, we find that the probability of a firm being covered by CIG is greater for firms with high analyst following and high institutional ownership, and lower for firms reporting losses in the recent past. However, after controlling for analyst following and institutional ownership, we do not find any incremental long window bias related to size or growth.
We then examine the factors related to whether a particular forecast-related press release is represented on the database (i.e., whether CIG reports a forecast within five days of the forecast date). We find that forecast press releases are more likely to be represented on the database if the press release contains an EPS forecast and if at least one forecast contains a specific dollar amount. We also find that press releases made by larger firms with high analyst following, high institutional ownership, and fewer prior losses are more likely to be represented on CIG.
We use subsamples to further investigate these biases. Given the importance placed on EPS forecasts, we limit our analysis to press releases containing an EPS forecasts (EPS subsample). We find similar results with this subsample. In addition, we examine the effect of forecast news on CIG coverage by limiting the analyses to forecast-related press releases that do not include an earnings announcement. We find evidence that CIG is biased towards press releases that convey bad news (based on the 3-day return) indicating researchers should consider the impact of news bias, especially if the research question involves comparing the frequencies of good news and bad news forecasts.
For all our analyses, press releases issued after 1997 have higher probabilities of being represented on CIG than press releases issued in 1997, consistent with anecdotal reports that the collection process became more systematic and complete in 1998. The increased coverage represents increased coverage of firms as well as increased coverage of press releases. We do not observe an increase in the completeness of the database around the time of Reg FD.
Combined, these results suggest multiple biases regarding firm and forecast characteristics as well as changes in coverage over time. As we discuss further in section four of the paper, we encourage researchers to evaluate the potential impact of these coverage biases on their studies and, if necessary, supplement CIG data with hand-collected data. In particular, studies of the following four types should not rely solely on CIG data: (1) studies investigating the impact of analyst following, institutional ownership or firm performance, (2) studies where variables of interest are correlated with known coverage biases, (3) studies examining the impact of macroeconomic events on forecasts, and (4) studies focusing on non-EPS or qualitative guidance. We further encourage researchers to test the robustness of their results to the following two tests (even if their study does not appear to fall into one of the previous four scenarios) : (1) Limiting the early years in the sample and (2) performing their analysis on a subsample where coverage is known to be higher (e.g., high analyst following observations).
We also investigate whether CIG includes forecasts that would not be identified via hand-collection by randomly generating a sample of management forecasts from the CIG database and searching for the company press release that contains the forecast. In general we find that the forecasts on CIG are valid, particularly post-Reg FD where we find press releases for 96% of the sample. However, our evidence suggests that prior to Reg FD the CIG database likely contain forecasts that are not readily collectible via public sources.
Our study contributes to the literature by providing a systematic analysis of the factors impacting the probability of forecasts being included on the CIG database, an increasingly important database used in accounting research. This analysis is useful in that it allows us to provide guidance to future researchers regarding potential biases that may arise when relying on this database. In particular, we demonstrate that researchers cannot assume that no forecast on the database on a given date means that no forecast was issued -particularly when examining firms with low analyst coverage, low institutional ownership, or poor prior performance; or when the firm does not normally issue EPS forecasts or forecasts with a specific dollar amount. Further, researchers should be aware that CIG is biased toward forecasts containing bad news.
Although the primary purpose of our study is to inform future research, our evidence is potentially useful in evaluating prior research. For example, prior studies that have examined association between certain firm characteristics and the probability of disclosure (e.g., Ajinkya et al., 2005; Karamanou and Vafeas, 2005; Wang, 2007) are potentially biased if the factors examined are related to factors associated with CIG coverage.
In the next section, we discuss our procedure for hand-collecting forecasts and matching them to CIG and provide the results of our analysis. In Section 3, we discuss our procedure for comparing forecasts reported on CIG to public sources. Section 4 presents a discussion of the implication of our findings for researchers. Concluding remarks are presented in Section 5.
How complete is the CIG database?
2.1. Hand-collected sample selection procedure and descriptive statistics
To assess the completeness of CIG's coverage, we generate a random sample of firms from Compustat. We perform yearly sorts into four size quartiles based on market capitalization, eliminating foreign firms and firms with a market value of equity of less than $10 million. We then randomly select 25 firms from each size quartile. We search PR Newswire and Business Wire using Lexis Nexis for company-issued press releases that contain a management forecast.
1 If no press release with a management forecast is found for a selected firm-year, we randomly choose another firm from the same size quartile for that year. We repeat this process until we obtain 25 firms per size quartile per year with at least one press release containing a management forecast. This procedure allows us to maintain a sample size of 600 firm-years. Table 1 Panel A provides descriptive statistics on our sample selection procedure. The first set of columns details the number of firms searched in order to obtain 25 firms with at least one forecast during the year. Dividing the 25 sample firms per size-quartile by the number of firms searched provides an approximation of the number of forecasting firms in each quartile-year. For instance, in size quartile 2 in 1997, we searched 134 firms (resulting in 19% of firms classified as forecasters), whereas we only need to search 33 firms in quartile 4 in 2001 (resulting in 76% of firms classified as forecasters). Not surprisingly, the forecasting percentage is higher for larger firms in all years. We also note that the percentage of forecasting firms increases between 1997 and 2001 across all quartiles. The percentage then levels off and/or declines from 2001 through 2007.
The second set of columns in Panel A presents the average number of press releases found containing forecasts per firm in each quartile-year. Forecasts per firm follow a similar pattern to the number of forecasting firms: generally increasing across size quartiles and increasing from 1997 to 2001 and then declining and/or leveling off from 2001 to 2007. Our sample consists of a total of 1756 press releases.
For comparison, we also estimate the percent of forecasting firms and the average forecast dates per firm based on data from CIG, reported in Panel B. Specifically, we classify all firms on CIG with at least one forecast in a given year into size quartiles based on their market capitalization at the end of the year relative to all firms on Compustat. We divide each number by the total number of firms on Compustat in each size quartile-year (excluding foreign firms and firms with a market value of equity of less than $10 million, similar to the selection criteria used to collect our sample). As shown in Table 1 Panel B, these percentages exhibit a similar trend as those for our hand-collected sample. The percent of forecasting firms increases from 17% in 1997 to 37% in 2001, then falls back to 24% in 2007. However, the percentage of forecasting firms in our hand-collected sample tends to be greater than the percentage of forecasting firms per CIG, particularly from 2001 onward and for the lower size quartiles, suggesting CIG is incomplete with respect to their coverage of smaller firms.
The second set of columns in Panel B reports the average number of unique forecast dates per firm on the CIG database (we count multiple forecasts on a given date as one forecast date). As with our hand-collected sample, CIG shows a pattern of increasing forecast dates per firm across size quartiles. However, unlike our hand-collected sample, the forecast dates per firm appear to increase over time from 1997 through 2007, without the same leveling off after 2001. For example, Total  1739  100  3383  100  6651  100  6365  100  6656  100  6299  100  31,093  100 Notes: Panel A tabulates the percentage of forecasting firms (left set of columns) and the average number of forecast dates per firm (right set of columns) for the hand-collected sample. Panel B presents the same tabulation for CIG. In Panel A, the percentage of forecasting firms is defined as 25 divided by the number of firms searched in order to obtain 25 firms with at least one forecast during the year, and the number of forecast dates per firm is defined as the number of press releases found containing forecasts for each firm. In Panel B, the percentage of forecasting firms is defined as the number of firms on CIG in each year and size quartile divided by the number of firms on Compustat in the same year and size quartile, and the number of forecast dates per firm is defined as the number of unique forecast dates per firm on CIG. Panel C tabulates the various combinations of types of forecasts in the hand-collected sample. Panel D tabulates the various combinations of types of forecasts in the CIG database.
for firms in quartile 3, the average forecasts per year was approximately four in 2001 based on our hand-collected sample, but the comparable rate on CIG is around three forecasts per year in 2001 and reaches four per year in 2005. Panel C of Table 1 reports the distribution of the types of forecasts made in each press release in our sample. Of the 1756 press releases collected, 481 (27.4%) contain only EPS forecasts and 232 (13.2%) contain only revenue forecasts. The remaining press releases contain a combination of different types of forecasts with EPS and revenue being the most common combination, comprising 34.3% of our sample (603 press releases).
2 A large portion of our press releases contain non-EPS forecasts, either individually or in combination with an EPS forecast. In contrast, the vast majority of forecasts reported on CIG are EPS forecasts-for 96.0% of the forecast dates CIG reports forecasts of EPS only (Table 1 Panel D). The remaining forecast dates are primarily composed of forecasts of FFO only (2.7%) and a combination of EPS and FFO (0.9%). The CIG database is clearly incomplete with respect to non-EPS forecasts.
Matching procedure and descriptive statistics
The previous descriptive statistics suggests that not all hand-collected forecasts issued by all firms are included on the CIG database. To provide evidence on which firms and which types of forecasts are represented on the CIG database, we compare our hand-collected sample to the forecasts reported on CIG. We first compare whether the firms in our handcollected sample have any forecast listed on CIG in the same calendar year as the management forecast date in our handcollected press releases (MATCH FIRM ). We consider this an indication of whether CIG ''follows'' or ''covers'' a firm. We then compare whether there is any forecast reported on CIG within 75 days of the date of our hand-collected press release date (MATCH DATE ) . 3 This match indicates whether CIG data collectors identified a firm's press release as containing a forecast.
4
The two levels of matching we conduct allow us to systematically address potential issues surrounding the completeness of the CIG database. First, an analysis of MATCH FIRM allows us to address the completeness of the database at the firm level-that is, are some firms excluded from coverage by CIG? Analyzing MATCH DATE provides evidence on whether certain forecast-related press releases issued by a given a firm are excluded from coverage by CIG. Because researchers use CIG for different purposes, structuring our analyses in this way provides guidance to researchers on potential problems that might arise from relying on the database in different circumstances. 79% and 65%, respectively (untabulated) . In general, these rates suggest that while many firms are ''followed'' to some degree by CIG during a given calendar year, a significant portion of firms never appear on the database. Moreover, not all forecast-related press releases issued by firms are identified by CIG, even for firms that are presumably ''covered'' by CIG. Across both match variables, there is an increase in match rates between 1997 and 1999, consistent with the anecdotal reports of more complete coverage beginning in 1998. For example, MATCH DATE increases from 28% to 56.5% between 1997 and 1999. The increase for MATCH FIRM is also pronounced-from 45% to 67%. Thus, it appears that the increase in coverage in 1998 relates to both more complete coverage of press releases made by firms that are ''followed'' by CIG as well as to an increase in the number of firms ''followed''. In the next section we discuss potential determinants of a firm being covered by CIG (MATCH FIRM ) as well as determinants of whether a particular press release is represented on the database (MATCH DATE ). In Section 2.4, we discuss our empirical design and results.
Predictions and variable measurement
2.3.1. Which firms are covered by CIG?
We expect that the CIG decision to ''follow'' a firm is a function of the demand for information about the firm by purchasers of the CIG database. We identify four factors we expect to be related to this demand from purchasers: (1) analyst following, (2) institutional ownership, (3) firm performance, and (4) growth. 2 We only code references to net income or earnings as being distinct from EPS if the company provides specific dollar amounts in their guidance and it is clear these amounts are not EPS amounts. For example, ''We expect net income to be in the range of $4.5 to 5.0 million.'' In contrast if the guidance is ambiguous as to whether it refers to net income or EPS -such as, ''we expect net income to grow by 12%'' -we code these as EPS forecasts.
3 Using a relatively wide window around the press release date biases in favor of finding a match on CIG. However, an examination of the difference between the press release date and the forecast date on CIG indicates that a vast majority fall on the same date (95.4%). Of the remaining 4.6%, 3.4% have dates within 7 1 day and the remaining 1.2% have dates that differ by 2 or more dates. Interestingly, we find 3.4% of the observations have CIG dates that fall before the press release date. We check the specifics of the forecast(s) in the press release against the forecast(s) in CIG and at least one forecast in the press release matches CIG (i.e., the match is appropriate despite the fact that the date on CIG falls before the press release date). Thus, we believe our relatively large window does not result in the classification of a press release as a match on CIG that is not appropriate. 4 It is important to note that we do not require CIG to report all forecasts included in the press release, but rather only require CIG to report a forecast on that day. For example, if a firm issues multiple forecasts on the same day we would code CIG as covering the press release if at least one forecast were included. Thus, these tests can be interpreted as getting the date correct for a forecast bundle. Notes: MATCH FIRM is a binary variable set equal to one if the firm making the forecast in our hand-collected sample has a forecast listed on the CIG database during the same calendar year as our hand-collected forecast. MATCH DATE is a binary variable set equal to one if there is a forecast reported in the CIG database within 7 5 days of the press release date for our hand-collected forecast and zero otherwise. AF is the average number of analysts associated with every mean consensus forecast compiled by First Call during a 90-day period ending with the date of the press release. R_AF is the quartile rank by year obtained by ranking AF into four approximately equal-sized groups, with quartile one (four) representing the lowest (highest) AF. INSTIT_OWN is the average percent of shares held by institutions during a 365-day period ending with the date of the press release. R_INSTIT_OWN is the quartile rank by year obtained by ranking INSTIT_OWN into four approximately equal-sized groups, with quartile one (four) representing the lowest (highest) INSTIT_OWN. N_LOSS is the number of quarters with losses in the past eight quarters, ending in the quarter before the press release date. GROWTH is the market-to-book ratio measured at the end of the most recent quarter prior to the forecast date. R_GROWTH is the quartile rank by year obtained by ranking GROWTH into four approximately equal-sized groups, with quartile one (four) representing the lowest (highest) GROWTH. EPS is a binary variable set equal to one if the press release contains an EPS forecast, and zero otherwise. SHORT_HORIZON is a binary variable set equal to one if the press release contains a forecast pertaining to the upcoming quarter, and zero otherwise. SPEC$ is a binary variable set equal to one if the press release contains a forecast with a specific dollar amount, and zero otherwise. WITH_EA is a binary variable set equal to one if the management forecast is issued on the same day as an earnings announcement, and zero otherwise. SUPP is a binary variable set equal to one if the press release contains an EPS forecast and another type of (non-EPS) forecast, and zero otherwise. SIGNED_RET is the 3-day value-weighted market-adjusted return centered on the date of the press release. MKCAP is market capitalization at the end of the year measured as price per share times the number of shares (Compustat items data25 n datat199). R_MKCAP is the quartile rank by year obtained by ranking MKCAP into four approximately equal-sized groups, with quartile one (four) representing the smallest (largest) firms. R&D is research and development expense (Compustat item 46) scaled by prior year revenue (Compustat item 12). R_R&D is the quartile rank by year obtained by ranking R&D into four approximately equal-sized groups, with quartile one (four) representing the smallest (largest) values of R&D. LITIGATION is a binary variable set equal to one if the firm is in one of the following industries with high litigation risk: 2833-2836 (biotech), 3570-3577 (computers), 7370-7374 (computers) , 3600-3674 (electronics), 5200-5961 (retailing), and 8371-8734 (R&D service), and zero otherwise
The CIG database was originated by First Call (prior to the company's merger with Thomson Financial) whose principal business was the collection and dissemination of sell-side analyst forecasts. As such, we predict that the collection of management forecasts focused on companies that were heavily followed by analysts. We measure analyst following (AF) as the average number of analysts associated with every mean consensus forecast issued by First Call during the 90-day period ending with the press release date. We use the quartile rank by year (R_AF) as our measure of analyst following to reduce the impact of outliers. We predict a positive relation between analyst following and the probability of inclusion on the CIG database.
Another major customer group of Thomson Financial's products are institutional investors. Institutions are likely interested in the guidance given by firms in their portfolios and may purchase the CIG database in order to track such information. Thus, we predict that CIG is more likely to follow firms that have greater institutional ownership. We measure institutional ownership (INSTIT_OWN) as the average percent of shares held by institutions during the 365 days prior to the guidance date. We again use the quartile rank by year (R_INSTIT_OWN) to reduce the impact of outliers.
We also expect the demand for information about a firm to be related to the firm's performance. Prior research finds analysts stop covering firms which have unfavorable prospects (McNichols and O'Brien, 1997) . If analysts lose interest in firms that are performing poorly, there is also likely a decline in the demand for information on these firms. As a result, First Call may be less likely to collect information on these firms. We measure the number of quarters in the most recent eight quarters prior to the press release date in which the firm reported a net loss (N_LOSS) as our proxy for firm performance.
Finally, we expect the demand for information to be greater for high growth firms. Prior research suggests that the penalty to missing analysts' expectations is greater for high growth firms (Skinner and Sloan, 2002 ) and providing guidance is one mechanism to avoid such misses. As a result, high growth firms may be more likely to provide guidance (Matsumoto, 2002) and the demand for information about guidance from these firms is likely greater. We measure growth as the market-to-book ratio at the end of the most recent quarter prior to the forecast date and use the quartile rank by year (R_GROWTH) to reduce the impact of outliers.
Which press releases are identified by CIG?
We expect that the likelihood a particular press release issued by a firm is identified by CIG as containing a forecast is a function of the type of information included in the press release. We suggest four factors that likely determine whether a press release is identified as containing a forecast: (1) whether the press release contains an EPS forecast; (2) whether the press release contains a forecast for the upcoming quarter, (3) whether a forecast in the press release contains reference to a specific dollar amount; and (4) whether the press release contains other information, specifically, an earnings announcement.
During our sample period, meeting/beating analysts' EPS forecasts became increasingly important to managers (Brown and Caylor, 2005) ; thus, it is likely that EPS forecasts are deemed more important by the market and likewise by First Call when collecting forecasts. Thus, we expect First Call to be more likely to identify press releases containing EPS forecasts. We define a indicator variable (EPS) equal to one if a press release contains an EPS forecast and zero otherwise.
We also hypothesize a greater demand for short horizon forecasts. Long-horizon forecasts have greater inherent uncertainty and are potentially discounted by investors relative to short-horizon forecasts. Thus, the incentives to capture short-horizon forecasts is likely greater. We identify press releases that contain a forecast for the upcoming quarter and define a dummy variable (SHORT_HORIZON) equal to one for these press releases (zero otherwise). We expect a positive relation between this variable and the probability of inclusion on the CIG database.
Forecasts can vary significantly in terms of the specificity of the amounts being forecasted. For example, saying, ''we expect earnings per share to meet analysts' current expectations'' is less specific than saying, ''we expect earnings per share to be $2.58.'' Both forecasts are technically point estimates but it is likely easier to identify the latter as a management forecast.
5 Thus, we expect press releases that contain specific dollar forecasts are more likely to be identified by First Call's data collectors. We define a variable (SPEC$) as equal to 1 if the press release contains a forecast with a specific dollar amount. We expect SPEC$ to be positively related to the probability CIG identifies a press release as containing a forecast(s). Finally, forecasts are often issued in conjunction with earnings announcements (Anilowski et al., 2007) . That is, firms announce earnings for quarter q and, at the same time, provide guidance on earnings for quarter q þ1. If the primary purpose of the press release is something other than announcing the forecast then we expect that First Call data collectors are less likely to identify the press release as containing a forecast. We therefore predict that forecasts issued in conjunction with an earnings release are less likely to be covered by CIG. We define a variable (WITH_EA) equal to one if the forecast is issued on the earnings report date per Compustat and zero otherwise. We also explore two other potential determinants that are based on prior research but (1) do not have clear cut directional predictions and (2) are specific to a subsample of our press releases. First, prior research suggests that many earnings forecasts are accompanied by other types of forecasts such as forecasts of sales or cash flows (Hutton et al., 2003) . It is unclear whether these supplemental forecasts increase or decrease the likelihood that a press release is represented on the CIG database. On the one hand, these forecasts may increase the credibility of the earnings forecast (Hutton et al., 2003) and it is possible that more credible forecasts are more likely to be identified by CIG. On the other hand, including additional information that may not be the primary focus of the CIG data collectors (who may be primarily looking for EPS forecasts) could lower the probability of identifying a forecast-related press release. We define an indicator variable (SUPP) equal to one for press releases that contain an EPS forecast AND another type of forecast and zero otherwise. We include this variable only when conducting tests on the subsample of press releases that contain an EPS forecast.
Second, prior research often considers the type of news -good or bad -conveyed in a forecast. However, there is no obvious reason why news type would influence inclusion of forecasts on the CIG database. In addition, we face some difficulty in determining the type of news conveyed in a forecast because forecasts of non-EPS amounts cannot be compared to existing analyst forecasts (as most analysts do not forecast non-EPS items). Further, using market reactions to classify news is confounded if other news is released simultaneously (e.g., an earnings announcement). Despite these limitations, studies frequently include type of news and thus we include it in our analyses. We measure the 3-day marketadjusted returns centered on the day of the press release (SIGNED_RET) for all press releases, excluding those issued in conjunction with an earnings announcement. Table 2 , Panel A, provides descriptive statistics by year on the firm-level variables discussed above. Across the six years, our firms have an average of 2.9 analysts following the firm, 38% institutional ownership, 2.5 (out of eight) quarters of prior losses and a market-to-book ratio of 3.8.
Empirical design and results

Descriptive statistics
Panel B reports similar statistics for our press-release level variables. On average, approximately 75.6% of press releases include an EPS forecast. In addition, we note a trend in the propensity for firms to provide quantitative forecasts over time. In 1997 only 55% of press releases contain a forecast with an explicit dollar amount (SPEC$), vs. 92% in 2007. In addition, consistent with findings in Anilowski et al. (2007) , we find an increase in the propensity to issue forecasts in conjunction with an earnings release-in 1997, 20% of our press releases include an earnings announcement vs. 71% in 2007.
Multivariate tests and results
To formally test our predictions, we use the following logistic regressions:
þb 11 YR2001 þb 12 YR2003 þb 13 YR2005 þb 14 YR2007 þe ð2Þ
We include R_MKCAP, the market value of equity quartile to which the firm was assigned in year t, to control for size. We also include year dummy variables (YR1999-YR2007) to control for differences across the years in the completeness of the database. As discussed previously, anecdotal reports suggest that there was a fundamental shift in the data collection process at First Call in 1998. We also include the variables from Eq. (1) in Eq. (2) since the likelihood that a press release is identified as containing a forecast is likely related to the factors that determine whether the firm is followed by CIG.
Eq. (1) is estimated at the firm-year level. Our sample size for this analysis (538 firm-years) is less than the original 600 firm-years collected due to data requirements to measure our independent variables. In Eq. (2), we have multiple observations for the same firm and many of the independent variables are fairly stable across time for a given firm, suggesting a potential problem with correlated error terms. Thus, we estimate clustered standard errors (clustered by firm) as suggested by Petersen (2009) .
Results of Eq.
(1) are presented in Table 3 . Consistent with our predictions, firms with higher analyst following and higher institutional ownership are more likely to be ''followed'' by CIG (p-value o0.001 and p-value¼0.02, respectively). On average, a one quartile increase in analyst following (institutional ownership) results in a 17.9% (5.8%) higher probability of being followed by CIG. 6 We also find that firms reporting more prior quarterly losses are less likely to be included on the CIG database (p-valueo0.0001). A firm with four quarters of prior losses would have a 16% smaller probability of being followed than a firm with no prior losses. These percentages are economically significant given the overall rate of not being followed by CIG is 40.8%. We do not, however, find that higher growth leads to an increased 6 We compute the marginal effects for those independent variables that are continuous as e b 0 X =ð1 þ e b 0 X Þ 2 where b 0 X is computed at the mean values of the independent variables (Greene, 1993) . For those independent variables that are dummy variables, we calculate the marginal effect as the difference in probability when the variable is equal to 1 versus zero, evaluated at the mean of the other variables. probability of being followed by CIG, inconsistent with our predictions. We find significant coefficients on all the year dummies, indicating that the number of firms covered by CIG increased after 1997. The above analysis indicates that certain firms are more likely to appear on the CIG database. However, this analysis does not necessarily indicate that CIG's coverage of certain firms is more complete-that is, whether CIG's propensity to capture more of the forecasts issued by a given firm varies based on firm characteristics. To provide some evidence on this issue, we calculate a variable, COVERAGE%, equal to the number of forecast-related press releases issued by a firm in a given year that appear on the CIG database divided by the total number of forecast-related press releases issued by a that firm in that year (this equates to the firm-year level mean of MATCH DATE ). We then regress this variable on our firm characteristics in Eq. (1). We estimate this regression for the subset of firm-years where MATCH FIRM equals one because we are interested in whether the same firm characteristics that determine coverage on CIG also determine the consistency of coverage on CIG.
Results of this untabulated analysis indicate that firms with greater analyst following and greater institutional ownership have greater coverage consistency (p-valueso0.05), similar to our results on overall coverage (using MATCH FIRM ). However, the coefficient on N_LOSS is not statistically significant; suggesting that firm performance does not impact the consistency of coverage, although it does determine overall coverage on CIG. Growth also does not determine the consistency of coverage, similar to overall coverage. Finally, the consistency of coverage increases post-1997, similar to overall coverage.
Overall, these results suggest CIG's coverage of firms differs based on certain firm characteristics. Firms with greater analyst following and higher institutional ownership are more likely to appear on the database and more of these firms' press releases are captured by CIG. Firm performance also influences whether CIG covers a particular firm, although it does not influence whether the consistency with which CIG covers the firm.
We next turn to our analysis of the characteristics that determine whether a particular press release is captured by CIG. The results of estimating Eq. (2) are reported in the first set of columns in Table 4 . The probability that First Call identifies a press release as containing a forecast is 53% greater if the press release contains an EPS forecast (coefficient on EPS significant at p-value o0.0001). In addition, if the press release contains a forecast with a specific dollar amount, there is a 39.5% higher probability of being included on the database (significant at p-value o0.0001). We do not, however, find that press releases with forecasts for the upcoming quarter (SHORT_HORIZON) are more likely to be included on CIG nor do we find that forecasts bundled with an earnings announcement (WITH_EA) are less likely to be included on the database.
We continue to find significantly positive coefficients on R_AF and R_INSTIT_OWN, indicating that CIG is more likely to identify the forecast-related press releases of firms with higher analyst following and greater institutional ownership. Table 2 for other variable definitions.
7 To address the possibility that our results are driven by CIG coverage in prior years (instead of our hypothesized determinants), we conduct two sets of tests. First, we reperform both our regressions using MATCH FIRM and MATCH DATE (Tables 3 and 4 , respectively) using a subsample of firms that
were not included in CIG in any of the years prior to the year in which the firm is included in our hand-collected sample. Second, we reperform the analyses in Tables 3 and 4 after adding a dummy variable set equal to one if the firm was included in CIG in any year prior to the year that it is included in our hand-collected sample. Results for both sets of tests remain qualitatively similar to the reported results, suggesting that our main results are not driven by inertia in CIG coverage of firms over time.
Prior poor performance (N_LOSS) also decreases the probability of a firm's press release being picked up by CIG. 8 We again find significant coefficients on our year dummy variables, indicating that there was an increase in CIG's coverage of press releases post-1997. Not only did CIG begin covering more firms post-1997, they also were more likely to identify more of the press releases of these firms after this period. However, the proportion of matches does not grow over time. Notably, there does not appear to be an increase in the proportion of matches between 1999 and 2001-the years before and after the passage of Reg FD. Thus, prior findings of an increase in the frequency of forecasting based on observations on the CIG database are not likely due to higher coverage but rather reflect true increases in the frequency of forecasting.
In the second and third sets of columns in Table 4 , we repeat our analysis on two different subsamples. The second set of columns reports the results of conducting our analysis on the EPS subsample, adding the variable SUPP (and excluding the variable EPS). Results are similar to our full sample results-press releases including specific dollar forecasts are more likely to be represented on the database. However, we do not find a significant coefficient on SUPP, indicating that the inclusion of supplemental information to support an EPS forecast has no impact on whether a press release is represented on the database.
The third set of columns reports the results of conducting our analysis on the subsample of press releases that are issued independently of an earnings announcement, including the variable SIGNED_RET (and excluding WITH_EA). Results are again similar to our main results-press releases that include an EPS forecast and a specific dollar amount are more likely to be represented on the database. More importantly, we find a significantly negative coefficient on SIGNED_RET, indicating that forecast-related press releases that convey negative news are more likely to be represented in the database.
The prior results suggest that there are systematic differences between the firms that are covered by CIG and those that are not as well as differences between those forecast-related press releases that are represented on the database and those Model: (2) on: (1) the full sample, (2) the subsample of press releases that include an EPS forecast, and (3) the subsample of press releases made on non-earnings announcement (EA) dates. The regression on the full sample excludes the variables SUPP and SIGNED_RET. The regression on the EPS subsample excludes the EPS and SIGNED_RET variable but includes the variables SUPP. The non-EA subsample excludes the WITH_EA and SUPP variables but includes the SIGNED_RET variables. All regressions are estimated using clustered standard errors (clustered by firm) as suggested by Petersen (2009) . MATCH DATE is a binary variable set equal to one if there is a forecast reported in the CIG database within 7 5 days of the press release date for our hand-collected forecast and zero otherwise. YR_1999, YR_2001, YR_2003, YR_2005, and YR_2007 are dummy variables equal to 1 if the forecast is issued in 1999, 2001, 2003, 2005, and 2007 , respectively, and zero otherwise. See Table 2 for other variable definitions.
8 Note that in our untabulated analysis of coverage consistency, we do not find that poor prior performance is related to coverage consistency, whereas we find a significantly negative coefficient on N_LOSS in our press-release level regression (MATCH DATE analysis). This is because our COVERAGE% analysis was conducted on the subset of firms where MATCH FIRM ¼ 1, whereas our MATCH DATE analysis is conducted on the full sample of firms.
that are excluded. To provide researchers with further guidance on potential adjustments that could alleviate problems with the completeness of the database, we calculate match rates by year and for different levels of analyst following. Table 5 , Panel A reports match rates for all press releases while Panel B reports rates for press releases containing at least one EPS forecast (EPS subsample). We make two main observations from these tables. First, match rates are generally much lower for 1997 vs. the other years. Even when analyst following is very high (5 or more analysts), the match rates are only 32% (38%) for the full sample (EPS subsample). Second, match rates increase significantly between the subsample with no analyst following and the subsample with at least one analyst following, particularly after 1997. When considering all press releases, match rates range from 57% to 72% for observations with at least one analyst following between the years 1999 and 2007. For the EPS subsample the range is 67-84%. Overall, these results suggest that issues with completeness of the database are particularly severe prior to 1999 and for firms with no analyst following.
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Although match rates increase post 1997 and for firms with at least one analyst following, match rates are still far from 100% even for very highly followed firms and even in the most recent year (84% in 2007 for firms with five or more analyst following).
10 This fact may not present problems to researchers as long as there are no systematic biases for these observations. To determine whether this is the case, we re-estimate equation two after eliminating (1) observations in the year 1997 and (2) observations with no analyst following. We then run the analysis for the subsample of firms with one, three, and five analyst following (excluding the variable R_AF).
Results of this analysis are presented in Panel C of Table 5 . Both the EPS dummy variable and SPEC$ are significant regardless of the subgroup, indicating these particular biases persist even when analyst following is very high. However, R_INSTIT_OWN is no longer significant when analyst following is five or greater and N_LOSS is not significant in any of the regressions. Thus, if researchers are using samples with relatively high analyst following they do not have to be as concerned that CIG has systematically excluded forecasts issued by firms with lower institutional ownership and/or prior poor performance.
11 Also, there is no difference in coverage over the years once 1997 has been excluded. Thus, it is not the case that CIG coverage has been growing over the years or becoming more complete-rather the beginning years were simply lower in coverage. Overall, our results indicate that CIG is incomplete with respect to covering certain types of firms as well as certain types of forecasts. We discuss specific suggestions that researchers might consider to address this incompleteness in Section 4.
Additional analyses
Alternative sources of public forecasts
An underlying assumption in our prior analyses is that our hand-collected sample provides a fairly complete set of public forecasts made by our randomly chosen firms. Given that the method we used to gather our forecasts is similar to methods generally employed -i.e., searching press releases available on Lexis-Nexis for certain key words -understanding whether these methods result in complete samples of publicly issued forecasts is likely important to researchers.
To provide some evidence on this issue, we collect a sample of forecasts from an alternative source for forecasts -8-K filings -and examine the frequency with which forecasts issued in these filings can be found in a press release.
12 Since Reg FD requires managers to issue an 8-K when a forecast is not issued in a public forum, identifying forecasts from 8-K filings would provide a sense of the completeness of samples drawn from press releases (i.e., how frequently firms provide forecasts in 8-K filings without distributing them via press releases). For each of the years 2003, 2005, and 2007, we randomly select 25 firms from Compustat, examine all 8-K filings made by the firm, and identify any forecasts disclosed in the filing. We then determine whether these forecasts are available on PR Newswire and/or Business Wire. Untabulated results indicate that the vast majority of forecasts disclosed in 8-Ks are available via these two newswires. Specifically, we identify 279 instances of guidance in 8-Ks across the three years and are able to find 261 of these forecasts in press releases 9 We conducted similar analyses for various cut-offs of institutional ownership, market capitalization, and number of prior loss quarters (untabulated). Our basic conclusions are similar. Match rates for 1997 are much lower than other years even for firms with high institutional ownership (450%), high market capitalization ( 4$300 M), and good prior performance (0 prior loss quarters). Rates for 1997 were 42%, 30%, and 38% in 1997 for firms in the high institutional ownership, high market capitalization and low prior loss categories versus 69%, 70%, and 72% for the other years. Also, match rates increase significantly between firms with zero institutional ownership (22%) and firms with at least some institutional ownership (61%). 10 Firms in the highest institutional ownership, highest market capitalization, and lowest number of prior losses groups (as discussed in footnote 9)
had match rates of 79%, 75%, and 80% in 2007. 11 The reduced significance does not appear to be due to smaller sample sizes. We also ran the analysis using dummy variables indicating the different subsamples interacted with the main variables in Eq. (2). We then tested the significance of the coefficients on the main variable and the interacted variable (e.g., the coefficient on EPS þ coefficient on EPS n AF group ). Conclusions remain the same: EPS and SPEC$ are significant regardless of the level of analyst following while R_INSTIT_OWN is no longer significant when analyst following is greater than five. 12 Reg FD restricts the use of outlets that do not result in ''broad, non-exclusionary distribution of information to the public'' and allows firms to use 8-K filings as an alternative. Thus, post-Reg FD, a management forecast issued in a non-public forum would likely be accompanied by an 8-K filing. However, Reg FD does not require managers to make an 8-K filing when issuing a forecast. 72  2003  273  169  62  40  20  30  206  149  72  131  101  77  86  68  79  2005  254  175  70  61  19  31  193  159  82  136  121  89  80  73  91  2007  257  204  79  28  11  39  229  193  84  175  155  89  121  108  89 Notes to Panels A and B: Match rates for all press releases (Panel A) and for press releases including at least one EPS forecast (Panel B) by year and by analyst following. The first set of columns report match rates by year for all observations. The second set of columns report match rates for firms with no analyst following during a 90-day period ending with the date of the press release. The next three sets of columns report match rates for firms with at least one, three, or five analysts with forecasts included in the mean consensus forecast for the firm in the 90-day period ending with the press release date.
Panel C: Determinants of press release date being represented on CIG after eliminating 1997 and conditioning on analyst following Notes to Panel C: Results of estimating the logistic regression in Eq. (2) for observations with at least one, three, or five analysts with forecasts included in the mean consensus forecast for the firm and after eliminating the year 1997. All regressions are estimated using clustered standard errors (clustered by firm) as suggested by Petersen (2009) . YR_2001, YR_2003, YR_2005, and YR_2007 are dummy variables equal to 1 if the forecast is issued in 2001, 2003, 2005, and 2007 , respectively, and zero otherwise. YR_1999 is not included in the model because the year 1997 has been eliminated (and, therefore, the year 1999 is captured in the intercept). See Table 2 for other variable definitions.
distributed on PR Newswire and/or Business Wire, representing roughly 94% of the forecasts. 13 This finding suggests that the frequency with which firms release forecasts without issuing a press release is relatively low. Therefore, handcollecting data by searching company press releases appears to be a robust means of accessing the vast majority of publicly issued forecasts.
Does CIG include forecasts not available through hand-collection?
Our prior analyses focus on the completeness of the CIG database. A separate issue is whether the data included on CIG database are representative of what would be identified through hand-collection. In other words, are there forecasts on CIG that are not available via hand-collection? And, are the data reported on CIG accurately reported? To investigate this issue, we randomly select forecasts reported on CIG and attempt to trace them to press releases. Specifically, we partition firms on the CIG database into four size quartiles based on market capitalization from Compustat (eliminating foreign firms and firms with a market value of equity below $10 million) and randomly select 100 observations from each size quartile in each of the years 1997, 1999, 2001, 2003, 2005, and 2007 (for a total of 2,400 observations). We then search Business Wire and PR Newswire on Lexis-Nexis using the same search string that we used to generate our hand-collected sample. We read the press releases found and compare the guidance given in the press release to that reported on the CIG database.
Untabulated results indicate that most forecasts on CIG can be found in press releases using hand-collection methodologies typically employed by researchers, especially after Reg FD. In particular, after adjusting for firm name changes and eliminating the use of a search string, we find press releases in 91% of the cases. If we limit the sample to post-FD years, the rate is 96%. Thus, the majority of forecasts on CIG are found in press releases, particularly post-FD. However, in many cases, the forecasts reported on CIG are for a different line item, time horizon, amount, or specificity. Overall, we find an error rate of approximately 11%.
Of the 9% of forecasts that are not matched to a press release, 5% are available through an alternative source-a news article, 8-K, and/or conference call transcript.
14 Researchers should be aware of these alternative sources but overall, the proportion of forecasts available through these sources (and not through press releases) is not large. Finally, we note that for 4% of our sample, we are not able to find the source for the forecast. The rate in the pre-FD time period is much higher (8.5%) relative to the post-FD period (1.7%). It is possible that CIG picked up these forecasts through an alternative source that we are unable to identify. Alternatively, these observations may be errors by CIG. The fact that this situation occurs in the post-Reg FD era when private dissemination of information is not allowed (thereby limiting the possible alternative sources available), suggests the possibility of errors in the database.
15 At a minimum, these forecasts on CIG do not represent widely disseminated public forecasts. Depending on the research question being addressed, this fact could represent another problem with relying on the CIG database. We make specific suggestions for future research in the next section of the paper.
Research implications
Demonstrations of potential biases
The analyses in this paper suggest several potential issues with relying on the CIG database as a source of management forecasts. It is difficult, however, to definitively ascertain whether the conclusions in prior studies are affected by their reliance on CIG because direct replication of a prior study is infeasible. Hand-collection of forecasts is time-consuming and the samples in many prior studies are large (which is the reason they rely on the CIG database). However, to provide some 13 Specifically, we find 96% (86/90), 95% (92/97), and 90% (83/92) of forecasts on PR Newswire and Business Wire in 2003, 2005, and 2007, respectively. With the exception of 2007, we accessed PR Newswire and Business Wire using Lexis Nexis. In 2007, however, there were 12 forecasts that we were not able to find on PR Newswire using Lexis-Nexis but which we were able to find on that newswire using Factiva. All these forecasts were made between July and October leading us to believe that there was some incompleteness in Lexis-Nexis's coverage of PR Newswire during those months. It does not appear that this represents a systematic problem with Lexis-Nexis and we do not believe this introduces any systematic bias in our prior findings regarding the completeness of the CIG database.
14 Pre-FD, the percent that are found through alternative sources is 10%, while post-FD the rate is 2% (for an average of 5% across the entire sample).
Pre-FD, forecasts were found in news articles or 8-Ks only, while post-FD, some forecasts were found in conference call transcripts in addition to news articles or 8-Ks (conference call transcripts are available only from 2001 onward). For those found in news articles only, it is not clear where the authors of these articles obtained information about these forecasts but it does not appear that the forecast was widely disseminated through another mechanism, e.g., over a broad-based newswire. CIG may have used the articles themselves as their source. Alternatively, CIG may have access to the same alternative source(s) used by the authors of these business press articles. The latter possibility suggests CIG includes forecasts that are not readily available through public sources. 15 To provide some evidence on this possibility, we calculate the 3-day, market-adjusted, absolute returns centered around the purported forecast date per CIG to assess whether there appears to have been an information event on that day. We exclude observations whose forecast date coincides with an earnings announcement date because we would not be able to attribute the market reaction to the forecast. Results (untabulated) indicate that the average absolute returns on these dates are significantly less than the average absolute returns of those forecasts for which we are able to easily identify the related press release. However, the returns are significantly greater than zero. Thus, while it appears that an information event did occur on that date for those observations where we are unable to find a source document, it is unlikely to represent a forecast similar to the ones for which we are able to easily identify a source document.
evidence on the potential effects on conclusions from using the CIG database, we compute the proportion of firms issuing a forecast in a given year based on our hand-collected sample, for various subsets of firms. 16 We then compare these proportions to the proportions that would be obtained from relying on the CIG database. The subsets examined are based on the firm characteristics we have predicted will be related to bias in coverage (e.g., analyst following and institutional ownership). The goal of these comparisons is to allow readers to see how the implications of studies examining relations between these firm characteristics and management forecasts are influenced by the choice to use the CIG database.
Results of these univariate comparisons are reported in Table 6 . A clear pattern emerges from a review of the data. The firms for which you would expect better coverage -larger, better performing, more highly followed firms -have forecasting proportions per CIG that are generally very close to those reported using hand-collected data (generally statistically equivalent). For example, 52.85% of firms with high analyst following are classified as having forecasted using hand-collected data vs. 51.97% using CIG. Similarly, 43.86% of high market cap firms are classified as forecasters using hand-collection vs. 43.42% using CIG. In both cases the forecasting rates are statistically equivalent. However, firms with ''low coverage'' attributes have forecasting proportions on CIG that are significantly below what would be found using hand-collected data -as much as 50% lower. For example, CIG shows a 14.57% forecasting rate for firms with low analyst following, while hand-collected data finds the forecasting rate to be much higher: 24.56%. Similarly, hand-collection shows a 24.31% forecasting rate for low market cap firms compared to 12.40% reported on CIG. Both differences are statistically significant.
Moreover, while the difference in forecasting proportions between the types of firms (e.g., low/high analyst following) are statistically significant using either CIG or hand-collected data, the differences are much larger using CIG data. For example, the difference in forecasting proportions for firms with high and low analyst following is 37.4% using CIG data but only 28.3% using hand-collected data, and this difference is statistically significant. The larger difference for CIG is because of the under-representation of low analyst following firms in the CIG database. It is clear that researchers at a minimum would draw erroneous conclusions regarding the magnitude of differences in forecasting across firm types.
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Table 6 also shows that CIG systematically under-estimates the impact of Reg FD on the proportion of forecasting firms. , and nnn indicate the differences are significant at p-values less than 10%, 5%, and 1%, respectively. The variables above are partitioned as follows. For AF, INSTIT_OWN, MKTCAP, GROWTH, firms are categorized in the ''high'' group for firms in the top two quartiles, and in the ''low'' group for the bottom two quartiles. For N_LOSS, firms with more than one loss out of the past eight consecutive quarters are categorized in the ''high'' group, and firms with one or less loss quarters are categorized in the ''low'' group. 16 As detailed in Table 1 , we searched the press releases of 1918 firm-years in order to identify the 600 firm-years used in our previous analysis.
We, therefore, use the 1918 firm-years in our analysis, classifying the 600 firm-years as forecasting years based on the results of our hand-collection efforts. We then take these same 1918 firm-years and use the CIG database to identify which firm-years would be classified as forecasting firm-years based on CIG. 17 In untabulated analyses we performed a stacked regression comparing the coefficients on each of these variables when handcollection is used rather than CIG. Our results are similar in significance and magnitude, though the colinearity between analysts following, institutions and size causes some variables to be insignificant in certain specifications (though always significant when included individually). We present the univariate results as they make the potential magnitude of the bias more apparent.
The increase in the proportion of forecasting firms before and after Reg FD is 7.9% per CIG but is 17.5% using hand-collected data (a statistically significant difference).
In Table 7 , we extend our univariate analysis by interacting the firm characteristics partitions with the Reg FD split. The goal of this analysis is to provide an example of how an issue of interest to researchers -the impact of one of the largest disclosure regulatory changes in U.S. history -can be impacted by the choice of using CIG to study the issue. Consistent with the evidence in Table 6 , we find that hand-collection and CIG provide very different insights into the impact of Reg FD. In most cases, CIG understates the impact of Reg FD (the pre-vs. post-differences tend to be larger for our handcollected sample in Panel A than the CIG sample in Panel B). However, the understatement is not always equivalent across different types of firms. For example, CIG data shows roughly the same increase as hand-collected data for large firms (23.43% for CIG vs. 28.98% for hand-collected); however, for small firms, CIG shows a minor and statistically insignificant increase, while hand-collected data shows a large and statistically significant increase (12.2%). CIG also shows a similar increase using hand-collected data for firms with high institutional ownerships but for firms with low institutional ownership, hand-collected data show a statistically significant increase while CIG shows a decrease (though insignificant). These differences could significantly impact the conclusions researchers would draw from their studies. While we have not taken these analyses to the level of a full study (multivariate analyses, multiple predictions, etc.), they demonstrate the potential for reaching misinformed conclusions when relying on CIG in research.
Recommendations to researchers
Our prior analyses demonstrate that the CIG database has incomplete coverage of forecasts and that CIG's coverage varies in systematic ways. Thus, if a researcher's sample includes firms and/or years that are known to have lower coverage, researchers should consider supplementing their CIG samples with hand-collected data. This endeavor is labor intensive but is likely the only solution to alleviate concerns about measurement error and bias. 18 In many cases this approach will still allow the researcher to gain substantial time savings by using the CIG data as a starting point relative to hand-collecting the entire sample. In other cases, the researchers may find that the necessary level of ''supplementing'' would be so great that hand-collecting the entire sample is more efficient. We strongly encourage researchers to supplement CIG data with handcollected data or to entirely hand-collect their samples in each of the following four circumstances:
1. Studies where the primary focus is on the impact of analysts, institutional ownership, or earnings performance on forecasting: Our evidence indicates strong cross-sectional differences in both inclusion of firms on the database during a given period and in the consistency of their coverage even if they are covered on the database during some period. This skewed coverage has the , and nnn indicate the differences are significant at p-values less than 10%, 5%, and 1%, respectively. The partitioning of the ''high'' and ''low'' groups is defined in Table 6 . 18 For example, both Houston et al. (2010) and Chen et al. (2011) examine the determinants of firms' decisions to stop providing earnings guidance.
One potential determinant of stopping guidance is poor performance. Therefore, relying solely on the CIG database would be problematic because of CIG's bias against covering poorly performing firms. Both studies search company press releases to ensure that the firms with no forecasts listed on CIG did not actually issue a forecast that was missed by CIG. Without this step, the conclusion that poorly performing firms are more likely to stop providing earnings guidance would be suspect because the relation could be driven by the fact that CIG has lower coverage of forecasts issued by poorly performing firms.
potential to bias studies that attempt to draw an association (or causation) between forecasting and these firm characteristics.
19 For example, using CIG to examine the relation between the level (or change) in analyst following and the propensity to issue a forecast (or the change in the propensity to issue a forecast) will undoubtedly lead to biased results. Researchers should note that earnings performance skews coverage both due to historical performance and the performance being forecasted. In the former case, we show consistent and robust evidence that firms with a history of loss are less likely to be covered on the database. Thus, any attempt to study the relation of forecasting and past earnings will result in bias. However, we also show that on the forecast level CIG is more likely to cover forecasts of bad news. As discussed previously in the paper, it is more difficult to test this bias due to the need to identify the type (sign) of the news being forecasted. However, the evidence we are able to provide suggests that researchers will need to either supplement or entirely hand-collect in these situations as well. 2. Studies where variables of interest are correlated with known coverage biases: We identify a number of variables that influence CIG coverage but biases are not limited to situations in which these specific variables are the variables of interest. Biases can manifest indirectly through correlations with the researcher's variables of interest. Because we cannot anticipate an exhaustive list of future variables of interest (to directly test coverage biases), we recommend researchers examine whether their variables of interest are correlated with CIG coverage biases (e.g., analyst following, institutional ownership, firm performance). If correlations are significant, relying solely on CIG could lead to biased inferences and we recommend supplementing CIG with hand-collection. For example, Choi et al. (2011) examine the effect of management forecasts on future earnings response coefficients. Prior research suggests that earnings response coefficients are lower for poorly performing firms, such as loss firms (Hayn, 1995) . If the authors were to find a significant correlation between future earnings response coefficients (variable of interest) and performance, we would recommend they supplement CIG with hand-collection to ensure the validity of their findings. The correlations can often be complex and not readily apparent. For example, Brown and Zhou (2011) study the relation between analyst forecast efficiency (i.e., how well analysts' forecasts incorporate prior signals) and managers' propensity to issue an earnings forecasts. The authors measure the efficiency of the first forecast issued after an earnings release. However, since the timing of a forecast is likely related to analyst coverage (i.e., greater analyst following likely leads to more timely forecasts following an earnings release) and also to forecast efficiency (i.e., forecasts issued earlier in the quarter are likely less efficient), it is possible that analyst following (a known coverage bias) is correlated with forecast efficiency (the variable of interest). If the correlation is significant, supplementing with hand-collected data is necessary. We also note that the ''variable of interest'' may actually be an economic event and, as a result, the research design may examine changes in forecasting for a given firm over time. As with a cross-sectional research design, it is important to assess whether the economic event is correlated with any of the known coverage biases -that is, whether the event is correlated with changes in analyst following, institutional ownership, performance, etc. For example, Feng et al. (2011) examine whether accounting misconduct (the variable of interest) affects managers forecasting behavior. However, because accounting misconduct often occurs when firms are performing poorly, coverage biases would likely have impacted their results. The authors recognize this potential and, as a result, hand-collect forecasts. 3. Studies examining the impact of macroeconomic events on forecasting: Our prior analyses show that CIG coverage is far from complete. Moreover, the level of completeness varies across years. If the purpose of a study is to examine the impact of an event on market-wide forecasting behavior, issues of bias arise when CIG is relied upon to represent the universe of forecasting firms (because it does not). Therefore, studies cannot draw conclusions about market-wide forecasting behavior (or the impact of such patterns on the macro-economy), particularly conclusions about changes in these patterns over time. The CIG database represents only a subset of forecasts issued by a subset of firms and changes in these patterns over time may also be the result of changes in the CIG selection process.
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In addition, many macroeconomic studies examine cross-sectional differences in the impact of the event. Because our analyses show that overall CIG coverage issues can differ across macro-economic events (such as Reg FD), we again recommend researchers avoid relying solely on CIG data if the cross-sectional differences examined are related to coverage biases (such as analyst following, institutional ownership, etc.). For example, using hand-collected data, we find increases in forecasting around Reg FD for both large and small firms (and firms with high and low institutional ownership), while the evidence using CIG data shows no change in forecasting for small firms (and firms with low institutional ownership). Thus, a study hypothesizing differential effects of Reg FD across firms of different sizes (or institutional following) would need to either hand-collect or supplement CIG data with hand-collected data to avoid biased inferences. 4. Studies focusing on non-EPS or qualitative guidance: CIG's coverage of non-EPS forecasts is sparse and the bias toward coverage of EPS forecasts is pervasive (even for firms with very high analyst following). The same is true of qualitative 19 Our reference to earnings performance includes both the history of performance and the performance being forecasted (i.e., forecast news). We are able to measure the former for our entire sample (using the number of loss quarters over the prior two years) and include this variable in all our tests. We find it consistently creates a bias. The bias caused by the latter is more difficult to assess due to the constraints in identifying news type. Thus, we are limited to testing this bias on a subsample of forecasts. However, the evidence we provide indicates researchers must be concerned about bias in this situation as well. 20 Even if data from CIG is reported primarily for descriptive purposes it can be misleading to readers if it is reported in such a way as to purport to represent the universe of forecasts. For example, Balakrishnan et al. (2012) discuss the pattern of forecasting around Reg FD based on the CIG database. It is not the primary focus of their paper, but is used to validate their use of CIG and their subsample. Our analyses at several places in the paper show that CIG understated the impact of Reg FD.
forecasts and forecasts that exclude a specific dollar amount. Thus, if a study is focused on non-EPS forecasts or qualitative forecasts, we believe hand-collecting or supplementing CIG with hand-collection is necessary.
If a study falls into one of the four categories above, we suggest not relying solely on CIG. In these situations, it is likely infeasible or impractical to find a solution that will alleviate concerns about the impact of coverage biases on the inferences of a study without some hand-collection efforts. In our list of published papers that have used CIG (Appendix A) we indicate (in bold) those studies that contain a hypothesis that falls into one of the four conditions where we believe supplementing CIG data with hand-collection would have been preferable.
We also caution researchers to avoid assessing the potential biases that might exist in their studies by only focusing on the simple univariate relationship between known coverage biases and the variables of interest in their study. The impact of biases in a multivariate setting will depend on the specific firms being studied, the bias in coverage of those firms/attributes and the functional form of the econometric tests being used. Thus, even if the researchers' variable(s) of interest do not have significant univariate correlations with any known coverage bias, we encourage researchers to conduct robustness tests to address the potential that a more complex correlation structure biases their results. We make two main suggestions 21 :
1. Limit early years in the sample: The extent of coverage on the CIG database changed significantly between 1997 and 1999. The coverage rates are low even for firms with high analyst coverage ( Table 5 , Panel A). Thus, researchers should test the sensitivity of their results to eliminating years prior to 1998. The appendix indicates (with an asterisk) those prior studies that rely on CIG data from years prior to 1998. Researchers should also consider the fact that prior to Reg FD, forecasts reported on CIG were potentially not disseminated over a broad-based newswire. This fact can be problematic if studies are assuming forecasts on CIG are public forecasts. For example, Wang (2007) relies on CIG data in her study of the effects of Reg FD on firms' disclosure decisions. In particular, she assumes forecasts on CIG in the pre-FD period represent public forecasts and uses the number of CIG forecasts to classify firms as private vs. public guiders. The evidence in this paper suggests that the assumption that forecasts reported on CIG are all public forecasts is erroneous, particularly in the pre-FD era. 2. Conduct analyses on subsets of data: Given the known bias toward the coverage of certain types of firms and certain types of forecasts, researchers can reduce concerns that their results are attributable to these coverage biases by conducting their analyses on subsets of data where coverage is known to be better. For example, in Table 5 , Panel C, we note that certain biases (i.e., poor performance and institutional ownership) are reduced for the subsets of data with greater analyst following. Thus, researchers can reduce concerns that their results are driven by coverage biases by demonstrating that their results hold for subsets of the data where coverage is known to be better (e.g., for firms with high analyst following). Specifically, we recommend that researchers partition their sample into high and low portfolios (for instance, using the median as a cutoff) along the dimensions of known coverage biases (e.g., analyst following, institutional ownership, performance). If results using the high coverage partition are significantly different from results using the full sample, the study's findings are likely to be biased by CIG coverage.
We conclude with a final word of caution. While our prior discussion focuses heavily on the potential for bias caused by coverage issues with CIG, there also exists a prevailing measurement issue with the database. The CIG data is incomplete and, in some cases, significantly so. Even if these missing forecasts are not systematically related to a variable of interest in a study, the measurement error inherent in the data can result in a failure to reject the null when, in fact, an effect exists. If this null effect is used to support a researcher's thesis, erroneous inferences will follow. Alternatively, this failure to reject the null could cause researchers to prematurely abandon research projects. Moreover, this measurement error likely grows as the data is aggregated across forecasts for a given firm. For example, our overall match rate is 51.4% across all press releases. If the probability of coverage on CIG were independent across all press releases, then for a firm issuing two press releases there would be a 73.6% probability (1-0.514 2 ) that at least one of the two press releases would be missed by CIG. If the firm issued three press releases, the probability of missing at least one grows to 86.4%. 22 Similarly, if a researcher is aggregating across time periods-say, calculating the percent of forecasting years-the same issue occurs: the probability of improperly classifying at least one period grows as the number of periods increases. 23 Examples of prior studies that have aggregated CIG data include Bhojraj et al. (2010) , Hu and Jiang (2009 ), Brochet et al. (2011 ), and Rogers et al. (2009 . If researchers are not careful, such measurement error can lead to erroneous inferences.
21 Both suggestions will limit the sample size and generalizability of the study if such procedures are applied to the primary sample. To balance the goals of internal and external validity, we recommend that researchers conduct their main tests using broad samples and conduct sensitivity tests on subsamples of data as discussed below. 22 Of course, it is likely that each press release is not an independent draw. Still, if there is any randomness to the probability of coverage across observations for a given firm, aggregating data at the firm level is likely to increase the measurement error in the data. For example, the percent of firms with a 100% coverage rate on CIG (i.e., every press release made by the firm is picked up by CIG) among those firms with at least one forecast picked up by CIG (MATCH FIRM ¼ 1) is 54%. Thus, it is not the case that firms who are covered by CIG have all their forecasts picked up by CIG, suggesting there is some randomness in coverage within a firm. 23 Note that the probability of correctly classifying a given period as containing a forecast increases as the number of forecast increases (because the probability of missing all the forecasts is small). However, the issue here is not about correctly classifying a given period but about aggregating across periods.
In summary, it is important to reiterate that we are not advocating that researchers never use the CIG database but rather we are encouraging them to carefully consider potential biases introduced by the coverage issue when designing their studies.
Conclusion
The purpose of this paper is to conduct a systematic analysis of the completeness and accuracy of forecasts reported on First Call's CIG database relative to those hand-collected via press releases. The CIG database provides researchers with data on management forecasts in an easy-to-use machine readable format and is, therefore, a convenient source for data that was previously difficult and time-consuming to collect. However, the increasing reliance on the database to address various questions related to managers' disclosure decisions raises questions about the appropriateness of the database in addressing these questions.
Comparing our hand-collected sample of forecasts to the CIG database, we find that a majority of the firms (59%) in our sample are represented on the CIG database within the same calendar year as the hand-collected press release date but only about half (51%) of press release dates are represented. A multivariate logit analysis indicates that the firms that are not represented on the database during a given year are systematically different from those that are: they have less analyst following and institutional ownership, and poorer prior performance. In addition, whether a press release containing a forecast is represented on CIG depends on whether the press release contains a forecast of EPS, whether the forecast is in specific dollar amounts, and the news in the press release. Overall, our results suggest that researchers can inadvertently introduce biases into their studies if they fail to consider these factors when designing their studies. In many cases, the researcher should consider supplementing their data with hand-collected data to alleviate concerns over coverage biases.
Appendix A
See Table A1 . To Guide or Not to Guide? Causes and Consequences of Stopping Quarterly Earnings Guidance
