Abstract: The integrability of the deformed quantum elliptic Calogero-Moser problem introduced by Chalykh, Feigin and Veselov is proven. Explicit recursive formulae for the integrals are found. For integer values of the parameter this implies the algebraic integrability of the systems.
Introduction
Deformed quantum Calogero-Moser (CM) systems were introduced by Chalykh, Feigin and Veselov [1, 2] , who proved their integrability in rational and trigonometric cases and conjectured that the same is true in the elliptic case. The aim of this paper is to prove this conjecture.
Elliptic deformed CM system corresponds to the following Schrödinger operator 
where all but one "masses" are equal, m 1 = m −1 , m 2 = . . . = m n = 1, m is a real parameter,p j = i ∂ ∂xj , j = 1, . . . , n, and ℘ is the classical Weierstrass elliptic function. The case when m is integer is a special one: in that case a stronger version of integrability (the so-called algebraic integrability) was conjectured [2] . The first results in this direction were found in [3] , where it was proven in the simplest non-trivial case n = 3, m = 2.
The main result of the present paper is an explicit recursive formula for the quantum integrals of the elliptic deformed CM system. This proves integrability of the system for all n and m and due to a general recent result by Chalykh, Etingof and Oblomkov [4] this also implies the algebraic integrability for integer values of the parameter m.
As a by-product we have also new formulae for the integrals of the usual quantum elliptic CM problem, which was the subject of many investigations since 1970s (see in particular [5] , [6] , [7, 8] , [9, 10, 11] ). We will be using some technical tricks from these important papers. In trigonometric and rational limits we have the formulae for the quantum integrals of the corresponding deformed CM systems which are also seem to be new.
Quantum Hamiltonian of the deformed elliptic CM problem has the following form H = − m∂ 
where ∂ i = ∂ ∂xi , ℘ jk = ℘ (x j − x k ) . Here ℘ is the classical Weierstrass elliptic function [12] , which can be determined by the differential equation (℘ ′ (z)) 2 = 4 (℘ (z) − e 1 ) (℘ (z) − e 2 ) (℘ (z) − e 3 ) = 4℘
The Laurent expansion of ℘ at the origin is of the following form [12] ℘ (z) = z
where
The coefficients γ 2k are related to the so-called Bernoulli-Hurwitz numbers BH (k) [13] γ 2k = 1 (2k)!
BH (2k + 2) (2k + 2) .
There is a recursive formula which allows one to obtain the coefficients γ 2k+2 from the coefficients of the lower order: 
The relationship (5) is easy to verify. One needs to differentiate (3) to obtain
use the expansion (4) and collect terms at the appropriate degrees of z.
To construct the integrals of the operator (2) we will follow the idea going back to [6] , [7] . Namely, the integrals are constructed from the highest one by successive commutators with some function which in our case is
This highest integral is of order n and will be denoted below as I. The rest of this section is to explain the main ingredients of the formula for I.
Let us introduce the following differential operators D k in ∂ 1 with constant coefficients
We use the notation ad t ςσ D k to denote the repeated commutator
Note that the order in which ς i k are used is not important because of the form of the operator D k . Define
Let the set S consist of k elements and contain 1, then define the operator Θ S as
We also use the notation ∂ S to denote the product
. By I S we will mean the corresponding quantum integral of the system with the Hamiltonian
Now we are ready to give the formula for the integrals:
X σ Θσ (13) and X σ are related to a non deformed CM subsystem and are determined by the recurrent formulae
Theorem 1. The operator I defined by (12) and (13) commutes with the deformed elliptic CM operator H.
Remark. The formula (12) is valid in the non deformed case also: the operator
commutes with the operator
which is the usual n − 1 particle elliptic CM operator.
Idea of the proof of Theorem 1. The proof will be done by induction. The main idea behind formula (12) consists in the observation that one can use the commutativity of Iσ∂ σ with Hσ to simplify the commutator [I, H] to the expression
where terms X, X and Xkl depend only on ∂ 1 and u sr , 1 ≤ s < r ≤ n. This is shown in Lemma 1 in section 6. At the next step we notice that if X is given by (13) the commutator [I, H] can be simplified further to the following
where Θ, Θ and Θkl depend only on ∂ 1 and u 1s , 2 ≤ s ≤ n. From this we can deduce that 
which is equivalent to a large set of identities. It is remarkable that the constants in D k can be chosen in such a way that all these identities is satisfied (Lemma 3 of Section 6). The choice of the constants is related to the Bernoulli-Hurwitz numbers and is described above. The complete proof of the theorem is quite technical and is given in a separate section.
3 Examples: formulae for two, three and four particles.
To illuminate our formulae let us consider more explicitly the case of small n.
3.1 Two-particle case.
In that case we have the operator
which is trivially integrable since the operator ∂ 1 + ∂ 2 obviously commutes with it. This system gives the formula for operator I {1,2} which starts the recursive construction of the integral I (12). We have
3.2 Three-particle case.
The integrals for the problem of three particles have been found in [14] . The operator of the third order has the
Operator I can be rewritten as
3.3 Four-particle case.
One can check by direct calculation that the operator
commutes with H. The operator I can be rewritten in the following recursive form
Let us introduce the function θ = m −1 x 1 + x 2 + . . . + x n and consider the corresponding "ad"-operation:
Following to the procedure known for the usual CM system (see, for example, [8] ) consider the operators
. . , n − 1, where I are given by (12) commute with each other and with operator H.
Proof. The proof is similar to the non-deformed case [8, 11] .
Let us first prove that L k commute with H and with n j=1 ∂ j . Proof is by induction in k. For k = 0 it follows from the Theorem 1. Let us assume that this is true for k = i, then for k = i + 1 we have by the Jacobi identity
To prove that operators L k and L l , k = l, commute one can use the arguments of the paper [11] . Consider an involution δ on the space of all differential operators on R n corresponding to the change x → −x and the standard
Operators L k have the following properties with respect to these involutions:
. By the Jacobi identity [C, H] = 0, therefore we can use Berezin's lemma [15] which states that in such a case the highest symbol of C is polynomial in x. In this case it is also periodic, hence the highest symbol must be constant. Now, we also have
Since the highest symbol of C is constant the highest symbols of C * and C δ are the same but it follows from (16) they they must be different by a sign. This means that the highest symbol of C is zero and hence C is zero.
Theorem 3. Deformed quantum CM problem (1) is integrable for all n and m and algebraically integrable for integer m.
Proof. The complete family of the commuting quantum integrals for arbitrary m is given by the previous theorems. The algebraic integrability in the case when m is integer follows from the general result due to Chalykh, Etingof and Oblomkov (see Theorem 3.8 in [4] ).
Trigonometric and rational degenerations
Trigonometric degenerations of the Weierstrass ℘-function corresponds to the case when one of the half periods ω 1 or ω 2 is infinite, which happens when two of the roots of the polynomial (3) collide. For example, the case of e 1 = e 2 = a and e 3 = −2a corresponds to ω = ∞,ω = i
and ℘ (z) = a + 3a sinh 2 √ 3az
. Choosing a = 1 3 we have
where B 2k+2 are the classical Bernoulli numbers defined by the expansion
In this case the Hamiltonian H takes the form
Therefore, the formulae for the integrals in this case can be obtained using the following recursive formulae for constants p 2i,k :
The integrability of this problem was shown in [2] . In [16] a recurrent formula was found for the quantum integrals with the highest symbols given by the deformed Newton sums. Our formulae correspond to the deformed elementary symmetric polynomials and seem to be new even in that degenerate case.
The rational degeneration corresponds to both periods be equal to infinity. In this case ℘ (z) = z −2 and all γ 2k = 0. Therefore, in this case only constants p 0,k , k = 1, 2, . . . , are non zero.
6 Proof of Theorem 1.
We prove Theorem 1 by induction in n. For small n we showed this in the section 3. Now assume that the statement of the theorem is true for all k < n and show that it is true for k = n.
Under this assumption, let us first show that commutator [I, H] can be reduced to an expression on the additional terms X, X and Xkl.
Lemma 1.
Proof. Using (12) we obtain
which is equal to
Since Iσ commutes with Hσ (by the induction assumption) and with −∆ σ (since it does not depend on x i , i ∈ σ) we have
Now we use (12) again and obtain
If we cancel the repeated terms we obtain
We use (12) again
Finally, canceling the repeated terms, we get
which simplifies to
Lemma 1 is proven.
Lemma 2. In the non deformed case
Proof. To prove that
one must repeat the arguments of Lemma 1. We will need the addition theorem for the Weierstrass elliptic function [12] T ijk ≡ det X1kl∂ k ∂ l , 2u kl = 0, since in this case X1 = 0, j = 2, . . . , n. We
Lemma 2 is proven.
for any i = 2, . . . , n, where ∂ = ∂ ∂x1 .
Proof.
Let us denote the left hand side of the relation (19) by Y n .
It can be shown by a simple direct calculation that (19) is true if n = 1, 2, 3, 4. The equations in these cases are
For n ≥ 5 we use (6) to obtain
We can express p 0,n through p 0,n−1 and p 2i,n through p 2l,n−1 , l = 0, . . . 2i, as described by (9) and obtain
and for k ≥ 5
Below we show that W n = 0 for n ≥ 5. Firstly,
We calculate that ∂ ς,
In this calculation the identities which are the derivatives of the differential equation of the Weierstrass elliptic function (3) have been used. At the next step we use the induction assumption that for any s < k W s = 0. Then
We consider
We show below that W 2l = 0. The case of W 2l+1 can be dealt with in the same way.
From the inductive assumption we have that W 2l−1 = 0, then
and therefore
The commutators can be rewritten as
and, hence,
which can be rewritten as
It is shown below that the coefficients by all ∂ k , k = 0, 1, . . . 2l − 1, are zero. We have
To show that this coefficient is zero let us calculate its Laurent expansion and show that it consists of the terms by the positive degrees of z only. Since it is also a doubly periodic function it can only be zero. The Laurent expansion for the derivatives of the Weierstrass function are given by
Therefore, we can find that
The Laurent expansion for the derivatives of the Weierstrass function are given by
and we calculate that
Here we have used the identity (5).
The last case to consider is when k = 0. In this case we need to show that
is zero. We have
The proof of Lemma 3 is now finished.
Lemma 4. The following identity holds Θ,
Θkl, u 1k u 1l = 0.
Note also that n j=2 σ∈S(1;t)
We sum (20) and then use (11) to obtain Θ and Θ n k
. We have
Lemma 4 is proven.
Lemma 5. The following identity holds
Proof.
[∆, Θ] = 2m
From (11) it follows that
, Θk and
, Θkl ,and we arrive at (21).
Lemma 6.
Θkl, 2 (u 1k + u 1l ) X {k,l} = 0.
Proof. We have
Using Lemma 5 R is rewritten as All derivatives with respect to x 1 of the term
are zero. Indeed, this follows from the fact that the first derivative is the addition theorem for the Weierstrass ℘-function.
Therefore R = 2 2≤k<l≤n (ς 1l − ς 1k ) u ′ kl − (u 1k + u 1l ) u kl + mu 1k u 1l , Θkl = 0 and Lemma 6 is proven.
Proof of Theorem 1.
We use Lemma 3 to reduce the commutator [I, H] to the expression (17) and we show below that (17) is zero.
From ( 
