In this paper we introduce the notion of integrable Dirac structures on Hermitian modules. The moduli space of the space of integrable Dirac structures is studied. Then a necessary and sufficient condition for the integrability of a Dirac structure is obtained as the solution of a certain partial differential equation.
Introduction
Dirac structures on smooth manifolds were first introduced by Courant [1] . These are the generalization of Poisson and (pre)symplectic structures on smooth manifolds. Dorfman developed the algebraic version of these structures in [2] . The notion of Dirac structures on real Hilbert spaces was introduced in [3] . When (H, <, >) is a complex Hilbert space a modification of the Dirac structure on H can be defined as a vector subspace L of H × H isotropic under the pairing ϕ : H × H → H < (x, y), (u, v) > + → < x | v > + < y | u > 2
i.e. the restriction of ϕ to L is zero and L is the maximal subspace with this property. All relations and results obtained for real Hilbert spaces in [3] are also true in the case of complex Hilbert spaces. The notion of integrability of almost Dirac structures was defined first by Courant [1] and after that by Cranico Fernandz [4] . A generalized definition of Dirac structures on modules and vector bundles concludes to the specification of the moduli space of integrable Dirac structures. Integrability of Dirac structures on manifolds is important in that it leads to a poisson algebra of functions on the manifold making it possible to construct the classical mechanics on manifolds.
Regarding the correspondence between Dirac structures on hermitian modules and automorphism group of the manifold M , a correspondence between hermitian vector bundle η and automorphism group of η is obtained. Also a necessary and sufficient condition for the existence of a Dirac structure is obtained. First we recall the notions of Hilbert modules and Dirac structures on modules and vector bundles using [4, 6] .
Dirac structures on modules
Let R be an arbitrary ring, M a right R-module such that for each nonzero x ∈ M , 2x = 0. An R-module isomorphism is defined by
When R is a C * -algebra a right R-module M is a Hermitian R-module if there exists a map <|>: M × M → R satisfying the following conditions for r ∈ R and x, y ∈ M , i)< x | yr >=< x | y > r.
making M into a normed vector space. If (M, ) is complete, then M is called a Hilbert R-module.
Definition 1.2 :
Let M be a Hermitian module. A submodule L of M × M is called a Dirac structure on M if L and Π(L) are orthocomplement, i.e. they are orthogonal to each other and M × M is their sum.
Proposition 2.2 :
Let L be a Dirac structure on the Hermitian module M and P r i : L → M , i = 1, 2 be projections onto first and second components respectively. Then P r 1 ± P r 2 are isomorphisms. Conversely if L is a submodule of M × M , and L and Π(L) are orthogonal and L Π(L) = 0, then a sufficient condition for L to be a Dirac structure on M is that the homomorphisms P r 1 ± P r 2 be surjective.
Proof :
If (x, y) ∈ L and (P r 1 + P r 2 )(x, y) = 0, then x + y = 0 and so y = −x and (x, −x) ∈ L Π(L), which means that x = y = 0 and so P r 1 + P r 2 is injective. If w ∈ M , then (w, w) ∈ M × M , and so there exists (x, y) ∈ L and (y ′ ,
and so x = x ′ and y = y ′ and w = x + y. So P r 1 + P r 2 is surjective. The same way for P r 1 − P r 2 .
Conversely if the submodule L of M × M is orthogonal to Π(L) and L Π(L) = 0, and if P r 1 + P r 2 is surjective, then for (
On the other hand since P r 1 − P r 2 is surjective, there exists (z, t) ∈ L such that z − t = x − u and so
And we can write
and so L is a Dirac structure for M .
Remark 3.2 :
If L is a Dirac structure on the Hermitian module M , since L and Π(L) are orthogonal it is easily seen that P r 1 ± P r 2 are isometries.
Proposition 4.2 :
Any two Dirac structures are isomorphic.
Proof :
The set of all Dirac structures on M is denoted by D(M ) and the automorphism group of M by Aut(M ).
Proposition 5.2 :
There exists a one to one correspondence between D(M ) and Aut(M ).
proof :
See [4] .
Remark 6.2 :
If L is a Dirac structure on the Hermitian module M , then L is maximally isotropic under the pairing
Dirac structures on vector bundles
Let M be a smooth manifold and η = (E, ρ, M, F ) a Hermitian vector bundle over M . The strong bundle automorphism group of η is denoted by Aut(η).
be the strong bundle isomorphisms.
Definition 1.3 :
The subbundle λ of η × η is called a Dirac structure on η if λ and Π(λ) are orthocomplement.
As for the Dirac structure on Hermitian modules we can have the same facts for the Dirac structures on Hermitian vector bundles.
Proposition 2.3 :
If λ is a Dirac structure on the Hermitian vector bundle η, then P r 1 ± P r 2 : λ → η are strong bundle isomorphisms. Conversely if λ is a subbundle of η × η such that λ and Π(λ) are orthocomplement, then a necessary and sufficient condition for λ to be a Dirac structure on η is that P r 1 ± P r 2 be surjective.
Proposition 3.3 :
Any two Dirac structures on the hermitian vector bundle η are isomorphic.
The set of all Dirac structures on η is denoted by D(η).
Proposition 4.3 :
There is a one to one correspondence between D(η) and Aut(η).
D-Modules and integrable Dirac structures
All through this section K is a commutative ring and R a commutative K-algebra.
The dual of the R-module M is denoted by M ♯ . Obviously M ♯ separates points in M , i.e. for each pair of points x, y ∈ M there exists ρ ∈ M ♯ such that ρ(x) = ρ(y).
Definition 1.4 :
Let M be a K-module and H its submodule. Also let 
Definition 2.4 :
, the set of all R-module homomorphisms F : M → M with the property F od = doF is denoted by Aut(M ).
Definition 3.4 :
In general for x, y ∈ M ♯ , [x, y] ∈ M ♯ is not well-defined. To get rid of this difficulty, we have:
Definition 4.4 :
For the R-submodule M ′ of M , let H M ′ be the largest submodule of M ♯ with the property that for each x ∈ H M ′ and y ∈ M ♯ , [x, y] be well-defined in M ♯ .
, where h i ∈ R and g i ∈ M . Let M ′ be the submodule of M generated by α. The R-bilinear map
Now thanks to the correspondence of proposition 5.2, we are ready to study integrable Dirac structures. To each x ∈ M , there corresponds an α ∈ M ♯ and vice versa. In this case x is denoted by x α .
is a Dirac structure on M . See [3] for more details.
Definition 5.4 :
With the above notations L A is said to be integrable if for each (x, α),
The topology of integrable Dirac structures
In this part R is the field of real numbers, R 2 the Euclidean space with the two coordinate functions x, y, R the R-ring of degree two polynomials in x, y and M the R-module of vector fields on R 2 .
Proposition 1.5 :
Aut(M ) is in one to one correspondence with GL 2 (R) × R 8 . is one to one and onto.
Proof :
If A = (a ij ) i,j=1,2 ∈ Aut(M ) and a ij = a 0 ij + a 1 ij x + a 2 ij y,
Definition 2.5 :
With the notations of proposition 1.
For simplicity we denote L A 0 by L A .
To each x ∈ M , there corresponds a first order differential form on R 2 with values in R. We denote it by α x . Also we denote x by X α .
Definition 3.5 :
For A ∈ Aut(M ), the Dirac structure L A is called integrable if for each pair (x, α) and (y, β) of elements of L A , we have ([x, y], {α, β}) ∈ L A . In this case we say that A is integrable.
Remark 4.5 :
If A ∈ Aut(M ), then L A = {((I + A)x, (I − A)x) | x ∈ M } iff L A = {(I + A)x α , (I − A)α) | x ∈ M, α ∈ M ♯ }
Proposition 5.5 :
A is integrable iff for each pair
of elements of L A , we have
Proof : Obvious.
Corollary 6.5 :
I, −I ∈ Aut(M ) are integrable.
Corollary 7.5 :
For each nonzero r ∈ R, rI and −rI are integrable.
Remark 8.5 :
If M is a Hilbert module, each A ∈ Aut(M ) would also be orthogonal. In this case for each p ∈ R 2 , A(p) is an orthogonal matrix with eigenvalues 1 and −1. So for r = 1, rI, −rI are no more integrable.
The set of all integrable structures with the Sobolov norm defined by
for each integrable A ∈ Aut(M ), is a topological group. This group is denoted by I D (M ).
Proposition 9.5 :
If A ∈ Aut(M ) is integrable, and if A = −I, then there exists a curve connecting A to I.
Proof :
f is continuous and f (0) = I, f (1) = A.
Proposition 10.5 : proposition 11.5 :
A necessary and sufficient condition for A = (a uv ) u,v=1,2 ∈ Aut(M ) to be integrable is that for m, i, k = 1, 2, A satisfies the following differential equation
a mj a lj ∂ j (a lk ) = 0.
On the other hand
Also we can write dα = − t=1,2 j=1,2
in the same way
On the other hand a mj a lj ∂ j (a lk ) = 0.
Remark 12.5 :
In the case of the n-dimensional space R n , we obtain the following differential equation for m, i, k = 1, 2, ..., n ∂ i (a mk )−∂ k (a mi )+ a mj a lj ∂ j (a lk ) = 0.
