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PROOF. Straightforward from Theorems 5.13 and 5.12.
We can now more precisely deﬁne potential for cooperation. With respect to agent
i’s goal
’, there is potential for cooperation iff:
1. there is some group
g such that
i believes that
g can jointly achieve
’;
and either
2.
i can’t achieve
’ in isolation; or
3.
i believes that for every action
￿ that it could perform that achieves
’, it has a goal of not
performing
￿.
Note that in clause (1), an agent needs to know the identity of the group that it believes can
cooperate to achieve its goal. This is perhaps an over-strong assumption. It precludes an
agent attempting to ﬁnd out the identity of a group that can achieve the goal, and it does not
allow an agent to simply broadcast its goal in the hope of attracting help (as in the Contract
Net protocol [27]). We leave such reﬁnements to future work. Clause (2) represents the
paradigm reason for an agent considering a cooperative solution: because it is unable to
achieve the goalon its own. Clause (3) deﬁnes the alternativereason for an agent considering
cooperation: it prefers not to perform any of the actions that might achieve the goal. (We do
notconsider the reasonswhy an agent will not want to performa particular action — this will
be domain-speciﬁc.)
Using the various deﬁnitions above, we can now formally state the conditions that charac-
terize the potential for cooperation.
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We now prove some properties of potential for cooperation.
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The ﬁnal result of this section shows that if there is potential for cooperation with respect
to an agent’s goal, then the agent is aware of this.
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￿ in the deﬁnition of potential for cooperation:592 The Cooperative Problem-Solving Process
The
A operator thus has the properties of a normal modal operator based on a universal relation, and thus analogues
of the modal axioms KT5 (modal system S5) hold for this operator [4, p. 98]; also, a version on necessitation holds.
The following theorem captures some simple properties of action expressions and the
H
a
p
p
e
n
s operator that are
used in our proofs (see [5, p. 229] for others).
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The
M
-
B
e
l operator has properties rather similar to those of
B
e
l.
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