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Abstract
C
HEMICAL process is a method that produces chemical products by changing chem-
ical or material composition. A large number of units may involve in chemical
process, including but not limited to reactor, vessel, compressor, heater, pump and so on.
Each of these units should be maintained with a predeﬁned operating limit during pro-
cess operation. The effective operating variables include temperature, pressure and ﬂow
rate. In addition, important variables such as temperature, pressure, ﬂow rate and many
other factors must be carefully and consistently controlled during the operation of chem-
ical processes. Small changes of these variables can have a large impact on the quality
and quantity of the ﬁnal products. Control technology is a tool that helps to improve the
product quality, increase the productivity, reduce the manpower requirement, and, conse-
quently, improve the ﬁnancial proﬁt. However, a lot of problems are usually encountered
to control most nonlinear and complex chemical processes. These include unavailability
of accurate model, lack of detailed knowledge of complex reaction mechanisms, absence
of online process sensors, presence of unmeasured and frequent disturbances in the real
processes, nonlinear dynamic behavior, and ﬁnally, uncertain and time varying parameters
of the processes.
Unavailability of a reliable process model is the main problem when trying to control
a nonlinear chemical process. An accurate model is necessary to design and simulate the
controllers as well as to optimize their parameters. Moreover, a model is an essential part
iv
vof the advanced nonlinear model-based controllers, and the performance of this type of
controllers directly depends on the accuracy of the system model. However, the develop-
ment of a reliable model is not a trivial task as chemical processes involve complex reaction
mechanisms, and, unknown and unmeasured process disturbances. Usually, designers and
researchers make several assumptions to derive the process model to avoid mathematical
complexities. It is still a challenging task to develop a reliable and disturbance free model
to design and simulate the process controllers.
The ﬁrst phase of this study deals with the development of a reliable and accurate model
for a chemical process, namely polystyrene batch polymerisation reactor (PSPR). Tradi-
tional neural network (NN) models are developed using experimental datasets with and
without disturbances. Simulation results indicate that traditional NNs cannot properly han-
dle disturbances in reactor data and demonstrate a poor forecasting performance, with an
average mean absolute percentage error (MAPE) of 22% in the presence of disturbances.
In addition, there is no indication of performance accuracy in traditional NN forecasts. To
eliminate these limitations, a new modelling technique, namely prediction interval-based
NN (PI-NN) model is proposed for chemical reactors. In contrast to traditional modelling
techniques that just produce point forecasts, this strategy predicts an interval, consists of
an upper and lower bound with a prescribed conﬁdence level. This strategy avoids assump-
tions made in traditional modelling techniques for chemical reactor systems. Lower upper
bound estimation (LUBE) method is used to develop PI-NN model for disturbances quan-
tiﬁcation. Application of this modelling technique can be found in other ﬁelds, however,
this is the ﬁrst study that investigates its feasibility for quantiﬁcation of uncertainties and
disturbances associated with the operation of chemical reactors.
It is established that NN performance intimately depends on initial parameters as well
as the perturbation of NN parameters, and hence, the NN prediction performance ﬂuctuates
from one replicate of training to another one. Moreover, a trained NN is not always optimal
vi
for a whole range of data or for different data sets. Even retraining a NN will result in
a different set of parameters, as the search space is often nonconvex with several local
minima. As per these, it is reasonable to further study how the quality of PIs generated by
NNs can be improved through developing optimal aggregation methods.
As the key contribution of this work, the concept of forecast aggregation is extended
to the ﬁeld of PI construction. A NN ensemble procedure is proposed to construct quality
PIs. LUBE method is applied to develop NN-based PIs. Then, constructed PIs from the
NN ensemble members are combined using a weighted averaging mechanism. Simulated
annealing (SA) and genetic algorithm (GA) optimization algorithms are used to optimally
adjust the weights for the aggregation mechanism. Simulation results reveal that the pro-
posed method improves the average PI quality of individual NNs by 18% to 78%. Simula-
tion study also demonstrates that 3-4% improvement in the quality of PIs can be achieved
using the proposed method compared to the simple averaging aggregation method.
In the second phase of the study, three nonlinear advanced controllers are developed
for PSPR system. Three controllers are NN-based model predictive controller (NN-MPC),
fuzzy logic controller (FLC) and generic model controller (GMC). The performance of
these controllers is tested experimentally for a lab scale PSPR system. Simulation study
demonstrates that NN-MPC is superior than other controllers to monitor the PSPR system.
In the ﬁnal part of control study, as the novel contribution of this work, a PI-based
controller (PIC) is proposed to control the nonlinear chemical processes. It is notable that,
to date, most control techniques are dealing with point-based forecasts, and this is the ﬁrst
attempt to integrate the PIs in control application. In this methodology, NN inverse model is
used as a controller. Firstly, a PI-based model is developed to construct PIs for every sample
or time instance. PIs are then fed to the NN inverse model along with other effective process
inputs and outputs. The PI-based NN inverse model predicts the plant input (manipulated
variable) to get the desired plant output (controlled variable). The performance of the
vii
proposed PIC controller is examined for PSPR. As the proposed method can be applied
for any processes, another two case studies are considered to evaluate the performance
of the proposed PIC. These include, a chemical reactor, namely continuous stirred tank
reactor and a numerical nonlinear plant model. Simulation results reveal that the tracking
performance of the proposed controller is superior to the traditional NN controller in terms
of setpoint tracking and disturbance rejections.
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Research Contributions
The main aim of this study is to control the nonlinear chemical processes smoothly and
safely with the purpose of minimising their energy consumption and operational costs as
well as to achieve a high quality and quantity of chemical products. However, the perfor-
mance of the nonlinear controller, especially model-based controllers performance directly
depends on the accuracy of the system’s model. Therefore, this study involved signiﬁcant
contributions in the following two ﬁelds:
1. Modelling of Nonlinear Chemical Processes:
In recent years, NNs are extensively used to model nonlinear processes due to their
excellent ﬁtting ability. Many of the assumptions that are made for traditional mathe-
matical models can be eliminated with the NN modelling technique. In addition, NN
can be easily utilized in control system since the mathematical complexity of NN is
lower compared to the mathematical model. However, their forecasting performance
signiﬁcantly drops in the presence of process uncertainties and disturbances (MAPE
values are higher than 22%). Prediction interval (PI)-based model offer an alterna-
tive solution to appropriately quantify uncertainties and disturbances associated with
point forecasts.
As core contribution in this modelling part, A PI-based NN model (PI-NN) is devel-
oped for a chemical process, namely PSPR. Application of this type model can be
ix
xfound in many ﬁelds, however, this is the ﬁrst study that investigates the application
of PI-based model for quantiﬁcation of uncertainties associated with the operation
of chemical reactor. Lower upper bound estimation method is used to develop the
PI-NN model.
Finally, an extended version of LUBE method is proposed to improve the quality of
PIs. We extend the concept of forecast aggregation to the ﬁeld of PI construction. In
the proposed method, constructed PIs from the LUBE PI-NN models are combined
using a weighted averaging mechanism. SA and GA optimization methods are used
to optimally adjust the weights for the aggregation mechanism. To the best of our
knowledge, this is one of the ﬁrst studies investigating the possibility of improving
the quality of PIs through their aggregation. The proposed method is examined for
three different case studies including the PSPR. Simulation results reveal that the
proposed method improves the average PI quality of individual NNs by 22%, 18%
and 78% for ﬁrst, second and third case studies, respectively. Simulation study also
demonstrates that 3-4% improvement in the quality of PIs can be achieved using the
proposed method compared to the simple averaging aggregation method.
2. Control of Nonlinear Chemical Processes:
PI has been extensively used to predict the forecasts for nonlinear systems as PI-based
forecast is superior over point-forecast to quantify the uncertainties and disturbances
associated with the real processes. In addition, PIs bear more information than point-
forecasts, such as forecast accuracy. However, to date, PIs are not used in control
applications to improve the controller’s performance. The use of PIs in control sys-
tem might help to accumulate the disturbances and uncertainties that are present in
real systems.
Before developing the PI-based controller, three nonlinear advanced controllers are
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developed for PSPR system. These include, NN-based MPC, FLC and GMC. The
developed controllers are implemented online in a real lab-scale PSPR system, and
performances of these controllers are analysed in terms of integral absolute error
(IAE) and integral square error (ISE). Experimental study demonstrates that there is
still necessity to improve the control system for PSPR as IAEs are signiﬁcantly high
for those developed controllers in presence of disturbances.
As the main contribution in control part, a PI-based controller (PIC) is proposed to
control nonlinear processes. NN inverse model is used as a controller in the proposed
method. The idea is that NNs artiﬁcially extract the information from PIs, and lead
to improve controller’s performance.
In this proposed PIC system, ﬁrstly, a PI-based model is developed to construct PIs
for every sample or time instance. The PIs are then fed to the NN inverse model along
with other effective process inputs and outputs. The PI-based NN inverse model pre-
dicts the plant input to get the desired plant output. The performance of the proposed
PIC controller is examined for three case studies including PSPR system. Simulation
results indicate that the tracking performance of the PIC is highly acceptable and
better than the traditional NN inverse model-based controller (NNC) in terms of set-
point tracking and disturbances rejections. Finally, the performance of the proposed
PIC controller is compared with the traditional NN controller in terms of IAE. Re-
sults show that PIC tracking improves the controller performance by 67% (optimum
setpoint tracking) and 56% (constant tracking with disturbances) for PSPR.
Finally, the contributions of this work are highlighted as bullet points:
• Contribution in modelling part:
– A PI-NN model is proposed and developed for a chemical reactor, PSPR.
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– The proposed PI-NN modelling technique is superior compared to traditional
point forecast-based model to quantify the disturbances that are present in pro-
cess data.
– This technique bears extra information such as prediction accuracy rather than
the traditional point forecast models.
– To further improve the quality of the model, a new method is proposed for
aggregation of PIs from the individual NN models.
– Results reveal that the quality of PI can be improved by 18% to 78% (case to
case) in terms of the quality indexes of PI.
• Contribution in controlling part:
– Three nonlinear advanced controllers are developed for PSPR system and ex-
amined the performance of these controllers via online for a lab-scale real PSPR
system.
– A PI-based NN controller (PIC) is proposed, developed and tested for chemical
reactors.
– According to the results, the tracking performance of the PIC is superior to the
traditional NN controller.
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Chapter 1
Introduction
Chemical plants such as reactors and reﬁneries are complex systems in nature. A wide
variety of controlling mechanisms have been proposed in the literature for these systems
with the purpose of minimising their energy consumption and operational costs. Available
literature controllers that are applied to these systems mainly rely on point forecasts gener-
ated by models. However, performance of those models signiﬁcantly drops in the presence
of uncertainty in data or system operation. Furthermore, point forecasts do not carry any
indication of their accuracies. These issues make the decision-making process problematic
for system operators resulting in poor operational conditions.
In contrast to point forecasts, prediction interval (PI)-based model offers an alterna-
tive tool to quantify the system’s uncertainties and disturbances. The aim of this study is
to investigate the possibility of using PIs to effectively and efﬁciently address the prob-
lems associated with point forecasts in chemical processes. A chemical reactor, namely
polystyrene polymerisation batch reactor (PSPR) is chosen as the case study. The difﬁcul-
ties involved to control this chemical reactor are elaborately described in this chapter as
reference of control difﬁculties for nonlinear chemical processes. Another two processes, a
nonlinear chemical reactor, namely continuous stirred tank reactor (CSTR) and a nonlinear
numerical plant model (NNPM) are also selected as case studies.
1
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Figure 1.1: Uses of polystyrene products in different applications.
1.1 Motivation and Critical Review
The uses of polymer products are increasing day by day in recent world. Polymer products,
known as plastic, are used in variety of industries including construction, manufacturing,
electronics, transportation, food processing, and aerospace. Fig. 1.1 shows some appli-
cations of polystyrene (PS) products. Despite this wide range of applications, control of
polymerisation processes is still a challenging issue for researchers. This is mainly due to
the fact that polymer process is extremely complex in nature and highly exothermic. Many
chemical reactions occur simultaneously during polymerisation. The process has highly
uncertain dynamics and unsteady states [1].
As polymerisation reaction is highly exothermic, there is huge heat generation during
1.1 Motivation and Critical Review 3
the polymerisation and this excess heat will leads to increasing the reactor temperature that
directly affects the ﬁnal polymer product quality. Moreover, the polymerisation mixture
becomes more viscous over time as more monomers convert to polymer in polymerisation
processes. The increment of viscosity may affects heat removal systems as well as rate
of reactions. This time varying characteristic makes difﬁcult to control polymerisation
processes.
Usually batch process is used to produce polymer in industry. This is because batch
process can provide ﬂexible process operation. On the other hand, manufacturers can vary
the product quality as consumer’s demands using the same system. However, the control
of batch nonlinear processes like polymerisation system is a challenging task as process
reactions are very complex and exothermic in nature. One of the major difﬁculties encoun-
tered in polymerisation reactor control is the lack of reliable online real time analytical
data. Bonvin [2] summarized the difﬁculties involved in control of batch polymerisation
processes as follows:
• complex kinetics;
• lack of online process sensors;
• unmeasured and frequent disturbances;
• nonlinear dynamic behaviour; and
• uncertain and time varying parameters.
Conventional controllers often fail to properly control polymerisation reactors [3] due to
the problems mentioned above. Nonlinear advanced controllers are more reliable for these
types of reactors [4].
From the last decade, nonlinear model-based controllers have become very popular to
control the polymerisation reactor [5,6]. This popularity is due to their ability to capture the
nonlinear dynamics of the process [7, 8]. Various nonlinear process model-based control
techniques such as model predictive controller (MPC), neural network (NN)-based con-
troller, fuzzy logic controller (FLC) and generic model controller (GMC) have appeared in
the literature to monitor the polymerisation processes [9–14].
Among all model-based nonlinear controllers, MPC is very popular for the dynamic
optimization and control of chemical reactors [4, 8, 15–18]. A number of applications of
MPC in the control of batch polymerisation reactor temperature control are listed in Table
1.1. Owing to their particular abilities of approximating nonlinear functions and learning
through example, neural networks (NN) offer the ability to produce nonlinear models for
MPC of industrial systems [16, 19]. Most of the nonlinear predictive control algorithms
based on NNs imply the minimisation of a cost function by using computational methods
for obtaining the optimal command to be applied to the process. However, MPC technique
still relies on the accuracy of the system’s model.
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1.1 Motivation and Critical Review 7
Besides MPC, artiﬁcial intelligence (AI)-based modelling and control techniques offer
ﬂexible and powerful solutions to the dynamic optimization and control of polymerisation
reactors [32]. Literature is rich in the application of different AI-based techniques to control
polymerisation reactors. It include FLC [10,29,31,33,34] and NN-based controllers [7,11,
35, 36].
FLC has been extensively used as nonlinear controller to manage the chemical pro-
cesses [22, 37, 38] as well as manufacturing processes [39] from the last two decades. De-
spite the popularity of FLC, its application in polymerisation processes is still limited [10].
In addition, the developed FLCs for polymerisation system are limited for low range of
operation [3].
It is notable that most existing advanced control studies mentioned above are theoretical
and only report simulation results. Many of these studies even did not count the presence of
disturbances in polymerisation systems [29]. In addition, considerable oscillation, offset,
and overshoot can be observed in tracking the temperature of polymerisation reactors for
most of these existing advanced nonlinear controllers. These factors directly affect the ﬁnal
polymer quality. Moreover, a relatively large peak can be observed at the beginning of the
reaction for most of these developed controllers that will affect signiﬁcantly on the product
quality at the end of batch run. Some controllers also take more time to reach the setpoint
at the initial stage of batch run or when makes a disturbance or a step change in setpoint
tracking. The drawbacks of available controller’s performance for batch polymerisation
system are summarized in Table 1.1. These limitations lead to develop more advanced or
different types of controllers for nonlinear chemical processes.
In general, a reliable model is required to proper design and tune nonlinear controllers
conﬁdently. Researchers have developed mathematical model to describe the polymerisa-
tion process using differential equations from a mass and energy balance perspective, and
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algebraic equations from a physical and thermodynamic reaction perspective [40]. How-
ever, in reality, several simplifying assumptions are required to derive models, and avoid
mathematical complexity [9,29]. Eliabe and Meira [41] mentioned the following problems
in relation to mathematical models:
1. The parameters involved in elaborate dynamic models in many instances are un-
known, and their estimation may be extremely difﬁcult; and
2. Disturbances such as impurities may have signiﬁcant inﬂuence on the polymerisa-
tion. Furthermore, most of the disturbances are immeasurable.
However, availability of accurate model is essential for the safe, stable operation of
plants while maximizing productivity and improving product quality. Accurate forecast-
ing reduces waste and signiﬁcantly contributes to plant proﬁtability in the production of
polymer products.
In contrast to mathematical models, NN models can be developed based on process
input and output data without knowledge of the process and the process state variables.
Many of the assumptions that are made for mathematical models can be eliminated with the
NNmodelling technique [4]. Moreover, NNmodelling overcomes the following limitations
of the mathematical models:
• mathematical models consist differential and algebraic equations that make complex
to solve the model;
• computational load is high due to complexity of the mathematical models; and
• nonlinear complex mathematical models cannot be easily utilized in applications
such as the control system due to differentiation and integration complexities of pro-
cess variables.
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NN model, on the other hand, can be easily utilized in control applications and its
computational load is negligible compared to the mathematical model [42]. Moreover, the
nonlinear mathematical model needs to be linearised in most model-based control applica-
tions. However, NN model easily and directly can be utilized as a nonlinear model [26].
Due to the above advantages, NN-based modelling techniques are widely used to model
polymerisation reactors [11, 27, 31].
The research focus in recent years has moved from mathematical models to data-driven
models to describe the operation of polymerisation reactors [1]. NN models are extensively
applied to industrial polymerisation processes for data-based modelling to represent the
nonlinear model or as part of mathematical modelling to model the nonlinear kinetics of the
processes [1, 43]. NNs are also popular as powerful nonlinear model-based controllers for
the polymerisation processes because of their simplicity to utilize in control systems [16].
Moreover, NNs are an ideal solution for nonlinear modelling where one does not know the
rules or laws governing the relationships between the process inputs and outputs.
The application of NNs for polymerisation process modelling was ﬁrst reported by
Zhang et al. [44]. Subsequently, different types of NNs, such as feedback, feed-forward,
and hybrid NN rate-function, have been extensively used in polymerisation reactors mod-
elling, optimization, and control studies over the last decade [1, 7, 16, 31, 45].
The authors of the aforementioned papers claim that NN models are able to predict
the dynamic behaviour of the polymerisation processes with a high accuracy. So, NN
models can be conﬁdently used to control these types of nonlinear processes. Such a view
is mainly driven by the fact that NNs are universal approximators. However, most of the
reported research did not take into account the disturbances and uncertainties present in
polymerisation systems when developing NN models. In contrast, it is already known that
there are strong disturbances and high uncertainties present in the polymerisation processes
[40].
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Despite their popularity, it is well established that NN generalization power signiﬁ-
cantly drops when disturbances and uncertainty are present in the data [46]. Another disad-
vantage of traditional NN modelling is that the predictions do not provide any information
related to their sampling errors and accuracy [47, 48].
Prediction interval-based NN (PI-NN) techniques have appeared as efﬁcient modelling
tools to predict the process output using process data in the presence of disturbances and
uncertainties in recent years [49]. Unlike traditional NN models that provide a point fore-
cast, PI-NN model predicts the plant output in an interval (including an upper and lower
bounds) [50]. Another great advantage of this technique is that PI-NN model predicts the
desired output with a prescribed probability called the conﬁdence level (CL). Therefore,
PI-NN provides more information that is of a high value in practical applications [49].
Application of PI-NN modelling techniques can be found in transportation [51,52], manu-
facturing processes [53], power generation industry [54], and food industry [55]. However,
there is no such application of PI-based modelling in chemical process as far as we are
concerned. Therefore, PI-NN modelling technique is introduced in this work to model
nonlinear polymerisation reactor system.
It is already known that an ensemble of NNs is an efﬁcient method to improve the accu-
racy, generalization power, and robustness of NNs [56, 57]. Usually the outputs from a set
of individually trained NNs are combined to form a single prediction [58, 59]. This is be-
cause NN performance intimately depends on initial parameters as well as the perturbation
of NN parameters, and hence, the NN prediction performance ﬂuctuates from one replicate
of training to another one [60]. Moreover, a trained NN is not always optimal for a whole
range of data or for different data sets. Even retraining an NN will result in a different
set of parameters, as the search space is often nonconvex with several local minima. As
per these, it is reasonable to further study how the quality of PIs (in terms of PI’s indexes)
generated by NNs can be improved through developing optimal aggregation methods.
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Several NN ensemble methods (using forecast combination) can be found in litera-
ture [61]. However, the use of ensemble methods for PI-based forecasts is still limited.
Simple averaging and weighted averaging are mostly used in forecast ensemble proce-
dure [62]. The former is the most popular aggregation method due to its simplicity and
ease of implementation. In a recent study, Khosravi et al. [63] applied this method to com-
bine NN-based PIs for wind power generation. To the best of our knowledge, this is the
only existing published work on PIs aggregation. They showed that the proposed method
improves the quality of PIs by approximately 50% for the majority of cases compared to the
quality of PIs generated by individual NNs. However, the main limitation of this method is
that it considers an equal contribution by all distinctive NNs to the ensemble output.
Weighted averaging of NN forecasts is the most effective method for forecast combi-
nation [62, 64–66]. Here, the concept of weighted average forecast aggregation method is
extended to the ﬁeld of PI construction. In literature, an error-based cost function is often
used to optimize the weight of each NN ensemble member [61,67,68]. In contrast to tradi-
tional weighted average ensemble procedure, a PI-based cost function is used in this study
to construct high quality combined PIs. Two optimization algorithms, namely simulated
annealing (SA) and genetic algorithm (GA), are applied to minimise the cost function.
As PIs bear more information than traditional point-based forecasts, a signiﬁcant im-
provement of the tracking performance of an advanced controller can be gained by inte-
grating the PIs in control systems. The most challenging part of the PI integration process
in a control system is how to feed the information from PIs into the control system. More
precisely, how control system extracts the information from the PI. The information of PI
widths or upper and lower bounds of PIs can be used in the controller optimization prob-
lems. However, the solution is still limited. The alternative method is PIs can be directly
utilized in the artiﬁcial intelligent-based control system. The idea is that artiﬁcial intelligent
technique such as NNs artiﬁcially extract the information from PIs and lead to improve the
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controller performance.
1.2 Objectives and Scope of the Research Project
1.2.1 Objectives of the Research
The motivation of this research project is to develop a reliable model for chemical processes
to quantify the uncertainties and disturbances presence in process system and to explore the
features of PIs in controller to upgrade the control system that provide smooth, safer and
waste free production line.
The main objectives of this research are as follows:
1. To develop a reliable process model for chemical processes that can be used in control
study purpose; and
2. To design and improve nonlinear advanced control strategies utilizing PI-based model
for the chemical reactors.
1.2.2 Scope of the Project
The scope of the project includes:
1. Conduct a comprehensive literature review for the modelling and control of poly-
merisation processes;
2. Implement available models in literature;
3. Develop traditional data-based model for polymerisation reactor system;
4. Develop PI-based model for polymerisation reactor;
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5. Feasibility study of PIs in chemical process modelling;
6. Performance analysis of traditional nonlinear advanced model-based controllers for
polymerisation reactor;
7. Utilize PI-based model in advanced control strategy;
8. Develop PI-based controller; and
9. Investigate the performance of the PI-based controller with the traditional nonlinear
NN controllers.
1.3 Structure of Thesis
The structures of this thesis are as follows:
Chapter 2 reviews the available modelling techniques for a chemical reactor, PSPR.
The complexities involved in polymerisation systems and the difﬁculties associated with
obtaining good dynamic models and controllers are discussed. A survey of the most im-
portant control applications (MPC, NN-MPC, FLC and other nonlinear controllers) in the
polymerisation systems are also presented in this chapter. The possible applications and
importance of the PI-based modelling technique for chemical reactors are discussed. This
chapter also highlights the use of PIs in control application to improve the nonlinear ad-
vanced controllers.
Two available literature models are implemented for PSPR system in Chapter 3. These
include, a traditional mechanistic model and a recently developed hybrid model. In hybrid
model, some of the kinetic parameters are modelled using NN and combined those models
with parallel to mechanistic model to get detailed dynamic model for PSPR. In later part of
the Chapter 3, pure data-based models, such as NNs are developed for PSPR system. The
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hybrid model implemented in this chapter is used to generate the training data for NNs.
The NN models are developed for ideal (without disturbances), and practical (with process
disturbances) process of PSPR. Mean square error (MSE) is used as a cost function to train
the NNs. The mean absolute percentage error (MAPE) values are used to evaluate the
performance of the NNs to capture the dynamic behaviour of the PSPR system with and
without disturbances. This chapter also compares the performance of different NNs with
variations of their structures.
In Chapter 4, a PI-based technique is introduced to model polymerisation reactors. This
technique considers both disturbances and uncertainties present in the polymerisation pro-
cess to overcome the limitations of traditional NNs that are described in Chapter 3. Lower
upper bound estimation (LUBE) method is used to develop PI-based NN model. The train-
ing data used in Chapter 3 for traditional NN are employed to train the PI-NN model. In
contrast to traditional error-based cost functions, a PI-based cost function, coverage width
criteria (CWC) is used in the LUBE method to optimise the NN parameters. SA optimi-
sation algorithm is utilized to minimise the CWC. Finally, analysis of the performance of
PI-NN model to capture the dynamic behaviour of the PSPR is shown in the presence of
disturbances.
To further improve the quality of PI-NN model, a NNs ensemble procedure is proposed
in Chapter 5. In general ensemble method, several networks are trained for the same task
(based on NN inputs and outputs). The structure of NNs can be varied from one replicate
to another one. Finally, the predicted outputs of each of these networks are combined to
produce a single forecast. In the present work, the proposed methodology of PI-based
forecast combination follows three main steps. This includes:
• development of PI-NN models;
• selecting the ensemble members based on PI-NNs performance. CWC is used here
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as performance index of PI-NN model; and
• combining forecasts with an appropriate mechanism.
In this ensemble method, PIs obtained from individual PI-NN models are aggregated
through weighted averaging forecasts combination mechanism. The PI-based cost function,
CWC is also used in combination process to optimize the weight for individual NN ensem-
ble members. Two optimization algorithms, namely SA and GA are used to minimise the
CWC. Finally, the proposed method is examined for three different case studies including
PSPR system, and compared the results with the individual best NNs and available simple
averaging PIs aggregating method.
Chapter 6 analyses the performance of three advanced non-linear controllers for moni-
toring the PS batch reactor. The three controllers are the artiﬁcial NN-based MPC, the FLC
and the GMC. The hybrid model presented in Chapter 3 is used to design and simulate
these controllers. Reactor temperature is used as an intermediate control variable to control
polymer quality, because the products quality and quantity of polymer are directly depend
on reactor temperature. The optimal minimum temperature proﬁle is determined using the
Hamiltonian maximum principle, and this proﬁle is used as setpoint to control the PSPR.
The three controllers are implemented online for a real lab-scale PSPR system. Finally, the
stability of controllers performance is examined in the presence of process disturbances.
The disturbances are introduced by varying the effective operating variables (e.g., coolant
ﬂow rate and coolant inlet temperature) of PSPR.
Chapter 7 investigates the feasibility studies of the use of informative PIs in the control
applications to improve the tracking performance of the nonlinear controllers. In this chap-
ter, a PI-based controller, PIC is proposed to control the nonlinear processes. NN inverse
model within internal model control (IMC) structure is used as a controller in the proposed
method. Firstly, a PI-based model is developed to construct PIs for every sample or time
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instance. The PIs are then fed to the NN inverse model along with other effective process
inputs and outputs. The PI-based NN inverse model predicts the plant input to get the de-
sired plant output. The idea is that NN model artiﬁcially extracts the information from PIs
and increases the efﬁciency of the controllers. Three types of NN models are developed
for this PIC control system. These include, feed-forward NN (FFNN), PI-NN and PI-based
inverse NN models. The performance of the proposed PIC controller is examined for PSPR
system. Two other case studies, including CSTR and NNPM are also used to evaluate the
performance of this controller. Finally, the performance of the proposed PIC is compared
with the NN-MPC that is developed in Chapter 6.
Finally, Chapter 8 presents the conclusion of this research, and provides some recom-
mendations for future work.
1.4 Conclusion
Chemical process like polymerisation reactor is highly nonlinear in nature, highly exother-
mic and complex, as numerous of reactions occur simultaneously during polymerisation.
Many advanced linear and nonlinear control algorithms have been applied to control reactor
temperature in order to smooth the polymer production process and produce high quality of
polymer products. As summarised in Table 1.1, most existing methods deﬁned in the liter-
ature exhibit poor controller tracking performance, including integral absolute error (IAE),
integral square error (ISE), overshoot, oscillation and offset. Oscillation, overshoot and
offset directly affect the quality of polymer products. Moreover, many of these studies do
not count the process disturbances to check the stability and robustness of the controllers.
Hence, further improvement of the controller performance is needed for polymerisation
system as well as nonlinear chemical processes.
In this chapter, a critical review is presented for a chemical reactor system (PSPR),
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and highlighted the need of accurate and system model, and improved version of nonlinear
controller. In the next chapter, detailed literature review will be presented that highlight the
modelling and controlling problems for nonlinear chemical processes.
Chapter 2
Literature Review
2.1 Introduction
The aim of this study is to improve the control system for chemical reactors/processes. This
chapter reviews the dynamic modelling and control of polymerisation processes, especially
batch free radical polymerisation (FRP) systems as styrene FRP in batch reactor take into
account as case study. The complexities involved in polymerisation systems and the difﬁ-
culties associated with obtaining good dynamic models are also discussed in this chapter.
Recent modelling efforts are reviewed and a survey of the most important nonlinear control
applications in the polymerisation systems is presented.
2.2 Modelling of Polymerisation Reactor
This section particularly reviews the available modelling techniques applied in FRP system.
Many researchers reviewed the modelling of FRP systems [69–71]. Fundamental models
play a very important role for the control of polymerisation processes. This is due to a
number of reasons: the lack of available on-line sensors [36], the complexity of the poly-
merisation processes, the highly sensitive and nonlinear behaviour of these reactors, and
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the lack of well-developed techniques for the control of nonlinear processes as described in
previous chapter. Therefore, if a model can provide reliable information about the process
dynamics, it can be utilized for process simulation, design and control.
The motivation of development of model for control studies is different from pure math-
ematical modelling as practiced in basic science and engineering [1]. In control studies,
researchers generally concentrated on the effective input and output variables that affect
the properties of ﬁnal products (e.g. molar mass and molecular weight distribution). In
addition, a simple and fast model is always desirable for control studies that can be easily
utilized in control system without any mathematical complexity. Therefore, it is given more
efforts to review the polymerisation models that are developed and utilized for control study
purpose rather than pure modelling in science applications. Penlidis et al. [72] reviewed
modelling speciﬁcally for reactors control. They simpliﬁed the polymerisation model in
ﬁve steps, starting with the basic kinetic equations and assumptions. They used the method
of moments, applied the quasi-steady state approximation, simpliﬁed with an order of mag-
nitude study, and converted from continuous to discrete time. Thus, for control studies in
polymer reaction engineering purposes, this type of simpliﬁed model adequately described
the effect of input variables on the process and ﬁnal polymer properties as required.
2.2.1 Mechanism of Polymerisation
In polymerisation, smaller molecules react within each other repeatedly to form a polymer.
Most polymerisations occur by one of two general mechanisms, step-growth and addition
polymerisations. The former exhibits similar functional groups that react to form dimers
or units containing two monomer molecules. The reaction propagates further to produce
tetramers and ﬁnally, larger molecules. The duration of reaction may take several hours to
complete. The latter can be activated to produce species, which reacts with the monomer
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itself. This mechanism takes place via an opening of a double bond on the monomer unit.
The double bonds on adjacent monomer units are opened to allow formation of a single
carbon-carbon bond between two monomer units. This leaves a free radical on the second
unit that causes the addition of another unit by the opening of its double bond. Most of the
polymerisation reactions occur through a free-radical reaction mechanism. In FRP, three
main reactions occur simultaneously. These are initiation, propagation and termination
steps that involve the initiator, monomer, free-radical and polymer compounds [45]. More
details of the polymerisation mechanism can be found in Chapter 3.
2.2.2 Traditional Modelling Techniques for Polymerisation
Traditionally, polymerisation processes are modelled by using mass and energy balance
equations as well as differential algebraic equations. The complex kinetic model is derived
from mass balances utilizing energy balance equations.
The modelling techniques used for industrial polymerisation processes are reviewed
by Muller et al. [73] in recent years. They divided the polymerisation model into four
sub-models. The four sub-models are reaction kinetics, thermodynamics, mass transport
and particle kinetics. Among these four sub-models, the mathematical models of reaction
kinetics and mass transport are still limited. The reactions of polymerisation are very com-
plex as described above and diffusion limitation (glass and gel effect in high temperature)
in mass transport affects both chemical rate constant and interphase mass transport.
In 1972, Ray presented a complete set of mathematical equations to describe the batch
FRP systems under some assumptions [74]. In the following years, many research studies
appeared in the literature to improve the mathematical model of polymerisation reactors.
Over the last century or so, researchers developed extensive mathematical models to present
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the dynamic behaviour of different polymerisation systems [75–79]. Kiparissides [71] sum-
marized the recent development of mathematical modelling for FRP in batch and continu-
ous reactors. Many researchers also reviewed the modelling of FRP processes [69, 70].
As mentioned earlier, Ray [74] described a complete set of mathematical equations
for PS polymerisation reactions. Many researchers followed this model for control study
purpose due to the lack of available mechanistic models and to avoid the complexity of
batch FRP reactors [9, 22, 80].
In the mathematical model, the major uncertainties lie in obtaining reasonable esti-
mates of the termination rate parameters and the rate constants for transfer reactions, espe-
cially the ones representing transfer to large polymer molecules. There are lots of difﬁcul-
ties involved in kinetic modelling, such as systematic kinetic investigations are required,
and often the type of data required is difﬁcult to obtain due to poor precision, lack of
well-developed procedures, and frequently practical problems such as the insolubility of
branched polymers in common solvents. Therefore, researchers usually consider a lot of
assumptions to develop a kinetic model for polymerisation reactors due to the above rea-
sons [45, 81]. Moreover, there are no universal kinetic parameters for FRP, and many
researchers estimated and used different kinetic parameters for the same systems. Another
disadvantage of mathematical model for polymerisation system is that most available mod-
els fail to describe the reactor dynamics in the presence of disturbances [1]. In addition, the
complete mathematical model cannot be utilized in control system due to equation com-
plexity and huge computational load. This limitation leads to searching alternative mod-
elling techniques such as data-based or hybrid modelling strategy to describe nonlinear
batch reactors [45, 82].
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2.2.3 Data-based Modelling Techniques for Polymerisation Reactor
Many studies have shown the importance of data-based modelling techniques to model
industrial polymerisation processes in the last two decades [21, 27, 83–87]. Traditional
mathematical model cannot describe the kinetic model of FRP properly due to complex
reactions mechanism [1]. In termination stage of FRP reaction, most of the reactions are
neglected to avoid mathematical complexation. These limitations can be addressed with
the help of data-based modelling. Usually data-based modelling techniques such as NNs
and fuzzy rules are used to model unknown parameters as well as reaction kinetics of FRP.
In a recent study, Noor et al. [1] reviewed the NNs application in various polymerisa-
tion processes. They start from initial ideas of NNs and described the recent development
of NNs for better performance. They also summarized different types of NNs that are used
in polymerisation systems. These include, FFNN, staked NN, bootstrap aggregated NN,
recurrent NN, internal recurrent NNs, neural fuzzy networks. NNs can be used to model
nonlinear polymerisation reactors alone or part of the whole model to describe the nonlin-
ear, complex or unknown parts of the polymerisation processes. The NNs are also used as
effective nonlinear model for polymerisation reactor in control applications.
A hybrid model for batch polymerisation reactor utilizing artiﬁcial NN in mechanistic
model is developed by Hosen et al. [45] in recent years. They used NN modelling strategy
to model the complex kinetic parameters. Many similar hybrid applications and NN model
alone can be found in literature for batch polymerisation reactors [7,9,11,16,27,28,35,88,
89].
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2.3 Prediction Interval-based Modelling Technique
In recent years, NNs have appeared as an efﬁcient, effective and reliable tool to model
nonlinear systems because of their ability to model unspeciﬁed nonlinear relationships be-
tween system’s outputs (targets) and input variables [90, 91]. However, the performance
of NNs signiﬁcantly drops in the presence of large process disturbances as well as uncer-
tainties [49]. In addition, the traditional NN model does not indicates the accuracy of its
own performance. A new NN modelling strategy, namely PI-based modelling technique
was proposed in literature to quantify the effects of uncertainties and disturbances on point
forecasts generated by NNs [50]. Fig. 2.1 shows the basic idea of PI-based model [47].
In this technique, a NN predicts an interval rather than a single value (all traditional NNs
predict single values as forecasts) for every input sample. The predicted interval contains
an upper and lower bounds with a prescribed CL. This CL indicates the accuracy of the
NN performance. The condition is that PIs should cover at least same percentage of target
values as predeﬁned CL.
As described in [92], PIs are developed for measuring the variance associated with the
difference between the measured value and the model predicted value. The variance for PIs
is deﬁned as follows:
ti − ŷi = (yi − ŷi) + i. (2.1)
where ti, ŷi and yi are the ith measured target (output), the model output and the true
regression mean of the target, respectively. i is the noise (random variable) with a zero
expectation.
The two terms in the right hand side of Eq. (2.1) are statistically independent, and the
total variance associated to the model outcome can be deﬁned as [92]:
σ2i = σ
2
ŷi
+ σ2i . (2.2)
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Figure 2.1: Basic concept of prediction interval-based model.
The ﬁrst term σ2ŷi of Eq. (2.2) is originated from epistemic uncertainty (model mismatch
and parameter estimation errors), and the second term σ2i is originated from aleatory uncer-
tainty (noise variance or unmeasured disturbances). Therefore, PIs cover both uncertainties
associated with model mismatch and noise in data. Studies on construction, optimization,
and applications of PIs in different ﬁelds of science and engineering can be found in the
literature [93–96].
In a recent study, Khosravi et al. [50] has proposed a NN-based PIs construction method,
called lower upper bound estimation method, LUBE. Through comprehensive case stud-
ies and simulations, they show that the LUBE method produces higher quality PIs in
terms of coverage probability (calibration) and width (sharpness) than other available tech-
niques, such as bootstrap [97], Bayesian [46], mean-variance estimation [98], and delta
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method [99]. Besides, its computational burden is signiﬁcantly less than other alternative
methods for PI construction. They use a PI-based cost function instead of traditional error-
based cost function for training the PI-NN models. This PI-based cost function directly
focuses on improving the PI quality instead of minimising the forecasting errors, a pro-
cedure followed by traditional PI construction methods. The PI-based cost function does
not only increases the PI coverage probability, but also decreases the PI widths to ensure
informative PIs.
2.3.1 Ensemble of NN Models
It is established that NN performance intimately depends on initial parameters as well as
perturbation of NN parameters. Due to this, NN prediction performance ﬂuctuates from
one replicate of training to the other one. Hence, aggregation of forecasts obtained from a
couple of NNs is the best solution for improving forecast accuracies compared to the case
of using individual NNs [ [100]. Many researchers claim that an ensemble of NNs can
greatly improves the overall representation accuracy, generalization, and robustness of NN
predictions [35, 101]. The effects of a poor prediction from one NN in combined networks
is simply minimised by effects of good predictions obtained from the other NNs [102].
The most popular forecast combination techniques are simple averaging and weighted
averaging. In simple averaging mechanism, mean or median values of every sample instant
are used. The main limitation of this method is that all NN ensemble member’s contribution
is the same though they are not the same in terms of accuracy. In weighted averaging
method, the weights (w) are assigned to each ensemble member based on their accuracy
where their summation equal to one. In this case, the contribution of a better NN is more
than a poor one. The application of weighted averaging mechanism in forecast combination
method can be found in [61, 103].
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Though there are vast applications of ensemble technique for point forecast-based NNs,
ensemble of PI-based NN is still limited. In recent years, Khosravi et al. [63] proposed a
NN-based PI ensemble method using simple averaging of PIs generated from individual
PI-NN models. It is the only existing method in literature to combine PI-based forecasts.
Firstly, they developed a couple of NN models and ﬁlter them based on their prediction per-
formance. PIs are then constructed from those ﬁltered NN models. Finally, constructed PIs
are combined using simple averaging of PIs for every sample instance. They have shown
that this simple averaging method can improves the quality of PIs in terms of PI width and
PICP . It is also shown that the consistency of ensemble NN performance is better than
individual ones. As described before, the main limitation of the simple averaging method is
that it treats all individual NN ensemble members equally by ignoring their own prediction
accuracy.
2.4 Control of Polymerisation Reactors
Temperature control of a large, highly exothermic, batch or semi-batch chemical reactor
involves numerous problems [26]. The reaction may be auto-accelerating. Heat transfer
rates can vary during the process. Random disturbances can enter the process from many
sources. Changes in reactant feed rate often produce an inverse temperature response,
since the cooling effect of the increased feed precedes the increase in the reaction rate.
This is especially true for polymerisation. Changes in temperature can alter the reaction
rate, resulting in poor molecular weight control, and, in severe cases, an entirely different
polymer product. If control deteriorates badly enough, the tendency to auto-acceleration
can result in an uncontrolled and extremely hazardous runaway polymerisation.
Control of reactor temperature is also critical from a purely operational point of view.
If the polymerisation temperature is allowed to increase, monomer conversion increases
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and more polymer is produced. Hence, the polymerisation mixture becomes more viscous
and heat removal becomes difﬁcult. Therefore, reactor temperature must be kept within the
limits that allow one to carry out a safe polymerisation. Many papers published from both
the academic and industrial sources on temperature control of polymerisation reactors are
shown in Table 1.1.
2.4.1 Model-based Controllers
In recent year, model-based controllers have become very popular to control the polymeri-
sation reactor because this method is able to capture the nonlinear part of the process [18].
Gentric et al. [104] investigated the application of nonlinear geometric control technique
to a batch polymerisation reactor of styrene and α-metyl styrene. In this paper, they intro-
duced the orthogonal collocation as the tool for optimization on contrary to their previous
work [105]. Gattu and Zaﬁriou [106] applied a nonlinear quadratic dynamic matrix con-
troller in simulation for FRP of styrene in batch reactor. As they observed, the use of the
proposed algorithm achieved the desired values of molecular weight at the end of batch
run. They performed the simulation studies with noise addition.
O¨zkan et al. [107] applied a nonlinear model-based controller to track the pre-calculated
optimal temperature proﬁle of the batch PS reactor system. Both simulation and experi-
mental work are conducted for comparison purpose and they found the results are in good
agreement. However, it was highlighted that the control could not reach the desired target
conversion, X and number average chain length (NACL), Xn with the initiator value of
0.0185 mol/l that is the drawback of this study.
The application of self-tuning proportional-integral-derivative controller (STPID) in
batch FRP to control the reactor temperature is demonstrated by Altinten et al. [22]. They
used GA to tune the controller parameters with the cost function of IAE. They concluded
2.4 Control of Polymerisation Reactors 28
that STPID control with GA provides satisfactory results in terms of tracking performance
as well as desired polymer target. They also compared the performance of STPID with the
traditional proportional-integral-derivative (PID) controller. However, considerable oscil-
lation of reactor temperature can be observed throughout the batch run.
2.4.2 Neural Networks in Control Applications
Numerous applications of NN-based control algorithms in polymerisation reactor can be
found in literature [1, 87]. Sometimes NNs are used as nonlinear model for nonlinear
model-based controller and sometimes NNs are used as nonlinear controller. Zeybek et
al. [88] used NNs as nonlinear model to design adaptive heuristic criticism (AHC) con-
troller to maintain the temperature of PS polymerisation reactor. They compared the per-
formance results of AHC controller with the results obtained by using conventional Dead-
beat algorithm. They showed that the performance of AHC is better even in the presence
of large model parameter errors and disturbances. However, considerable oscillation oc-
curred throughout the batch run. Moreover, the ﬂuctuations of the manipulated variable are
remarkable that may lead to trip the polymerisation plant.
In another study, Ekpo and Mujtaba [35] used the temperature trajectory obtained from
the dynamic optimization as the setpoint to be tracked by the three controllers for the con-
trol of batch PSPR system. The three controllers are dual-mode (DM) control with PID,
that is a representative industrial practice, GMC with NNs (GMC-NN) and Direct inverse
controller (DIC). They simulated the performance of these controllers and highlighted that
the GMC-NN controller performs better than the other two controllers. Recently, the same
authors demonstrated the performance of NNs in two controllers named GMC and the NN-
based inverse model-based control (IMBC) to control the temperature of batch polymeri-
sation reactor. Simulation results show that the GMC-NN tracking more closely follows
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the setpoint trajectory and returning better end point results than the IMBC. However, huge
overshoot by around 15K can be observed at the beginning of the batch operation (critical
stage in terms of reaction rate) for both controllers. This indicates that further develop-
ment of proposed controllers or move for another advanced controller is crucial for batch
polymerisation reactors [11].
Cho et al. [21] applied an iterative learning technique to improve DM controller to
control an exothermic batch reactor. Based on simulation results, they concluded that the
DM controller can avoids thermal runaway for various process changes and the iterative
learning technique achieves satisfactory control performances. However, they did not check
the controller performance and stability in the presence of disturbances.
In another study, Zhang [7] proposed a stacked NN model-based batch-to-batch itera-
tive optimal control strategy for batch polymerisation reactor. They used NN (stacked NN)
to model the nonlinear dynamic behaviour of polymerisation system. Due to model plant
mismatches and the presence of unknown disturbances the performance of NN is some-
times questionable. They proposed the performance of NN can be improved in next batch
operation using the information of the current and previous batch runs because of repetitive
nature of batch process. They demonstrated that this method can improves the operating
performance of polymerisation reactor in the presence of model plant mismatches and un-
known disturbances.
GMC control algorithm in polymerisation reactor utilizing hybrid model is applied by
O¨zkan et al. [9] in recent years. They made a correlation for heat release from reactor using
NN. Later, this NN model is added with the mathematical model to get detailed model of
polymerisation reactor. Finally, they able to show that their control result is considerably
good than previous work [3] for the same control algorithm. However, considerable oscil-
lation can be observed at the end of batch run. Mukherjee and Zhang [89] used Bootstrap
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aggregated NN (BNN)-based multi-objective control strategy for batch polymerisation pro-
cess. Simulation results reveal that the proposed technique can signiﬁcantly enhances the
reliability of the control proﬁles. In this study, they focus on the prediction performance of
BNNs in optimization rather than controller performance.
2.4.3 MPC in Polymerisation Processes
From the last two decades, MPC is one of the main control techniques that has been ex-
tensively applied in chemical as well as polymerisation processes. Many applications of
MPC can be found in literature to control various polymerisation reactors [18]. Recently,
Kumar and Ahmad [18] reviewed the application of MPC in chemical processes. They start
from basic MPC, and described the current development of MPC technology to improve
its performance. They noted in their review that hybrid MPC and NN-MPC can provides
better results to control chemical processes.
O¨zkan et al. [108] ﬁrst proposed a nonlinear generalized predictive control (GPC) for
the styrene polymerisation in batch reactor with aid of the model. A polynomial Auto-
Regressive Integrated Moving Average with Explanatory (ARIMAX) model is used in the
GPC to relate reactor temperature and heat input. They compared the results of control
study to PID control theoretically and experimentally, and showed that the proposed GPC
achieved better performance than the PID control.
Another form of MPC, namely quality control-combined batch model predictive tech-
nique control (QBMPC) also studied by Chae et al. [109] to monitor the Methyl Methacry-
late (MMA) polymerisation in batch reactor. The generalized delta rule (GDR) algorithm
with predictive control is implemented experimentally by Zeybek et al. [28] to track the
temperature setpoint in a batch PS polymerisation reactor. They compared the performance
results of GDR with the GPC. They also showed that the suggested controller performance
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is good with nonlinearities and plant model mismatch. However, considerable oscillations
can be found throughout the batch run that may lead poor quality of polymer.
O¨zkan et al. [30] applied linear and non-linear models with GPC algorithm to control
the batch PS polymerisation reactors. From the results, they concluded that the perfor-
mance of GPC with nonlinear model is better than that GPC with linear model. The overall
performance of GPC with nonlinear model is excellent. However, the controller took more
time to settle the setpoint at the beginning of batch run as well as when a step change was
made. Moreover, oscillation and minor offset can be observed when disturbance was made
in the system.
In recent years, Karer et al. [23] studied a self-adaptive predictive functional control
algorithm to monitor the temperature of polymerisation reactor. They are able to reduce
the switching of the on/off valves to a minimum using this method that lead to relieve the
wear-out of the actuators as well as reduce the energy consumption needed for control.
However, considerable overshoot can be observed in ﬁrst 1,000sec that is crucial stage of
polymer reaction.
The application of MPC utilizing multiple reduced-models running in series also ap-
peared in literature [24] to monitor the temperature of exothermic batch reactor. In this
work, the authors developed the model by following three steps:
• a reference-proﬁle determination;
• an operating-condition selection; and
• a model-reduction.
According to their simulation results, the performance of MPC with two reduced-
models running in series is much better and more robust control than the conventional
one.
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In a recent study, Abbaszadeh [20] developed a sequential linearisation model-based
MPC using dynamic matrix control (DMC) algorithms to control the temperature of a batch
polymerisation reactor. They derived a parametric transfer function to correlate the reactor
temperature with the heater power. The sequential model is used to determine the coef-
ﬁcients of the transfer functions. The tracking performance of the proposed controller is
excellent in the absence of disturbances. However, considerable overshoots are observed at
the presence of step disturbances.
The tracking performance of MPC in polymerisation reactors is still questionable since
MPC tracking is sometimes far away from setpoint in the presence of disturbances. Finkler
et al. [17] proposed online optimizing control technique named dynamic real time opti-
mization to improve the performance of MPC in the application of polymerisation reactor.
Unlike traditional MPC, they formulated the dynamic optimization problem so that the sys-
tem states and the control movements at each sampling period along the prediction horizon
are degrees of freedom for the optimizer. This technique improved the performance of
MPC than traditional MPC. However, the authors suggested that further improvement of
MPC is needed to get smooth and overshoot free setpoint tracking.
Santos et al. [16] proposed MPC utilizing the software programs, like Microsoft Ofﬁce
Excel and Visual Basic programme. The authors have showed that they are able to reduce
the IAE and integral of the time-weighted absolute error (ITAE) by around 22% and 32%
respectively using this method.
2.4.4 Fuzzy Logic-based Controllers
FLC is another nonlinear advanced controller that is widely used in chemical processes
in recent years. Precup and Hellendoorn [110] recently reviewed the application of FLC
in industrial processes. FLC is sometimes used with some optimization algorithms and
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with other advanced controllers to improve its performance [10, 25]. Altinten et al. [29]
designed a fuzzy controller with GA to control the temperature of a jacketed batch reactor
in which styrene polymerisation takes place under isothermal conditions. The IAE is used
as the ﬁtness function for GA. Simulation results demonstrate the efﬁciency and the good
performance of this control strategy. The experimental results obtained have also conﬁrmed
that this control method performs well, although considerable ﬂuctuations can be seen at
the end of batch run. The performance of this fuzzy control method is better than the
previously studied IMC, DMC and generalized minimum variance (GMV) controllers for
the same system [111].
C¸etinkaya et al. [31] developed a fuzzy model-based DMC (Fuzzy-DMC) to monitor
the reactor temperature of a batch FRP reactor. They also used linear model in parallel with
the fuzzy model to get overall model prediction error. They compared the performance
of the Fuzzy-DMC with the nonlinear GPC (NLGPC). The overall performance of the
Fuzzy-DMC is better than the NLGPC. However, signiﬁcant oscillations can be observed
throughout the batch run for both controllers at around ±5K that is not acceptable for this
type of reactor as product quality is very sensitive with the reactor temperature.
In another study, Causa [25] proposed a hybrid fuzzy predictive controller (HFPC)
based on GA for the batch polymerisation reactor. The hybrid prediction model includes
both discrete-integer and continuous variables. They compared the simulation results with
that previously developed another hybrid fuzzy predictive controller (HRPC) based on
Branch and Bound approach [112]. Although both of the controllers performance are same,
the authors claimed that the HFPC method was able to reduce the computational time re-
markably. However, both controllers took more time (settling time) to reach the setpoint
for step change. Moreover, considerable oscillations can be seen for setpoint tracking with
HFPC [112].
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2.4.5 Prediction Interval-based Controller
As described in Section 2.3, PIs bear more information than point-forecasts. However, to
date, all available model-based control techniques deal with the point-forecast for optimiz-
ing control signal. The integration of PIs in the control system might improves the track-
ing performance of the controllers, especially model-based controllers. This is because
model-based controllers, including MPC, IMC, NN-based controller (NNC) and GMC per-
formance directly depend on the accuracy of the system’s model (point-forecast) [4, 26].
Though many techniques exist in literature to reject the uncertainties and disturbances,
these techniques are not sufﬁcient for model-based controllers if the model is unstable in
the presence of disturbances and uncertainties. In contrast, PIs might help to accumulate
the disturbances and uncertainties in the aforementioned cases.
Let’s consider, the following extra inputs at time, t from the PI-N model are available
to use in control system:
1. Upper bound (y(t));
2. Lower bound (y(t)); and
3. Interval (y(t)− y(t))
However, the question is how the PIs are going to be used in control system. It is expected
that these extra quality inputs can be used in control system as follow:
• use directly in model-based controllers like AI-based controllers;
• use in optimization method for advanced nonlinear controllers; and
• use in fuzzy rules for fuzzy logic controller.
The current study dealing with the possible use of PIs in the model-based controllers to
improve the controller performance. NN inverse model is selected as AI-based controller.
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This is because NN has excellent learning ability (data-based). In addition, NN does not
requires the process knowledge to model the complex and nonlinear processes. One can
feed these extra inputs (PIs) along with other traditional inputs to train the NN controller.
The idea is that the NN artiﬁcially extracts the information from the PIs and improves the
performance of the controllers.
According to the literature, traditional NN inverse model is vigorously used as an ef-
fective nonlinear controller [113, 114]. For a single-input single-output (SISO) model, the
traditional inverse model can be deﬁned as [115]:
u(k) = FI (y(k), y(k − 1)) . (2.3)
where y, u, and k are the model output, input and index, respectively. FI is the inverse
model. As seen in Eq. (2.3), FI is a function of current and previous plant outputs. To
improve the prediction performance of the FI , Eq. (2.3) can be modiﬁed as:
u(k) = FI (y(k), y(k − 1), u(k − 1)) . (2.4)
As per Eq. (2.4), FI is a function of current and previous plant outputs, and previous
plant input. The FI model can be replaced by NN inverse model (NNI) if input and output
data are known. Equation (2.4) can be rewritten as:
u(k) = NNI (y(k), y(k − 1), u(k − 1)) . (2.5)
In Eq. (2.5), PIs can be used as additional inputs for the NN inverse model, and PI-based
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NN inverse model, PIC can be deﬁned as:
u(k) = NNI (y(k), y(k − 1), u(k − 1), yPI(k)) . (2.6)
where yPI is the upper and lower bounds for PI.
In the proposed PI-based control method, a PI-based model is developed as described
in Section 2.3 to construct the PIs for every sample instance. The PI-NN model is then
added in parallel to the PI-based NN inverse model, PIC. For every sample instance, the
constructed PI is fed to the PIC to predict the plant input. The PIC is then used within
the IMC structure as IMC is better than the direct inverse model-based controller in terms
of setpoint tracking and robustness [27]. In IMC structure, a forward model is added in
parallel to the plant to cater the plant mismatch and disturbances. In this technique, the
plant output is compared with the forward model output, and the error is subtracted from
the set point before being fed back to the inverse model. The detailed description of this
proposed control system is presented in Chapter 7.
2.5 Conclusion
This chapter reviewed the available control and modelling techniques that are applied for
chemical processes, especially batch PSPR system. Control of batch polymerisation reac-
tor is still a challenging issue for researchers as described in this chapter. Although a lot
of nonlinear advanced controllers can be seen in literature to control the polymerisation
processes, the performance of existing controllers have signiﬁcant drawback in terms of
qualitative performance criterions such as overshoot, offset and oscillation (see Table 1.1
for more details). In most cases, both temperature behaviour and controller action (manip-
ulated variable) are remarkably oscillatory throughout the batch run or at the end of the
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batch period. It is well known that these drawbacks may lead to poor quality of polymer
products. From this review section, it is clear that further improvement of control system
is essential for polymerisation process that leads waste-free production process. This im-
provement also secures high quality of polymer products. This signiﬁcantly contributes to
the proﬁtability of a plant for production of polymer products.
A fast and reliable model describing the dynamics of polymerisation process is essential
to tune the controller’s parameters. In existing literature, three modelling techniques can be
found for polymerisation system. These include mathematical modelling, data-based mod-
elling, and hybrid modelling techniques. However, most existing methods fail to generate
accurate predictions when disturbances are present in the process data. In recent years,
a new modelling approach named prediction interval-based modelling technique has ap-
peared in literature to manage the disturbances presence in process operation. This method
predicts the desired output with a prescribed probability called the conﬁdence level. It
provides more information, such as model accuracy, which is of a high value in practical
applications [49].
This chapter also reviewed the possibility of PIs application in control systems. As
mentioned in Sub-section 2.4.5, PIs can be used as an additional inputs to the NN-based
controller. It is believed that the use of PIs in control system can be improved the perfor-
mance of the controllers as PIs bears more information than traditional point-forecasts.
In the following chapter, the traditional mathematical, hybrid and data-based models
are presented for polystyrene polymerisation reactor system as this system is chosen as
the case study. The performance of the data-based models (NN models) are examined for
different process environments such as including and excluding the process disturbances.
Chapter 3
Modelling of Batch Polymerisation
Reactors
3.1 Introduction
This chapter presents a traditional mechanistic model, a hybrid model and several tradi-
tional NN models for PS batch reactor. The traditional mechanistic model is developed
through mass and energy balances of PSPR. The hybrid model is developed by combining
the mechanistic model and NN models. In this case, several NN models are developed to
predict the kinetic parameters, and combined these NN models with parallel to mechanistic
model to get a complete model for PSPR. This hybrid model is used to generate the training
data for NNs modelling as well as control studies.
Finally, pure data-based modelling technique is presented to model PS reactor. Several
NN models are developed using experimental data sets with and without disturbances. The
MAPE is used to check the accuracy of forecasts.
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3.2 Polystyrene Polymerisation Reactor (PSPR) System
A polystyrene batch reactor is considered as the case study in this research work. Fig.
3.1 shows a lab scale batch polymerisation reactor system [26]. This is a two liter glass
jacketed reactor. The reactor consists of an agitator motor, heater, thermocouples and
reﬂux condenser. An electric heater is used to heat up the reactor mixture. The heater
power can be varied from 0 to 500watt. Jacket with coolant (water) ﬂow is considered to
remove excessive heat from the reactor as the polymerisation reaction is exothermic in na-
ture. Thermocouples are used to measure the reactor temperature, and the inlet and outlet
temperatures of the coolant jacket.
To drain 
Nitrogen cylinder 
Thermocouple 
Heater 
Thermocouple 
Agitator motor 
Condenser 
Cooling water tank 
Pump 
Flow control valve 
Sampling port 
Thermocouple 
Figure 3.1: Lab scale PS batch reactor system.
Free radical solution polymerisation process is selected as this process is widely used
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to produce polystyrene [45]. Usually three main chemical components are required in
this process. These include monomer (styrene), solvent (toluene), and initiator (benzoyl
peroxide). The open loop batch polystyrene process is generally operated experimentally
as follows [45]:
1. At ﬁrst, the mixture of styrene and toluene is poured into the reactor;
2. Then ﬁx the all initial parameters such as coolant water ﬂow rate, inlet temperature
of coolant water, agitator motor speed and other operating parameters;
3. After that the reactor mixture is preheated by applying certain amount of heat until it
reaches a predeﬁned steady state reactor temperature;
4. The desired amount of initiator (benzoyl peroxide) is then charged into the reactor to
initiate the polymerisation reaction and sealed the reactor; and
5. The batch is run for sufﬁcient time span to complete the reaction and collect the reac-
tor temperature proﬁle and other effective operating variables. Finally, the polymer
quantity and quality are determined using analytical procedure.
In this work, we follow the same procedure as above to simulate the PS reactor. Some
effective operating parameters, such as the ﬂow rate and the temperature of coolant water
are changed during the batch operation to make the disturbances in the process.
3.3 Mathematical Modelling of Polymerisation Reactor
3.3.1 Kinetic Mechanism of Styrene Polymerisation
PS usually produces under the reaction mechanism of free radical polymerisation (FRP). In
FRP, three main reactions occur simultaneously. These include, initiation, propagation and
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termination. Inspite of complex reaction mechanism, a simpliﬁed form of FRP reactions is
preferable for process studies. Ray et al. [74] proposed a complete set of FRP reactions for
PS reactor as seen Table 3.1.
Table 3.1: Kinetic mechanism of styrene polymerisation
Initiation: I kd−→ 2R
M +R
ki−→ p1
Thermal Initiation: 3M kdn−−→ 2P1
Propagation: pn +M
kp−→ Pn+1
Chain transfer to monomer: Pn +M
ktrm−−→ Mn + P1
Chain transfer to solvent: Pn + S
ktrs−−→ Mn + P1
Chain transfer to transfer agent: Pn + T
ktrt−−→ Mn + P1
Chain transfer to solvent: Pn +Mm
ktrp−−→ Mn + Pm
Chain transfer to polymer: Pn +Mm
ktrp−−→ Mn + Pm
Termination by combination: Pn + Pm
ktc−→ Mn+m
Termination by dispropottionation: Pn + Pm
ktd−→ Mn +Mm
3.3.2 Mass Balance Model of PS Reactor
The actual rate equations for FRP are very difﬁcult due to complex reaction mechanism.
Therefore, it is necessary to make several assumptions for expressing the kinetic rate equa-
tions. The assumptions considered in developing the mechanistic model are as follows:
1. Quasi-steady-state approximation (QSSA) for live radicals and long-chain hypothe-
sis are valid [116];
2. All the reaction steps are irreversible;
3. Perfect mixing and constant-reacting heat capacity; and
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4. The jacket temperature is uniform and the heat losses with the ambient are negligible.
Based on the free-radical-initiated chain polymerisation mechanism shown in Table
3.1 and the assumptions above, the reactor mass balance equations can be described as
follows [22, 117]:
The initiation reaction in polymerisation is composed of two steps as seen in Table
3.1. The second step (the addition of the primary radical to monomer) is much faster than
the ﬁrst step. The homolysis of the initiator is the rate-determining step in the initiation
sequence, and the rate of initiation is then given by:
d(IV)
dt
= −kdIV. (3.1)
1
V
d(RV )
dt
= 2fkdI − kiRM. (3.2)
The rate of polymerisation is given by
Rm =
1
V
d(MV )
dt
= −kpMP − kftmMP. (3.3)
The growing polymer can be express as
1
V
d(p1V )
dt
= 2kdmM
3+kiRM−kpMP+(ktfmM+ktfsS+ktftT )(P−P1)−(ktc+ktd)PP1,
(3.4)
1
V
d(pnV )
dt
= kpM(Pn−1−pn)−(ktfmM+ktfsS+ktftT )Pn−(ktc+ktd)PPn (n ≥ 2), and
(3.5)
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1
V
d(pV )
dt
= −kpMP − ktfmMP. (3.6)
where, P =
∑∞
n=1 Pn is the total concentration of growing polymer.
The rate of dead polymer is given by
1
V
d(MnV )
dt
= (ktfmM + ktfsS + ktftT )Pn + ktc
n−1∑
m=1
Pn−mpm (n ≥ 2). (3.7)
From these rate expressions, one can derive the following equations
P =
{
2fkdI
ktc + ktd
}1/2
, (3.8)
P1 = (1− α)P, (3.9)
Pn = 1− α)Pαn−1, and (3.10)
α =
kpM
kpM + ktfsS + ktftT + (ktc + ktd)P
. (3.11)
So, the ﬁnal equation for dead polymer is given by
1
V
d(MnV )
dt
= [ktfsS + ktfmM + ktftT + ktdP ] (1−α)Pαn−1+1
2
ktcP
2(1−α)2αn−2(n−1).
(3.12)
where Mn(0) = Mn0; n ≥ 2
Zeroth moment of dead polymer is given by
1
V
d(ξ0V )
dt
= [ktfsS + ktfmM + ktftT + ktdP ]αP +
1
2
ktcP
2. (3.13)
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First moment of dead polymer is given by
1
V
d(ξ1V )
dt
=
P
1− P {[ktfsS + ktfmM + ktftT + ktdP ]α(2− α) + ktcP} . (3.14)
Second moment of dead polymer is given by
1
V
d(ξ2V )
dt
=
P
1− α
2
{2α [ktfsS + ktfmM + ktftT + ktdP ] + ktcP (2α + 1)}+ 1
V
d(ξ1V )
dt
.
(3.15)
The kinetic coefﬁcients are calculated with Arrhenius temperature dependency and they
are expressed as
ki = Ai exp
(−Ei
RT
)
. (3.16)
The gel effect during polymerisation is considered [118] as follows:
gt =
kt
kt0
= exp
[−2(BX + CX2 +DX3)] (3.17)
where X and kt0 denote the monomer conversion and the termination rate constant at zero
monomer conversion, respectively, and
B = 2.57− 5.05× 10−3T (K), (3.18)
C = 9.56− 1.76× 10−2T (K), and (3.19)
D = −3.03 + 7.85× 10−3T (K). (3.20)
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3.3.3 Energy Balance Model
The reactor is assumed to be perfectly well mixed. According to the energy balance of
reactor contents, the reactant temperature depends on the following equations.
The energy balance equation around the reactor can be expressed as
dT
dt
=
Q+ (−ΔH)RmV − UA(T − Tj)
V ρCp
− T
V
dV
dt
. (3.21)
The energy balance equation around the cooling jacket can be written as
dTjo
dt
=
McCpc(Tji − Tjo) + UA(T − Tj)
VcρcCpc
(3.22)
where,
Rm =
dM
dt
;Tj =
Tji + Tjo
2
.
The rate of change of reactant volume can be deﬁned as
1
V
dV
dt
= −
(
ε
M0 + εM
)
dM
dt
(3.23)
whereM0 is the initial concentration of monomer and ε is the volume contraction factor
deﬁned by
ε =
VX=1 − VX=0
VX=0
. (3.24)
As more polymer is produced over time, the change of density for styrene monomer
and polymer are described as follows [118]
ρm = 924− 0.918(T − 273.1), and (3.25)
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ρP = 1084.8− 0.605(T − 273.1). (3.26)
The conversion X and number average chain length, NACL (Xn) are deﬁned by
X =
M0 −M
M0
, and (3.27)
Xn =
M0 −M
ξ0
. (3.28)
The heat transfer coefﬁcient is directly related to monomer conversion as viscosity in-
creases with increase of monomer conversion. It is also depends on stirring speed. Erdog˘an
et al. [119] proposed a linear equation for heat transfer coefﬁcient as below:
U(X) = U(0)− αX. (3.29)
where U(0) is the coefﬁcient at X0 = 0, and X is the percent conversion. The data of U(0)
and α are given in Table 3.2 with respect to corresponding stirring speed [119].
Table 3.2: Heat transfer correlation parameters for PS reactor
N (rpm) U(0)-(watt/m2K) α
190 55.1 0.40
300 60.5 0.33
500 65.6 0.33
800 69.5 0.33
1300 72.8 0.33
3.4 Hybrid Modelling of PS Polymerisation Reactor
Traditionally, polymerisation reactors are modelled based on the mass and energy balance
equations [70]. This conventional modelling technique usually suffers from high prediction
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errors [24]. The signiﬁcant percentage of prediction errors are coming from the kinetic
model of polymerisation reactor. This is due to the fact that the polymerisation reactions
are very complex and researchers made a lot of assumptions or avoided some reactions in
developing the kinetic model [45]. In addition, the kinetic parameters for FRP are partially
known or even completely unknown.
Considering the abovementioned issues, Hosen et al. [45] recently developed a hybrid
model for PS batch reactor as represented schematically in Fig. 3.2. They developed ofﬂine
nonlinear NN models to get kinetic parameters of this process. The kinetic parameters are
the most effective state parameters for this process since process temperature variation
directly depends on these parameters. Later, they combined these NN kinetics models with
the ﬁrst principle mechanistic model in series to get a detailed PS reactor model. They
followed the methodology explained below to develop a hybrid model for PS reactor [45].
1. Firstly, implement the available conventional model and check the model prediction
error with experimental data;
2. Conduct sensitivity analysis for the reactor temperature as well as kinetic parameters
against reactor operating variables, and determine the effective operating parameters
against kinetic parameters;
3. Conduct several experiments to get the reactor temperature proﬁles by varying the
effective operation parameters. These include initial reactor temperature (Tr0), initial
initiator concentration (I0) and initial heater duty or heater power (Q0);
4. Parameter estimation analysis (using nonlinear least square algorithm) is performed
to estimate the kinetic parameters with the help of conventional model (implemented
in step 1) and experimental data (collected in step 3). The estimated kinetic pa-
rameters involve frequency factors and activation energies (see Eq. (3.16)) for the
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decomposition, propagation and termination reaction steps (Ad, Ap, At, Ed, Ep and
Et);
5. Develop three artiﬁcial neural network models to predict the kinetic parameters under
the reactor operating conditions. Each NN model predicts the frequency factor (Ai)
and activation energy (Ei) for the respective reaction steps where the initial reactor
operating conditions (T0, I0 and Q0) are used as inputs for NN; and
6. Finally, combine the trained NN-based kinetic model with the mechanistic model
and validate the hybrid model with experimental data.
Hosen et al. [45] validated the developed hybrid model with experimental data and
claimed that this hybrid model prediction accuracy is superior to any other available lit-
erature PS reactor model as seen in Fig. 3.3 [22, 81, 120, 121]. In this work, this hybrid
model is used later to simulate the PS reactor for data-based modelling and control study
purposes.
3.5 Data-based Modelling of Polymerisation Reactor
Data-based modelling techniques, including NNs, have been extensively used in recent
years to model nonlinear chemical processes such as polymerisation reactors [1]. NNs are
a popular tools, as they can be easily utilized in model-based control systems. In addition,
the computational complexity of an NN is less than the traditional mathematical model, as
described in Chapters 1 and 2.
In this work, several NN models are developed to capture the dynamic behaviour of
the polymerisation process. The hybrid model presented in previous section is used to
extract the plant data for NN training. The data samples are generated for NN in two
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Figure 3.2: Hybrid model strategy for PS batch reactor. Here, T (k) is
the targeted output.
ways: with and without disturbances. Disturbances are made in the process by varying the
effective process operating parameters. White noise is also added to data used for training
NNs. MSE and MAPE values are used as performance criteria for evaluating the quality of
predictions generated by NN models.
3.5.1 Traditional NNs Model for Polystyrene Reactor
NNs are a powerful tool to map input variables to corresponding target values without
knowing the actual process knowledge. It is a structure that receives inputs, processes
the data, and approximates the desired outputs. Developing a NN model for prediction
purposes involves the following steps:
• selection of the process variables (inputs);
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Figure 3.3: Comparison of PSPR hybrid model with other literature
models.
• collection and preparation of training data set;
• selection of appropriate NN structure (number of hidden layers and number of neu-
rons per layer); and
• training of the NN model through minimisation of a cost function.
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The detailed training and mapping for NN modelling techniques can be found in Sridhar et
al. [122].
PS free radical polymerisation is usually carried out in a batch reactor. Three main
chemical components are used to produce PS. These are styrene, toluene, and benzoyl per-
oxide acting as monomer, solvent and, initiator respectively. According to Hosen et al. [4],
temperature is the key output parameter for this reactor, because the PSPR is extremely
exothermic in nature and the ﬁnal polymer product quality directly depends on the reac-
tor temperature. Besides jacketed cooling water temperature and ﬂow rate, reactor heating
system (heater power) is an important process input for polymerisation reactors [22]. The
reactor temperature for this process can be controlled by manipulating heater power. More
precisely, temperature is usually the controlled variable in this type of reactors, while heater
power is the manipulated variable [9, 22]. Therefore, heater power is the key input param-
eter in this system. Considering the above fact, heater power and reactor temperature are
chosen as input and target respectively for NN training. In addition, the lagged values of
the reactor temperature are also used as inputs for NN training [27]. Fig. 3.4 displays the
NN model employed for approximating the temperature in this study.
3.5.2 Results and Discussion
NNs Model Without Disturbances
Fig. 3.5 shows a typical PSPR model with inputs and output. This ﬁgure displays only the
key parameters for PS reactor. Heater power and reactor temperature are the key input and
output variables respectively for this process, as described in previous section. Another
two input variables (as seen in Fig. 3.5) are coolant ﬂow rate and the coolant temperature.
These both variables will be later used in this study to generate the disturbances in the
process [3]. Table 3.3 depicts the important operating parameters and reactor speciﬁcation
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Figure 3.4: NN structure for PS reactor system. 4 inputs [Q, T (t),
T (t− 1), T (t− 2)] against one output [T (t+ 1)] are used
to train the NN model for PS reactor.
for this reactor that are used in simulation study.
Sufﬁcient data covering the entire design space is required to generate NNs with a good
generalization power. In practice, the range of total operational time of PS batch reactor is
180−200min depending on styrene, toluene, and benzoyl peroxide concentration to get the
ﬁnal PS products [123]. The range of the heater power is 20−250watt as per the existing
literature [22]. Therefore, open loop reactor temperature proﬁle is generated using the
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Figure 3.5: PS batch reactor model with key inputs and output
Table 3.3: Operating conditions and reactor speciﬁcations for PS reactor
Name of the parameters Value Units
Reactant speciﬁc heat (Cp) 1.977 J/g.K
Coolant speciﬁc heat (Cpc) 4.29 J/g.K
Heat of reaction, exothermic (ΔH) -57766.80 J/g.K
Coolant ﬂowrate (mc) 0.51 g/sec
Gas constant (R) 8.314 J/mol.K
Coolant inlet temperature (Tci) 303.14 K
Overall heat transfer coefﬁcient (U ) 55.1 watt/(m2.K)
Reactor volume (V ) 1.20 l
Reactor jacket volume (Vc) 1.00 l
Coolant density (ρc) 998.00 g/l
Reactant density (ρr) 983.73 g/l
hybrid model described in Section 3.4 by varying the heater power from 20-250watt at
every 500sec for the whole batch time [31]. It is assumed that other variables are ﬁxed.
The total 12,000 data samples are recorded for NN training. Fig. 3.6 shows the generated
data for NN training. At the early stage of the reaction at around 1,000sec, highest reactor
temperature can be observed, as the reaction is exothermic in nature and the reaction rate
is high at this stage.
In the next step, the generated data are prepared for NN training, as the prediction
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performance of NN intimately depends on the training data. According to Fig. 3.6, the
distribution of collected data is uniform in terms of time. Fernandes and Lona et al. [43]
concluded that randomly selected data points lead to NNs with better prediction perfor-
mance. Therefore, we randomly select and split the data set into three subsets: training
(70%), validation (10%), and testing (20%). Fig. 3.7 shows the ﬁrst 100 samples in the
training set. It is important to note that the prepared data is arranged as samples rather than
a time series. One major advantage of this arrangement is that the training data covers the
whole batch run of the PS reactor.
MSE is used as the cost function to determine the optimum NN parameters and the
Levenberg–Marquardt method is applied to minimise the MSE and adjust parameters [124].
The MSE can be expressed mathematically as follows:
MSE =
1
n
n∑
k=1
(Ty(k)− TNN(k))2 . (3.30)
where n is the number of training samples, Ty is the desired reactor temperature, and
TNN is predicted output by the NN.
It is well established that one hidden layer of NN is sufﬁcient for prediction where the
NN inputs are greater than NN output [125]. In this case, four inputs are used against one
output for NN as per Fig. 3.4. The four inputs are heater power and reactor temperature at
times t, t− 1, and t− 2. The NN output is reactor temperature at time t + 1. Therefore, a
single hidden layer NN is chosen to approximate the relationship between the input vector
and the target. Partial correlation analysis is applied in this study to select the number of
lagged values of temperature to feed into the neural network model as inputs [126]. The
correlation coefﬁcients with 99% conﬁdence bound are displayed in Fig. 3.8. The key
point is that we only considered the most important correlated ones to minimise the model
size. As smaller neural network models have a better generalization power compared to
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Figure 3.6: Raw NN training data for PSPR. PSPR hybrid model is
used to collect the temperature data over time by varying
the heater power. Here, temperature is the model output and
heater power is the model input.
more complex models, and taking into account displayed correlation coefﬁcients, we only
consider Tr(t), Tr(t− 1) and Tr(t− 2) in the set of neural network inputs.
The same methodology is also applied to the heater duty, Q, to determine its delayed
values as input to the model. According to the partial correlation analysis, only one lagged
value, Q(t − 1), has a strong correlation with Q(t). However, in practice, the heating to
the polymerisation system is a slow process. In contrast, we sampled Q for every second.
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Figure 3.7: Prepared data for NN training for PSPR system (ﬁrst 100
data of total data set are shown in this ﬁgure).
Therefore, Q(t− 1) does not affect the generalization power of NN. In addition, we devel-
oped some NNs with considering Q(t − 1) as an additional input. However, there was no
improvement in the forecasting performance of NNs. Hence, the lagged value, Q(t− 1), is
discarded to minimise the NN model size.
The number of NN hidden nodes is varied from 4 to 18 with two step increment, to
identify the optimum number of hidden nodes for the PS polymerisation system with ten
replicates for each structure. The test data is then used to calculate the NN prediction
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Figure 3.8: Sample partial autocorrelation function for PS reactor
temperature (T ) sample data.
errors, root mean square error (RMSE) and MAPE, for every trained NN structure. RMSE
and MAPE are used here as performance criteria for evaluating NNs. The RMSE is deﬁned
as
√
MSE, and MAPE is deﬁned as
MAPE =
100%
n
n∑
k=1
| Ty(k)− TNN(k)
Ty(k)
| . (3.31)
Figs. 3.9 and 3.10 show the box plots of MAPE and RMSE values for all trained NN
structures, respectively. The median of RMSE values for all sets of NN is approximately
0.002. This indicates that the NN prediction quality is good, and the NNs capture the PS
reactor dynamics for any tested number of hidden nodes. The median values of MAPEs for
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Figure 3.9: MAPE values for NNs with different number of neurons (4
to 18).
all NN structures are less than 2%. This indicates the tremendous ﬁtting capability of NNs
for ﬁnding relationships.
The best prediction accuracy of the trained NNs is found with 6 hidden nodes as per
Figs. 3.9 and 3.10. Fig. 3.11 illustrates the prediction results using a NN with 6 neurons in
its hidden layer. It is obvious that predicted values exactly match the target values. From
Fig. 3.11, it can be concluded that the NN prediction capability is excellent for forecast-
ing PS reactor dynamics without any noise and disturbances in process data. However,
such ideal PS processes without disturbances never exist in the real world. Therefore, it is
mandatory to count the disturbances that are encountered in real PS process for developing
NN.
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NN Model with Disturbances
In the previous section, the NNs performed well in predicting PS process temperature when
the process is disturbance-free. In practice, strong disturbances do occur during PS reactor
operation. The reactant mixing system is affected by variation of reactant viscosity, because
reactant viscosity increases due to polymer formation. Heat transfer rate also changes
proportional to the variation of viscosity. Small variations in coolant ﬂow rate can also
signiﬁcantly affect the process operation [117,127].
Disturbances are introduced to our system model by changing the coolant temperature
and coolant ﬂow rate [3, 30]. White noise (variance = 1) is also added in reactor temper-
ature to account for unknown or unmeasured disturbances. All others procedures for NNs
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Figure 3.11: Actual and predicted temperature data for PS reactor with
6 hidden nodes.
training remain the same as before. 12,000 samples of reactor temperature are generated by
applying the same reactor power inputs used in previous section. Disturbances and white
noise are considered throughout the whole batch run to generate the data for NN training.
The RMSE and MAPE performance criteria of NN prediction with disturbances are shown
in Figs. 3.12 and 3.13. Surprisingly, it can be seen that the RMSE and MAPE values for
all cases are greater than 0.035 and 20%, respectively. These indicate poor NN prediction
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Figure 3.12: MAPE values for NNs with disturbances for different
number of neurons (4 to 18).
performance. It is important to note that the number of neurons affects the NN generaliza-
tion power. NNs with 10 and 12 neurons generate the best prediction results amongst all
candidates. By analysing the above results, it can be concluded that NN point prediction of
the PS process is poor in the presence of disturbances.
3.6 Conclusion
In this chapter, three different types of modelling techniques are implemented for PS re-
actor. These include, traditional mathematical modelling, hybrid modelling and NN mod-
elling techniques. Among these three models, NN modelling technique is more prefer-
able for dynamic and control studies purpose in terms of mathematical complexity and
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computational loads. For PSPR system, traditional NN model’s prediction is excellent for
ideal, undisturbed data. However, MAPE values of more than 20% indicate poor predic-
tion performance of NNs in the presence of disturbances. Such results are not acceptable
theoretically and practically for PS reactor modelling. This limitation leads to develop
an alternative modelling technique to get a reliable model for nonlinear processes, such
as PSPR. In the next chapter, an alternative solution is proposed to model the nonlinear
chemical reactors instead of point forecasting.
Chapter 4
Prediction Interval-based Modelling
4.1 Introduction
Precise and reliable modelling of polymerisation reactor is challenging due to its complex
reaction mechanism and non-linear nature. Researchers often make several assumptions
when deriving theories and developing models for polymerisation reactor. Therefore, tradi-
tional available models suffer from high prediction error. In contrast, data-driven modelling
techniques provide a powerful framework to describe the dynamic behaviour of polymeri-
sation reactor. However, as described in Chapter 3, traditional NNs cannot properly handle
disturbances in reactor data and demonstrate a poor forecasting performance, with an aver-
age MAPE of 22% in the presence of disturbances. Therefore, in this chapter, an alternative
modelling technique, namely prediction interval-based modelling technique is introduced
and applied to capture the nonlinear dynamics of a PSPR system. The lower upper bound
estimation, LUBE method is applied for the construction of PIs to quantify uncertainties
associated with forecasts. The simulated annealing optimization technique is employed
to adjust NN parameters for minimisation of an innovative PI-based cost function. The
simulation results reveal that the LUBE method generates quality PIs without requiring
prohibitive computations.
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4.2 PIs for System Modelling and Risk Assessment
PIs, sometimes called interval forecasts, consist of an upper and lower bounds for the fu-
ture expected value with a prescribed probability called CL (1−α). PIs are usually applied
to measure risk or uncertainty associated with point forecasts. Though the term PI is not
new, researchers have only used PI-based forecasting techniques in the last two decades
in different ﬁelds of science and engineering. Traditionally, NNs are used for point fore-
casting of nonlinear systems where mathematical expression is unable to deﬁne the actual
process. In a recent study, Khosravi et al. [49] point out two remarkable challenges of NN
predictions as follows:
1. Unsatisfactorily low prediction performance in the presence of uncertainty in the
data; and
2. Lack of an indication of forecast accuracies.
They analysed some case studies demonstrating these problems associated with NN point
forecasts. Similar studies addressing the same problems have started to appear in recent
relevant literature [50].
There are a few methods proposed in literature to construct PIs for NN forecasts.
These are bootstrap, Bayesian, Delta, and mean-variance estimation techniques [49]. Each
method has its own advantages and disadvantages. However, bootstrap technique is the
mostly used method for generating PIs. Khosravi et al. [50] reported that all of these four
methods follow the same methodological principles despite their implementation differ-
ences. Initially, sum of squared errors (SSE), MSE, or weight decay cost functions are used
to train the NN and then PIs are constructed for point forecasts generated by trained NNs.
It has been argued that the focus of aforementioned methods is not on generating quality
PIs, as they are all trained using error-based cost functions. Consequently, PIs constructed
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using these methods are not optimal in terms of their characteristics, width and coverage
probability. To address this deﬁciency, Khosravi et al. [50] developed a computationally
efﬁcient, nonparametric method, called lower upper bound estimation, LUBE, to construct
PIs. They used a PI-based cost function to train NNs instead of SSE or weight decay cost
functions, showed that this method constructs high quality PIs with a low computational
load over the other four methods. In this study, LUBE method is used to construct PIs for
NN, as this novel nonparametric method makes no general or special assumption about the
data distribution. Therefore, it can be applied to a wide range of application where there is
a high level of uncertainty in the system operation.
4.2.1 PI-based Cost Function for NN
Traditionally, NN models are trained using an error and penalty-based cost function such
as MAPE or MSE. As discussed above, Khosravi et al. [50] introduced a new PI-based cost
function to optimize the quality of PIs. They ﬁrst deﬁned the coverage probability that is
the key characteristics of PIs. PI coverage probability (PICP ) measures the total number
of target values bracketed by upper and lower limits of PIs. Mathematically, it is expressed
as
PICP =
1
n
n∑
j=1
cj (4.1)
where
cj =
⎧⎪⎨⎪⎩
1, tj ∈ [Lj, Uj]
0, tj ∈ [Lj, Uj].
here tj is the target value of the jth sample and Lj and Uj represent the lower and upper
bounds of the jth PI, respectively.
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According to Eq. 4.1, it is easy to determine that widening the interval results in a per-
fect PICP . However, wide PIs are of limited value as they carry no information regarding
the target proﬁle. Therefore, PI width is measured and integrated into the cost function.
The PI Normalised Averaged Width (PINAW ) is calculated as follows [128]
PINAW =
1
R
(
1
n
n∑
j=1
(Uj − Lj)
)
. (4.2)
where R is the range of the underlying target. PINAW gives a dimensionless value of the
average width of constructed PIs, although it is often reported as a percentage.
The informativeness of PIs (measured by PINAW ) and their calibration (measured
by PICP ) are two conﬂicting issues. Increasing one negatively affects the other (negative
correlation). Therefore, these two measures should be read and interpreted jointly. Other-
wise, misleading conclusions can be reached. A combined measure, called the coverage
width criteria, CWC [50], has been proposed for the simultaneous evaluation of the quality
of PIs
CWC = PINAW
(
1 + γ(PICP )e−η(PICP−ϕ)
)
(4.3)
where
γ =
⎧⎪⎨⎪⎩
0, P ICP ≥ ϕ
1, P ICP ≤ ϕ.
(4.4)
here η and ϕ are two hyperparameters determining the intensity of penalty assigned to PIs
with a low coverage probability. ϕ corresponds to the nominal CL associated to PIs and
can be set to (1-α). The term η is a multiplying factor to emphasize any small difference
between PICP and ϕ . γ is a step function as deﬁned in Eq. (4.4). If PICP ≥ ϕ ,
then CWC = PINAW . This means the cost function only concentrates to minimise the
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PINAW (width of PIs). In contrast, if PICP ≤ ϕ , then a more penalty for cost function
is introduced with the help of two hyperparameters (η, ϕ). More precisely, If PICP is
smaller than the nominal conﬁdence level, the PIs are unreliable. CWC assigns a large
penalty to these PIs, as PICP is the key feature of PIs. The cost function accounts for
both objective parameters in this case as follows:
• Maximize PICP (ϕ ≤ PICP ≤ 1 ); and
• minimise PINAW ( PINAW > 0 ).
4.2.2 PIs in Chemical Processes
Risks and uncertainties are present in chemical processes and need to be considered at the
time of process operation. The risk in chemical processes arises from the operating limit
of a reactor, compressors, pressure vessels, and pumps. The key operating parameters of
this equipment such as temperature, pressure, and stream ﬂow rate sometimes exceed the
boundary limits (operating interval) in the presence of process disturbances. This may lead
to plant shutdown, process systems failure, and product impurities. Considering safety
and economics issues, process engineers must take into account these risk factors at the
time of process operation. They can easily avoid these types of risk if they have known
the upcoming process output range in advance. It is believed that PI-based modelling of
chemical processes is a suitable solution to know the ranges of key process outputs in
advance where large disturbances and uncertainties are present in the plant operation.
Usually chemical processes are modelled using mathematical equations or from exper-
imental data. These models are then used to predict the process outputs with single value
(point forecast). These predicted values can be the same, lower, or greater than the actual
plant values. However, these kinds of models do not bear the accuracy of predicted values.
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Moreover, most of these modelling techniques do not consider the process disturbances
explicitly and sometimes fail to predict the accurate process operation. It is common sense
that the model predicted values should be a set of intervals called PIs rather than single val-
ues when large disturbances are present in the system. Process engineers should be aware
in advance whether the risk will be committed or not with the help of these PIs. PIs may
lead to immediate action to reduce any unexpected situation in the by changing process key
parameters. In future, it is believed that PI-based modelling technique will signiﬁcantly im-
prove the control capacity of the nonlinear process, especially when process disturbances
greatly affect process operation. In addition, several advantages can be drawn as below
with this modelling technique rather than point forecasting:
1. There is an indication of accuracy and reliability of PIs;
2. This model will help for risk analysis of the processes in terms of safety and eco-
nomics; and
3. This modelling technique has the potential to signiﬁcantly improve model-based con-
troller performance for nonlinear dynamic chemical process.
4.2.3 PI-based NN Model for PS Reactor
NN models are extensively used to design advanced model-based controllers for monitor-
ing nonlinear processes [1, 7, 45, 82]. However, NN performance signiﬁcantly decreases
(MAPE values are greater than 20%) in the presence of disturbances as described in Chap-
ter 3. Therefore, a new modelling technique is proposed to assign the disturbance in the
process model. PI-based NNs offer an alternative solution to handle this type of nonlinear
processes [49]. In this study, the recently developed LUBE method is used to generate PI-
NN model for PS reactor. Based on inputs and single target value, this technique directly
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estimates two outputs, the upper and lower bounds of PI for the predicted value, as illus-
trated in Fig. 4.1. The target value should lie between these two bounds with a prescribed
probability called the conﬁdence level. The PI-based cost function, CWC as described in
Sub-section 4.2.1 is utilized to train the PI-NN models and adjust their parameters.
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Figure 4.1: The NN structure used in the LUBE method.
The SA global optimization technique is used to minimise the CWC. CWC is a com-
bined index for assessing the quality of prediction intervals. CWC puts a heavy penalty
on PIs with an unsatisfactorily low coverage probability, a PICP smaller than the nom-
inal conﬁdence level. This is achieved through consideration of an exponential term that
depends on PICP . At the same time, CWC covers the widths of prediction intervals, as
measured by PINAW . If PICP is satisfactory, CWC = PINAW ; otherwise, CWC
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takes a large value depending on the difference between PICP and the nominal conﬁ-
dence level. Consideration of a linear term does not allow us to apply a heavy penalty in
the latter case. Therefore, CWC is nonlinear, complex, and non-differentiable [50]. SA is
an ideal solution for handling this type of cost function. The procedure of LUBE method
is summarized in Fig. 4.2 [50]. The major steps for the procedure of LUBE method is as
follows:
Step i: Data Processing
In the ﬁrst step of LUBE method, an organised data set is prepared by randomly splitting
the available data into three sets (training, validation and testing) for NN training. In the
present work, the same data sets that used at Sub-section 3.5 in Chapter 3 for training NNs
are applied in LUBE method. Testing data set is used to examine the performance of PI-NN
model.
Step ii: Training Initiation
To initialize the optimization algorithm, it is important to assign initial parameters such as
initial NN parameters (e.g. initial weights, w0), initial CWC value (CWC0) and initial
cooling temperature for SA (TSA0). A traditional NN that predicts two possible outputs
is developed using training data. This NN is used to construct PIs for the training data.
The constructed PIs are then used to calculate initial PICP , PINAW and CWC using
Eqs. (4.1-4.3). The calculated CWC value is assigned as the initial optimal cost value
(CWCopt) for the optimization algorithm. The NN parameters (wopt) from this network are
also considered as the initial optimal parameters for NN. The TSA0 is set to a high value to
allow uphill movements in the iteration of the SA.
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Step iii: Optimization
After ﬁnalizing all initial values for optimization, SA is introduced to optimize the NN
parameters based on the cost function CWC (see Eq. (4.3)). The detailed description
of the optimization algorithm can be found in Khosravi et al. [50]. In the ﬁrst step of SA
optimization, we need to update the cooling temperature, TSA. Geometric cooling schedule
is used to update the TSA. In the next iteration, the SA algorithm randomly selects a new
set of NN parameters (wnew). The perturbation of NN parameters should be small, as
the CWC cost function is sensitive to NN parameters. PIs are then constructed with this
new set of NN parameters and the new cost function value, CWCnew, is calculated. The
updating procedure of wopt and CWCopt is as follows:
1. If CWCnew ≤ CWCopt, then wnew and CWCnew are considered as optimal values;
2. If CWCnew ≥ CWCopt, then a random number r is generated between 0 and 1.
Boltzman probability factor is used to accept or reject the current values of NN pa-
rameters
If r ≥ e−
(
CWCnew−CWCopt
kT
)
, then again wnew and CWCnew are consider as optimal
values. Here k is the Boltzman constant; and
3. Otherwise, the new set of parameters is rejected and wopt and CWCopt remain un-
changed.
Step iv: Training Termination
Finally, the optimization process is terminated if one of the following criteria is met:
1. The maximum number of iteration is reached;
2. No improvement is achieved for a speciﬁc number of consecutive iterations; and
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3. A value of TSA below minimum threshold is obtained.
Step v: PIs for Test Data Set
After termination of the optimization process, the wopt values are chosen as the optimal set
of parameters for NN. PIs are then constructed using optimal NN for test data set.
4.3 Results and Discussion
The results of PI construction using the LUBE method are presented in this section. Dif-
ferent PI-NN models for PS reactor are developed for four conﬁdence levels (60%, 70%,
80% and 90%). The performance of the PI-NNs is evaluated with respect to the width
and coverage probability of PIs. The NN performance is dependent on initial optimization
parameters and perturbation of NN parameters. Therefore, it is common to observe a NN
exhibiting ﬂuctuating performance across replications using the same training process and
data sets. For this reason, 20 NNs are trained for construction of PIs. A single layer NN
with 10 neurons is used as the NN in the LUBE method. This is due to the fact that a
NN with 10 neurons was observed to generate the best prediction for the PS reactor in the
previous study. Once the NN is trained, PIs are constructed for the training set. CWC is
then calculated for these samples and CWCopt is set to this initial value.
The initial cooling temperature (TSA0) for SA is set to 5 to allow uphill movements in
the early iterations. A geometric cooling schedule is used for changing TSA and the cooling
factor is set to 0.90 [50]. The parameter η in Eq. (4.3) is set to 50 in order to penalize PIs
if the PIs coverage value is less than the desired CL. A complete list of parameters used
to apply the LUBE method is included in Table 4.1. For each iteration, the SA cooling
temperature is decreased according to
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TSA(k+1) = 0.90TSA(k) (4.5)
where k is the iteration number.
Table 4.1: Parameters used in LUBE method to develop PI-based NN model
Parameters Values
Training data 9598 (80% of total data)
Testing data 2400 (20% of total data)
η 50
ϕ 0.90, 0.80, 0.70 and 0.60
K 1
TSA0 5
Number of hidden layer 1
Number of hidden nodes 10
Geometric cooling factor 0.90
Fig. 4.3 depicts CWC variation during the optimization process with a 90% CL. In
early iterations, the uphill movements of CWC are allowed, as the cooling temperature is
large. After 900 iterations, the trend of CWC is downward and it converges to an optimal
solution. The optimization process stops after approximately 2,000 iterations as there is
no further improvement of CWC. The optimization algorithm is able to ﬁnd an optimal
NN parameter set such that the cost function drops from an initial value of 2.24 × 1018 to
around 8 for a 90% CL. The optimization algorithm increases the PICP from 2.16% to
89.92% that is close to the nominal CL (90%). Furthermore, it squeezes the PIs, improving
their sharpness and making them more informative. Consequently, both calibration and
sharpness of PIs are greatly improved through the optimization algorithm for minimisation
of the PI-based cost function.
Fig. 4.4 plots the constructed PIs for the test sample with a 60% and 90% CL. For
better visualization, only the ﬁrst 100 samples are displayed. For a 90% CL, it can be
observed that most of the target values lie within the constructed PIs (patch). However, PIs
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Figure 4.2: LUBE method for developing PI-NN model.
for a 90% CL are wider than PIs for a 60% CL. More interestingly, PI90% cover PI60%. The
average width of PIs for a 90% and 60% CL are 6.57 and 3.40, respectively. The width of
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Figure 4.3: Variation of CWC during the optimization process for a
90% CL
PIs is almost double for a 90% CL than a 60% CL. This indicates that the LUBE method
produced wider PIs to accommodate more uncertainty when the CL is increased from 60%
to 90%. However, this increment is not too large, and does not lead to uninformative PIs.
The values of CWC, PICP and PINAW for PIs of test samples constructed using
all NNs are shown in Table 4.2. It is desired to get a PICP as close as possible to the
nominal CL, (1 − α), and a small PINAW . The average PICP values for 90%, 80%,
70% and 60% CLs are 89.22%, 79.32%, 69.46%, and 59.78% respectively. These are
slightly smaller than the desired nominal CLs. These results are practically acceptable as
the optimization algorithm does not produce widen PIs, and there are strong disturbances
and uncertainties presents in data.
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Figure 4.4: Constructed PIs using the LUBE method with a 90% and
60% CL.
To describe the behaviour of LUBE NNs with different CLs, the box plots of CWC
and PINAW values are shown in Figs. 4.5 and 4.6. It is observed that CWC90% ≥
CWC80% ≥ CWC70% ≥ CWC60% and PINAW90% ≥ PINAW80% ≥ PINAW70% ≥
PINAW60%. Theoretically, these results are meaningful and reasonable, as a greater CL
warrants accommodation of more uncertainties. Therefore, wider PIs are constructed for an
80% and 90% CL compared to the case of a 60% and 70% CL. This issue is visualized in
Fig. 4.6 where PINAW is plotted for different CL values. The PINAW values decrease
as CL decreases from 90% to 60%. This indicates a strong positive correlation. It is impor-
tant to note that the median of PINAW60% is almost half of the median of PINAW90%.
This PI width is a pseudo measure of the uncertainties present in samples.
As the polymerisation reaction is completed with a time frame, it is worthy while plot-
ting the constructed PIs as a time series. As per previous experiments, the hybrid model for
PSPR is used to generate the plant data. In this case, the open loop plant data are generated
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without counting the disturbances and white noise. The heater power for PS reactor is set
to a constant value of 100watt and the PIs are constructed using the LUBE method with a
60% CL.
Fig. 4.7 displays bound of PIs and the actual targets for a 60% CL. The upper and lower
bounds appropriately cover the actual values for PS reactor temperature. This means the
coverage probability of PIs (PICP ) is almost 100%. Such a perfect PICP is due to the
fact that there is no disturbance in data.
The early stage (from 0 to 2,000sec) of the polymerisation reaction for batch PS reactor
is critical in terms of reaction rate, as the rate of reaction is fast and the system behaviour
is nonlinear. Despite these nonlinearities, the LUBE method’s performance in the con-
struction of reliable and informative PIs is excellent. The lower width of PIs (2.07) can be
observed at the early stage of reaction where the mean value of PIs width is 3.46 for whole
batch run. The maximum width of PIs is found at the peak temperature of the reactor. After
4,000sec, the width of PIs is constant as the reactor is in its steady state mode.
By analysing above results, it can be concluded that the overall prediction capability
of the LUBE method is excellent for PS reactors. This performance does not drop in
presence of disturbances including process uncertainties. In contrast, NN prediction errors
are signiﬁcantly high when disturbances are introduced into the system. The width of the
PIs gradually increases as the CL increases from 60% to 90%. For instance, the width
of PIs is 6.57 for a 90% CL, where it is 3.4 for a 60% CL. Wide range of PIs for a 90%
CL is a sign to plant engineers to take care of uncertainties. This is due to the fact that
the product quality and quantity directly depend on the reactor temperature and effects of
uncertainties on that. A small variation in reactor temperature may lead to poor quality
polymer production.
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Figure 4.5: The box plot of CWC values for different conﬁdence
levels, CLs (90%, 80%, 70%, and 60%).
4.4 Conclusion
It is well established that NNs are an excellent tool for modelling nonlinear processes.
Despite their universal approximation capability, NNs fail to generate accurate predictions
when disturbances and uncertainties are presents in the process data. As described in Chap-
ter 3, traditional NNs demonstrated poor prediction performance where the average MAPE
is 22%. Therefore, construction and application of intervals for quantiﬁcation of uncertain-
ties is practically more appropriate than using point predictions. In this Chapter, NN-based
PIs are developed using the LUBE method for the PSPR system. In contrast to traditional
NNs, the applied LUBE NN generates reliable and informative PIs even in presence of
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Figure 4.6: The box plots of PINAW values for different conﬁdence
levels, CLs (90%, 80%, 70%, and 60%)
disturbances. It is important to note that the LUBE method does not compromise the infor-
mativeness of PIs to achieve a good coverage probability. Simulation results demonstrated
that the PICPs for constructed PIs are almost same as the desired CLs and the average
widths for 90% and 60% CL are 6.57 and 3.40, respectively for this nonlinear PSPR sys-
tem. Narrow PIs and reasonable coverage probability (PICP ) indicate that the proposed
technique effectively quantiﬁes the uncertainties and disturbances associated with the real
process systems.
As narrow PIs are more informative than wider ones, an extended version of LUBE
PI-NN model is proposed in the next chapter to further improve the quality of PIs.
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Table 4.2: Summary of indices for PIs constructed for test samples using the LUBE method
90% 80% 70% 60%
No CWC PICP PINW PINAW CWC PICP PINW PINAW CWC PICP PINW PINAW CWC PICP PINW PINAW
1 23.15 89.92 0.23 11.34 21.54 79.13 0.17 8.45 24.41 68.83 0.18 8.74 14.27 59.17 0.11 5.67
2 26.36 89.29 0.22 10.87 15.3 79.58 0.14 6.86 16.71 69.38 0.14 7.06 5.1 60.17 0.1 5.1
3 30.34 88.88 0.22 11.01 17.75 79.67 0.16 8.14 11.96 70.71 0.24 11.96 14.36 57.96 0.08 3.8
4 24.28 88.71 0.17 8.35 22.65 79.42 0.19 9.69 12.92 69.08 0.1 5 11.59 58.75 0.08 4.04
5 24.42 89.5 0.21 10.69 14.4 79.75 0.14 6.75 8.18 70.96 0.16 8.18 12.78 60.17 0.26 12.78
6 22.15 89.75 0.21 10.38 26.7 78.5 0.17 8.57 20.76 69.33 0.17 8.67 14.55 58.71 0.1 5
7 37.14 88.5 0.24 11.92 16.77 79.29 0.14 6.92 13.19 69.29 0.11 5.44 6.86 61.33 0.14 6.86
8 23.95 90.17 0.48 23.95 24.63 79.92 0.24 12.06 18.29 69 0.14 6.9 5.27 60.38 0.11 5.27
9 25.92 89.54 0.23 11.48 20.11 79.42 0.17 8.6 14.82 69.71 0.14 6.87 5.32 60.54 0.11 5.32
10 29.76 88.63 0.2 9.96 20.6 79.46 0.18 8.91 7.28 70.71 0.15 7.28 11.41 59.13 0.09 4.47
11 32.54 89.25 0.27 13.26 14.1 79.25 0.12 5.74 15.62 68.46 0.1 4.94 14.03 59.04 0.11 5.36
12 25.49 88.88 0.19 9.25 16.18 79.17 0.13 6.43 19.7 68.58 0.13 6.5 7.13 60.25 0.14 7.13
13 23.79 89.13 0.19 9.33 15.26 79.58 0.14 6.84 14.83 68.63 0.1 4.96 5.96 60.25 0.12 5.96
14 32.31 88.96 0.24 12.04 16.47 79.71 0.15 7.64 24.02 69.29 0.2 9.9 5.79 62.21 0.12 5.79
15 33 88.83 0.24 11.82 25.09 79.75 0.24 11.76 12.64 70.63 0.25 12.64 17.36 58.04 0.09 4.74
16 21.87 89.5 0.19 9.58 16.58 79.17 0.13 6.59 9.4 70.25 0.19 9.4 11.13 58.92 0.08 4.09
17 19.71 89 0.15 7.44 24.2 78.58 0.16 7.99 15.25 69.08 0.12 5.91 9.59 60.54 0.19 9.59
18 25.68 89.63 0.23 11.64 24.19 78.46 0.15 7.65 17.65 69.75 0.17 8.28 9.66 59.67 0.09 4.43
19 30.74 89.46 0.27 13.3 28.99 79.33 0.24 12.1 14.15 69.17 0.11 5.62 15.22 59.58 0.14 6.82
20 20.61 89.04 0.16 7.88 23.75 79.42 0.2 10.16 15.68 68.38 0.1 4.82 5.5 60.83 0.11 5.5
Chapter 5
Improvements of Prediction Interval’s
Quality
5.1 Introduction
It is argued that NN performance ﬂuctuates from one replicate of training to other one,
even when retraining with the same condition and the same data set. This is because the
NN performance highly depends on its initial training parameters as well as perturbation
of NN parameters. Literature reported that best trained NN is not always best for whole
set or different data sets [100]. Recently, ensemble of NN has appeared as an additive tool
to improve the prediction accuracy of NNs [63, 129]. An ensemble of NNs can greatly
improve the overall representation accuracy, generalization, and robustness of NN predic-
tions [101, 130]. The effects of a poor prediction from one NN in combined networks is
simply minimised by effects of good predictions obtained from the other NNs [102]. In
this technique, the forecast from several individual NNs are combined in a systematic way
to get a united forecast.
In this chapter, a NN ensemble procedure is proposed to construct quality PIs. LUBE
method presented in Chapter 4 is applied to develop NN-based PIs. Then, constructed PIs
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from the NN ensemble members are combined using simple averaging and weighted aver-
aging mechanism. In weighted averaging mechanism, simulated annealing, SA and genetic
algorithm, GA are used to optimally adjust the weights for the aggregation mechanism. The
proposed methods are examined for PSPR system. This method is also examined for two
other different case studies. Simulation results revealed that the proposed method improves
the average PI quality of individual NNs by 22%, 18% and 78% for ﬁrst, second and third
case studies, respectively. Simulation study also demonstrates that 3-4% improvement in
the quality of PIs can be achieved using the proposed method compared to the simple av-
eraging aggregation method.
5.2 NN Ensemble PIs
Though NNs are popular to model nonlinear processes, they have some limitations in terms
of their optimal structure. A trained optimal NN is not always optimal for a whole range of
data or for different data sets. Even retraining a NN results in a different set of parameters,
as the search space is nonconvex. This is because the NN performance is sensitive to the
initial training parameters as well as the perturbation of NN parameters. Moreover, many
local minima is present for particular target values in the NN optimization process.
Aggregation of forecasts obtained from individual NNs is an effective way to cope with
these problems [7, 131]. These types of modelling and forecasting are often known as en-
semble forecasting [132]. It has been reported in [133] that the NN ensemble technique
is an effective method to improve the prediction performance, even it is a simple aver-
aging method (combined forecast through simple averaging of forecasts from individual
members). Application of the NN ensemble method can be found in many different appli-
cations, such as electricity load forecasting, machine learning, ﬁnance and economics, and
medical science [103, 133, 134]. However, all of these applications deal with point-based
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forecasting.
In recent years, Khosravi et al. [63] proposed a PI-based NNs ensemble method through
simple averaging of PIs that are generated from distinctive PI-NN model. In contrast to tra-
ditional averaging method, the weighted averaging method is more appropriate to integrate
the individual NN performance in ensemble process [62]. In the present work, we extend
the PIs aggregation method that is proposed in [63] utilizing weighted averaging mecha-
nism. Fig. 5.1 shows ensemble development procedure of the PI-based LUBE NNs [135].
The detailed procedure of the proposed methodology of PIs combination procedure is as
follows:
1. Step i: Data processing.
First of all, randomly split the data into training (Strain), validation (Svald) and test
(Stest) set. Strain data set is used for NN training while Svald set is used to examine the
NN performance. Stest data set is used to examine the performance of the proposed
method for construction of combined PIs.
2. Step ii: Initialization.
As several NNs are used in ensemble process, the total number of trained NN models
is set toNtotal in this step. Five classes of NN structures are considered in the ensem-
ble to increase its diversiﬁcation. The number of best NNs from Ntotal is set to Nbest.
An NN with two outputs is developed using traditional error-based cost function to
initiate the initial parameters of the proposed method. There are no speciﬁc rules
to initialize the NN parameters but recommendation. Here, we ﬁrst train NN mod-
els using traditional methods (error-based cost function) to forecast the targets (both
outputs of NN model). We then used the NN parameters as the initial parameters for
running the optimization process. This NN is also used to construct PIinitial. The
PICPinitial, PINAWinitial, and CWCinitial are then calculated by using PIinitial.
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The initialization of NN model in this way is more reasonable than random initial-
ization strategy as it will lead to a quicker convergence of the optimization process.
3. Step iii: Training.
Develop Ntotal NNs using the LUBE method with ﬁve different structures. The only
Strain data set is used to train these NNs. The PI-based cost function, CWC, is
employed in the NN training process. SA optimization algorithm is used to minimise
CWC and to optimally adjust the NN parameters.
4. Step iv: Construct PIs.
Ntotal PIs are constructed using Ntotal trained NNs that are developed in the previous
step. Svald data set is used to construct PIs (PIvald) for examining NN performance.
5. Step v: Ranking NNs.
CalculateCWCvald forNtotal NN models. CWCvald is used as performance criterion
of NN to determine the quality of PIvald. The Ntotal NN models are ranked based on
their CWCvald values. A NN with the minimum CWCvald value is ranked as the
best NN for construction of PIs. The NN models are ranked in ascending order of
CWCvald,i, where i = 1, 2, . . . , Ntotal.
6. Step vi: Nbest NN selection.
After sorting the PI-NN models based on CWCvald, the ﬁrst Nbest NN models (PI-
NNranked) are selected as the ensemble members out of Ntotal NN models. The
PICP , PINAW and CWC values for these sorted PI-NNranked models are de-
noted as PICPranked, PINAWranked and CWCranked respectively. The other NN
models are discarded.
7. Step vii: PIs for Stest data set.
Nbest sets of PIs (PINNbest,r, where r = 1, 2, . . . , Nbest) are constructed from Nbest
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NN models using Stest data set. This Stest data set is not used in the training pro-
cess nor in the NN ensemble member determination process. The PICPNNbest,r and
PINAWNNbest,r are determined using PINNbest,r, and used to calculateCWCNNbest,r.
The constructed PINNbest,r are then combined by using the simple and weighted av-
eraging mechanisms.
8. Step viii: Combination of PIs.
It is assumed that PINNbest,r are the best PIs generated from the shortlisted NNs.
These PINNbest,r values are used to construct combined PIs called PIcomb. Two differ-
ent mechanisms are used to aggregate the PIs from individual NNs. Theses include,
simple averaging and weighted averaging mechanisms. The description of these two
mechanisms are given below:
(a) Simple averaging Mechanism
In this mechanism, combined PIs are obtained through calculating the mean
values of PIs. The mathematical expression for calculating PIcomb,mean is as
follows:
PIcomb,mean(k) =
1
Nbest
Nbest∑
j=1
PINNbest(k). (5.1)
where k = 1, 2, . . . ,, sample size of PINNbest or Stest data set. Finally PICPcomb,mean,
PINAWcomb,mean, and CWCcomb,mean are calculated and stored to examine
and compare the performance of NN ensemble PIs.
(b) Weighted averaging Mechanism
The general equation of weighted averaging combined PIs (PIcomb) can be de-
ﬁned as follows:
PIcomb =
Nbest∑
r=1
wrPINNbest,r. (5.2)
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where r(r = 1, 2, . . . , Nbest) is the ranking position of Nbest PI-NN models,
PINNbest,r andwr are their corresponding PI set and weight (named as combiner
parameter) respectively.
The most challenging task in weighted average forecast combination method is
the determination of weights (wr) for individual NN ensemble members. Tradi-
tionally, error-based cost functions such as mean square error or mean absolute
percentage error is used to optimize the weights in point forecast problem [67].
However, there are no prior values of desired PIs in our case, and hence, error-
based cost functions cannot be utilized to optimize the combiner parameters.
The cost function, CWC (see Eq. 4.3) used in LUBE method is employed as
the objective function to optimize the combiner parameters for the PIs combina-
tion process. High quality combined PIs can be constructed through minimis-
ing CWC value as this cost function covers the both key indexes (PICP and
PINAW ) of PI quality. Two optimization techniques, SA and GA, are used to
optimize the weights of NN ensemble members through minimising the CWC
value under the below constraints:
0 ≤ wr ≤ 1; and
Nbest∑
r=1
wr = 1. These two constraints allow all ensemble
members to contribute to PIs combination process.
SA optimization algorithm is well known for nonlinear optimization problems
[136]. In recent years, Khosravi et al. [50] vigorously described this method
for optimizing a certain number of variables by using the PI-based cost func-
tion [50]. In Chapter 4, SA optimization technique is used to optimize the
PI-NN parameters through minimising the CWC. Here, same methodology is
followed to optimize the ensemble weights by minimising the CWC.
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Another optimization algorithm, GA is an evolutionary algorithm that is in-
spired by Darwins theory of evolution, such as inheritance, mutation, selection,
and crossover. GA is very popular for nonlinear and complex optimization
problems [137]. The basic steps of GA are as follows:
i. The GA starts with generating random population of n chromosomes (cor-
responding to n set of weights). The chromosome type used in this paper
is a vector of real number;
ii. Evaluate the cost function, CWC for each set of weight in the population
and rank them based on CWC value;
iii. Generate new population by following three steps:
A. Selection: select best chromosome as children for the next generation
from the parents of previous population based on their ﬁtness value,
CWC. The corresponding children are called elite children.
B. Crossover: crossover children are created by combining the vector of
two parents based on a crossover probability. Here, scattered crossover
function is used. It creates a random binary vector (1, 0) whose length
is the same as the chromosome size. As an example, if p1 and p2 are
the two parents where p1 = [abcdefgh] and p2 = [1 2 3 4 5 6 7 8],
and random crossover vector = [1 0 1 1 0 0 0 1], then the child is
[a2cd567h].
C. Mutation: this type of children are created by random changes of genes
(position in chromosome) of individual parents;
iv. Evaluate the ﬁtness function for accepting or rejection of new population;
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v. Check the stopping conditions of the optimization algorithm. The opti-
mization algorithm terminates if any of the following conditions are satis-
ﬁed:
A. the maximum number of iterations/generations.
B. the changes of ﬁtness value over stall generation is less than the func-
tion tolerance.
Otherwise, the optimization algorithm returns to Step iii; and
vi. After the termination of the optimization algorithm, the ﬁnal set of weights
is considered as optimized weights for ensemble members and calculate
the PIcomb by using Eq. (5.2).
The initial combining parameters for optimization process are determined using
the values of CWC. Both CWC data sets (CWCranked and CWCNNbest) that
are determined using Svald (ranking stage) and Stest (combining stage) data sets
are used to get the initial combiner parameters as follows:
wr,initial =
1
2
⎡⎢⎢⎢⎣
1
CWCranked,r
Nbest∑
r=1
1
CWCranked,r
+
1
CWCNNbest,r
Nbest∑
em=1
1
CWCNNbest,r
⎤⎥⎥⎥⎦ . (5.3)
The other initial optimization parameters are used as per Table 5.1 for SA. The
optimization parameters for GA, such as population size, crossover probability
and mutation probability are set to 30, 65% and 4%, respectively. Trial and error
method is used to determine GA parameters [138]. The maximum number of
generation or iterations for GA also set to 100.
After completing the optimization process, the latest combiner parameters (wr,opt)
are used to generate PIcomb using Eq. (5.2). Finally, PICPcomb, PINAWcomb
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and CWCcomb are determined using the PIcomb and Eqs. (4.1-4.3) and stored to
examine and compare the performance of combined PIs with the PIs generated
from individual NNs.
In the NN ensemble process, different data sets are used for NN training (Strain), rank-
ing (Svald), and combining (Stest) process. These different sets of data help to develop
quality PIcomb. It is expected that the combined NN model is more stable for whole data
range than the individual NN model. This combined model also eliminates the problems
associated with training initialization, perturbation of NN parameters and early stopping of
the NN optimization process.
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Figure 5.1: Training and ensemble procedure of PI-based NNs.
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5.3 Case Studies
The proposed algorithm is a universal PI construction method, and this algorithm can be
applied for any chemical processes (pilot or large scale industrial plants, linear or nonlinear
chemical processes). Therefore, performance of the proposed NN ensemble method is
examined for three different case studies. The ﬁrst case study is a nonlinear exothermic
PSPR, presented in Chapter 3. The same date set generated for traditional NNs in Sub-
section 3.5.1 are used in this NN ensemble method. This time, the data are randomly split
into three subsets: training (60%), validation (20%), and testing (20%). The input-output
vector for PI-NN PS model is [Q(t), T (t − 3), T (t − 2), T (t − 1);T (t)] as shown in Fig.
3.4 [26]. [T (t−1), T (t−2), and T (t−3)] are the three lagged values of reactor temperature
added into the set of inputs.
Nonlinear time delay Mackey-Glass differential equation is used to generate the data
for the second case study. The classical Mackey-Glass equation can be deﬁned as:
dx(t)
dt
=
βx(t− τ)
1 + xn(t− τ) − γx(t). (5.4)
where β, n, τ and γ are positive constants.
The time series is chaotic (τ > 17) and non-convergent and has been widely used as
a benchmark in prediction studies [139]. The parameters β, n, τ and γ are set to 0.20,
10.00, 17.00 and 0.10, respectively. x(0) is also set to 1.20. Total 1,000 data samples are
generated. Four lagged values are used as inputs to train the PI-NN model. The inputs-
output vector for NN training data is [x(t− 4), x(t− 3), x(t− 2), x(t− 1); x(t)].
The third case study is a nonlinear plant, where its output nonlinearly depends on both
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Figure 5.2: Training data set for the second case study to train PI-NN
model. Nonlinear Mackey-Glass equation is used as second
case study.
its past output values and the input values [140]. The plant difference model is as follows:
y(t+ 1) =
y(t)
1 + y2(t)
+ u3(t) (5.5)
where
u(t) = sin
(
2πt
100
)
.
y(1) is set to 0.05. 500 samples are generated. Both y(t) and u(t) are used to predict
y(t+1). The input-output vector for NN training data is [u(t), y(t); y(t+ 1)]. The training
data sets for these two case studies are shown in Figs. 5.2 and 5.3, respectively.
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Figure 5.3: Training data set for the third case study to train PI-NN
model. A numerical nonlinear plant model is used as third
case study.
5.4 Simulation and Experiment Parameters
The parameters used in the NN combination process through the LUBE method are shown
in Table 5.1. The data for LUBE NN training is processed and split as general procedure
of the development of NN model [49].
Ntotal is set to 150. PIs are constructed with a CL of 90%. As shown in Table 5.1,
different numbers of hidden neuron (Nu) are used to diversify the structure of NN. There
are no speciﬁc rules to determine the number of hidden neuron. However, Katz [141]
concluded that hidden numbers can be varied from half to three times of input neurons.
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Table 5.1: Training parameters for PI-NN model
Parameters values
Training data set (Strain) 60% of total data
η 50
ϕ 0.90
TSA0 5
Number of hidden layer 1
Number of hidden nodes 6, 8, 10, 12, 14
Geometric cooling factor 0.90
Masters (1993) proposed a geometric pyramid rule to determine the hidden neuron size
[142]. According to this rule, for a three-layer network with n input neurons and m output
neurons, the hidden layer would have square root of (n ×m) neurons. The actual number
of hidden neurons can still range from one-half to two times the geometric pyramid rule
value depending on the complexity of the problem [143]. On the other hand, the prediction
performance of NN is very sensitive to the size of hidden neurons. Therefore, different size
of hidden neurons are used to develop total 150 NN models, and Nu is set to 6, 8, 10, 12
and 14. There are 30 NNs for each structure class. Nbest is set to 30 as best 30 NNs are
used to develop combined PIs.
SA optimization algorithm is used to minimise the cost function,CWC, through chang-
ing the NN parameters in LUBE method. The initial cooling temperature, TSA0 for SA is
set to 5 to allow uphill movements in the early iterations. A geometric cooling schedule
with a cooling factor of 0.90 is used for changing cooling temperature (TSA) for SA. The
parameter η in Eq. (4.3) is also set to 50 in order to penalize PIs if the PICP is less than
the desired CL. The SA and GA optimization parameters for PI combination process are
already presented in Section 5.2.
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5.5 Results and Discussion
The prediction performance of individual ranked PI-NN models and ensemble PI-NN mod-
els are presented in this section. The cost function, the CWC and the PIs quality (PI width
and PI coverage probability) are used to examine the PI-NN model’s performance. Fi-
nally, the prediction performance of the ensemble NNs is compared with those individual
ensemble members.
Firstly, 150 (Ntotal =150) NNs are developed using Strain data set with a CL of 90%
for all case studies as described in Section 5.2. Then, best 30 (Nbest =30) out of 150 NN
models are chosen and kept as the NN ensemble members. The validation data (Svald) set
is used to determine the NN models in the ensemble. As described in Section 5.2, the cost
function, CWC is used as a performance index of the PI-NN model to rank them. After
forming the ensemble, 30 sets of PIs (PINNbest) are constructed using Stest data set for all
those ensemble members and then CWCNNbest is calculated.
Fig. 5.4 shows the CWCranked (using Svald data) and CWCNNbest (using Stest data)
values for the 30 ranked models for all case studies. As ensemble members are selected
from the total 150 PI-NN models, it is expected that the prediction performance of ranked
models is consistent in terms of CWCranked values. It is true for the second and third case
studies as shown in Fig. 5.4 (b) and (c); however, CWCranked values vary from 20 to 40 for
the ﬁrst case study as seen in Fig. 5.4 (a). This is because NN performance ﬂuctuates from
one replicate to another replicate with respect to training initiation as well as the nonlinear
behaviour of training data (PS reactor is highly nonlinear in nature).
Fig. 5.4 also shows the individual prediction capability of ranked NN models for Stest
data set. The prediction performances of ranked NN models are not consistent for Stest
data set compared to Svald data set. It should be CWCranked,r ∼= CWCNNbest,r for the
corresponding NN models. However, only 46% (14 out of 30) and 76% (23 out of 30)
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PI-NN models produced similar or near quality PIs for the ﬁrst and second case studies,
respectively. The worst results can be observed in the third case study where only 10% (3
out of 30) PI-NNranked produced similar or near values of CWC for both data sets. This
indicates that the best performing NN model for one data set does not always generate the
best result for another data set. As per these, it is not practically wise to make a decision
by relying on individual NN prediction.
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As per proposed ensemble method, PINNbest from ranked PI-NN models are combined
using the weighted averaging method. Two optimization algorithms, SA and GA, are em-
ployed to optimize the weight in Eq. (5.2) through minimising the PI-based cost function,
CWC. For the ease of explanation, weighted averaging method using SA and GA are
denoted as WASA and WAGA, respectively. Equation (5.3) is used to calculate the ini-
tial weights for NN ensemble members. Combined PIs using SA and GA are denoted as
PIcomb,WASA and PIcomb,WAGA.
The performance of the proposed aggregation method is now compared with individual
ensemble members in terms of the cost function, CWC and coverage probability, PICP .
Fig. 5.5 shows the CWC values obtained using PI-NNranked models and proposed method
for three case studies. As seen in Fig. 5.5, proposed method produces better quality PIs than
ranked best ensemble members in the majority of cases. CWCcomb < CWCNNbest,r can be
observed in 21, 27 and 30 out of 30 PI-NNranked models for the ﬁrst, second, and third case
studies, respectively. Lower CWC means that the PIs quality is good in terms of PICP
and width. The proposed ensemble method, WAGA produces better results than other
PI combination methods (WASA and simple averaging method). The CWCcomb,WAGA
values for the ﬁrst, second and third cases are 19.64, 15.26 and 13.28, respectively that are
signiﬁcantly lower than their corresponding mean values of CWCNNbest,r (34.00, 22.52
and 226.68 respectively). In case three, proposed method produces higher quality PIs than
all of the ensemble members. This indicates that proposed ensemble method produces
better quality PIs and its performance remains consistent from one experiment to another.
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Figure 5.4: CWCranked and CWCNNbest for the 30 ranked PI-NN
models. (a), (b) and (c) for ﬁrst, second and third case
studies.
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Figure 5.5: CWCNNbest,r and CWCcomb for the three case studies. (a),
(b) and (c) for ﬁrst, second and third case studies.
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The quality of ensemble PIs is also better than the quality of PIs of individual NNs in
terms of coverage probability, PICP as demonstrated in Fig. 5.6. For the ﬁrst two cases,
PIs from simple averaging method have the highest coverage (96.33% and 93.5% for the
ﬁrst and second case studies, respectively). Aggregation method with SA produces a higher
PICP value for the third case study than any other method. Combined PIs with GA cover
at least 90% of target values for all three case studies and the results are more stable and
consistent for this method. Though PICPcomb,WAGA is less than PICPcomb,WASA and
PICPcomb,mean, WAGA constructs high quality PIs in terms of CWC as CWCcomb,WAGA
is the smallest (see Fig. 5.5). A high PICP with a large CWC value indicates that PIs
are too wide and accordingly less informative. Note that predeﬁned CL is 90%. It is not
practically desirable to have too wide intervals as they do not carry much information about
the target values and their ﬂuctuations.
It is also important to check how much improvement is achieved by aggregation meth-
ods in terms ofCWC. The improvement (Im) of PI-NNranked,r model is deﬁned as follows:
Im,r =
CWCNNbest,r − CWCcomb
CWCNNbest,r
. (5.6)
Fig. 5.7 demonstrates the amount of improvements for WAGA PIs over PIs using best
individual NNs. According to Fig. 5.7, the quality of PIs is improved at least by 13%,
5% and 90% in 50% of ensemble members for the ﬁrst, second and third case studies.
Highest improvement is achieved for PI-NNranked,10 (80%), PI-NNranked,25 (75%) and PI-
NNranked,8 (100%) for three case studies. The proposed WAGA method also improves
the PI quality from 3% to 4% compared to simple averaging method as seen in Table 5.2.
Furthermore, Table 5.2 shows the improvement of the ranked one PI-NN ensemble mem-
bers (PI-NNranked,1) for all case studies. 59%, 54% and 72% improvements are achieved
through the proposed ensemble method, WAGA, compared to PI-NNranked,1. Moreover, the
5.5 Results and Discussion 102
average improvement (ImNNbest) of the individual NN models (PI-NNranked) is 22%, 18%
and 78% for the ﬁrst, second and third case studies, respectively. The above results indicate
that application of the proposed ensemble method signiﬁcantly improves the quality of PIs.
It is worth to note the computational complexity or load of the proposed method. There
are two types of computations involved in the proposed method:
• Ofﬂine: this is related to developing NN models and determining the optimal aggre-
gation parameters; and
• Online: this is related to employing NN models to generate intervals and then aggre-
gating those using pre-determined parameters.
In practice, ofﬂine computation is least important. PI-NN models can be developed
ofﬂine using existing data. Once models are developed, they can generate intervals (in a few
milliseconds) and then aggregation process can be executed (again in a few milliseconds).
The elapsed time for online computations is less than 3 seconds for the proposed method.
Table 5.2: Improvement of PIs quality by WAGA method
Cases
CWC Improvement by WAGA (%)
NNbest,1 comb,mean comb,WAGA ImNNbest,1 Average (ImNNbest ) Imcomb,mean
1st case 47.95 20.20 19.64 59.03 22 3
2nd case 33.13 15.75 15.27 53.90 18 3
3rd case 47.17 13.81 13.29 71.84 78 4
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Figure 5.6: Coverage probability (PICP ) of constructed PIs that
generated from the PI-NNranked,r models and ensemble
methods. (a), (b) and (c) for ﬁrst, second and third case
studies.
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Combining forecasts from individual PI-NN models is an effective method to improve
the PI quality in terms of their coverage probability as well as PI width, even it is a sim-
ple averaging method. However, weighted averaging aggregation method produced better
quality PIs than individual ensemble members or the simple averaging ensemble method.
Signiﬁcant improvement of the PI quality using the proposed ensemble method is observed
for the third case study. As seen in Fig. 5.6, 90% (27 out of 30 cases) of PICPNNbest,r val-
ues are lower than the nominal CL (90%) and the mean of CWCNNbest,r values is greater
than 200. The proposed WAGA method not only increases the coverage probability to 90%,
but also decreases the CWC value to 13.28 for this case that is lower than any individual
ensemble member.
Finally, for case 1 (PSPR), the prediction performance of the proposed PI-based model
is compared with the traditional mathematical model recently used by Ghasem et al. [3],
O¨zkan et al. [9] and AltInten et al. [22]. This time, the plant data are generated without
counting the disturbances and white noise using the hybrid model described in Sub-section
3.4. The PIs are constructed using this data set from the best 30 (ranked) PI-NN models.
These are then combined using the proposed mean aggregation method. Please note that
this data set are used as a time-series for total batch run. Fig. 5.8 shows the prediction per-
formance of the proposed method, and the actual reactor temperature (Ttradi,ideal) proﬁle.
As seen in Fig. 5.8, the PIs are valid as PIs cover more than 95% (PICP = 95.5%) target
values for this case where the predeﬁned CL is 90%.
Fig. 5.8 also shows the reactor temperature proﬁle (Ttradi,dis) generated using the tradi-
tional model with disturbances. Disturbances are introduced by step change (over time) of
the coolant ﬂow rate and the cooling temperature. As disturbances make the process system
unstable, the ﬂuctuation can be observed in Ttradi,dis throughout the batch run compared to
Ttradi,ideal. However, the PIs constructed with the ideal data cover the targets in 94.6%
(PICP > CL) when disturbances present in the system. This means that the proposed
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PI-based model is able to quantify the process disturbances even the PIs are generated us-
ing ideal data. The results shown in Fig. 5.8 clearly indicate that the proposed aggregate
PI-based modelling technique is superior than traditional modelling techniques.
Figure 5.8: Comparison of PI-based and traditional mechanistic models.
5.6 Conclusion
The quality of PIs constructed using NN models signiﬁcantly varies from one experiment
to another due to unstable performance of trained models. To remedy this problem, an
optimal procedure to develop PI-based NN ensembles is proposed in this chapter. The
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main aim is to improve the quality of LUBE PIs in terms of their coverage probability and
width. LUBE method is used to develop the PI-based NNs and rank them based on their
performance to form the PI-NN ensemble. The simple and weighted averaging aggregation
methods are applied to combine PIs. In weighted averaging mechanism, two optimization
methods, namely SA and GA are employed to optimally tune weights through minimising
a PI-based cost function, CWC.
The performance of the proposed method is then examined for three different case stud-
ies: a nonlinear PS polymerisation reactor, nonlinear time delay Mackey-Glass equation
and a nonlinear plant. Simulation results demonstrated that aggregating PIs signiﬁcantly
improves their quality in terms of coverage probability (reliability) and width (informa-
tiveness). The average improvements based on CWC are 22%, 18% and 78% for the
ﬁrst, second, and third case studies, respectively. The WAGA method also improves the PI
quality 3-4% more than simple averaging aggregation method in all cases.
There are several approximations made in the proposed algorithm to accelerate the
simulation process. The effect of these approximations on the ﬁnal results are negligible
as seen in Section 5.5. The proposed algorithm greatly improved the quality of PIs as per
demonstrated results. Hence, the proposed extended LUBE method for PI construction has
potential application for both polymerisation and other nonlinear chemical processes where
disturbances and uncertainty affect the process operation.
In the next phase of this study, the PIs from this extended version of LUBE PI-NNs
model are used to design and simulate the PI-based controller. Before developing the PI-
based controller, several nonlinear advanced controller are developed and implemented for
PSPR system in the following chapter.
Chapter 6
Control of Nonlinear Processes
6.1 Introduction
Three advanced non-linear controllers are designed and analysed for the optimal setpoint
tracking of PS reactor in this chapter. The three controllers are the artiﬁcial neural network-
based model predictive controller, NN-MPC, the artiﬁcial fuzzy logic controller, FLC and
the generic model controller, GMC. Optimum temperature proﬁle is used as setpoint for
PSPR. An optimization algorithm described by Sata is applied to optimize the reactor tem-
perature proﬁle based on minimal time operation [144]. Different types of disturbances are
introduced and applied to examine the stability of these three controllers performance. the
performances of the above three nonlinear controllers are evaluated experimentally for a
real lab scale PS reactor that is located at the Department of Chemical Engineering, Uni-
versity of Malaya, Malaysia.
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6.2 Minimum Time Optimal Temperature Proﬁles for PS
Reactor
Recently, many researchers successfully developed and used the optimal temperature pro-
ﬁle to control the polymerisation reactor to get the desired polymer product quality and
quantity [22, 28, 88, 107]. In this work, the optimization problem involving minimum time
optimal temperature policy has been formulated and solved for the PS batch reactor based
on previous work [28, 144]. Later, this optimal temperature proﬁle is used in the control
studies.
The objective of the optimization problem is to generate an optimal temperature pro-
ﬁle that leads to get the desired ﬁnal polymer product quality and quantity with minimum
time (tf ). Here, the number average chain length (Xn) and the monomer conversion (X)
indicate the polymer product quality and quantity, respectively. In order to obtain mini-
mum polymerisation end-time, polymerisation reactor temperature is employed as a con-
trol variable since the polymer product quality and quantity directly depend on the reactor
temperature. The target values for the optimization problem are chosen as X =50% and
Xn =500 [28]. The optimization problem is solved by using Hamiltonian Maximum Prin-
ciple [145]. Both algebraic and differential equations related to the PS reactor model are
used in the optimization algorithm. The simpliﬁed algebraic and differential equations for
optimization problems can be found in Appendix A.
Table 3.3 in Chapter 3 shows the reactor operating condition as well as reactor spec-
iﬁcation that are used in simulation studies to develop optimal temperature proﬁles. The
optimum temperature proﬁles with minimum time for three different initiator concentra-
tions are shown in Fig. 6.1. The ﬁgure also depicts the conversion and polymer chain
length trend over time. In the present work, the optimal temperature proﬁle for I0 = 0.016
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is used for tracking the set point in the control study.
6.3 Design of Nonlinear Controllers
In this section, the design procedure of NN-MPC, FLC and GMC are presented for PS
polymerisation reactor. The hybrid model presented in Chapter 3 is used to determine the
control parameters in simulation study. Minimal time optimal temperature proﬁles are used
as the setpoint reference trajectory. The controller’s performance criterion, IAE along with
other performance metrics are used to check the efﬁciency of the controllers in simulation
and experimental studies.
6.3.1 Neural Networks based Model Predictive Controller (NN-MPC)
MPC is widely used to control the temperature of batch reactors [146]. Eaton and Rawl-
ings [147] deﬁned MPC as a control scheme in which the control algorithm computes a
manipulated variable proﬁle that is optimized over a ﬁnite future time horizon, with an ob-
jective function subjected to a number of plant model and constraint functions. The ﬁrst
move of this open-loop optimal manipulated variable proﬁle is then implemented until a
new plant measurement becomes available. Feedback is incorporated by using the new
measurements to update the optimization problem.
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Figure 6.1: Optimum temperature proﬁles, conversions and polymer
chain length with different initiator concentrations for PS
reactor. (a), (b) and (c) for optimum temperature proﬁles,
conversion, X with time and polymer chain length, Xn with
time, respectively. Here, the temperature proﬁle is
optimised to get the desired X and Xn for a given monomer
concentration.
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The cost function for MPC to optimize the control signal for PS reactor is deﬁned as [4]:
min
u(k)
{
J(k) =
N∑
p=1
‖T ref (k + p|k)−
∧
T (k + p|k)‖2Mp+
Ncu−1∑
q=0
‖ΔQ(k + q|k‖2Λq)
}
(6.1)
subject to
Qmin ≤ Q(k + p|k) ≤ Qmax, p = 0, ..., Ncu − 1,
ΔQmin ≤ ΔQ(k + p|k) ≤ ΔQmax, p = 0, ..., Ncu − 1,
Tmin ≤
∧
T (k + q|k) ≤ Tmax, q = 0, ..., N.
where N and Ncu denote as prediction horizon and control horizon respectively. Mp ≥ 0
andΛq > 0 are diagonal weighting matrices,
∧
T (k+p|k) denotes the model predicted outputs
for the future sampling instant k + p. The reference trajectory, T ref (k + p|k) , is typically
assumed to be constant over the prediction horizon and equal to the desired setpoint, e.g.,
T ref (k + p|k) = Tsp(k). (6.2)
MPC greatly upgrades the system control accuracy and robustness. However, MPC, based
on linear process models may result in poor controller performance since most of the indus-
trial chemical processes are nonlinear. Therefore, MPC based on nonlinear models is more
desirable. NN offers an alternative nonlinear model for MPC in industrial systems, ow-
ing to their particular abilities of approximating nonlinear functions and learning through
example.
In this work, a traditional NN as described in Section 3.5 is trained to capture the
forward dynamics of the process for MPC. The NN model predicts the future plant output
based on the previous plant inputs and outputs with some delay. The structure of NN plant
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model for MPC is represented by Fig. 3.4.
The PS reactor data generated in Section 3.5.2 are used to train the NN for MPC. The
MSE deﬁned in Eq. (3.30) is used as the cost function for NN training to determine the
optimum number of nodes in hidden layer. The Levenberg–Marquardt method is used to
minimise the MSE. For hidden layer, the sigmoidal function is selected as the activation
function in the nodes and a linear function is used for the output layer. Based on the
minimising of MSE error values, 10 hidden nodes give the minimum MSE value of 5.36×
10−6 for this system. Therefore 10 hidden neuron is used to train the NN for NN-MPC.
For MPC, it is necessary to optimize the tuning parameters for better performance be-
fore the online implementation. For designing a good MPC controller it is important to
specify the following controller parameters [4]:
• sampling interval;
• prediction and control horizons;
• constraints on the manipulated and output variables; and
• weighting factors on input and output variables
Again, the hybrid model described in Section 3.4 is utilized to determine the sampling
interval, prediction, and control horizon. Marlin’s [148] general tuning rule is use to deter-
mine the sampling interval of MPC. As suggested by Sata [144], a three seconds sampling
interval is selected to satisfy the Marlin’s general rule. The prediction and control horizon
are determined by trial and error method. Closed loop simulations are carried out with
optimum setpoint tracking using the hybrid model to optimize the prediction and control
horizon. Different values of prediction and control horizon are employed in simulation
and the NN-MPC performance is checked based on controller performance criterion, IAE.
Simulation study shows that the prediction horizon of 24 sample intervals and the control
6.3 Design of Nonlinear Controllers 114
horizon value of 4 sample intervals provide satisfactory control performance (see Hosen et
al. [4] for more details). The design speciﬁcations of the NN-MPC controller are given in
Table 6.3.1.
Table 6.1: Parameters for NN-based model predictive controller
Name of the parameters Value
Cost/prediction horizon (N2) 24
Control horizon (Ncu) 4
Control weight factor (M ) 0.09
Move suppression factor(Λ) 0.003
6.3.2 Fuzzy Logic Controller (FLC)
The fuzzy logic controller (FLC) is one of the popular artiﬁcial intelligent-based con-
trollers used in chemical plants [123]. It has the ability to handle multi-valued logic that
allows intermediate values between conventional evaluations like yes/no, positive/negative,
true/false, large/small, etc. FLC can formulate mathematically the notation like positive or
negative and quickly predicts the possible desired output.
There are three main parts of fuzzy logic operations namely fuzziﬁcation, fuzzy pro-
cessing and defuzziﬁcation as seen in Fig. 6.2. Fuzziﬁcation processes the input data to
obtain the fuzzy input by fuzzifying the actual inputs. In fuzzy processing, predeﬁned fuzzy
rules produces the fuzzy outputs and Defuzziﬁcation produces the actual controller output
for a fuzzy output value. More details on fuzzy control and practical applications of this
controller can be found elsewhere [149,150].
In this work, the Mamdani-type inference is used to determine the fuzzy output [151].
The parameter values of the membership function and fuzzy interface are depicted in Table
6.2. The parameters, error (e) and rate of error (ROE) are used as FLC inputs where heater
power, Q is used as output. The e and ROE are deﬁned as follows:
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Figure 6.2: Basic operational structure of fuzzy controller.
e(t) = Tsp(t)− T (t). (6.3)
ROE(t) = e(t)− e(t− 1). (6.4)
where Tsp(t) is the setpoint and T (t) is the reactor temperature at time t. In Eq. 6.4, ROE
is the difference between error, e(t) at time t and the previous error, e(t− 1)
6.3.3 Generic Model Controller (GMC)
Generic model controller, GMC is an advanced model-based control strategy, which em-
beds a linear or nonlinear model of a system to compute an action in control [152]. The
method uses only two tuning parameters. Furthermore, the nonlinear model does not need
to be linearised as it utilizes the nonlinear model itself.
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Table 6.2: Membership functions for FLC
Membership function for e Left edge Centre edge Right edge
NS inﬁnity -2 1
ZR -0.5 0 0.5
PS 0 1 2
PM 0.5 2 3.5
PL 2 4 inﬁnity
Membership function for ROE
N inﬁnity -0.1 0
ZR -0.05 0 0.05
P 0 0.1 inﬁnity
Membership function for Q
Z inﬁnity 20 40
H1 20 40 60
H2 40 60 80
H3 60 80 100
H4 80 200 320
H5 200 300 400
H6 280 380 inﬁnity
N=negative; NS=negatively small; ZR/Z=zero; P=positive; PS=positively small; PM=positively
medium; PL=positively large; H(i)=intensity of heat, where i =1, 2,. . . ,6.
The GMC algorithm has been implemented recently as one of several advanced process
control schemes in chemical engineering [11]. With the inclusion of nonlinear process
models into the controller algorithm, the GMC proves to be of an advantage since the
process models can be used as they are without any linearisation. It is relatively easy to
employ the GMC algorithm in computer programming and a very effective response can
be achieved by tuning only two GMC parameters, K1 and K2.
The GMC algorithm can be written in general form as follows [3]:
dy
dt
= K1(ysp − y) +K2
∫
(ysp − y)dt. (6.5)
where y and ysp denote the current and setpoint value of control variables respectively.
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Table 6.3: Important parameters and control variables of GMC controller
−ΔH (J/mol) V (l) U (watt/m2sec) A (m2) ρ (g/l) Cp (J/gK) K1 K2
57,766.8 1.2 55.1 0.053 983.73 1.96886 0.01 0.000012
The GMC parameters (K1 and K2) are tuned based on the tuning curve given by Lee and
Sullivan [153]. The ﬁrst expression in the Eq. (6.5) drives the process back to steady state
due to change in dy
dt
. K2 is tuned to make the process have a zero offset.
For PSPR system, Eq. (6.5) can be written as:
dT
dt
= K1(Tsp − T ) +K2
∫
(Tsp − T )dt. (6.6)
An energy balance model of the reactor that reveals the relation between the controlled
variable and the manipulated variable is important. Eq. (3.21) in Chapter 3 represents the
energy balance equation for PS batch reactor.
Combined the Eqs. (3.21) and (6.6) gives Q yields:
Q =
{
K1(Tsp − T ) +K2
∫ t
0
(Tsp − T )dt
}
V ρCp + UA(T − Tj)− (−ΔH)RmV. (6.7)
The integral part of Eq. (6.7) has to be approximated by numerical integration (5th order
Runge-Kutta integration). The kinetic model equations described in Sub-section 3.3.2 are
used to get the estimated value of heat released (−ΔHRm) from the reactions. Table 6.3
shows the parameters in GMC algorithm.
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6.4 Results and Discussion
In this study, three controllers are applied to investigate the accuracy and performance in
controlling the batch reactor for PS production. Before the initiator is introduced into the
reactor to initiate the polymerisation, the reaction mixture consisting of monomer (styrene)
and solvent (toluene) is maintained at a constant starting temperature of 364.4K. This is the
predetermined starting temperature of the optimal temperature proﬁle at I0 = 0.016 mol/l.
The generation of the optimal temperature trajectory is explained previously in Section 6.2.
The three controllers are employed by manipulating the heater power to control the reactor
temperature. The proposed controllers are tested for a real lab scale PSPR system.
6.4.1 Online Optimal Control of PS Reactor
In the present work, the concentration of 0.016 mol/l and 6.089 mol/l for initiator and
monomer loading are chosen to produce the desired target as described in Section 6.2
(X =50% and Xn =500). Firstly, the NN-based MPC controller is investigated in real-
time to track the optimal setpoint trajectory. The experimental results of optimal setpoint
tracking for PS polymerisation using NN-MPC are shown in Fig. 6.3. When the initiator
is introduced to the reactor, the reactor temperature decreased suddenly and fell below the
setpoint by 1K. This is because the initiator (at room temperature) is added to the reactor
while the reactor temperature is at approximately 364.4K. The MPC controller immedi-
ately takes action by increasing the heater power, Q to level up the reactor temperature as
setpoint and resulting in maximum overshoot of 0.5K. Later, the temperature decays away
in decreasing with oscillatory manner within 730sec. From this point to the rest of the batch
operation, the NN-MPC performance is good in terms of offset, overshoot and undershoot.
However, small oscillation can be observed throughout the batch operation. Fig. 6.3 also
shows the transient response of the manipulating variable, heater power. The regulation is
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Figure 6.3: Optimal setpoint tracking using NN-MPC.
smooth.
Same initial operating condition is applied for the experimental study of FLC to control
the PSPR. Fig. 6.4 shows the experimental results of optimal setpoint tracking for FLC.
The overall performance of the FLC is good to track the optimal setpoint. However, FLC
took more time to come back to the setpoint after the initiator loading disturbance occurred.
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Figure 6.4: Optimal setpoint tracking using FLC.
The manipulated variable (Q) also oscillates signiﬁcantly.
Fig. 6.5 depicts the setpoint tracking performance of GMC controller. As can be seen
in Fig. 6.5, the reactor temperature immediately dropped by 2K when the initiator added
into the reactor to initiate the reactions. This is because the initiator temperature is lower
than the reactor steady state temperature. The GMC controller takes it as a disturbance
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and increases the value of manipulated variable (Q) at which it reached a peak value at
approximately 220watt. This extra effort of the controller increases the control variable
that exceeds the setpoint value and a maximum overshoot (by 2K) can be observed in the
GMC tracking. However, the controller is able to get back the stable setpoint tracking at
the time instance of 1,900sec. After this time, the controller successfully tracks along the
setpoint proﬁle closely without any offset. As it is seen in Fig. 6.5, the controller gives a
smooth manipulation with minimum oscillation.
6.4.2 Optimal Tracking with Disturbance
Normal real operation of any chemical process always encounters disturbances due to ex-
istence of impurities, external conditions variation and changes of internal condition. In
this investigation, two step disturbances are made in the process operation. Disturbances
are made by increasing the values of the coolant ﬂow rate and the inlet jacket temperature
at a certain time from their normal operating values. The ﬁrst and second step disturbances
are introduced at time 2,500sec and 4,500sec respectively in the same experimental run. In
the ﬁrst disturbance, the coolant ﬂow rate is increased from 60 to 100ml/s at time 2,500sec.
Fig. 6.6 shows that the NN-MPC controller well tracks the trajectory without signiﬁcant
overshoot or offset when the change of ﬂow rate is made. Also, there is a little oscillation of
temperature in tracking the proﬁle. Due to the increase of cooling water ﬂow rate, the con-
troller acts in such a way to remove the disturbance by increasing the heater output. This
is due to the fact that increasing the ﬂow rate enhances the heat transfer from the reactor
mixture to the water jacket. Deﬁnitely, this will reduce the temperature inside the reactor.
These are also observed in Figs. 6.7 and 6.8 for setpoint tracking with disturbance using
FLC and GMC, respectively. Another disturbance is introduced at the time of 4,500sec
where the inlet jacket temperature is increased from 303 to 323K. In Figs. 6.6-6.8, it can
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Figure 6.5: Optimal setpoint tracking using GMC.
be seen that the controllers act in such a way to eliminate the disturbance by reducing the
amount of heat input to the reactor mixture and overshoot occurred when the disturbance
is introduced. In comparison to the previous disturbance, the action of manipulated heater
is more drastic. As can be seen from the ﬁgures, there is a sharp drop of the manipulated
values.
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Figure 6.6: Optimal tracking with disturbance rejection using
NN-MPC.
6.4.3 Performance Evaluation of NN-MPC with FLC and GMC
The polymerisation reaction involves a complex reaction mechanism making the system
nonlinear in nature. The aim of this study is to get a smooth and better performance by
using different advanced controllers. In this section, the experimental results of NN-MPC
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Figure 6.7: Optimal tracking with disturbance rejection using FLC.
are compared with that of FLC and GMC.
As discussed in Sub-section 6.4.1, Figs. 6.3-6.5 show the optimal setpoint tracking
using NN-MPC, FLC and GMC, respectively. It can be seen in all of these ﬁgures, the
reactor temperature immediately drops to 2-3K from the setpoint when the initiator is added
to initiate the polymerisation. This is because the charging initiator is stored at a room
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Figure 6.8: Optimal tracking with disturbance rejection using GMC.
temperature of 303K. Consequently, the controllers act through manipulating the heater
power to bring the temperature closer to the setpoint. However, it is observed that the
controllers overreact to this matter causing a signiﬁcant overshoot over the setpoint. The
maximum overshoots are 0.5K, 1K and 2K for NN-MPC, FLC and GMC respectively.
The NN-MPC takes only 730sec to return back to setpoint from overshoot while FLC and
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GMC took about 1,000sec and 1,900sec respectively. More oscillations are observed for
FLC while NN-MPC and GMC tracking the setpoint with little or without oscillation.
Figs. 6.3-6.5 also depict the time evolution of heat input into the reactor mixture. Due
to the large temperature difference in the initial stage, the manipulation of heater power
increases tremendously until it reaches the maximum value at approximate 250watt. More
oscillations are also observed in the action of the manipulated variable for FLC than the
NN-MPC and the GMC.
Figs. 6.6-6.8 depict the experimental results of NN-MPC, FLC and GMC control for
disturbance rejection along the optimal trajectory. The same experimental procedure is
followed to examine the controller’s stability with disturbance. The disturbances are in-
troduced as discussed in the previous subsection. The polymerisation begins when the
reactor experiences a drop of temperature to 2K. The three controllers adjusted the ma-
nipulated variable (by increasing the heater power) to reach the optimal setpoint. The ﬁrst
stable tracking is found at time 750sec for the NN-MPC while the FLC and the GMC took
more time (1,400 and 2,000sec, respectively). The ﬁrst disturbance is introduced at time
2,500sec. Due to the impact of changing the cooling water ﬂowrate, the temperature drops
from the setpoint proﬁle. In order to reject the disturbance, the controller tries to work up to
the setpoint. After 400sec of the disturbance introduction, the NN-MPC controller is able
to bring the temperature closer along the setpoint proﬁle with little oscillation. The oscilla-
tion with offset (around 2K) can be found for the FLC and the GMC, and they have taken
more time to come back the setpoint (approximately 1,000sec) compared to NN-MPC.
At a time of 4,500sec, the inlet jacket temperature is increased from its nominal tem-
perature to introduce second disturbance, and again the controllers acted to the response by
decreasing the manipulated variable instantaneously since the reactor temperature increases
with the increase of coolant temperature. The performance of the NN-MPC is better than
the corresponding FLC and GMC in terms of oscillatory behavior, offset and stable setpoint
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tracking in this case as well. The signiﬁcant oscillation is observed throughout the setpoint
tracking with and without disturbance for the FLC. Table 6.4 shows the calculated control
performance criteria in terms of maximum overshoot, average offset and settling time for
setpoint tracking with disturbances. As can be seen in Table 6.4, the NN-MPC is able to
reject the disturbance better than other controllers.
Table 6.4: Control performance criteria in terms of maximum overshoot, average offset and
settling time
Controller Maximumovershoot
Average
offset
Settling
time1
Settling
time2
Settling
time3
(K) (K) (sec) (sec) (sec)
NN-MPC 0.50 0.10 750 400 500
FLC 1.50 0.60 1,400 1,000 900
GMC 2.50 0.20 2,000 1,000 1,400
Settling time 1: Stable setpoint tracking just after reaction start-up
Settling time 2: Stable setpoint tracking after 1st disturbance
Settling time 3: Stable setpoint tracking after 2nd disturbance
Besides the time-proﬁle response analysis, comparison can also be made using quan-
titative and qualitative performance criteria. The results of the IAE and ISE are taken
as quantitative performance criteria and the target conversion and the number of average
chain length are used as qualitative performance criteria for all controllers. The results are
presented in Table 6.5. All the criteria investigated clearly show that the NN-MPC con-
troller is superior to the FLC and GMC. Furthermore, NN-MPC controller is able to reject
the disturbance better than the other two controllers in term of response after the distur-
bance introduction. It is noticed that the NN-MPC also demonstrates minor oscillations,
especially at the time of startup and with smaller magnitude than in the FLC and GMC.
Overall, the NN-MPC strategy secures superiority in term of the qualitative and quantita-
tive criteria. In addition, the controller performance can be evaluated analytically. The Xn
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value and polymer conversion are determined at the end of polymerisation. The quantita-
tive and qualitative results for different controllers are presented in Table 6.5. As per these
results, the NN-MPC control strategy also gives the nearest traget values of of Xn and X .
In conclusion, the NN-MPC gives the best numerical results for setpoint tracking and the
end use polymer quality. According to Table 6.5, a higher conversion (more than 50%)
is achieved using the GMC. However, polymer quality (molecular weight) is much more
important than conversion in this system. A higher conversion is not acceptable with poor
polymer quality, because conversion can only be reached with the deviation of the optimum
setpoint by the controller.
Table 6.5: Quantitative and qualitative comparison of controller’s performance in the pres-
ence of disturbances
Case Controller
Performance
Xn X(%) IAE ISE
Desired 500 50
Optimum tracking without distur-
bance
NN-MPC 496 52.80 2,513 2,036
FLC 481 53.7 2,954 2,085
GMC 473 54.2 3,252 3,552
Optimal tracking with disturbances
(coolant ﬂowrate and coolant tempt)
NN-MPC 482 53.20 3,369 2,647
FLC 402 57 4,634 4,028
GMC 430 58 3,846 3,232
6.5 Conclusion
In this chapter, a simulation as well as an experimental investigation are performed for the
temperature control in the batch solution polymerisation of styrene. The polymerisation re-
actor control is still a very challenging task as polymerisation reaction is very complex and
nonlinear in nature. Three advanced nonlinear controllers are designed and implemented in
real PSPR system. The controllers used are NN-MPC, FLC and GMC. Due to the lack of
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available online sensors to measure the polymer properties, temperature is used to infer an
objective of having the desired conversion, X and number average chain length, Xn. The
proposed controllers are tested with various implementations including the optimal tem-
perature batch recipe and process disturbance rejection. Two disturbances are introduced
(changed operating parameters) in real time to check the stability of these controllers. The
results of the NN-MPC are highlighted and compared to the other advanced controllers.
The experimental results reveal that the NN-MPC is superior to track the optimal reactor
temperature proﬁle without noticeable overshoot as observed in the case of a FLC or GMC
with and without disturbances. The NN-MPC designed in this work outperforms other ad-
vanced controllers in terms of setpoint tracking and load rejection capabilities. However,
the IAE value of 3,369 (see Table 6.5) for NN-MPC in the presence of disturbances in-
dicates that further improvement of the control system is necessary to control the PSPR.
Therefore, in the following chapter, a new control strategy, PI-based control is proposed to
control this nonlinear chemical reactor.
Chapter 7
Prediction Interval-based Controller
(PIC)
7.1 Introduction
As described in Chapter 4, prediction interval, PI has been extensively used to predict the
forecasts for nonlinear systems since PI-based forecast is superior over point-forecast to
quantify the uncertainties and disturbances associated with the real processes. In addition,
PIs bear more information than point-forecasts, such as forecast accuracy. The aim of this
chapter is to integrate the concept of informative PIs in the control applications to improve
the tracking performance of the nonlinear controllers. This chapter proposes a PI-based
controller, PIC to control the nonlinear processes. It is notable that, to date, most of the
control techniques dealing with point-based forecast, and this is the ﬁrst attempt to integrate
the PIs in control application.
The most challenging part of the PI integration process in a control system is the process
of feeding information from PIs into the control system. More precisely, the extraction of
information from PI by the control system. The information of PI width or upper and lower
bounds of PIs can be used in the controller optimization problems. However, the solution is
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still limited. The alternative method is PIs can be directly utilized in the artiﬁcial intelligent-
based control system. The idea is that artiﬁcial intelligent technique such as NNs artiﬁcially
extract the information from PIs and lead to improve the controller performance.
It is well established that NN can be used as an effective nonlinear controller to control
the nonlinear processes [11]. Usually NN inverse model is used as NN controller, NNC.
For a single-input single-output, SISO control system, previous plant inputs (manipulated
variable) and, current and previous plant outputs (controlled variable) along with other ef-
fective variables are used to train the NN inverse model. In the proposed control technique,
PIs (upper and lower bounds) are fed as additional inputs to train the NN inverse model.
It is expectable that these additional inputs can improve the prediction performance of the
NN model (NN controller).
In the proposed method, the lower upper bound estimation method, LUBE is used to
develop PI-NN model for constructing PIs. The PI-NN is then used as an online estimator
of PIs for NN controller. PIs along with other inputs for traditional NN are used to train the
proposed NN controller. The proposed controller is tested for PSPR system. As proposed
PIC can be applied for any systems, this controller performance is also examined for other
two case studies. These include, a chemical reactor, namely continuous stirred tank reactor,
CSTR and a numerical nonlinear plant model, NNPM. Simulation results revealed that the
tracking performance of the proposed controller is superior to the traditional NN controller
in terms of setpoint tracking and disturbance rejections.
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7.2 NN Inverse Controller (NNC)
Inverse model can be applied as an effective controller to control nonlinear process [154,
155]. Let’s consider a ﬁrst order SISO model system
y(k) = FD (y(k − 1), u(k)) . (7.1)
where y, u, and k are the model output, input and index, respectively. FD is the direct
forward model of the system. The inverse model for the same system can be deﬁned as
u(k) = FI (y(k), y(k − 1)) . (7.2)
where FI is the inverse model. As seen in Eq. (7.2), if FI is known, the model input that
lead to a desired value of the model output (yd) for the next step can be found
u(k) = FI (yd, y(k)) . (7.3)
here u(k) acting as control signal for the model, and inverse model can be used in control
law to control a nonlinear process.
The NN is widely used as inverse model for this type of controller due to its excellent
learning ability. As described in Chapter 2, the NN is a universal approximator that can
be predicted the system outputs based on the system inputs without knowing the process
knowledge. Fig. 7.1 shows NN-based inverse control system for a SISO process system.
Usually recurrent inverse NN model is used as NN controller [125]. According to Fig. 7.1,
previous plant outputs (controlled variable) and previous plant inputs (manipulated vari-
able) along with setpoint are used as inputs for the NN inverse model. Based on inputs, the
NN inverse model predicts the current control signal for getting the desired plant output. It
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Figure 7.1: NN-based direct inverse control strategy.
is well known that sometimes nonlinear real plant does not behave in exactly the same man-
ner as their model due to plant model mismatch. The internal model-based controller, IMC
is more appropriate in that case in terms of controller’s robustness. According to Kamb-
hampati [156], IMC has three major advantages, these include dual stability, parameters
free controller, and offset free tracking.
IMC is one of the popular control strategies that can be applied in various nonlinear
processes. The IMC is almost same as inverse model-based controller. However, the main
difference is a forward model added in this control strategy with parallels to the plant to
cater plant mismatch and disturbances. Both forward and inverse models are used directly
as elements within the feedback loop. Fig. 7.2 shows the structure of the NN-based IMC
control system. In NN-based IMC control strategy, NN modelling technique is used for
both forward and inverse models. The mathematical formulations for forward and inverse
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models for NN can be written as:
y(k) = NNF {(y(k − 1), y(k − 2), · · · y(k − i),
u(k), u(k − 1) · · · u(k − j)} . (7.4)
u(k) = NNI {(ysp(k), y(k − 1), · · · y(k − i),
u(k − 1), u(k − 2) · · · u(k − j)} . (7.5)
where i and j denote the lagged/past values of the plant input (u) and plant output (y). As
Eq. (7.4), the forward model, NNF that predicts the future plant output, is a function of
previous plant outputs, and current and previous plant inputs. The inverse model, NNI
predicts the plant input (u) based on the desired future or reference plant outputs (setpoint,
ysp), and previous y and u.
In IMC strategy, the plant output is compared with the forward model output, and the
error is subtracted from the set point before being fed back to the inverse model. In this
way, the offset for setpoint tracking due to plant model mismatch and disturbances can be
minimised as zero.
7.3 PI-based Controller (PIC)
As described in Chapter 4, PIs bears practical information such as the prediction accuracy.
In addition, PI-based forecast is a better option than point-forecast to quantify the uncer-
tainties and disturbances. As PIs convey more information than traditional point-forecast,
the control signal can be signiﬁcantly improved utilizing the PIs in control systems.
ANN is a black box type data-based modelling technique inspired by an animal’s central
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Figure 7.2: NN-based internal model control (IMC) strategy.
nervous systems (in particular the brain). Based on the input and output data, the NN can
approximate a correlation between system inputs and outputs without knowing the process
knowledge. The prediction accuracy of NN is sensitive to the number and quality of inputs
as well as network structure.
As NN inverse model effectively works as a controller, the PIs can be fed in the NN as
quality inputs to cater the informative information from PIs to improve the control signal.
The idea is that NN artiﬁcially extracts the information from PIs and predict more accurate
control signal. Here, PIs are totally new quality inputs for NN that convey more information
than traditional point-based inputs. In this case, NN can be developed with more quality
inputs, including PIs and traditional point-based inputs to estimate the control signal.
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Fig. 7.3 shows a PI-based control system. The structure of PI-based control system is
the upgraded version of traditional NN-based IMC. In this control structure, an ensemble
PI-NN model developed in Chapter 5 is added in parallel to the inverse model. The PIs
from the combined PI-NNs model are then fed to the PI-based inverse model, and the PI-
based inverse model acts as PI-based controller, PIC. NN is used to develop PIC controller
with the additional inputs, PIs. For PIC, Eq. (7.5) can be written as:
u(k) = NNI {ysp(k), y(k − 1) · · · y(k − i), yPI(k − 1),
yPI(k − 2), · · · yPI(k − j), u(k), u(k − 1), · · · u(k − l)} . (7.6)
where i, j and l are the lagged time for the plant output, yPI , and controller output. The
number of lagged values can be determined using the partial correlation analysis. yPI is the
upper and lower bounds for PIs. For easy explanation, upper and lower bounds are denoted
as PIU and PIL, respectively. At sample k, yPI can be written as:
yPI(k) =
⎡⎣yPIU(k)
yPIL(k)
⎤⎦ . (7.7)
The ﬁnal structure of the PIC system contains three NN-based models, including tra-
ditional feed-forward NN, FFNN, LUBE PI-NN and PI-based inverse NN. Eqs. (7.4) and
(7.6) represent the input and output structures for FFNN and PIC, respectively. The input
and output structure for the LUBE PI-NN model can be deﬁned as:
yPI(k) [yPIU(k), yPIL(k)] = NNLUBE {(y(k), y(k − 1), · · · y(k − i),
u(k), u(k − 1) · · · u(k − j)} . (7.8)
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Figure 7.3: Prediction interval-based IMC controller.
7.4 Proposed Methodology
In this work, a PI-based control system is proposed within IMC structure to control non-
linear processes. In this methodology, three different NNs are used in the control loop
as described in the previous section. The proposed methodology can be divided into the
following three major parts
1. Development of traditional FFNN model;
2. Development of LUBE PI-NN model; and
3. Development of PI-based NN inverse model as seen in Fig. 7.4.
The detailed procedure of the development of PIC system is as follows:
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7.4.1 Development of Traditional Feed-forward NN Model (FFNN)
1. Preprocessing the training data:
The methodology starts with pre-processing of the available training data set. The
raw data set are rearranged according to the input-output structure of the NN. The
data are then rescaled in the range of [−1, 1] for each input and output. Finally, the
pre-processed data are randomly split into training (Dtrain), validation (Dvalid) and
testing (Dtest) data sets.
2. NN structure and training parameters initialization:
Set the structure of NN, such as the number of hidden layers and the number of
hidden neurons. It is assumed that the NN is developed for a model with a single
output. According to the literature, NN with single hidden layer is sufﬁcient to cater
the single output-based model properties [125]. Therefore, single hidden layer is
used in this study. Different hidden neurons (Nu = 2, 4, · · · , n) are used to diversify
the structure of NNs. Also,Ntotal is set at this stage. Ntotal is the total number of NNs
that developed by varying Nu. Here Ntotal = n/2. The initial training parameters
and weights for NN are randomly assigned to initiate the training process.
3. Cost function and training algorithm:
MSE is used as cost function to optimize the NN parameters. Levenberg–Marquardt
optimization algorithm is used to minimise the MSE. The mathematical expression
for MSE can be found in Eq. 3.30.
4. Training termination:
The training process is terminated if one of the following conditions meet:
(a) The maximum iteration number is reached.
(b) The MSE value is less than a predeﬁned error value.
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5. Selection of best NN:
Set the Nbest. Nbest is the best ranked NN models selected for further study. Af-
ter developing Ntotal NNs, MSE is calculated for each NN for Dtest. The NNs are
then ranked based on MSE, and the best performing NNs (Nbest) are selected as en-
semble members for FFNN. Finally, Nbest FFNN models are combined using simple
averaging mechanism as described in Chapter 5.
7.4.2 Development of PI-based NN Model (PI-NN)
The procedure described in Chapter 4 for developing PI-NN is followed to train the PI-NN
model. As described in Chapter 4, a PI-based cost function, CWC is used to optimize the
NN parameters. SA optimization algorithm is employed to minimise the CWC. The major
steps of the procedure of PI-NN model development are as follows:
1. Data processing and NN structure:
The same data structure (see Eqs. (7.4) and (7.6)) used in the development of FFNN
is used in this method. The procedure of the pre-processed data is described in Sub-
section 7.4.1. Same NN structure as FFNN is also used for the PI-NN model. Single
hidden layer and different hidden neurons are employed to develop Ntotal PI-NN
models.
2. Cost function and training parameters initialization:
As the PI-based cost function, CWC is complex, non-differentiable and nonlinear,
SA optimization technique is used to optimize the NN parameters by minimising
the CWC. The parameters for (4.3), including γ, η and ϕ are set. To initiate other
training parameters, a NNwith two outputs is developed using the traditional learning
algorithm forDtrain. It is assumed that the two outputs correspond to PIs. This NN is
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then used to construct the PIs for Dtrain. Calculate the PICP, PINAW and CWC
using Eqs. (4.1)-(4.3). The calculated CWC is assigned as the initial optimal CWC
value. The weights of this network are also assumed as the initial optimal weights
for NN. The initial SA optimization parameter, coolant temperature (TSA) is set to a
high value to allow for uphill movements in the iteration of the SA.
3. Optimization and termination:
The SA optimization procedure using CWC to optimize the NN parameters is vig-
orously described in Khosravi et al. [50]. Geometric cooling schedule is used to
update the SA parameter, TSA. The optimization algorithm is terminated if one of
the following conditions is met:
(a) The maximum number of iteration is reached.
(b) No improvement is achieved for a speciﬁc number of consecutive iterations.
(c) The minimum TSA is reached.
4. Selection of best PI-NN:
After developing Ntotal PI-NN models, the PIs from Nbest PI-NN models are com-
bined by using simple averaging mechanism as described in Chapter 5. Finally, the
Nbest set of PI-NN models are used in PIC control system.
7.4.3 Development of PI-based NN Inverse Model (PIC)
As seen in Eq. (7.6), PIs along with other traditional inputs are used to train the PI-based
inverse model. The PIs are generated to train the PIC using ensemble PI-NNs model with
the same operating conditions and parameters employed in generating training data for
FFNN. The available training data are then rearranged as the structure of Eq. (7.6) to train
the inverse model. The same procedure as FFNN development (see Sub-section 7.4.1) is
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followed to develop the PI-based inverse model. The ensemble NN models are then used
as a PIC.
7.5 Case Studies
The performance of the proposed method is tested to control the PS polymerisation reactor
(see Fig. 3.1). The detailed description of this PSPR can be found in Chapter 3 and 6.
As the proposed method can be applied for any linear or nonlinear systems, the perfor-
mances of the proposed PIC are also tested for other two case studies. These include, a
nonlinear non-isothermal chemical reactor, namely continuous stirred tank reactor, CSTR
and a nonlinear numerical plant, NNPM.
The CSTR is a nonlinear non-isothermal chemical reactor as seen in Fig. 7.5 [157].
The reactions (A −→ B) are exothermic with time varying parameters including activation
energy and heat transfer coefﬁcient. A coolant system (coolant passed through the reactor)
is placed to the CSTR to maintain the reactor temperature. The mass and energy balances
of this reactor can be written as [157]:
dCA
dt
=
qf
V
(CAf − CA)− k0e
(
− Ea
R(Tcstr+460)
)
CA. (7.9)
dTcstr
dt
=
q
V
(Tf − Tcstr) + ΔH
ρcp
k0e
(
− Ea
R(Tcstr+460)
)
CA − UA
V ρcp
(Tcstr − Tc). (7.10)
According to [157], Eqs. (7.9) and (7.10) are nonlinear, and describe the dynamic
behaviour of this reactor. The control objective of this CSTR is to control the efﬂuent
concentration, CA by varying the coolant ﬂow rate q. The output variable CA is sensitive
to reactor temperature, and the reactor temperature can be maintained by coolant ﬂow rate.
Therefore, CA is the controlled variable and q is the manipulated variable for this CSTR.
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Figure 7.5: Non-isothermal continuous stirred tank reactor, CSTR.
The third case study is a nonlinear plant, and this plant can be deﬁned mathematically
as follows:
y(k + 1) =
y(k)
1 + y(k)2
+ u(k)3. (7.11)
here, y(k) is the controlled variable and u(k) is the manipulated variable. This plant is non-
linear in nature and previously used to examine the tracking performance of the different
type of controllers [158, 159].
7.5.1 Data Generation and Preparation
For case 1, the same date set generated for PS reactor by using hybrid model at Sub-section
3.5.2 in Chapter 3 are used in this control system. As described in Chapter 6, reactor
temperature, T is the controlled variable and heater power, Q is the manipulated variable
for PS reactor. Therefore, these two variables along with other effective variables are used
to train FFNN, PI-NN and PIC models. The input-output data structures for these three
different NN models are as follows:
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• {[T (t− 1), T (t− 2), T (t− 3), Q(t);T (t)]} for FFNN (see Fig. 3.4);
• {[T (t− 1), T (t− 2), T (t− 3), Q(t);TPIU(t), TPIL(t)]} for PI-NN; and
• {[T (t), T (t−1), T (t−2), TPIU(t), TPIU(t−1), TPIL(t), TPIL(t−1), Q(t−1), Q(t−
2)]; [Q(t)]} for PIC.
In case 2, the mathematical nonlinear model (see Eqs. (7.9) and (7.10)) for CSTR
is chosen as real process, and simulated to generate the training data. Table 7.1 shows
the operating conditions and reactor speciﬁcations used in simulation studies. The efﬂuent
concentration,CA proﬁle is generated by varying the coolant ﬂow rate, q for 4,000sec. Total
4,000 data samples (one sample for every sec) are collected for NN training. It is assumed
that the other inputs for CSTR (such as CAf , qf , Tf and Tcf ) are constant. In practice,
disturbances always exist in real plant. Disturbances are generated in the collected data
during simulation by step change of the effective operating variables, such as the coolant
inlet temperature, Tcf . White noise (variance= 1) is also added in the CA to simulate the
unknown and unmeasured disturbances of the process.
The raw data [CA, qf ] are then rearranged according to the inputoutput structure of the
FFNN and PI-NN models as seen in Fig. 7.6. Note that the PIs for CA, (CAPIs) are not
available at this stage to develop PI-based inverse model. However, CAPIs will be available
after developing the PI-NN model. Fig. 7.6 also depicts the input-output data structure for
PIC.
For the third case study, NNPM deﬁned in Eq. (7.11) is used as real plant to generate
the training data for FFNN, PI-NN and PIC. The data are generated by using the following
setpoint:
yset = 2.5 sin
(
10πk
N
)
+ 2.5 sin
(
4πk
N
)
. (7.12)
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Table 7.1: Operating condition and parameters for CSTR
Parameters Values Units
Feed ﬂow rate, qf 100.00 l/min
Coolant ﬂow rate, qcf 103.41 l/min
Feed concentration, CAf 1.00 mol/l
Efﬂuent concentration, CA 8.36× 10−2 mol/l
Feed temperature, Tf 350.00 K
Efﬂuent temperature, Tcstr 440.20 K
Coolant inlet temperature, Tcf 350.00 K
Density for feed and collant, ρ and ρc 1000 g/l
Reactor volume, V 100.00 l
Heat transfer coefﬁcient, hA 7.00× 105 cal/min.K
Reaction rate constant, k0 7.20× 1010 1/min
Heat capacity for feed and coolant, Cp and Cpc 1.00 cal/g.K
Activation energy/gas constant, E/R 9.95× 103 K
Heat of reaction, −ΔH 2.00× 105 cal/mol
whereN is the total number of sampling time and k is the sampling time. The output range
of the model for yset is between −5 and 5. According to [158], the range of this set point
will cover the nonlinear region of the plant. White noise (variance= 1) is added in the plant
output as unknown and unmeasured disturbances.
The model, Eq. (7.11) is simulated for 5,000sec where the sampling time is 1sec.
Therefore total 5,000 raw data are collected to train the NN models. The raw data are then
rearranged as the below structures:
• {[y(t− 1), y(t− 2), u(t), u(t− 1)]; [y(t)]} for FFNN;
• {[y(t− 1), y(t− 2), u(t), u(t− 1)]; [yPIU(t), yPIL(t)]} for PI-NN; and
• {[y(t), y(t− 1), y(t− 2), yPIU(t), yPIU(t− 1), yPIL(t), yPIL(t− 1), u(t− 1), u(t−
2)]; [u(t)]} for PIC.
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Figure 7.6: Input-output structure for FFNN, PI-NN and PIC.
The past or lagged values for NN training are determined using partial correlation anal-
ysis for both case studies. All data are then rescaled for a range of [−1, 1] and split ran-
domly for training, validation and testing. 60%, 20% and 20% of total samples are used for
Dtrain, Dvald and Dtest, respectively for all case studies.
7.6 Results and Discussion
Three different NNs, including FFNN, PI-NN and PI-based inverse NN are developed for
the proposed PIC system. One hidden layer and different number of hidden neurons are
used for developing these NNs. Here, n for Nu is set to 20. This means that total 10
(Ntotal = n/2 = 10) NNs are developed with different hidden neuron sizes (2 : 2 : 20) for
each class of NNs (FFNN, PI-NN and PIC). Nbest is set to 5. This means that best 5 NN
models are selected as NN ensemble members for all cases of NNs. The results for each
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class of NNs and proposed PIC system are presented in this section.
7.6.1 Prediction Performance of FFNN Model
As described in the previous Section 7.5, four inputs are used against one output to train
the FFNN for case 1 and 3, where four inputs are used against one output for case 2. The
MSE is employed to train the NN and evaluate the performance of FFNN models.
Fig. 7.7 shows the prediction performance of FFNN models for PSPR, CSTR and
NNPM. The ﬁgure shows MSE values for all FFNN models with corresponding their neu-
ron size. The MSE values are less than 10−6 for ten out of ten cases for PS reactor and
NNPM, and the MSE are less than 10−5 for eight cases out of ten for CSTR. This means
that the generalization power of FFNN is high to capture the dynamic behaviour of PSPR,
CSTR and NNPM with different neuron sizes. However, the best 5 FFNN models are se-
lected as ensemble members and use simple averaging mechanism to combine the forecasts
from individual NNs as described in Chapter 5. As seen in Fig. 7.7, FFNN with [2 14 16
18 20], [12 14 16 18 20] and [10 14 16 18 20] neuron sizes produce better prediction than
other FFNNs for PSPR, CSTR and NNPM, respectively. These FFNN models are selected
as ensemble members and used in the proposed control system.
7.6.2 Prediction Performance of PI-NN Model
All LUBE PI-NN models are developed for 90% (α = 0.90) CL. The parameters used in
the LUBE method are shown in Table 7.2. The selection procedure of the LUBE parameters
to develop NNs for constructing quality PIs is already presented in Chapter 4, and most of
the LUBE parameters in Table 7.2 are taken from the Chapter 4. 10 PI-NN models are also
developed in this case for different number of hidden neurons. The hyperparameter η is set
to 50 to scale up the penalty if the PICP is less than nominal CL (90%).
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Figure 7.7: Prediction performance of FFNN models for different
neuron size in hidden layer.
SA optimization technique is used to minimise the CWC for optimizing the parame-
ters of PI-NN model. SA optimization parameter, coolant temperature, TSA is set to 5 to
allow uphill movements in the early iteration. The cooling temperature is updated for each
iteration during optimization according the Eq. (4.5).
The cost function, CWC is also used for evaluating the prediction performance of
NN. As CWC covers both key quality features (such as PICP and PI width) of PIs, it can
directly indicate the quality of the constructed PIs. PIs with low CWC demonstrated better
quality of PIs in terms calibration (PICP ) and sharpness (widths). The CWC values (for
Dtest data set) of the developed PI-NNs with different hidden neurons are shown in Fig. 7.8
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Table 7.2: Parameters to train the PI-NN model
Parameters Values
Training data (Dtrain) 60% of total data
Validation data (Dvald) 20% of total data
Training data (Dtest) 20% of total data
Ntotal 10
η 50
ϕ 0.90
TSA0 5
Number of hidden layer 1
Number of neurons 2:2:20
Geometric cooling factor 0.90
for both case studies. The variation of CWC values indicated that the performance of PI-
NN is sensitive to hidden neuron size. As seen in Fig. 7.8, PI-NN model with 8,14,16,18
and 20 hidden neurons produce better quality of PIs among others for PSPR, and these
PI-NNs are used for NN ensemble procedure. Later, this ensemble NNs is used in control
study. Similarly, 5 best NNs (with neuron sizes: [10 12 14 18 20] are selected for CSTR.
In case 3, PI-NN with 6,8,10,16,20 hidden neurons produced almost the same results and
these NNs are selected for further study.
The performance of the PI-NNmodel is also evaluated in terms of PICP . It is desirable
that the PICP should be equal or higher than the nominal CL, 90%. Fig. 7.9 depicts the
PICP values for all individual PI-NN models for different hidden neurons. The ﬁgure
demonstrated that the PICP values for all PI-NN models are higher or near to nominal
CL, 90% for all case studies. This means that all PI-NN models are acceptable in terms of
PICP . In case 1, though PI-NN model with 8,14,16,18 and 20 hidden neurons are selected
for PIC system, PI-NN models with 2,4,6 and 10 hidden neurons covered more targets than
selected PI-NNs. However, the CWC for those selected PI-NNs are lower than all other
PI-NN models as seen in Fig. 7.8. A high PICP with a large CWC value indicates that
PIs are too wide, and they do not carry much information about the target values and their
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Figure 7.8: Prediction performance of PI-NN models in terms of
CWC.
ﬂuctuations. The same story is also observed for CSTR and NNPM as seen in Fig. 7.8.
7.6.3 Prediction Performance of PI-based NN Inverse Model
PIs are constructed in this stage for training of the PI-based inverse model, PIC. The ensem-
ble PI-NNs model developed in the previous section is added in parallel to their correspond-
ing mathematical model for all case studies. The combined models are then simulated with
the same operating conditions as previous (generated the data for FFNN) to generate the
training data for PIC. The data are then pre-processed, split and structured as described in
Section 7.4. Fig. 7.10 shows the prediction performance of PI-based NN inverse model. As
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Figure 7.9: Prediction performance of PI-NN models in terms of
PICP .
described before, MSE is used as a performance index of NN. As MSEs are low and less
than 8.06×10−7, 6.6×10−7 and 1.36×10−7 for PSPR, CSTR and NNPM, respectively for
all of their PICs as seen in Fig. 7.10, it is concluded that the ﬁtting of NN is good whatever
the neuron sizes. However, PIC with [2 12 14 18 and 20], [8 10 14 18 and 20] and [8 12
16 18 and 20] hidden neurons are selected as ﬁnal PIC controllers for PSPR, CSTR and
NNPM, respectively as they produce better results than others.
Traditional NN inverse model (NN controller) is also developed for comparison of the
performance of the proposed controller for all case studies. The same data used in PIC
training except PIs are considered for training of the NN controller (NNC). The input-
output data structure of NNC for PSPR, CSTR and NNPM are [T (t), T (t − 1), T (t −
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Figure 7.10: Prediction performance of PI-based NN inverse models
(PIC).
2), Q(t− 1), Q(t− 2)]; [Q(t)], [CA(t), CA(t− 1), CA(t− 2), q(t− 1), q(t− 2); q(t)], and
[y(t), y(t − 1), y(t − 2), u(t − 1), u(t − 2); u(t)], respectively. The ﬁtting performance of
NN controllers is shown in Fig. 7.11. The best 5 NNs are selected for PIC system for all
case studies.
7.6.4 Proposed Controller Performance
The performance of the proposed PIC controller is examined for different setpoint tracking,
such as constant and step changes. The performance of PIC is also compared with the
traditional NN controller, NNC.
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Figure 7.11: Prediction performance of traditional NN inverse models
(NNC).
First of all, the proposed controller is simulated with constant setpoint. For PSPR, reac-
tor temperature, T is set to 364K as setpoint. CA is set to 0.084mol/l as setpoint for CSTR
and y is set to 4 as setpoint for NNPM. Fig. 7.12-7.14 shows the tracking performance of
NNC and PIC for constant setpoint for PSPR, CSTR and NNPM, respectively. According
to Fig. 7.12-7.14, the tracking performances of both controllers are good, however, the PIC
tracking is better than NNC in terms of settling time ﬂuctuation and overshoot. In case
1, the ﬂuctuation can be observed for NNC where the is no ﬂuctuation for PIC tracking.
In case 2, the settling time for NNC (342sec) is higher than PIC (235sec). Oscillation or
overshoot is also observed for NNC, however, PIC is tracking the setpoint without any
overshoot.
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Figure 7.12: Constant setpoint tracking using PIC and NNC for PSPR.
For NNPM, the PIC tracking is also better than the NNC in terms of overshoot, ﬂuctu-
ation and settling time. Huge overshoot can be observed for NNC at the initial stage of the
experiment where there is no overshoot and ﬂuctuation for PIC. The settling time for PIC
is only 199sec where NNC takes more than 440sec.
The performance of PIC also compared with NNC in terms of IAE and ISE. IAE and
ISE are usually used as the performance criterions of the controller [26, 160]. For PSPR
system, the IAE and ISE values of PIC tracking (IAE=39.83 and ISE=1.73) are lower than
NNC (IAE=209.10 and ISE=25.64) control system. In case 2, the IAE values are 10.98
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Figure 7.13: Constant setpoint tracking using PIC and NNC for CSTR.
and 9.73 and ISE values are 0.69 and 0.60 for NNC and PIC, respectively. In case 3, the
IAE values are 382 and 297, and ISE values are 943 and 803 for NNC and PIC, respectively.
The above ﬁgures of IAE and ISE shows that PCI tracking is better than NNC.
As described in Chapter 6, the PSPR usually operate with a optimum temperature pro-
ﬁles since the polymer quality directly depends on reactor temperature. The performance
of the proposed PIC controller is also tested for optimum setpoint (see Section 6.2 in Chap-
ter 6) for PSPR. Fig. 7.15 shows the optimum setpoint tracking for PSPR using NNC and
PIC. As seen in Fig. 7.15, the tracking performance of the both controllers is quite good,
however, little ﬂuctuations are observed for NNC than PIC. In this case, the tracking per-
formance can be improved by 80.80% and 96.00% in terms of IAE and ISE, respectively
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Figure 7.14: Constant setpoint tracking using PIC and NNC for NNPM.
as seen in Table 7.3.
The robustness and stability of the proposed PIC controller are also tested with respect
to step changes of setpoint (upward and backward). Figs. 7.16-7.18 shows the tracking
performance of PIC as well as NNC controller for step changes of setpoint. These ﬁgures
clearly demonstrated that the PIC tracking outforms that of NNC in terms of settling time
and ﬂuctuation/oscillation and overshoot for every step changes for all case studies. In
case 1, the response of both controllers are quite good in terms of settling time for every
step change, however, little oscillations can be seen for NNC tracking throughout the ex-
periment. The settling time for PIC is less than half of the settling time for NNC for both
CSTR and NNPM. Table 7.3 shows the IAE and ISE values for PIC and NNC tracking with
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Figure 7.15: Optimum setpoint tracking using PIC and NNC for PSPR.
step changes. As seen in Table 7.3, In case 2, the controller performance can be improved
by 25.00% and 19.00% in terms of IAE and ISE, respectively using the proposed PIC con-
troller over the traditional NN controller. In case 3, 17.60% and 22.30% improvements of
the controller performance can be observed in terms of IAE and ISE, respectively.
There are no improvements for case 1, this is because the settling times for every step
changes are higher for PIC than NNC. However, the settling times (less than 120sec) for
PIC tracking are also acceptable since PSPR is a slow process. Moreover, as mentioned
in Section 6.2 in Chapter 6, the PSPR system usually operate with optimum setpoint. As
seen in Fig. 7.15 and Table 7.3, the performance of PIC is better than the traditional NNC
for constant and optimum setpoint tracking. Therefore, it is concluded that the overall PIC
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Figure 7.16: Setpoint tracking with step changes using PIC and NNC
for PSPR.
performance is superior over that traditional NNC.
It is well known that real process always encounters with process uncertainties and
disturbances [26]. Therefore, the robustness of the PIC is examined in the presence of
disturbances for PSPR and CSTR. Disturbances are made by step changes of effective
operating parameters for PSPR and CSTR.
For PSPR, the ﬁrst disturbance is introduced at 2,500sec by increasing the coolant ﬂow
rate from 60 to 100ml/s, and second step disturbance is introduced at time 4,500sec by
increasing the inlet jacket temperature from 303 to 323K (see Subsection 6.4.2 for more
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Figure 7.17: Setpoint tracking with step changes using PIC and NNC
for CSTR.
details) in the same experimental run. The optimum setpoint tracking in the presence of
disturbances is depicted in Fig. 7.19. The tracking performance of NNC and PIC is con-
siderably good in this case as well. There is no overshoot or offset in the setpoint tracking
when disturbances are made. However, the PIC tracking is better than that of NNC in terms
of IAE and ISE as seen in Table 7.3. The proposed method can improves the tracking per-
formance by 68.86% and 91.30% in terms of IAE and ISE, respectively than traditional
NNC.
For CSTR, the step changes are made at 1,500sec (−change) and 2,500sec (+ change)
by changing the coolant inlet temperature (Tcf ). In this particular case, NNC is unable
to track the setpoint when ﬁrst disturbance is made as shown in Fig. 7.20. A signiﬁcant
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Figure 7.18: Setpoint tracking with step changes using PIC and NNC
for NNPM.
overshoot and offset can be observed for NNC. In contrast to NNC, the PIC tracking is
smooth (without offset) and the PIC is able to track back in setpoint within few seconds.
Table 7.3 also shows the IAE and ISE values for PIC and NNC. Again, 32% and 17%
Improvements can be achieved by proposed controller over the NNC in terms of IAE and
ISE, respectively.
As described in Chapter 6, the performance of the NN-MPC is superior over the other
nonlinear controllers, such as FLC and GMC to control the PSPR system. In this section,
the performance of the PIC is compared with the nonlinear NN-MPC controller that de-
veloped in Sub-section 6.3.1. Firstly, both controllers are simulated for optimum setpoint
tracking. This time, white noises (variance = 1) are added as unknown disturbances in
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Figure 7.19: Optimum setpoint tracking in the presence of disturbances
using PIC and NNC for PSPR.
the process to check the stability of both controllers. Fig. 7.21 depicts the tracking per-
formance of PIC and NN-MPC for optimum setpoint with unknown disturbances. In this
case, both controllers performance are good and acceptable to track the setpoint. At initial
stage of batch run, it is observed that the settling time for NN-MPC is higher than the PIC.
However, considerable overshoot and oscillations can seen for PIC than NN-MPC. Little
oscillations are observed for both controllers. These oscillation are also acceptable since
white noises added in the process.
The stability and robustness of the both controllers are also compared in the presence
of known disturbances. The disturbances are made by step changing the effective operating
variables. The same procedure as described in Sub-section 6.4.2 is followed in this case
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Figure 7.20: Constant setpoint tracking in the presence of disturbances
using PIC and NNC for CSTR.
as well to make the disturbances in the process. Fig. 7.22 shows the tracking performance
of PIC and NN-MPC in the presence of disturbances. The settling time for NN-MPC is
higher than PIC in this case as well. For PIC tracking, little oscillations are observed when
ﬁrst disturbance is made, however, considerable oscillations can be seen after second dis-
turbance. For NN-MPC, the tracking proﬁle slightly fell down than the setpoint, and little
offset is observed when ﬁrst disturbance (at 2,500sec) is made. When second disturbance
(at time 4,500sec) is made, the NN-MPC tracking slightly goes up than the setpoint, and
quickly come back to the setpoint. The overall performance of both controllers are good,
however, the NN-MPC tracking is better than the PIC in terms of oscillations/ﬂuctuations.
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Table 7.3: Tracking performances of NNC and PIC in terms of IAE and ISE
Cases Type of setpoint Controllers IAE ISE
Improvement (%)
Based on IAE Based on ISE
Case 1
Optimum NNC 226.00 8.64 80.80 96.00
PIC 43.34 0.34
Step changes NNC 555.40 2199.00 − −
PIC 666.80 4129.00
Optimum with disturbances NNC 349.70 16.54 68.86 91.30
PIC 108.90 1.43
Case 2
Step changes NNC 15.72 0.77 25.00 19.00
PIC 11.77 0.62
Constant with disturbances NNC 15.40 0.72 32.00 17.00
PIC 10.42 0.60
Case 3 Step changes NNC 1204.00 4196.00 17.60 22.30
PIC 992.70 3260.00
On the other hand, PIC is better than NN-MPC in terms of settling times and offsets.
Finally, the performance of PIC and NN-MPC are compared in terms of controller’s
performance criterions such as IAE and ISE. As seen in Table 7.4, the performance of both
controllers are almost same based on IAE. However, the IAE and ISE are slightly higher
for PIC than NN-MPC for both setpoint tracking. This is because MPC is more robust
than NN-based controller. PIC is an extended version of NN-based controller. Therefore,
it is acceptable that NN-MPC performance should be better than PIC. Moreover, this study
dealing with possible application of PIs in control system to improve the controller per-
formance. In that sense, PIs improved controller’s performance as PIC tracking is better
than the traditional NNC. However, the use of PIs in MPC control system can improve the
tracking performance of MPC, and this will be the next phase of this study.
By evaluating above results, it is concluded that PI-based controller performance is
better than traditional NN controller, PIC also produced similar results as more advanced
NN-MPC controller. This means that PIs signiﬁcantly improved the tracking performance
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of the controller.
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Figure 7.21: Optimum setpoint tracking using PIC and NN-MPC for
PSPR.
Table 7.4: Tracking performances of NN-MPC and PIC in terms of IAE and ISE
Type of setpoint Controllers IAE ISE
Optimum NN-MPC 998.60 172.20
PIC 1033.00 258.20
Optimum with disturbances NN-MPC 1095.00 192.20
PIC 1124.00 284.80
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Figure 7.22: Optimum setpoint tracking in the presence of disturbances
using PIC and NN-MPC for PSPR.
7.7 Conclusion
To date, most of the control systems deals with the point forecast. However, prediction
interval bears more information than point forecast. In this chapter, PIs are artiﬁcially
integrated in control system to improve the controller’s performance. A PI-based controller
is proposed in this study. Neural network-based inverse model is used to develop the PIC
within IMC structure. In the IMC structure, PI-NN model is added in parallel to the PIC
controller, and PIs from the PI-NN are fed to the PIC. The PIC (PI-based NN inverse
model) predicts more accurate control signal that lead to get the desired plant output. In
the proposed control system, three NNs are developed for the PIC control system, these
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include FFNN, PI-NN and PI-based NN inverse models. LUBE method is used to develop
PI-NN model to construct the quality PIs. Different hidden neurons are used for all types
of NN model to diversify the structure of NN. A traditional NNC within IMC structure is
also developed to compare the results with the proposed PIC.
Two nonlinear chemical reactor, namely PSPR and CSTR, and NNPM are used to ex-
amine the performance of the proposed controller. Different setpoints are employed to test
the tracking behaviour and disturbance rejections of the PIC. Simulation studies demon-
strated that the proposed PIC controller performance is better than traditional NNC. In
future, the PIs can be utilized in the optimization method of the nonlinear advanced con-
trollers to improve the control signal.
Chapter 8
Conclusion and Future Directions
8.1 Conclusion
This thesis outlines the steps towards a systematic control scheme to provide a safe, quality-
assured and economical operation of nonlinear chemical reactors.
The objectives of this thesis as outlined in Chapter 1 have been pursued successfully. A
list of works done in this dissertation is given below:
1. Implemented traditional mathematical model as well as hybrid model for batch PS
polymerisation reactor system that reproduce the nonlinear behaviour of the system;
2. Developed several traditional NN models with and without considering disturbances
for chemical reactors;
3. Implemented a new modelling technique, namely PI-based NN models to quantify
the uncertainties and disturbances present in real process using LUBE method for
PSPR system;
4. Extended LUBE method utilizing weighted averaging forecasts aggregation mecha-
nism to improve the quality of the PIs;
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5. Designed and implemented some nonlinear control algorithms (e.g. MPC, GMC and
FLC) to control the PS reactor temperature;
6. Proposed and developed PI-based controller, PIC for nonlinear chemical processes;
and
7. Investigated the performance of the proposed PIC over traditional NN controllers as
well as nonlinear advanced MPC controller for chemical reactors.
The above research works are summarized in more details as below:
A background of chemical reactor, especially batch polymerisation reactor, and a crit-
ical review on the ﬁeld of polymerisation reactor modelling and control are presented in
Chapter 1. This critical review highlights the problems encountered in modelling and con-
trol of batch polymerisation reactors. In Chapter 2, detailed literature review is presented
including recent development of modelling and control system for this PSPR reactor.
Chapter 3 implemented the traditional mathematical modelling technique for PSPR sys-
tem, also utilised a recently developed hybrid model for this system. This hybrid model is
used to generate the training data for data-based modelling and control studies. This model
is also used in later parts of this study to design and simulate the controllers.
Another modelling technique, such as data-driven modelling (especially NN-based model)
provide a powerful framework to describe the dynamic behaviour of chemical reactors. In
contrast with two modelling techniques mentioned above, this method does not required
any assumptions related to process. Moreover, these type of models can be easily utilized in
control system. Therefore, several NN models are also developed in this chapter for PSPR
system, and the performances of NNs are evaluated to capture the dynamic behaviour of
this reactor. The NNs are developed for the following two cases:
• without considering the disturbances (as ideal process); and
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• with considering the disturbances (as real process).
Simulation study revealed that the NN prediction is excellent (MAPE<2.5%) with ideal
data of PS reactor to capture the dynamic behaviour of this reactor. However, obtaining
more than 20% of MAPE values indicated the poor prediction performance of NNs in the
presence of disturbances. These results are not acceptable theoretically and practically for
PSPR. Therefore, a new modelling technique is proposed in Chapter 4 to model the PSPR
system.
In Chapter 4, a new modelling technique, namely PI-based NN modelling is introduced
for chemical reactor to overcome the limitations of traditional NNs that are described in
Chapter 3. According to literature, this method is more appropriate to quantify the uncer-
tainties and disturbances presence in the real process. LUBE method used to develop the
PI-NN model is presented in this chapter. This chapter also described the PI-based cost
function, namely CWC for LUBE method to optimize the PI-NN parameters. In contrast to
traditional error-based cost function, CWC not only increases the PIs coverage probability,
but also decreases the PI width to ensure quality PIs. SA optimization algorithm is used to
optimize the NN parameters through minimising the CWC. Finally, this chapter evaluated
the performance of the PI-NN model in terms of CWC and the quality of PIs (PICP and
width of PIs) for PSPR system. Simulation study depicted that the PI-NN model effectively
captured the dynamic behaviour of the PSPR in the presence of disturbances.
The concept of forecast aggregation is extended to the ﬁeld of PI construction in Chap-
ter 5. This is done with the purpose of enhancing the quality of PIs constructed using
individual NNs in the LUBE method. The arithmetic mean and weighted averaging mech-
anism are applied as the aggregation tool for developing combined PIs. Firstly, several
NNs for the polymerisation reactor are developed using the LUBE method to construct PIs
for 90% CL. Then, NNs are ranked and short-listed based on the quality of PIs constructed
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for the validation set. The short-listed NNs are used in PIs aggregation method. Two opti-
mization algorithms, SA and GA have been used to optimize the weights by minimising a
PI-based cost function, CWC in weighted averaging mechanism. In this chapter, three case
studies are employed to examine the performance of the proposed NNs ensemble method.
These include, PSPR system, a nonlinear time delay Mackey-Glass equation and a nonlin-
ear numerical plant. Finally, the performance of the proposed method for generating quality
aggregated PIs is compared with the performance of individual NNs for construction of PIs.
Simulation studies demonstrated that average PIs quality can be improved by 22%, 18%
and 78% for the ﬁrst, second, and third case studies, respectively based on CWC over the
individual short-listed NNs. The quality PIs constructed using this proposed aggregation
method are used to develop PI-based controller in Chapter 7.
Before developing the PI-based controller, three nonlinear advanced controllers have
been designed and implemented for PSPR system. The advanced controllers are NN-MPC,
GMC and FLC. Chapter 6 described the development procedure of these three controllers.
It is notable that the performance of these controllers are tested experimentally for a lab
scale PSPR system that is located at the Department of Chemical Engineering, University of
Malaya, Malaysia. The performance of the controllers are examined for optimum setpoint
tracking with presence of different types of disturbances. The performance criterions IAE
and ISE are used to evaluate the performance of these controllers. Experimental results
showed that the performance of the NN-MPC is superior over the GMC and FLC in terms
of settling time, overshoot, ﬂuctuation as well as IAE and ISE (see Table 6.4 and 6.5). Table
8.1 shows the setpoint tracking improvement of the controller in terms of IAE and ISE by
using NN-MPC over GMC and FLC. For optimum setpoint tracking, The NN-MPC can
improve the tracking performance by 14.93% and 22.72% (in terms of IAE), 2.35% and
42.68% (in terms of ISE) over the FLC and GMC. The performance of the NN-MPC is also
superior for setpoint tracking in the presence of disturbances as seen in Table 8.1. However,
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considerable oscillations and high settling times are observed in setpoint tracking for all of
these three controllers. Moreover, considerable overshoots can be seen when disturbances
are introduced for all controllers. Therefore, further improvement of these controllers or
alternative advanced nonlinear controllers are needed to control this PSPR system.
In Chapter 7, a PI-based controller is proposed to control the nonlinear processes. PI-
based NN inverse model within IMC is used as PIC. Initially, PI-based NN models, PI-NNs
that described in Chapter 4 are developed via ofﬂine training to construct the PIs for every
sample instance. Then, ensemble the developed NNs by using the PIs aggregation method
proposed in Chapter 5. The ensemble PI-NNs model is used as an online estimator for PIs.
For a particular sampling time, the constructed PI is fed to the PIC (NN inverse model).
The PIC then predicts the plant input (controlled signal) based on the current PI along
with other traditional inputs for NN inverse model. The performance of the proposed PIC
is examined for PSPR system. As this proposed controller can be applied for any system,
Chapter 7 also included twomore case studies to evaluate the performance of this controller.
These include another chemical reactor, CSTR and a nonlinear numerical plant, NNPM.
Finally, the performance of the PIC is compared with the traditional NN-based controller,
NNC. Through simulation studies, it can be concluded that the tracking performance of the
proposed PIC is better than that traditional nonlinear NNC. For PSPR system, the PIC can
improves the tracking performance by 68.86% and 91.30% in the presence of disturbances
in terms of IAE and ISE, respectively. These improvements clearly demonstrated that the
use of PIs in control system signiﬁcantly improved the controller’s performance.
Finally, the performance of proposed PIC is compared with NN-MPC that is developed
in Chapter 6. Simulation study demonstrated that the PIC tracking performance is almost
same as the NN-MPC. However, NN-MPC tracking is slightly better than the proposed
PIC in terms of IAE and ISE. According to literature, NN-MPC is more robust than NN-
based controller and PIC is the extended version of NN-based controller. Therefore, it is
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acceptable that NN-MPC performance should be better than PIC. As described in Chapter
1, this work analysed possible application of PIs in control system. In that sense, PIs
signiﬁcantly improved the controller performance as PIC performance is superior than that
traditional NNC.
Table 8.1: Advanced nonlinear controller’s performance for PSPR system with and without
disturbances
Case Controller
Performance Improved by
NN-MPC
IAE ISE IAE(%) ISE(%)
Optimum tracking without dis-
turbance
NN-MPC 2,513 2,036 −− −−
FLC 2,954 2,085 14.93 2.35
GMC 3,252 3552 22.72 42.68
Optimal tracking with distur-
bances
NN-MPC 3,369 2,647 −− −−
FLC 4,634 4,028 27.30 34.29
GMC 3,846 3,232 12.40 18.10
8.2 Future Directions
This research study developed PI-based model as well as PI-based controller for nonlinear
chemical processes. This section highlights the direction to gain further improvements of
the PI-based model and PI-based controller.
8.2.1 PI-based Model
As described in Chapter 4, LUBE method is the best among all other methods to develop
PI-based NN. In this method, Khosravi et al. [50] introduced a PI-based cost function as
seen in Eq. (4.3) to optimize the NN parameters. However, in a recent study, Khosravi and
Nahavandi [161] mentioned that multiplication of two terms in the right-hand side of Eq.
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(4.3) may lead to generate zero-width PIs, and they modiﬁed the Eq. (4.3) as follows
CWC = PINAW + γ(PICP )e−η(PICP−ϕ). (8.1)
The Eqs. (4.3) and (8.1) are identical except that multiplication is replaced with ad-
dition. It seems that the modiﬁcation of CWC is simple, however, the authors claimed
that this new CWC eliminate the problem of zero-with intervals. In the future work, this
new CWC, deﬁned in Eq. (8.1) can be used as cost function in LUBE method to develop
PI-based NN model for chemical processes.
Another problem with this cost function is this CWC does not includes the penalty
term associated with negative intervals (if the lower bound, Lj is greater than the upper
bound, Uj). Theoretically, Lj is always lower than Uj . However, extra effort of optimiza-
tion algorithm to minimise the CWC may lead to results Lj > Uj . Therefore, further
modiﬁcation is needed to this cost function to improve the quality of PI-based model.
In this work, SA optimization algorithm is used to optimize the NN parameters. There
are many other recent optimization methods available in literature. These include,
• Dolphin Echolocation Optimization;
• ray optimization;
• particle swarm optimization;
• hybrid butterﬂy-particle swarm optimization;
• ant colony optimization and many more.
It is known that the performance of the optimization algorithms is case sensitive. These
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means that one algorithm produces better results among others for a particular case, how-
ever, it produces worst results in another case. Therefore, some of these optimization algo-
rithms can be used in LUBE method to check their efﬁciency to minimise the CWC. It is
expected that the performance of the PI-NN model might be increased in this way.
8.2.2 Applications of PIs
The PIs bear extra information such as prediction accuracy and more appropriate to quan-
tify the uncertainties and disturbances than point forecast as described in Chapter 2. How-
ever, the question is how the extra information supplied by PIs can be utilized in other
systems, such as decision making as well as control applications.
Risk Analysis
For decision making purpose, the PIs can be used in risk factor analysis. Most of the
chemical systems have upper and lower limits of the operating variables. At, time, t the
constructed PI can be compared with the upper and lower limits of the system’s variables,
and system engineers can make decision in advanced based on analysis of PIs. However,
this will be a challenging research ﬁeld as there is no literature how to compare the PIs with
the system’s operating limits.
PIs in Control Applications
As described in Chapter 2, the upper bound, y(t) lower bound, y(t) and interval, y(t)−y(t)
can be used in control system as follows:
1. Can be used directly in artiﬁcial intelligent-based controllers;
2. Can be used in advanced nonlinear controllers; and
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3. Can be used in fuzzy logic controller.
In the present work, a PI-based NN controller was developed within IMC structure.
Simulation study demonstrated that the PIs signiﬁcantly improved the performance of PIs.
However, in PIC, the inverse NNs are trained using traditional Levenberg–Marquardt opti-
mization algorithm to minimise the error-based cost function. The use of latest optimization
algorithms mentioned in Section 8.2.1 will be improved the performance of PIC. Moreover,
the proposed PIC can be implemented online to optimally control of polymerization reac-
tor. The procedure for real time implementation of PI-based controller is same as NN-MPC
that described in Chapter 6. It will be a future work to implement the proposed PIC in real
time.
The PIs can also be used in optimization algorithm of nonlinear advanced controllers.
To date, all advanced controllers dealing with point-based forecast to optimize controller’s
signal. Therefore, it will be also a new and challenging ﬁeld to integrate the PIs in optimi-
sation of control problems.
In ﬁnal suggestion, PIs can be used to develop the rules for fuzzy-based controller. The
fuzzy rules can be developed by using the following inputs:
1. y(t)− ysp(t);
2. y(t)− ysp(t);
3. y(t)− y(t);
4. y(t)− yplant(t); and
5. y(t)− yplant(t).
where ysp and yplant(t) are the plant setpoint and plant output (controlled variable). How-
ever, the question is how to develop the rules with these inputs for fuzzy system. It is
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expected that NN-based fuzzy interface system (ANFIS) solve this problem as NN can ar-
tiﬁcially develop fuzzy output models (based on cost function and fuzzy rules) for the fuzzy
system.
Last but not the least, PI-based model can be utilized in other nonlinear chemical pro-
cesses for the purpose of modelling and control where disturbances and uncertainty greatly
affects the process operation. It is believed that PI-based controller will dominate over the
nonlinear advanced controllers to control the nonlinear processes in near future.
Appendix A
Formulation of Optimum Temperature
Proﬁles for PS Reactor
The simpliﬁed algebraic and differential equations employed in optimization problems to
get the optimum temperature proﬁles for PSPR reactor as follows [28]:
The rate of initiation:
dI
dt
= −kdI. (A.1)
The rate of monomer decomposition:
dM
dt
= kp
(
2fkdI
kt
) 1
2
M = −k1I 12M. (A.2)
The rate of dead polymer disperses (zeroth moment):
dμ0
dt
= k4kdI. (A.3)
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where
kd = Ad exp
(
− Ed
RT
)
, (A.4)
k1 = kp
(
2fkd
kt
) 1
2
= A1 exp
(
E1
RT
)
, (A.5)
A1 =
(
2fkd
At
) 1
2
Ap, (A.6)
E1 =
2Ep + Ed − Et
2
, (A.7)
k4 = 2f
(
1− v
2
)
; v =
ktc
kt
, (A.8)
X =
M0 −M
M0
, and (A.9)
Xn =
M0 −M
μ0
. (A.10)
The objective of the optimization problem is to calculate the minimum time optimal
temperature policy to achieve a desired conversion (Xd) and the number average of chain
length, Xn for a given initial condition. According to the Hamiltonian principle, the fol-
lowing performance index needs to be minimised to achieve this goal [145, 162]:
min tf = max
(
−
∫ tf
0
dt
)
. (A.11)
In other form, the objective function can be expressed in terms of ﬁnal time and weighted
sum squares of difference of monomer concentration (M ) and zeroth moment (μ0) from
their respective desired values [145].
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J =
∫ tf
0
dt+ w1 [M(tf )−Md]2 + w2 [μ0(tf )− μod]2 . (A.12)
where w1 and w2 are the weighted function.
By applying the Hamiltonian maximum principle, Ponnuswamy et al. [145] deﬁned the
relation of the objective function for minimum time optimal temperature policy with the
Hamiltonian as follows:
H = −1 + p1dI
dt
+ p2
dM
dt
+ p3
dμ
dt
. (A.13)
or
H = −1− p1kdI − p2k1MI 12 + p3k4kdI. (A.14)
where p1, p2 and p3 are costate variables which satisfy the following equations.
dp1
dt
= −∂H
∂I
= p1kd + 0.5p2k1MI
− 1
2 − p3k4kd (A.15)
dp2
dt
= − ∂H
∂M
= p2k1I
1
2 (A.16)
dp3
dt
= −∂H
∂μ0
= 0. (A.17)
If T is unconstrained, the necessary conditions for optimality are written as
H = 0;
∂H
∂T
= 0;
∂2H
∂T 2
< 0. (A.18)
Hence, Eq. (A.14) can be written in form of:
(p3k4 − p1)kdI − p2k1MI 12 − 1 = 0. (A.19)
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Upon differentiation of H with respect to T , the Eq. (A.14) can be expressed in a new
form with the optimality condition as in the Eq. (A.18)
∂H
∂T
= −
(
p1EdKdI + p2E1k1MI
1
2 − p3k4EdKdI
RT 2
)
. (A.20)
Therefore, both Eqs. (A.19) and (A.20) can be solved simultaneously to obtain the
approximate optimal temperature:
T =
−E1
R
ln
(
Ed
A1p2MI0.5(E1−Ed)
) . (A.21)
Eq. (A.21) along with model equations, Eqs. (3.1)-(3.29) are used in the optimization
process. The details procedure for the optimization process can be found elsewhere [108,
162].
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