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Abstract
To date only very few bistatic measurements (airborne or in controlled laboratories) have
been reported. Therefore most of the current remote sensing methods are still focused on
monostatic (backscatter) measurements. These methods, based on theoretical, empirical or
semi-empirical models, enable the estimation of soil roughness and the soil humidity (dielectric
constant). For the bistatic case only theoretical methods have been developed and tested
with monostatic data. Hence, there still remains a vital need to gain of experience and
knowledge about bistatic methods and data. The main purpose of this thesis is to estimate
the soil moisture and the soil roughness by using full polarimetric bistatic measurements.
In the experimental part, bistatic X-band measurements, which have been recorded in the
Bistatic Measurement Facility (BMF) at the DLR Oberpfaffenhofen, Microwaves and Radar
Institute, will be presented. The bistatic measurement sets are composed of soils with different
statistical roughness and different moistures controlled by a TDR (Time Domain Reflectivity)
system. The BMF has been calibrated using the Isolated Antenna Calibration Technique
(IACT). The validation of the calibration was achieved by measuring the reflectivity of fresh
water. In the second part, bistatic surface scattering analyses of the calibrated data set were
discussed. Then, the specular algorithm was used to estimate the soil moisture of two surface
roughnesses (rough and smooth) has been reported. A new technique using the coherent
term of the Integral Equation Method (IEM) to estimate the soil roughness was presented.
Also, the sensitivity of phase and reflectivity with regard to moisture variation in the specular
direction was evaluated. Finally, the first results and validations of bistatic radar polarimetry
for the specular case of surface scattering have been introduced.
Keywords: Bistatic measurement facility, surface scattering, soil roughness, soil mois-
ture, specular algorithm, signal phase, bistatic polarimetry.
Kurzfassung
Aktuell sind nur sehr wenige Messungen mit bistatischem Radar durchgefu¨hrt worden, sei
es von flugzeuggetragenenen Systemen oder durch spezielle Aufbauten im Labor. Deshalb
basieren die meisten der bekannten Methoden zur Fernerkundung mit Radar auf monostatis-
chen Messungen der Ru¨ckstreuung des Radarsignals. Diese Methoden, die auf theoretis-
chen, empirischen oder halb-empirischen Modellen basieren, ermo¨glichen die Scha¨tzung der
Oberfla¨chenrauhigkeit und die Bodenfeuchtigkeit (Dielektrizita¨tskonstante). Im bistatischen
Fall wurden bisher nur theoretische Modelle entworfen, die mittels monostatischer Messungen
getestet wurden. Aus diesem Grund ist es von grosser Bedeutung, Erfahrung und Wissen
u¨ber die physikalischen Effekte in bistatischen Konfigurationen zu sammeln. Das Hauptziel
der vorliegenden Dissertation ist es, anhand vollpolarimetrischer, bistatischer Radarmessun-
gen die Oberfla¨chenrauhigkeit und Bodenfeuchtigkeit zu bestimmen. Im experimentellen Teil
der Arbeit werden die Ergebnisse bistatischer Messungen pra¨sentiert, die in der Bistatic Mea-
surement Facility (BMF) des DLR Oberpfaffenhofen aufgenommen wurden. Die Datensa¨tze
umfassen Messungen von Bo¨den unterschiedlicher statistischer Rauhigkeit und Feuchtigkeit,
die mittels eines Time Domain Reflectivity (TDR) Systems bestimmt werden. Zur Kalibration
des BMF wurde die Isolated Antenna Calibration Technique (IACT) verwendet und anhand
der Messung der Reflektivita¨t von Wasser verifiziert/u¨berprft.
Im zweiten Teil der vorliegenden Arbeit wird anhand der kalibrierten Daten eine Analyse
der Oberfla¨chenstreuung in bistatischer Konfigurationen vorgenommen. Im Anschluss daran
wird mittels des Specular Algorithm eine Scha¨tzung der Bodenfeuchte zweier Proben unter-
schiedlicher Rauhigkeit (rau und fein) durchgefu¨hrt. Ein neues Verfahren zur Scha¨tzung der
Oberfla¨chenrauhigkeit, das auf dem koha¨renten Term der Integral Equation Method (IEM)
basiert, wurde eingefu¨hrt. Daneben wird die Empfindlichkeit der Phase sowie der Reflektivita¨t
des vorwa¨rtsgestreuten Signals gegenu¨ber Vera¨nderungen der Bodenfeuchtigkeit analysiert.
Schlielich werden erste Ergebnisse und Validierungen bistatischer Radarpolarimetrie fu¨r den
Fall der Vorwa¨rtsstreuung pra¨sentiert.
Stichworte: Bistatic measurement facility, Oberfla¨chenstreuung, Bodenrauhigikeit, Bo-
denfeuchtikeit, specular algorithm, Signale phase, Bistatische Polarimetrie.
“Try to do what you say, then you will do what
you couldn’t imagine”
KAIS BEN KHADHRA
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Chapter 1
Introduction
To date, the radar remote sensing has becomed a very important and reliable
tool to accurately study the Earth and to monitor the natural changes due to
different reasons, both ecological or artificial. The radar is an active system,
which is largely independent of the weather conditions (clouds) and the time
of the day-(solar conditions). Indeed, the electromagnetic wave transmitted by
the radar system can easily penetrate different kind of clouds and rain except
under heavy precipitation conditions. Unlike the optical sensors, radar systems
transmit their own illumination and thus can work day and night. The wave
transmitted by the radar system can be controlled by different parameters, such
as the frequency, the gain, the polarization and the angle of incidence of the
principle beam. These parameters can be selected to choose the best configura-
tion for the different applications. Most of the radar systems specified for active
remote sensing use a set of fixed frequency bands: approx. 10, 6, 3, 2, and 0.5
GHz called X-, C-, S-, L- and P-band respectively. Another advantage of the
radar system is that the electromagnetic wave can penetrate the soil and reach
the subsurface information to an extent which is not feasible with optical fre-
quencies. The penetration depth depends on the wavelength, the soil moisture
the soil particle compositions, the wavelength and the polarization of the elec-
tromagnetic wave. Also, for vegetated area or forests, the electromagnetic wave
can reach the underlying soil and give information on its parameters. L-band is
a particularly useful band for this purpose.
By using the motion of the airborne or space borne radar system a virtual
aperture antenna larger than the real aperture antenna can be synthesized,[1],
[2]. This technique, which is called Synthetic Aperture Radar (SAR), is used to
improve the resolution of the radar image in azimuth direction (direction of the
aircraft or the spacecraft). The SAR systems provide high-spatial resolution
radar images with wide covered area. In the last 20 years, several measure-
ment campaigns using advanced air- and space-borne synthetic-aperture radar
(SAR) systems were achieved, some prominent examples of which are: ERS-1/2,
JERS-1, RADARSAT1/2, ESA- ENVISAT,[3], [4], [5]. These SAR systems are
coherent and provide radar images with different frequencies and polarizations.
By statically analyzing the collected data and using physics-based inversion al-
gorithms, different remote sensing tasks have been accomplished, such as sea
and ice monitoring, land classification, soil moisture assessment, surface rough-
ness estimation and forest/crop biomass evaluation, [6], [7], [8] . Also several
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advanced techniques were developed in the last two decades and applied to the
SAR data. These methods, such as interferometry,[9], [10], [11], SAR polarime-
try [12], [13], [14] and tomography [15], led to prominent results in the earth
remote sensing.
Up till now, the microwave remote sensing (air or space-borne) has been
almost exclusively focused on the monostatic geometry. Therefore, most of the
current remote sensing methods are still based on backscatter measurements.
Actually, for the bistatic case only theoretical methods have been developed and
tested with monostatic data. Very few bistatic measurements, with airborne
sensors or in controlled anechoic chambers have been reported. Hence, there
still remains a vital need to gain experience with and knowledge of bistatic
remote sensing methods.
Experimental measurements, indoor or outdoor, play a primordial role in
investigating new remote sensing methods and in validating surface and vol-
ume scattering models. Another purpose of experimental measurements is for
supporting conception studies of new remote sensing systems. Hence, a large
number of experimental investigations on the backscattering of electromagnetic
fields from rough surfaces have been conducted and reported in the last 50 years.
These investigations enabled, on the one hand, the improvement of the theo-
retical models to more accurately assess more exactly the roughness and the
humidity (via the dielectric constant) of soil and, on the other hand, to develop
of new empirical or semi-empirical models, such as the Oh-model, [16], or the
Dubois model, [17]. However, few controlled experimental measurements have
been performed for the forward scattering case or the bistatic case. Thus, the
different bistatic theoretical models developed so far have been tested and used
for the backscattering analysis. In addition to this, there is still a considerabl
lack of data aimed at the investigation of the bistatic active remote sensing and
its effectiveness in comparison to its monostatic counterpart.
What is done in bistatic experimental measurements:
The first experimental bistatic measurement was conducted in 1965 by Stephen
T. Cost [18] at Ohio State University. The experiment consisted of a series of
outdoor measurements with the transmitter and the receiver mounted on two
movable truck mounted booms. The targets were different kinds on natural ter-
rain. Only the scattering coefficient (no phase) was measured for a wide range
of incidence and departure angles. In 1967, the first airborne bistatic reflec-
tion of land and sea was performed by the Applied Electronics Laboratories,
Stanmore, Middlesex UK, [19], [20], [21]. One aircraft was transmitting a con-
tinuous wave (C.W.) in X-band and a receiver was mounted in a second aircraft.
Low-resolution images General pictures over a wide range were produced as re-
sults, and three sub-terrain classifications were distinguished: buildings, trees
and open grassland. Recently, other two bistatic indoor experimental measure-
ments of rough surfaces have been carried out. The first one was achieved by
Roger De Roo (Michigan University), [22], where different rough surfaces with
constant soil moisture have been measured at X-band and validated to different
surface scattering models. The second experiment, [23], which was done at the
experimental Microwave Signature Laboratory (EMSL), three different rough
surfaces with constant soil moisture were measured at different frequencies and
validated against different scattering models.
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Thus, we can conclude that:
• There is a lack of surface bistatic measurements with different soil mois-
tures,
• There are no experimental investigations to asses the soil parameters
(roughness and moisture) for the bistatic case,
• There are no validated models for bistatic scattering.
Therefore, addressing this need, the purpose of this work is to establish a
basis of bistatic radar remote sensing system for surface parameter measure-
ments. To validate this system well controlled bistatic measurements were con-
ducted in an anechoic chamber for different values of roughness and different
soil moistures. These measurements are then calibrated and compared to dif-
ferent scattering models. In a second stage, an investigation is made to assess
analytical and empirical method dedicated to the bistatic case. To conclude,
the estimated values of the most relevant soil parameters, namely roughness and
moisture, will be compared to the directly measured values.
In the following chapter 2, general background information about the elec-
tromagnetic wave scattering and the monostatic and bistatic geometries will be
introduced. Experimental bistatic measurements and their results are reported.
The Bistatic Measurement Facility (BMF), which was used in this PhD
work, will be described in chapter 3. The required modifications of the BMF
to fulfil the purposes of the investigations are explained and justified. Then,
the methods to control surface parameters (roughness and moisture) for the
experimental measurements are detailed.
In chapter 4, the system calibration is reported. The distortion model,
which models the possible errors present during the measurement with the BMF.
The different calibration techniques, which have were tested, are described.
The Isolated Antenna Calibration Technique (IACT) will be detailed and used
to calibrate the system. The validation of the calibration was achieved by
measuring the reflectivity of fresh water.
In the chapter 5, firstly the bistatic surface scattering analysis of the data set
measured and calibrated were discussed. Then, the specular algorithm is used
to estimate the soil moisture of two surface roughnesses (rough and smooth).
A new technique using the coherent term of the Integral Equation Method
(IEM) to estimate the soil roughness is presented. Also, the phase sensitivity
to the soil moisture in the specular direction is shown. Finally, the first results
and validations of bistatic radar polarimetry for the specular case of surface
scattering will be introduced.
Chapter 2
General background
information
2.1 Electromagnetic waves
2.1.1 Maxwell equations
Maxwell’s equations represent one of the most elegant and concise ways to state
the fundamentals of electromagnetism (i.e., the behavior of electric and magnetic
fields). They were first written down in complete form by James Clerk Maxwell
(Scottish mathematician and physicist), who added the so-called displacement
current term to the final equation (although steady-state forms were known
earlier). The Maxwell equations are represented in MKSA units as, [24], [25]:
~∇× ~E(~r, t) + ∂
∂t
~B(~r, t) = 0, (2.1)
~∇× ~H(~r, t)− ∂
∂t
~D(~r, t) = ~J(~r, t), (2.2)
~∇ · ~B(~r, t) = 0 , (2.3)
~∇ · ~D(~r, t) = % (~r, t), (2.4)
where ~E, ~B, ~H, ~D, ~J and % are real values depending of time t and spatial
location ~r, defined as follows:
• ~E is the electric field intensity vector in V/m,
• ~B is the magnetic flux density vector in Tesla,
• ~H is the magnetic field intensity vector in A/m,
• ~D is the current displacement vector in C/m2,
• ~J is the electric current density vector in A/m2 and
• % is the electric charge density in C/m3.
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The first equation is Faraday’s law of induction, the second is Ampere’s law as
amended by Maxwell to include the displacement current ∂D/∂t, the third and
the fourth are Gauss’ laws for the electric and magnetic fields.
2.1.2 Wave equations
One of the most useful results derivable from the Maxwell equations are the elec-
tromagnetic wave equations, which describe the displacement of electromagnetic
waves in one medium. To find the general form of the wave equations, the prop-
erties of the medium have to be considered. For homogeneous, isotropic, linear
media, we yield, [26]:
~B(~r, t) = µ0µr ~H(~r, t) , (2.5)
~D(~r, t) = 0r ~E(~r, t) , (2.6)
where µr is the relative permeability and r is the relative permittivity of the
medium (µ0 and 0 of the vacuum). In a homogeneous, isotropic medium µr,
and r are constant for a fixed frequency and scalar quantities.
Heinrich Rudolf Hertz (1857-1894) experimentally proved in 1887 the ex-
istence of the electromagnetic wave which could be predicted from Maxwell’s
equation. The general form of the wave motion equation is
∇2Ψ− 1
v2
∂2
∂t2
Ψ = ~g(~r, t) , (2.7)
where ψ is one of the field quantities, v the propagation velocity and ~g(~r, t) the
source of wave generation.
For a homogenous , isotropic and linear medium, the wave equation can be
derived from the Maxwell equation. Therefore the second spatial derivative of
the first Maxwell equation of (2.1) has to be calculated as:
∇× (∇× ~E(~r, t)) = −∇× ∂
∂t
( ~B(~r, t)). (2.8)
Using equations (2.2), (2.5) and (2.6) in the previous equation one gets:
∇× (∇× ~E(~r, t)) = −µ0µrσ ∂
∂t
( ~E(~r, t))− µ0µr0r ∂
2
∂t2
( ~E(~r, t)). (2.9)
If the charge density is constant in space (∇% = 0) and if we apply the vector
identity ∇× (∇× ~A) = ∇(∇ · ~A)−4 ~A, the standard equation of wave motion,
known also as the Helmholtz equation, can be obtained:
4 ~E(~r, t))− µ0µr0r ∂
2
∂t2
( ~E(~r, t)) = µ0µr
∂
∂t
( ~J(~r, t)), (2.10)
where 4 = (∇ · ∇) is the linear vector Laplace operator and ∇ the divergence
operator defined as the follows:
∇E = ∂Ex
∂x
+
∂Ey
∂y
+
∂Ez
∂z
. (2.11)
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By identification of Eqn (2.7) with Eqn (2.10), the wave propagation ve-
locity can be defined as:
v =
1√
µ0µr0r
=
c√
µrr
, (2.12)
with c the propagation velocity in vacuum.
2.1.3 Wave polarization
Wave polarization, which indicates the orientation of the lines of electric flux
(by convention) in an electromagnetic field (EM field), is a good descriptor of
the scattering behavior of radar target.The definition of the wave polarization
needs a coordinate system as a reference direction of propagation. Therefore,
the electric field of an electromagnetic wave propagating in zˆ′ = kˆ direction can
be represented in the local right-handed orthogonal coordinate system (xˆ′, yˆ′, kˆ)
as follows, [27]:
Eˆx′ = Ex′0e
iδx′ xˆ′, (2.13)
Eˆy′ = Ey′0e
iδy′ yˆ′. (2.14)
The corresponding real space-time dependent expressions are then given by
Ex′0(rˆ, t) = <(Ex′0expi(kˆrˆ − wt)) = Ex′0 cos(τ + δy′), (2.15)
Ey′0(rˆ, t) = <(Ey′0expi(kˆrˆ − wt)) = Ey′0 cos(τ + δy′), (2.16)
where τ = kˆrˆ − wt. If we define the angle δ as the difference between the
phase δx′ and δy′ , δ = δx′ − δy′ we obtain:
Ex′0(rˆ, t)
Ex′0
= cos(τ + δ + δy′) = cos(τ + δy′) cos(δ)− sin(τ + δy′)sin(δ). (2.17)
Replacing cos(τ + δy′) from Eqn (2.16) in Eqn (2.17), one gets:
Ex′0(rˆ, t)
Ex′0
=
Ey′0(rˆ, t)
Ey′0
cos δ −
√√√√1− E2y′0(rˆ, t)
Ey′0
sin δ, (2.18)
Ex′0(rˆ, t)
2
E2x′0
+
Ey′0(rˆ, t)
2
E2y′0
− 2 cos δEx′0(rˆ, t)Ey′0(rˆ, t)
Ex′0Ey′0
= sin2δ. (2.19)
Eqn (2.19) represents the equation of an ellipse. Therefore, the polarization
state of the electric field vector can be described by an ellipse, which is the plot
of the electric field endpoint at fixed position in propagation direction and with
varying time (as shown in Figure 2.1),
ψ is the inclination angle and χ the elipticity angle and are defined as:
tan 2ψ = tan 2α cos δ, (2.20)
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Figure 2.1: Polarization ellipse.
sin 2χ = sin 2α sin δ, (2.21)
with
tan(α) =
Ey0
Ex0
. (2.22)
The best way to represent the interaction between a polarized wave and an
object is a figure which shows the vectors of the incident and scattered fields in
one coordinate system, as in figure 2.2.
In the bistatic case, where the transmitter and the receiver are not in the
same place , the incident and the scattered waves can be represented by two
unit vectors (wave numbers) ki and ks, respectively. The incidence angle θi, the
scattering angle θs, the incident azimuth angle φi and the scattering azimuth
angle φs define the vectors ki and ks in the following way:
kˆi = xˆ cosφi sin θi + yˆ sinφi sin θi − zˆ cos θi, (2.23)
kˆs = xˆ cosφs sin θs + yˆ sinφs sin θs + zˆ cos θs. (2.24)
Polarization is in general elliptic. There are two special cases,that are of partic-
ular interest: circular and linear polarizations, where linear is the one used in
this thesis. The horizontal polarization is represented by the unitary vector hˆi
and is parallel to the x-y plane (therefore it is also called parallel polarization).
The vertical polarization, which is represented by the unitary vector vˆi, is also
called perpendicular polarization, [73].
The unitary vectors hˆi and vˆi for the incident wave are defined by:
hˆi =
zˆ × kˆi
|zˆ × kˆi|
= yˆ cosφi − xˆ sinφi, (2.25)
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Figure 2.2: General bistatic scattering geometry and local coordinate systems.
vˆi = hˆi × kˆi = −(xˆ cosφi cos θi + yˆ sinφi cos θi + zˆ sin θi). (2.26)
In similar way, the unitary vectors hˆi and vˆi for the scattered wave are defined
by:
hˆs =
zˆ × kˆs
|zˆ × kˆs|
= yˆ cosφs − xˆ sinφs, (2.27)
vˆs = hˆs × kˆs = −(xˆ cosφs cos θs + yˆ sinφs cos θs + zˆ sin θs). (2.28)
The polarization indicates the directions of the electric field, which can be
written in the polarization coordinate system (hˆi, vˆi) for the incident wave and
in the polarization coordinate system (hˆs, vˆs) for the scattered wave as:
Ei = vˆiEiv + hˆiE
i
h, (2.29)
Es = vˆsEsv + hˆsE
s
h. (2.30)
2.2 Polarimetry
Polarization is one of the set of parameters as time, frequency, the incidence
angle (and the scattering angle in bistatic case), thta can help to understand
the caracteristic of the target. Polarimetry is the art to use polarization as a
tool for extracting information from it.
2.2.1 Stokes vector representation
In 1852, the British physicist George Gabriel Stokes developed a new vectorial
representation of the polarization state. This representation is a set of four
10 Chapter 2 - General background information
parameters g0,g1,g2 and g3 which are derived by the electric field components
Ex and Ey, [28], [29]:
~g( ~E) =

|Eˆx|2 + |Eˆy|2
|Eˆx|2 − |Eˆy|2
2<(Eˆ∗xEˆy)
2=(Eˆ∗xEˆy)
 =

|Ex0|2 + |Ey0|2
|Ex0|2 − |Ey0|2
2Ex0Ey0 cos(δ)
2Ex0Ey0 sin(δ)
 , (2.31)
with Eˆx = Ex0eiδx and Eˆy = Ey0eiδy being t the electric field components.
The first term, g0, represents the total incident intensity, and the second one,
g1, represents the difference between the vertically and horizontally polarized
intensities. The terms g2 and g3, which can be considered as the quantity of the
circular polarization (right or left polarization), represent the phase difference
between the H polarized electric field and the V polarized electric field.
Using the Stokes representation, the conditions of a completely polarized
wave Eqn (2.32) and a partial polarized wave Eqn (2.33) can be defined.
g20 = g
2
1 + g
2
2 + g
2
3 , (2.32)
g20 > g
2
1 + g
2
2 + g
2
3 . (2.33)
Another representation for a completely polarized wave can be deduced using
Eqn (2.32).
~g(Eˆ) =

g20
g0 cos(2ψ) cos(2χ)
g0 sin(2ψ) cos(2χ)
g0 sin(2χ)
 (2.34)
where ψ is the inclination angle and χ the ellipticity angle.
2.2.2 Jones vector representation
Like the one by Stokes, the Jones representation, proposed in 1941 by R. Clark
Jones, is a mathematical description of the polarization state of the electromag-
netic wave. But the Jones representation is a two-dimensional complex vector,
instead of a four dimensional real vector. As is already said, the electric field of
a monochromatic plane wave,[30], [33], can be written in the basis (xˆ′, yˆ′) as:
Eˆ = Ex0eiδx + Ey0eiδy . (2.35)
The Jones vector is then written as:
Eˆ(x′,y′) =
[
Ex0e
iδx
Ey0e
iδy
]
. (2.36)
The Jones vector representation, which contains the information about the
shape of the polarization ellipse and the sense of electric field rotation, doest not
define the handedness. In other word, two electromagnetic waves propagating
in opposite directions have the same Jones vector. To complete this information
the Jones vector representation has to contain the subscripts ” + ” and ” − ”
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to make the difference between the two propagation directions +kˆ and −kˆ with
Eˆ+ and Eˆ−, respectively. It is then called directional Jones V ector.
Eˆ+(rˆ, t) = <(Eˆ+expi(kˆrˆ − wt)), (2.37)
Eˆ−(rˆ, t) = <(Eˆ−expi(−kˆrˆ − wt)). (2.38)
One can see that the two opposite Jones vectors are related by the complex
conjugate operation, which causes the change in sign of the phase difference
δ = δx−δy and then the change of the sign of the ellipticity angle, which defines
the handedness of the polarization.
2.2.3 Scattering matrix
The scattering matrix relates the incident field Ei of (2.29) to the scattered
electric field Es of (2.30). The scattered wave is due to the current generated
by the incident wave over the target, which acts as an antenna and radiating
waves towards the receiver. The scattering matrix, or the Sinclair matrix, is
defined as: (
Esv
Esh
)
=
eik0r
r
(
Svv Svh
Shv Shh
)(
Eiv
Eih
)
, (2.39)
or
Es =
eik0r
r
SEi, (2.40)
where, r is the distance between the target and the antenna and k0 is the
wavenumber of the radiated wave.
The elements of the scattering matrix, which are also called complex scat-
tering amplitudes, are functions of different parameters as frequency, incidence
angle, scattering angle and the characteristics of the target, geometrical and
material.
2.3 Monostatic and bistatic radar
2.3.1 Introduction
In the late 1930s, the first experimentations of radar systems, were done almost
simultaneously in the United States, the United Kingdom, France, Italy, Russia
and Japan. They were predominantly of the bistatic type, the transmitter
and the receiver usually being separated by a distance comparable to the target
distance. These initial developments were done in secret and were later deployed
in various forms of military radars during the Second World War, [34].
Some of the first bistatic radar experimentation will be mentionedin the
following:
• In 1922, the US Naval Research Laboratory (Taylor and Young) used
bistatic CW radar to make the first radar detection of wooden ships using
a receiver and transmitter that were physically separated. ,
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• In the UK in 1935, Sir Robert Watson Watt described how radio could be
used to detect aircrafts. This concept was developed into the Chain Home
network of radars along the British coast, which operated at HF (20 to
30 MHz). Each radar site employed adjacent transmitting and receiving
antennas; the network was used to detect German aircraft during the
Second World War.,
• In 1944, French scientists developed a 4 m-wavelength bistatic CW radar
that was later used in a barrier or fence configuration. It comprehended
a chain of interspersed transmitting and receiving stations. This system
could detect an aircraft penetrating their boundary but cpuld not deter-
mine its velocity and location. ,
• The Italian scientist Gugliemo Marconi demonstrated in 1935 CW Doppler
radar detection of vehicles and people.,
• Although German developments in the 1930s concentrated on monostatic
radars, they also developed a bistatic receiving system, known as ‘Kleine
Heideleberg’ that warned of approaching Allied Bombers while they were
still over the English Channel.
With the invention of the transmitter to receiver switcher at U.S. naval
Research Laboratory in 1936, providing a means of using a common antenna
for both transmitting and receiving, monostatic radar became practical, and
bistatic radar became dormant. It was not until the early 1950s that interest
revived to understand the bistatic radar better and to investigate its advantages,
[35], [36]. In the last part of this chapter, the few bistatic radar experimentations
for the purpose of remote sensing will be presented and evaluated.
2.3.2 Geometry of monostatic and multi-static measuerem-
nts
Unlike the monostatic case where the transmitter and the receiver are supposed
to be in the same place, figure2.3, Bistatic radar employs two sites that are
separated by a significant distance. A transmitter is placed at one site, and the
associated receiver is placed at the second site, [37], [38].
The wave emitted by the transmitter antenna, whose main lobe is focused
on the target, will be scattered by the target to the receiver antenna, (see figure
2.4). A bistatic radar is also capable of detecting the presence of a target,
located in the field of view of the transmitter and the receiver. However, the
determination of the target position and its velocity in the space is not simple
for the bistatic case as for the monostatic case.
The target-location information can be provided by measuring the total
propagation time and the elevation and azimuth angles at the receiver site,
[39], [40]. Due to the isolation caused by the separation of the transmitting
and receiving sites, various continuous modes can be easily used, instead of the
usual forms of pulse radar waveforms, [41], [42]. It is also possible to employ a
transmitter and receiver at both sites. Each site may receive target reflections
of radiation from its own transmitter and from the other transmitter.
There are different methods to localize a target in bistatic configuration.
Here we will show a method presented by Skolnik in 1961, [43]. The total path
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Figure 2.3: Monostatic measurement case.
Figure 2.4: Bistatic measueremnt case.
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Figure 2.5: Localization of the target for a bistatic geometry.
length of the wave, incident and reflected, (Di + Dr) and the reflection angle
αr have to be measured. The information of the wave path localizes the target
over a spheroid whose foci are the transmitter and the receiver positions. The
intersection of transmit and receive paths gives the position of the target on the
spheroid, Figure 2.5.
The distance Db between the transmitter and the receiver has to be known.
The cosine rule for the triangle formed by he transmitter, the receiver and the
target gives:
D2i = D
2
r +D
2
b − 2DrDb cosαr. (2.41)
The bistatic radar measures the angle αr, the distance (Di + Dr) with Db
known. Then from equation Eqn (2.41) we have:
Dr =
(Di +Dr)2 −D2b
2(Di +Dr −Db cosαr) . (2.42)
This equation can localize the target in the scattering plane. The unique
problem of this method is when the target is between the transmitter and the
receiver.
2.3.3 Radar equation
The radar system performance (monostatic or bistatic) can be estimated by a
radar equation model, which is the fundamental relation between the charac-
teristics of the radar, the target, the medium and the received signal. We will
present in the following an examination of the radar equation as defined by
Ulaby et al, [44]. Figure 2.6 shows the general representation (bistatic case) of
the radar equation.
The power Pt emitted by the transmitter antenna with a gain Gt results in
a power of PtGt in the direction of the target. The value of the Poynting vector
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Figure 2.6: Geometry of the radar equation.
or the power density Ss at the target is then defined as follows:
Ss = (PtGt)(
1
4piR2t
). (2.43)
The quantity 1
4piR2t
is called the spreading loss. It represents the attenuation
of the power density due to the uniform power spreading in a sphere with radius
Rt surrounding the transmitting antenna.
The target will receive the power given by:
Prs = SsArs, (2.44)
where Ars is the effective area of the target, which can be regarded as the
effectiveness of the target as a receiving antenna. Note that the effective area
Ars is not the actual area of the incident beam intercepted by the target, but
rather is the effective area, i.e., it is that area of the incident beam from which
all power would be removed if one assumed that the power going through all
the rest of the beam continued uninterrupted.
Some of the power received by the target is absorbed unless it is a perfect
conductor; the rest is reradiated in various random directions, which depending
on the target geometry. Let the term fa indicate the part absorbed by the
target. Then the total reradiated power by the target, which now becomes a
transmitting antenna due to the conduction and displacement currents that flow
over the target, is:
Pts = Prs(1− fa). (2.45)
The effective receiving area Ars of the target is dependent on the relative
direction of the incoming beam from the transmitting antenna. The reradiation
pattern may not be the same as the pattern of Ars, so the gain is dependent on
the direction of the receiver. Thus:
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Sr = (PtsGts)(
1
4piR2r
), (2.46)
where Pts is the total reradiated power, Gts is the gain of the scatterer in the
direction of the receiver, and 14piR2r is the spreading factor for the reradiation.
The power entering to the receiver is:
Pr = SrAr, (2.47)
where the area Ar is the effective aperture of the receiving antenna.
Using the equations, which model the path of the power emitted from the
transmitting antenna through the target to the receiving antenna, the radar
equation can be written as the following:
Pr = (PtGt)(
1
4piR2t
)Ars(1− fa)Gts( 14piR2r
)Ar
(2.48)
= [
PtGtAr
(4pi)2R2tR2r
][Ars(1− fa)Gts].
The parameters in the square brackets on the right side of the second equation
characterize the target. These parameters are not required to be known, only
the magnitude and phase of the received radar signal have to be measured so
that the radar scattering cross-section can be defined as:
σ = Ars(1− fa)Gts. (2.49)
Hence, the radar equation becomes:
Pr = σ
PtGtAr
(4pi)2R2tR2r
. (2.50)
2.3.4 Radar cross section
The radar cross section (RCS), [45], is a measure of the power that is scattered
in a given direction, normalized with respect to the power density of the inci-
dent field. This scattered power is further normalized so that the decay due
a spherical spreading of the scattered wave is not factored into the RCS. This
normalization removes the effect of range from the definition of RCS. RCS is
defined as:
σpq = 4pi lim
r→∞ r
2
EspE
s∗
p
EiqE
i∗
q
= 4pi lim
r→∞ r
2
HspH
s∗
p
HiqH
i∗
q
, (2.51)
where p and q are the polarizations, h or v. Esp, H
s
p are the scattered
electric and magnetic fields at the receive antenna, respectively , and Eip, H
i
p
are the incident fields at the target. These fields are complex quantities, with ∗
representing complex conjugate.
The radar cross section of a target illuminated by a bistatic system is a
measurement of scattered energy towards the receiver and it depends on the
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angle between the wave incident on the target and the wave scattered to the
receiver. This angle beta ( see figure 2.5), which is called the bistatic angle,
defines three areas.
• The pseudo-monostatic area: β ≤ 20o,
• The bistatic area: 20o ≤ β ≤ 140o ,
• The forward propagation area: β ≥ 140o.
Kell proposed in 1965, [46], the theorem of monostatic-bistatic equivalence.
This theorem can provide the bistatic radar cross section of any target where
one knows its monostatic radar section in the direction of the bisectrix of the
bistatic angle at a monostatic frequency fmono. The monostatic radar cross
section obtained is equivalent to the measured bistatic radar cross section with
frequency fbi, which is related to the monostatic frequency fmono by:
fmono
fbi
= cos(
β
2
). (2.52)
The limitation of this theorem is that it is not applicable for small bistatic
angles relative to the target size. Skolnik extended this theorem for all bistatic
angles except the pure forward propagation (β = 180o).
2.3.5 Bistatic scattering
All different polarimetric measurements, the monostatic, forward (or anti-monostatic
scattering) and the general bistatic scattering case, are based on the polarization
characteristics of a transmitted wave and on the received wave by a polarimet-
ric antenna after scattering by a target. In the following we will present the
different conventions of the coordinate system, [118].
Let us consider a cartesian coordinate system B = {xˆ, yˆ}, which is attached
to the wave incident upon the target with xˆ in the scattering plane and yˆ
perpendicular to it, such that the triplet {xˆ, yˆ, kˆ} forms a right-handed system.
• Forward Scatter Alignment (FSA)
The coordinate system of the incident wave is rotated around the y-axis
by the angle pi − β in a clockwise direction or pi + β in the other direc-
tion (accompanying tripod) as show in figure 2.7. The scattered wave is
supposed to have the polarization which corresponds to the same Jones
vector in the transmitted coordinate system for the forward scattering
(anti-monostatic, transmission) case. Therefore is called Forward Scatter
Alignment (FSA) convention.
• Back Bistatic Scattering Alignment (BSA)
The coordinate system of the incident wave is rotated around the y-axis by
the angle β in anti-clockwise direction (accompanying tripod) (see figure
2.8). The scattered wave is supposed to have the polarization which corre-
spond to the same directional Jones vector for the mono-static backscatter
case. Therefore it is called the Back Bistatic Scattering Alignment (BSA)
convention.
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Figure 2.7: FSA Coordinate System
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Figure 2.8: BSA Coordinate System
For both conventions, FSA and BSA, not only the coordinate systems at-
tached to the scattered wave are different but also the corresponding definitions
of states of polarization. This does not contradict the conventional definition of
polarization as a unique system parameter, because the entire scattering process
should be considered as one physical system where internal conventions can be
adapted to the specific use.
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2.3.6 Examples of bistatic measurements
2.3.6.1 Measurements of the bistatic echo area of terrain at X-band
(Stephen T. Cost)
One of the first experimental Bistatic measurements was carried out at the Ohio
State University by Cost in May 1965, [18]. This experimental work presents
and discusses numerous measurement curves for the normalized bistatic echo
area (σ0) of natural terrain as experimentally measured at X-band. Six types of
terrain of varying degrees of roughness including sand, loam, grass and soybeans,
were measured over a wide range of incidence and reception angles, azimuth
angles and antenna polarizations. The goal of the experimental research was
to investigate the behavior of the scattering of electromagnetic radiation from
non-uniform surfaces, such as natural terrain. Some of the most obvious reasons
for this interest are low-noise antenna design and evaluation, design of mapping
radars, estimations of interference problems between several transmitters and
receivers due to ground reflections, and the need to interpret radar reflections
from extra-terrestrial bodies.
The bistatic echo area per-unit area of terrain, σ0, was measured at X-
band (10 GHz) on the following terrain: smooth and rough sand, loam (bare
earth), soybean plant foliage, loam with plant stubble, and dry grass. The
measurements covered a wide range of incidence and reception angles, bistatic
(azimuth) angles, and antenna polarizations. Numerous curves are presented
to illustrate the dependence of the scattering pattern upon such parameters
as surface roughness, antenna polarization and incidence angle. The Bistatic
measurement facility used for this experimentation is shown in Figure 2.9.The
transmitter, a horn antenna, was contained in the metal box at the end of the
truck boom, and the receiver antenna and crystal detector were attached to the
end of the movable structural boom. The sample terrain was contained in the
flat-cars, which were pulled slowly along a length of track to allow an average to
the taken. Calibration of the system was accomplished by measuring the return
form a target of known echo area, a metal sphere.
The measurements of the bistatic echo area of the terrain yielded useful
information about the scattering from different types and roughness of terrain
at various aspect angles and antenna polarizations. To show the effects of the
surface roughness, variation of the bistatic echo area versus the azimuth angle
for a specular case (incidence angle = scattering angle ) for three targets were
measured and plotted. These curves show that for the specular case the bistatic
echo area is decreasing as the roughness is increasing. For the smooth surface,
the largest value of σo is at the specular angle. Also the effects of the antenna
polarizations were studied. Two fundamental laws, the reciprocity theorem and
the Brewster angle effect for smooth surfaces, were illustrated by the echo area
data.
2.3.6.2 Bistatic reflection from land and sea X-band radio waves
(A.R. Domville)
Measurements of the bistatic reflection characteristics of land and sea were made
by the Applied Electronics Laboratories Stanmore Middlesex UK in 1967, [19].
The measurements employed a continuous wave (CW) radiation using an X-
band transmitter in one aircraft and a receiver in the other. They could be
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Figure 2.9: Bistatic measurement facility (Ohio University 1965)
2.3 - Monostatic and bistatic radar 21
carried in the same aircraft or in separate aircraft as required. The receiver
antenna beamwidth was approximately of 6o over the -3 dB points and the
transmitter used either an antenna having a beamwidth of effectively 5o or a
wide beam antenna (25o). Either vertical or horizontal polarization could be
used. For the measurements of forward reflection a CW transponder system
carried in another aircraft was also used. Both forward and back reflections
were measured. The purpose of the work was to obtain a general picture over
a wide range of conditions rather than to achieve precise measurements on a
limited range. The measurements made in this series of trials were first fitted to
simple empirical formulae; these were then combined with other measurements
and theory, where available, to provide as full a coverage as possible of the
variation of scattering coefficient with incidence and emergence angles, and the
results are represented as contour maps and further formulae. Clearly the more
complicated an empirical formula is made the better its fit may be to an assembly
of experiential points; the aim here was to have the simplest expression to give a
standard deviation of about 3 dB. the standard deviations between experimental
points and algorithms are given in table 1 at the end of this section. The results
were given as contour maps of σo versus the two angles, incident angle and
scattering angle, taking zero azimuth angle. By considering the principal of
reciprocity no distinction was made between the role of the transmitter and
receiver angles. Results were divided into a limited number of terrain types:-
sea under various conditions, agricultural land, forest and urban land.
The fit of these empirical formulae to the experimental data waschecked by
calculating standard deviations for different terrain types. The object in doing
this was to really compare the algorithm with an idealised mean terrain of
each particular type, as measured by ideal, error free, experimental equipment.
To reduce experimental errors i.e. variation between different equipments and
variation of coefficient within one terrain type, the experimental points were first
smoothed either by averaging within small bands of angle or fitting a regression
line to them.
Another set of bistatic measurements for rural land in the U.K, [20]. Forest,
and Sea using vertical, horizontal and crossed polarization using a method of
measurement called ”A5”. In this method the transmitter (illuminator) antenna
was stationary on the ground, usually 1.2 to 3 meter above the local terrain with
the broad beam antenna pointing slightly upwards to acquire rear reference
signal earlier ( see figure 2.10. The receiver aircraft flew over the transmitter
and along the illuminated track. The receiver antenna was pointed downward
usually at a constant angle (in the range 5o to 40o) but on a few early flights it
was focused to a particular point on the ground.
The variation of the reflectivity of land and sea with different measuring
parameters, range from the illuminator, ground slope, emergence angle (received
antenna depression angle), azimuth angle and variation with polarization were
interpreted.
For some of the measurement over rural terrain, a mapping camera was
carried in the aircraft enabling a comparison to be made between the received
signal and the objects in the beam. Three sub-terrain types were distinguished:
buildings, trees and open grassland.
A second set of bistatic measurements have been done in Cyrenaica, in Libya,
in 1969 for a terrain of semi-desert, [21]. The measuring method was also the
A5 method described in the previous paragraph. Semi-desert was considered an
22 Chapter 2 - General background information
Transmitter
Receiver1
Receiver 2
HT= 10 m
Figure 2.10: The A5 measurement method
important type of terrain because a large fraction of the Earth surface is in this
category: ”pure” desert is relatively rare. The terrain surface was of stones and
dust with occasional desert plants 10 to 50 cm high sometimes 2 m apart but
often more. Man-made objects on the tracks were few and easily identifiable.
Rainfall in the area is normally low, but during the measurements heavy rain fell.
The results after the rain (which soaked in quickly) were apparently unchanged.
2.3.6.3 Experimental bistatic measurements in Michigan university
Ulaby was among the first scientists who restarted the investigation of bistatic
scattering with experimental measurements of well known surfaces and con-
trolled conditions. In 1987, he established bistatic radar measurements for sand
and gravel surfaces to evaluate the variation with azimuth angle and polariza-
tion configuration for various surface roughnesses, [48]. The measurements were
made at 35 GHz using the Millimeter-Wave Polarimetric (MMP) system. For
the first set of measurements, the variation of the reflected power as a function
of the azimuth angle φ (from 10o to 180o) was recorded for the same incidence
and scattering angle θi = θs (specular direction). The second set was
the variation of the reflected power as a function of the scattered angle θs
for φ = 180o and a fixed incidence angle.
Measurements of the attenuation through trees and the bistatic scattering
pattern of tree foliage were also performed using the same system (MMP). The
comparison of the data with a first-order multiple scattering models demon-
strated a good agreement between the measurement and the theory.
In 1994, De Roo established experimental measurements to investigate the
nature of bistatic scattering rough dielectric surfaces at 10 GHz, [22]. The
fully polarimetric Bistatic Measurements Facility (BMF) (figure 2.11), able to
measure the scattering matrix of any distributed target, the average field from a
distributed target, or the radar cross section of a point target, was used to make
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Figure 2.11: BMF Michigan
accurate measurements of bistatic scattering at X-band frequencies. The BMF
was calibrated using the isolated Antenna Calibration Technique (IACT) and an
aluminum sheet as a calibration target. To validate the calibration a measure-
ment of an aluminum hemisphere was compared to its theoretical scattering
matrix. The measurements of specular scattering from rough surfaces were
verified using various scattering models, Kirchhoff approaches and the Small
Perturbation Model. De Roo developed a modified Physical Optics reflection
coefficient which is a general approach to the expansion of the Stratton-Chu
integral in surface slopes. The new version of the Physical Optics describes very
accurately the vertically polarized coherent scattering from surfaces and also
predicts the incoherent scattering.

Chapter 3
The bistatic measurement
facility
This chapter will describe the X-band Bistatic Measurement Facility (BMF) at
the DLR, Microwaves and Radar Institute Oberpfaffenhofen, which has been
used in this work. The improvements and the modifications of the BMF based
on the different tests and on the research requirements and the description of
the different devices will be detailed.
3.1 The bistatic measurement facility specifica-
tions
The Bistatic Measurement Facility is placed in an anechoic chamber (2.70 m x
2.10 m) which is echoless means of use of different kind of absorbers. This facil-
ity enables the measurement of the reflection factor, the magnitude and phase
characteristics, of the Device Under Test (DUT), under free space conditions.
The target is placed in the geometrical center of the chamber and is protected
with a flat absorber to avoid edge effects. Indeed, most of the chamber is pro-
tected with pyramidal absorbers due to their high absorption factor, and only
near the target a flat absorber is used to decrease the shadow effect when the
antennas are moving.
A high stable Anritsu vector network analyzer (model 37269B) has been used
as a generator of a continuous wave (CW) at X-band. The system compares
the incident signal generated by the network analyzer with either the signal
that is transmitted through the test device or the signal that is reflected from
its input. Two corrugated horn antennas (transmitter/ receiver), which are 1.2
m from the center, are pointed at the target by using a laser beam to avoid
measurement errors associated and assume that their footprints always overlap
perfectly. Normally, the ideal case is when a broad-beam antenna is used for
reception and a narrow-beam antenna for transmission. As in our BMF the
two antennas are almost the same and have identical footprint, therefore the
focusing of the two antennas with a laser beam and a perfect mirror has to be
done after each set of measurements. The antennas can be moved separately
according to the incidence angle wanted and the sample can be moved up and
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Figure 3.1: Antennas at a bistatic angle β = 24o
down to correct for different thicknesses. An Agilent-VEE based software is
used to move the antennas and to collect and to store the measured data from
a network analyzer. The control system and the network analyzer are placed in
an adjacent room where there is also a camera to monitor the system during the
measurement. The linear polarization of the antennas (H or V) can be chosen by
changing manually the antenna dipole angles by 90o, so that the measurement
of a full polarimetric scattering matrix is possible.
The transmitter and the receiver are moving in the plane of incidence, where
the azimuth angle of the transmitter is 0o and the azimuth angle of the receiver is
180o (see figure 3.4). The transmitter and the receiver can be moved from 12o to
70o simultaneously (specular case) or separately to measure the coherent and the
incoherent term. However, due to mechanical problems such arm oscillations,
the range of measurement is limited to 50o or 60o, depending on the size of
the target. The target can be smaller than the bistatic footprint or bigger.
For example, for known soil roughness the target is smaller than the bistatic
footprint, due to the size of the used stamp: 40 cm of diameter.
Figure 3.3 shows the new controlling Agilent-VEE program, (developed with
the help of Thurner from DLR). Different tasks are possible with this program:
• Moving the two antennas either continuously with measurements each 0.4
degree or discontinuously with measurements at steps of 1 degree.
• Turning the target to perform statistical (independent) measurements and
adjust the target height.
• Set-up the wanted frequency and visualize the magnitude and phase of
the reflectivity during the measurement.
3.1 - The bistatic measurement facility specification 27
Figure 3.2: Antennas at a bistatic angle β = 140o
Figure 3.3: The Controlling Agilent-VEE Program
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Figure 3.4: Diagram of the Bistatic Measurement Facility
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3.2 Antenna diagram and illumination
Aperture antennas are commonly used for experimental systems in an anechoic
chamber or outside in the field. Particularly horn antennas are widely used as
a direct radiator or as a feed for parabolic reflectors. A horn antenna consists
of an aperture, which is connected to the waveguide through a flared region
that provides a smooth transition between the waveguide and free space. Two
corrugated horn antennas constructed in the DLR mechanical laboratory, were
used as a transmitter and a receiver. The corrugated conical horn antenna is
commonly used to produce high radiation efficiency and it has small second
lobes and small losses. It has also very high cross polarization isolation and its
radiation pattern is rotationally symmetric, [49]. The corrugated horn antenna
enables the generation of the wave with a Gaussian amplitude distribution, [50].
Gaussian beam theory states that the beam at the waist is a plane wave, which
is a very important requirement for our measurements. The antennas have been
optimized for the center frequency 9,6 GHz. Using the new network analyzer,
the measurement at X-Band (from 9.4 to 11.7 GHz) is possible. Two other
frequency bands can be also considered. Indeed, the plot of the received energy
from the reflection of a metal plate versus the frequency allows the determination
of the useful frequency domains, i.e. where the power loss is less than 3 dB.
Based on this criterion, there are three useful frequency bands with this antenna:
• 9,4 to 11,7 GHz,
• 12,3 to 12,9 GHz,
• 13,4 to 14,7 GHz.
The measurement of the antenna diagram in two perpendicular planes was done
using a receiving dipole while the antenna was turning. Figures 3.5 and 3.6 show
the antenna diagram for the V-plane and H-plane respectively.
Figure 3.5: Antenna diagram for the V-plane (x-axis: angle (degrees), y-axis:
attenuation (dB))
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Figure 3.6: Antenna diagram for the H-plane(x-axis: angle (degrees), y-axis:
attenuation (dB))
Figure 3.7: Corrugated Horn Antenna
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3.3 Soil roughness
The measurement of soil surfaces with known statistical properties of the rough-
ness is relevant to understand and to validate the current theoretical models of
scattering from soil and to analyze the effect of the roughness on the surface
scattering. At this scope, two metallic stamps with different roughness have
been constructed by our mechanical laboratory. These models can be used
as a target or as a mould for shaping a target of selected soil materials with
specified dielectric properties. The realization of the surface models needs two
steps: as a first step, the surface height or the Digital Elevation Model (DEM)
is generated as a data array for the wanted statistical parameters of the surface.
Then, the metallic stamp (the surface model) is fabricated from 100x100 points
array using a numerically controlled milling machine. The algorithm used for
two-dimensional DEM generation is described in the following.
The surface roughness can be described by two independent statistical pa-
rameters: the correlation length l and the standard deviation of heights σ, and
by the type of the statistical distribution of the surface roughness (Gaussian,
exponential or mixed).
To generate a Gaussian surface with the required l and σ, we have used the
spectral method used by Thorsos, [51], [52]. For simplicity, the method will be
only explained for one dimension, where the surface function z = f(x) has a
Gaussian distribution, then:
P (z) =
1
σ
√
2pi
· e− z
2
2σ2 , (3.1)
where P (z) is the probability function for surface heights. Its correlation func-
tion C(τx) for a correlation length is given by Equation 3.2.
C(τx) =
∫
f(x+ τx)f∗(x)dx = σ2e
τ2
l2 . (3.2)
The spectral densities can be calculated by the Fourier transformation of the
surface function as:
F (kx) =
1
2pi
∫
f(x) · e−ikxxdx. (3.3)
Using the Wiener-Khintchine law [35] which relates the spectral densities to
the correlation function as an inverse Fourier transformation, we have:
W (kx) = |F (kx)|2 = FT−1{C(τx)}, (3.4)
that can be computed as the following:
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W (kx) =
1
2pi
∫
C(τx) · e−ikxτxdτx
(3.5)
=
σ2
2pi
∫
e
τ2x
l2ikxτx
dτx(Subst. : t ≡ τx + ikxl
2
2
)
(3.6)
=
σ2
2pi
∫
e
ttk2xl
2
l24 dt
(3.7)
=
σ2l
2
√
pi · e k
2
xl
2
4
.
As last step for the surface generation, N random numbers have to be gener-
ated and weighted by the spectral densities. The inverse Fourier transformation
of the root square of this value gives the surface function:
z = f(x) = FT−1{
√
|F (kx)|2} = FT−1{
√
N ·W (kx)}. (3.8)
The calculation of the spectral densities for the two-dimensional surface z =
f(x, y) is analogue to the previous one for one dimension, and the correlation
function becomes:
C(τx, τy) = σ2 · e
τ2x+τ
2
y
l2 . (3.9)
The statistical parameters of the roughness are the same for both directions
x and y. It is also possible to use different statistical parameters for the x and y
directions, but, for the sake of simplicity, here we will take the same statistical
parameters. Hence, the spectral density is given by:
W (kx, ky) =
σ2l2
4pi
· e l
2
4 (k
2
x+k
2
y). (3.10)
The surface z=f(x, y) is the inverse Fourier transform of the spectral densities
multiplied by a random number N:
z = f(x, y) = FT−1{
√
N ·W (kx, ky)}. (3.11)
For this work, two DEM models have been generated, referred to as “smooth”
for the small perturbation model (SPM), and “rough” for the physical optic
model (PO).
The generated surface models have been verified comparing their statistical
properties calculated from the height array with the expected theoretical values;
and we have found excellent agreements.
• Rough surface (PO): kσ = 0.515; kl=5.4 ,
• Smooth surface (SPM): kσ = 0.1; m=0.1.
where m is the standard deviation of the slopes and m =
√
2σ/l for a Gaussian
surface.
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Figure 3.8: Rough surface, PO
Figure 3.9: Rough stamp, PO
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Figure 3.10: Smooth surface, SPM
Figure 3.11: Smooth stamp, SPM
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Figure 3.12: Moist soil composition
3.4 Soil moisture
The measurement of soil wetness is one of the most important tasks of remote
sensing and together with surface roughness, a very influential parameter for
the surface scattering. Therefore in this part, we will describe the relationship
between the soil moisture and the dielectric constant of soil and the method
used to measure it.
Generally, a wet soil medium can be decomposed in three parts: soil parti-
cles, air voids, and liquid water (see figure 3.12). The water contained in the soil
usually is classified into two kinds: 1) bound water and 2) free water, depend-
ing on their distance of its modules to the soil particles core. Indeed, bound
water refers to the water molecules contained in the first few molecular layers
surrounding the soil particles; these are tightly held by the soil particles due to
the influence of matric and osmotic pressure, [53].
The dielectric constant (also known as permittivity or specific inductive ca-
pacity)  is a measure of how polarisable a material is when illuminated by an
electric field, [54]. Normally, this parameter is considered as a relative quantity
to that of free space and is written as r. The bound water is difficult to polar-
ized, but the free water is easier to be polarize, therefore the dielectric constant
of the soil increases as the wetness increases.
The temperature does not change the dielectric constant when the other
conditions are the same. Indeed, the increase of the temperature causes two op-
posing chemical reactions. The agitation of soil molecules increases and reduces
the water molecule polarization. The bound water escapes more easily from the
soil particles, which causes an increase of the medium polarization.
The soil particles are classified by comparing their size. According to the U.S.
Department of Agriculture’s classification system, three kinds of soil particles
can be considered:
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• Soil particles of diameters d > 0.05 mm: Sand,
• Soil particles of diameters 0.002 mm < d < 0.05 mm: Silt,
• Soil particles of diameters d < 0.002 mm: Clay .
Soil moisture is characterized by the amount of water held in a certain mass
or volume of soil, therefore, the quantity of water in the soil can be described
in tow ways: the gravimetric quantity and the volumetric quantity,which are
defined as the follows:
• gravimetric soil moisture: is the mass of water per unit mass of oven-dry
soil:
MG =
WMS −WDS
WDS
× 100, (3.12)
with MG being the gravimetric soil moisture, WMS the weight of the moist
soil and WDS the weight of the dry soil.
• volumetric soil moisture MV : describes the volume of water per unit vol-
ume of soil and is usually expressed as a percentage by volume:
MV =
VW
VMS
, (3.13)
with VW is the water volume and VMS the moist soil volume.
Since the gravimetric method cannot be use for repetitive measurements at
exactly the same position or the same target, the volumetric soil moisture will
be measured by a Time Domain Reflectometry system (TDR).
The TDR is based on the temporal analysis of the transmitted microwaves
in the wet soil. Indeed, the system measures the time of propagation (return
trip) of an electromagnetic wave along a waveguide filled with the wet soil.
The TDR instrument measures the reflections of multiple step electromagnetic
waves due to impedance variations along the waveguide, which depend on the
electromagnetic waves velocity through the wet soil (v = 2L/t). Hence, the
following equation permits to calculate the dielectric constant:
 = (
cTp
2L
), (3.14)
where L is the length of the wave guide, Tp the propagation time and C0 is the
velocity of an electromagnetic wave in a vacuum (3× 108m/s).
After the determination of the volumetric soil moisture, the dielectric con-
stant of the soil can be derived using some empirical or semi-empirical model.
Given to the importance of the good knowledge of the dielectric constant, we
will present three models, which relate the required volumetric soil moisture to
the complex dielectric constant: the Topp model, the Dobson-Peplinsky Model
and the Hallikainen model.
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Figure 3.13: Time Domain Reflectometry (TDR)
Topp Model
Topp et al, [55], developed a polynomial model which relates the volumetric
soil moisture to the dielectric constant or the dielectric constant to the volu-
metric soil moisture:
´ = 3.03 + 9.3mv + 146m2v − 76.3m3v, (3.15)
mv = −5.3 · 10−2 + 2.92 · 10−2ε´− 5.5 · 10−4ε´2 + 4.3 · 10−6ε´3. (3.16)
This model has the advantage of being independent of the frequency and the
properties of soil, such as particles kind, temperature and salinity. Although
this model is only available for the frequency band 20 MHz - 1GHz, we will
compare its variation to the soil moisture with the other two models.
Dobson Model
The Dobson Model, [53], which is a semi-empirical dielectric mixing model,
is one of the most used for the determination of the complex dielectric constant
of the soil. This model relates the dielectric constant to the soil temperature,
soil moisture content, soil texture and to the frequency. Dobson developed this
mode for the frequency range 1.4 - 18 GHz, and later Peplinsky has extended it
to be valid from 0.3 GHz to 18 GHz.
This mixed model is based on the multi-phase formula for a mixture con-
taining randomly oriented inclusions and on experimental measurements. The
complex dielectric constant is defined as a function of the volumetric soil mois-
ture fraction Mv, soil bulk density ρb g/cm−3, soil specific density ρs = 2.66
g/cm−3 and an empirically determined constant α.
ε′r = [1 +
ρb
ρs
(εαs − 1) +Mβ
′
v ε
′α
fw −Mv]
1
α , (3.17)
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ε′′r = [M
β′′
v ε
′′α
fw]
1
α , (3.18)
where β′ and β′′ are empirical functions which depends of the soil texture, the
sand quantity S and the clay quantity C in percentage:
β′ = 1.2748− 0.519S − 0.152C, (3.19)
β′′ = 1.33797− 0.603S − 0.166C. (3.20)
The dependence of the frequency can be considered in the complex permit-
tivity of the free water using the Debye equation.
ε′fw = εw∞ +
εw0 − εw∞
1 + (2piτwf)2
, (3.21)
ε′′fw =
2piτwf(εw0 − εw∞)
1 + (2piτwf)2
+
σi
2piε0f
, (3.22)
where εw∞ = 4.9 is the high frequency limit of ε′fw, ε0 is the dielectric constant
of free space (8.854 × 10−12F ·m−1), and f is the frequency used expressed in
Hertz. σi is the effective conductivity of water (S.m−1). The parameters τw
and εw0 are defined as a function of the temperature:
τ((T ) = (1.1109 ·10−10−3.824 ·10−12T + 6.938 ·10−14T 2−5.096 ·10−16T 3)/2pi,
(3.23)
εw0 = 88.045− 0.4147T + 6.295 · 10−4T 2 + 1.075 · 10−5T 3. (3.24)
Hallikainen Model
Hallikainen et al, [56], developed empirical polynomial expressions for the real
and the imaginary part of the dielectric constant, for the frequency range 1.4
to 18 GHz. These polynomial functions relate the real (or imaginary) part of
the dielectric constant to the volumetric soil moisture and to the percentage
quantity of sand (S) and clay (C) in the soil:
ε = (a0 + a1S + a2C) + (b0 + b1S + b2C)Mv + (c0 + c1S + c2)M2v , (3.25)
where the coefficients, ai, bi and ci are empirical constants, which depend on
the frequency used. Because we are using the central frequency 9.6 GHz for our
measurements, only two frequencies will be considered in this model, 8 and 10
GHz. Table 3.1 shows the empirical coefficients of the Hallikainen Model for
these tow frequencies.
As one can see from the expressions of these free models, the knowledge of the
soil particle compositions is essential at least for the two last models. Thanks to
Mr. Daniel Glaser, chemical technician of the Technical University of Munich,
we could achieve a mechanical fractionation and sedimentation for three samples
of soil to determine the sand and clay percentage contents, (see Table 3.2).
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Figure 3.14: The real part of the dielectric constant.
Figure 3.15: The imaginary part of the dielectric constant.
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8 GHz 10 GHz
Empirical coefficients ε′ ε′′ ε′ ε′′
a0 1.997 -0.201 2.502 -0.070
a1 0.002 0.003 -0.003 0.000
a2 0.018 0.003 -0.003 0.001
b0 25.579 11.266 10.101 6.620
b1 -0.017 -0.085 0.221 0.015
b2 -0.412 -0.155 -0.004 -0.081
c0 39.793 0.194 77.482 21.578
c1 0.723 0.584 -0.061 0.293
c2 0.941 0.581 -0.135 0.332
Table 3.1: Empirical coefficients of the polynomial expressions for 8 and 10 GHz
.
Soil Sedimentation Sample 1 Sample 2 Sample 3 Average
Sand 95.5 % 95,2 % 96 % 95,56 %
Slit 4.5 % 4.8 % 4 % 4.43 %
Clay 0 0 0 0
Table 3.2: Soil particle compositions.
In order to compare and analyze these three models, the plot of the dielectric
constant (real and imaginary part) versus the volumetric soil for the sandy soil is
presented. We can see in figure 3.14 a good agreement between the Hallikainen
model and the Topp model for the real part of the dielectric constant, but,
a clear disagreement can be seen between these two models with the Dobson
model. We think that is due to the complexity of this model, which depends
on the soil temperature and the bulk density. For the imaginary part of the
dielectric constant a good agreement can be seen between the Dobson and the
Hallikainen models.
3.5 The Sample Under Test (SUT)
The Sample Under Test (SUT) is contained in a cylindrical box of 50 cm in
diameter and 30 cm in depth,and is placed in the centre of the anechoic chamber.
The size of the SUT is constrained by the two following limitations:
• The maximum load which can be carried by the controlling table is 120
kg,
• The size of the stamp to model the rough surface is 40 cm of diameter.
The advantage of using a small box is to have good control over the surface
parameters. Indeed, it is easier to have a good knowledge of the soil moisture for
a small sample; moreover it is possible to have quite homogenous soil moisture.
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Figure 3.16: Time variation of the soil moisture
Moisture (in volumetric percent) Attenuation (in dB/m)
0.3 5.9 +/- 0.9%
4.7 171+/- 40
10.7 323 +/- 112
Table 3.3: Attenuation Factor versus Soil Moisture
It is also easier to stamp small surface and to have the wanted roughness with
good accuracy.
Williams, [57], has measured the amount of attenuation for different soils and
different frequencies. The attenuation factor for X- band and for sandy soil is
reported in Table 3.3. One can see, that water has a large effect on attenuation
at X-band. Therefore, one can say that 5% of soil moisture is enough to avoid
the scattering from the cylindrical box. This can be easily seen in Figure 3.17
and Figure 3.18. Indeed, the black curves are for dry soil where the penetration
depth is very high and the scattering from the box has the strongest influence.
When the soil moisture is 5%, for example, the scattering is only due to the soil.
One can also see from these figures that the Time Domain Reflectometry (TDR)
is a good tool to measure the soil moisture in our case: when we add one liter of
water we have an increase of 3% in volumetric soil moisture and a corresponding
increase of the reflectivity. The sandy soil has been chosen because of its two
characteristics. Firstly, it is easier to stamp a sandy soil which has very small
particles that fit very well in the precise mould. Secondly, it is very important
to have stable conditions during the measurements. In figure 3.16, one can see
that soil moisture even after 10 hours remains almost the same. Other kind of
soil would not have the same advantages.
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Figure 3.17: Reflectivity of Flat Soil versus Soil Moisture, HH
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Figure 3.18: Reflectivity of Flat Soil versus Soil Moisture, VV
Chapter 4
System calibration
The aim of this chapter is to describe the method used to perform accurate
measurements of a target scattering matrix. The different error sources present
in the scattering matrix measurements and their relative importance will be
discussed and analyzed with different tests. An effective calibration technique
has been chosen to reduce these errors to acceptable levels and to calibrate
the full polarimetric scattering matrix. Each measuring system, either in the
field or in a controlled anechoic chamber, is different, therefore the method
of calibration has to be specially adapted for each case. An important aspect
during the calibration process is to filter the noise or errors without losing useful
information.
4.1 Distortion matrix model
The general distortion matrix model or the calibration error model, which relates
the ideal scattering matrix of the sample under test to the scattering matrix
measured by the network analyzer (NWA), is represented by four matrices:
[M ] = [R] · [S] · [T ] + [B]. (4.1)
[S] is the desired (unknown) quantity, which represents the sample under test
(SUT). [M] and [B] are directly measurable quantities; the first with the presence
of the SUT and the second where the chamber is empty. Indeed, when [S] =
[0] then [M] is equal to [B]. [R] and [T] are determined by using the calibration
method. All of these are 2x2 complex matrices like the scattering matrix [S]
and they represent a 12 terms error model, [70], [71].
The calibration process is achieved in 3 steps:
• measurement of [M] and [B] matrices,
• determination of [R] and [T] by comparing the measured matrix with the
theoretical scattering matrix of a canonic target,
• determination of the scattering matrix by means of the following equation:
[S] = [R]−1 · ([S]− [B]) · [T ]−1. (4.2)
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The transmitter distortion matrix:
[T] is a 2 × 2 complex matrix which represents the error model from the
transmitter side of the measurements process and, like the scattering matrix, it
depends on the polarization:
[T ] =
[
Tvv Tvh
Thv Thh
]
. (4.3)
As this matrix is defined for the transmitter side, which means without consid-
ering the receiver, the polarization indices are defined differently from those of
the scattering matrix. Indeed, Tvv represents the vertically polarized incident
wave at the target resulting from the vertical illumination, aTvh represents the
vertically polarized incident wave resulting from horizontal illumination, Thv
represents the horizontally polarized incident wave resulting from vertical illu-
mination, and Thh represents the horizontally polarized incident wave resulting
from horizontal illumination.
On one side, [T] includes the errors related to the transmitter and, on the
other side, the mutual errors between the transmitter and the target or the
receiver. Some of these errors are resulting from: transmit antenna (gain, loss,
and phase delay), amplifier, cables, circulators, and any geometrical polarization
mismatches between the transmit antenna and target. Due to the mutual errors,
the effects caused by the transmitter cannot be separated from those caused by
the receiver. Hence, [T] is not directly measurable.
The target scattering matrix:
[S] is the 2× 2 complex matrix of the sample under test (SUT):
[S] =
[
Svv Svh
Shv Shh
]
. (4.4)
Its complex terms depend on system geometry, measurement parameters and
the SUT (geometry and dielectric proprieties). The purpose of the calibration
is to get this matrix with the minimum of errors.
The receiver distortion matrix:
[R] is a 2×2 complex matrix which represents the error model from the receiver
side of the measurements process and, as the scattering matrix, it depends on
the polarization:
[R] =
[
Rvv Rvh
Rhv Rhh
]
. (4.5)
The polarization indices are defined as for the transmitter distortion matrix
and differently from those of the scattering matrix. Then, Rvv represents the
vertically polarized reception wave at the receiver resulting from the vertical
scattering wave from the target, Rvh represents the vertically polarized recep-
tion wave at the receiver resulting from thy horizontal scattering wave from the
target, Rhv represents the horizontally polarized reception wave at the receiver
resulting from the vertical scattering wave from the target and Rhh represents
the horizontally polarized reception wave to the receiver resulting from the hor-
izontal scattering wave from the target.
4.1 - Distortion matrix model 45
Like [T], [R] includes the errors related to the receiver and the mutual errors
between the receiver and the target or the transmitter. These errors also result
from: receive antenna (gain, loss, and phase delay), amplifier, cables, circulators,
and any geometrical polarization mismatches between the received antenna and
target. [T] is also not directly measurable.
The Background matrix:
The 2 x 2 complex matrix [B] represents the background term or the empty
room term. Even in an anechoic chamber, where the free space conditions
can be assumed, some residual chamber background scattering and transmit
antenna-receive antenna coupling are contained in the background matrix:
[B] =
[
Bvv Bvh
Bhv Bhh
]
. (4.6)
Bvv represents the vertical background contribution scattered at the receiver
resulting from the vertical incident wave, Bvh represents the vertical back-
ground contribution scattered at the receiver resulting from the horizontal in-
cident wave, Bhv represents the horizontal background contribution scattered
at the receiver resulting from the vertical incident wave and Bhh represents the
horizontal background contribution scattered at the receiver resulting from the
horizontal incident wave.
The measurement of the background matrix is easily done by removing the
target. However, the diffraction effect between the target and the absorber
and between the box and the soil have to be considered. These two errors
are not contained in the background matrix and they depend on the kind of
measurement. Therefore, a correction term has to be adapted for each different
kind of measurement.
Wiesbeck and Riegger, [69], proposed another representation of the distor-
tion matrix model by mixing the matrices [R] and [T] to form a 4x4 matrix [C]
as shown below:
[M ] = [C] · [S] + [B], (4.7)
or

Mvv
Mvh
Mvh
Mhh
 =

RvvTvv RvvThv RvhTvv RvhThv
RvvTvh RvvThh RvhTvh RvhThh
RhvTvv RhvThv RhhTvv RhhThv
RhvTvh RhvThh RhhTvh RhhThh
 ·

Svv
Svh
Shv
Shh
+

Bvv
Bvh
Bhv
Bhh
 .
(4.8)
The matrix [C] models the dependence between the distortion matrices [R]
and [T]. Its main diagonal RiiTjj represents the actual response error, while
the remaining elements are due to polarization coupling. The elements RvvThv,
RvvTvh, RhhThv and RhhTvh result from the mutual coupling in the transmit
and receive channel. Because of this double coupling, they are relatively small
and usually neglected.
For example, let us see what really happens during a measurement when
one considers this last version of the distortion matrix. If the transmit antenna
sends a vertical polarized wave, due to the imperfect polarization isolation, a
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horizontal part is also sent to the target. Therefore, the four terms of the
scattering matrix Svv, Svh, Shv and Shh will be scattered to the receiver. If
the receiver is switched to vertical polarization, then both vertically polarized
scattering Rvv and horizontally polarized target scattering Svh, which is due to
the imperfect polarization isolation of the receiver, will occur. With the addition
of the background term, these four different scattering mechanisms occurr when
the matrix Mvv is measured:
Mvv = RvvSvvTvv +RvvSvhThv +RvhShvTvv +RvhShhThv +Bvv. (4.9)
For the ideal case, i.e. very good polarization isolation for the both transmit
and receive antenna, the first term of the equation (4.9) has to be the dominant
one compared with the other terms. Indeed, the three other terms have to be
small as they represent leakages for the transmitter and the receiver. The same
analysis can be considered for Mvh, Mhv and Mhh.
4.2 Calibration techniques
To date, different calibration techniques have been developed either for the
monostatic or the bistatic case. These techniques are dependent on the kind
of measurements required and on the facility, or system, to be used. In the
following, we will present some of these methods, which have been tried with
our bistatic measurement facility.
4.2.1 Generalized calibration technique (GCT)
This generalized calibration technique (GCT), [72], [73], needs the measure-
ment of three different targets, whose theoretical scattering matrices are known.
While the distortion matrices do not require any conditions, the theoretical scat-
tering matrices of the calibration targets have to meet specific conditions. At
least one of the scattering matrices has to be invertible. Moreover, the two
matrices, the first being the multiplication of the inverse scattering matrix of
the target (1) with the scattering matrix of the target (2) and the second the
multiplication of the inverse scattering matrix of the target (1) with the scat-
tering matrix of the target (3), have to possess different eigenvalues and at the
maximum only one common eigenvector. The determination of the distortion
matrices arises from the relationships between the eigenvalues and the eigenvec-
tors of the calibration targets scattering matrices.
The signals scattered by the target and measured by the network analyzer
either for the vertical polarization or the horizontal polarization are calculated
using the following equation:[
Esvv E
s
vh
Eshv E
s
hh
]
=
exp(−2jkR)
4piR2
RvvTvv
[
1 rvh
rhv rhh
]
[Sc]
[
1 tvh
thv thh
] [
1 0
0 1
]
.
(4.10)
The signal matrix received from a target at a range r is related to the ideal
scattering matrix by:
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Figure 4.1: Scattering of a vertical polarized wave
[Es] =
exp(−j2k0R)
4piR2
RvvTvv[r][Sc][t]. (4.11)
where [Es] is directly measurable. If the normalized distortion matrices [t] and
[r] and the product RvvTvv, can be calculated then the required ideal scattering
matrix is known.
As the GCT method needs three calibration targets whose theoretical scat-
tering matrix are known, a system of three equations can be developed:
[Esk] =
exp(−j2k0Rk)
4piR2k
RvvTvv[r][Sck][t],
(4.12)
with k ∈ {1, 2, 3}
Let us suppose that the scattering matrix of the first target is invertible (first
condition), then the following equations can be written:
[ScT ] = [S
c
1]
−1[Sc2], (4.13)
[ScT ] = [S
c
1]
−1[Sc3]. (4.14)
If we multiply the inverse of the measured scattering matrix of the first target
[Esk]
−1 by the measured scattering matrix of the second and the third target,[Es2 ]
and [Es3 ] respectively, we can write:
[EsT ] = [E
s
1 ]
−1[Es2 ] = exp(−j2k0(R2 −R1))[t]−1[ScT ][t], (4.15)
[EsT ] = [E
s
1 ]
−1[Es3 ] = exp(−j2k0(R3 −R1))[t]−1[ScT ][t]. (4.16)
These last two equations are independent of the receiver distortion matrix [r].
To find out the distortion matrix of the transmitter, a very important property
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between the eigenvalues and the eigenvectors of the two matrices [EsT ] and [S
c
T ]
is used, namely:
[ScT ][XT ] = [XT ][Λ
′
T ], (4.17)
[EsT ][YT ] = [YT ][ΛT ], (4.18)
where [Λ′T ] and [ΛT ] are the diagonal matrices of the eigenvalues of the matrices
[ScT ] and [E
s
T ], respectively. [XT ] and [YT ] are composed of their eigenvectors.
Furthermore, the eigenvalues and the eigenvectors of [ScT ] and [E
s
T ] satisfy the
following equations:
[Λ′T ] = [ΛT ]exp(−j2k0(R2 −R1)), (4.19)
[YT ] = [t]−1[XT ]. (4.20)
The order of the eigenvalues of [ΛT ] and [Λ′T ] is also important. Indeed,
the two eigenvalues of [ΛT ] have to be in correct order to satisfy the Equation
(4.19).
If [Λ′T ] = diag(λ
′
1, λ
′
2) and λ1 and λ2 are the two eigenvalues of [E
s
T ], then:
if |tan−1(λ
′
1λ2
λ1λ′2
)| < |tan−1(λ
′
1λ1
λ2λ′2
)| then [ΛT ] = diag(λ1, λ2),
(4.21)
ifnot [ΛT ] = diag(λ2, λ1).
The matrix [YT ] (or [XT ]) is supposed to be invertible, because the eigen-
values of [EsT ] are distinct and its eigenvectors are linearly independent. Thus,
when [XT ] and [YT ] are normalized and the transmit distortion matrix [t] is
uniquely defined:
[t] = [XT ][c][YT ]−1. (4.22)
where [c] is a diagonal matrix, whose elements have no null. A second relation
can be derived from the equation (4.15) to define the transmit distortion matrix
[t]:
[t] = [XT ][c][YT ]−1, (4.23)
where [c] is a diagonal matrix defined in the same way as the matrix [c].
The eigenvalues and the eigenvectors of [ScT ] and [E
s
T ] are denoted [Λ
′
T ], [ΛT ]
and [XT ], [XT ]. Similarly, one can get for the new variables:
[c][YT ]−1[YT ] = [XT ]−1[XT ][c]. (4.24)
To solve this last equation specific mathematical conditions are needed. The
matrices [ScT ] and [S
c
T ] must have distinct eigenvectors and at the maximum only
one common eigenvector. The ratios of the diagonal elements of the matrices
[c] and [c] are easily written as a function of these eigenvectors. The transmit
distortion matrix [t] is directly calculated by the equations (4.22)and (4.23).
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The same method can be used to calculate the receive distortion matrix [r].
After the determination of the distortion matrices [r] and [t], the absolute
magnitude is calculated means of:
|Rvv||Tvv| =
4piR2k|Espqk|
|rpqkScpqktpqk|
, k ∈ {1, 2, 3}, (pq) ∈ {vh, hv, hh}. (4.25)
Its accuracy depends on the accuracy of the theoretical scattering matrix [Sck].
The matrix [Es] is directly measurable and the distortion matrices [r] and [t] as
well as the product RvvTvv are calculated. The system is then calibrated.
4.2.2 Wiesbeck calibration method::
The method proposed for a bistatic radar system by Wiesbeck et al, [74], re-
quires two calibration targets, but only one theoretical matrix of these targets is
needed. Some geometrical modification of the bistatic system is required during
the calibration process. The transmit and the receive antenna will be rotated,
therefore the background matrix [B] will be different for each configuration.
The first calibration target is a sphere whose theoretical scattering matrix is
well known and has no cross-polarized terms. Therefore, the distortion matrix
model for the sphere is:[
Smvv1
Emhh1
]
=
[
Bvv
Bhh
]
+
[
RvvTvv 0
0 RhhThh
] [
Srvv1
Srhh1
]
. (4.26)
The measurement of the scattering matrix of the sphere allows the calcula-
tion of the co-polar terms of the distortion matrix:
RvvTvv =
Smvv1 −Bvv
Srvv1
, (4.27)
RhhThh =
Smhh1 −Bhh
Srhh1
. (4.28)
The theoretical scattering matrix of the second calibration target, which
must not to be a depolarized target, is determined by measurement during the
calibration process. A metallic dihedral corner reflector is used as a second
calibration target, ( see figure 4.2).
The aperture semi angle α is related to the incident and scattering angle by:
α = 900 +
θi + θs
2
. (4.29)
The measurement of the scattering matrix of the second target is performed
using the bistatic configuration shown in figure 4.2, where the cross-polarized
terms are null. Then the calibrated scattering matrix of the dihedral is given
by:
[Sr2 ] =
[
Smvv2−Bvv
RvvRvv
0
0 S
m
hh2−Bhh
RhhRhh
]
. (4.30)
A third measurement is performed for the dihedral in the same positions
with the transmit and the receive antenna rotated by an angle ρ. Then, the
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Figure 4.2: Metallic dihedral corner reflector
calibrated scattering matrices are defined, for the rotation of the transmit and
the receive antenna, respectively, by:
[Sr3 ] =
[
Srvv2cos(ρ)− Srhv2sin(ρ) Srvh2cos(ρ)− Srhh2sin(ρ)
Srhv2cos(ρ) + S
r
hv2sin(ρ) S
r
hh2cos(ρ) + S
r
vh2sin(ρ)
]
, (4.31)
[Sr3 ] =
[
Srvv2cos(ρ)− Srhv2sin(ρ) Srvh2cos(ρ) + Srhh2sin(ρ)
Srhv2cos(ρ)− Srhv2sin(ρ) Srhh2cos(ρ) + Srvh2sin(ρ)
]
. (4.32)
Therefore, a third target, which is linearly independent, is simulated to de-
termine the cross-polarized terms of the distortion matrices [R] and [T ]. Due to
the configuration modification, another background matrix has to be defined,
as the direct coupling between the two antennas is changed.
Finally, using the three reference scattering matrices, five calibration measure-
ment matrices are needed to calibrate the system. Any target can be calibrated
using:
[Sc] = [R]−1{[Sm]− [B]}[T ]−1 (4.33)
4.2.3 Calibration without a reference target(McLuaghlin):
This calibration technique, which was developed by McLuaghlin, [75], does not
require reference targets. This technique involves in two steps, whereby first the
transmit side is calibrated and, second, the receive side is calibrated. The same
distortion matrix model is used for this technique with a small modification by
neglecting the absolute phase. For the receive system, an electromagnetic wave
is radiated by a test antenna to the receive antenna, which is placed at a far
field distance R (see figure 4.3).
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Figure 4.3: Calibration of the transmit side
Then, the voltages measured by the dual polarized receiver (horizontal and
vertical) are: [
Esvv
Eshh
]
= Rvv
exp(−jkR)√
4piR
[
1 rvh
rhv rhh
] [
Eiv
Sih
]
. (4.34)
The procedure of this technique is to rotate the test antenna sequentially
to three different positions and to emit linearly polarized waves at 0 degree
(vertical), 45 degree and 90 degree (horizontal). Then the received voltages
measured by the receiver are:[
Esvv0
Eshh0
]
= Rvv
exp(−jkR)√
4piR
[
1 rvh
rhv rhh
] [
1
0
]
, (4.35)
[
Esvv45
Eshh45
]
= Rvv
exp(−jkR)√
4piR
[
1 rvh
rhv rhh
] [
1
1
]
, (4.36)
[
Esvv90
Eshh90
]
= Rvv
exp(−jkR)√
4piR
[
1 rvh
rhv rhh
] [
0
1
]
. (4.37)
The three cross polarized quotients of the three different rotations allow the
determination of three normalized values of the distortion matrix relative to the
receiver:
q0 =
Esv0
Esh0
=
1
rvh
, (4.38)
q45 =
Esv45
Esh45
=
1 + rhv
rvh + rhh
(4.39)
q90 =
Esv90
Esh90
=
rhv
rhh
, (4.40)
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Figure 4.4: Calibration of the receive side
From the above equations, the normalized terms of the received distortion ma-
trix can be calculated, as:
rvh =
1
d0
, (4.41)
rhv =
d90(d45 − d0)
d0(d90 − d45) , (4.42)
rhh =
(d45 − d0)
d0(d90 − d45) . (4.43)
Finally, the receive system side is calibrated.
In the second step, where the transmitter system is calibrated, the full
bistatic system is considered. The dual transmit antenna is placed in front
of the dual receive antenna, (see figure 4.4).
When the dual transmit antenna is used, the full polarimetric voltages can
be measured, as:
[
Esvv E
s
vh
Eshv E
s
hh
]
=
RvvTvv√
4piR
[
1 + rhvthv tvh + rhvthh
rvh + rhhthv rvhtvh + rhhthh
]
(4.44)
As for the previous step, the transmit distortions matrix can be calculated
as:
tvh =
rhhE
s
vh − rhvEshh
rhhEsvv − rhvEshv
, (4.45)
thv =
−rvhEsvv + Eshv
rhhEsvv − rhvEshv
, (4.46)
thv =
−rvhEsvh + Eshh
rhhEsvv − rhvEshv
, (4.47)
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RvvTvv =
√
4piR
rhhE
s
vv − rhvEshv
rhh − rvhrhv . (4.48)
Finally, for each target situated at the distance Ri from the transmit antenna
and at the distance Rr from the receive antenna, the calibrated scattering matrix
is calculated by:
[Sc] =
4piRiRr
RvvTvv
[r]−1[Es][t]−1. (4.49)
4.3 Isolated Antenna Calibration Technique (IACT)
In [76] Sarabandi et al, separated the distortion model into two independent
error terms:
[R] = [Rp][Cr], (4.50)
[T ] = [Ct][Tp], (4.51)
The first term, ([Rp]or[Tp]), is due to the plumbing errors (cables, adaptors etc)
and the second term ([Cr]or[Ct]) is due to the depolarizations caused by the
geometrical antenna errors, and are given by:
[Rp] =
[
Rv 0
0 Rh
]
, (4.52)
[Tp] =
[
Tv 0
0 Th
]
, (4.53)
[Cr] =
[
1 Crv
Crh 1
]
, (4.54)
[Ct] =
[
1 Cth
Ctv 1
]
. (4.55)
As anticipated in the previous chapter, two identical corrugated horn anten-
nas have been used in our Bistatic Measurement Facility (BMF). Therefore, the
geometric distortions for the transmit and receive antennas are identical i.e.:
Cth = Crh and Ctv = Crv.
The bistatic calibration technique used is based on the isolated Antenna
Calibration Technique (IACT),[77]. This technique is proposed for the case
where the transmit and receive antennas of the measurement system each have
excellent isolation between the v- and h-port, i.e. Ch = Cv = C = 0.
A large metal plate has been used as a calibration target due to its facility
to be centered and aligned. The transmit antenna is rotated about its boresight
axis with an angle θ so that the transmit distortion matrix becomes, [78]:
[T ] = Tv
[
cos(θ) sin(θ)
−sin(θ) cos(θ)
] [
1 0
0 T ′h
]
, (4.56)
where T ′h =
Th
Tv
and the receive distortion matrix is:
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Figure 4.5: Antenna Boresight Rotation: 45 degree
[R] = Rv
[
1 0
0 R′h
]
, (4.57)
where R′h =
Rh
Rv
.
Only two measurements of the same target are needed to calibrate the sys-
tem. The first measurement is with the transmit antenna in the normal position,
and the second measurement, with the transmit antenna rotated by an angle
of 45o. The scattering matrix [SMP ] of the large metal plate is diagonal in
the bistatic measurement configuration with Shh = Svv = 1 for the specular
direction, where the scattering angle is equal to the incident angle:
[SMP ] =
[
1 0
0 1
]
. (4.58)
Hence, using the two measurements of the large metal plate the transmit and
the receive distortion matrix can be calculated. The measurement where the
boresight antenna is rotated by a generic angle theta is given by:
[Sθ] =
[
Svvθ Svhθ
Shvθ Shhθ
]
= k[R]SMP [θ][T ] = k′
[
SMPvv cos(θ) S
MP
vv T
′
hsin(θ)
−R′hSMPhh sin(θ) −R′hSMPhh T ′hcos(θ)
]
,
(4.59)
where k′ = kRvTv .
The following equations can also be easily derived:
R′hS
MP
hh T
′
h
SMPvv
=
Shhθ
Svvθ
, (4.60)
R′hS
MP
hh
SMPvv T
′
h
= −Shvθ
Svhθ
, (4.61)
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k′2SMPvv R
′
hS
MP
hh T
′
h = SvvθShhθ − SvhθShvθ, (4.62)
k′2SMPvv R
′
hS
MP
hh T
′
hcos(θ) = SvvθShhθ + SvhθShvθ, (4.63)
T ′tan(θ) =
Svhθ
Svvθ
, (4.64)
− tan(θ)
T ′
=
Svhθ
Svvθ
. (4.65)
When θ is equal to 45◦, one has:
tanθ45 = +
√
−Svh(45◦)Shv(45◦)
Svv(45◦)Shh(45◦)
. (4.66)
Using the previous equation, the required distortion matrix terms can be calcu-
lated:
T ′h =
Svh(45◦)
Svv(45◦)tan(θ45)
, (4.67)
R′h =
SMPvv Shv(45
◦)
SMPvv Svh(45◦)
=
1
T ′h
SMPvv Shh(0
◦)
SMPhh Svv(0◦)
, (4.68)
k′2 =
Svv(0◦)Shh(0◦)− Svh(0◦)Shv(0◦)
R′hT
′
hS
MP
vv S
MP
hh
, (4.69)
Cos(θ0) = +
√
Svv(0◦)Shh(0◦)
Svv(0◦)Shh(0◦)− Svh(0◦)Shv(0◦) , (4.70)
Cos(θ0) = T ′hCos(θ0)
Shv(0◦)
Shh(0◦)
. (4.71)
The rotation of the antenna avoids the multiplication and the division by
small quantities during the calculation of T ′h, [22]. A rotation of 45
◦ is the
optimal angle to avoid these problems, but also other angles can give satisfying
results.
Finally, the calibrated scattering matrix can be evaluated from the following
equation:
[S]cali = [R]−1[S]unk[T ]−1[θ]−1/k′, (4.72)
where
[R]−1 =
[
1 0
1 1/R′h
]
, (4.73)
[T ]−1 =
[
1 0
1 1/T ′h
]
, (4.74)
[θ]−1 =
[
cos(θ) −sin(θ)
sin(θ) cos(θ)
]
. (4.75)
56 Chapter 4 - System calibration
4.4 Discussion of the calibration methods
Due to technical limitations and difficulties in applying the first three previously
tested calibration techniques, only the Isolated Antenna Calibration Technique
(IACT) was used. Indeed, the Generalized Calibration Technique (GCT) is
mathematically complex and needs three known reference targets, whose phase
centers have to be well aligned. Although the Wiesbeck calibration technique
only requires one known reference target, it is very sensitive to the corner re-
flector alignment, which could cause large errors during the calibration process.
The third technique proposed by McLuaghlin was not used due to mechanical
limitations.
4.5 IACT: Corrections and errors quantification
A large metal plate was used as a calibration target firstly due to its facility
to be precisely placed in the geometrical center of the bistatic measurement
facility and secondly due to its suitability to the Isolated Antenna Calibration
Technique (IACT). During the calibration process, different measurements were
carried out using the metal plate to quantify the possible errors and to better
understand the bistatic measurement facility.
The metal plate should be polished enough to appear as a dull mirror,i.e. a
reflected image of the anechoic room and equipment should be seen without any
distortion. If the image is optically distorted, the radius of curvature will affect
the 1/R2 spreading of the RF wave. Therefore, the metal plate was reinforced
with a metallic support to have a very good flatness.
The co-polar terms, Shh and Svv, of the theoretical scattering matrix of the
metal plate have to be equal to 1 and the cross polar terms, Shv and Svh, have
to be equal to 0. Therefore, the metal plate has to be big enough compared
to the bistatic footprint. For example, it has to be at least 3 times the linear
dimensions of the illumination spot.
Energy correction
The bistatic spot or the bistatic footprint, which is the intersection of the
transmit 3 dB pattern antenna and the receive 3 dB pattern antenna, is a very
important parameter to evaluate the calibrated data, especially when the sample
under test is smaller than the bistatic footprint, [79]. In figure 4.7, variations of
the pattern antenna with the incidence angle have been shown. One can clearly
see that the spot size is increasing as the incidence angle is increasing. If one
considers that the energy is uniform in the antenna pattern (the cross section)
then for theta equal to 12◦ the incident energy on the target is greater than for
theta equal to 70◦. Figure 4.7 shows the difference of the bistatic footprint for
the two incidence angle limits. An energy correction term, which is simply the
ratio of the area of the scattered area to the bistatic footprint, has to be used
to remove the errors due to the energy lost.
The method used to calculate the bistatic footprint for the two limit cases of
the specular angle, 12o and 70o, is shown in figure 4.8 and figure 4.9, respectively.
We have used a simple rules of the geometry to calculate the principle axes of
the ellipse, which is the intersection of the conical antenna illumination with
the plan containing the mean height of SUT.
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Theta= 12°
Theta = 70°
Theta = 12°
Theta = 70°
Figure 4.6: Bistatic footprint for the angles 12o and 70o
footprint for theta=120
footprint for theta=700
0,80 m
0.416 m
Soil
The Bistatic footprint
Figure 4.7: Bistatic footprint and scattered area (measured soil) for the angles
12o and 70o
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Figure 4.8: Calculation of the bistatic footprint for the angle 12o
Figure 4.9: Calculation of the bistatic footprint for the angle 70o
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Figure 4.10: Far/near range energy variation
Figure 4.10 shows another factor, the far/near range energy variation, which
has to be considered du to the sensibility of the system and the type of mea-
surements.
The energy incident on point A is the largest and on the point B is the lowest.
Therefore, to consider that the energy is uniform in the bistatic footprint, we
have to verify that the variation between the energy at the A and at B is not
too large. By simulating the energy transmitted by a corrugated horn antenna,
we have found that this variation is too low to be compensated (we have to
mention that this variation is automatically corrected in specular direction.
For our measurements, we used a 2x1 meters metal plate. Figure 4.11,
shows the reflectivity of the large metal plate versus the specular angle (with
the scattering angle = the incidence angle) for the different polarizations (HH,
VH, HV and VV). One can clearly see that the reflectivity Γ is almost constant
for the different specular angle and Γhh = Γvv. Also the polarization isolation
is almost 30 dB, which satisfy the conditions of using the IACT. In figure 4.12,
one can note problems starting at angles less than 20 deg and greater than 60
deg. this could be due to edge effects, but could also to direct leakage from the
transmitter to the receiver. For the angle range 12 to 20 degree the oscillations
are less than 0.8 dB, which are acceptable for our case.
Figure 4.13, shows the empty room measurement when the target has been
removed. One can see in this figure that the reflection increases from 40 to 70
degree; this is because the absorber works well only at near normal incidence.
For example, for VV and HH polarization, the reflections are reduced by 70-
11=59 dB up to 40◦.The absorber clearly does not work as well as we approach
grazing.
Is the metal plate big enough?
This can be confirmed can be done by measuring the received power, when
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Figure 4.11: Reflectivity of the metal plate versus the specular angle (in degree),
for the different polarizations (HH, HV, VH and VV).
Figure 4.12: Reflectivity of the metal plate versus the specular angle (in degree),
for HH and VV polarizations.
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Figure 4.13: Reflectivity of the empty room (background effect) versus the
specular angle, for the different polarizations, HH, HV, VH and VV.
the plate is placed in the calibration configuration, and, a second time, when
the plate is moved a little bit laterally in either the x or y direction. If the plate
is big enough, the power will not change more than the required calibration
accuracy. Indeed, the changes in power are due to electrical currents in the
calibration plate reaching the edges and radiating into the receiver. Moving the
plate causes a change of the phase between the radiation edge and the specular
flash, which is the main reflection to be calibrated. Therefore, it is sufficient a
movement of the plate on the order of a wavelength. If the currents in the edge
region are small, we will not get a big change of the received power. During
this test, the system has to be stable to ensure that the change in power is not
due to the system changing gain. Different measurements of the plate with the
same configuration show the degree of the system stability.
Figures 4.14 and 4.15, show, respectively, the reflectivity of the metal plate
moved for distances of several wave lengths in the x direction and y direction,
for the HH polarization. For both directions the variation of the reflectivity is
less that 1 dB, which is acceptable for the required measurement accuracy of
0.5 dB. The same variation has been observed for the VV polarization.
In figure 4.16 we can see a variation 3 dB for the HV polarization. Fortu-
nately, this does not effect the calibration process, as the cross- pol terms of the
theoretical scattering matrix are expected to be zero.
Rather than changing interference patterns, a constant offset can be seen in
these plots, which demonstrates that the changes are not due to interference
from the edges but rather may be due to repeatability in the system. The
calibration at one specular angle could be performed if the system was stable
for different bistatic angles. Only the background matrix, which contains the
transmit to receive antenna coupling, has to be calculated for each bistatic angle.
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Figure 4.14: Edges effect test: metal plate moved in the x direction for several
wave lengths, HH polarization
Figure 4.15: Edges effect test: metal plate moved in the y direction for several
wave lengths, HH polarization
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Figure 4.16: Edges effect test: metal plate moved in the x direction for several
wave lengths, HV polarization
4.6 Validation of the calibration using fresh wa-
ter
To validate the calibration process and the energy correction, the measurement
of the fresh water reflectivity has been calibrated, corrected and then compared
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Figure 4.17: Validation of the calibration by means of a measurement of fresh
water
with the simulation. Since the reference target was a metal plate, which has
a very high dielectric constant, it is recommended to validate the calibration
with a dielectric target. A further reason to use fresh water is that we know
exactly its dielectric constant and also because our sample under test will be of
the same kind: a moist soil. Figure 4.17 shows that up to 50o the maximum
error is less than 0.5 dB.
In conclusion, a very well calibrated measurement could be carried out in
our bistatic measurement facility using the IACT calibration process and the
energy correction.
Chapter 5
Surface scattering analysis;
surface parameters
estimation
5.1 Bistatic surface scattering
To date, a number of surface scattering models have been developed to evaluate
the interaction between an electromagnetic wave and a rough surface separating
two homogeneous media. Two of the most commonly used classical approaches
are the Small Perturbation Model (SPM), [86], and the Kirchhoff Approximation
(KA), [44], [87], which can be decomposed in the scalar (SA) and the stationary
phase (SPA) approximation, which are asymptotic analytic approaches. There-
fore, they are only applicable for a limited range of roughness compared to the
wave length. The Integral Equation Model (IEM), [88], which has a wider range
of applicability compared to KA and SPM, will be considered to analyze the
calibrated data.
Surface roughness
Surface roughness is an important parameter to define the range of validity
of the scattering model and depends on the vertical roughness (height stan-
dard deviation) σ, on the horizontal roughness (correlation length) l and on the
wavelength λ. Thus, the quantities kσ and kl define the limits of each scattering
model, where k is the wave number, k = 2piλ . Generally, a surface is supposed
to be smooth if its irregularities are small compared to the wavelength.
In 1877, Rayleigh was the first to study the scattering of an electromag-
netic wave by a rough surface, [44]. His work was on a monochromatic plane
wave scattered by a sinusoidal surface at vertical incidence. This study allowed
Rayleigh to define a roughness criterion. Indeed, considering two scattered
rays from different points of a rough surface, which is illuminated by a plane
monochromatic wave (Figure 5.1), the phase difference ∆φ between the rays
can be calculated by the following equation:
∆φ = 2σ
2pi
λ
cosθ (5.1)
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The Rayleigh criterion supposes that, if the phase difference ∆φ is less than
pi
2 radians, the surface can be considered as smooth, i.e, the standard deviation
of the surface height σ has to fulfill the following condition:
σ <
λ
8cosθ
. (5.2)
A second criterion which could be found in the literature is the Fraunhofer
criterion, which supposes ∆φ has to be less than pi8 radians in order to consider
a smooth surface, hence:
σ <
λ
32cosθ
. (5.3)
Figure 5.1: Phase difference between two parallel waves scattered from different
points
The diffuse and the coherent component
As shown in Figure 5.2, a perfectly smooth large plane surface scatters an
incident plane wave in the specular direction, (i.e. the scattering angle is equal
to the incidence angle). The magnitude of the scattered wave is equal to the
magnitude of the incident wave multiplied by the Fresnel equation. For a slightly
rough surface, where the irregularities are small compared to the wavelength,
part of the scattered energy is outside of the specular direction. This part is
called the diffuse component. The part scattered in the specular direction is
called the coherent component. As the surface roughness increases, the diffuse
component increases and the coherent component decreases, [89].
The phase of the diffuse component has a random distribution, whereas the
phase of the coherent component varies smoothly around the average value.
Therefore, the total coherent contribution can be calculated by a simple sum-
mation of vectors.
The scattered wave from a rough surface is then composed of a coherent
component from the surface mean and an incoherent component from the dis-
tributed target. These two components can be easily separated, because the
average of the incoherent component is equal to zero.
The coherent scattering coefficient
The coherent energy, which is dominating in the specular direction, is deter-
mined by the average quadratic energy:
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Figure 5.2: The coherent and the incoherent component
P spqcoh =
1
2η1
〈Espq〉〈Es∗pq〉, (5.4)
where η1, is the intrinsic medium impedance
Thus, the coherent scattering coefficient is determined by:
σ0pqco =
4piR2
P iqA
P spqco, (5.5)
where P iq =
1
ηE
2
0 the incident energy, R is the distance from the antenna to
the scatter point, P spq is the energy scattered to the receiver antenna, E0 is the
electric field incident to the rough surface and A = 2X ∗ 2Y is the illuminated
area.
The incoherent scattering coefficient
The incoherent energy, which is the part of the energy scattered outside of the
specular direction, is determined by subtracting the average quadratic energy
from the total energy:
P spqincoh =
1
2η1
[〈EspqEs∗pq〉 − 〈Espq〉〈Es∗pq 〉]. (5.6)
Thus, the incoherent scattering coefficient is determined from the incoherent
energy by:
σ0pqinco =
4piR2
P iqA
P spqinco. (5.7)
5.1.1 The Kirchhoff Approximation
The Kirchhoff approximation is valid when the surface mean radius of curvature
is large compared to the wavelength. Thus, the tangent-plane approximation,
which supposes that the field at each point of the surface is equal to the field
incident to the tangential infinite at that point, can be considered.
To calculate an analytical expression of the scattered field supplementary
approximations are required. Indeed, for surfaces with moderate standard de-
viation of surface height and moderate slopes, the scalar approximation or the
Physical Optic (PO) method can be considered and, for large standard deviation
of surface heights compared to the wavelength, the stationary phase approxi-
mation or the Geometric Optics (GO) method can be considered.
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Based on the tangent plane approximation and on analytic considerations,
the validity conditions for the Kirchhoff method are given in the literature, [90],
as the follows:
kl > 6, (5.8)
Rc > λ, (5.9)
where l is the surface correlation length, and Rc is the mean radius of curvature
for the rough surface.
For a rough surface with a Gaussian height distribution, the mean radius of
curvature Rc is:
Rc =
l2
2σ
√
pi
6
, (5.10)
where σ is the standard deviation of the surface height.
Then the validity conditions (5.9) becomes:
kl > 2
√
kσ
√
6pi. (5.11)
Figure 5.3 shows the validity conditions for the Kirchhoff approximation in
the spectral roughness domain.
Figure 5.3: Validity conditions of the Kirchhoff Approximations. The x and y
axis are respectively the vertical kσ and horizontal kl spectral roughness. The
model is valid in the dotted area.
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Validity conditions for the stationary phase approximation (geomet-
rical optics)
The validity limits for the stationary phase of a rough surface with a Gaussian
height distribution, which are part of the Kirchhoff validity limits, are, [44]:
kσ >
√
10
|cosθs + cosθi| , (5.12)
kl > 6, (5.13)
kl > 2
√
kσ
√
6pi. (5.14)
Figure 5.4 shows the validity conditions for the the stationary phase approx-
imation (GO) in the spectral roughness plan.
Figure 5.4: GO validity conditions Geometrical Optics. The x and y axis are
respectively, the vertical kσ and horizontal kl spectral roughness. The model is
valid in the dotted area.
Validity conditions for the scalar approximation (physical optics)
The validity limits for for the scalar approximation, for a rough surface with
a Gaussian height distribution are, [44]:
kl >
√
2
0.25
kσ, (5.15)
kl > 6. (5.16)
Figure 5.5 shows the validity conditions for the scalar approximation (PO)
in the spectral roughness domain.
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Figure 5.5: PO validity conditions. The x and y axis are, respectively, the
vertical kσ and horizontal kl spectral roughness. The model is valid in the
dotted area.
5.1.2 Physical optics model (PO)
The physical optics model is calculated by integrating the Kirchhoff scattered
field over the entire rough surface, not just the fractions of the surface which
represent the scattered energy in the specular direction. Thus, the PO model
predicts the coherent component, which is not the case for the GO model.The
first order of the PO is also called the scalar approximation, due to the lack
of knowledge of the slopes around the scatter point. Hence, good polarization
decoupling occurs, which means accurate co-polarized scattering measurements
in the plane of incidence and zero cross-polarized scattering terms. By the
second order of PO, where the slopes transverse to the plane of incidence are
considered, the depolarization effect is considered by mean of the cross-polarized
terms, which are now no longer zero.
For a rough surface with Gaussian height distribution, the coherent scatter-
ing coefficient is given by the following expression:
σ0pqc =
k2|Fpq(α, β)|A
4pi
(
sinηxX
ηxX
)2(
sinηyY
ηyY
)2 · exp(−η2zσ2) (5.17)
and the incoherent scattering coefficient is equal to:
σ0pqnc = (
k2
4
)|ps ·Fpq(α, β)|2
∑
m
(σ ∗ kdz)2m
mm!
·l2e−σ2k2dze−(k2dx+k2dy)l2/(4m) (5.18)
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where:
Fpq(α, β) = f(α, β,Rh, Rv, θi, θs, φs, φi), (5.19)
kdx = k ∗ (sinθi ∗ cosφi − sinθs ∗ cosφs), (5.20)
kdy = k ∗ (sinθi ∗ sinφi − sinθs ∗ sinφs), (5.21)
kdz = −k ∗ (cosθi + cosθs), (5.22)
where:
Ps: hs or vs (horizontal or vertical directions of the scattered field).
k: 2pi/λ wave number.
λ: the wave number.
A: the illuminated area
α, β: the local slopes along x and y directions.
θi, φi, θs, φs: incident and scattering angles and azimuth angles.
Rh and Rv: Fresnel reflection coefficients.
l: surface correlation angle.
σ: height standard deviation.
Figure 5.6 through figure 5.9 show the dependency of the scattering coeffi-
cient on the soil moisture for the coherent and the incoherent part and for the
hh and vv polarizations. We can clearly see in these figures that the sensitivity
of the bistatic scattering coefficient, with respect to soil moisture, is decreasing
as the latter is increasing. Thus, it is not useful to measure soil with very high
moisture.
In these figures, we can also see that the incoherent component is decreasing
compared to the coherent component as the specular angle is increasing. This
is due to the weakening of the roughness effect for grazing angles.
The specular scattering coefficients as a function of surface roughness σ are
shown in Figure 5.10 through figure 5.13. The coherent scattering coefficient is
decreasing as the roughness increases for the both hh and vv polarization. Also,
the incoherent scattering coefficient is increasing as the roughness increases,
but the sensitivity of the incoherent scattering coefficient to the roughness is
low when the latter is large.
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Figure 5.6: The coherent Physical Optics bistatic scattering coefficient in the
specular scattering direction for hh polarization vs. incidence angle for a Gaus-
sian surface: kσ = 0.515, kl = 5.4 and soil moisture: Mv varies from 5% to
30%.
Figure 5.7: The incoherent Physical Optics bistatic scattering coefficient in
the specular scattering direction for hh polarization vs. incidence angle for a
Gaussian surface: kσ = 0.515, kl = 5.4 and soil moisture: Mv varies from 5%
to 30%.
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Figure 5.8: The coherent Physical Optics bistatic scattering coefficient in the
specular scattering direction for vv polarization vs. incidence angle for a Gaus-
sian surface: kσ = 0.515, kl = 5.4 and soil moisture: Mv varies from 5% to
30%.
Figure 5.9: The incoherent Physical Optics bistatic scattering coefficient in
the specular scattering direction for vv polarization vs. incidence angle for a
Gaussian surface: kσ = 0.515, kl = 5.4 and soil moisture: Mv varies from 5%
to 30%.
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Figure 5.10: The coherent Physical Optics bistatic scattering coefficient in the
specular scattering direction for hh polarization vs. incidence angle for a Gaus-
sian surface: kl = 5.4, soil moisture: Mv=10% and σ varies from 0.1 to 0.3.
Figure 5.11: The incoherent Physical Optics bistatic scattering coefficient in
the specular scattering direction for hh polarization vs. incidence angle for a
Gaussian surface: kl = 5.4, soil moisture: Mv=10% and σ varies from 0.1 to
0.3.
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Figure 5.12: The coherent Physical Optics bistatic scattering coefficient in the
specular scattering direction for vv polarization vs. incidence angle for a Gaus-
sian surface: kl = 5.4, soil moisture: Mv=10% and σ varies from 0.1 to 0.3.
Figure 5.13: The incoherent Physical Optics bistatic scattering coefficient in
the specular scattering direction for vv polarization vs. incidence angle for a
Gaussian surface: kl = 5.4, soil moisture: Mv=10% and σ varies from 0.1 to
0.3.
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5.1.3 Small Perturbation Model (SPM)
In 1894, Rayleigh was the first to introduce the small perturbation scattering
method for a sinusoidal surface with moderate undulations. Later, Rice by
developing the expression of the scattered field from perfectly conducting rough
surfaces, demonstrated for moderate variation of the surface height that the
scattered field can be approximated by a Taylor series. This technique is known
as “the small perturbation method” , which later was adapted for dielectric
rough surfaces.
The SPM method, which is appropriated for moderate standard deviation
of the height compared to the wavelength and a small root mean square (rms)
slope, is also expressed in a terms of coherent scattering coefficient and inco-
herent scattering coefficient. The zero order solution of the small perturbation
method is equivalent to a smooth (without roughness)plane surface, while its
first order solution provides the incoherent scattered component of the single
scattering process. Thus, the depolarization in the plane of incidence is zero as
for the two Kirchhoff approximations.
Validity conditions for the small-perturbation model (SPM)
The validity conditions for the small-perturbation model are, [44]:
kσ < 0.3, (5.23)
kl >
√
2
0.3
kσ. (5.24)
Figure 5.14 shows the validity conditions for the small-perturbation model
in the spectral roughness domain.
Figure 5.14: Validity conditions Small Perturbation Model. The x and y axis
are respectively the vertical kσ and horizontal kl spectral roughness. The model
is valid in the dotted area.
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For a rough surface with Gaussian height distribution the coherent scatter-
ing coefficient given by:
σ0pqc
∼== k
2|Rpq|2Acos2θ
pi
(
sinkdxX
kdxX
)2(
sinkdyY
kdyY
)2, (5.25)
and the incoherent scattering coefficient is equal to:
σ0qp(θs, φs, θi, φi) = 4k
4σ2l2cos2θs cos2 θifpqexp(−(1/4)k2dρl2), (5.26)
where:
fpq(α, β) = f(α, β,Rh, Rv, θi, θs, φs, φi), (5.27)
kdx = k ∗ (sinθi ∗ cosφi − sinθs ∗ cosφs), (5.28)
kdy = k ∗ (sinθi ∗ sinφi − sinθs ∗ sinφs), (5.29)
k2dρ = k
2 ∗ [sin2θs + sin2θi − 2sinθssinθicos(φs − φi)]. (5.30)
and where:
k: 2pi/λ wave number.
λ: the wave number.
A : the illuminated area.
ηx: the complex impedance.
θi, φi, θs, φs: incident and scattering angles and azimuth angles.
RhandRv: Fresnel reflection coefficients.
l: surface correlation angle.
σ: height standard deviation.
Figure 5.15 through figure 5.18 show the dependence of the scattering coef-
ficient on the soil moisture for the coherent and the incoherent part and for
hh and vv polarizations. As for the physicals optics model, the sensitivity of
the bistatic scattering coefficient with respect to soil moisture is decreasing as
the latter is increasing. In these figures, we can also see that the incoherent
component is very low compared to the coherent component in the specular
direction.
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Figure 5.15: The coherent small perturbation bistatic scattering coefficient in
the specular scattering direction for hh polarization vs. incidence angle for a
Gaussian surface: kσ = 0.1, m = 0.1 and soil moisture: Mv varies from 5% to
30%.
Figure 5.16: The incoherent small perturbation bistatic scattering coefficient in
the specular scattering direction for hh polarization vs. incidence angle for a
Gaussian surface: kσ = 0.1, m = 0.1 and soil moisture: Mv varies from 5% to
30%.
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Figure 5.17: The coherent small perturbation bistatic scattering coefficient in
the specular scattering direction for vv polarization vs. incidence angle for a
Gaussian surface: kσ = 0.1, m = 0.1 and soil moisture: Mv varies from 5% to
30%.
Figure 5.18: The incoherent small perturbation bistatic scattering coefficient in
the specular scattering direction for vv polarization vs. incidence angle for a
Gaussian surface: kσ = 0.1, m = 0.1 and soil moisture: Mv varies from 5% to
30%.
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5.2 The Integral Equation Method (IEM)
The Integral Equation Method (IEM) is the most commonly used scattering
model for remote sensing applications, due to its large domain validity, which
it is not the case for the Kirchhoff approximation and the small perturbation
model. Indeed, the use of different frequencies and incidence angles for the radar
image acquisitions and also the lack of information about the surface roughness,
make it difficult to select the suitable scattering model.
The IEM model, which was developed and proposed in 1992 by Fung, [88],
is based on the correction of the Kirchhoff approximation by a complementary
term which includes the multiple scattering between the wave and the rough
surface.
Two forms of IEM have been developed according to the scale of the surface
roughness, the first for small to moderate scale roughness (kσ ≤ 2), and the
second for large scale roughness.
The development of the IEM is based on the solution of the Stratton-Chu
integral equation by introducing a complementary term in the tangential electric
and magnetic surface fields. Due to this complementary term, the IEM validity
overlaps the validity of the Kirchhoff and small perturbation approximations.
Hence, the tangential scattered field is given by:
Espq = E
sk
pq + E
sc
pq. (5.31)
Eskqp is the Kirchhoff field and E
sc
qp is the complementary field, expressed by:
Eskqp = KE0
∫
S′
fqpe
j[(ks−ki)r]dx′dy′, (5.32)
Escqp =
KE0
8pi2
∫ ∫
S′
∫
S′′
Fqpe
j[u(x′−x′′)+v(y′−y′′)−q|z′−z′′|]
×ej[ks·r′−ki·r′′]dx′′dy′′dx′dy′dudv, (5.33)
where
K = − jk
4piR
e−jkR. (5.34)
R is the distance between the transmitting and the receiving antennas. The
subscripts p and q denote the polarizations of the transmitter and the receiver
respectively. The terms fqp and Fqp are respectively the Kirchhoff and the
complementary coefficients.
After calculating the scattered field, the average scattered power is derived
by the following relation:
P sqp =
1
2η1
〈EsqpEs∗qp〉. (5.35)
Substituting the equation (5.31) in the latter equation, the average scattered
power is then:
P sqp =
1
2η1
[〈EskqpEsk∗qp 〉+ 2<〈EscqpEsk∗qp 〉+ 〈EckqpEck∗qp 〉]
= P skqp + P
skc
qp + P
sc
qp . (5.36)
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The powers P skqp and P
sc
qp are those of the Kirchhoff approximation and the
complementary power respectively. The power P skcqp is called the “cross power”.
All these powers are also decomposed in coherent and incoherent terms.
The IEM coherent scattering coefficient
The complementary coherent scattered power represents the multi-scattering
process which is an incoherent process. Therefore, the complementary and the
cross coherent scattering coefficient can be neglected compared to the Kirchhoff
term. In the literature, [90], [89], one can find simulations which prove this fact.
The IEM coherent scattering power is then given by:
P sqocoh = P
sk
qpcoh =
1
2η1
[〈Eskqp 〉〈Esk∗qp 〉]. (5.37)
and the incidence and the scattering wave number are given by:
kˆi = kxxˆ+ ky yˆ − kz zˆ, (5.38)
kˆs = ksxxˆ+ ksy yˆ + ksz zˆ. (5.39)
By replacing the Kirchhoff scattered field of (5.32) in equation (5.37) the
coherent power becomes:
P skqpcoh =
1
2η1
|KE0fqp|2|〈
∫
S′
ej[(ksx−kx)x
′+(ksy−ky)y′+(ksz−kz)z′]dx′dy′〉|2,
(5.40)
and then the normalized coherent scattering coefficient results equal to:
σ0qp =
4piR2P sqp
A0P ip
. (5.41)
The IEM incoherent scattering coefficient
Contrary to the coherent case, the complementary and the cross term are
significant compared to the Kirchhoff term and then they have to be considered.
• IEM incoherent kirchhoff term.
For small or moderate roughness, i.e. kσ ≤ 2, the exponential integrand
of the scattered files can be expanded in serial functions and the scattered
field can then be integrated over the spatial variables. Thus, the Kirchhoff
term of the incoherent scattered power is given by, [91]:
P skqpincoh = 2pi
|KE0fqp|2
2η1
e−σ
2(ksz+kz)
2
A0
×
∞∑
n=1
[σ2(ksz + kz)2]n
n!
Wn(ksx − kx, ksy − ky), (5.42)
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where Wn(ksx − kx, ksy − ky) is the roughness spectrum of the surface
which is related to the surface correlation surface ρ(ξ, ζ) by the following
equation:
Wn(ksx−kx, ksy−ky) = 12pi
∫
ρn(ξ, ζ)ej[(ksx−kx)ξ+(ksy−ky)ζ]dξdζ (5.43)
Finally, the Kirchhoff incoherent scattering coefficient is given by:
σ0kqpincoh =
4piR2P sqp
A0P ip
=
k2
2
|fqp|2e−σ2(ksz+kz)2 ×
∞∑
n=1
[σ2(ksz + kz)2]n
n!
Wn(ksx − kx, ksy − ky) (5.44)
• The IEM incoherent complementary term.
The incoherent complementary scattered power P scqpincohe is given by:
P scqpincohe =
1
2η1
[〈EscqpEsc∗qp 〉 − 〈Escqp〉〈Esc∗qp 〉]. (5.45)
By replacing the complementary scattered field equation (5.33) in equation
(5.44), the complementary scattered power is given by:
P scqpincoh =
(2pi)5
8η1
|KE0
8pi2
|2A0e−σ2(ksz+kz)2 × [c1(m,m′) + c2(m,m′)
+c3(m,m′) + c4(m,m′) + c5(m,m′) + c6(m,m′)] (5.46)
with u′ = −u− ksx − kx and v′ = −v − ksx − kx, m and m’ are given by:
m =
√
k2 − u2 − v2, (5.47)
m′ =
√
k2 − u′2 − v′2. (5.48)
The ci(m,m′)|i=1,...,6 coefficients are calculated by:
c1(m,m′) =
∑
r,r′=−1,1
h(rkz, r′kz)f1(rkz, r′kz)×
Fqp(−kx, ky, r)F ∗qp(−kx, ky, r), (5.49)
c2(m,m′) =
∑
r,r′=−1,1
h(rkz, r′kz)f2(rkz, r′kz)×
Fqp(−kx, ky, r)F ∗qp(−kx, ky, r), (5.50)
c3(m,m′) =
∑
r,r′=−1,1
h(rkz, r′kz)f3(rkz, r′kz)×
Fqp(−kx, ky, r)F ∗qp(−kx, ky, r), (5.51)
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c4(m,m′) =
∑
r,r′=−1,1
h(rkz, r′kz)f4(rkz, r′kz)×
Fqp(−kx, ky, r)F ∗qp(−kx, ky, r), (5.52)
c5(m,m′) =
∑
r,r′=−1,1
∫
[h(rkz, r′kz)f1(rkz, r′kz)f4(rkz, r′kz)×
Fqp(−kx, ky, r)F ∗qp(−kx, ky, r)]dudv, (5.53)
c6(m,m′) =
∑
r,r′=−1,1
∫
[h(rkz, r′kz)f2(rkz, r′kz)f3(rkz, r′kz)×
Fqp(−kx, ky, r)F ∗qp(−kx, ky, r)]dudv, (5.54)
and where:
h(rm, r′m′) = e−σ
2[m2+m′2−(ksz−kz)(rm+r′m′)], (5.55)
f1(rm, r′m′) =
∞∑
n=1
[σ2(ksz − rm)(ksz − r′m′)]n
n!
Wn(ksx − kx, ksy − ky),
(5.56)
f2(rm, r′m′) =
∞∑
n=1
[σ2(ksz − rm)(ksz + r′m′)]n
n!
Wn(ksx − kx, ksy − ky),
(5.57)
f1(rm, r′m′) =
∞∑
j=1
[σ2(ksz + rm)(ksz − r′m′)]n
n!
W j(ksx − kx, ksy − ky),
(5.58)
f2(rm, r′m′) =
∞∑
j=1
[σ2(ksz + rm)(ksz + r′m′)]n
n!
W j(ksx − kx, ksy − ky).
(5.59)
Finally, the complementary incoherent scattering coefficient is calculated
by:
σc0qpincoh =
k2
210pi5
A0e
−σ2(ksz+kz)2 × [c1(m,m′) + c2(m,m′) +
c3(m,m′) + c4(m,m′) + c5(m,m′) + c6(m,m′)]. (5.60)
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• The IEM incoherent cross term
The incoherent cross scattered power P skcqpincohe is calculated identically to
the incoherent complementary scattered power as follows, [91]:
P skcqpincohe =
1
2η1
[〈EscqpEsk∗qp 〉 − 〈Escqp〉〈Esk∗qp 〉]. (5.61)
Thus, by replacing the scattered Kirchhoff and the complementary fields by
their expression, equation (5.32) and equation (5.33) respectively, we have:
P skcqpincohe =
(2pi)3
2η1
|KE0|2
24pi2
A0e
−σ2(k2sz+k2z+kszkz)
×<{kc1(m) + kc2(m) + kc3(m)}, (5.62)
with
kc1(m) =
∑
r=−1,1
f ′1(rkz)f
∗
qpFqp(−kx, ky, r), (5.63)
kc2(m) =
∑
r=−1,1
f ′2(rkz)f
∗
qpFqp(−kx, ky, r), (5.64)
kc3(m) =
1
2pi
∑
r=−1,1
∫
h′(rm)f ′1(rkz)f
′
2(rkz)f
∗
qpFqp(u, v, rm), (5.65)
and
h′(rm) = e−σ
2[m2−(ksz−kz)rm], (5.66)
f ′2(rm) =
∞∑
n=1
[σ2(ksz +mq)(ksz + kz)]n
n!
Wn(ksx − kx, ksy − ky). (5.67)
Finally, the incoherent scattering coefficient can be calculated as follows:
σkc0qpincoh =
k2
25pi3
e−σ
2(k2sz+k
2
z+kszkz)<{kc1(m) + kc2(m) + kc3(m)}. (5.68)
Simple and multiple scattering processes
The bistatic scattering process from a rough surface could be decomposed in
two parts: single scattering and multiple scattering, as is represented in figure
5.32. In the previous paragraphs, only the single scattering has been evaluated,
which is the sum of the coherent part and the first order of the incoherent part.
In turn, the first order incoherent coefficient is the sum of the Kirchhoff term
σk0qpincoh , the complementary term σ
c0
qpincoh and the cross term σ
kc0
qpincoh, and is
given by, [92]:
σ
0(S)
qpincoh =
k2
2
e−σ
2(k2sz+k
2
z)
∞∑
n=1
σ2n|Inqp|2
W (n)(ksx − kx, ksy − ky)
n!
, (5.69)
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where,
I(n)qp = (ksz + kz)fqpe−σ
2kszkz
+
1
4
∑
r=−1,1
[e−σ
2[m2−(ksz−kz)rm](kz − rm)nFqp(−kx,−ky, rm)
+e−σ
2[m2−(ksz−kz)rm](kz + rm)nFqp(−ksx,−ksy, rm)]. (5.70)
The single scattering component is the dominant term for the copolarized
forward scattering coefficient, the multiple scattering contributions being usu-
ally too low. For the cross-polarized forward scattering coefficient, the multiple
scattering component is the dominant term and the single scattering contribu-
tion can be neglected.
Singlescattering
Multiple scattering
Figure 5.19: Simple and Multiple scattering process
The multiple scattering coefficient which is calculated at least by the second
order of the complementary and the cross terms is given by:
σ
0(M)
qpincoh =
k2
210pi5
e−σ
2(k2sz+k
2
z)[c5(m,m′) + c6(m,m′)]
+
k2
25pi3
e−σ
2(k2sz+k
2
z+kszkz)<{kc3(m)} (5.71)
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5.3 The calibrated measurement data
To date, rigorous validation of the theoretical models have been carried out by
using accurate numerical methods, i.e. methods of moments or Monte Carlo
in a one-dimensional (1-D case) and with experimental data mostly collected
on conduction surfaces. Evaluation of theoretical models by comparison with
data collected on natural terrains is difficult, because of the difference between
the theoretical autocorrelation functions used in the simulations and the real
statistics of natural terrains.
In this section, the experimental calibrated data are compared with simu-
lation of the IEM method. These data include a set of rough surfaces mea-
surements with different soil moistures. Although the measurements have been
carried out on a limited area of distributed targets, the comparison will be done
with a simulation of a single point target. This will cause some errors which
have to be considered.
Calibrated data for the rough surface (PO)
For the rough surface, which is in the physical optic domain, measurements
with four different soil moistures (5% to 20%) have been carried out and cal-
ibrated. The scattering matrix has been measured in the plane of incidence
(vertical polarization plane) for different specular angles from 12o to 47o with
steps of 5o. Figure 5.20 through figure 5.27 show the specular angle variation
for the different soil moistures and for the both polarizations HH and VV.
In figure 5.20, one can see that the model under/overestimates the calibrated
for 5% soil moisture. We think that this is due to diffraction effects between
the absorber and the soil, which decreases as the soil moisture increases for the
HH polarization. However, for the other three soil moistures the model fits very
well to the calibrated data for the entire range of the specular angles.
On the other hand, for the VV polarization, for the first three soil moistures
a good agreement between the model and the calibrated data is obtained. For
20% soil moisture, the model tends to underestimate the calibrated data. This
disagreement could be due to errors of the soil moisture measurement. Indeed,
some transitive errors can be generated during the measuring process from the
soil moisture to the dielectric constant.
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Figure 5.20: Calibrated coherent bistatic scattering coefficient vs. incidence
angle, for the rough surface (PO), HH polarization and soil moisture: M1=5%
Figure 5.21: Calibrated coherent bistatic scattering coefficient vs. incidence
angle for the rough surface (PO), HH polarization and soil moisture: M2=10%
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Figure 5.22: Calibrated coherent bistatic scattering coefficient vs. incidence
angle for the rough surface (PO), HH polarization and soil moisture: M3=15%
Figure 5.23: Calibrated coherent bistatic scattering coefficient vs. incidence
angle for the rough surface (PO), HH polarization and soil moisture: M4=20%
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Figure 5.24: Calibrated coherent bistatic scattering coefficient vs. incidence
angle for the rough surface (PO), VV polarization and soil moisture: M1=5%
Figure 5.25: Calibrated coherent bistatic scattering coefficient vs. incidence
angle for the rough surface (PO), VV polarization and soil moisture: M1=10%
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Figure 5.26: Calibrated coherent bistatic scattering coefficient vs. incidence
angle for the rough surface (PO), VV polarization and soil moisture: M3=15%
Figure 5.27: Calibrated coherent bistatic scattering coefficient vs. incidence
angle for the rough surface (PO), VV polarization and soil moisture: M4=20%
5.3 -The calibrated measurement data 91
Calibrated data for the smooth surface (SPM)
For the smooth surface, which is in the small perturbation model domain,
measurements with four different soil moistures (5% to 20%) have been carried
out and calibrated.
The scattering matrix has been measured in the plane of incidence (vertical
polarization plane) for different specular angles from 12o to 47o with steps of
5o. Figure 5.28 through figure 5.35 show the specular angle variation for the
different soil moistures and for both polarizations HH and VV.
In these figures, one can see a good agreement between the IEM model and
the calibrated data. However, sometime errors of 1 dB occur, which can be due
to transitive errors of the dielectric constant measurements. These errors have
to be considered during the surface parameters estimation.
Figure 5.28: Calibrated coherent bistatic scattering coefficient vs. incidence
angle for the smooth surface (SPM), HH polarization and soil moisture: M1=5%
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Figure 5.29: Calibrated coherent bistatic scattering coefficient vs. incidence an-
gle for the smooth surface (SPM), HH polarization and soil moisture: M2=10%
Figure 5.30: Calibrated coherent bistatic scattering coefficient vs. incidence an-
gle for the smooth surface (SPM), HH polarization and soil moisture: M3=15%
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Figure 5.31: Calibrated coherent bistatic scattering coefficient vs. incidence an-
gle for the smooth surface (SPM), HH polarization and soil moisture: M4=20%
Figure 5.32: Calibrated coherent bistatic scattering coefficient vs. incidence
angle for the smooth surface (SPM), VV polarization and soil moisture: M1=5%
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Figure 5.33: Calibrated coherent bistatic scattering coefficient vs. incidence an-
gle for the smooth surface (SPM), VV polarization and soil moisture: M2=10%
Figure 5.34: Calibrated coherent bistatic scattering coefficient vs. incidence an-
gle for the smooth surface (SPM), VV polarization and soil moisture: M3=15%
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Figure 5.35: Calibrated coherent bistatic scattering coefficient vs. incidence an-
gle for the smooth surface (SPM), VV polarization and soil moisture: M4=20%
5.4 Soil moisture estimation in the specular di-
rection
The assessment of the soil moisture by radar remote sensing methods is possi-
ble by using the effect of the soil relative dielectric constant, which is related
to the soils moisture and the soil composition, on the received signal. Thus, a
well controlled measurement system and an accurate measured received signal
enable the development of remote sensing techniques to evaluate the soil pa-
rameters. However, most of the developed techniques, which are specifically for
the monostatic case, require different practical considerations and conditions.
Indeed, the analytical models, which are used to asses either the soil moisture
or the soil roughness by minimization of the metric distance between computed
and measured data, are strongly nonlinear and are only defined for a limited
range.
By introducing multi-static or bistatic measurements, new perspectives or
new techniques are possible. A new method, which requires data measured by
radars operating along the specular direction, has been introduced by Ceraldi,
[93]. This method, which has been confirmed until now only by method of
moments (MoM) simulations, will be tested with accurately controlled mea-
surements carried out in an anechoic chamber.
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5.4.1 Principles
The measurement system parameters, such as the frequency or the polarization,
could be a reliable tool to make the number of equations equal to the number of
unknowns or to reduce the number of parameters to be estimated. Indeed, the
measurement of the target with two different polarizations or frequencies could
eliminate the dependence of the received power either on the roughness or on
the relative dielectric constant. In fact, the different expressions of the scattered
power of the analytical approximations (Kirchhoff or Small Perturbation) are
a product of two functions: the first function is depending on the roughness
and the second function is depending on the polarization and on the relative
dielectric constant. Thus, the ratio of the scattered power in hh to the scattered
power in VV is theoretically independent of the roughness.
Based on this underlying principle, assessment methods of the soil mois-
ture using the copolarized ratio have been proposed by Shi et al, [94], and by
Franceschetti, [95], but for the monostatic case only. However, those methods
can only be used for slightly rough surfaces. Indeed, for very rough surfaces,
where the geometrical optic model is valid, the sensitivity of the copolarized
ratio to the relative dielectric constant is too small and it is equivalent to 1.
And for a medium rough surface where physical optics is valid, the copolarized
ratio does not fit well with the physical optic approach.
However, for bistatic scattering in the specular direction the copolarized
ratio expression of the three different approaches (SPM, PO and GO) are equal
and independent of the roughness. Therefore, the estimation of the soil moisture
by using the copolarized ratio is possible for a wider range of roughness in the
specular direction. In the following, we demonstrate that the copolarized ratio
for the different approaches gives the same expression.
Kirchhoff approach: Physical Optics
For a rough surface with Gaussian height distribution, the coherent and the
incoherent scattering coefficient of the physical optic approach are given respec-
tively by, [90]:
σ0pqc =
k2|Fpq(α, β)|A
4pi
(
sinηxX
ηxX
)2(
sinηyY
ηyY
)2, ·exp(−η2zσ2) (5.72)
σ0pqno = (
k2
4
)|ps · Fpq(α, β)|2
∑
m
(σ ∗ kdz)2m
mm!
· l2e−σ2k2dze−(k2dx+k2dy)l2/(4m),
(5.73)
σ0pqns = −
jk2σ2ηz
2pi
exp(−ηzσ2)<{a0(ηxa∗1 + ηya∗2)}
∞∑
n=1
(η2zσ
2)n−1
n!n
W (n−1)(ηx, ηy), (5.74)
where for the specular direction, i.e. θi = θs = θ:
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Fhh(θ) = 2Rh(θ) cos θ,
Fhv(θ) = Fvh(θ) = 0, (5.75)
Fvv(θ) = −2Rv(θ) cos θ.
For the specular direction: ηx = ηy = 0. Thus, the second part of the incoherent
scattering coefficient becomes zero.
The copolarized ratio f(θ, ε) is defined by:
f(θ, ε) =
σ0hh
σ0vv
. (5.76)
The HH scattering coefficient is given by:
σ0hh = σ
0
hhc + σ
0
hhn
=
k2|Fhh(α, β)|A
4pi
(
sinηxX
ηxX
)2(
sinηyY
ηyY
)2 · exp(−η2zσ2) (5.77)
+(
k2
4
)|ps · Fhh(α, β)|2
∑
m
(σ ∗ kdz)2m
mm!
· l2e−σ2k2dze−(k2dx+k2dy)l2/(4m)
= |Rh(θ)|2 × g(l, σ, ηz, λ, kdx, kdy, kdz),
and similarly, the VV scattering coefficient is given by:
σ0vv = σ
0
hhc + σ
0
hhn
=
k2|Fvv(α, β)|A
4pi
(
sinηxX
ηxX
)2(
sinηyY
ηyY
)2 · exp(−η2zσ2) (5.78)
+(
k2
4
)|ps · Fvv(α, β)|2
∑
m
(σ ∗ kdz)2m
mm!
· l2e−σ2k2dze−(k2dx+k2dy)l2/(4m)
= |Rvv(θ)|2 × g(l, σ, ηz, λ, kdx, kdy, kdz).
Finally, the copolarized ratio for the physical optic approach is a function only
of the specular angle and the relative dielectric constant, and is given by:
f(θ, ε) =
σ0hh
σ0vv
=
σ0hhc + σ
0
hhn
σ0vvc + σ0vvn
=
|Rh(θ)|2
|Rv(θ)|2 . (5.79)
Kirchhoff approach: Geometrical Optics
The geometrical optic approach does not generate a coherent part for the
specular direction. Therefore, for a rough surface with Gaussian height distri-
bution, the incoherent scattering coefficient of the geometrical optic approach
is given by, [90]:
σ0pq =
(kη|Upq|)2
2η4zσ2||ρ′′(0)
exp[− η
2
x + η
2
y
2η2zσ2|ρ′′(0)|
], (5.80)
where ρ′′(0) is the second derivative of the surface correlation function calculated
at the origin, σ2|ρ′′(0)| represents the mean-square slope of the surface. Upq is
98 Chapter 5 - Surface scattering analysis, surface parameters estimation
a complex coefficient which depends on the polarization, the relative dielectric
constant and the specular angle and is given by:
Uhh(θ) = 2Rh(θ) cos θ,
Uhv(θ) = Uvh(θ) = 0, (5.81)
Uvv(θ) = −2Rv(θ) cos θ.
Thus, the HH scattering coefficient is given by:
σ0hh =
(kη|Uhh|)2
2η4zσ2||ρ′′(0)
exp[− η
2
x + η
2
y
2η2zσ2|ρ′′(0)|
]
= |Rhh(θ)|2 × h(σ, ηz, λ), (5.82)
and, similarly, the VV scattering coefficient is given by:
σ0vv =
(kη|Uvv|)2
2η4zσ2||ρ′′(0)
exp[− η
2
x + η2y
2η2zσ2|ρ′′(0)|
]
= |Rvv(θ)|2 × h(σ, ηz, λ). (5.83)
Finally, the copolarized ratio for the geometrical optic approach is a function
only of the specular angle and the relative dielectric constant, and is equal to
the copolarized ratio for the physical optic approach:
f(θ, ε) =
σ0hh
σ0vv
=
|Rh(θ)|2
|Rv(θ)|2 . (5.84)
Small Perturbation Method
For a rough surface with Gaussian height distribution, the coherent and the
incoherent scattering coefficient of the Small Perturbation Method are given
respectively by, [90]:
σ0pqc =
k2|Rpq|2Acos2θ
pi
(
sinkdxX
kdxX
)2(
sinkdyY
kdyY
)2, (5.85)
σ0qp(θs, φs, θi, φi) = 4k
4σ2l2cos2θs cos2 θifpqexp(−(1/4)k2dρl2), (5.86)
where for the specular direction, i.e. θi = θs = θ:
fhh(θ) = Rh(θ),
fhv(θ) = fvh(θ) = 0, (5.87)
fvv(θ) = −Rv(θ).
The copolarized ratio f(θ, ε) is defined by:
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f(θ, ε) =
σ0hh
σ0vv
. (5.88)
The HH scattering coefficient is given by:
σ0hh = σ
0
hhc + σ
0
hhn
=
k2|Rhh|2Acos2θ
pi
(
sinkdxX
kdxX
)2(
sinkdyY
kdyY
)2 (5.89)
+4k4σ2l2cos2θs cos2 θifhhexp(−(1/4)k2dρl2)
= |Rh(θ)|2 × i(l, σ, ηz, λ, kdx, kdy, kdρ, A).
and similarly, the VV scattering coefficient is given by:
σ0vv = σ
0
vvc + σ
0
vvn
=
k2|Rvv|2Acos2θ
pi
(
sinkdxX
kdxX
)2(
sinkdyY
kdyY
)2 (5.90)
+4k4σ2l2cos2θs cos2 θifvvexp(−(1/4)k2dρl2)
= |Rv(θ)|2 × i(l, σ, ηz, λ, kdx, kdy, kdρ, A).
Finally, the copolarized ratio for the physical optic approach is function only
of the specular angle and the relative dielectric constant, and is given by:
f(θ, ε) =
σ0hh
σ0vv
=
σ0hhc + σ
0
hhn
σ0vvc + σ0vvn
=
|Rh(θ)|2
|Rv(θ)|2 . (5.91)
5.4.2 Results and theory validation
The first validation of the theoretical expressions of the copolarized ratio, which
is independent of the roughness, will be proved by using experimental calibrated
measurement of two rough surfaces (smooth surface: SPM and rough surfaces:
PO) with the same soil moisture. The validation was not possible for very rough
surfaces: GO, because we were not able to construct a convenient sample stamp
in our laboratory.
Figure 5.36 shows the reflectivity of the smooth surface (SPM) and of the
rough surface (PO) with a constant soil moisture (Mv=5%) for HH polarization
in the specular direction. One can clearly see that the reflectivity for the smooth
surface is larger than for the rough surface. This is due to the diffuse part, which
is proportional to the roughness. It has also to be noted that the reflectivity
for the two roughnesses is almost the same for large specular angles. Figure
5.37, which is for VV polarization, shows that the same remarks apply as for
HH polarization.
Figure 5.38 shows the copolarized ratio of the two different rough surfaces.
Although the reflectivity is dependent on the roughness for the like polarizations
(HH and VV), one can clearly see that the copolarized ratio is the same for the
two rough surfaces.
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Figure 5.36: Reflectivity in the specular scattering direction for hh polarization
vs. incidence angle for the rough surface (PO), the smooth surface (SPM) and
soil moisture: Mv =5%.
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Figure 5.37: Reflectivity in the specular scattering direction for vv polarization
vs. incidence angle for the rough surface (PO), the smooth surface (SPM) and
soil moisture: Mv =5%
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Figure 5.38: Copolarized ratio in the specular scattering direction vs. incidence
angle for the rough surface (PO), the smooth surface (SPM) and soil moisture:
Mv =5%. The copolarized ratio is independent of roughness.
Based on the independence of the copolarized ratio of the roughness, which
has been demonstrated by theory expressions and experimental calibrated mea-
surements in the specular direction, an assessment algorithm, which evaluates
the relative complex dielectric constant by the least squares technique, is pro-
posed. Indeed, the estimated relative complex dielectric constant is the value
which minimizes the sum of square modulus of the differences between the mea-
sured copolarized ratio and the corresponding analytic copolarized ratio. Thus,
the measurement of the copolarized ratio at different incident angles (or frequen-
cies) allows us to estimate the complex relative dielectric constant by minimizing
the following function, [93]:
g(ε′, ε′′) =
∑
i
|f(ε′, ε′′, θi, λi)− fˆ(θi, λi)|2 (5.92)
where ε′ and ε′′ are respectively the real and the imaginary part of the com-
plex relative dielectric constant. fˆ(θ, λ) is the measured copolarized ratio and
f(ε′, ε′′, θ, λ) is the analytic copolarized ratio.
To analyze the performance of the previous algorithm, a set of well controlled
polarimetric measurements have been carried out. For both surface roughness,
the rough surface (PO) and the smooth surface (SPM), measurements with four
soil moistures Mv (5%, 10%, 15% and 20%) have been carried out for different
specular angles varying from 12 to 52 degree with steps of 5 degree.
102 Chapter 5 - Surface scattering analysis, surface parameters estimation
To improve the quality of the data, the average of the statistical measure-
ments which have been subsequently calibrated, have been used.
Figure 5.39 and figure 5.40 show the estimated real part and the imaginary
part of the relative dielectric constant, respectively, versus the incidence angle
for the rough surface (PO) and for the different soil moistures. The purpose
of these plots is to find out the best angle to estimate the relative dielectric
constant. In fact, one can see that a good agreement between the estimated
values and the measured values is obtained for large specular angle. It turns
out that from the specular angle of 32 degree the estimated real part
of the relative dielectric constant shows best agreement. Similarly, the
estimated imaginary parts of the relative dielectric constant are acceptable for
the specular angle of 32 degree.
Figure 5.39: Estimated real part of the relative dielectric constant vs. incidence
angle for the rough surface (PO)
Figure 5.41 and figure 5.42 shows the estimated real and imaginary part of
the relative dielectric constant, respectively, versus the incidence angle for the
smooth surface (SPM) and for the different soil moistures. As for the rough
surface, the best agreement between the estimated values and the measured
values is obtained for the large specular angle (from the specular angle of 32
degree). However, some good results can be observed for small specular angles,
in agreement with the theory. Indeed, in [94] and [95], an algorithm based on
the copolarized ratio, which has been used for monostatic radar configuration,
showed good results only for slightly rough surfaces. Further, for smooth sur-
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Figure 5.40: Estimated imaginary part of the relative dielectric constant vs.
incidence angle for the rough surface (PO)
faces, the proposed algorithm can be used for the quasi-monostatic case (low
Bistatic angles).
Figure 5.41: Estimated real part of the relative dielectric constant vs. incidence
angle for the smooth surface (SPM)
The correlation between the estimated and measured relative dielectric con-
stant for four specular angles (32, 37, 42 and 47 degree) is presented in Figures:
5.43, 5.44, 5.45 and 5.46. From these figures, one can say that the accuracy
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Figure 5.42: Estimated imaginary part of the relative dielectric constant vs.
incidence angle for the smooth surface (SPM)
of this algorithm is acceptable for different applications. A high decorrelation
between the estimated and measured dielectric constant, may be caused by
calibration errors or by the miss-estimation of the real value of the measured
dielectric constant.
Figure 5.43: Estimated real part of the relative dielectric constant vs. measured
relative dielectric constant for the rough surface (PO)
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Figure 5.44: Estimated imaginary part of the relative dielectric constant vs.
measured relative dielectric constant for the rough surface (PO)
Figure 5.45: Estimated real part of the relative dielectric constant vs. measured
relative dielectric constant for the smooth surface (SPM)
5.5 Surface roughness estimation in the specu-
lar direction
The coherent term of the integral equation method is a function of the dielectric
constant (or the soil moisture) and the soil roughness σ (the standard deviation
of heights), Equation 5.94:
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Figure 5.46: Estimated imaginary part of the relative dielectric constant vs.
measured relative dielectric constant for the smooth surface (SPM)
IEMcoh = f(ε, σ) (5.93)
Thus, if the dielectric constant is known, the soil roughness σ can be deduced
from the coherent IEM term. The IEM approximation is valid for a wide range
of roughness values; therefore the assessment of σ from the coherent IEM term
could be a reliable tool.
IEMcoh = f(ε, σ) (5.94)
As the average of the incoherent part is zero, the coherent part can be
calculated by the average of a set of statistical data. It has to be noted that,
the coherent part has to be at least comparable to the incoherent part to have
acceptable results. Indeed, for too low a coherent part, i.e. very high roughness,
the IEM does not fit the measured coherent part very well .
In figure 5.47 through figure 5.50, the IEM coherent and incoherent scat-
tering coefficient versus the roughness, for HH and VV polarizations and for
different soil moistures are shown. One can clearly see that up to kσ equal to
1.5, the coherent part is comparable to the incoherent term and thus the assess-
ment of the roughness σ from the coherent part is possible. As expected, for
very high roughness the coherent part is too low.
In table 5.1 and 5.2, the results obtained for the rough surface (PO: kσ=0.55)
and for the HH and VV polarization respectively are shown. For the HH po-
larization, good agreement between the estimated and the measured spectral
roughness kσ is obtained for the first three specular angles, 32, 37 and 42 degree.
For the specular angle 47, the estimated values underestimated the measured
kσ. For the VV polarization, good results are only obtained for the specular
angles 32 and 37 degree.
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Figure 5.47: Coherent Integral Equation Method: scattering coefficient for the
specular angle 20o and for hh polarization vs. spectral roughness kσ for a
Gaussian surface: kl = 5.4 and soil moisture: Mv varies from 5% to 30%.
Figure 5.48: Incoherent Integral Equation Method: scattering coefficient for
the specular angle 20o and for hh polarization vs. spectral roughness kσ for a
Gaussian surface: kl = 5.4 and soil moisture: Mv varies from 5% to 30%.
In table 5.3 and 5.4, the results obtained for the smooth surface (SPM:
kσ=0.1) and for the HH and VV polarization respectively are shown. For the HH
polarization, good agreement between the estimated and the measured spectral
roughness kσ is obtained only for the specular angle 32 and 42 degree. Some
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Figure 5.49: Coherent Integral Equation Method: scattering coefficient for the
specular angle 20o and for vv polarization vs. spectral roughness kσ for a
Gaussian surface: l = 0.73 and soil moisture: Mv varies from 5% to 30%.
Figure 5.50: Incoherent Integral Equation Method: scattering coefficient for
the specular angle 20o and for vv polarization vs. spectral roughness kσ for a
Gaussian surface: l = 0.73 and soil moisture: Mv varies from 5% to 30%.
good results have been obtained for the specular angle 32 and 37 degree but not
for all soil moisture.
For the VV polarization the estimated kσ seriously overestimated the rough-
ness.
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PO,HH : kσ = 0.51 32o 37o 42o 47o
M1=5% 0.41 0.18 0.43 0.29
M2=10% 0.46 0.4 0.49 0.63
M3=15% 0.46 0.52 0.57 0.64
M4=20% 0.56 0.51 0.67 0.84
Table 5.1: Estimated spectral roughness kσ for different specular angles and
soil moisture, using the HH IEM coherent (rough surface: PO)
PO, V V : kσ = 0.51 32o 37o 42o 47o
M1=5% 0.61 0.58 0.72 0.98
M2=10% 0.64 0.69 0.90 0.97
M3=15% 0.65 0.77 0.95 0.96
M4=20% 0.72 0.76 0.98 1.04
Table 5.2: Estimated spectral roughness kσ for different specular angle and soil
moisture, using the VV IEM coherent (rough surface: PO)
SPM,HH : kσ = 0.1 32o 37o 42o 47o
M1=5% 0.35 0.15 0.16 0.33
M2=10% 0.29 0.16 0.14 0.44
M3=15% 0.19 0.25 0.14 0.51
M4=20% 0.22 0.11 0.25 0.49
Table 5.3: Estimated spectral roughness kσ for different specular angle and soil
moisture, using the HH IEM coherent (smooth surface: SPM)
SPM,V V : kσ = 0.1 32o 37o 42o 47o
M1=5% 0.53 0.52 0.68 0.92
M2=10% 0.45 0.51 0.63 0.85
M3=15% 0.33 0.43 0.62 0.86
M4=20% 0.41 0.48 0.63 0.83
Table 5.4: Estimated spectral roughness kσ for different specular angle and soil
moisture, using the VV IEM coherent (smooth surface: SPM)
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5.6 Signal phase sensitivity to soil moisture for
the specular direction
In the last two decades, SAR Interferometry (InSAR) and differential InSAR
(DInSAR), which use the phase of the backscattered signal, have been shown to
be a useful tool for the generation of Digital Elevation Models (DEMs), and the
study of temporal changes due to earthquakes, subsidence, and other ground
motions. Nolan,[96], [97], [98], also suggested the possibility to use DInSAR
penetration depth as a proxy to estimate the soil moisture. The principal is
based on the relationship between penetration depth and permittivity, which
varies as a function of soil moisture. In this section, we will study the sensitivity
of signal phase and reflectivity with regard to moisture variation and therefore
to penetration depth. Current results indicate a non-linear relationship between
signal phase and soil moisture, as expected, confirming the possibility of using
DInSAR to measure variations in soil moisture.
For the monostatic geometry, due to the randomness of the volume scatter-
ing in soil, the scattered wave is diffused in all directions and its signal phase
changes in a random way with each scattering on a discontinuity of the medium.
Nevertheless in the specular case, the wave undergoes with a greater probabil-
ity a coherent scattering on surface, which has a strong moisture discontinuity,
[99]. For the coherent scattering, the phase shift is deterministic and it is given
by the formula of coherent scattering on laminated mediums approximated by
the WKB model, [100]. Outside of the specular direction, the random fluctua-
tions of the phase is increased by the effect of the volume scattering: this effect
is valid also for a smooth plane surfaces and rough surface smaller than the
macroscopic roughness. In monostatic geometry, the condition of specularity
is satisfied only for the normal incidence. We thus explain the increase in the
phase shift decorrelation with the value of the incidence angle in the case of the
monostatic geometry.
Therefore in this section, the signal phase sensitivity to soil moisture for the
specular direction will be reported.
5.6.1 Theory
On reflection at a surface, an electromagnetic wave undergoes a phase shift.
The value of this shift is equal to the phase of the Fresnel complex reflection
coefficient. the relative phase shift is defined as the difference of the phase
for samples which differ only by their dielectric properties (soil moisture). In
the case of homogeneous media, the phase jump on the surface is given by the
formula of Fresnel:
ϕ = arg[
1−√ε′ − iε′′
1 +
√
ε′ − iε′′ ] (5.95)
One has to note that within the limit σ → ∞, ϕ → Arg(−1) = −pi; for a
perfectly conducting surface, the phase shift is −pi, [100].
The reflection coefficient of soil depends on all the values of complex dielectric
constant in the upper level of the soil with thickness equal to the penetration
depth. Thus, the penetration depth plays a fundamental role in the surface
scattering process (reflectivity and phase).
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For homogeneous media, the Fresnel coefficient can be useful for the inter-
ferometric phase calculation, [101]. However, it is necessary for the calculation
of the interferometric phase to consider not only the soil moisture but also gra-
dients of the water contents in the soil, considering the very large sensitivity of
the phase to the values of these gradients. Thus, to analyze the signal phase of
a wave scattered by a smooth surface, the method of the layers, [100], allows the
exact calculation of the phase, which depends on all the values of the complex
dielectric constant up to the penetration depth.
The remote sensing observation depth is defined as the depth of soil where
the soil moisture can be estimated or where the microwave radar is sufficiently
sensitive. Thus, the radar observation depth is a function of the soil moisture
and it is greater for dryer soil than for moist soil. As well as the soil moisture,
the remote sensing observation depth is also depending on free space wave-
length, incidence angle, wave polarization, surface roughness and vegetation
cover,[102],[103],[104].
The radar penetration depth δp, which has been introduced by Ulaby et al.
[44], is a function of the radar frequency system and soil moisture (soil dielectric
constant). Indeed, the radar penetration depth is the depth in the soil where
the transmitted wave power is attenuated by the proportion 1/e (i.e 37%) of
the incident wave power and without considering the scattered power wave on
the soil surface.
δp =
λ
√
ε′
2piε′′
(5.96)
where λ is the free space wavelength, ε′ is the real part of the soil relative
dielectric constant and ε′′ is the imaginary part of the soil relative dielectric
constant.
Contrary to the radar observation depth, the radar penetration depth could
be a reliable proxy to assess the soil moisture by measuring the signal phase of
the received wave. Indeed, the moisture variation (penetration depth variation)
causes a change in path length and yields a change in phase, the so-called signal
phase:
φsig = δp2k = δp
4pi
λ
(5.97)
However, we have to remember that the path changing of the signal is a
virtual distance variation, which depends on the amount of energy penetrating
the surface and on that scattered back to the receiver.
The Hallikainen model,[56], relates the dielectric constant to the frequency,
the volumetric moisture content and the percentage of sand and clay contained
in the soil. It has been used to prove the relationship between the soil moisture
and penetration depth:
εc = (a0 + a1S + a2C) + (b0 + b1 + b2C)mv + (c0 + c1S + c2C)m2v (5.98)
εc is the complex dielectric constant, S is the percentage of sand, C is the
percentage of clay, mv is the volumetric moisture content, and the coefficients
ai, bi and ci depend on the frequency.
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Because of the non-linear relationship between soil moisture and penetration
depth, (see figure 5.51), a measurement of a change in penetration depth cannot
be directly converted to a change in soil moisture unless one of the soil moisture
values is known a priori or if some linearizing assumptions is made. For example,
a measured displacement of 5 mm could ambiguously mean a change in soil
moisture from 1% to 2% or from 10% to 17%. However, if the initial soil
moisture value is known, and assuming that a phase change is fully attributable
to a change in penetration, the initial value can be converted to a penetration
depth using the equations previously presented.
Figure 5.52 shows the variation of the signal phase versus soil moisture. Due
to the linear relationship between the signal phase and the penetration depth,
(equation 5.97), the signal phase is also non-linearly related to the soil moisture.
Figure 5.51: Penetration depth versus volumetric soil moisture.
5.6.2 Experimental measurements and results
The chosen target was a flat soil with different moisture levels controlled by a
Time Domain Reflectometer (TDR) measurement system. An average of four
soil moisture measurements was used for each target. The soil sedimentation
shows that the soil contains 100% (pure) sand and no clay contributions. There-
fore, the swelling effect of soil caused by clay can be completely neglected
Specular measurements with different soil moistures have been carried out to
investigate the signal phase variation with the soil moisture, as the penetration
depth is related to the magnitude of the reflected signal. The variation of
reflectivity with soil moisture is shown in figure 5.53; the incidence angle was of
20 degree.
The reflectivity of flat soil increases as the soil moisture increases for both
polarizations H and V. Apparently the penetration depth depends on the soil
moisture. Figure 5.54 shows that the signal phase is also changing with the soil
moisture (for the same geometry and the same soil roughness).
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Figure 5.52: Signal phase versus volumetric soil moisture.
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Figure 5.53: Reflectivity of flat soil versus soil moisture.
Figure 5.55 shows that the maximum variation of the phase shift using the
Fresnel reflection coefficient, (equation 5.95), is of about 2 degree for soil mois-
tures varying from 5% to 40% (sandy soil). This means that the measured
variation of the signal phase of up to 100o cannot be explained by the pure
dielectric effect covered by the Fresnel equations.
The assessment and interpretation of the signal phase for the different soil
moistures using the complex interferometric coherence seems to be reasonable.
The coherence is defined as follows:
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Figure 5.54: Signal phase versus the soil moisture.
Figure 5.55: Signal phase versus the soil moisture (Fresnel approximation).
Γ =
〈SiS∗r 〉√〈|Si|2〈〉|Sr|2〉 (5.99)
where Sr is the reference signal of a surface with soil moisture mv,1. Si with i
2,3, is the complex amplitude of the signal for the surfaces with soil moistures
mv,1. 〈〉 denotes ensemble averaging.
As expected, due to the coherent nature of the surface (flat soil), the mag-
nitude of the interferometric coherence for two relatively wet surfaces is almost
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1. However, the main purpose of this experiment was the analysis of the signal
phase measured for different soil moistures at the same geometry and roughness.
Therefore, only the argument of the complex coherence, i.e., the phase shift due
to the soil moisture variation, will be taken into account. From figure 5.56, one
can see that this phase shift can be a good proxy to assess the soil moisture
variation. Due to the absence of clay in our soil (no swelling effects), the phase
shift can be directly related to the penetration depth of the electromagnetic
wave into the soil.
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Figure 5.56: Interferometric phase versus soil moisture variation.
The variation of the reflectivity with respect to the soil moisture could be
a reliable tool to understand the relationship between the penetration depth
and soil moisture. As expected, it can be seen from the measurements that the
penetration depth decreases with increasing reflectivity. The dependence of the
signal phase on the soil moisture demonstrates that the path of the electromag-
netic wave through the soil is strongly related to its dielectric properties. The
nonlinearity of the signal phase variation to the soil moisture variation can be
clearly seen, but the biggest changes in phase are occurring at the higher ranges
of soil moisture which is contrary to theory. It could be a problem of correct
phase unwrapping (i.e. cycle slips), but it may be also due to inaccuracies in
the measurements. The effects of surface roughness for varying bistatic angles
and polarization should be the subject of future studies. The final aim is to find
ways to independently estimate soil moisture and surface roughness.
5.7 Analysis of bistatic polarimetric parameters
The theory of radar polarimetry for natural surface has been focused only on
the monostatic case, where the covariance and the coherence matrices are 3 x
3 hermitian matrices due to the reciprocity theorem applied to homogeneous,
azimuthally symmetric random mediums, [105], [106], [107]. Recently, Cloude
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introduced in [108], [109], the bistatic polarimetry and the general case of the
covariance and coherence matrices, which are 4x4 hermitian matrices, applied
to the surface and volume scattering. Although the system calibration becomes
more complex for the bistatic case, the expansion of the covariance matrix to
4x4 increases the interaction information between the scatterer and the system
measurement. In this section, by introducing a simulator tool based on the
IEM model, which calculates the coherence matrices in specular direction for
different soil moisture and surface roughness, the general bistatic polarimetric
parameters will be analyzed.
5.7.1 The target feature vector
The target feature vector k, which is a vectorial representation of the scattering
matrix, is another representation of the polarimetric scattering problem. The
target feature vector, which is composed of four complex elements, is defined
for the general bistatic case as, [108]:
k4 = F{[S]} = 12Trace{[S]ψ} = [k0, k1, k2, k3]
T (5.100)
where F [S] is the matrix vectorization operator, Trace[S] is the sum of the
diagonal elements of the scattering matrix [S], and ψ is a complete set of 2x2
complex basis matrices defining the projection basis. Two most frequently used
bases for SAR systems, which could be found in the polarimetric radar literature:
the ’lexicographic basis’ [ψL]:
ψL : 2{
(
1 0
0 0
)
,
(
0 1
0 0
)
,
(
0 0
1 0
)
,
(
0 0
0 1
)
}, (5.101)
and the ’Pauli spin matrix set’ [ψP ]:
ψP :
√
2{
(
1 0
0 1
)
,
(
1 0
0 −1
)
,
(
0 1
1 0
)
,
(
0 −j
j 0
)
} (5.102)
These bases have the advantage of not changing the Euclidean normalization
of the target feature vector.
The factors 2 and
√
2 present in equation 5.101 and equation 5.102 respec-
tively, ensure the invariance of the total power, which means that the Euclidean
normalization is independent of the choice of the base matrices ψ. Their target
feature vectors in the bistatic case are given:
kL =

Shh
Shv
Svh
Svv
 , (5.103)
kP =
1√
2

Shh + Svv
Shh − Svv
Shv + Svh
j(Shv + Svh)
 = 1√2

kP1
kP2
kP3
kP4
 . (5.104)
A Change from the lexicographic to the Pauli-based target feature vector, [110],
is possible by using the unitary transformation matrix [U4]:
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kL = [U4]kP , (5.105)
[U4] =
1√
2

1 0 0 1
1 0 0 −1
0 1 1 0
0 j −j 0
 . (5.106)
5.7.2 The coherence and covariance matrices
Generally, the measured scattering matrix is affected by different changing pa-
rameters, which are due to changing target characteristics and/or system pa-
rameter acquisitions (temporal and spatial). Thus, the scattering matrix terms
are following space and time varying stochastic processes. The coherency and
covariance matrices can be defined as follows:
• The covariance matrix C is obtained by the multiplication of the target
feature vector kL by its conjugate transpose, [111].
C = 〈kLk†L〉 =

〈ShhS∗hh〉 〈ShhS∗hv〉 〈ShhS∗vh〉 〈ShhS∗vv〉
〈ShvS∗hh〉 〈ShvS∗hv〉 〈ShvS∗vh〉 〈ShvS∗vv〉
〈SvhS∗hh〉 〈SvhS∗hv〉 〈SvhS∗vh〉 〈SvhS∗vv〉
〈SvvS∗hh〉 〈SvvS∗hv〉 〈SvvS∗vh〉 〈SvvS∗vv〉
 ,
(5.107)
• The coherence matrix, T , which is defined in pauli basis and is calculated
by multiplying the target feature vector by its conjugate transpose, is
given by:
T = 〈kP k†P 〉 =
=

〈kP1k∗P1〉 〈kP1k∗P2〉 〈kP1k∗P3〉 〈(kP1k∗P4〉
〈kP2k∗P1〉 〈kP2k∗P2〉 〈kP2k∗P3〉 〈kP2k∗P4〉
〈kP3k∗P1〉 〈kP3k∗P2〉 〈kP3k∗P3〉 〈kP3k∗P4〉
〈kP4k∗P1〉 〈kP4k∗P2〉 〈kP4k∗P3〉 〈kP4k∗P4〉
 .(5.108)
The transformation matrix U4 from equation 5.106 can also be used to trans-
form between covariance and coherence matrices.
T = [U4]TC[U4]. (5.109)
These matrices are Hermitian positive and semidefinite, thus this unique
relation implies that the covariance and the coherence matrix have identical
eigenvalues which are real positive or null.
5.7.3 Symmetry properties in bistatic scattering
The target symmetry property for the bistatic scattering geometry was well
analyzed only in the optical domain, [112]. In the radar domain, the target
symmetry propriety has yet only been studied for the monostatic geometry due
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to the focusing of radar environmental remote sensing backscattering measure-
ments.
With the reciprocity theorem, where the transmitter and receiver can ex-
change their roles, there are two additional kinds of symmetries, [108], valid
for the general bistatic case. They are provided by simple geometrical transfor-
mations relating to the bisectrix and scattering plane (see figure 5.57) and are
defined as the follows:
Figure 5.57: Bistatic scattering geometry
• Sα: rotate the scattering system by pi around the bisectrix (reciprocity)
S =
(
a b
c d
)
⇒ Sα =
(
a −c
−b d
)
(5.110)
• Sβ : mirror the scattering system by pi with respect to the scattering plane
S =
(
a b
c d
)
⇒ Sβ =
(
a −b
−c d
)
(5.111)
,
• Sγ : mirror the scattering system by pi with respect to the bisectrix plane
S =
(
a b
c d
)
⇒ Sβ =
(
a c
b d
)
(5.112)
5.7.4 Entropy/α for bistatic geometries
Although the eigenvalues of [T ] are independent on the basis used because it is
an Hermitian positive semi-definite matrix, the eigenvectors depend on the uni-
tary matrix transformation. Since the coherence matrix cannot be reduced to 3
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dimensions for the bistatic case, the eigenvalue spectrum remaines in 4 dimen-
sions and the eigenvectors have an additional 2 degrees of freedom compared to
monostatic cases as shown in equations 5.113 and 5.114. Thus, a generalization
of the concept entropy/alpha proposed for the monostatic case is possible for
the bistatic case:
〈T 〉 = U4

λ1 0 0 0
0 λ2 0 0
0 0 λ3 0
0 0 0 λ4
U∗T4 (5.113)
U4 =
[
e14 e
2
4 e
3
4 e
4
4
]
, (5.114)
e4 =

cosαieiφ1
sinαi cosβeiφ2
sinαi sinβ cos γeiφ3
sinαi sinβ sin γeiφ4
 . (5.115)
where the angle β represents the orientation of the target about the line of sight,
φi represents the target phase angle and the angle αi, which is varying with a
range of 0o ≤ αi ≤ 90o, is not related to the target orientation but represents an
internal degree of freedom of the target and helps to define the target scattering
type. Indeed, the conventional interpretation in the monostatic case [3,3] is, [7]:
• for αi = 0 the target is considered as an isotropic surface,
• When αi increases the target becomes anisotropic i.e Shh 6= Svv,
• for αi = 45o, the target is supposed to be a dipole with orientation deter-
mined by β,
• when 45o < αi < 90o the target is supposed to be an anisotropic dihedral
i.e Shh 6= Svv and the phase difference is 180o ,
• for αi = 90o the target is supposed to be an isotropic dihedral.
However, the angle α is defined as the average of the αi of the four eigenvec-
tors weighted by their probability and it represents the dominant mechanism in
the scattering process. The expression of the angle α is given by:
α = P1α1 + P2α2 + P3α3 + P4α4 (5.116)
The entropy/alpha concept was first developed for the monostatic case,
therefore, the generalization of this concept has to be carefully considered. In-
deed, for the monostatic case and incoherent target, the macroscopic reflection
symmetry allows us to simplify the coherence matrix to have only 5 degrees of
freedom. The entropy H, which represents the distributions of the components
of the scattering process, is defined in bistatic case as follows:
H = −
4∑
i=1
Pilog4Pi, (5.117)
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where:
Pi =
λi∑
i λj
. (5.118)
and Pi represents the the relative intensity of the scattering process defined by
the eigenvector Vi. The entropy H is varying between 0 and 1. H is 0 when
the coherence matrix has only one nonzero eigenvalue and only a deterministic
target is present in the scena and H is 1 when the coherence matrix has four
equal eigenvalues.
5.7.5 Polarimetric model for scattering surface
For the purpose to analyze the bistatic polarimetric parameters (entropy/alpha,
etc) a simulator tool using the IEM model has been developed. Indeed, the
coherency matrix terms were simulated by the first order of IEM for the co-
polarized terms (HH and VV) and the second order of IEM for the cross-
polarized terms (HV and VH). The main reason for this choice is the wide
range of validity of the IEM and the fact that it takes into account multiple
scattering effects of the wave with the surface.
Figure 5.58: Polarimetric IEM model for surface scattering
The simulations of the coherency matrix terms were done for the specular
direction where the cross-terms are equal for the second order of the IEM. In
fact, the cross polarizations for a homogeneous, azimuthally symmetric random
medium will be statistically equal, whatever the used geometry may be. For the
specular direction and for spectral surface roughness kσ up to 2.5, the second
order of IEM satisfies the reciprocity theorem. In addition to reflection symme-
try, which supposes that the correlation between the channels in co-polarization
and cross-polarization is null, the coherency matrix simulation method is shown
in figure 5.58.
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Figure 5.59 shows the variation of the second order of VH (multi-scattering
terms) for 20o specular angle, depending on the spectral roughness kσ for soil
moisture varying from 5% to 30%.
Figure 5.59: σvhvh versus the spectral roughness kσ, for soil moisture varying
from 5% to 30 %
5.7.6 Analysis of bistatic polarimetric parameter versus
surface roughness
By using the polarimetric model for surface scattering presented in the previous
section, the entropy H and the angle α will be analyzed for varying spectral
vertical roughness kσ. The coherence matrix has been simulated for a specular
angle of 20o. Figure 5.60 shows the variation of the entropy H with kσ, where
one can see a quasi linear variation up to kσ equal to 1.5 almost independent
of the soil moisture, which is a very important results. In fact, the surface
roughness can be estimated from a well-calibrated measured entropy H.
For the monostatic case, the entropy H is quasi independent of the surface
roughness up to kσ equal to 1.5, i.e, no sensitivity, however sensitivity increases
for kσ bigger than 1.5 but with dependence on the soil moisture, [129].
In figure 5.61, the angle α is plotted versus the spectral vertical roughness
kσ. The angle is quasi constant up to kσ equal to 1.5 and independent of the
soil moisture. From kσ = 1.5 the angle α increases and becomes independent
of the soil moisture. We can conclude that the angle α is a discriminator of the
soil parameter, and perhaps only by adding another polarimetric parameter.
The diagram of entropy/alpha is shown in figure 5.62. One can see that
for low entropy, the sensitivity to soil moisture is quasi-zero, and that there
is a quasi-linear dependence between the entropy and the angle α is present.
However, for high entropy the dependence to soil moisture is remarkable.
To validate the linear relationship found between the entropy and the sur-
face roughness a well calibrated full polarimetric scattering matrix is needed. In
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Figure 5.60: The Entropy H versus the spectral roughness kσ
Figure 5.61: The angle α versus the spectral roughness kσ
our BMF, unlike the co-polar scattering matrix terms (Shh, Svv) the cross-polar
terms (Shv, Svh) are not well calibrated. Indeed, the measured cross-polar scat-
tering matrix terms of the rough surfaces are very small and close to the system
noise background, especially for the smooth surface. Thus, the validation will be
done with the rough surface kσ = 0.51. Table 5.5 shows the spectral roughness
kσ estimated from the linear relation with the entropy. We can see that the
evaluated spectral roughness overestimates the measure values, which may be
due to the calibration errors caused by the background noise. Nevertheless, the
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Figure 5.62: The diagram entropy/alpha
Roughsurface, θ = 22o : kσ = 0.51 M1 = 5% M2 = 10% M3 = 15% M4 = 20%
kσes 0.9 0.85 0.65 0.75
Table 5.5: The estimated spectral roughness kσ for specular angle 22o and rough
surface (PO)
sensitivity of the entropy for spectral roughness up to 0.5 is too small and hence
some errors can be in the estimation. Therefore, the validation with rougher
surfaces and well calibrated cross-polar terms is needed in future work.

Chapter 6
Conclusions
The main purpose of this work is the estimation of surface parameters by using
fully polarimetric bistatic radar measurements. To validate the technique, an
X-band anechoic chamber has been improved and adapted to accurately mea-
sure the scattering matrix of a random rough surface with different values of
roughness and moistures. A summary of the results and main contributions,
which have been described in the chapters of this thesis, will be given in this
conclusion.
In the chapter 2, is a short description of the theory electromagnetic scat-
tering and different polarimetric representations during a scattering process.
This should help the reader to understand the physical meaning of the values
what will be measured in the experimental work. Then, the monostatic and
bistatic radar configurations are introduced. The general radar equation and
the different scenarios of bistatic scattering (Forward Scatter Alignment and
Back Bistatic Scattering Alignment) are detailed. To show the relevance of
this work, the experimental bistatic measurements, ground based and airborne,
which have been carried out until today, are reviewed and analyzed. From this
bibliographic study, we find that a very few or no bistatic measurements of the
rough surface with different soil moistures have been performed and analyzed.
The X-band Bistatic Measurement Facility (BMF) used during the work is
described in chapter 3. Different modifications of the BMF were needed to make
possible the different measurement configurations. First, a simulator tool for the
bistatic scattering coefficient was developed to predict the variation range of the
signal to be measured. Secondly, different measurement tests were done to have
the maximum information about the BMF and which improvements need to be
made. For these tests, a metal plate was used as a reference target. In order to
have a distributed target, a new larger box, which holds the Sample Under Test
(SUT), has been constructed. The size of this box was chosen so as to have the
scattered signal only coming from the SUT. A very precise controllable table,
which can accurately rotate and adjust the height of the sample, was mounted
in the BMF. An Agilent-VEE based software has been developed to control
the measurements. With this program, we can obtain statistical (independent
samples) measurements by turning the target. Also the coherent (specular) and
incoherent measurements are possible and the storage of the collected data from
the network analyzer is provided.
The goal of this thesis was to reliably estimate the surface parameters, i.e.
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the surface roughness and the soil moisture (the dielectric constant). Thus, these
parameters have to be well known for each set of measurements. In order to have
rough surfaces with a constant statistical roughness, two metallic stamps with
different degrees of roughness have been constructed by our mechanical labora-
tory with a given Digital Elevation Model (DEM). The two DEMs have been
generated by using the spectral method used by Thorsos [REF]. For the second
parameter, the soil moisture was firstly measured by Time Domain Reflectom-
etry (TDR). Then, the Hallikainen model was used to calculate the dielectric
constant by considering the soil particles, which are deduced by mechanical
fractionation and sedimentation of the soil.
System calibration is described in chapter 4. Firstly, the general distortion
matrix model, which contains most of the errors present in the measuring sys-
tem, was detailed. The different terms of these model matrices represent the
errors of the transmitter, the receiver, the target and the mutual errors be-
tween them. Different calibration techniques, which are proposed for controlled
experimental measuring systems in an anechoic chamber, have been reported.
Although, all these techniques were tested on our BMF, only the Isolated An-
tenna Calibration Technique (IACT)was chosen. This is due to several limita-
tions and difficulties for the other techniques. For the IACT method, a large
metal plate was used as a calibration target because of several advantages, such
as the ease to place it in the geometrical centre of the BMF. Finally, to vali-
date the calibration and evaluate its accuracy, fresh water was measured and its
calibrated reflectivity compared to the theoretical one for HH and VV polariza-
tions. From this validation, 0.5 db accuracy was achieved, which is acceptable
for our applications.
The bistatic surface scattering analysis and the surface parameter estima-
tions are detailed in the chapter 5. Firstly, the coherent and the incoherent
scattering processes are introduced. Then, the different surface scattering mod-
els, the two Kirchhoff approximations (PO, GO), the Small Perturbation Model
(SPM) and the Integral Equation Method (IEM), are reported. Due to the
validity domains of the constructed stamps, only the sensitivity of the PO and
SPM to the soil moisture and to the surface roughness have been analyzed.
From this sensitivity study the measurement set which has to be carried out
could be chosen. The soil moisture range and step size has to be measurable by
our system. The IEM, which is valid for the two measured degrees of roughness,
was used to evaluate the calibrated data. Generally, good agreement between
he calibrated data and simulated by the IEM was obtained. Some divergent
results are due to calibration errors and also to the considered approximation,
such as the single target used for the simulation. Thus, these errors have to be
considered for the surface parameter estimations.
By using the calibrated data measured in the specular direction, it could be
verified that the co-polarized ratio of the scattering coefficient is independent of
the soil roughness, which is in agreement with the theory. This is the first veri-
fication of this theoretical principle by well controlled measurements. Based on
this principle we could estimate the dielectric constant of the soil (soil moisture)
could be estimated from the calibrated data set by minimizing the difference
between the simulated and the measured co-polarized ratio. For both the rough-
ness surfaces and for the real and imaginary part of the dielectric constant,the
best estimated values have been found for large specular angles starting from
32 degree.
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In the specular direction, the coherent part of the IEM depends only on
the dielectric constant and on the vertical roughness σ. Thus, by knowing the
dielectric constant from the specular algorithm, the vertical roughness can be
calculated from the expression for the coherent part of IEM. This new idea gave
us very good results as a first validation. However, sometimes the correlation
between the estimated and the measured roughness is too low. We think that
it is due to the transitive errors resulting from the specular algorithm. We have
also to note that this method is only working well for kσ up to 1.5, where the
coherent part is dominant compared to the incoherent part.
The sensitivity of signal phase to soil moisture, which has a coherent behav-
ior in the specular direction, has been reported. The possibility to accurately
measure the signal phase and the reflectivity for different soil moistures led to
the discovery of a non linear relationship between the signal phase and the soil
moisture, and the need to analyze the effect of the soil moisture on the electro-
magnetic path, and thus on the penetration depth. Current results confirm the
possibility of using the signal phase, which can be evaluated from differential
interferometry techniques, to estimate the soil moisture.
In the last part of the chapter 5, the investigation of the bistatic polarimetric
parameters in the specular direction is reported. Firstly, the general case of the
target feature vector, the covariance and coherence matrices are introduced.
Then, the application of the extended entropy/α model to the general bistatic
case is presented. To simulate the coherence matrix for different soil roughness
and moistures, the IEM model is used taking into account the second order
of the cross-polarized terms which represent the multi-scattering effects. As a
notable result, we found a quasi linear relationship between the entropy and
the soil roughness, with high sensitivity. Due to the difficulty in measuring the
cross-polarized terms to validate our analysis, only the entropy H and the angle
α were investigated. For the future work, the same simulator tool should be
used to validate well calibrated measurements.
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