e seventh Audio-Visual Emotion Challenge and workshop AVEC 2017 was held in conjunction with ACM Multimedia'17. is year, the AVEC series addresses two distinct sub-challenges: emotion recognition and depression detection. e A ect Sub-Challenge is based on a novel dataset of human-human interactions recorded 'in-the-wild', whereas the Depression Sub-Challenge is based on the same dataset as the one used in AVEC 2016, with human-agent interactions. In this summary, we mainly describe participation and its conditions.
INTRODUCTION
is year's Audio-Visual Emotion Challenge and workshop (AVEC 2017) has been organised in conjunction with the 25th ACM International Conference on Multimedia, MM 2017, held in Mountain View (CA), USA, 23 -27 October 2017.
e AVEC 2017's theme is 'Real-life Depression and A ect' and it is the seventh competition event aimed at comparison of multimedia processing and machine learning methods for automatic audio, visual and audio-visual emotion analysis, with all of the participants competing under strictly the same conditions in this rst of its kind series [4, 6-8, 10, 11] . However, further similar endeavours that have been undertaken since AVEC started in 2011 are to be noted, e. g., [1] .
e AVEC 2017 edition shall help raise the bar for emotion and depression detection by challenging participants to estimate the level of depression and a ect from audiovisual data captured in real-life conditions, and it will continue to bridge the gap between excellent research on emotion and depression recognition and low comparability of results.
As before, the goal of the Challenge is to compare the relative merits of the approaches for audiovisual emotion recognition and severity of depression estimation under well-de ned and strictly comparable conditions, and establish to what extent fusion of the approaches is possible and bene cial. e main underlying motivation is the need to advance emotion recognition and depression estimation, and a ective computing in general, for multimedia retrieval to a level where behaviors expressed during human-human, or human-agent interactions, can be reliably sensed in real-life conditions, as this is exactly the type of data that applications would have to face in the real world.
We called for participation in two Sub-Challenges, each focusing on speci c dimensions of the spectrum of human behaviours; (i) A ect Sub-Challenge (ASC): participants were required to perform fully continuous a ect recognition of three a ective dimensions (arousal, valence, and likability), from audiovisual recordings of human-human interactions; (ii) Depression Sub-Challenge (DSC): participants were asked to assess the level of depression severity based on PHQ-8 [3] self-report scores, from audiovisual recordings of human-agent interactions.
As benchmarking database, a subset of a novel database of human-human interactions recorded 'in-the-wild' was used for the ASC: the Sentiment Analysis in the Wild (SEWA) database 1 . In this data set, audiovisual signals were acquired in various places, such as home and work place, and with arbitrary personal equipments. e German culture of the SEWA database was used for the ASC. e DSC is a re ned re-run of the AVEC 2016 challenge [9] , based on the Distress Analysis Interview Corpus -a Wizard of Oz (DAIC-WOZ) database 2 [2] . Whereas the severity of depression was estimated as a binary task in AVEC 2016, we addressed this year the inference of the level of severity as a continuous value.
Besides participation in the Challenge we called for papers addressing the overall topics of this workshop, in particular works that address issues concerning fusion of audio-visual cues for a ect recognition.
In the following sections, we will describe the participation in this year and outline the conditions for participation in particular in the competitive challenge event. We further acknowledge those that helped realise AVEC 2017.
CHALLENGE CONDITIONS
A baseline paper explaining the dataset, the challenge evaluation procedure, baseline features and baseline results, was made available while the challenge was ongoing [5] . Features extraction methods and machine learning algorithms relied on open-source sowares, and scripts to reproduce the baseline performance were also provided for both Sub-Challenges. As in previous years, we required to sign an end user license agreement and for the DSC no raw video was made available, only video features, because of the sensitive nature of the data. A er downloading the data, participants could directly start their own experiments with the train and development sets. Once they found their best method they had to write a paper for the workshop. At the same time, they could compute their results per instance of the test set. Participants' results needed to be sent as a single packed le per Sub-Challenge to the organisers by email and scores were returned within 24 hours during typical working days.
Each participant had up to ve submission a empts per SubChallenge (ASC/DSC). e organisers provided for each a ective dimension the Concordance Correlation Coe cient (CCC), which is used to rank participants on the ASC, and the Root Mean Squared Error (RMSE) measure was used to rank participants on the DSC.
PARTICIPATION
e call for participation and papers a racted registrations of 41 teams from all over the world. 13 teams submi ed results for the ASC, and 10 teams submi ed results for the DSC. Finally, 17 paper submissions were received, which were assigned three reviewers, each, and reviewed independently. AVEC 2017 reviewing was double blind, and acceptance was based on relevance to the workshop, novelty, technical quality, and performance on the test partition.
e program commi ee accepted 8 papers in addition to the independently reviewed baseline paper as oral presentation. Again, we hope that these proceedings will serve as a valuable reference 1 h p://sewaproject.eu 2 h p://dcapswoz.ict.usc.edu for researchers and developers in the area of audio-visual emotion recognition and depression analysis in real-life se ings.
