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A lattice of locally bistable driven-dissipative cavity polaritons is found theoretically to effectively
simulate the Ising model, also enabling an effective transverse field. We benchmark the system
performance for spin glass problems, and study the scaling of the ground state energy deviation
and success probability as a function of system size. As particular examples we consider NP-hard
problems embedded in the Ising model, namely graph partitioning and the knapsack problem. We
find that locally bistable polariton networks act as classical simulators for solving optimization
problems, which can potentially present an improvement within the exponential complexity class.
Introduction. Solving complex optimization problems
is highly demanded in various fields of science and in-
formation technologies, ranging from economics [1] and
finances [2] to biology and physics [3–5]. While certain
problems can be solved deterministically in polynomial
time and belong to class P, many optimization problems
do not have a deterministic solution. Namely, these cor-
respond to tasks where the number of possible solutions
scales exponentially (non-polynomially, thus NP), and
the true optimum should be searched for probabilisti-
cally. Methods include simulated annealing [6], Monte-
Carlo sampling [7], ant colony optimization [8], and ge-
netic protocols [9], which represent improvement on brute
force (greedy) algorithms. The examples of NP problems
are satisfiability, graph partitioning, and Hamiltonian cy-
cles problems (e.g. travelling salesman), among others
[10]. They include NP-hard problems, which correspond
to a search for the exact value of the optimal solution.
As NP-hard problems are ubiquitous in nature and
their efficient solving strategies represent a major mile-
stone in many areas, the problem has attracted much at-
tention in computational science. One of the possible ap-
proaches was suggested in the field of quantum comput-
ing, where a quantum adiabatic algorithm searches for
the ground state of an associated spin glass-type Hamilto-
nian [11, 12], which can be mapped to the solution of NP-
complete problems [10, 13]. The strategy also serves as
a goal for large scale quantum annealers built by DWave
Inc. [14], though operating in the open system regime.
However, thus far there is no significant evidence to sug-
gest that there is an efficient (i.e. polynomial) quantum
algorithm to solve NP tasks. Up to date, only constant
speed-up was demonstrated [15]. This poses the question
of whether alternative strategies using classical analog
simulating devices can provide similar advantages. Re-
cently, one of these devices—a degenerate optical para-
metric network—attracted attention as a possible Ising
model solver [16–19], and has shown scalability potential.
Other considered options include pure [20] and hybrid
photonic [21] quantum simulators.
A new emerging platform for classical simulation of
effective spin models is the nonlinear system of exciton-
polariton lattices [22–31]. Recently, several experiments
reported the generation of real space lattices of polari-
tonic wells, where each node corresponds to a coherent
non-equilibrium condensate of polaritons [32, 33]. Cou-
pling was realized through the delocalized photonic com-
ponent, and the exciton-exciton interaction provides non-
linearity. So far classical simulators for XY-type models
were considered [27, 34, 35], as well as spin chains [36].
In this Letter we provide a general method to encode
classical spin in the nonlinear polaritonic system, and
show its ability to find the ground state configuration
for the effective Ising model. This is based on the map-
ping of high/low intensity polaritonic states into a binary
information. The approach is inherently nonlinear, and
is largely different from previously demonstrated phase-
encoded Ising [18, 19] and XY [27, 34] simulators, both
in driven-dissipative and coherent circuit settings [37].
We propose a feedback scheme that provides all-to-all
coupling, and find that the suggested encoding allows
to tackle concrete optimization problems without extra
overhead required by mapping from other models with
sparse connectivity or bias-free systems [38]. This for in-
stance can lead to huge improvements for system size,
as an all-to-all connected Ising model with O(100) spins
would require up to O(106) auxiliary spins to be simu-
lated with a 2D nearest neighbor connected graph [38].
We consider actual optimization problems and show
that native Ising encoding is beneficial for small scale
optimizers. As an example, we apply bistable polari-
tonic networks to the NP-hard graph partitioning prob-
lem, where Ising-type interaction is encoded into polari-
tonic intermode tunneling. Then, we introduce bias in
the system and apply the system to the knapsack prob-
lem, widely used in economics [39, 40]. Finally, we discuss
possible implementation using existing technology.
Classical spin models with bistable states. To begin,
2we consider the driven-dissipative nonlinear Schro¨dinger
equation describing the evolution of a system of spatially
separate but interconnected nonlinear optical resonators,
each containing a complex field amplitude ψn:
i
∂ψn
∂t
=
(
−∆n(t)− i
2
+ |ψn|2
)
ψn+Fn(t)+
∑
m
Jnmψm.
(1)
Fn represents the amplitude of a coherent driving field
acting on the mode n. We work in the frame oscillating
at the frequency of this driving field, which we assume
to be the same for all resonators. ∆n represents the de-
tuning between the driving frequency and the resonant
frequency of the mode n. We allow for both Fn and ∆n
to be slowly varied over time. The dissipation in the sys-
tem is represented by the term −i/2, where, without loss
of generality, we have taken t to have units of the inverse
dissipation rate in the system. We account for a repulsive
(self-defocusing) Kerr nonlinearity, the strength of which
is scaled into the definition of ψn, again without loss of
generality. The term Jnm allows for coherent coupling
between different modes, and in general enables all-to-
all connectivity. While we identify exciton-polaritons in
micropillar cavities as a potential implementation of the
presented model, it also applies to a range of other non-
linear driven-dissipative bosonic systems (e.g., photonic
crystals, superconducting circuits, driven-dissipative su-
perfluids [41], etc.). Under coherent excitation Josephson
coupling is the most accessible [42], but we expect that
similar results could be obtained with dissipative cou-
pling mechanisms (i.e., imaginary Jnm).
It is instructive to first consider a single isolated mode.
Taking ∆n and Fn to be constant, and setting the
time derivative in Eq. (1) to zero yields a cubic equa-
tion for the stationary state intensity |ψn|2, namely,((
∆− |ψn|2
)2
+ 1/4
)
|ψn|2 = |Fn|2. In general the cu-
bic equation yields three solutions; whether or not they
are real depends on parameters. The possibilities are
illustrated in Fig. 1a, which shows two types of behav-
ior: in the unshaded region there is only one real sta-
tionary solution corresponding to monostable behavior,
while in the shaded region all three solutions are real. In
this latter case two of the solutions are stable and have
different intensities, while the third solution is unstable.
Consequently the system is considered bistable [43], with
both low or high intensity states possible under the same
conditions. In Fig. 1a we can also identify a bifurca-
tion point separating the bistable and monostable re-
gions, at the critical pump amplitude Fc = 3
−3/4 and
critical detuning ∆c =
√
3/2. The solid line in Fig. 1a
represents a possible slow (adiabatic) ramping of the pa-
rameters Fn(t) and ∆n(t) according to ∆n(t) = ∆ct/τ
and Fn(t) = Fn,init + (Fc − Fn,init) t/τ . Here, Fn,init de-
fines the initial value of Fn and τ is the time at which
the bifurcation point is reached. Following this path of
parameters, a dissipative phase transition is expected at
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FIG. 1: a) Bifurcation diagram of a single nonlinear driven-
dissipative system, described by Eq. (1). In the shaded re-
gion the system is bistable, while in the unshaded region it is
monostable. The solid point marks the bifurcation point and
the solid line a possible ramping of system parameters. b) De-
pendence of the average effective spin population on the ini-
tial pump amplitude after crossing the bifurcation point, with
∆n(t) and Fn(t) increasing linearly as stated in the text. The
vertical line marks the value at which the effective spin pop-
ulation is zero on average, corresponding to F 0init = 0.1135,
and the noise level is set to θ0 = 0.4. The shading around the
curve in b) indicates the statistical error.
the bifurcation point [44], where the system must choose
one of the two possible bistable states to lie in there-
after. The interplay of local bistability and Josephson
coupling has been studied previously in Kerr nonlinear
lattices, showing lattice solitons [45–47], various collec-
tive phases [48, 49], interaction-induced hopping [42],
phase-controlled bistability [50], cellular automata [51],
and topological behaviour [52].
To model the stochastic choice of the system at the
bifurcation point we add a noise term θn to the right-
hand side of Eq. (1), where 〈θ∗nθm〉 = 2θ20δn,mdt and
〈θnθm〉 = 0. The magnitude of such a term can be con-
trolled experimentally and it can cause jumps between
bistable states [53]. The probability of a jump is high
near the bifurcation point and decreases as one moves
further and further beyond the bifurcation point. The
choice of bistable state after passing the bifurcation point
also depends on the angle of the line along which the
parameters are ramped up in the Fn-∆n plane. We de-
fine an effective classical spin as s = ±1 depending on
whether the system chooses the higher or lower intensity
state when in the bistable zone. Fig. 1b shows how the
average of this effective spin, obtained by calculating over
different realizations of the stochastic noise, varies with
Finit. For a value of F
0
init = 0.1135, for which the line in
Fig. 1a passes between the lower and upper boundaries
of the bifurcation zone, we find an equal chance to form
high or low intensity states, corresponding to 〈s〉 = 0.
To address complex optimization problems, we con-
sider an all-to-all type coupling Jnm. In principle, this
could be realized with a feedback approach [54] where the
optical output of all modes is extracted and fed back into
3the system after some manipulation. This can be done
efficiently using an optical matrix multiplier comprised
of a pair of lenses and a spatial light modulator [55–57]
(see also [58], Sec. A). An alternative scheme to real-
ize a highly-connected graph can be realized with a bus-
coupled mechanism ([58], Sec. B), suitable for the graph
partitioning problem.
A typical example of the system dynamics for a ran-
domly chosen coupling matrix Jnm is shown in Fig. 2a
for N = 10. The coherent drive amplitude Fn(t) and
detuning ∆n(t) are chosen the same for all modes and
ramped slowly through the bifurcation point (following
the solid line in Fig. 1a). The overall scale of the cou-
plings is taken such that their root mean squared value
〈Jnm〉 is kept small (. 0.1), and that it can be considered
as a perturbation to the single mode dynamics. After
crossing the bifurcation point, all modes adopt either a
high or low intensity, close to the exact adiabatic solu-
tions for the single-mode case. Remarkably, although our
N -mode system is multistable with 2N stable states, for
the particular noise realization used in Fig. 2a, we find
empirically that the system attains the state minimizing
the effective Ising Hamiltonian with arbitrary connectiv-
ity, Heff =
∑
n,m Jnmsnsm, corresponding to a spin glass
system. An underlying intuition for this behavior can
be based on the behavior of the basins of attraction of
the system, where we find that two coupled modes with
Jnm > 0 are more likely to form in an antiferromagnetic
state (see [58], Sec. C). Considering the N = 10 system
with different noise realizations, the optimal solution ap-
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FIG. 2: a) Colored curves show the evolution of |ψn|
2 for
a ten mode system slowly ramped through the bifurcation
point. The solid gray curves show the stable stationary so-
lutions followed by the single mode system in the adiabatic
limit; the dashed gray curve shows an unstable branch as-
sociated to the bistable region. Jnm was chosen as a real
symmetric matrix with Gaussian distributed values of root
mean square size 0.04. Other parameters were the same as in
Fig. 1, using the unbiased value F 0init = 0.1135 corresponding
to the vertical dashed line in Fig. 1b. b) Dependence of the ef-
fective spin correlation, 〈s1s2〉, for two antiferromagnetically
coupled modes (J12 = 0.04) on the difference in the initial
pump amplitude from the unbiased value. The insets show
the time dependence, using the same axes as in a).
peared in over 30% of tries. We also found that the suc-
cess probability increased for slower increase of Fn(t) and
∆n(t) ([58], Sec. D). Given that polariton lifetime can be
around a picosecond, and ultrafast switching of bistable
states is well established [59–61], we conservatively pre-
dict device operation times of nanoseconds with little loss
of success probability. The obtained state is sensitive to
Fn,init, as expected from its influence on the single mode
behavior (Fig. 1b). Fig. 2b shows that antiferromagneti-
cally coupled modes may be forced into a ferromagnetic
state under sufficient adjustment of Finit = F
0
init+ dFinit.
To characterize the polariton optimizer, we repeated
our calculations with different randomly generated cou-
pling matrices Jnm. The performance was benchmarked
by comparison to the ideal ground state of Heff us-
ing several metrics. The Hamming distance hdist =
(1/N)
∑N
n (1 − sns(g)n )/2 is a measure of how far in con-
figurational space the obtained (sn) and ideal states s
(g)
n
are. We also defined the energy difference of the ap-
proximate solution E and the ground state as dE =
(E − Eg)/(Emax − Eg), where the normalization factor
allows to consider various instances on equal footing. Fi-
nally, the success probability psuccess was defined as the
probability of having exactly the ground state energy.
Considering, for simplicity, the zero bias case (setting
Finit = F
0
init as for the single mode system), Fig. 3 shows
the variation of the different performance characteristics
as the system size is increased. For each system size
there is an optimum of the overall scale of the coupling
〈J〉. While the success probability is less than unity, it
is finite, and the ability of an optical system to reach a
state in nanoseconds makes it feasible to rerun the sim-
ulator several times. The time taken for the simulator
to obtain the correct result after several trials is then in-
versely proportional to the success probability, and scales
exponentially with the system size, as is expected for a
non-polynomial problem. Even when a state different to
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FIG. 3: a) Variation of the energy difference from the ground
state dE with 〈J〉 and the number of modes in the system.
b) Variation of the average Hamming distance hdist, energy
difference from the ground state dE, and success probability
psuccess (all in logarithmic scale) with the number of modes in
the system. Here the value of 〈J〉 was taken as the optimum
from (a) for each number of modes. Parameters were taken
the same as in Figs. 1 and 2a, with 2τ = 104. The shading
around the curves indicates the standard error.
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FIG. 4: a) Variation of the success probability for solving
the graph partitioning problem with J and β for a graph
with N = 6. b) Variation of the energy difference from the
ground state and success probability with J for β = 1. Other
parameters were taken the same as in Figs. 1 and 2a, with
2τ = 104. The standard error is within the line thickness.
the ground state is found, the Hamming distance and
energy difference suggest that it is still a reasonable ap-
proximation of the ground state.
Graph partitioning. We now show an Ising-type em-
bedding of the NP-hard graph partitioning problem, and
solve it emulating the bistability-based polaritonic op-
timizer. Given the graph G = (V,E) with vertices
V = {vj}Nvj=1 and the set of edges, E = {ek}Nek=1, the
task is to find the partitioning into two groups of equal
numbers of vertices (assume Nv being even) such that
the number of edges between groups is minimized [10].
Such a task can be used to speed up classical calcula-
tions with parallelization and can be formulated as the
minimization of an all-to-all connected Ising Hamiltonian
H = J
∑
(k,l)∈E
(1− sksl)/2 + Jβ
Nv∑
(i,j)∈V
sisj , (2)
where J and β are real positive parameters. Here, the
first term assures that each connection between the two
groups of spin ±1 introduces an energy penalty, and for
J > 0 the number of edges will be minimized. The sec-
ond term represents a constraint, and ensures that the
total spin is zero, thus giving equal partitioning for large
β. Rearranging terms in the Hamiltonian (2) shows that
to solve the graph-partitioning problem one shall find
the ground state of the Ising network with couplings of
two magnitudes, βJ and (β − 1/2)J . This for instance
can be encoded in the real-space coupled polariton nodes
through the common bus (see [58], Sec. B).
As a test, we chose a particular graph partitioning
problem with N = 6 ([58], Sec. E) with two degenerate
energy configurations (in addition to spin degeneracy),
which can make optimization more challenging. Fig. 4
shows that while the overall scale of J and the value of
β should be carefully chosen, the system can solve the
graph partitioning problem. The scaling with the system
size for randomly chosen graphs is shown in [58], Sec. E.
Knapsack problem. As a further example of an NP-
hard problem solved by the polaritonic network, we con-
sider the knapsack problem. Having the list of N objects
of fixed weight (wi) and cost (ci), we want to fill a knap-
sack maximizing its cost, given that the maximal total
weight is limited to Wmax. Here, i is an item index run-
ning from 1 to N , and we introduce a binary variable si,
which is equal to 1 when an object is inside the box.
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FIG. 5: a) Success probability for solving the fifteen-mode
knapsack problem with a polariton simulator. b) Variation of
the success probability and Hamming distance with the over-
all scale of dFinit, taking optimum values of J for each value
of dFinit. Parameters were taken the same as in Fig. 2, al-
though considering the effective spin Hamiltonian with bias
terms representing a specific instance of the knapsack prob-
lem. The shading around the curves indicates the standard
error and 2τ = 104.
The knapsack problem can be formulated as the min-
imization of an Ising Hamiltonian with bias terms, i.e.,
H =
∑
n,m Jnmsnsm −
∑
n
hnsn (see [58], Sec. F for de-
tails). Recalling that the average effective spin popula-
tion depends on Finit (as shown in Fig. 1b), we identify
the difference of Finit from the value favoring equal spin
populations in the single mode system as an effective bi-
asing parameter hn. As a test we choose an instance of
the knapsack problem in its bounded version (see [58],
Sec. F for details). Using the effective bias, the outlined
knapsack problem with 15 spins in total is modelled by
time evolving Eq. (1) with the corresponding matrix Jnm
and the appropriate vector of biases dFinit. The proba-
bility of successfully reaching the ground state of the ef-
fective Hamiltonian is shown in Fig. 5 as a function of the
overall scale of dFn, where we find a success probability
∼ 50% for optimally chosen dFinit.
Conclusions. We have considered nonlinear, reso-
nantly excited, polaritonic-based lattices as coherent
driven-dissipative machines which are capable of solving
Ising-type optimization problems. We presented an en-
coding scheme for binary information based on bistable
behavior of each mode, which naturally appears for po-
laritons due to Kerr-type interaction. Two possible
schemes for experimental implementation of an all-to-all
connected real space polariton network were proposed,
and were exploited to solve the graph partitioning and
the knapsack problem. While the results do not sug-
gest improved scaling with system size, showing approxi-
mately exponential reduction of the probability of getting
the correct ground state, the devices can speed up calcu-
5lation due to fast operation (few nanoseconds for N = 20
modes with ∼ 106 configurations) and use of now well-
established fabrication techniques of photonic systems.
Very recently, concepts of using exciton-polaritons to rep-
resent the Potts model have appeared [62, 63]. As mech-
anisms of resonantly driven multistability are established
experimentally [60, 64, 65] generalization to such models
seems within reach, together with consideration of non-
resonantly driven mechanisms of bistability [66, 67].
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7Supplemental Material: Solving NP-hard
problems with bistable polaritonic networks
In this Supplemental Material we first present the de-
tails of proposed setups that can potentially enable high
connectivity for polaritonic graphs (sections A and B).
In section C, we provide an analysis of fixed points and
their basins of attraction for two coupled modes, to show
how effective antiferromagnetic coupling is favoured in
our system. Section D shows the dependence of the suc-
cess probability of solving the Ising problem considered
in the main text on the system integration time. Section
E gives further details on the graph partitioning problem
and its dependence on the system size. Finally, section
F gives further details of the solution of the knapsack
problem considered in the main text.
A: Feedback scheme
We consider a planar polaritonic system, for example
where a cavity is formed by distributed Bragg reflectors
and the active medium corresponds to a stack of quan-
tum wells, hosting excitonic quasiparticles. The lattice
of localized modes can be created by an optical poten-
tial, and each mode is fully separated in space and can be
driven resonantly. Assuming that the substrate on which
the cavity array is grown is transparent, light is emit-
ted through the back surface. When this emitted light
passes through a Fourier lens, the localized modes in the
real space of the microcavity are mapped to the recipro-
cal space of a plane behind the lens. There one can place
a spatial light modulator (SLM), represented by mate-
rial with spatially modulated refractive index (Fig. S1).
Thus, in this plane we expect a coupling of the differ-
ent modes according to the weights given by the Fourier
components of the effective potential (refractive index
variation) set by the spatial light modulator. Placing
another mirror or retroreflector behind the spatial light
modulator ensures that the light is reflected and fed back
into the cavity array. Using the Fourier lens the modes
in the reciprocal space of the spatial modulator ψk are
then mapped back to the real space modes of the active
medium, ψx.
As an alternative, the traditional optical matrix mul-
tiplier method could be employed (Fig. S2). In this case
the cavities are arranged into a 1D array. A lens maps
their output into an array, which is focused and mod-
ulated on a spatial light modulator. The transmitted
signal is mapped by a second lens into a 1D array that is
returned to the original cavity array via a feedback loop.
As compared to the scheme in Fig. S1, this alternative
allows to operate with a lower resolution SLM (e.g., a
shadow mask could also be used), while the overall sys-
tem size is larger since the cavity array is stretched out
into a 1D rather than 2D array.
SLM
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Retroreflector
FIG. S1: Example scheme of all-to-all coupling using an SLM.
The cavity array, corresponding to an array of micropillar
cavities, photonic crystal cavities, or other set of nonlinear
modes, is coherently excited by the driving field, Fn. The
transmitted light from the cavity array is passed through a
Fourier lens (L), which maps the spatially separated modes to
Fourier space. If the spatial light modulator (SLM) contains
a component at the difference wavevector of the modes, it can
allow their coupling in Fourier space via diffraction. The light
is retroreflected and returned to the real space after passing
back through the original Fourier lens so as to feed back into
the cavity array.
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FIG. S2: Example scheme of feedback loop providing all-to-
all coupling. The transmitted light from the cavity array is
fed through an optical matrix multiplier, comprised of a com-
bination of lenses (L) and a SLM. The light is then reflected
by a series of mirrors (M) and an optical rotator (e.g., Dove
prism) before being overlapped with the original driving field,
with the aid of a beam splitter (BS), and being fed back into
the cavity array.
B: Bus-coupled scheme
We consider a chain of unconnected polariton wells,
where the wavefunction in each box is described by the
mean-field ψn. We take the situation where there is no di-
rect coupling between different polariton boxes, but there
is a channel that runs along side the chain which rep-
resents a coherent polariton bus, similar to a quantum
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FIG. S3: (a) Bus-coupled polaritonic boxes. The all-to-all
coupling is realized though a detuned common bus (top chan-
nel). Additionally, the edge coupling for the particular graph
is realized with a multimode bus (bus α, bottom) with mul-
tiplexed coupling. (b) The proof-of-principle calculation of a
six mode system coupled through three bus modes. The plot
shows the intensity for each mode (j = 1, .., 6) for the full
time dependent calculation (curves) and effective eliminated
version (dots), which coincide.
connecting bus used for microwave circuits [1]. In partic-
ular we consider two types of buses, being geometrically
suitable for the graph partitioning problem (bus α and
bus β in Fig. S3a).
The top channel is described by macroscopic wavefunc-
tion χ0, and is detuned to frequency f0. This would
allow to effectively realize homogeneous all-to-all cou-
pling, which is for instance required by the second term
in Hamiltonian 3 of the main text. The bottom chan-
nel contains a set of modes, described by mean-field χm
(m ≥ 1) and bare frequency fm. If we further imagine
that the potential between the channel and each polari-
ton box is modulated in time, then we can write the
equations of motion:
∂ψn
∂t
= (−i∆n − κn/2)ψn + Fn − iJ0χ0 (S1)
− i
∑
m
Jnm cos(ωmt)χm − |ψn|2ψn,
∂χm
∂t
= −iωmχm − i
∑
n
Jnm cos(ωmt)ψn − χm, (S2)
∂χ0
∂t
= −iω0χ0 − iJ0
∑
n
ψn − χ0, (S3)
where Fn is a coherent pump amplitude for the n-th mode
with detuning ∆n and decay κn. Here Jnm character-
izes the coupling strength between the localized mode
ψn and channel mode χm, which is modulated at fre-
quency ωm. J0 is the homogeneous coupling to the β
bus. We account for nonlinear losses in the equation for
the localized modes, which may undergo condensation
(the amount of nonlinear losses has been scaled to unity
through the definition of ψ and χ). We also account for
losses of the channel modes, by an amount scaled to unity
through the timescale. We consider the bus modes to be
non-driven. Now, let χm = χ
′
me
−iωmt, such that
∂χ′m
∂t
= −i
∑
n
Jnm cos(ωmt)e
iωmtψn − χ′m
≈ −i
2
∑
n
Jnmψn − χ′m, (S4)
where we neglect fast oscillating components. Solving
the last equation for the stationary state and assuming
fast dynamics for the bus, we can rewrite the system
using effective couplings for the modes. Similarly, the
stationary solution for χ0 (static bus) gives
χ0 = − J0
f0 − i
∑
n
ψn. (S5)
Substituting the stationary solutions into equation (S1)
gives the effective couplings. This ultimately allows to
arrange J and Jβ terms for the partitioning problem.
To test the validity of the used approximation, we per-
form the dynamical simulation of an N = 6 mode system
with three dynamical buses, which are detuned by 25, 10,
and −15 energy units (measured by the channel’s decay
rate), and are coupled through Jnm = 1. Other parame-
ters are Fn = κn = 1, J0 = 0, and we take random initial
conditions. The results are shown in Fig. S3b, and reveal
that the mode intensities can be successfully described
by the effective theory, where time-dependent coupling
is converted into selective intermode interaction.
C: Fixed points and basins of attraction
While we only claim empirical evidence for a heuristic
rather than exact global minimizer, there is an intuition
underlying the operation of our system. For two coupled
modes, the evolution of the system is described by the
equations (neglecting the noise terms):
i
dψ1
dt
= (−∆− i/2 + |ψ1|2)ψ1 + F + Jψ2, (S6)
i
dψ2
dt
= (−∆− i/2 + |ψ2|2)ψ2 + F + Jψ1. (S7)
Without coupling (in the absence of J) and above the
bifurcation point the possible solutions, (ψ1, ψ2), are
(ψL, ψL), (ψL, ψU ), (ψU , ψL), and (ψU , ψU ), where ψL
9and ψU are the lower and upper intensity single mode
stationary solutions. We recall that when the system is in
a stationary solution it evolves with a real energy (which
is zero here as we are working in the frame rotating with
the pump).
Considering first the state (ψL, ψL), we are interested
in how its energy changes in the presence of coupling
J . Setting ψ1,2 = ψL exp(−iω1,2t), that is, allowing the
energy of the stationary state to be changed and become
complex (such that it is no longer stationary):
i
dψ1
dt
= ω1ψL = JψL (S8)
i
dψ2
dt
= ω2ψL = JψL (S9)
Here, we have made the crudest approximation on the
right-hand side, assuming that the influence of one mode
on another is approximately given by taking the influ-
encing mode as being in the single mode solution. While
a very crude approximation, it illustrates the principle:
ω1 and ω2 do not change much from the single mode sta-
tionary values when both modes are in the low intensity
state.
The same occurs when considering both modes in the
upper intensity state, that is, (ψ1, ψ2) = (ψU , ψU ). How-
ever, considering the case (ψ1, ψ2) = (ψL, ψU ), we obtain
i
dψ1
dt
= ω1ψL = JψU , (S10)
i
dψ2
dt
= ω2ψU = JψL. (S11)
Here we find that ω1 = JψU/ψL and ω2 = JψL/ψU .
Above the bifurcation point, it is straightforward to find
from the analytic solutions that ψU/ψL has a negative
imaginary part, while ψL/ψU has a positive imaginary
part. Thus, the effect of J > 0 on (ψL, ψU ) is to make
ψ1 drop in intensity and ψ2 grow in intensity. This sug-
gests that the state (ψL, ψU ), that is an antiferromagnetic
state is more stable due to the coupling J . The argument
applies in the same way to the state opposite antiferro-
magnetic state (ψU , ψL). We can also note that if J < 0,
the antiferromagnetic state will instead be less stable as
the signs of ω1 and ω2 will be inverted.
Thus, when the system passes the bifurcation point
and is fluctuating in the presence of noise, the picture
is that because the antiferromagnetic state (for J > 0)
is more stable it is more likely to be chosen by the sys-
tem. However, to verify this picture we need to consider
the basins of attraction of the system in phase space [2].
While it is an educated guess that a deeper basin of at-
traction is also larger in phase space, we are not aware
of any law to be certain before actually calculating it.
Fig. S4a shows the phase diagram of the single mode
system. There are two fixed points, corresponding to the
low (small dot) and high (large dot) intensity bistable
states. The solid curve denotes the separatrix, corre-
sponding to the boundary between basins of attraction
between the two fixed points.
Fig. S4b shows how the phase diagram of mode ψ1
is modified by coupling to a second mode ψ2, assuming
that the second mode ψ2 is in the lower intensity state
(treated with the single mode approximation). Remark-
ably, not only does the basin of attraction for the upper
intensity state grow, as expected from the crude analysis
presented above, but it fills the whole phase space as the
lower intensity state has become unstable (therefore no
separatrix for this case can be plotted and only compari-
son with case Fig. S4a is shown by the blue solid line). We
have also observed the opposite behavior, namely the up-
per intensity becoming unstable, when J < 0 (not shown
in plot).
Fig. S4c shows the phase diagram of mode ψ1 when
coupled to a second mode in the upper intensity state
(again treated with the single mode approximation). In
this case the low intensity state has stabilized. Although
the separatrix is little changed from the single mode case,
the shown behavior allows the antiferromagnetic state to
be stable in our system.
We note that while the phase diagrams in Fig. S4
describe well the mechanism at play for a two coupled
mode system, generalization to larger systems is not
obvious. As with all heuristic approaches, justification
is only possible with empirical testing corresponding to
sampling multiple trajectories of the multi-dimensional
phase space.
D: Dependence on system integration time
The performance of the considered polariton simulator
depends weakly on the rate at which the parameters are
ramped through the bifurcation point. Taking a system
of 10 modes, with randomly chosen couplings and no bias,
as in Fig. 3 of the main text, we show in Fig. S5 the varia-
tion with the system integration time. Here τ represents
the time at which the bifurcation point is reached and 2τ
is the total integration time at which the system state is
measured. The results suggest overall but weak improve-
ment for slower operation times. However, in practice it
may be viable to take smaller τ , while performing more
repetitions.
E: Details of graph partitioning problem and its
scaling with system size
Example. As a particular test, we can choose the small
system of size of Nv = 6 vertices, where
E = {(1, 2), (2, 3), (3, 4), (4, 5), (5, 6),
(1, 3), (3, 5), (4, 6), (3, 6), (2, 6), (1, 6)} (S12)
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FIG. S4: Phase diagrams for a single mode system (a, blue),
a mode ψ1 coupled to a mode ψ2 in the lower intensity state
(b, purple), and a mode ψ1 coupled to a mode ψ2 in the
upper intensity state (c, green). Parameters were taken the
same as in Fig. 2b, with dFinit = 0, t = 1.2τ . The large and
small spots represent fixed points of high and low intensity,
respectively. The solid curves mark separatrices; blue for the
single mode system and green for the mode coupled to a mode
in the upper intensity state.
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FIG. S5: Variation of the average Hamming distance, nor-
malized energy difference from the ground state, and success
probability as a function of the system integration time 2τ .
The shading around the curves indicates the standard error.
Parameters: F 0init = 0.1135, J = 0.04, θ0 = 0.4.
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FIG. S6: Sketch of the graph partitioning problem, aiming to
find two separated sets of modes. For the chosen connection
net, the ground state solutions are represented by two possible
cuts (red and green lines).
corresponds to a dense connection grid, where number
of connections for each node is larger than the num-
ber of nearest neighbors. The problem’s topology is de-
picted in Fig. S6. The optimal partitioning then cor-
responds to two choices, being [{1, 2, 3}, {4, 5, 6}] and
[{1, 2, 6}, {3, 4, 5}] (see corresponding cuts 1 and 2 in
Fig. S6), which are encoded in the {−1,−1,−1, 1, 1, 1}
and {−1,−1, 1, 1, 1,−1} spin configurations (or their bit-
flipped partners).
Scaling. To consider the scaling of the graph parti-
tioning problem considered in Fig. 4 of the main text,
we average over randomly selected graphs. Each graph
is taken to have a number of connections equal to one
half the total number of possible connections for given
system size (similar results can be obtained for different
connection fractions). The results are shown in Fig. S7.
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FIG. S7: a) Variation of the energy difference dE from the
true ground state with the system size and overall scale of
J for the graph partitioning problem. b) Variation of the
energy difference dE, success probability, and Hamming dis-
tance with the system size. Here we take the optimum value
of J for each number of modes. Other parameters were taken
the same as in Fig. 4 of the main text.
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FIG. S8: Sketch of the knapsack problem. Different items of
weight wi and cost ci can be placed in the suitcase (assign
binary variable s = 1), or left outside (s = 0). The maximal
weight of the suitcase is bounded by Wmax. The solution can
be obtained by searching for minimal energy configuration for
combined item (si) and auxiliary (ai) spins, combined into an
all-to-all connected Ising network.
F: Knapsack problem details and example
To formulate the knapsack problem it is convenient to
begin with binary variables in the (0, 1) basis first. The
spin variables si, with i running from 1 to N are equal to
1 when an object is inside the knapsack and 0 otherwise
(see Fig. S8). The total weight and total value then read
W =
∑N
i=1 wisi and C =
∑N
i=1 cisi, respectively. We
further introduce auxiliary binary variables aj , where the
index j runs from 1 to Wmax, being the maximal weight.
The classical Hamiltonian corresponding to the problem
then reads
H =α
(
1−
Wmax∑
j=1
aj
)2
+ α
(Wmax∑
j=1
jaj −
N∑
i=1
wisi
)2
(S13)
− β
N∑
i=1
cisi,
where α and β are parameters for the simulation, chosen
such that the global minimum of (S13) corresponds to
the solution. The Hamiltonian (S13) can be recast as
the standard all-to-all connected Ising model with bias
terms hn as
H = −
N+Wmax∑
n<m
Jnmsnsm−
N+Wmax∑
n=1
hnsn +const, (S14)
where Jnm denotes Ising coupling matrix, formed by
weights, and hn is an effective magnetic field formed by
the combination of cost and weight.
As a particular instance of the bounded version of the
knapsack problem, we consider the example with 3 coins
of weight 1 and value 5 (coin a), 2 coins of weight 2
and value 10 (coin b), and 1 coin of weight 3 and value
25 (coin c). The maximal weight is fixed to Wmax =
9. Using a brute force algorithm, which considers all
possible item (i.e. spin) configurations, the solution is
2 a-coins, 2 b-coins, and 1 c-coin. In the classical spin
language these are three degenerate configurations {s} =[
{0, 1, 1, 1, 1, 1}, {1, 0, 1, 1, 1, 1}, {1, 1, 0, 1, 1, 1}
]
.
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