Abstract. In this paper, we prove the boundedness of matrix Hausdorff operators and rough Hausdorff operators in the two weighted Herz-type Hardy spaces associated with both power weights and Muckenhoupt weights. By applying the fact that the standard infinite atomic decomposition norm on two weighted Herz-type Hardy spaces is equivalent to the finite atomic norm on some dense subspaces of them, we generalize some previous known results due to Chen et al. [7] and Ruan, Fan [34] .
Introduction
It is well known that the Hausdorff operator is one of important operators in harmonic analysis, and it is used to solve certain classical problems in analysis, especially it is closely related to the summability of the classical Fourier series (see, for instance, [2] , [3] , [7] , [21] , [22] and the references therein). Let Φ be a locally integrable function on R n . The matrix Hausdorff operator H Φ,A associated to the kernel function Φ is then defined in terms of the integral form as follows
where A(y) is an n × n invertible matrix for almost everywhere y in the support of Φ. It is worth pointing out that if the kernel function Φ is chosen appropriately, then the Hausdorff operator reduces to many classcial operators in analysis such as the Hardy operator, the Cesàro operator, the Riemann-Liouville fractional integral operator and the Hardy-Littlewood average operator (see, e.g., [1] , [8] , [9] , [11] , [12] [14], [28] , [30] , [37] and references therein).
In 2012, Chen, Fan and Li [7] introduced the rough Hausdorff operator on R n . More precisely, let Φ be a locally integrable and radial function on R n and Ω : S n−1 −→ C be measurable functions such that Ω(y) = 0 for almost everywhere y in S n−1 . The rough Hausdorff operator H Φ,Ω is then defined by
where y ′ = y |y| . Remark that using polar coordinates, we can rewrite
By choosing Ω = 1, we denote H Φ := H Φ,Ω .
Moreover, it is interesting that Chuong, Duong and Dung [10] introduced a general class of multilinear Hausdorff operators defined by It is well known that in recent years, the theory of Hausdorff type operators has been significantly developed into different contexts (see [2] , [7] , [9] , [11] , [14] , [28] , [30] , [36] ). Especially, the problem which establishes the boundedness for Hausdorff operators in the Hardy spaces is attractive to mathematicians. However, for all we know, there is no any work dealing with the study of the Hausdorff operators on the Hardy spaces H p (R n ) for the case n ≥ 2 and 0 < p < 1. Liflyand and Miyachi [20] even showed that, in the case n = 1, there exists a bounded function Φ whose support is contained in [a, b] ⊂ (0, ∞) such that the Hausdorff operator H Φ , which is defined by
is not bounded on H p (R) for any 0 < p < 1. Thus, it is natural to find some other spaces that are the right substitutes to the Hardy spaces. Very recently, the authors of the papers [7, 34] have showed that if the Hardy spaces are replaced by the Herz-type Hardy spaces, then the boundedness of the Hausdorff operators is solved.
The theory of Hardy spaces associated with Herz spaces has developed in the past few years and played important roles in harmonic analysis, partial differential equation (see [5] , [6] , [23] , [24] , [26] , [27] for more details). These new Hardy spaces can be regarded as the local version at the origin of the classical Hardy spaces H p (R n ) and are good substitutes for H p (R n ) when we study the boundedness of non-translation invariant operators (see, for example, [25] ). From the results of Meyer [32, 33] , Bownik [4] , Yabuta [40] , Yang [38, 39] , Meda [31] and Grafakos [15] , the author of the paper [41] proved that the norms in two weighted Herz-type Hardy spaces H . K α,p q (ω 1 , ω 2 ) can be achieved by finite central atomic decompositions in some dense subspaces of them. As an application, it is shown that if T is a sublinear operator and maps all central (α, q, s, ω 1 , ω 2 ) 0 -atoms into uniformly bounded elements of certain quasi-Banach space B for certain nonnegative integer s ≥ [α − n(1 − 1/q)], then T uniquely extends to a bounded sublinear operator from
In this paper, by using above mentioned method which is quite different from the previous method [34] , we establish the sufficient conditions for the boundedness of both matrix Hausdorff operators H Φ,A and rough Hausdorff operator H Φ,Ω on the two-weighted homogeneous Herz-type Hardy spaces
Our paper is organized as follows. In Section 2, we present some notations and definitions of the homogeneous Herz spaces and the homogeneous Herz-type Hardy spaces associated with two weights. Our main theorems are given and proved in Section 3 and Section 4.
Some notations and definitions
Throught the whole paper, we denote by C a positive geometric constant that is independent of the main parameters, but can change from line to line. We also write a b to mean that there is a positive constant C, independent of the main parameters, such that a ≤ Cb.
It is well known that the theory of A p weight was first introduced by Muckenhoupt [29] in the Euclidean spaces in order to characterise the weighted L p boundedness of Hardy-Littlewood maximal functions.
Definition 2.1. Let 1 < p < ∞. It is said that a weight ω ∈ A p (R n ) if there exists a constant C such that for all balls B ⊂ R n ,
It is said that a weight ω ∈ A 1 (R n ) if there is a constant C such that for all balls B ⊂ R n ,
Remark that a close relation to A ∞ (R n ) is the reverse Hölder condition. If there exist r > 1 and a fixed constant C such that
, for all balls B ⊂ R n , we then say that ω satisfies the reverse Hölder condition of order r and write ω ∈ RH r (R n ). According to Theorem 19 and Corollary 21 in [19] , ω ∈ A ∞ (R n ) if and only if there exists some r > 1 such that ω ∈ RH r (R n ). Moreover, if ω ∈ RH r (R n ), r > 1, then ω ∈ RH r+ε (R n ) for some ε > 0. We thus write r ω ≡ sup{r > 1 : ω ∈ RH r (R n )} to denote the critical index of ω for the reverse Hölder condition. For further properties of A p weights, one may find in the book [35] . Proposition 2.2. The following statements are true:
Let us give the following standard properties of A p weights which are used in the sequel.
, for any measurable subset E of a ball B.
As usual, the weighted function ω is a non-negative measurable function on R n . Let L q (ω) (0 < q < ∞)
be the space of all measurable functions
In what follows, we denote
Now, we are in a position to give some notations and definitions of the homogeneous two weighted Herz spaces and the homogeneous two weighted Herz-type Hardy spaces. Definition 2.5. Let 0 < α < ∞, 1 ≤ q < ∞, 0 < p < ∞, and let ω 1 and ω 2 be weighted functions. Then the homogeneous two weighted Herz space
< ∞, where
be the space of Schwartz functions, and denote by S ′ (R n ) the dual space of S(R n ). Given N ∈ N, we denote
where φ m,β = sup
where M φ (f )(x) = sup |y−x|<t |φ t * f (y)| and φ t (x) = t −n φ(t −1 x) for all t > 0. Let us recall the definition of the Hardy spaces associated to the two weighted Herz spaces due to Lu and Yang [24] as follows. 
Now we state the definition of central atom and dyadic central unit. Note that we denote the integer part of real number x by [x].
where the infimum is taken over all decompositions of f as above.
Next, we present the useful result due to Zhou in [41] which states that the norms in H . K α,p q (ω 1 , ω 2 ) can be achieved by finite central atomic decomposition in some dense subspaces of them.
as in (2.1) just replacing central
and · .
To end this section, let us recall that a quasi-Banach space B is a vector space endowed with a quasinorm · B which is nonnegative, non-degenerate, homogeneous, and obeys the quasi-triangle inequality. Let p ∈ (0, 1]. A quasi-Banach space B p with a quasi-norm | · Bp is said to be a p-quasi-Banach space if
Bp , for any f, g ∈ B p . Recall that for any given r-quasi-Banach space B r with r ∈ (0, 1] and linear space X, an operator T from X to B r is called to be B r -sublinear if for any f, g ∈ X and λ, ν ∈ C, we have
and
Let us give the following useful which is used in the sequel.
The main results about the boundedness of H Φ,Ω
Our first main result is the following.
Proof. Let a be any central (α, q, 0; ω 1 , ω 2 ) 0 -atom. Thus, there exits j a ∈ Z such that supp(a) ⊂ B ja and
n . We will prove that
From the definition of b k and supp(a) ⊂ B ja , it is clear to see that
By the Minkowski inequality and the Hölder inequality, we have
By polor coordinates, we calculate
In addition, because ω 1 is a power weighted function, one has
As reason above, by letting t ∈ (2
where
Combining this together with R n a(x)dx = 0, by polar coordinates and the Fubini theorem, it is easy to check that
Since there exists r a ∈ Z such that a = 0 on B ra , we have
0, otherwise. This shows that
By (3.2), (3.6), (3.7) and (3.8), we have b ja,k is central (α, q, 0; ω 1 , ω 2 ) 0 -atom. This implies that H Φ (a) ∈ . F α,q,0 p (ω 1 , ω 2 ). Consequently, by Theorem 2.9, one has
which implies that the inequality (3.1) is true. From this, by Theorem 2.10, we conclude that ω 2 ) . Therefore, the proof of this theorem is finished.
Proof. Let us fix non-negative integer s ≥ [α − n(1 − 1/q)], and let a be any central (α, q, s; ω 1 , ω 2 ) 0 -atom with supp(a) ⊂ B ja and a L q (ω2) ω 1 (B ja ) −α n . We need to prove that
Infact, we have
By estimating as (3.2) and (3.6) above, it is obvious to see that
By (3.11), we see that b ja,k is a dyadic central (α, q, ω 1 , ω 2 )-unit. Therefore, by Theorem 2.8, we infer
(3.12)
For p = 1, we estimate
For p ∈ (0, 1) and σ > 1−p p , by the Hölder inequality, we get
(3.14)
From this, by (3.12) and (3.13), the inequality (3.9) is proved. Combining Theorem 2.10 and the inequality (3.9), we finish the proof of this theorem.
Proof. Analogously to Theorem 3.2, to prove the theorem, it suffices to show that 
Now, by estimating as (3.4) above, we also have
On the other hand, by ω 1 ∈ A 1 and Proposition 2.3, we get
where b * ja,k is a dyadic central (α, q, ω 1 , ω 2 )-unit. From this, by the inequality (3.10) and Theorem 2.8,
For p = 1, it is evident to see that k∈Z |µ k | = C 3 . Next, we consider for the case p ∈ (0, 1) and σ > (1−p) p . By the arguments as (3.14) above, we also have
Consequently, the inequality (3.15) is true. This concludes that the proof of this theorem is ended.
, Φ be a radial function, ω i ∈ A 1 with the finite critical index r ωi for the reverse Hölder condition and δ i ∈ (1, r ωi ), for all i = 1, 2. Assume that q > q * r ′ ω2 and the following conditions are true:
Proof. We fix non negative integer s ≥ [α − n(1 − 1/q)]. Then, let a be any central (α, q, s; ω 1 , ω 2 ) 0 -atom with supp(a) ⊂ B ja . To prove the theorem, it suffices to show that
As mentioned above, we have
By the Minkowski inequality, we infer
Because we have q > q * r ′ ω2 , there exists r ∈ (1, r ω2 ) such that q = q * r ′ , where r ′ is conjugate real number of r. Thus, by the Hölder inequality and the reverse Hölder condition, we deduce that
As a consequence, by the Hölder inequality and the argument as (3.3) above, we have
By applying Proposition 2.4 and the inequality a
Therefore, by 20) where
n . Now, by (3.17) and (3.18), we have
By making Proposition 2.3, we have
Consequently, one has
Hence, by the inequality (3.10) and Theorem 2.8, it immediately follows that
By estimating as the final part of the proof of Theorem 3.3 above, we also have
This implies that the inequality (3.19) is right. Hence, the proof of this theorem is finished.
The main results about the boundedness of H Φ,A
For a matrix A = (a ij ) n×n , we define the norm of A as follows A = n i,j=1
It is known that |Ax| ≤ A |x| for any vector x ∈ R n . In particular, if A is invertible, then we have
Our first main result in this section is as follows.
with β 1 , β 2 ∈ (−n, 0], and there exist m, M ∈ Z such that 2 m < A −1 (y) ≤ 2 M , a.e y ∈ supp(Φ). Suppose that the following conditions are true:
Proof. Similarly to the proof of Theorem 3.1, it suffices to prove that
with non negative integer s ≥ [α − n(1 − 1/q)] and for any central (α, q, s; ω 1 , ω 2 ) 0 -atom a with supp(a) ⊂ B ja and a L q (ω2) ω 1 (B ja ) −α n .
Now, we write H
This implies c k (x) = 0. From this, we immediately have
By using the Minkowski inequality, it gives
From formula change of variables,
This leads to
Consequently, by letting A −1 (y) ∈ (2 k−1 , 2 k ] and having the inequality (3.5) above, we have
Remark that by R n a(x)x γ dx = 0 for all |γ| ≤ s, we deduce that
Hence, one has
Also, note that there exists r a ∈ Z satisfying a = 0 on B ra . By letting x ∈ R n such that |x| ≤ ra.2
and assuming (4.1) and
which implies c k (x) = 0. Thus,
Note that, by (4.4), (4.6), (4.7) and (4.8), it is clear to see that c ja,k is also central (α, q, s;
. From these, by applying Theorem 2.9 and (4.1), and having
This implies that the inequality (4.3) is valid. Therefore, the proof of the theorem is completed.
p , and
Proof. Let us fix non negative integer s ≥ [α − n(1 − 1/q)] and a be any central (α, q, s; ω 1 , ω 2 ) 0 -atom with supp(a) ⊂ B ja and a L q (ω2) ω 1 (B ja ) −α n . To complete the proof of the theorem, it suffices to prove that the following inequality holds
Now, we will decompose as follows
From (4.4) and (4.6), we instantly have
By setting up c ja,k as follows c ja,
From (4.11), it is easy to see that c ja,k is a dyadic central (α, q, ω 1 , ω 2 )-unit. As a consequence, by Theorem 2.8, we lead to
Case 1: p = 1. It follows that
Case 2: p ∈ (0, 1) and σ > 1−p p . By the Hölder inequality again, we also have
Thus, the inequality (4.9) is achieved. Therefore, the theorem is completely proved.
with β 2 ∈ (−n, 0] and ω 1 ∈ A 1 with the finite critical index r ω1 for the reverse Hölder condition and δ ∈ (1, r ω1 ).
(i) If p = 1 and
Proof. To prove this theorem, it suffices to obtain the following estimation
C 9 , p = 1, C 10 , p ∈ (0, 1) and σ > 
We denote c * ja,k as follows c * Theorem 4.4. Let 1 ≤ q * < q < ∞, 0 < α * < ∞, α ∈ [n(1 − 1/q), ∞), ω i ∈ A 1 with the finite critical index r ωi for the reverse Hölder condition and δ i ∈ (1, r ωi ), for all i=1,2. Assume that q > q * r ′ ω2 and the hypothesises (3.17) and (3.18) As the first part in the proof of Theorem 3.4, there exists r ∈ (1, r ω2 ) with q = q * r ′ . From this, by the Hölder inequality and the reverse Hölder condition again, we give 
