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Abstract 
The ATLAS Trigger System has collected proton-proton collisions over six orders of magnitude in instantaneous 
luminosity during the 2010-2011 LHC running.   The trigger system is designed to reduce the collision rate from 40 
MHz to 200 Hz using a hardware-based Level 1 (L1) trigger and a software-based High Level Trigger (HLT).  The 
trigger selection is based on identifying object candidates, such as electrons, photons, muons, tau leptons, and jets as 
well as global event features, such as missing transverse energy.   This report will present the commissioning, 
operations and performance of the ATLAS trigger system with a focus on the performance of the system with respect 
to data collected for physics analysis. We describe how the trigger system has evolved with increasing LHC 
luminosity and give a brief overview of plans for higher luminosity LHC running.  
 
© 2011 CERN, for the benefit of the ATLAS Collaboration. Published by Elsevier BV. Selection and/or 
peer-review under responsibility of the organizing committee for TIPP 2011. 
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1. Introduction 
The ATLAS detector [1] is a multi-purpose apparatus with a cylindrical geometry covering almost the 
entire solid angle a around the interaction point. Closest to the beam pipe are silicon based tracking 
detectors and straw-tube transition radiation detectors, located inside a superconducting solenoid that 
provides a 2T magnetic field. Outside the solenoid, fine-granularity LAr electromagnetic (EM) 
calorimeters with an accordion geometry provide coverage up to |η| < 3.2.  An iron-scintillating hadronic 
 
a ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point in the center of the detector and the 
z-axis coinciding with the axis of the beam pipe. The x-axis points from the IP to the center of the LHC, and the y-axis points 
upward. Cylindrical coordinates (r,φ) are used in the transverse plane, φ being the azimuthal angle around the beam pipe. The 
pseudorapidity is defined in terms of the polar angle θ as η = -ln tan(θ/2). 
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calorimeter extends to |η| < 1.7 while copper and LAr technology is used in the endcap region covering 
the region 1.7 < |η| < 3.2. In the very forward region, 3.2 < |η| < 4.5, copper and tungsten LAr 
calorimeters provide measurements of the EM and hadronic showers. The muon spectrometer consists of 
three superconducting toroidal magnets with precision tracking provided by Monitored Drift Tubes 
(MDT) up to |η| < 2.4 and Cathode Strip Chambers (CSC) in the very forward region. Triggering for 
muons is provided using Resistive Plate Chambers (RPC) in barrel region and Thin Gap Chambers (TGC) 
in the forward region up to |η| < 2.4. The ATLAS detectors provide input to the three levels of the trigger 
system that provides fast filtering capabilities and capture events of interest to physics with high 
efficiency. 
 
The LHC started single-beam operations in 2008 and achieved its first proton-proton (pp) collisions in 
2009. In 2010, the LHC began colliding protons on protons at a centre of mass energy of 7 TeV. During a 
prolonged operation in 2010, ATLAS collected 45 pb-1 of data with luminosities ranging from 1027 cm-2s-1 
to 2 .1032 cm-2s-1. At the time of this conference, ATLAS had collected an additional 1 fb-1 in 2011, with 
instantaneous luminosities exceeding 1033 cm-2s-1. The ATLAS Trigger System is designed to reduce the 
output storage rate to ~200 Hz (about 300 MB/sec) from an initial LHC bunch crossing rate of 40 MHz. 
The first level trigger, Level 1 (L1), is hardware based and uses ASICs and FPGAs. The Level 2 (L2) and 
the Event Filter (EF), collectively referred to as the High Level Trigger or HLT, are based on software 
algorithms analyzing data on large computing farms. This paper describes the performance of the ATLAS 
trigger system [2] during the first phase of LHC operations. 
 
1.1 The ATLAS Trigger System 
 
A schematic diagram of the ATLAS trigger is shown in Fig. 1. The L1 receives its inputs from the 
Calorimeter, Muon and additional forward detectors and provides a decision with a latency of less than 
2.5 μs. The L1 trigger system is designed to reduce the rate to a maximum of 75 kHz (upgradable to 100 
kHz). Detector signals are stored in front-end pipelines pending a decision from the L1 trigger system. 
The HLT consists of farms of commodity processors connected by fast dedicated networks. When an 
event is accepted by L1, data from each detector is transferred to dedicated detector Read-Out Buffers 
(ROB) and made available to the HLT farms for further analysis. The L2 selection is based on fast custom 
algorithms processing partial event data within a Region of Interest (RoI) provided by the L1. The L2 
trigger is designed to reduce the output rate to ~3 kHz with an average processing time of ~40 ms/event.  
The EF is based on mostly offline algorithms using improved calibration to reconstruct the data with 
greater precision than at L2. The EF is designed to reduce the rate to ~400 Hz with an average processing 
time of ~ 4 s/event.  
 
Since the beginning of LHC operations, ATLAS has witnessed an increase in instantaneous luminosity of 
six orders of magnitude, from 1027 to 1033 cm-2 s-1. The ATLAS trigger system has performed well thus 
far with a data taking efficiency of over 95%. During the LHC fill, the total dead time introduced by the 
trigger system and the detector front-end electronics is typically of the order of 1-2%. The high level of 
data taking efficiency is attributed to several key design features incorporated in the trigger system. This 
includes the ability to modify the trigger configuration or remove and recover problematic detector 
components without needing to stop and re-start the data taking process.  
 
2. The ATLAS Level 1 Trigger 
 
The L1 trigger decision is formed by the Central Trigger Processor (CTP) [3] based on decision from the 
calorimeter trigger towers and dedicated layers of the muon triggering system. It also accepts inputs from 
other forward detectors, including the Beam Pick-ups (BPTX), Minimum Bias Trigger Scintillators 
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(MBTS), the Luminosity Cerenkov Detectors (LUCID), Zero Degree Calorimeter (ZDC) and the Beam 
Conditions Monitor (BCM). A maximum of 160 trigger inputs can be sent to the CTP that processes this 
information and forms on up to 256 distinct L1 triggers. The CTP can apply a pre-scale to each of these 
256 L1 triggers individually, which allow one in N triggers to be accepted for subsequent processing. The 
CTP subsequently produces a single bit termed L1 Accept (L1A) that is set if any of the 256 triggers fire. 
This L1A signal is distributed to all the detector front-end electronics along with other clock signals, 
flagging the event for which the data is to be saved for further processing.  
 
 
Figure 1: A schematic of the ATLAS Trigger Systems and its interfaces to the detector and readout systems. 
 
Following a L1A, the CTP introduces a dead time by vetoing subsequent triggers to protect the front-end 
readout buffers from overflowing. This preventive dead time is introduced using two different algorithms:  
a ‘simple dead time’ algorithm that limits the distance between two L1A and a ‘complex dead time’ 
algorithm that restricts the number of L1A in a certain period. For most of the running, the simple dead 
time was set to 125 ns and the complex dead time was set to allow a maximum of 8 triggers in an 80 μs 
window. In addition to the preventive dead time, the detector front-end electronics may also raise a busy 
to temporarily throttle the trigger rate. The L1 dead time is measured from the observed trigger rates 
before and after CTP vetoes. The observed dead time has been in the range of 1–2% for a L1 output rate 
of 50 kHz for most of the LHC data-taking phase and is dominated by the simple dead time.  
 
2.1 The L1 Calorimeter Triggers and their performance 
 
The L1 receives 7168 analog trigger tower inputs from the electromagnetic and hadronic calorimeters [4], 
each of which are analog sums of calorimeter cells in a Δη  Δφ = 0.1 x 0.1 (sums are made in larger 
windows in the forward direction). These trigger tower inputs are digitized and then fed to cluster 
processors. The cluster processor looks for localized clusters of energy deposits that exceed a set of pre-
programmable thresholds. These clusters are subsequently saved along with their spatial coordinates and 
are used to seed triggers in L2.  
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Figure 2: The measured EM (left plot) and Hadronic (right plot) calorimeter transverse energy at the EM scale compared to the 
transverse energy reconstructed offline with full granularity readout.  
 
The electron and photon (EM) clusters at L1 are formed by summing trigger towers in the EM calorimeter 
in a 2x2 region, equivalent to Δη x Δφ = 0.2 x 0.2. The EM cluster transverse energy (ET) is compared 
against eight possible programmable EM thresholds defined with a minimum cluster ET requirement and 
possibly additional lateral and longitudinal isolation requirements. If the cluster ET satisfies any of the 
programmable thresholds, then the information is recorded with a 3-bit multiplicity for each threshold. 
Similar to the EM clusters, tau clusters at L1 are formed by summing triggers towers in a 2x2 region 
using data from both EM and hadronic sections. There are eight L1 programmable tau thresholds 
available, each with a 3-bit multiplicity and are configured with a minimum ET requirement and possibly 
additional lateral isolation requirement. The L1 jet clusters, in |η| < 3.2, can be programmed to utilize 
trigger towers in a 4x4, 6x6 or 8x8 regions . There are eight programmable L1 jet thresholds, each with a 
3-bit multiplicity. Additional forward jet trigger thresholds in the region |η| > 3.2 are also available at L1. 
 
The L1 calorimeter trigger towers were operated at EM scale. In order to remove fake triggers from small 
energy deposits, trigger tower signals are processed through an optimized filter with a noise cut of about 
1.2 GeV applied to the transverse energy. The timing of the signals from the trigger towers have been 
calibrated and synchronized to the LHC clock with a precision better than 2 ns. Figure 2 shows excellent 
agreement between the L1 computed cluster ET and the same data reconstructed offline where full 
granularity and calibration is available.   
 
 
 
Figure 3: The observed missing transverse energy (left plot) and the missing transverse energy significance (right plot) at L1 shown 
for different number of primary vertices.  
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In addition to electron/photon, tau and jet triggers, the L1 calorimeter trigger towers with a granularity of 
Δη x Δφ = 0.2 x 0.2 using data from the full calorimeter acceptance (|η| < 4.9) are used to compute total 
scalar energy sums (TE), jet energy sums (JE), missing ET (XE) and missing ET significance (XS). The 
XS trigger was introduced in the beginning of 2011 data taking and is quantified as the level of missing 
ET in units of standard deviations from the background missing ET (characterized by the √ΣET in the 
event). The XS trigger has been demonstrated to be insensitive to pile-up effects as illustrated in Figure 3 
and offers better efficiency for a similar rejection than the XE triggers.  
 
2.2 The Level 1 Muon Trigger and its Performance 
 
The L1 muon trigger is a hardware-based system to process input data from fast muon detectors (RPC in 
the central region at |η| < 1.05 and TGC in the endcap region: 1.05 < |η| < 2.4). The trigger chambers are 
arranged in three planes, each plane consisting of 2 to 4 layers. The L1 muon candidate is constructed 
using hits in one of the planes and searching for additional hits within a road in adjacent trigger planes. 
The width of these roads defines the muon PT thresholds at L1. There are six programmable thresholds 
available at L1, three for the low PT region (< 10 GeV) and three for the high PT region. The efficiency of 
the L1 muon triggers as a function of the muon PT reconstructed offline are shown in Figure 4 for RPC 
(left plot) and TGC (right plot) for the six programmable thresholds that were deployed during the early 
data-taking. L1_MU0 (L1_MU0_COMM) reflects an open window coincidence requiring hits in two 
(three) planes, whereby the width of the road is left open while looking for additional hits in the adjacent 
planes.  A high efficiency is observed in the TGC system. The observed lower efficiency in the RPC 
system is due to its limited geometrical acceptance. This effect is more pronounced for the higher PT 
muon thresholds that require a 3-station coincidence. The lower PT muon thresholds require only a 2-
station coincidence. 
 
 
Figure 4: The measured L1 trigger efficiency for six muon pT thresholds for RPC (left plot) and TGC (right plot). The muon 
momentum is indicated as the suffix to the labels in the plot.  
 
Table 1 shows the Level 1 threshold settings for various signatures deployed at a luminosity of 1033 cm-2 
s-1. The shaded area of the table shows the thresholds that were pre-scaled at L1. The un-shaded regions 
show the trigger thresholds that ran without any pre-scales at a luminosity of 1033 cm-2 s-1. The triggers 
that dominated the L1 output rate include the single EM trigger with a threshold of 14 GeV and a single 
muon trigger woith a threshold of 10 GeV that had L1 output rates of 8.5 kHz and 5.5 kHz respectively at 
1033 cm-2 s-1. 
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Table 1: Level 1 thresholds (in units of GeV except for the significance trigger) for various signatures that were deployed at a 
luminosity of 1033 cm-2 s-1. The shaded thresholds reflect those that were operating with a pre-scale.  Those using isolation are 
denoted with a suffix “I” in the threshold setting.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
3. The High Level Trigger 
 
The HLT consists of farms of commodity processors connected by fast dedicated networks (Gigabit and 
10 Gigabit Ethernet). During the early running, the HLT farms were equipped with about half their 
projected capacity with 800 L2 nodes and 300 EF nodes. Each node consists of eight 2.4 GHz processors. 
When the L1 trigger accepts an event, data from each detector is transferred to the detector-specific ROBs 
that store the event in fragments pending the L2 decision. One or more ROBs are grouped into Readout 
Systems (ROS) which are connected to the HLT networks. The L2 selection is based on fast custom 
algorithms processing partial event data with the RoI identified by the L1. The L2 algorithms request the 
data from the ROS corresponding to the detector elements within the RoI, thus vastly reducing the 
amount of data transferred over the networks and processed in L2. Typically 2-6% of the event data 
volume is transferred to L2 for further analysis. The L2 provides sufficient rejection to reduce the output 
rate to ~3 kHz with an average processing time of ~40 ms/event. Upon a L2 accept, the Event Builder 
assembles all the event fragments from the ROBs and provides the full event information to the EF. The 
EF is mostly based on offline algorithms that analyze the event with more sophisticated reconstruction 
algorithms and calibration. The average processing time for the EF to analyze an event is ~0.4 s/event. 
The EF provides sufficient rejection to reduce the output storage rate to ~200 Hz. The output storage rate 
is limited by the offline computing resources whose usage have recently been optimized to allow writing 
a higher output rate that consequently enables the trigger to be operated with lower thresholds and/or 
selection criteria. The typical L2 output rate for the running thus far has been ~ 5 kHz and the average EF 
output rate ~400 Hz with an average event size of 1.2 MB.  
 
Figure 5 shows the mean algorithmic processing time per event at L2 as a function of the number of 
interactions per crossing observed in data (left plot) and measurements made with a simulated t-tbar 
sample (right plot). The simulated sample provides a mechanism to estimate the CPU requirements at the 
HLT at much higher pile-up than currently seen in data and characterizes the behaviour of each algorithm. 
Studies have shown that while some algorithm execution times are constant with increasing pile-up, 
Trigger Signature Notation Level 1 Threshold Settings at 1033 
  L1 HLT   (prescaled triggers are shown shaded) 
electron EM e 3 5 7 10 12 14 16 30 
photon EM g 3 5 7 10 12 14 16 30 
muon MU mu 0 6 10 11 15 20   
Jet J j 10 15 20 30 50 75 175 250 
forward jet FJ fj 10 30 50 75     
Tau TAU tau 5 6 8 11 11I 20 30 50 
Missing ET XE xe 10 20 25 30 35 40 50 60 
ET miss 
Significance XS xs 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 
Sum Scalar ET TE te 20 180 300 400 500 600 700  
Total Jet Energy JE je 60 100 140 200     
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others either increase linearly or quadratically. Using a model that assumes a combination of constant, 
linear and quadratic behaviour, the resource needs with increasing pile-up can be predicted. This study 
concluded that the computing capacities that are foreseen to be available in the L2 and EF farms will be 
sufficient to handle higher pile-up conditions up to 20 interactions per crossing.  
 
 
 
Figure 5: The total processing time at L2 as a function of the mean number of collisions per crossing observed in data (left plot) and 
t-tbar simulation sample (right plot).  
 
The HLT makes use of several algorithms for identifying candidate objects including tracking, 
calorimeter clustering algorithms and muon reconstruction. The tracking reconstruction in the Inner 
Detector is an essential part of the trigger decision and a prerequisite for triggering on electrons, muons, 
taus, b-jets and B-decays. It is also used to measure the beamspot where reconstructed tracks provide 
input to reconstruction of vertices. The calorimeter reconstruction algorithms are designed to reconstruct 
clusters of energy from electrons, photons, taus and jet objects using calorimeter cell level information. 
At the EF, the global missing ET is also calculated. The calorimeter information is also used to provide 
information to the muon isolation algorithms.  While the L1 muon trigger rely on specialized detectors 
(RPC and TGC), the HLT makes use of information from the Muon Drift Tubes (MDT) that provide 
precision hits in the η-coordinate. Typical signatures require confirmation from multiple detector 
systems. For example, an electron candidate requiring a calorimeter cluster is matched to a track in the 
inner detector.  The efficiencies of the triggers have been measured using various techniques including: 
• Tag and probe method, where the event contains a pair of related objects which are reconstructed 
offline, but only one of them was used to trigger the event and the other can be used to study the 
trigger efficiency. 
• Orthogonal trigger method, where the event is triggered by a different and independent trigger from 
the one whose efficiency is being determined. 
• Bootstrap method, where the efficiency of a higher threshold is determined using a lower threshold to 
trigger the event.   
Figure 6 (left plot) shows the trigger efficiency at all three levels for an electron trigger as a function of 
the electron ET as determined offline. At L1, the electron trigger requires an EM cluster above 14 GeV 
that is used to seed a L2 electron trigger sequence. The L2 requires an ET above 19 GeV together with 
additional selections on calorimeter shower shape and matching of the cluster to the track in the Inner 
Detector. The EF subsequently makes tighter selection cuts and requires an ET of 20 GeV. As seen, the 20 
GeV electron trigger exceeds 98% efficiency at an offline reconstructed ET of 22 GeV. The right plot in 
Figure 6 shows the trigger efficiency for a 55 GeV jet with respect to an offline-reconstructed jet for 
different number of vertices that directly correlate to the number of interactions per crossing. The offline 
jets are fully calibrated while the jet trigger algorithms use an energy scale calibrated for EM particles.   
At L2, the jet trigger makes use of a cone based algorithm with an R=0.4 while the EF makes use of anti-
KT algorithms [5] with a R=0.4. As seen the trigger efficiencies are largely independent of the number of 
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interactions per crossing. The performance of the various trigger signatures in ATLAS has been studied 
using p-p collisions and can be found here [6,7,8,9,10,11]. 
 
  
 
Figure 6: The left plot shows the trigger efficiency for a single electron trigger at L1, L2 and EF.  The right plot shows the trigger 
efficiency for a 55 GeV single jet trigger with different requirements on the number of reconstructed vertices. 
 
4. Trigger Operations 
 
The trigger system is configured with a “trigger menu” that specifies a list of triggers to be used during 
the online running and its configuration. The configuration specifies the L1 trigger and a sequence of 
reconstruction and selection steps to be used at the HLT. It also specifies any prescale value for each of 
the three levels for the trigger. There are several hundred triggers available at any time, which are 
intended to work over a large range of luminosity conditions. These triggers include single object triggers 
(requiring only one object such as an electron or a muon), multi object triggers (requiring more than one 
object such as a di-electron), combined triggers (requiring objects of different flavors such as a tau and 
missing ET) and topological triggers (making selections targeted to specific particle decays such as J/ψ to 
μμ requiring an event mass cuts). These triggers address several needs, some deployed as primary physics 
triggers, and others as supporting triggers intended to collect statistics for efficiency or background 
measurements, monitoring triggers to monitor the performance of the trigger and the detector systems, 
and calibration triggers. Most of the supporting and monitoring triggers require a fixed output rate. As the 
instantaneous luminosity drops during a typical LHC fill cycle, it becomes necessary to adjust the 
prescales of many of the trigger to maintain the needed flat rate. However, the physics triggers that run 
un-prescaled are largely untouched providing a robust set of trigger for later use in physics analysis. 
Additional physics triggers that have high rate requirements at L1 may be enabled during the end of fill to 
benefit from the bandwidth that becomes available with decreasing luminosity during the fill. This 
operational strategy therefore requires maintaining several prescale sets for a given trigger menu. These 
prescale sets are deployed during the physics run as the instantaneous luminosity decreases without the 
need to stop and restart a run thus maintaining a high data taking efficiency.  
 
New trigger menus require extensive validation before its online deployment. It must be verified that the 
trigger configuration defined by the menu is optimized to collect the physics data of interest with high 
efficiency while providing sufficient rejection to maintain a low output storage rate. With increasing 
luminosity, higher thresholds, tighter selections or other optimized multi-object triggers need to be 
deployed to control the output rates that may warrant modifications to the trigger menu. For these 
reasons, the ability to predict the behaviour of a trigger menu before its deployment becomes mandatory. 
This is accomplished by using an “enhanced bias” data sample whereby data is collected with low L1 
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trigger thresholds only. This allows the reproduction of other tighter trigger selections offline, validation 
of new triggers before deployment and the ability to extrapolate the behaviour of triggers at high 
luminosities and estimate their rates. The latter exercise is crucial in putting together a trigger menu that 
balances the physics objectives with output rates in increasing luminosity and pile-up conditions. Figure 7 
shows a comparison of the rate prediction made at an instantaneous luminosity of 1033 cm-2 s-1 using data 
collected at a lower luminosity with actual observations demonstrating the ability to predict the rates with 
increasing luminosity.  
 
 
 
Figure 7: Comparison of trigger rate predictions at L = 1033 cm-2 s-1 with observations made online for selected triggers. 
 
Most of the triggers rates rise linearly with luminosity, the exceptions being missing ET, total scalar 
energy sums that are dependent on the pile-up conditions. Figure 8 (left plot) shows the observed trigger 
rates as a function of instantaneous luminosities for a selected set of physics triggers showing the linear 
behaviour of rate with increasing luminosity. Figure 8 (right plot) shows the total L1 output rates per 
bunch for a selected number of triggers. A non-linear rise in rates with increasing in-time pile-up is 
observed for missing ET (XE) and total scalar energy sum  (TE) triggers.  
 
 
 
Figure 8: Dependence of EF rates with increasing luminosity (left plot) and L1 rates with increasing luminosity per bunch (right 
plot) for selected triggers.  
 
Events written to storage are streamed inclusively, meaning that an event can be written out to multiple 
output streams. There are four primary physics output streams: e-gamma, muons, jet-tau-MissingET and 
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minimum-bias and several additional calibration streams. An event passing both an electron and a muon 
trigger would be written out to both the egamma and the muon stream. The overlap between the primary 
physics streams is kept to less than 10%. The calibration streams, used for detector calibration and 
alignment, contain partial event data for specific sub-detectors that can be recorded at a higher rate than is 
possible for full events. Events encountering an error condition including DAQ errors, data corruption 
errors and failed processing at HLT are streamed separately to a “Debug” stream that is processed offline. 
Some of the events in the debug stream may be re-incorporated back into the physics streams.  
 
Table 2: Luminosity weighted relative trigger quality (in %) delivery during 2011 stable beam operations in pp collisions at       
√s=7 TeV between March 13 and June 29. 
 
 
Table 2 shows the luminosity weighted relative fraction of good quality data delivered by the various 
components of the ATLAS trigger system during LHC fills with stable beams in pp collisions at √s=7 
TeV, and after switching the tracking detectors on. The total recorded integrated luminosity was 1.25 fb-1 
for the indicated period. A high efficiency is observed for all trigger components. 
5. Conclusion 
The ATLAS trigger system was successfully deployed and commissioned during the early data-taking 
phase. It has successfully operated over six orders of magnitude rise in luminosity recording data with an 
efficiency exceeding 95%. Higher thresholds and tighter selections are being deployed with increasing 
luminosities to control the total output rates to an average of 300 – 400 Hz. The performance of the 
trigger has exceeded expectations providing a robust platform for physics analysis.  
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Level 1 High Level Trigger 
Muon Calo CTP electron photon muon tau jet b-jet missingET 
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