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1 mpipif<-function(n)
2 {
3 ## Exported functions get values by getOption()
4 ## when they run on workers
5 out<-.Fortran("mpipif",
6 comm=getOption("Rhpc.mpi.f.comm"),
7 n=as.integer(n),
8 outpi=as.double(0))
9 out$outpi
10 }
11
12 library(Rhpc)
13 Rhpc_initialize()
14 cl<-Rhpc_getHandle(4)
15
16 n<-10
17
18 ## Load shared library
19 Rhpc_worker_noback(cl,dyn.load,"pi.so")
20 dyn.load("pi.so")
21
22 ## Rhpc_worker_noback calls a function, but does not
23 ## get any result.
24 ## Workers should be started faster than a master.
25 Rhpc_worker_noback(cl,mpipif,n); mpipif(n)
26
27 Rhpc_finalize()
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--- pif.f 2014-05-19 17:23:36.000000000 +0900
+++ Rhpc_pif.f 2014-05-19 17:24:13.000000000 +0900
@@ -1,42 +1,33 @@
- program main
+ subroutine mpipif(mpi_comm,n,outpi)
include "mpif.h"
double precision mypi, sumpi, h, sum, x, f, a
double precision pi
parameter (pi=3.14159265358979323846)
integer n, rank, procs, i, ierr
- character*16 argv
- integer argc
+ integer mpi_comm
f(a) = 4.d0 / (1.d0 + a*a)
- argc = COMMAND_ARGUMENT_COUNT()
- n=0
- if (argc .ge. 1) then
- call getarg(1, argv)
- read(argv,*) n
- endif
-
- call MPI_INIT(ierr)
- call MPI_COMM_RANK(MPI_COMM_WORLD, rank, ierr)
- call MPI_COMM_SIZE(MPI_COMM_WORLD, procs, ierr)
+ call MPI_COMM_RANK(mpi_comm, rank, ierr)
+ call MPI_COMM_SIZE(mpi_comm, procs, ierr)
call MPI_BCAST(n,1,MPI_INTEGER,0,
- & MPI_COMM_WORLD,ierr)
+ & mpi_comm,ierr)
if ( n .le. 0 ) goto 30
h = 1.0d0/n
sum = 0.0d0
do 20 i = rank+1, n, procs
x = h * (dble(i) - 0.5d0)
sum = sum + f(x)
20 continue
mypi = h * sum
call MPI_REDUCE(mypi,sumpi,1,
MPI_DOUBLE_PRECISION,
& MPI_SUM,0,
- & MPI_COMM_WORLD,ierr)
+ & mpi_comm,ierr)
if (rank .eq. 0) then
print *, ’pi = ’, sumpi, ’ diff = ’, abs(
sumpi - pi)
endif
- 30 call MPI_FINALIZE(ierr)
- stop
+ 30 continue
+ return
end
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