Efficient sparse linear algebra cannot be achieved as a straightforward extension of the dense case, even for concurrent implementations. This paper details a new, general-purpose unsymmetric sparse LU factorization code built on the philosophy of Harwell's MA28, with variations. We apply this code in the framework of J acobian-matrix factorizations, arising from Newton iterations in the solution of nonlinear systems of equations. Serious attention has been paid to the data-structure requirements, complexity issues and communication features of the algorithm. Key results include reduced communication pivoting for both the "analyze" A-mode and repeated B-mode factorizations, and effective general-purpose data distributions useful incrementally to trade-off process-column load balance in factorization against triangular solve performance. Future planned efforts are cited in conclusion.
Introduction
The topic of this paper is the implementation and concurrent performance of sparse, unsymmetric LU factorization for medium-grain multicomputers. Our target hardware is distributed-memory, message-passing concurrent computers such as the Symult s2010 and Intel iPSC/2 systems. For both of these systems, efficient cut-through wormhole routing technology provides pair-wise communication performance essentially independent of the spatial location of the computers in the ensemble [2] . The Symult s2010~is a twodimensional, mesh-connected concurrent computer; all examples in this paper were run on this variety of hardware. Message-passing performance, portability and related issues relevant to this work are detailed in [7] . Questions of linear-algebra performance are pervasive throughout scientific and engineering computation. The need for high-quality, high-performance linear algebra algorithms (and libraries) for multicomputer systems therefore requires no attempt at justification. The motivation for the work described here has a specific origin, however. Our main higher-level research goal is the concurrent dynamic simulation of systems modelled by ordinary differential and algebraic equations; specifically, dynamic flowsheet simulation of chemical plants (e.g., coupled distillation columns) [SI. Efficient sequential integration algorithms solve staticized nonlinear equations at each time point via modified Newton iteration (cf, [3], Chapter 5). Consequently, a sequence of structurally identical linear systems must be solved; the matrices are finite-difference approximations to Jacobians of the staticized system of ordinary differential-algebraic equations. These Jacobians are large, sparse and unsymmetric for our application area. In general, they possess both band and significant off-band structure. Generic structures are depicted in Figure 0 . This work should also bear relevance to electric power network/grid dynamic simulation where sparse, unsymmetric Jacobians also arise, and also elsewhere.
Design Overview
We solve the problem A z = b where A is large, and includes many zero entries. We assume that A is unsymmetric both in sparsity pattern and in numerical values. In general, the matrix A will be computed in a distributed fashion, so we will inherit a distribution of the coefficients of A (cf., Figures 2., 3.). Follow- In chemical-engineering process flowsheets, Jacobians with main band structure, and lower-triangular structure (feedforwards), upper-triangular structure (feedbacks)] and borders (global or artificially restructured feedforwards and/or feedbacks) are common. 
Local Row

Local Column
Next Row ing the style of Harwell's MA28 code for unsymmetric sparse matrices, we use a twephase approach to this solution. There is a first LU factorization called Amode or "analyze," which builds data structures dynamically, and uses a user-defined pivoting function. The repeated B-mode factorization uses the existing data structures statically to factor a new, similarly structured matrix, with the previous pivoting pattern. B-mode monitors stability with a simple growth factor estimate. In practice, A-mode is repeated whenever instability is detected. The two key contributions of this sparse concurrent solver are: reduced communication pivoting, and new data distributions for better overall performance . and upper-triangular factors, respectively. Whereas the pivot sequence is stored (two N-length integer vectors), the permutation matrices are not stored or computed with explicitly. Rearranging, based on the orthogonality of the permutation matrices, A = P'$UPc. We factor A with implicit pivoting (no rows or columns are exchanged explicit[y as a result of pivoting). Therefore, we do not store L, 0 directly, but instead: L = P',iPc, U = P',UPc. Consequently, = PRLPZ, U = PRUP:, and A = L(P:PR)U. The "unravelling" of the permutation matrices is accomplished readily (without implication of additional interprocess communication) during the triangular solves.
For the sparse case, performance is more difficult to quantify than for the dense case, but, for example, banded matrices with bandwidth / 3 can be factored with 0 ( p 2 N ) work; we expect sub-cubic complexity in N for reasonably sparse matrices, and strive for subquadratic complexity, for very sparse matrices. The triangular solves can be accomplished in work proportional to the number of entries in the respective triangular matrix L or U . The pivoting strate& is treated as a parameter of the algorithm and is not pre-determined. We can consequently treat the pivoting function as an application-dependent function, and sometimes tailor it to special problem structures (cJ, Section 7 of [9]) for higher performance. As for all sparse solvers, we also seek sub-quadratic memory requirements in N , attained by storing matrix entries in linked-list fashion, as illustrated in Figure 1 .
For further discussion of LU factorizations and sparse matrices, see [6,4].
Reduced-Communication Pivoting
At each stage of the concurrent LU factorization, the pivot element is chosen by the user-defined pivot function. Then, the pivot row (new row of U ) must be broadcast, and pivot column (new column of L ) must be computed and broadcast on the logical process grid (cf, Figure 2. ), vertically and horizontally, respectively. Note that these are interchangeable operations. We use this degree-of-freedom to reduce the communication complexity of particular pivoting strategies, while impacting the effort of the LU factorization itself negligibly.
We define two "correctness modes" of pivoting functions. In the first correctness mode "first row fanout," the exit conditions for the pivot function are: all processes must know @ (the pivot process row), the pivot process row must know q (the pivot process column) as well as i, the $-local matrix row of the pivot, and the pivot process must know in addition the pivot value and q-local matrix column j of the pivot. Partial column pivoting and preset pivoting can be setup t o satisfy these correctness conditions as follows. For partial column pivoting, the kth row is eliminated at the kth step of the factorization. From this fact, each process can derive the process row fi and &local matrix row i using the row data distribution function, Having identified themselves, the pivot-row processes can look for the largest element in local matrix row i and choose the pivot element globally among themselves via a combine. At completion this places q, j and the pivot value in the entire pivot process row. This completes the requirements for the "first row fanout" correctness mode. For preset pivoting, the kth elimination row and column are both stored as p , i, q, j , and each process knows these values wiihout communication.' Furthermore, the pivot process looks up the pivot value.
[SI.
'Memory unscalabilities can be removed very cheaply; see Hence, preset pivoting satisfies the requirements of this correctness mode also.
For "first row fanout," the universal knowledge of 1;
and knowledge of the pivot matrix row i by the pivot process row, allows the vertical broadcast of this row (new row of U ) . In addition, we broadcast q, j and the pivot value simultaneously. This extends the correct value of q to all processes, as well as j and the pivot value to the pivot process column. Hence, the multiplier ( L ) column may be correctly computed and broadcast. Along with the multiplier column broadcast, we include the pivot value. After this broadcast, all processes have the correct indices @, i, q , j and the pivot value. This provides all that's required to complete the current elimination step.
For the second correctness mode "first column fanout," the exit conditions for the pivot function are: all processes must know q, the entire pivot process column must know j , the pivot value, and fi. The pivot process in addition knows 1. Partial row pivoting can be setup to satisfy these correctness conditions. The arguments are analogous to partial column pivoting and are given in [$I.
For "first column fanout ," the entire pivot process column knows the pivot value, and local column of the pivot. Hence, the multiplier column may be computed by dividing the pivot matrix column by the pivot value. This column of L may then be broadcast horizontally, including the pivot value, p and i as additional information. After this step, the entire ensemble has the correct pivot value, and $; in addition, the pivot process row has the correct i. Hence, the pivot matrix row may be identified and broadcast. This second broadcast completes the needed information in each process for effecting the kth elimination step.
Hence, when using partial row or partial column pivoting, only local combines of the pivot process column (respectively row) are needed. The other processes don't participate in the combine, as they must without this methodology. Preset pivoting implies no pivoting communication, except very occasionally (e.g., 1 in 5000 times) as noted in [SI to remove memory unscalabilities. This pivoting approach is a direct savings, gained at a negligible additional broadcast overhead. See also [SI.
New Data Distributions
We introduce new closed-form O(1)-time, O(1)-memory data distributions useful for sparse matrix factorizations and the problems that generate such matrices. We quantify evaluation costs in Table 0 . Every concurrent data structure is associated with a logi-Distribution:
For the data distributions and inverses described here, evaluation time in ps is quoted for the Symult s2010 multicomputer. Cardinality function calls are inexpensive, and fall within lower-order work anyway -their timing is hence omitted. The cheapest distribution function (scatter) costs x 15ps by way of comparison. cal process grid at creation (cf, Figure 2 . and [7,8] ).
Vectors are either row-or column-distributed within a two-dimensional process grid. Row-distributed vectors are replicated in each process column, and distributed in the process rows. Conversely, column-distributed vectors are replicated in each process row, and distributed in the process columns. Matrices are distributed both in rows and columns, so that a single process owns a subset of matrix rows and columns. 
The cardinality of the set ZP, is given by @ ( p , P, M ) .
The linear and scatter data-distribution functions are most often defined. We generalize these functions (by blocking and scattering parameters) to incorporate practically important degrees of freedom. These generalized distribution functions yield optimal static load balance as do the unmodified functions described in [ll] for unit block size, but differ in coefficient placement. This distinction is technical, but necessary for efficient implementations. Figure 3 . illustrates the effects of linear and scatter data-distribution functions on a small rectangular array of coefficients.
Performance us. Scattering
Consider a fixed logical process grid of R processes, with PzQ = R. For the sake of argument, assume partial row pivoting during LU factorization for the retention of numerical stability. Then, for the LU factorization, it is well known that a scatter distribution is "good" for the matrix rows, and optimal were there no off-diagonal pivots chosen. Furthermore, the optimal column distribution is also scatter, because columns are chosen in order for partial row pivoting. Compatibly, a scatter distribution of matrix rows is also "good" for the triangular solves. However, for triangular solves, the best column distribution is linear, because this implies less intercolumn communication, as we detail below. In short, the optimal configurations conflict, and because explicit redistribution is expensive, a static compromise must be chosen. We address this need to compromise through the one-parameter distribution function C described in the previous section, offering a variable degree of scattering via the Sparameter. To first order, changing S does not affect the cost of computing the Jacobian (assuming columnwise finite-difference computation), because each process column works independently.
It's important to note that triangular solves derive no benefit from Q > 1. The two-parameter [ distribution can be used on the matrix rows to tradeoff load balance in the factorizations and triangular solves against the amount of (communication) effort needed to compute the Jacobian. In particular, a greater degree of scattering can dramatically increase the time required for a Jacobian computation (depending heavily on the underlying equation structure and problem), but importantly reduce load imbalance during the linear algebra steps. The communication overhead caused by multiple process rows suggests shifting toward smaller P and larger Q (a squatter grid), in which case greater concurrency is attained in the Jacobian computation, and the additional communication previously induced is then somewhat mitigated. The one-parameter distribution used on the matrix columns then proves effective in controlling the cost of the triangular solves by choosing the minimally allowable amount of column scattering.
Let's make explicit the performance objectives we consider when tuning s, and, more generally, when tuning the grid shape PxQ = R. In the modified Newton iteration, for instance, a Jacobian factorization is reused until convergence slows unacceptably. An "LU Factor- Subscripts (i,e., a r ,~) are the global ( 1 , J ) indices.
ization + Backsolve" step is followed by q "Forward +
Backsolves," with q -0(1) typically (and varying dynamically throughout the calculation). Assuming an averaged q , say q* (perhaps as large as five [ 3 ] ) , then our first-level performance goal is a heuristic minimization of over S for fixed P, Q. ' I * > 1 more heavily weights the reduction of triangular solve costs vs. B-mode factorization than we might at first have assumed, placing a greater potential gain on the one-parameter distribution for higher overall performance. We generally want heuristically to optimize over S, P , Q , R. Then, the possibility of fine-tuning row and column distributions is important, as is the use of non-power-of-two grid shapes.
Performance Order 13040 Example
We consider an order 13040 banded matrix with a bandwidth of 326 under partial row pivoting. For this example, we have compiled timing results for a 16x12 process grid with random matrices (entries have range 0-10,000) using different values of S on the column distribution (see Table 1 ). We indicate timing for Amode, B-mode, Backsolves and Forward-and Backsolves together ("Solve" heading). For this example, S = 30 saves 76% of the triangular solve cost compared to S = 1, or approximately 186 seconds, roughly 6 seconds above the linear optimal. Simultaneously, we incur about 17 seconds additional cost in B-mode, while saving about 93 seconds in the Backsolve. Assuming q* = 1 (q* = 0), in the first above-mentioned objective function, we save about 262 (respectively, 76) seconds. Based on this example, and other experience, we conclude that this is a successful practical technique for improving overall sparse linear algebra performance.
The following example further bolsters this conclusion.
Order 2500 Example
Now, we turn to a timing example of an order 2500 sparse, random matrix. The matrix has a random diagonal, plus two-percent random fill of the offdiagonals; entries have a dynamic range of 0-10,000. Normally, data is averaged over random matrices for each grid shape (as noted), and over four repetitive runs for each random matrix. Partial row pivoting was used exclusively. Table 2 . compiles timings for various grid shapes of row-scatter/column-scatter, and row-scatter / column-(S = 10) distributions, for as few as nine nodes and as many as 128. Memory limitations set the lower bound on the number of nodes.
This example demonstrates that speedups are possible for this reasonably small sparse example with this general-purpose solver, and that the one-parameter distribution is key to achieving overall better performance even for this random, essentially unstructured example. Without the one-parameter distribution, triangular solver performance is poor, except in grid con-i figurations where the factorization is itself degraded (e.g., 2x16). Furthermore, the choice of S = 10 is universally reasonable for the Q > 1 grid shapes illustrated here, so the distribution proves easy to tune for this type of matrix. We are able to maintain an almost constant speed for the triangular solves while increasing speed for both the A-mode and B-mode factorizations. We presume, based on experience, that triangular solve times are comparable to the sequential solution times -further study is needed in this area to see if and how performance can be improved. The consistent A-mode to B-mode ratio of approximately two is attributed primarily to reduced communication costs in B-mode, realized through the elimination of essentially all combine operations in B-mode.
While triangular-solve performance exemplifies sequentialism in the algorithm, it should be noted that we do achieve significant overall performance improvements between 9 nodes and 72 (12x6 grid) nodes, and that the repeatedly used B-mode factorization remains dominant compared to the triangular solves even for 128 nodes. Consequently, efforts aimed further to increase performance of the B-mode factorization (at the expense of additional A-mode work) are interesting to consider. For the factorizations, we also expect that we are achieving non-trivial speedups relative to one node, but we are unable to quantify this at present because of the memory limitations alluded to above. There are several classes of future work to be considered. First, we need to take the A-mode "analyze" phase to its logical completion, by including pivot-order sorting of the L/U pointer structures to improve performance for systems that should demonstrate sub-quadratic sequential complexity. This will require minor modifications to B-mode (that already takes advantage of column-traversing elimination), to reduce testing for inactive rows as the elimination progresses. We already realize optimal computation work in the triangular solves, and we mitigate the effect of Q > 1 quadratic communication work using the oneparameter distribution.
Second, we need to exploit "timelike" concurrency in linear algebra -multiple pivots. This has been addressed by Alaghband for shared-memory implementations of MA28 with O(N)-complexity heuristics [l] . These efforts must be reconsidered in the multicomputer setting and effective variations must be devised. This approach should prove an important source of additional speedup for many chemical engineering applications, because of the tendency towards extreme sparsity, with mainly band and/or block-diagonal structure. the pivot row broadcast, and especially for the pivot process, because it must participate in two broadcast operations.
We could utilize two process grids. When rows (columns) of U (L) are broadcast, extra broadcasts to a secondary process grid could reasonably be included. The secondary process grid could work on redistribution LIU to an efficient process grid shape and size for triangular solves while the factorization continues on the primary grid. This overlapping of communication and computation could also be used to reduce the cost of transposing the solution vector from columndistributed to row-distributed, which normally follows the triangular solves.
The sparse solver supports arbitrary user-defined pivoting strategies. We have considered but not fully explored issues of fill-reduction us. minimum time; in particular we have implemented a Markowitz-count fill-reduction strategy [4]. Study of the usefulness of partial column pivoting and other strategies is also needed. We will report on this in the future.
Reduced-communication pivoting and parametric distributions can be applied immediately to concurrent dense solvers with definite improvements in performance. While triangular solves remain lcwer-order work in the dense case, and may sensibly admit less tuning in S, the reduction of pivot communication is certain to improve performance. A new dense solver exploiting these ideas is under construction at present.
In closing, we suggest that the algorithms generating the sequences of sparse matrices must themselves be reconsidered in the concurrent setting. Changes that introduce multiple right-hand sides could help to amortize linear algebra cost over multiple timelike steps of the higher-level algorithm. Because of inevitable load imbalance, idle processor time is essentially free -algorithms that find ways to use this time by asking for more speculative (partial) solutions appear of merit toward higher performance.
