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Abstract: A simple perturbation of data is suggested for use in conjunction with approximation algorithms 
for the purpose of improving the available bounds (upper and lower), and the worst case bounds. The 
technique does not require the approximation algorithm (heuristic) to provide a worst case bound to be 
applicable. 
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1. Introduction 
Fisher [2] points out to the fact that including 
data dependent parameters in the worst case anal- 
ysis of approximation algorithms may lead to bet- 
ter bounds of performance. He demonstrates this 
on a simple knapsack problem and suggests a new 
research avenue on this line. We pick up on his 
suggestion and develop a technique of incorporat- 
ing data dependent information in the worst case 
performance analysis of some heuristic algorithms 
designed to solve the multidimensional knapsack 
problem. 
First we summarize an approximation al- 
gorithm for the multidimensional knapsack prob- 
lem which is an extension of Sahni's algorithm [8] 
for the single dimensional case. Then we show 
how the information provided by the approximate 
solution may be used in narrowing the search 
space by using a stability concept developed previ- 
ously by Oguz and Magazine [6]. The implications 
of this concept is discussed shortly in relevance 
with the approximation algorithm mentioned 
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above. We introduce the data perturbation tech- 
nique after this and show how it can be employed 
to improve the bounds obtained by the applica- 
tion of the approximation algorithm alone. Fi- 
nally, a brief discussion on potential use of the 
perturbation technique together with other heuris- 
tics or exact algorithms is given. 
2. The approximation algorithm 





S.I. Eaijxj<~bi, V i = l , . . . , m ,  
J 
x j =  (0, 1}, V j = I  . . . . .  n. (1) 
We assume that all parameters have positive in- 
teger values. The e-approximation algorithm is a 
combination of partial enumeration and LP (lin- 
ear programming) relaxation. Since it is now pos- 
sible to solve the LP relaxations in polynomial 
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time [4], the algorithm which will be presented is 
also polynomial. 
Let z ( L )  denote the objective function value of 
the best solution f o u n d  by the algorithm. The 
algorithm provides this solution by totally enu- 
merating all combinations of variables with size 
less than or equal to L. A solution is obtained by 
setting the variables in the chosen combination 
equal to 1 and then solving a LP relaxation over 
the remaining variables and resources (i.e., the 
right hand side vector b is also adjusted). The 
indices of variables which are set equal to one in 
the LP relaxation constitute the set S. Other varia- 
bles, including the ones with fractional values, are 
equal to zero. The value of such a solution is 
obviously equal to 
E c , +  E c,, (2) 
j ~ l  j ~ S  
where I is the index set of variables in the chosen 
combination. Thus, 
z ( L ) =  E c j +  E c,, (3) 
j ~ l  yES 
for a specific I and S, and no other choice of I 
with I I l~< L can provide a better solution with 
this algorithm. There can be at most m variables 
with fractional values in the LP relaxation. The 
rest will be either zero or one. We can use this fact 
to slightly extend Sahni's [8] result for the single 
dimensional case to show, as was done in [6], that 
z ( L )  >1 ( L / ( L  + m ) ) z * ,  (4) 
where z* is the value of an optimal solution to 
problem (1). The proof of this is based on the fact 
that in enumerating all combinations of size L, we 
will encounter those variables with the largest cs's 
in an optimal solution. That is, the set I will 
consist of these variables only. At this moment  we 
will have 
Z* <~ E C/q- E Cl+mCmax" (5) 
i~-I yES 
We can assume Cm~ x is equal to the smallest cj 
such that j ~  I. This means c m ~ x < ~ ( 1 / L ) z ( L  ). 
Thus, we can write 
z *  <~ z ( L )  + m ( 1 / L ) z ( L )  
= ( ( L  + m ) / C ) z ( L ) ,  (6) 
which in turn gives z ( L ) > ~ ( L / ( L + m ) ) z * .  Of 
course, L has to be larger than m to have a worst 
case bound of at least ½, which may be prohibi- 
tively expensive in terms of computat ional  load 
for large m. 
3. The stable sets 
We have developed a concept of stability in [7]. 
The idea is a generalization of the well-known 
variable fixing technique originally proposed by 
Ingargiola and Korsh [3]. 
Referring back to problem (1) again, we assume 
that an optimal solution of the LP relaxation of 
this problem is found using the upper bounded 
variables version of the simplex algorithm. Again, 
let S denote the index set of variables which are 
equal to one in this solution (in the discussions to 
follow, the set I is assumed to be empty since we 
are not concerned with enumeration). S may be 
empty, which simply means z e= O. z e= ~ / ~ s C j  is 
an obvious lower bound, and an upper bound z u 
is the optimal objective functions value of the LP 
relaxation. We use ?j, j = 1 . . . .  , n, to denote the 
reduced costs of the 0-1  variables in the simplex 
tableau, so that ~/>~ 0, Vj ~ S and ~j ~< 0, Vj ~ S. 
We adopt the following definition and proposi- 
tions from [7]. 
Definition. A set J is stable if E j ~ j  I?jl >~ z u -  z f 
and the same is not true for any proper  subset of 
J. The smallest integer K, such that J or some 
subset of J is stable for all J___N={1  . . . . .  n} 
and [J [~< K is called the stability number of 
problem (1). 
Proposition 1. Let J c N with I J I >~ K,  T = N \ S, 
and X = { x I . . . . .  x n } be an optimal solution. Then 
Y'. ( l - x / ) +  Y'~ x j < ~ K - 1 .  
JNS JAT 
Proof. If this does not hold, CX<~ z e holds, which 
is a contradiction. 
The stability number K can easily be de- 
termined by solving the following simple single 
dimensional knapsack problem: 
K = Max. Y'~ Yi + 1 
i~N 
s.t. E I~,lY, ~ Z ° -  Zq 
y , e  { 1 , 0 } ,  V i = l  . . . . .  n .  
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The LP relaxation of this problem will have at 
most  one fractional valued variable. Setting that 
variable to zero gives the optimal integer solution, 
and thus K is determined. 
Proposition 2. z :  > Rz* where R = (l IS  I / K  I ) /  
dis I/KI) + 1)). 
Proof.  z '  >/II S I / K l ( z "  - z : )  because there are at 
least [ S [ / K  disjoint stable subsets of S, and sum 
of ~ for each subset is at least as great as z u - z t, 
and z : =  ~2j~sC g >1 Z j~s?: .  Also z u >i z :  and 
I S I / K > I [ I S I / K I ,  which means the above is 
true. 
We would like to note here that K may be too 
large or even undefined (i.e., K =  n + 1 means 
there is no stable set, so we may assume that K is 
undefined for this case) for some problems. The 
subset sum problems, a special case of the knap- 
sack problem where all cj = ag, are good examples 
of  these. This is not  in contradict ion with the 
concepts  developed in this study since 'da ta  de- 
pendence '  is the underlying motif. Let us now 
consider a slight revision of the e-approximation 
algorithm described in Section 2. Assume that we 
have solved the LP relaxation, so that S and K 
are known. Choose L ~< K -  2. The algorithm: 
Step 1. Set i =  1. 
Step 2. Set a previously untested combinat ion 
of i variables in S equal to zero. The remaining 
variables in S are equal to 1. 
Step 3. Choose a previously untested combina-  
tion of  size 1 . . . . .  min(L ,  K - 2 -  i) of  variables 
not in S, and set then equal to one if feasible, and 
solve the LP relaxation over the remaining varia- 
bles. If  all possible combinat ions  are exhausted, 
save the best solution found so far and go to 
Step 4. 
Step 4. Set i = i + 1. If  i-%< L, return to Step 2. 
Otherwise stop. 
solution will be set equal to one. This means a 
worst case bound  of 
z ( L )  > ( ( I S I  - (K- 2),+ L )  
/( ISI- (K-Z) +L+m))z*, 
in terms of  the e-algorithm described in Section 2. 
But it is also true that 
( ( I S I - ( K - 2 ) + L )  
/ (  [ S I -  ( K - 2 )  + L + m ) )  
>~(R + L ) / ( L  + m )  
for any L ~< K - 2. This can easily be verified by 
substituting (( IS  I / K ) / (  IS I / K )  + 1)) instead of  
R in the above inequality. Thus, z >/ ( (R + L ) /  
( L +  m))z*  holds true. The significance of this 
fact will become much clearer when we relate R to 
data per turbat ion technique in the next section. 
4. Data perturbation 
Let us now consider perturbing the cost coeffi- 
cients of problem (1) be setting 
c:=cj+p/, Vj=I ..... n, (7) 
where 
n 
y" pj<~o~, p:>~O, j = l  . . . . .  n. (8) 
j = l  
Then for any set S c N, we have: 
E (c: - cj)  <~ c~. (9) 
j ~ S  
Suppose we would like to have a <~ ez *, where z* 
represents the value of an opt imal  solution. 
Choosing a = ez I satisfies this condition.  Consider  
problem (1) with a per turbed objective function. If 
we can find the optimal solution of  this problem, 
then we will obviously have 
z* '  - z a <~ c~ ~ ez*,  (10) 
If we set L = K -  1, then the algorithm above 
finds an optimal solution, because the search pro- 
cess implicitely enumerates all possibilities in that 
case. That ' s  why L is set less than or equal to 
K -  2. In the execution of  the algorithm we will 
encounter  a situation where I S [ -  ( K -  2) + L 
variables with the greatest c/ values in an optimal 
or  
Z *r  --  Z a <~ e Z * ,  
Z* -- za <-~ eZ *, 
za~ (1 -e)z* 
Where z* is the optimal value of the perturbed 
objective function, z a is the value of the original 
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objective function corresponding to the optimal 
solution of the problem with the perturbed objec- 
tive function, and z* is the optimal objective 
function value of the original problem. 
Let us now look at the implications of this on 
the approximation algorithm explained earlier. 
Supposing that the perturbed problem is solved 
using the approximation algorithm, the worst case 
bound in terms of original data obviously will be 
z ( L ) > ~ ( ( R + L ) / ( L + r n ) ) z * ( 1 - e ) .  (11) 
Here, at this point, it becomes natural to consider 
a trade off between the values of R and e. Recall 
that value of R depends on K, the stability num- 
ber. We can play with the value of K by our 
choice of e. That is, we can even have K = 1 if we 
choose ~ large enough. Greater values of e causes 
K to have smaller values, thus leading to larger R 
values. One good use of this fact is to strike a 
balance between R and ~ to obtain the best 
possible bound. This can be especially practical 
for small values of m. For example, a specific case 
with R =0.6,  m =  1, and L = 2  will have z(L)>~ 
0.87z* approximately. If we can raise R to 0.99 by 
setting ~ = 0.05, then the overall bound will be 
approximately z (L)  >~ 0.95z *. 
Another possibility is to make a relatively dif- 
ficult problem approximately solvable by decreas- 
ing K. An implication of Proposition 1 is that no 
more than K -  1 variables can have different val- 
ues in an optimal solution and the solution given 
by x ~ = l ,  V i e S ,  x , = 0  otherwise. This means 
that the optimal solution of the perturbed problem 
can be found by testing at most ( K - 1 ) n  I~-1) 
solutions by any enumerative scheme. To see what 
we mean more clearly, consider the following sim- 
ple 0-1 knapsack problem: 
Max. z = 12x 1 + 10x 2 + 27x 3 + 16x 4 
+ l l x  5 + 6x 6 
s.t. 2x l + 2 x  2 + 6 x  3 + 4 x  4 + 4 x  5 + 3 x  6 ~ 1 2 ,  
x j =  {0, 1}, j = l  . . . . .  6. (12) 
The relaxed LP solution of this problem is: 
x 1 = x 2 = x 3 = 1, X 4 : 0 . 5 ,  X 5 = X 6 : 0 ,  
with z" = 57. 
The relative cost coefficients are 
C1 : 4, c2 = 2, ~:3 = 3, C4 : 0 ,  C5 : - -  5 ,  
We also have 
S =  { x 1, x 2, x 3} with z ~=49.  
According to our earlier definitions, the stability 
number K = 4 for this problem. Let us change the 
objective function so that 
c 1 = 1 2 + 6 ,  c 2 = t 2 + 6 ,  c 3 = 2 8 + 6 ,  
p t t 
c 4 = 1 6 ,  c 5 = 1 1 ,  % = 6 .  
Assume that 6 is negligibly small. The stability 
number K of the new problem is equal to 3. Thus, 
at most two variables can be complemented. That 
is, to find the optimal solution, at most two varia- 
bles can be assigned valued different from their 
present values. One of these two has be the fourth 
variable because any pair excluding this variable is 
stable. So the optimal solution can easily be de- 
termined as: 
x j = x  3 = x  4 = 1  with z = 5 6 .  
The objective function value of the original prob- 
lem corresponding to this solution is 55 and the 
new upper bound on it is obviously 56. This is 
significant because it demonstrates that the per- 
turbation technique can narrow the gap between 
upper and lower bounds by adjustments at both 
ends, that is, by lowering the upper bounds and 
raising the lower bounds at the same time. 
As we have pointed out earlier, the technique 
can be used with any enumerative (search) al- 
gorithm whether approximate or exact. It can be 
used with Balas and Martin's [1] pivot and com- 
plement heuristic for instance, to reduce the size 
of the search space or to fix larger numbers of 
variables. Inaccuracy of data introduced by the 
used perturbations, will be much more than com- 
pensated for by the better quality of solutions 
obtained. 
5. Conclusions 
We have shown that if problem data is included 
in the analysis, it becomes possible to improve the 
worst case performance bounds of approximation 
algorithms. This has been achieved by using a 
concept of stability reflecting the relative diffi- 
culty of the problem under consideration together 
with data perturbations. Another important result 
is the possibility of obtaining upper bounds letter 
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than those given by the LP relaxation, which is 
commonly regarded to be the best possible [5]. 
Further research to find a general method of 
making perturbations in some 'optimal' sense is 
needed. The extension of the stability concept and 
perturbation technique for other combinatorial 
problems is worth considering. Also, carrying out 
computational experimentation using the tech- 
nique described in this study may give interesting 
results. 
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