Prior research concerning IT business value has established a link between firm-level IT investment and tangible returns like output productivity. Research also suggests that IT is vital to intermediate processes like those that produce intangible output. Among these, IT's use in innovation and knowledge creation processes are perhaps the most critical to a firm's long-term success. However, little is known about the relationship between IT, knowledge creation, and innovation output. In this study, we contribute to the literature by comprehensively examining IT's contribution to innovation production across multiple contexts, using a quality-based measure of innovation output. Analyzing a panel of large U.S. manufacturing firms between 1987 and 1997, we find a 10% increase in IT input is associated with a 1.7% increase in innovation output for a given level of innovation-related spending. This relationship between IT, R&D and innovation production is robust across multiple econometric methodologies and found to be particularly strong in the mid to late 1990s, a period of rapid technological innovation. Our results also demonstrate the importance of IT in creating value at an intermediate stage of production, in this case, through improved innovation productivity. However, R&D and its related intangible factors (skill, knowledge, etc.) appear to play a more crucial role in the creation of breakthrough innovations.
Introduction
Innovation is a key contributor to a firm's competitive success. Product innovations can enable a company to earn abnormal profits as well as provide an avenue for expansion into new markets and industries (Roberts 1999; Agarwal and Bayus 2002) . Process innovations create new methods of performing firm activities that can reduce costs or generate new lines of revenue growth (Baily and Chakrabarti 1988; Dougherty and Hardy 1996) . Together, these benefits motivate firms to invest in the innovation process.
In recent decades, new information technologies and their widespread application have led to three evolutionary changes in the innovation process (Quinn et al. 1997) . Information technologies like communication and database applications have helped improve the management of innovation knowledge.
Researchers, for example, distributed across company research centers can now share knowledge assets across remote geographies and time (Thomke 2006) . Innovation production has been improved through IT-based digital methods of design, prototype, and test (Sudarsan et al. 2005; Thomke 2006 ). IT-based networks and real time data flows enable external innovation collaboration (Thomke 2006) . Through the outsourcing of innovation production elements (design, prototype development, test, etc.) firms gain access to specialized knowledge and other innovation components that can be incorporated into new products, services, and processes (Chan, Nickerson and Owan 2007) . The application of information technologies provide the links necessary for effective information sharing and partner monitoring, as well as reduce transaction costs that arise when working with multiple innovation partners in an open environment (Dodgson, Gann and Salter 2006; Thomke 2006; Brockhoff 1992 ).
In short, through the management of knowledge assets, production support, and interorganizational coordination, information technologies have improved the speed and efficiency of firm innovation. As a result, IT has become essential to product development in firms, especially those in the automobile, consumer products, apparel, and textile industries (Sangiovanni-Vincentelli 2003; Teresko 2004; Istook 2000) . Yet despite the ability of IT to improve the innovation process, innovation remains a costly and risky endeavor. One estimate puts the failure rate of new products at over 90 percent (Brown and Eisenhardt 1995) . Does this imply that collectively, information technology has little impact on the firm innovation process? If the innovation creation process remains uncertain and firms run the risk of receiving little or no benefit from these activities, should firms continue to invest in innovation-related IT?
We investigate these research questions by building upon existing preliminary work that considers the relationship between information technology and innovation output (Kleis et al. 2003; Han and Ravichandran 2006) . Specifically, we contribute to the literature by applying the knowledge production function to (1) evaluate IT's role in innovation creation across a more extensive time frame;
(2) introduce a quality-adjusted measure of innovation output, enabling the evaluation of IT's contribution to quality innovation; and (3) conduct an in-depth analysis that provides a richer understanding of the ITinnovation relationship. This includes the examination of how the role of IT evolves over our sample period, how IT's contribution varies across industries that produce versus use IT, and finally, whether IT plays a role in the development of both incremental and breakthrough innovations.
In this study, we utilize a unique dataset comprised of annual information on innovation spending (R&D), IT spending, and citation-weighted patents (a quality-adjusted measure of innovation output) for large U.S. firms between 1987 and 1997 . We analyze over 1,800 observations using a robust set of econometric methods to test the relationships between IT, R&D, and innovation performance. Our econometric estimates indicate that IT capital has a positive and significant effect on knowledge output.
We find a marked increase in the contribution of IT to innovation in the early to late 1990s. However, the evidence does not suggest a significant role for IT in the creation of breakthrough innovations. Rather, as highlighted in existing research, non-IT factors (strategic orientation, organization practices, R&D management, etc.) may hold the key to innovation leadership (Enkel, Gassmann, and Chesbrough 2009; Majchrzak et al. 2005; Malhotra et al. 2001; Balachandra and Friar 2002) . Nonetheless, the core result remains; information technology makes a consistent, positive contribution to the innovation creation process.
The remainder of the paper is organized as follows. In the next section, we review theory related to information technology and innovation creation. In section 3, we discuss our research design, methodology, and data, followed by a discussion of our empirical analysis and results in section 4. We provide a discussion of our findings and a conclusion in sections 5 and 6.
Theory
Firms pursue innovation to build or maintain competitiveness. This is accomplished through the creation of productivity-improving value chain activities (process innovations) or through the extraction of rents generated by the sale of new products or services (product innovations). Preliminary research has identified information technology as a potential contributor to firm innovation efforts. In particular, Kleis et al. (2003) proposed a knowledge production function framework to perform a preliminary test of the IT-innovation relationship. Their analysis found no conclusive results. Han and Ravichandaran (2006) test a similar model using panel estimators, and find evidence of an indirect IT-innovation relationship (interaction of R&D and IT). Our study builds upon this nascent work and provides a value-added and thorough examination of IT's role in innovation by using a more extensive time frame, a more complete measure of innovation output, and a more comprehensive evaluation of the direct IT-innovation relationship across multiple contexts. We now explicate the theoretical underpinnings of IT's role in knowledge production.
Innovation
Technological innovations are created when a new idea or concept is transformed into a product or process for internal or commercial use (Baily and Chakrabarti 1988) . Process innovations are changes to existing processes or the creation of new processes used by an organization to deliver products or services. Product and service innovations are new products or services introduced into the marketplace (Dibrell et al. 2008) . Innovations can arise from raw ideas borne within the firm or result from the adaptation of new knowledge found outside of the firm. This includes basic scientific knowledge generated by corporate and university laboratories, as well as inventions spawned by other firms.
Firm innovation proceeds in two stages: first, research is conducted to create or determine the efficacy of an invention in addressing some identified problem. Next, the firm undertakes development activities related to readying the proposed product or process for its production or application, including design and testing. The Federal Accounting Standards Board (FASB) definition of research and development activities mirrors this two-stage process, making R&D expense a good measure of invention and innovation activity in U.S. firms.
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To model innovation, we adopt a theoretical model from earlier research in economics and R&D literature (Pakes and Griliches 1984) . The knowledge production function (KPF) represents the knowledge output generated by a firm as a function of inputs used in its innovation process. We augment the traditional KPF with an information technology input to reflect our notion that information technology contributes to the production of knowledge in a firm. Like the "black box" in production theory, the innovation creation process is inherently unobservable.
IT and the Innovation Process
The application of IT contributes to the innovation process through three primary mechanisms.
First, information technology contributes to the management of knowledge used in innovation production.
Second, information technology enables critical elements of the innovation production process including opportunity identification, concept development, and innovation design. Third, information technology enables the inter-organizational coordination between the focal firm and its external innovation partners.
IT and Innovation Knowledge Management
The management of knowledge is an activity critical to the creation of new innovations. Research and development knowledge, combined with operations knowledge is used by a firm to develop and produce new products and services (Tanriverdi 2005 (Tanriverdi 2005; Majchrzak et al. 2004; Lee and Choi 2003) . The participants involved in the innovation process are interconnected by a knowledge network, sharing, combining, and reusing knowledge in the creation of new goods and services (Nerkar and Paruchuri 2005) . Each participant has a specific skill or knowledge which he or she contributes to the innovation process, either directly to the item being created or indirectly through the transfer of knowledge to other actors who then apply it directly in the innovation process. At times, gaps can arise in the knowledge network from links that are missing between participants or from a knowledge element that is missing but is necessary for the innovation process to generate value-added output (ibid.). Information technology helps close these knowledge gaps by enabling the collection of new knowledge assets through improved search capabilities and data mining techniques. Information technology also enables the interconnection of participants who may not be directly involved with the network, but who can temporarily be connected in order to provide a valued knowledge asset that will contribute to the innovation effort. New technologies help to capture internally generated knowledge that can be used throughout the innovation process. The electronic laboratory notebook (ELN), for example, enables scientists to capture and record experiment data electronically versus traditional paper-based lab books, improving efficiency and eliminating transcription errors (Elliott 2006) . The ELNs help to create a central repository of data accessible by other scientists and other drug development systems.
Front end technologies can also be used to capture innovation-related knowledge. Customer data used in new product development, for example, is captured through company retail websites and through other communication technologies (e.g., email, telecommunication systems) utilized in customer contact interactions (Zahay et al. 2004) . These data enable a firm to develop in-depth knowledge of its customers and create new innovations that better fit customer needs. In the end, this increases the value of a firm's products to its customers and ultimately, customer satisfaction Fornell 2005a, 2005b) .
After new knowledge is collected, information technology is critical for the sharing and reuse of knowledge throughout an enterprise (Lee and Choi 2003) . Corporate IP-based networks, telecommunications and email systems all facilitate the transfer of knowledge between innovation participants. Email, for example, has been shown to be an effective communications and information sharing tool between participants in an R&D network (Rice 1994) . These technologies also provide the infrastructure for facilitating the virtual, interpersonal interactions among R&D teams that ensure the transfer of both explicit and tacit knowledge (Lee and Choi 2003; Rice 1994 ).
External knowledge is also critical for successful innovation. The transfer of external knowledge used in the innovation process can take place through the acquisition of new knowledge, licensing of external innovations, acquisition of firms with unique knowledge, and the hiring of experts with relevant knowledge (Cassiman and Veugelers 2006) . General infrastructure IT (e.g., PCs, email, etc.) can assist in this type of knowledge acquisition (Cassiman and Veugelers 2006) . Network and internet-related communications technologies, for example, have increased the flow of and access to scientific information contained in electronic versions of scholarly journals and public research databases, both of which are important to the R&D process (Kremp and Mairesse 2004) . Computer networks and online access are also critical for the discovery and sharing of competitive and regulatory factors that must be incorporated into new product development innovations (Zahay et al. 2004) . IT-based knowledge sharing was the case at Aventis, a major pharmaceutical manufacturer, where the implementation of a chemical biology platform enabled the sharing of knowledge between the virtual community of drug discovery project teams, resulting in a more productive innovation process (Narayanan et al. 2004 ).
The benefits of IT-enabled innovation have been demonstrated in an academic setting (Hamermesh and Oster 2002; Agrawal and Goldfarb 2008) . Indeed, the decreasing costs of IT and subsequently, the costs of communicating and sharing innovation-related knowledge information is motivating an increased use of IT in academic innovation networks (Agrawal and Goldfarb 2008) . Email, fax, and telecommunication technologies, for example, have enabled distributed innovation teams to complete new academic research valued by the economics research community (Hamermesh and Oster 2002) . The use of Bitnet, a cooperative U.S. university network predating the internet, increased the use of multi-institutional partnerships and participation of new actors in university engineering research (Agrawal and Goldfarb 2008) . In summary, whether in a business or academic setting, information technology supports the interactive flow of knowledge between networked participants involved in innovative activity (Swink 2006; Horn 2005; Brennan and Dooley 2005) .
IT and Innovation Production
Firms apply and utilize knowledge within an innovation process to produce new products and services. Innovation production has evolved over time from a linear, push oriented process, to a parallel design that incorporates customer and supplier input (Rothwell 1994) . Schilling and Hill (1998) model innovation production as a series of five activities that can occur in parallel, and include opportunity identification, concept development, product design, and commercial production. Similarly, Rothwell
(1994) models innovation production as six parallel and integrated activities that include marketing, R&D, product development, production engineering, parts manufacturing, and product manufacturing.
Although there are slight differences in these models, this research indicates that innovation production involves idea and concept development (new technologies, needs analysis), product development (design); engineering (prototyping), and manufacturing.
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Information technology contributes to innovation production in multiple stages. In the idea stage, customer relationship management systems act as an information input to innovation production. The information flowing from CRM systems enables a firm to analyze its customers and identify needs that are not being met by current products and services (Nambisan 2002) . This helps the firm generate new product ideas that account for unmet or evolving demand side factors and contributes to new product success (Rothwell 1994; Naver, Slater, and MacLachlan 2004; Fornell 2005, 2005a Digital-based prototypes and simulation, like those used in automobile, computer, and pharmaceutical manufacturing, not only reduce the cost of traditional wood and clay methods, but allow prototypes to be developed and used much earlier in the innovation production process (Rothwell 1994) . This allows poor designs to be filtered out much earlier in the process and improves overall innovation process efficiency (Thomke 2006; Rothwell 1994) .
Finally, IT is being used to integrate design and production systems, enabling greater precision and overall product introduction efficiency (Hatch and Mowery 1998) . The use of software-based manufacturability testing, for example, can help designers identify the most efficient ordering of parts that should be used during the manufacturing of final products (Konicki 2002) . CAD systems improve the linkages between design and manufacturing, helping to integrate the two departments, reducing errors of information transfer and translation (Rothwell 1994) . This serves to minimize manufacturing costs as well as improve the efficiency of production throughput for the new innovation.
IT and External Innovation Collaboration
The production of new innovations involves collaboration between team members working together to create new products, services, or processes. The distributed team shares a common goal of innovation creation with each member adding value to the innovation under production (Majchrzak et al. 2005 ). Traditionally, this process occurred within the firm's boundary, and thus required the acquisition and development of innovation-related inputs. However, a shift in innovation practices occurred in the 1980s when firms began to source some of these inputs externally (Rothwell 1994) . As a result, team membership expanded to encompass internal and external participants, in both local and geographically distant sites.
Many factors have motivated the inclusion of external partners in innovation. These include the complexity and pace of industrial and technological change, global competition, greater range of available innovation partners, and the mobility and global availability of knowledge workers (Dodgson et al. 2006; Rothewell 1994; Enkel et al. 2009 ). The result has been an opening up of the firm's boundary and the creation of an integrated innovation network involving the focal firm, customers, suppliers, and other sources of new knowledge (Dodgson et al. 2006; Enkel et al. 2009; Christensen et al. 2005) . The movement toward a more open innovation process has had an effect on the propensity of a firm to innovate and helped improve the fit of new products and the overall efficiency of innovation (Dodgson et al. 2006; Enkel et al. 2009; Schilling and Hill 1998) .
Information technology is a critical enabler of collaborative innovation, providing the necessary linkages for information exchange with external partners. Infrastructure technologies like personal computers, laptops, data and voice networks, and communications applications (e.g., email) are instrumental to these collaborative efforts (Majchrzak et al. 2005, Enkel, Gassmann, and Chesbrough 2009 ). These technologies facilitate the exchange of information to and from external participants in the innovation partnership. In an aerospace manufacturer, for example, specialized web interfaces were created to enable company team members to exchange information with external team participants (Malhotra et al. 2001) . In 54 innovation teams across 15 industries, including manufacturing, basic infrastructure technologies (e.g., networks, email, NetMeeting, etc.) were utilized as a communication infrastructure for the exchange of information across the teams, including members external to the firm (Majchrzak et al. 2005) . Indeed, from the focal firm perspective, information and communications technologies play a critical connectivity role in the open innovation era (Dodgson, Gann, and Salter 2006; Enkel, Gassmann, and Chesbrough 2009 ).
Beyond connectivity, information technology plays an important role in creating an effective partnership between a firm and an external service provider. In today's open innovation process, a focal firm can choose to hire and work with an external organization to outsource innovation activities like design, component development, and test (Dodgson, Gann, and Salter 2006; Nellore and Balachandra 2001 ). In such situations, the use of information technology enhances the relationship between the firm and service provider and contributes to partnership success. Indeed, in IT outsourcing and other collaborative relationships, the deployment of information technology has been shown to have a positive effect on communication, trust, and shared understanding, contributing to the success of the business relationships (Ryssel et al. 2004; Paulraj et al., 2008; Malhotra et al. 2001; Ba and Pavlou 2002) .
Research in an innovation setting found inter-organizational technologies have a positive effect on external new product development relationships in disk drive manufacturing (Scott 2000) . In the long run, such effective innovation relationships produce value-added inputs to a focal firm's innovation process.
Ultimately, these value-added inputs contribute to successful innovation production (Dodgson, Gann, and Salter 2006; Nellore and Balachandra 2001) .
In summary, information technology contributes to the firm innovation process by enabling innovation knowledge management, innovation production, and external innovation collaboration. The end result is a collaborative innovation process, enabled through IT, that creates new value-added innovations in a productive manner. Indeed, Kortum and Lerner (1998) conclude after examining innovation production from the 1990s onward, the rise in innovation output (measured in patenting activity) is mainly due to the application of new information technologies developed during the same time period. Thus, it is reasonable to expect a relationship between information technology and the innovation production process (Lee and Choi 2003) .
Research Design and Methodology
Our conceptual model of knowledge production, based on the Knowledge Production Function (Pakes and Griliches 1984) , is presented in Figure 1 . Consistent with existing literature, research and development activity is a primary input to knowledge production in a firm (Hall et al. 1986; Henderson and Cockburn 1994; Hall and Mairesse 1995; Madsen 2008) . To incorporate the proposed role of information technology in innovation, we introduce information technology as an additional input to knowledge production.
The output of a firm's knowledge production is new innovation (e.g., new products, services, processes, etc.), with patents being used as the primary, observable output indicator (Griliches 1990; Hall et al. 2005) . Patents offer many attractive characteristics in this regard. First and foremost, the patent application examination process in the U.S. imparts a third-party, objective evaluation of an innovation, which must be novel, non-obvious, and useful i.e., having a useful purpose and operativeness (USPTO 2006) . In addition, the USPTO standard has been relatively stable over time, making comparisons across years and industries more robust. Second, a patent provides a detailed record of the inventor, the industrial field into which the invention is classified, and citations of prior patents upon which it builds.
The enforcement of the latter by patent examiners is especially important since it documents a recognition of "prior art", allowing the researcher to draw inferences based on the nature and quantity of cited patents.
Our research model can be expressed in Cobb-Douglas form:
where P is citation-weighted patent output, RD is R&D expense and IT is IT capital services (both in 1993 dollars). The statistical model we estimate for firm i at time t can be expressed as:
Knowledge Production
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where ε it is a multiplicative stochastic error term. For estimation, we transform the model into log-linear form and include controls Z it :
We control for firm size, time, and industry. All three have been identified as necessary controls in previous IT and R&D value research (Brynjolfsson and Hitt 2003; Bresnahan et al. 2002; Griliches 1990 ). Firm size is represented by log of firm sales in 1993 dollars. Time is represented through the use of year indicator variables. Industry controls are created through the use of Standard Industrial Classification (SIC) codes. Based on earlier research, we utilize a 1.5-digit SIC scheme which aggregates a number of 2-digit SIC industries into a more cohesive and stable 10-industry structure (Bresnahan et al. 2002; Brynjolfsson and Hitt 2003) . Due to the limitations of our sample, only four of these industry groups remain in our analysis: durable, non-durable, process, and high technology manufacturing.
Data
The estimation of our model utilizes data from three principal sources. First, we use patents as the observable measure of knowledge production output. When considering such a measure, we could utilize raw patent counts as in several existing studies (Pakes and Griliches 1984; Hall et al. 1986; Crépon et al. 1998, Han and Ravichandran 2006) . However, the benefits of this type of measure are mitigated by their inability to distinguish the variability in patent quality . IT-related research supports the use of quality-based innovation output measures. In particular, Gao and Hitt (2005, pg . 10) consider trademark counts "more appropriate" than raw patent counts since the latter do not incorporate the notion of product variety and differentiation.
Recognizing the limitation of raw patent counts, develop a patent measure which incorporates a citation-weighting methodology to account for variations in the quality or value of firm innovation. This measure weights each patent by the number of citations received by subsequent patents, and then normalizes the citation frequency across certain dimensions. Citation-weighting has been used in research concerning the economic value of a firm's innovations (Trajtenberg 1990; Hall et al. 2005) , and innovation productivity and its impact (e.g., Hall and Ziedonis 2001; Thompson and FoxKean 2005) . We employ this method to create our dependent variable P.
The raw patent and citation elements of our dependent variable are obtained from the NBER Patent Citation Database Following the Hall et al. (2001) methodology, we then correct for two underlying factors in our output measure: trends (i.e., inflation) in citation-accretion across both time and field, 4 and the truncation of accumulated citations for a given patent vintage. Inflation may be addressed by using a fixed-effects benchmarking method to normalize the citations, purging them of year, field, and year-field effects.
However, as it is desirable to allow variation among fields, the result is adjusted by dividing the number of citations received by a given patent and by the corresponding year-field mean (Hall et al. 2001, pg.30 ).
This converts the output data from a count to a continuous-based measure. The truncation effect is addressed by augmenting the NBER data with citation count data from the USPTO to 2004. suggest that a three-year safety lag is prudent to allow for citation accretion, and that a two-year lag for patent application processing should be observed. Taking this into account, the more recent USPTO citation history allows us to use the patent data from 1997, but not from 1998 or 1999 as these years may not contain all of the patent applications that were eventually granted. Finally, we generate a new, alternate citation count based on the citations received within a fixed window of five years from the application date of each patent, and rescale these citations as described above. This removes the vintage effect of older patents for which time has allowed extra patents to accrue. Taken together, these three measures provide a robust assessment of each patent's quality.
When using patents as the basis for an innovation output measure, one must consider whether patents reflect the final innovation output of a firm. The granting of a patent does not guarantee a commercially successful innovation, given the extraordinarily complex task of integrating inventions and existing components into products valued by the marketplace (Fleming and Sorenson 2003) . In addition, some inventions may not meet patentability requirements, while in other cases, firms may choose alternate methods of collecting economic rents from the invention. 5 This may be reflected in a low patents-to-R&D ratio in some firms. Despite these possibilities, recent evidence from innovation survey data shows broad agreement between the propensity of firms to apply for patents in relation to their innovation activities (Mairesse and Mohnen 2004; Ramirez and Kleis 2010) . In addition, research indicates that such phenomena, when they do occur, tend to be industry-specific Baily and Chakrabarti 1988) . To control for some of this environmental patent variation, we include industry and year fixed effects in our econometric analysis.
We obtain data on information technology investment from the Computer Intelligence Infocorp (CI) database, which details the value of installed IT capital stock at approximately 800 of the Fortune 1000 firms annually, between 1987 and 1998. To create the database, CI collected data annually on the quantity of IT hardware in firms (e.g., mainframe, peripherals, mini-computer, PC systems, etc) using surveys, site visits, physical audits, and telephone interviews. The hardware counts, collected at the site and establishment level, were aggregated to the firm level by CI and a value of a firm's total IT stock was calculated based upon CI's estimate of hardware asset market value.
Because of its detail, the CI data have been used widely in IT business value research Melville et al. 2007 ). However, due to a definition change in 1995, we follow the methodology of Chwelos et al. (2010) wherein hedonic methods are used to create an IT stock measure that is consistent across the entire 1987-1998 time frame. 6 We then create a measure of annual capital services flowing from the IT stock in constant quality-adjusted dollars. These IT measures represent the flow of services from (equivalently, payments to) IT assets that are used but not consumed in the production process (Jorgenson and Griliches 1967) . Payments to employees are traditionally measured in a similar manner as are R&D expenses. The use of IT capital service variables allows for analysis using both R&D and IT flow variables. Finally, the use of IT capital service measures also accounts for measurement errors that are introduced by stock-based measures (Chwelos et al. 2010 ).
The yearly value of IT capital services is calculated using the rental price approach used by the Bureau of Labor Statistics. Rental prices reflect the user cost of capital and are defined as the sum of the rate of return, depreciation and expected rate of asset price change, net of income and property taxes.
Rental prices were created for 12 SIC industries for two classes of IT assets, reflecting both decentralized (PCs) and centralized computing (Central Processing Equipment -CPE). Capital services estimates for a firm are then calculated by multiplying the IT capital stock of a firm by the appropriate rental price given the type of IT capital (PC or CPE) and industry of the firm.
Finally, from the Compustat database, we add a measure of research and development to our dataset. R&D activities are recorded annually as R&D expense and are reported in company financial statements. Accounting rules allow firms to expense research, defined as the "planned search or critical investigation aimed at discovery of new knowledge" which is specifically directed at a new or improved output (Oliver 2003, pg. 46) . Development is defined as transforming "research findings or other 6 Hedonic methods are used to determine the prices of IT components during the 1987-1994 time frame (prior to the definition change in 1995). These prices are applied across the entire 1987-1998 time frame and the resulting technology values are grouped into decentralized and centralized computing categories. These values are then adjusted through the application of hardware-specific price indexes. The adjustment takes into account not only price changes in similar technology over time, it also controls for quality change in these technologies. Analysis indicates that in both the pre-and post-1994 periods, these adjusted values are highly correlated with the original.
knowledge into a plan or design," which can include prototyping and building and operating pilot plants.
Declared R&D expense also accounts for in-process research assets and intangibles purchased from other companies. Thus, the R&D expense measures in our dataset include both capital and labor spending put into use by firms to create new product, service, or process innovations. These measures have widely been used as an operationalized representation of the economic inputs to innovation (Pakes and Griliches 1984 , Griliches 1981 , Hall et al. 1986 , Hall and Mairesse 1995 , Han and Ravichandran 2006 .
Since a firm's knowledge accumulates (and depreciates) over time, Pakes and Griliches (1984) include lagged R&D spending as part of their model's input. However, subsequent research on the lag structure shows a lack of influence of past R&D spending on future patent output (Hall et al. 1986 ). Since the impact of R&D on increments to the firm's knowledge stock is almost entirely contemporaneous, current R&D expenditure sufficiently captures the input magnitude.
The merged dataset generated from matching the patent, IT, and R&D data sources consists of 260 Fortune 1000 manufacturing firms with an initial total of 1,937 observations between 1987 and 1997.
As firms choose to apply for patents relatively early in the R&D cycle (Griliches 1990) , patent application year is matched to the year in which the R&D expense is recorded. In order to exclude firms with anomalous patent production (perhaps through acquisition of firms with in-process R&D), we further restrict our sample to firms that registered patents in at least 4 years between 1987 and 1997, leaving us with a final count of 201 firms for a total of 1,829 observations. Over the 11 year period, the median firm in the sample has $2.6 billion in an annual sales, $62.7 million in annual R&D expense, and $9.6 million in annual IT capital services (Table 1) . 7 The sample includes 162,381 patents, with the median firm 7 All yearly financial data are indexed to 1993. Sales and R&D data are deflated using industry specific GDP price indexes from the Bureau of Economic Analysis (BEA). IT data are deflated using the PC price index from Berndt and Rappaport (2001) and the BEA price index for computers and peripheral equipment for all other classes of IT (i.e., mainframes, minicomputers, networking equipment, and computer peripherals) following Chewlos et al. The panel is unbalanced, although over half the firms report patents in all 11 years and almost two-thirds of the firms have at least 10 observations. We restrict our sample to the Fortune 1000 manufacturing sector as the number of firms in the service sector that engage in significant R&D and patenting was small. Over the entire sample, each of the major service sectors (e.g., financial, transportation, etc.) was represented by only four or fewer firms. Finally, as shown in Table 2 , the manufacturing firms in our sample are categorized into four industries.
Empirical Analysis
We conduct two sets of analyses. The first involves a thorough examination of our core research questions. We begin with our base Cobb-Douglas specification then conduct additional analyses to ensure robustness to issues such as unobserved variables, endogeneity, and choice of controls. The second involves further analysis of the impact of information technology on innovation output. This includes an examination of unique time periods including the mid to late 1990s, returns to IT capital in IT-using versus IT-producing industries, and the contribution of IT to highly-valued, blockbuster innovations.
Core Analysis
Our initial approach to estimating the Knowledge Production Function is ordinary least-squares (OLS) regression, using the Cobb-Douglas specification given in (3) and including controls for firm size (log of sales), industry (1.5-digit SIC scheme) and year. Because our dataset contains repeated observations of the same firm, we cannot assume independence of errors within firms. To address this, we perform the OLS estimation with the error clustered within firms. The clustered errors approach also includes the Huber-White adjustment to control for arbitrary forms of heteroskedasticity. The results of our base regression model are found in column 1 of Table 3 . The estimates provide evidence of the relationship between R&D and IT on citation-weighted patent output. Both inputs have a positive and statistically significant effect (p<0.10), but the effect of R&D is approximately five times as large. The effect of sales (firm size control) is negative, which is consistent with the earlier finding that large firms are not as effective as small firms at producing patents per dollar of R&D (Griliches 1990 ). All of the year and industry controls are statistically significant which supports the expected impact of the competitive environment over time upon the KPF. 9 The model has an R-squared of 61%, indicating a substantial portion of the variation in patent output is explained by the independent variables.
In order to determine if the relative contributions of the inputs to the KPF changed over the course of our sample frame, we divide the sample into two periods (1987-1992 and 1993-1997 ) and estimate the model for each period. These results (Table 3 , columns 2-3) show that while the estimated R&D coefficient remains remarkably stable, the IT coefficient is not statistically significant in the first six years of the sample. In contrast to the estimate for the overall sample, the IT coefficient for the latter five years is larger and significant at the 5% level. We will address this finding in more detail in section 4.2.
To relax the assumptions of the Cobb Douglas form, we extend our base analysis and estimate a translog specification of the KPF. The model to be estimated in logs is: The estimation results are shown in column 4 of Table 3 . The calculated partial elasticity estimates of R&D and IT (η R&D and η IT ) are shown in Table 3 below the coefficient estimates. The partial elasticities of R&D and IT are similar to the OLS elasticity estimates for the entire sample and the 1987-1992 and 1993-1997 periods (columns 5-6). Since the coefficient estimate for the R&D-IT interaction term is not significant, we cannot infer that R&D and IT capital combine in some synergistic way to produce nonlinear increases in patent output.
Because the panel structure of the data violates the OLS assumption of independence of observations, OLS estimates can be inefficient. In addition, because there is added potential for firmspecific omitted variables to persist through time, the problem of omitted variable bias must be addressed. 9 More granular industry controls, such as 2-and 3-digit SIC schemes, also produce significant control estimates.
Typically, a fixed effects or random effects panel estimator is used to model firm-level time-invariant unobserved variables. 10 We use the Hausman test to compare the estimates from fixed effects and random effects variations of our model and find we cannot conclusively reject the null hypothesis, indicating qualified support for a random effects approach.
We evaluate several random effects estimators 11 but find them prone to computational difficulties and unstable estimates of coefficients and standard errors. The basic random effects estimator requires strong assumptions of exogeneity and a firm-specific error term that is uncorrelated with observables. We find this estimator fails to produce statistically significant estimates of our principal variables. A more general approach, using the population-averaged random effects estimator, allows for the correlations within a firm to vary over time. A potential disadvantage of this approach is that it can run out of degrees of freedom over longer panels, which is what we encounter. Because of this limitation, we are only able to calculate estimates for subsamples of the first six and latter five years (Table 3 , columns 7-8). The results show positive and significant coefficient estimates for R&D in both periods, and for IT in the latter period, which echoes the OLS estimates (albeit at a lower magnitude). In light of these difficulties, we
propose that the clustered standard errors approach is in the spirit of random effects estimators, in that it allows the error component to contain omitted variables that are orthogonal to the model variables but common within the firm. Since the results from the population-averaged random effects estimator are qualitatively similar to the clustered OLS results, we proceed under the assumption that the latter estimates establish the upper bound of the output elasticities of our model variables. Our secondary analysis will also provide evidence that unobserved variables are not driving the results of our estimations.
These results consistently demonstrate a positive relationship between both IT and R&D with quality-adjusted patent production. However, we need to account for the possibility of endogenous factors 10 The firm-level fixed effects (FFE) model is relatively common in IT value research, as in Brynjolfsson and Hitt (1995) , who found FFE explained a sizeable amount of the output elasticity of IT. We found this approach resulted in non-significant coefficient estimates when applied to our context. 11 We thank the Senior Editor and Associate Editor for their helpful suggestions in this regard.
that may influence the relationship between the independent variables and the dependent variable. While it is intuitive to think of R&D as an input to the production of patents, the opposite may also be true since the development and commercialization of a patented invention requires additional resources that will be reflected in the firm's reported R&D expense. In addition, innovations may stimulate further spending on the firm's IT infrastructure or projects related to marketing or implementing the innovation. This reciprocal relationship may cause the independent variables to be correlated with the model error term, which may lead to inconsistent OLS estimates.
To address these issues, we propose a set of instrumental variables to test for endogeneity and to estimate the model using two-stage least-squares (2SLS). The criteria for a good instrument are a high correlation with the endogenous independent variable but no correlation with the error term. 12 For R&D, we use competitors' R&D spending, 13 the Bureau of Labor Statistics wage index for white-collar nonsales occupations, and the firm's own one period lagged R&D. For IT, we use competitors' IT 14 and the firm's own one-period lagged IT capital services. Lagged R&D has been identified in earlier research as a useful instrument (Blundell et al. 1999) . The wage index influences R&D spending but not patent output.
Competitors' spending is expected to influence the firm's R&D and IT investments as industry factors, such as technical change (Allred and Swan 2005) and IT-driven competitive strategies (Sambamurthy et al. 2003) , are known to influence a firm's investment decisions.
We also validate our instrumental variables using statistical tests. The Hansen's J statistic for our main model (Table 3 , column 6) tests for overidentification of all the instruments. Under the joint null hypothesis, the instruments are uncorrelated with the error term and the exclusion restrictions are correct.
Using the Stata command "ivreg2" (Baum et al. 2007) Having selected the instrumental variables, the Durbin-Wu-Hausman test (Davidson and Mackinnon 1993, p.237) can offer evidence of the presence of endogeneity. We conduct the test separately for R&D and IT. In both cases, we reject the null hypothesis that the OLS estimates are consistent. The results of the 2SLS estimation (again using the clustered standard error method), shown in Table 4 , are comparable to the OLS estimates. 15 This offers some reassurance that endogeneity is not a major concern. 16 We find both IT and R&D have positive and significant coefficients over the full sample and in the latter half of the sample frame. In the 1987-1992 period, however, the estimated contribution of IT is not significant.
In addition to our measures to address endogeneity, we test our results for robustness against a number of alternative influences, based upon past findings in IT value and KPF research. These are: lag effects of IT upon innovation; our method of adjusting patent output for quality; the coarseness of our industry controls; and our adjustments for citation-truncation. These results are available in an online appendix.
Supplementary Analysis
We now explore several aspects of IT value analysis identified in prior literature that add depth to our examination of the IT-innovation relationship. 17 First, we test whether the role of IT evolved in support of innovation over the course of our sample period. Research examining economic growth in the 1990s identified an acceleration in labor productivity and total factor productivity since the mid 1990s.
An increase in the rate of decline in technology prices and the deployment of IT in substitution for other 15 The number of observations in this analysis is slightly lower due to cases that were dropped when firms did not have consecutive years of data for lagged independent and patent output variables. 16 We acknowledge that using lagged variables as instruments without controlling for firm-level unobservables is not ideal, since the instruments may reflect the same endogeneity as the independent variables. Our analysis shows that, in this case, much of the explanatory power of the 2SLS estimation comes from the inclusion of lagged variables. Consequently, we must use caution when interpreting these results. 17 We thank the associate editor and reviewers for these insightful suggestions.
more expensive firm inputs are highlighted as a key contributor to the resurgence in growth (Jorgenson 2001) . It is possible that research and development is a firm activity that presents opportunities for further deepening in IT investment. Beyond investment motivated by price declines, quality improvements in IT could lead to new IT capabilities that complement other firm inputs (Chwelos et al., 2010) , including those used in innovation production.
Adding to this line of research, we examine the contribution of information technology to innovation over the mid to late 1990s. As IT has been highlighted as a source of economic growth throughout the 1990s (Jorgenson 2001) and given the time frame of our dataset, we estimate and compare the contribution of IT to innovation between the 1987 to 1992 and 1993 to 1997 time periods.
Accordingly, we perform all of our estimations on both time periods (Table 3 , columns 2-3, 5-8).
This analysis highlights the stability of the positive and significant R&D elasticity estimate over the two periods. On the other hand, we find all estimates show IT elasticity to be larger and stronger in significance in the latter time period when compared with the former. This result is consistent with earlier research showing investments in information technology provided a higher level of impact during the mid to late 1990s versus its return during the start of the decade (Chwelos et al., 2010; Stiroh 2002; Gordon 2000) .
Our second supplementary analysis seeks to compare our findings to prior research that examined the contribution of technology to the U.S. economic revival in the 1990s-in particular, whether ITproducing or IT-using industries were the source of U.S. productivity growth. The results of these analyses are mixed, with some research highlighting IT-producing industries as the main contributors to economic growth (Gordon 2000) , while other research identifies both IT-producing and IT-using industries as contributing to the productivity rivalry (Stiroh 2002; Jorgenson 2001) .
We expand our analysis to examine the relationship between information technology and innovation within these two industry categories. If they did have differential impacts on U.S. productivity growth, is this reflected in the IT-innovation relationship? To test this possibility, we divide our sample according to the 3-digit SIC codes associated with information and communication technology manufacturing. The division resulted in 1,311 IT-using firm observations and 254 IT-producing firm observations. Compared with the entire sample (Table 5 , column 1), the results for IT-using firms (column 2) are similar, suggesting that firms of this type are benefiting from IT used in the creation of product and process innovations. On the other hand, in IT-producing firms (column 3), the estimated IT elasticity is not significant, while the estimated R&D elasticity is noticeably larger (1.255% at p<0.001)
than that for all firms and for IT-using firms.
There are several possible explanations for the results involving IT-producing firms. First, some IT producers like Cisco Systems pursue a model of innovation through acquisition. Rather than investing in R&D and related IT like traditional industrial-era firms, these IT-producing firms identify and acquire new innovations outside their organizational boundary. Effectively, traditional innovation investment shifts from the R&D function to the mergers & acquisitions function in some IT producers. As a result, the amount of R&D expensed may be lower, while the contribution of R&D to patent output becomes larger, relative to their IT capital. An alternative interpretation is that the creation of innovation-intensive IT products are more dependent upon the firm's stock of intangible knowledge rather than the application of tangible information technology assets. Unfortunately, the low number of observations for the ITproducing subsample (some 20 per year) demands that we exercise caution when interpreting these results.
Our third supplementary analysis concerns the contribution of IT to breakthrough or radical innovations. While rare, such "blockbuster" innovations can create superior value by unleashing marketchanging forces. Indeed, some innovation-focused firms such as those in the pharmaceutical industry design their business models around the pursuit of these unique creations (Gilbert et al. 2003) . Research has identified the number of citations a patent receives as an indicator of the value of an innovation, with blockbuster patents accruing far more citations than the average patent (Owens-Smith and Powell 2003; . The link between IT and blockbuster innovation has not been examined in the IT literature prior to this study. However, university-level research has identified knowledge flows and access to information for external partners as key factors related to the creation of high-impact patents (Owen-Smith and Powell 2003) . We expect that information technology enables these factors in the firm's pursuit of blockbuster innovations, and that this relationship will be reflected in our data.
The distribution of patents by citation frequency exhibits a very long tail (Figure 2) , with the median falling at 6.4 citations amid a range from 0 to over 400 among the more than 162,000 patents in our data. By restricting the sample for each firm-year to only those patents with citation counts in a certain quartile, or above a certain percentile threshold, we may estimate the associated output elasticity of IT and R&D expenditure with innovations ranging from incremental to radical. The results from these restricted samples are reported in Table 6 . These results imply that the effect of general, firm-wide investment in IT is more likely to facilitate incremental innovation. It appears IT-enabled improvements in the innovation process, such as data capture, sharing, analysis, test, etc., are more applicable to building upon current knowledge. In contrast, the contribution of R&D to the production of more innovative patents may highlight the nontechnical nature of the radical creative process. It is possible that data related to such blockbuster ideas are not available in a form than can be captured and analyzed using IT. Rather, such raw and innovative data exist in a non-expressive form only available to the minds of research and development personnel.
Such knowledge does not become available until the newly developed idea has advanced enough to be translated into a tangible, binary form. Such radically new concepts are so novel and unique that they can only be produced with inputs other than information technology.
Overall, our estimates of the innovation elasticity of IT and R&D are stable within the range of 0.14-0.28 and 0.65-0.90, respectively, and appear robust to different specifications and methods. Further, we show that the contribution of IT to innovation is more evident in specific firms, periods and innovation quality strata. Taken together, these findings reduce the likelihood that unobserved variables are driving the relationship between IT and innovation output. While an unknown cause of firm-level heterogeneity could influence our results, such a factor(s) would have to apply only to incremental innovation, IT-using firms and the 1993-1997 period.
The positive and significant output elasticity identified for IT, across multiple assumptions and specifications, presents strong evidence of the critical role of IT in innovative activity. The magnitude of IT elasticity is smaller than that for R&D elasticity, however, at a high level, this is not surprising given the central role of intangible capital (e.g., scientist knowledge, skill, creativity, etc.) in innovation. While it is possible that the point estimate of IT elasticity could be higher and more accurate with the inclusion of other IT spending dimensions (software, labor, etc.) , were such data available, we would expect its relative magnitude to remain smaller than that of R&D.
Discussion
The contribution of IT to firm-level productivity has been demonstrated in prior research, yet much remains unknown about the mechanisms by which this is accomplished. The production of intangible organizational outputs, such as knowledge, is a key area in which to look for IT's contribution to a firm's operations and, ultimately, its value. In an effort to uncover IT's contribution to the creation of new knowledge, we augment the Knowledge Production Function (Pakes and Griliches 1984) Our estimates indicate that IT and R&D both play a positive and significant role in innovation production. In our panel of large manufacturing firms, a 1% increase in IT capital services is associated with an increase in (citation-weighted) patent output of 0.166% in the 1987-1997 period. Further, we find evidence that the role of IT in innovation became stronger in the last five years of our sample, as firms increased their IT investments dramatically. Beyond capital deepening, the contribution of IT during this time frame is also due, in part, to the new IT capabilities being introduced at the time, namely networking and internet-based interconnectivity. Indeed, research at the economy level lends credence to this supposition (Jorgenson 2001 , Stiroh 2002 .
Our estimates of the augmented KPF are consistent with earlier research in two key respects:
R&D has a positive impact on citation-weighted patent output, while firm size is inversely related to patent output. Indeed, the impact on patent output of a 1% increase in R&D is 0.896%, about five times larger than that of IT. This larger magnitude is expected, since R&D spending is a direct input to innovation process, while firm-wide IT investment will support the firm's productive and administrative processes in addition to supporting the innovation creation process. The firm size effect is also confirmed to the extent that our OLS and 2SLS estimates of the control variable (sales) are negative (with the exception of the patents with first-quartile citation frequencies).
Our results also demonstrate an important aspect of IT and the innovation creation process:
although firms invest specifically in R&D inputs, including dedicated IT spending within R&D programs, the impact of IT on innovation goes beyond R&D-specific IT spending. Specifically, our results suggest that general infrastructure and enterprise technologies of a firm (networks, email, telephony, accounting and finance ERP modules, etc.) also contribute to the innovation process. Interestingly, we also find that the effect of IT on innovation was strongest for "incremental" patents and non-significant for "blockbuster" patents. This suggests that while IT contributes broadly and significantly to innovation, whether measured by patents or citations, IT alone does not lead to breakthrough innovations. Rather, breakthrough or radical innovations may be more dependent on other factors, such as the tacit knowledge of R&D scientists and engineers.
Finally, we contextualize our results in terms of market value impact. Using a sample of 4,864
publicly-traded US firms over the 1979-1998 time period, Hall et al. (2005) found that if the average number of citations received by a firm's patents increases by one, the market value of the firm increases by 3%. Assuming this result is generalizable to our sample, we can estimate the marginal impact of IT investment on innovation output and extrapolate to obtain the expected increase in market value. Using our upper-and lower-bound IT elasticities for the 1993-1997 period, we estimate the median firm in our sample would need to increase its IT capital flows by 39-81% ($3.8-7.7 million) in order to obtain one additional citation for each of its patents. While this amount is at first glance rather large, we note that between 1993 and 1997 the median firm increased its IT capital services by 26% ($2.5 million).
Furthermore, the innovation-driven 3% market value increase predicted by Hall et al. would amount to $41 million for the median firm in our sample. Thus, our estimates of the return to investment for ITdriven innovation appear to be economically meaningful.
While our results confirm many of our expectations, we recognize several limitations of our work. First, our dataset is not without its shortfalls; the Compustat R&D data cannot be broken down into spending by the type of innovation pursued (e.g., product or process). Doing this would allow for a refined analysis to identify the types of innovation efforts that are more likely to pay off in a finished and highly-valued innovation. The R&D measure also does not encompass any spending information on informal innovation activity that may be conducted in firms. However, given explicit FASB rules and definitions, annual R&D expenditures must be reported, thereby constraining off-the-book innovation spending.
While our information technology construct incorporates all types of IT elements including hardware, software, IT skill, and organizational complements, the CI measures are based exclusively on IT hardware. For example, product innovation may require investments in both IT as well as new marketing skills as a firm moves into new marketplaces or new production processes to manufacture new products (Garcia and Calantone 2002) . This data shortfall limits the identification of exact point estimates of IT's impact on innovation output. However, insofar as investments in IT hardware are associated with these other factors, our IT measures provide reasonable insight into the IT construct.
The CI data also cannot be broken down to into measures of IT that directly support R&D and those that do not. While the availability of more focused measures of R&D-related IT spending 18 would provide a more comprehensive and precise estimate of IT's impact on innovation, such data are prohibitively difficult to obtain. However, our dataset is not without its merits in relation to innovation activity analysis. The CI data represent a comprehensive, firm-level measure of information technologies primarily devoted to infrastructure. Such technologies (e.g., networking technologies, email applications, databases, etc.) have been explicitly mentioned as enabling collaboration and R&D (Kumar and van Diesel 1996; Rice 1994) . As a result, the CI data, while not ideal, offer insight into IT's contribution to firm innovation.
Patents are a good proxy for measuring the output of firm innovation efforts, however, they represent only one type of outcome associated with innovation and are not guaranteed at that. In addition,
18 R&D-related IT spending measures would provide a more direct match to our IT construct. The ideal measure would include the percentage cost of enterprise infrastructure technologies that supports R&D (networks, email, etc.) as well as incremental IT investments made specifically for R&D projects. Project specific R&D-related IT could include specialized technologies such as CAD/CAM systems used in new product design, data analysis applications like specialized statistical programs for market research, and the customization of software for the creation of innovative process specific activities (e.g., a new transaction process like Amazon's 1-click).
as Griliches (1990) summarized, "not all inventions are patentable, not all inventions are patented, and the inventions that are patented differ greatly in … the magnitude of inventive output associated with them."
Hence, although our data represent patented innovations, with adjustments to reflect their quality, we recognize that they do not represent all incremental innovations of a firm.
Beyond facing the aforementioned data challenges, in the spirit of the KPF literature stream (Pakes and Griliches 1984, Crépon et al. 1998) , future research could jointly estimate production and patent functions. In this way, one could examine both the direct effects of IT on firm performance while accounting for the indirect effects of IT that take place through new innovations. Market value performance would be a natural first area for examination as a rich, independent literature streams exists in both the IT and R&D areas (see Melville et al. 2001 and Hall 2000 for literature surveys).
Future research could also draw on the natural link between innovation and location-specific effects. While innovation research has long acknowledged the importance of proximity to other innovators and the nature of a firm's external business environment, these factors are a relatively new area of inquiry for IT business value research. In the context of the internet era, as well as the shift of some IT knowledge-work overseas, it is possible that today's IT is reshaping the notion of what is "location-specific" as applied to innovation.
Conclusion
Empirical researchers have accumulated significant evidence of IT's contribution to firm-level productivity. However, the underlying mechanisms by which this effect occurs are not well understood.
By examining intangible outputs, such as innovation, we shed new light on the use of IT to create firm value. In particular, we identify IT as a new and effective input to the R&D-driven innovation process.
Finally, by using patent citations as a measure of quality-adjusted innovation output, we overcome a major limitation of innovation measurement associated with the Knowledge Production Function. By doing so, we help set the stage for greater understanding of the value of innovation and IT in the overall production context. Note: The industry classification is motivated by prior IT value research (Bresnahan et al. 2002) and derived from grouping 20 2-digit SIC firms into 10 categories. The firms in our sample represent only 4 of these 10 categories. 
ONLINE APPENDIX
This appendix reports several robustness checks that supplement our analyses in the paper. First, we test for the influence of lagged IT and R&D on current innovation output. Although it is possible that innovation output responds slowly to variation in KPF inputs, we did not find evidence of a consistent lag structure for either variable. This is likely due to the very stable nature of both R&D expenses and IT capital flows within firms over time. Our results confirm prior research on the slowly-evolving relationship between R&D and patent output (Hall et al. 1986 ).
Second, we wish to verify that our model is not sensitive to the adjustment methods for patent citations. We re-estimate our model using unadjusted citation counts and unadjusted patent counts. We find that in both cases the results are generally similar to the OLS estimates using citation-weighted patents (Table A1) . Using a Poisson regression for count data, we find the R&D elasticity to be 0.883 and 0.592 for citations and patents, respectively. The estimates for IT elasticity are 0.370 and 0.452, respectively. All estimates are significant at the 0.10% level. However, these larger estimates do not account for the quality differences among patents or the panel nature of the data, which we have found tends to reduce the magnitude of the IT elasticity estimates.
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Third, to address the concern that our 1.5-digit SIC industries insufficiently capture industry-level sources of unobserved influential factors, we re-estimate the model using the 19 2-digit and 73 3-digit SIC industry codes as control variables. We find that the inclusion of this many additional intercepts reduces the significance of our estimate of IT capital below the 10% level (Table A2 ). Given the lack of efficiency in the clustered standard errors approach, this result is not surprising; as the number of intercepts increases, their share of variance explained rises at the expense of our IT coefficient estimate.
However, the industry controls themselves are, for the most part, statistically significant. This effect is 19 We repeated our unweighted patent counts analysis using OLS and 2SLS models. The estimates remain similar in sign, relative magnitude, and significance level to the estimates made using citation-weighted patent counts.
robust to 2-digit and 3-digit SIC industry fixed effects. However, as the number of intercepts increases, their share of variance explained rises at the expense of our IT coefficient estimate.
Finally, all estimations were repeated with the patent citations restricted to a 5-year window. The coefficient estimates and R-squared values are qualitatively similar in all cases. This result reinforces the validity of weighting patent output by citations received, since the results are robust to the length of time each patent is allowed to accrue citations. 
