This paper addresses the problem of fault detection and isolation in railway track circuits. A track circuit can be considered as a large-scale system composed of a series of trimming capacitors located between a transmitter and a receiver. A defective capacitor affects not only its own inspection data (short circuit current) but also the measurements related to all capacitors located downstream (between the defective capacitor and the receiver).
Introduction
Complex industrial systems need to be monitored continuously to detect dysfunctions and maintain a good quality of service. In the railway domain, the infrastructure is often inspected by instrumented vehicles in order to ensure a high level of safety and availability within a predictive maintenance framework. For some applications, signals recorded during inspection runs are manually analyzed by maintenance experts and technicians in order to identify anomalies. In this case, there is a need for automatic fault detection and isolation (FDI) systems, which can reduce the time consumed by the analysis phase and improve the diagnosis performances. The aim of such systems is to detect the occurrence of a fault based on recorded measurements and then determine the exact nature and location of the fault.
Maintainers are thus provided with an accurate and systematic analysis of recordings that allows them to schedule preventive maintenance appropriately.
Various approaches can be adopted in order to build an automatic FDI system, depending on the available knowledge of the system under study. In the so-called model-based approach, an accurate model of the system is typically assumed to be available. Several approaches have been proposed to exploit analytical redundancy, including parity space equations, state observers and process identification [17] [21] [24] [30] [33] . In contrast, the pattern recognition approach to fault diagnosis uses only a set of historical data containing representative measurements acquired under various normal and abnormal conditions [33] [11] . In most cases, an initial pre-processing stage, referred to as feature extraction, maps data from the measurement space to a reduced feature space relevant to the FDI task. Machine learning techniques (such as decision trees, neural networks or support vector machines [14] [4] [23] ) then capture the relationships between feature values and system states, based on learning data. To ensure good generalization, this approach requires some knowledge of the system to extract relevant features, as well as a large and exhaustive labelled database covering most of the situations that can be encountered in practice. A comparison between the model-based and pattern recognition approaches is given in [33] , and an approach to fault diagnosis based on trend analysis is presented in [28] . This paper presents a method for FDI in railway track circuits based on a statistical pattern recognition approach. Track circuits generally use a scheduled maintenance regime: inspection is carried out on every track circuit periodically (typically, every 15 days) and inspection recordings are analyzed visually in order to detect major defects. Recent work on fault detection and diagnosis for railway track circuits has been published in [3] . The authors proposed a neuro-fuzzy system that makes it possible to detect and diagnose the most common track circuit failures in a laboratory test rig. The diagnosis system proposed here differs since it uses a train-based approach and it is dedicated to detect different kind of defects.
A track circuit is composed of a series of trimming capacitors connected between the two rails [1] [18] .
Part of the difficulty of FDI task for this system arises from the fact that the presence of a fault in one subsystem (trimming capacitor) influences the inspection signal of other subsystems located downstream hal-00467941, version 1 -29 Mar 2010 3 (between the defective capacitor and the receiver). This is depicted schematically in Figure 1 , where S 1 ,…,S N represent the N trimming capacitors, and I i denotes the inspection signal (measurement) for capacitor S i . A fault in S i influences the inspection signals corresponding to all capacitors between S i and S N . Consequently, the fault isolation task must take into account the spatial relationship between subsystems: an abnormal measurement from one subsystem may indicate a fault in that subsystem or in any of the subsystems located upstream of it.
. . . The approach presented here uses machine learning (neural networks, decision trees) and information fusion techniques to perform fault detection and isolation. Each capacitor is classified as fault-free or defective using a neural network or decision tree classifier and the local decisions are combined to make a final decision regarding the presence and location of a fault.
Training a neural network classifier involves minimizing the discrepancy between the neural network outputs and target outputs encoding class membership of training patterns. Consequently, an output coding scheme has to be chosen. Two such schemes will be tested and evaluated. In the first one, only the target output related to the defective subsystem is set to 1 (the others being set to 0). This scheme may be referred to as local coding. Alternatively, the target outputs of both the defective subsystem and the subsystems located downstream of it may be set to 1; in this case, the coding is said to be distributed. Each classifier thus provides information on the presence of a fault either in a specific subsystem (local coding) or in any of the subsystems located upstream (distributed coding -When each classifier produces a single class label output (crisp label), the two most representative approaches are majority voting [26] , and the behaviour-knowledge space (BKS) method [20] .
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4 -The second group of fusion methods is of the rank level decision type, i.e., the output of each classifier is a subset of possible labels ranked by plausibility. The fusion strategies applied on outputs of this type are based on class set reduction, class set reordering or a combination of both [19] . The first approach aims at reducing the set of considered classes while the objective of the second one is to place the true class as close as possible to the top.
- The rest of the paper is organized as follows. Section 2 describes the application under study and introduces the diagnosis problem in greater detail. The necessary notions of Dempster-Shafer theory are then recalled in Section 3. A system for fault detection and isolation in track circuits based on classifier fusion in the Dempster-Shafer framework is then presented in Section 4. Experimental results are finally reported in Section 5, and Section 6 concludes the paper.
Case study
The application considered in this paper concerns FDI in railway track circuits. This device will first be described in Section 2.1, and the problem addressed will be exposed in Section 2.
2. An overview of the proposed FDI method will then be presented in Section 2.3.
Track circuit principle
The track circuit is an essential component of the automatic train control system. Its main function is to detect the presence or absence of vehicle traffic within a specific section of railway track. The signalling system uses the occupation of track section to protect trains from coming into conflict. On French high speed lines, the track circuit is also a fundamental component of the track/vehicle transmission system. It uses a specific carrier frequency to transmit coded data to the train, for example the maximum authorized speed on a given section on the basis of safety constraints.
The railway track is divided into different sections. Each one of them has a specific track circuit ( Figure   2 ) consisting of the following components:
-A transmitter connected to one of the two section ends, which delivers a frequency modulated alternating current; -The two rails that can be considered as a transmission line; The rails themselves are part of the track circuit, and a train is detected when its wheels and axles shortcircuit the track. The presence of a train in a given section induces the loss of track circuit signal due to shorting by train wheels. The drop of the received signal below a preset threshold indicates that the section is occupied. In order to make the transmitted information specific to each track section and to minimize the influence of both longitudinal interference and transverse crosstalk, four frequencies are used for adjacent and parallel track circuits. Neighbouring track circuits are also isolated electrically by using tuned circuits (capacitor and inductance) on both the transmitter and the receiver.
Problem description
The different parts of the track circuit are subject to malfunctions (due to aging, atmospheric conditions or track maintenance operations) that must be detected as soon as possible in order to maintain the system at the required safety and availability levels. In the most extreme cases, such malfunctions can cause a significant attenuation of the transmitted signal which may induce signalling problems. The purpose of hal-00467941, version 1 -29 Mar 2010 6 system diagnosis is to inform maintainers about track circuit failures, thus ensuring that the quality of transmitted information remains high.
A vehicle-based fault diagnosis system can be developed by equipping an inspection vehicle with a sensor in front of the first axle. The carrier current level of the short-circuit current (Icc) is picked up by the sensor coils and recorded at each position of the train, while the track circuit is shunted by the inspection train itself (Figure 2 ). This paper will focus on trimming capacitor faults that affect capacitor internal resistance. The deviation from the ideal behavior of the capacitor, mainly due to dielectric aging, is taken into account by introducing a serial resistance r that is null (or weak) when the capacitor is healthy and increases when it is defective. An electrical model has been developed that is able to perform realistic simulations of the system including a large variety of dysfunctions [1] [18] [9] . 
Overview of the diagnosis method
The proposed method is based on the following two observations (see Figure 3 ):
-The inspection Icc signal has a specific pattern, which is a succession of arches also called catenary curves, each one corresponding to a trimming capacitor; an arch can be approximated by a quadratic polynomial.
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-The presence of a fault in the system only affects the shape of the arches between the fault and the receiver leaving the signal upstream (between the transmitter and the fault) unchanged.
The proposed method consists in extracting features from the Icc signal, and training one classifier for each trimming capacitor. Elementary classifier outputs are then represented using the formalism of belief functions and combined. Finally, a decision regarding the presence and location of a fault is made.
Dempster-Shafer theory
This section will provide a brief account of the fundamental notions of the Dempster-Shafer theory of belief functions, also referred to as Evidence Theory. This uncertain reasoning framework was initiated by
Dempster [10] and developed by Shafer [35] . It can be seen as an extension of Bayesian Probability Theory. A particular interpretation of Dempster-Shafer theory has been proposed by Smets [37] , under the name of the Transferable Belief Model (TBM). The TBM has a two-level structure composed of -a credal level where beliefs are entertained, and -a pignistic level where decisions are made.
In this section, we shall define only the concepts used in the diagnosis method introduced below. 
Representation of beliefs: the credal level
Let Θ denote the set of possible answers to a given problem, called the frame of discernment. Here, Θ will be assumed to be finite:
A basic belief assignment (BBA) is a function m from 2 Θ to [0,1] that assigns a "mass of belief" to each subset A of the frame of discernment Θ, such that:
The basic belief mass m(A) represents a measure of the belief that is assigned to subset A⊆Θ, given the available evidence, and that cannot be committed to any strict subset of A. We note that the mass 0.8 is attached to {θ 2 ,θ 3 } because the piece of evidence only tells us that the system is in a faulty state, without pointing specifically to θ 2 or θ 3 . The remaining mass of 0.2 is not assigned to θ 1 as no evidence points to that particular hypothesis. It remains uncommitted and attached to the whole frame of discernment.
Combination of several BBAs
To combine several BBAs defined on the same frame of discernment, Smets introduced the conjunctive rule of combination, also referred to as the unnormalized Dempster's rule [39] . For this rule to be used, the We observe that the masses still sum to one.
Discounting
The reliability of a source of information can be taken into account by discounting the original BBA m by a discount rate 1-α, where α is a coefficient between 0 and 1. The smaller the reliability, the larger is the discount rate. The resulting BBA α m is defined by [35] [40]:
In this way, part of the total mass of belief is transferred to Θ, resulting in a less informative BBA. The coefficient α represents the degree of belief that the source is reliable [40] [29] . If α = 1, we have full confidence in the source and the belief function is unchanged. The closer α is to zero, the closer the resulting BBA is to the vacuous belief function (m(Θ)=1), meaning that the information provided by the source is discarded. Several methods have been proposed to learn the optimal value of α from data [15] [29].
Example 3: Assume that we are about to toss a coin, and we represent our belief regarding the outcome on the frame Θ={Head,Tails}. If the coin is fair, then our belief on Θ can be represented by the following We observe that part of the mass has been transferred to the frame of discernment, which reflects partial ignorance of the probabilities.
Decision-making: the pignistic level
The TBM is based on a two-level structure: the credal level where beliefs are entertained and the pignistic 1 level where BBAs ar converted into probability distributions are used to make decisions according to the principle of maximal expected utility [36] [37].
When a decision has to be made, the BBAs are transformed into probabilities. For this purpose, we build a pignistic probability function BetP from the BBA m, using the pignistic transformation defined as This definition is based on the idea that, in the absence of additional information, m(B) should be equally distributed between the components of B, for all B⊆Θ. The pignistic probability is a classical probability measure that can be used for decision making using standard Bayesian decision theory. A detailed discussion on this concept can be found in [36] . 
The diagnostic system
The whole architecture of the proposed diagnosis system is sketched in Figure 4 . In this figure, the system Σ represents a track circuit, and the N subsystems S 1 ,…,S N are the trimming capacitors. As explained in Section 2, the objective of the application is to detect a fault in any of these capacitors, and to determine the position of the defective capacitor if a fault has been detected. It is assumed that there is at most one defective capacitor. In Figure 4 , I i represents the measurement data corresponding to capacitor S i .
The vector of measurement data I 1 ,…,I N consists in the features extracted from the Icc curve as displayed 11 in Figure 2 . The arrows between S 3 and I 3 ,…,I N represent the fact that a fault in capacitor S 3 (for instance) influences the measurement data (i.e., the shape if catenary curves) related to all capacitors downstream.
As shown in Figure 4 , the proposed system is composed of N local classifiers D 1 ,…,D N . Two distinct learning tasks can be assigned a priori to each local classifier D i : it can be trained to predict either if capacitor S i is faulty, or if any of the upstream capacitors is faulty. These two approaches will be hereafter referred to as local and distributed coding, respectively. As they both seem reasonable, these two approaches will be investigated below. (4), and a decision regarding the presence and location of the fault is made based on pignistic probabilities (6).
In the rest of this section, we will first describe the feature space and the decision space of each local classifier in Subsections 4.1, and 4.2, respectively. The fusion process will then be described in Subsections 4.3, and the final decision procedure will be presented in Subsection 4.4. Details regarding the training of classifiers will be presented with experimental results in Section 5.
Feature extraction
As explained in Section 2.2, the inspection data take the form of a Icc curve as shown in Figure 3 . This constitutes the measurement space. The Icc curve is composed of arched curve segments. Each of these 12 arches corresponds to a trimming capacitor. To obtain a compact representation of the data, each arch was approximated by a quadratic polynomial and the three coefficients (a i , b i , c i ) of each polynomial were used as features (see Figure 5 ). The whole Icc curve was thus described by a total of 3N features.
As a fault in capacitor S i affects the inspection data downstream, each classifier D i has to be provided with upstream information. As shown in Figure 5 , 
Decision Spaces of Local Classifiers
In this paper, we consider neural network or decision tree classifiers, whose outputs are interpreted as probabilities. As explained above, each local classifier D i can be trained either to detect a fault in capacitor S i , or to detect a fault in any capacitor between S 1 and S i . When neural networks are used as classifiers, the nature of the learning task will affect the coding of neural network outputs, as shown in Figure 6 . Assume that a fault has occurred in capacitor S i (with i=3 in Figure 6 ). Two cases will be considered:
-If local coding is chosen (coding 1 in Figure 6 ), the desired output for classifier D i is set to 1 and the desired outputs of all other classifiers are set to 0.
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13 -In the case of distributed coding (coding 2 in Figure 6 ), the desired outputs of classifiers D j with j≥ i are set to 1 and the desired outputs of all other classifiers are set to 0.
Distributed coding seems a priori to be more appropriate to account for the spatial relationship between subsystems. However, both solutions will be studied and experimented in this paper.
. . . 
Classifier Fusion
As classifiers D i (i=1,…,N) process only local information, their outputs have to be combined to reach a final decision regarding the presence and location of a defective capacitor. Here, the classifier outputs will are expressed in the Dempster-Shafer framework and combined using Dempster's rule (3)-(4).
As indicated in Section 3, to build a Dempster-Shafer model we first need to define the frame of discernment. Here, it will be the set Θ={1,…,N,N+1}, where N is the number of capacitors in the track circuit. Each singleton {i}, i=1,..,N+1 corresponds to a possible position of the fault. The virtual position N+1 corresponds to the absence of fault.
The conversion of classifier outputs into mass functions and their combination will be presented below, first in the case of local coding, and then in the case of distributed coding.
Classifier fusion with local coding
Using local coding, if the output of classifier D i is 1, the fault is considered to be in capacitor S i . ( )
Combining these N BBAs using the unnormalized Dempster's rule now gives a BBA m defined as follows:
,
the rest of the mass being assigned to the empty set. By convention, the products in the above expressions vanish when the indices of the coefficients are negative or 0.
Classifier fusion with distributed coding
Assume that distributed coding was used, and the output of classifier D i is equal to 0. This means that no fault was detected between S 1 and S i : consequently, there is either a fault between S i+1 and S N , or no fault. On the contrary, if the output of classifier D i is equal to 1, it means that a fault was detected between 
Combining these BBAs using the unnormalized Dempster's rule now yields:
the rest of the mass being assigned to the empty set.
Example: Let us consider a hypothetical system composed of N=3 subsystems. The frame of discernment is then Θ={1,2,3,4}. Without discounting, the different BBAs provided by the classifiers are given by: hal-00467941, version 1 -29 Mar 2010
We can notice that if, e.g., p 1 =p 3 =1 and p 2 =0, there is a contradiction between classifier 1 and classifier 3. Then, applying the formulas, we obtain
which means that there is total conflict between the three classifier outputs.
With discounting, the BBAs given by the classifiers are:
( )
( ) 
Decision
To make the final decision, we compute the pignistic probability of each singleton using (6) , and the estimated position θ of the fault is that with the highest pignistic probability:
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By convention, ˆ1 N θ = + is interpreted as absence of fault.
Experimental results
In this section, the diagnosis system introduced in this paper is assessed using simulated data, and compared to a simple reference approach. The experimental settings will be described in Subsection 5.1
and the results will be reported and discussed in Subsections 5.2 and 5.3, respectively.
Experimental settings
To assess the performances of the method, we considered a track circuit of N=19 trimming capacitors and built a database containing 4256 simulated noised signals obtained for different values of the resistance of each capacitor. Among these signals, 608 were fault-free and 3648 had one defective capacitor with a resistance between r=1 Ω and r= ∞ (removed capacitor). The data set was split randomly into three subsets (training, validation and test) and the performances were estimated on the test set containing 1064 signals. We have chosen to compare our approach to a basic method using one multilayer perceptron that directly estimates the position of the defective capacitor (position N+1 is used for fault-free case). In such way, we are able to quantify the benefits of our method that builds as many classifiers as trimming capacitors and uses an additional fusion stage to detect and localize a fault in the system.
The following methods were compared:
1. Regression using a multilayer perceptron [4] was used when the system was fault-free. This is considered as the reference method. This network was trained to minimize the mean square error between the estimated and the true fault positions on the whole training set. The number of hidden neurons was varied between 3 and 15; the best results on the validation set were obtained with 7 hidden neurons.
2. Fusion with neural networks and decision trees as local classifiers, with the two coding schemes described in Section 4.3, with and without discounting. Overall, this makes 8 different fusionbased methods. The neural network classifiers had one tan-sigmoid hidden layer and a sigmoid output layer with one neuron (Figure 7) . Table 1 gives the number of hidden nodes used for each classifier, which was determined by minimizing the error criterion on the validation set.
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18 Each neural network was trained 100 times with random initializations. The decision tree generation algorithm was the CART method [7] .
When discounting was used, the discount rate 1-α i for classifier D i was defined from its mean square error (MSE i ) computed on the validation set as:
The worst classifier was thus discounted with rate 0.5, while a perfect classifier such that MSE i =0 would not be discounted at all. 
Results
The results of each method were analyzed as shown in Table 2 . We computed the following rates: The results are shown in Table 3 . Results obtained using decision tree classifiers (DT) are also reported to compare them to those of neural networks. The discount rates used to combine the classifier outputs were computed according to (18) and are reported in Figure 8 . Except for neural network classifiers using distributed coding, we can see that coefficients α i tend to decrease with i, which means that classifiers are more heavily discounted as i increases, the learning task becoming more complex as we get closer to the receiver. Table 2 Analysis of the results Table 3 Performances of the reference regression method as well as the 8 fusion-based methods using neural networks (NN) and decision trees (DT), for the two coding schemes, with and without discounting. 
Truth

Discussion
We can see that, whatever the coding scheme, the fusion methods outperformed the reference regression approach and neural networks yielded better results than decision trees. Not only was the correct detection rate significantly improved, but at the same time the correct localization rate increased to over 90%. In addition, the fusion methods were responsible for only a small number of false alarms (~2%) as compared to the regression method (~59%). Indeed, the regression method attempts to simultaneously detect the fault and isolate it within the system. The output is an estimation of the fault position which varied between 1 and N+1 where N is the total number of subsystems and N+1 is the virtual position used for the fault-free system. In this particular case, if the estimated position is N+1 (fault-free system) rather than N (defective system, fault position =N), this leads to a false alarm. This is the reason why the false alarm rate is high for this method. However, it can be seen that all the methods lead to a small number of non-detections.
Local coding led to a higher non detection rate than distributed coding. This can be explained by the unbalanced number of training instances from each class in the training database. When using local coding, each classifier learnt more 0s (no fault) than 1s.
Discounting brought only modest improvement, with a small increase of correct detection rates and a small decrease of false alarm rates, but a slight decrease of correct localizing rates. This is due to the good performances of all the local classifiers whose mean square error was low.
For both learning methods (neural networks and decision trees), local coding induces higher correct localization rates than distributed coding. In order to analyse the magnitude of localization errors, Figure 9 shows the histogram of the errors between the estimated and the true position of the fault in the case of fusion with distributed coding and no discounting. In 91.5% of the cases, the localization error was equal to 1, which is satisfactory in this application context. In addition, we estimated the histogram of the serial resistance of the defective capacitor when a fault was not well localized ( Figure 10 ). For 79.2% of these signals, the capacitor fault was small with a resistance not exceeding 1.5 Ω.
Consequently, we can conclude that most faults were well detected by the proposed approach.
Localization was also satisfactory even using distributed coding, because almost of the localization errors hal-00467941, version 1 -29 Mar 2010 21 involved small faults that were localized in the closest neighbour of the defective subsystem. Overall, the best results were obtained with the neural network method using distributed coding and discounting. 
Limitation of the proposed approach and possible extensions
The pattern recognition approach presented here gives reliable results but it is only able to detect one defective subsystem (the first one). This might be problematic if it conceals the presence of another defective subsystem that could have a high level of severity. A model-based diagnosis approach based on an electrical transmission line model has been also developed to diagnose track circuits [1] [18] [9] . It seems to be quite relevant, but the correct assessment of defects in the different subsystems is closely linked to accurate tuning of model parameters.
Further studies will be carried out to combine pattern recognition and model-based approaches in order to improve the effectiveness of the final results, especially in the case of multiple defects. The assessment of the severity of the defects is also an interesting subject to consider, particularly in a condition-based maintenance context. 
Conclusion
This article described an application of pattern recognition and information fusion techniques to fault detection and isolation in a railway track circuits. This device can be considered as a large-scale system that comprises several interconnected and spatially related subsystems. This means that a defective subsystem influences not only its own inspection data but also that of the systems located downstream of it.
The proposed method is based on a classifier fusion approach that builds as many local classifiers as subsystems. The local classifier outputs are then combined using Dempster-Shafer theory, which provides a convenient framework for handling imprecision and uncertainty in decision problems. Two learning strategies for local classifiers have been implemented, which consist in detecting the presence of a fault either on a subsystem or between a subsystem and the transmitter. Both neural networks and decision trees were investigated as local classifiers.
Experiments with simulated data have shown that correct detection rates over 99 % and correct localization over 92 % could be achieved using this approach, which represents a major improvement over the reference method that does not use classifier fusion. Additionally, we have shown that localization errors are small, and incorrectly localized faults generally correspond to a small resistance of the defective capacitor. Overall, the best results were obtained with neural network local classifiers and distributed coding. Although no result with real data could be presented because of lack of labelled signals, the results were judged conclusive enough by the end user to decide the implementation and dissemination of the method.
Further studies are being carried out to handle multiple faults and assess their severity, which may be useful in a predictive maintenance context. The functionality of the system will be extended to discriminate between benign faults, faults that need to be monitored and very serious faults that require immediate maintenance action.
Although the method has been developed in the context of railway track circuit diagnosis, we believe that it can be transferred to other application domains involving the diagnosis of large scale systems composed or linearly organized subsystems, such as other infrastructure networks.
