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RE´SUME´
Le calcul de dose est au centre de la planification de traitement. Ce calcul de dose doit eˆtre 1)
assez pre´cis pour que le physicien me´dical et le radio-oncologue puissent prendre une de´cision
base´e sur des re´sultats pre`s de la re´alite´ et 2) assez rapide pour permettre une utilisation
routinie`re du calcul de dose. Le compromis entre ces deux facteurs en opposition a donne´ lieu
a` la cre´ation de plusieurs algorithmes de calcul de dose, des plus approximatifs et rapides
aux plus exacts et lents. Le plus exact de ces algorithmes est la me´thode de Monte Carlo
puisqu’il se base sur des principes physiques fondamentaux.
Depuis 2007, une nouvelle plateforme de calcul gagne de la popularite´ dans la communaute´
du calcul scientifique : le processeur graphique (GPU). La plateforme existe depuis plus
longtemps que 2007 et certains calculs scientifiques e´taient de´ja` effectue´s sur le GPU. L’anne´e
2007 marque par contre l’arrive´e du langage de programmation CUDA qui permet de faire
abstraction du contexte graphique pour programmer le GPU. Le GPU est une plateforme de
calcul massivement paralle`le et adapte´e aux algorithmes avec donne´es paralle`les.
Cette the`se vise a` savoir comment maximiser l’utilisation d’une plateforme GPU en vue
d’ame´liorer la vitesse d’exe´cution de la simulation de Monte Carlo en transport d’e´nergie
pour le calcul de la dose en radiothe´rapie.
Pour re´pondre a` cette question, la plateforme GPUMCD a e´te´ de´veloppe´e. GPUMCD im-
ple´mente une simulation de Monte Carlo couple´e photon-e´lectron et s’exe´cute comple`tement
sur le GPU.
Le premier objectif de cette the`se est d’e´valuer cette me´thode pour un calcul en radiothe´rapie
externe. Des sources monoe´nerge´tiques simples et des fantoˆmes en couches sont utilise´s. Une
comparaison aux plateforme EGSnrc et DPM est effectue´e. GPUMCD reste a` l’inte´rieur de
crite`res gamma 2%-2mm de EGSnrc tout en e´tant au moins 1200× plus rapide qu’EGSnrc
et 250× plus rapide que DPM.
Le deuxie`me objectif consiste en l’e´valuation de la plateforme pour un calcul en curiethe´rapie
interne. Des sources complexes base´es sur la ge´ome´trie et le spectre e´nerge´tique de sources
re´elles sont utilise´es a` l’inte´rieur d’une ge´ome´trie de type TG-43. Des diffe´rences de moins de
4% sont trouve´es lors d’une comparaison a` la plateforme BrachyDose ainsi qu’aux donne´es
vconsensus du TG-43.
Le troisie`me objectif vise l’utilisation de GPUMCD comme engin de calcul pour le MRI-Linac.
Pour ce faire, la prise en conside´ration de l’effet du champ magne´tique sur les particules
doit eˆtre ajoute´e. Il a e´te´ de´montre´ que GPUMCD se situe a` l’inte´rieur de crite`res gamma
2%-2mm de deux expe´riences visant a` mettre en e´vidence l’influence du champ magne´tique
sur les distributions de dose.
Les re´sultats sugge`rent que le GPU est une plateforme mate´rielle inte´ressante pour le calcul
de dose par simulation de Monte Carlo et que la plateforme logicielle GPUMCD permet de
faire un calcul rapide et exact.
vi
ABSTRACT
Dose calculation is a central part of treatment planning. The dose calculation must be 1)
accurate so that the medical physicists and the radio-oncologists can make a decision based
on results close to reality and 2) fast enough to allow a routine use of dose calculation. The
compromise between these two factors in opposition gave way to the creation of several dose
calculation algorithms, from the most approximate and fast to the most accurate and slow.
The most accurate of these algorithms is the Monte Carlo method, since it is based on basic
physical principles.
Since 2007, a new computing platform gains popularity in the scientific computing commu-
nity: the graphics processor unit (GPU). The hardware platform exists since before 2007
and certain scientific computations were already carried out on the GPU. Year 2007, on the
other hand, marks the arrival of the CUDA programming language which makes it possible to
disregard graphic contexts to program the GPU. The GPU is a massively parallel computing
platform and is adapted to data parallel algorithms.
This thesis aims at knowing how to maximize the use of a graphics processing unit (GPU)
to speed up the execution of a Monte Carlo simulation for radiotherapy dose calculation.
To answer this question, the GPUMCD platform was developed. GPUMCD implements the
simulation of a coupled photon-electron Monte Carlo simulation and is carried out completely
on the GPU.
The first objective of this thesis is to evaluate this method for a calculation in external
radiotherapy. Simple monoenergetic sources and phantoms in layers are used. A comparison
with the EGSnrc platform and DPM is carried out. GPUMCD is within a gamma criteria
of 2%-2mm against EGSnrc while being at least 1200× faster than EGSnrc and 250× faster
than DPM.
The second objective consists in the evaluation of the platform for brachytherapy calculation.
Complex sources based on the geometry and the energy spectrum of real sources are used
inside a TG-43 reference geometry. Differences of less than 4% are found compared to the
BrachyDose platforms well as TG-43 consensus data.
The third objective aims at the use of GPUMCD for dose calculation within MRI-Linac
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environment. To this end, the effect of the magnetic field on charged particles has been added
to the simulation. It was shown that GPUMCD is within a gamma criteria of 2%-2mm of two
experiments aiming at highlighting the influence of the magnetic field on the dose distribution.
The results suggest that the GPU is an interesting computing platform for dose calculations
through Monte Carlo simulations and that software platform GPUMCD makes it possible to
achieve fast and accurate results.
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1INTRODUCTION
Le traitement de radiothe´rapie est l’un des traitements possibles pour tenter l’e´limination des
tissus cance´reux. La me´thodologie consiste a` diriger de la radiation ionisante, le plus souvent
e´mise par un acce´le´rateur line´aire (linac), vers les tissus cance´reux tout en e´vitant le plus
possible les tissus et organes sains.
Au coeur de la planification, e´tape ne´cessaire avant que le traitement ait lieu, se trouve le
calcul de la dose rec¸ue. Le planification de traitement vise a` trouver la meilleure configuration
de faisceaux ionisants pour re´pondre a` la prescription de la dose aux tissus, telle qu’e´labore´e
par le radio-oncologue. Ce calcul fait intervenir les principes physiques du transport de
l’e´nergie dans la matie`re ainsi que les informations sur la composition du milieu pre´alablement
obtenues par imagerie me´dicale. A` l’e´tape du calcul de la dose, plusieurs algorithmes peuvent
eˆtre utilise´s, des plus rapides, faisant plusieurs approximations quant a` la nature du milieu et
aux interactions particules-matie`re, aux plus exacts qui font le compromis d’un long temps de
calcul pour une fide´lite´ augmente´e aux principes physiques et au milieu. Dans la famille des
techniques rapides, nous retrouvons les me´thodes couramment utilise´es du faisceau pinceau
et de la convolution superposition. Pour les me´thodes les plus exactes, mentionnons les so-
lutions stochastiques (simulation Monte Carlo) et de´terministes des e´quations de Boltzmann
couple´es. Des diffe´rences de plus de 10% peuvent eˆtre observe´es lors de la comparaison entre
algorithmes exacts et rapides (Krieger and Sauer, 2005; Ding et al., 2005).
Par ailleurs, l’inte´gration du collimateur multilames a permise de mettre en forme la fluence
en sortie de l’acce´le´rateur line´aire pour que celle-ci se colle le plus possible a` la cible vise´e. Le
proble`me du calcul de la dose est alors habituellement de´fini comme un proble`me inverse :
« Quelle configuration de faisceaux donne la dose souhaite´e au volume cible et e´pargne les
tissus sains ? ». Pour re´soudre ce proble`me inverse, la dose doit eˆtre calcule´e plusieurs fois
a` l’inte´rieur d’un me´ta-algorithme d’optimisation de contraintes. Pour acce´le´rer le calcul de
la solution, un algorithme de calcul de dose rapide est habituellement utilise´ lors des phases
d’optimisation et un calcul plus exact est utilise´ pour ve´rifier la solution finale. Ide´alement,
2le calcul exact serait utilise´ tout au long du calcul de la solution optimale pour effectivement
s’assurer qu’elle est optimale. Des diffe´rences importantes de plus de 10% ont encore une
fois e´te´ trouve´es en comparant la solution par algorithme rapide a` la solution par algorithme
exact (Ma et al., 2000).
Dans un autre ordre d’ide´e, l’informatique axe´e sur le calcul scientifique a vu apparaˆıtre
au cours des dernie`res anne´es une nouvelle plateforme mate´rielle avec des caracte´ristiques
inte´ressantes pour le type de calcul habituellement rencontre´ dans ce milieu : le processeur
graphique (GPU, graphics processing unit). Le GPU est un processeur massivement paralle`le,
visant un grand nombre d’unite´s de calcul au de´triment d’une petite cache de donne´es. Cette
plateforme n’est donc pas ide´ale pour tous les types de proble`mes, mais ceux retrouve´s
en calcul scientifique e´tant souvent de nature paralle`le, l’inte´reˆt pour la plateforme est
grandissante,par exemple (Satish et al., 2009; Micikevicius, 2009; Volkov and Demmel, 2008;
Thomas et al., 2009; Wang et al., 2009). Le GPU a aussi trouve´ une niche dans le domaine de
la physique me´dicale, par exemple (de Greef et al., 2009; Kutter et al., 2009a; Kutter et al.,
2009b; Badal and Badano, 2009; Despre´s et al., 2008).
Le but de cette the`se est l’e´tude de l’utilisation du processeur graphique (GPU) pour l’im-
ple´mentation d’une plateforme de calcul de dose par simulation de Monte Carlo dans un
contexte de calculs en radiothe´rapie. La solution GPU n’existant pas a` ce jour, elle devra
eˆtre de´veloppe´e.
Le corps de cette the`se est pre´sente´ sous la forme de trois articles scientifiques. Ces articles ont
pour objectif de pre´senter et de valider, en termes de rapidite´ et d’exactitude, la plateforme
dans trois contexte diffe´rents : radiothe´rapie externe avec et sans champ magne´tique et
curiethe´rapie interne.
Ce document est divise´ de la fac¸on suivante : le chapitre 1 pre´sente la the´orie ne´cessaire et
effectue une revue critique de la litte´rature. Le chapitre 2 de´crit la de´marche de l’ensemble
du travail et l’organisation ge´ne´rale du document. Le chapitre 3 pre´sente la description et la
validation de la plateforme GPUMCD dans un cadre de radiothe´rapie externe. Le chapitre 4
pre´sente les modifications a` la plateforme GPUMCD ainsi que sa validation dans un cadre de
3curiethe´rapie. Le chapitre 5 pre´sente les modifications a` la plateforme GPUMCD ainsi que sa
validation pour une calcul en radiothe´rapie externe en pre´sence d’un fort champ magne´tique
pour une utilisation de calcul de dose pour le MRI-Linac (Lagendijk et al., 2008). Le chapitre 6
pre´sente un ensemble d’aspects me´thodologiques ne figurant dans aucun article. Finalement,
le chapitre 7 propose une discussion ge´ne´rale sur le projet, son impact et ses ouvertures.
4CHAPITRE 1
REVUE DE LITTE´RATURE EN CALCUL DE DOSE MONTE CARLO ET
SIMULATIONS SUR GPU
Ce chapitre s’attarde aux concepts et a` la litte´rature pertinente relie´s au calcul de dose par
Monte Carlo, tant du point de vue physique qu’informatique. La section. 1.1 pre´sente le
proble`me du transport d’e´nergie, l’e´quation de Boltzmann, et des algorithmes autres que la
me´thode de Monte Carlo pour la re´soudre. La section 1.2 de´crit la me´thode de Monte Carlo
et son application au proble`me de transport d’e´nergie. La section 1.3 de´taille des me´thodes
existantes pour faire du transport d’e´nergie par simulation Monte Carlo. La section 1.4
de´crit la plateforme mate´rielle, le GPU, ainsi que son environnement de programmation.
La section 1.5 e´nume`re des applications re´centes du GPU a` fins de simulation. Finalement,
la section. 1.6 de´crit le but et les objectifs de cette e´tude.
1.1 Transport d’e´nergie et autres algorithmes de calcul de dose
Cette section traitera ultimement de l’e´quation de Boltzmann ainsi que des diverses fac¸ons
de la re´soudre. Il est par contre ne´cessaire de tout d’abord introduire les notions de sections
efficaces, de pouvoir d’arreˆt et d’interactions entre particules, ce qui fait l’objet de la sec-
tion 1.1.1. Par la suite, en section 1.1.2, l’e´quation de Boltzmann est de´taille´e. En section 1.1.3,
diffe´rents algorithmes de re´solution de l’e´quation de Boltzmann, et donc de calcul de dose,
sont pre´sente´s.
1.1.1 Sections efficaces, pouvoir d’arreˆt et interactions entre particules
Les particules e´nerge´tiques, charge´es ou non, interagissent avec la matie`re de diffe´rentes
manie`res. Ces interactions font que l’e´nergie initiale de la particule e´nerge´tique est ultimement
5de´pose´e dans le milieu, ce qui correspond a` la quantite´ d’inte´reˆt de ce projet, la dose. La dose
se de´finit comme l’e´nergie de´pose´e par unite´ de masse :
D =
E
m
[
J
kg
]
. (1.1)
1.1.1.1 Sections efficaces
Centrale a` la description des diffe´rentes interactions se trouve le concept de section efficace.
Dans un sens ge´ne´ral, la section efficace de´crit la probabilite´, par unite´ de longueur, qu’une
particule interagisse avec une des particules formant le milieu par unite´ de volume :
σ =
dp
Ndz
, (1.2)
ou` σ est la section efficace, p la probabilite´ d’un e´ve´nement quelconque, N la densite´ atomique
et z la distance parcourue. Il est plus habituel d’approcher le proble`me de transport d’e´nergie
en fonction de sections efficaces diffe´rentielles et totales. La section efficace diffe´rentielle de´finit
la distribution de probabilite´ d’interaction en fonction de l’e´nergie et de l’orientation, avant
et apre`s interaction, des diffe´rentes particules implique´es. L’expression de section efficace, σ,
se re´e´crit donc, sous sa forme diffe´rentielle, comme :
d2σ
dEdΩ
(x,E ′, E,Ω′,Ω)dEdΩ
[
1
cm ·MeV · sr
]
. (1.3)
Cette expression repre´sente la probabilite´ par unite´ de longueur qu’une particule avec e´nergie
E ′ et orientation Ω′ a` un point x soit diffuse´e avec une e´nergie de E et une orientation autour
de Ω. La section efficace totale quant a` elle correspond a` la section efficace diffe´rentielle
inte´gre´e pour toutes les e´nergies et orientations :
σ(E) =
∫
dE ′
∫
4pi
σ(E,E ′,Ω,Ω′)dΩ. (1.4)
A` partir de cette de´finition, il est possible d’e´tablir le concept de coefficient d’atte´nuation,
6µ, qui correspond au produit de la section efficace totale et du nombre de particule dans le
milieu, n.
µ(E) = nσ(E) = n
∫
dE ′
∫
4pi
σ(E,E ′,Ω,Ω′)dΩ
[
1
cm
]
, (1.5)
avec n = ρ
A
NA ou` ρ est la densite´, A la masse atomique et NA le nombre d’Avogadro.
Les donne´es tabule´es du coefficient d’atte´nuation ,¸ par exemple (Berger et al., 1998), sont
habituellement normalise´es par la densite´ pour ne pas laisser cette quantite´ de´pendante du
milieu. Les unite´s de µ deviennent donc [cm−2 · g−1].
1.1.1.2 Pouvoir d’arreˆt
Un concept corollaire a` la notion de section efficace est la notion de pouvoir d’arreˆt pour
les particules charge´es. Il se de´finit comme e´tant la vitesse a` laquelle une particule perd de
l’e´nergie a` mesure qu’elle progresse dans un milieu. Mathe´matiquement :
S(E) = −dE
dx
[
eV
cm
]
, (1.6)
ou` S(E) est le pouvoir d’arreˆt. Ce concept est lie´ a` celui de section efficace :
S(x,E ′) =
∫ ∞
0
(E ′ − E) dσ
dE
(E ′, E)dE. (1.7)
Le pouvoir d’arreˆt inclut donc, indiffe´remment, toutes les interactions possibles entre particule
charge´e et matie`re.
1.1.1.3 Interactions entre particules et matie`re
1.1.1.3.1 Photons Cette section porte sur les interactions possibles entre photons et
matie`re. Dans le domaine d’e´nergie de la physique me´dicale, ces interactions sont au nombre
de quatre mais les collisions e´lastiques (diffusion de Rayleigh) ne seront pas explicite´es de par
leur contribution ne´gligeable a` la dose ; reste la collision ine´lastique (diffusion de Compton),
l’effet photoe´lectrique et la production de paire. Nous pouvons donc de´finir le coefficient
7d’atte´nuation total, pour les photons, comme e´tant :
µp(E) = µcomp(E) + µphoto(E) + µpair(E). (1.8)
Les interactions entre photons et matie`re ne de´posent pas directement d’e´nergie et les photons
ne sont donc pas directement responsables du de´poˆt de dose. Par contre, les photons mettent
en mouvement des e´lectrons qui, eux, de´posent de la dose. Les e´quations de sections efficaces,
lorsqu’elles sont simples, seront pre´sente´es pour que la discussion soit comple`te. Elles sont
tire´es directement des documents de re´fe´rence.
Lors d’une interaction de type diffusion Compton, un photon avec une e´nergie Ep et une
direction Ωp entre en collision avec un e´lectron et lui transmet une partie de sa quantite´ de
mouvement. A` la suite de cette interaction se retrouvent un photon de´vie´ et avec une e´nergie
re´duite E ′p et direction Ω
′
p et un e´lectron avec e´nergie E
′
e et direction Ω
′
e. Les e´lectrons
rencontre´s dans un proble`me de radiothe´rapie ne sont pas libres. Une partie de l’e´nergie
doit donc eˆtre utilise´e pour extraire l’e´lectron de son atome. De plus, l’atome retournera a`
son e´tat fondamental et un rayonnement caracte´ristique sera e´mis. La conservation d’e´nergie
s’e´crit donc comme Ep = E
′
p + E
′
e + I ou` I est l’e´nergie d’ionisation. Il est d’usage, a` haute
e´nergie (>1 keV), de ne´gliger ces deux facteurs pour calculer le coefficient d’atte´nuation
pour l’interaction de type Compton qui peut alors se trouver a` l’aide de l’e´quation de Klein-
Nishina (Klein and Nishina, 1929) :
d2σcomp
dΩ′dE ′
= C
(
E ′
E
)2(
E ′
E
+
E
E ′
− sin2(θ)
)
, (1.9)
ou` θ est l’angle entre le photon incident et diffuse´ ( c’est-a`-dire cos(θ) = Ω · Ω′), E ′ l’e´nergie
du photon diffuse´, et C une constante de proportionnalite´.
Lors d’une interaction de type photoe´lectrique, un photon incident avec e´nergie Ep et orien-
tation Ωp donne toute son e´nergie a` un e´lectron. A` la suite de cette interaction le photon a
donc e´te´ absorbe´ et un nouvel e´lectron posse´dant une e´nergie E ′e = Ep − I, ou` I est encore
une fois l’e´nergie d’ionisation, et une orientation Ω′e est mis en mouvement. La section efficace
8diffe´rentielle pour l’orientation d’un e´lectron de couche K est donne´e par la distribution de
Sauter (Sauter, 1931) :
dσphoto
dΩ′e
= C
β3
γ
sin2θe
(1− βcosθe)2
[
1 +
1
2
γ(γ − 1)(γ − 2)(1− βcosθe)
]
(1.10)
ou` C est une constante de proportionnalite´, cos(θe) = ΩP · Ω′e , β est la vitesse de l’e´lectron
en unite´ de vitesse lumie`re et γ = 1√
1−β2
.
Lors d’une interaction de type production de paire, un photon avec une e´nergie Ep est absorbe´
et une paire e´lectron/positron est cre´e´e. L’e´nergie minimale du photon incident est donc Ep ≥
2m0c
2 ou` m0 est la masse de l’e´lectron au repos et c la vitesse de la lumie`re. L’e´quation de
la section efficace ne sera pas pre´sente´e ici puisqu’elle de´pend de plusieurs termes complexes.
Elle peut eˆtre trouve´e a` l’Eq. 2.77 du document sur PENELOPE (Salvat et al., 2003).
1.1.1.3.2 E´lectrons Les types d’interactions entre e´lectrons et matie`re sont au nombre de
trois : collision e´lastique, collision ine´lastique et production de bremsstrahlung. Le coefficient
d’atte´nuation total pour les e´lectrons s’e´crit donc :
µe(E) = µinel(E) + µel(E) + µbrem(E) (1.11)
Lors d’une collision ine´lastique, un e´lectron e´nerge´tique incident avec e´nergie Ee1 et orien-
tation Ωe1 entre en collision avec un e´lectron assume´ au repos. Suite a` cette interaction,
un e´lectron a une e´nergie E ′e1 et une orientation Ω
′
e1 et l’autre a une e´nergie E
′
e2 et une
orientation Ω′e2. De part le principe d’indissociabilite´ des e´lectrons, l’e´lectron avec l’e´nergie
la plus grande est conside´re´ comme l’e´lectron diffuse´ (celui avec l’indice ’1’). La conservation
d’e´nergie donne Ee1 = E
′
e1 + E
′
e2 + I. Si l’e´nergie d’ionisation est ignore´e, l’interaction peut
eˆtre de´crite par la section efficace de Møller (Møller, 1932) :
dσinel
dE ′e2
=
C
β2
(
1
E ′e2
+
1
(Ee1 − E ′e2)2
+
2
(+ 12E2e1
− 2+ 1
(+ 1)2E ′e2(Ee1 − E ′e2)
)
, (1.12)
9ou`  = Ee1
m0c2
, β2 = 1 − (1 + )2 et C est une constante de proportionnalite´. La section
diffe´rentielle l’est seulement par rapport a` l’e´nergie de l’e´lectron secondaire ; l’orientation des
deux e´lectrons est de´finie par la cine´matique et n’est donc pas une quantite´ ale´atoire.
Lors d’une collision e´lastique, un e´lectron e´nerge´tique incident avec e´nergie Ee et orientation
Ωe conserve son e´nergie mais est de´vie´ avec un angle θ = Ωe ·Ω′e. Ce me´canisme ne contribue
donc pas au de´poˆt de dose mais, vu le nombre e´leve´ de collisions e´lastiques pour chaque
e´lectron, il s’agit d’un me´canisme important de de´viation de trajectoire. L’interaction est
de´finie par la section efficace diffe´rentielle de Rutherford (Kawrakow and Rogers, 2000) :
dσel
dµ
=
C
β2τ(τ + 2)
1
(1− µ+ 2η)2 , (1.13)
ou` β est la vitesse de la particule en unite´ de vitesse lumie`re, τ l’e´nergie cine´tique en unite´ de
m et µ = cos(θ). η est un parame`tre d’effet d’e´cran qui peut se de´velopper de diverses fac¸ons
qui ne seront pas de´taille´es ici. Une discussion est disponible a` la re´fe´rence sus-mentionne´e.
Lors d’une interaction de type bremsstrahlung, un e´lectron incident d’e´nergie Ee et orientation
Ωe est ralenti et de´vie´ a` une e´nergie E
′
e et orientation Ω
′
e et un photon e´nerge´tique est cre´e´
avec e´nergie E ′p et orientation Ω
′
p. Le de´veloppement de l’expression de la section efficace est,
similairement a` l’interaction de production de paires, omis de la discussion. Une discussion
est disponible dans (Kawrakow and Rogers, 2000) et le travail fondateur est disponible
dans (Koch and Motz, 1959).
1.1.2 E´quation de Boltzmann
L’e´quation de transport Boltzmann peut eˆtre utilise´e pour de´crire l’e´volution de particules
dans le milieu. Elle est a` la base, de pre`s ou de loin, de tous les algorithmes de calcul de
dose modernes. L’e´quation de Boltzmann est une e´quation d’e´quilibre. Elle e´gale le nombre
de particules dans un e´le´ment de volume ∆V autour d’un point ~x, en fonction de leur e´nergie
E et de leur quantite´ de mouvement normalise´e ~Ω ; avec le nombre de particules cre´e´ dans
le volume ainsi que la somme des interactions ayant eu lieu dans le volume et les particules
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quittant le volume. Une de´rivation rapide de l’e´quation de Boltzmann est pre´sente´e dans
cette the`se par souci de comple´tude alors qu’une de´rivation plus ge´ne´rale peut eˆtre trouve´e
dans (Bouchard, 2010; Leppanen, 2007).
Quelques de´finitions pre´alables sont ne´cessaires pour arriver a` la formulation de la dose. Tout
d’abord, η(~x, ~Ω, E, t) la densite´ de particule. Par de´finition nous trouvons que η(~x, ~Ω, E, t)d~xd~ΩdEdt
est le nombre de particules avec e´nergie E autour de dE et direction ~Ω autour de d~Ω a` la
position ~x dans d~x au temps t autour de dt.
A` partir de la de´finition ge´ne´rale de l’e´quation de Boltzmann, qui balance ce qui entre, ce qui
sort et ce qui est produit a` l’inte´rieur d’une unite´ de volume, nous posons l’e´quation suivante :
dη(~x, ~Ω, E, t)
dt
= Particules produites + Interactions de particules (1.14)
Le nombre de particules traversant le point ~x par unite´ de temps est de´fini comme :
~j(~x, ~Ω, E, t) =
∂η(~x, ~Ω, E, t)
∂t
(1.15)
et le flux de particules comme :
φ(~x, ~Ω, E, t) = v · η(~x, ~Ω, E, t), (1.16)
ou` v est la vitesse de la particule. Nous trouvons donc
φ(~x, ~Ω, E, t) =
∂η(~x, ~Ω, E, t)
∂s
(1.17)
ou` s est la longueur de trajet de la particule.
De Eq. 1.14 et Eq. 1.16, nous avons :
1
v
dφ(~x, ~Ω, E, t)
dt
=
1
v
∂φ(~x, ~Ω, E, t)
dt
+ ~Ω∇φ(~x, ~Ω, E, t) = S + I, (1.18)
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ou` S est le terme de source et I le terme d’inte´raction.
En inte´grant sur le temps, nous obtenons l’e´quation de Boltzmann inde´pendante du temps :
~Ω∇ϕ(~x, ~Ω, E, t) = S + I, (1.19)
ou` ϕ(~x, ~Ω, E, t) est la fluence, de´finie comme :
ϕ(~x, ~Ω, E, t) =
∫ ∞
0
φ(~x, ~Ω, E, t)dt. (1.20)
A` partir des de´finitions de la section 1.1.1, deux termes d’interactions sont de´finis : Ip pour
les photons et Ie pour les e´lectrons. Nous trouvons (Bouchard, 2010) :
Ip(~x, ~Ω, Ep) =−
∫ ∫
4pi
ϕp(~x, ~Ω, Ep)µphoto(~x,Ep, ~Ω, Ep − I, ~Ω′)d~Ω′
−
∫ Ep−I
0
dE ′p
∫ ∫
4pi
ϕp(~x, ~Ω, Ep)µcomp(~x,Ep, ~Ω, E
′
p, ~Ω
′)d~Ω′
−
∫ Ep−2m0c2
0
dE ′e
∫ ∫
4pi
ϕp(~x, ~Ω, Ep)µpair(~x,Ep, ~Ω, E
′
e, ~Ω
′)d~Ω′
+
∫ Ep−I
0
dE ′p
∫ ∫
4pi
ϕp(~x, ~Ω, E
′)µcomp(~x,E ′p, ~Ω, Ep, ~Ω
′)d~Ω′
+
∫ Ee
0
dE ′e
∫ ∫
4pi
ϕe(~x, ~Ω, E
′
e)µbrem(~x,E
′
e, ~Ω
′, Ep, ~Ω)d~Ω′
(1.21)
ou` les coefficients d’atte´nuations µ utilise´s sont base´s sur les sections efficaces diffe´rentielles et
non totales. Le premier terme correspond a` la perte de photons due a` l’effet photoe´lectrique,
le deuxie`me a` la perte due a` l’effet Compton et le troisie`me a` la perte due a` l’effet de
production de paires. Le quatrie`me terme repre´sente le photon de´vie´ lors de l’effet Compton et
12
le cinquie`me le gain d’un photon lors d’une interaction de bremsstrahlung. De fac¸on similaire :
Ie(~x, ~Ω, Ee) = +
∫ ∫
4pi
ϕp(~x, ~Ω, E
′
p)µphoto(~x,E
′
p,
~Ω, Ee − I, ~Ω′)d~Ω′
+
∫ Ep−I
0
dE ′e
∫ ∫
4pi
ϕp(~x, ~Ω, E
′
p)µcomp(~x,E
′
p, ~Ω, Ee, ~Ω
′)d~Ω′
+
∫ Ep−2m0c2
0
dE ′e
∫ ∫
4pi
ϕp(~x, ~Ω, E
′
p)µpair(~x,E
′
p, ~Ω, Ee, ~Ω
′)d~Ω′
+
∫ E′e+I
2
0
dE ′e
∫ ∫
4pi
ϕe(~x, ~Ω, E
′
e)µinel(~x,E
′
e,
~Ω, Ee, ~Ω
′)d~Ω′
+
∫ Ee
E′e+I
2
dE ′e
∫ ∫
4pi
ϕe(~x, ~Ω, E
′
e)µinel(~x,E
′
e,
~Ω, Ee, ~Ω
′)d~Ω′
−
∫ Ee
0
dE ′e
∫ ∫
4pi
ϕe(~x, ~Ω, Ee)µinel(~x,Ee, ~Ω, E
′
e, ~Ω
′)d~Ω′
−
∫ Ee
0
dE ′p
∫ ∫
4pi
ϕe(~x, ~Ω, Ee)µbrem(~x,Ee, ~Ω
′, E ′p, ~Ω)d~Ω
′
+
∫ Ee
0
dE ′e
∫ ∫
4pi
ϕe(~x, ~Ω, E
′
e)µbrem(~x,E
′
e, ~Ω
′, Ee, ~Ω)d~Ω′
(1.22)
ou` les coefficients d’atte´nuations diffe´rentiels sont encore utilise´s. Les trois premiers termes
repre´sentent des gains d’e´lectrons dus aux interactions entre photons et matie`re et les qua-
trie`me et cinquie`me termes les e´lectrons re´sultant d’une collision ine´lastique. Le sixie`me terme
repre´sente l’e´lectron incident lors de la collision e´lastique, le septie`me terme est responsable
de la perte d’une partie de l’e´nergie de l’e´lectron pour cre´er un photon lors de bremsstralung
et le huitie`me est l’e´nergie restante de l’e´lectron.
A` ce point, l’e´quation 1.19 peut eˆtre utilise´e pour calculer la dose de´pose´e en tout point.
Physiquement, la dose correspond a` la somme des e´nergies d’ionisation libe´re´es par unite´ de
volume. De fac¸on plus pratique, la notion de pouvoir d’arreˆt peut eˆtre utilise´e pour calculer
la dose :
D(~x)m(~x) =
∫ ∞
0
S(~x,E)
∫
4pi
ϕ(~x,Ω, E)dΩdE (1.23)
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1.1.3 Autres algorithmes de calcul de dose
Cette section fait e´tat des alternatives a` la simulation de Monte Carlo pour le calcul de la
dose. Nous faisons abstraction des me´thodes ancestrales du calcul de dose, qui se basaient tre`s
peu sur les donne´es spe´cifiques aux patients, pour se concentrer sur trois me´thodes modernes :
le faisceau pinceau, la convolution/superposition et la me´thode de´terministe de re´solution de
l’e´quation de Boltzmann.
1.1.3.1 Le faisceau pinceau
Les algorithmes pre´sente´s, notamment celle du faisceau pinceau, ont leur source dans diverses
approximations de l’e´quation de Boltzmann. Tout le de´tail mathe´matique n’est pas pertinent
pour ce travail et est pre´sente´ dans un article de Bo¨rgers et Larsen (Borgers and Larsen,
1996). En termes ge´ne´raux, le faisceau pinceau se base sur l’approximation de Fokker-Plank
et de Fermi pour re´soudre l’e´quation de Boltzmann. L’approximation de Fokker-Plank e´met
l’hypothe`se que la distribution de probabilite´ de l’angle de diffusion d’un e´lectron apre`s
collision favorise fortement un petit angle. L’approximation de Fermi va une e´tape plus loin
et e´value l’e´quation de Fokker-Plank en ne gardant que le terme principal d’un de´veloppement
de Taylor de cette dernie`re. Ce de´veloppement mathe´matique pourrait en the´orie permettre
une solution analytique. En pratique, il est rare que ceci se re´alise et une approche par noyau
(kernel) est plutoˆt employe´e (Ahnesjo¨ et al., 1992; Jelen´ et al., 2005). Le noyau est le re´sultat
d’une simulation Monte Carlo ou` un faisceau mince interagit avec un cube d’eau et ou` le
re´sultat, en termes de distribution de dose, est conserve´. Par la suite, lors d’une situation
de calcul de dose, le faisceau primaire e´manant de la source externe est divise´ en un certain
nombre de faisceaux pinceaux. La dose totale est calcule´e comme e´tant la superposition de la
contribution de chacun des faisceaux pinceaux composant le faisceau primaire. La subdivision
du faisceau doit avoir la proprie´te´ d’auto consistance (self consistency) qui assure que la
superposition de N faisceaux pinceaux, dans un fantoˆme he´te´roge`ne (ou` diffe´rents mate´riaux
de proprie´te´s d’atte´nuation diffe´rentes sont pre´sents), donne la meˆme dose que si le faisceau
primaire avait e´te´ divise´ en 2N ou 0.5N faisceaux pinceaux. Le faisceau pinceau peut tenir
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compte des he´te´roge´ne´ite´s en profondeur en mettant a` l’e´chelle le noyau et en calculant une
profondeur e´quivalente en eau.
1.1.3.2 La convolution-superposition
La me´thode par convolution-superposition (CS) (Mackie et al., 1985; Liu et al., 1997) est
similaire a` la me´thode du faisceau pinceau en ce sens que les deux utilisent des noyaux extraits
de simulations de Monte Carlo. Si la me´thode faisceau pinceau utilise un noyau re´sultant
de l’interaction entre une ligne et un fantoˆme, la me´thode de CS re´sulte de l’interaction
entre un point et un fantoˆme. En effet, les particules primaires sont force´es d’interagir en
un point et la simulation Monte Carlo e´tablit comment l’e´nergie est diffuse´e autour de ce
point, en prenant en conside´ration la direction du faisceau incident. La me´thode de CS se
divise en deux parties : la phase de TERMA (total energy release per mass unit, e´nergie
totale transfere´e par unite´ de masse) et la phase de superposition ou convolution. La phase
de TERMA consiste a` calculer la fluence due aux particules primaires e´manant de la source
externe a` chaque point dans le fantoˆme et se fait habituellement par un trac¸age de rayon entre
la source et le point de calcul. La phase de convolution/superposition utilise le noyau pour
mode´liser le diffuse´ de radiation en convoluant/superposant la valeur de la TERMA en un
point et le noyau obtenu par simulation Monte Carlo. La prise en charge des he´te´roge´ne´ite´s
se fait aux deux e´tapes. Lors de la phase de TERMA, la fluence en tout point obe´it a` une
atte´nuation exponentielle de´croissante ainsi qu’a` l’inverse du carre´ de la distance. Ces deux
e´le´ments peuvent eˆtre mis a` l’e´chelle en prenant une longueur e´quivalente dans l’eau plutoˆt
qu’une longueur ge´ome´trique. De meˆme, lors de la phase de superposition (la convolution
exclut le traitement des he´te´roge´ne´ite´s puisque le noyau doit eˆtre invariant pour que le
the´ore`me de convolution s’applique), le noyau peut eˆtre mis a` l’e´chelle pour tenir compte
des he´te´roge´ne´ite´s. Le principe de convolution/superposition peut mode´liser exactement le
diffuse´ de premier ordre c’est-a`-dire les particules secondaires e´mises des particules primaires
mais il ne peut qu’approximer le diffuse´ d’ordres supe´rieurs (Bielajew, 2001).
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1.1.3.3 Solution de´terministe de l’e´quation de Boltzmann
La me´thode de´terministe (BOMAN, 2007; Hensel et al., 2006) diffe`re des deux autres me´-
thodes pre´sente´es pre´ce´demment. Elle peut eˆtre conside´re´e analogue aux simulations de Monte
Carlo en termes d’exactitude et de physique incluse lors du calcul, mais utilise une me´thode
diffe´rente pour re´soudre l’e´quation de Boltzmann : une me´thode de´terministe par inte´gration
nume´rique. Comme discute´, l’e´quation de Boltzmann n’a pas de solution analytique pour des
cas non triviaux. Une inte´gration nume´rique par maillage du domaine est donc utilise´e. La
me´thode des e´le´ments finis, par exemple, peut eˆtre utilise´e pour re´aliser la discre´tisation du
proble`me et la description de chacun des e´le´ments discrets. Dans sa forme comple`te, cette
me´thode prend rigoureusement en compte les he´te´roge´ne´ite´s, en admettant que la grille soit
assez fine, ainsi que les diffe´rences quant au comportement des particules dans les re´gions de
diffe´rentes compositions et donc aux variations de sections efficaces de´crivant ces phe´nome`nes.
Les approximations de´ja` discute´es pour l’algorithme de faisceau pinceau peuvent aussi eˆtre
utilise´es pour faciliter l’inte´gration. L’e´quation de Boltzmann sera finalement de´crite comme
un syste`me d’e´quations line´aires a` re´soudre. Les principales failles de cette me´thode sont la
dure´e des calculs qui est prohibitive (plusieurs jours dans certain cas) ainsi que la quantite´ de
me´moire requise pour effectuer la re´solution du syste`me d’e´quations de´crivant le proble`me.
Ce type de calcul donne aussi lieu a` des erreurs syste´matiques de discre´tisation et d’inversion
de matrice.
1.2 Calcul de dose par simulation Monte Carlo
La me´thode de Monte Carlo a vu le jour au laboratoire de Los Alamos suite aux travaux de
Ulam, Metropolis et Von Neumann. La me´thode de Monte Carlo a pour but de re´soudre un
syste`me (ou une inte´grale) par la re´pe´tition d’une expe´rience de fac¸on stochastique jusqu’a`
ce que le re´sultat converge (Bielajew, 2001). Une autre fac¸on de la pre´senter est de dire
que l’on peut re´soudre un syste`me macroscopique a` l’aide d’une se´rie d’expe´riences sur
les interactions microscopiques qui forment le syste`me. Finalement, la me´thode de Monte
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Carlo se veut un outil pour trouver le comportement moyen d’un syste`me a` travers plusieurs
e´ve´nements inde´pendants et ale´atoires. Dans le contexte de la pre´sente e´tude, la me´thode de
Monte Carlo e´tablit le parcours moyen des particules physiques pour en de´duire la re´partition
d’e´nergie moyenne dans un milieu. Les particules sont guide´es par des quantite´s physiques
connues : les probabilite´s d’interactions, exprime´es sous forme de distributions de probabilite´.
La combinaison de ces distributions et d’un ge´ne´rateur de nombres pseudo-ale´atoires est a` la
base de la ge´ne´ration de trajets ale´atoires pour les particules.
L’approche par Monte Carlo ne de´pend pas de la nature stochastique du proble`me. En effet,
des proble`mes de´terministes peuvent aussi eˆtre re´solus par simulation de Monte Carlo. Le
seul requis est que le proble`me puisse s’exprimer comme e´tant une fonction des nombres
ale´atoires utilise´s par la me´thode de Monte Carlo (James, 1980). La me´thode de Monte Carlo
se retrouve dans plusieurs sphe`res des sciences physiques : astronomie, chimie quantique,
me´te´orologie, microbiologie, etc.
1.2.1 Notions de probabilite´ ne´cessaires pour mode´lisation Monte Carlo
Quelques notions de probabilite´ sont ne´cessaires avant de de´tailler la me´thode de Monte
Carlo et comment elle peut s’appliquer au proble`me du transport d’e´nergie. Une revue plus
en de´tail peut eˆtre trouve´e dans (Feller, 1968).
La densite´ de probabilite´ (pdf) est utile pour de´finir la probabilite´ qu’une variable ale´atoire
continue, X, soit a` l’inte´rieur d’un intervalle dx :
P (X|x1 < X < x1 + dx) = p(x1)dx (1.24)
Les proprie´te´s d’une pdf, de´coulant directement des principes fondamentaux des probabilite´s,
sont :
p(x) ≥ 0, (1.25)∫ b
a
p(x)dx = 1, (1.26)
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ou` le domaine de validite´ de p est x[a, b]. La distribution de densite´ cumulative (CDF) se
de´finit comme :
F (x) =
∫ x
−∞
p(x′)dx′ = P (X < x) (1.27)
lim
x→∞
F (x) = 1, (1.28)
et de cette relation de´coule
p(x) =
dF (x)
dx
. (1.29)
L’espe´rance et la variance sont deux quantite´s utiles lors de l’e´tude d’un proble`me par
simulation de Monte Carlo. L’espe´rance d’une variable ale´atoire X se de´finit comme
E[X] =
∫
Ω
xp(x)dx, (1.30)
et sa variance comme
var[X] = E
[
(X − E[X])2]
= E[X2]− E[X]2.
(1.31)
L’e´cart-type, qui sera aussi appele´ incertitude, se de´finit finalement comme
σ(X) =
√
var[X]. (1.32)
1.2.2 Proprie´te´s et quantite´s d’inte´reˆt
Au sens formel, la me´thode de Monte Carlo peut s’exprimer comme une inte´gration (James,
1980). L’inte´grale
I =
∫
Ω
f(x)dx, (1.33)
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ou` f est une fonction quelconque, peut s’e´valuer a` l’aide de l’inte´gration de Monte Carlo
suivante en ge´ne´rant un ensemble d’e´chantillons ale´atoires a` partir de la pdf du proble`me :
f =
1
N
N∑
i
f(Xi)
p(Xi)
, (1.34)
ou` N est le nombre d’e´chantillons (historique) ge´ne´re´s. De fac¸on moins ge´ne´rale mais plus
pre`s du proble`me qui nous occupe dans cette the`se, la simulation de Monte Carlo nous aidera
a` re´gler le proble`me suivant : nous cherchons une quantite´ d’inte´reˆt, inconnue, µ, a` partir d’un
ensemble d’e´chantillons ale´atoires {Xi}. La moyenne e´chantillonne´e, X, se de´finit comme :
X =
1
N
N∑
i=0
Xi. (1.35)
Cette dernie`re quantite´ est appele´e estimateur de la moyenne re´elle, µ.
Deux proprie´te´s importantes d’un estimateur sont le biais et la consistance. Le biais, B, est
de´fini comme e´tant l’espe´rance de l’erreur, ErMC , de la simulation de Monte Carlo :
ErMC = X − µ, (1.36)
B[X] = E[ErMC ]. (1.37)
L’estimateur est non-biaise´ si le biais tend vers 0 pour N non nul. La consistance de l’esti-
mateur indique que son ErMC tend vers 0. Une preuve que l’estimateur X est non biaise´ est
de´crite en Annexe II. Les conditions suivantes sont suffisantes pour prouver un estimateur
consistant : 1) il est non biaise´ et 2) sa variance tend vers 0 avec un nombre d’e´chantillons
N croissant.
La variance permet, ultimement, de quantifier la confiance que l’on peut avoir envers les
re´sultats obtenus. La de´finition de variance peut eˆtre applique´e a` l’e´quation 1.34 pour trouver
la variance associe´e en fonction du nombre d’historiques simule´s (Veach, 1997)
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var[X] = var
[
1
N
N∑
i=1
Xi
]
=
1
N2
[
N∑
i=1
var(Xi)
]
=
σ2
N
(1.38)
ou` la formule de Bienayme´ a e´te´ utilise´e puisque nous sommes en pre´sence d’une somme de
variables non corre´le´es :
var
(
n∑
i=1
Xi
)
=
n∑
i=1
var(Xi). (1.39)
L’estimateur de moyenne X est donc consistant. L’e´quation 1.38 de´montre que pour diminuer
l’incertitude statistique
√
var[X] de N , il faut simuler N2 fois plus d’historiques. Ce re´sultat a
de l’importance puisqu’il vient en quelque sorte borner l’incertitude qu’il est possible d’obtenir
de fac¸on pratique.
Puisque l’e´cart type statistique, σ, nous est aussi inconnu, nous devons utiliser un estimateur
de variance e´chantillonne´e s2. Un estimateur non biaise´ de s2 est :
s2 =
1
N − 1
N∑
i=1
(Xi −X)2. (1.40)
Une preuve de´montrant que cet estimateur est non biaise´ est donne´e en Annexe II.
1.2.2.1 Convergence
Le re´sultat de l’Eq. 1.38 montre que le taux de convergence de la me´thode est inde´pendant
du nombre de dimensions et est proportionnel a` 1/
√
N . Il s’agit la` de l’avantage principal de
la me´thode de Monte Carlo : de pouvoir inte´grer des domaines de dimension e´leve´e avec la
meˆme aisance que les proble`mes avec domaine de petite dimension. En effet, les proble`mes de
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grande dimension n’ont parfois pas de solution analytique, comme c’est le cas pour l’e´quation
de Boltzmann, ou` il devient peu pratique de la re´soudre avec une quadrature nume´rique.
Une inte´gration nume´rique de´terministe se fait habituellement par quadrature nume´rique.
Dans sa forme la plus simple, l’inte´gration se re´sume a` :
I =
∫ b
a
f(x)dx =
N∑
i=0
∫ xi+
xi−
f(xi)dx, (1.41)
ou`
xi− = a+
i(b− a)
N
− b− a
2N
xi+ = a+
i(b− a)
N
+
b− a
2N
.
(1.42)
Chacune des sous inte´grales peut se re´soudre par une me´thode d’inte´gration nume´rique,
notamment la me´thode du trape`ze :
∫ xi+
xi−
f(xi) = (xi+ − xi−)(f(xi+)− f(xi−))
2
. (1.43)
En remplac¸ant dans Eq. 1.41, l’inte´gration devient :
Iˆ =
a− b
N
(f(x0) + 2f(x1) + ...+ 2f(xx−1) + f(xn)) + E (1.44)
ou` E, le terme d’erreur, est de´fini par (Fortin, 1996)
E =
∣∣∣I − Iˆ∣∣∣ ≤ C ||f ′′||
N2
(1.45)
ou` C est une constante. Cette construction en une dimension peut se ge´ne´raliser en D
dimensions pour donner un terme d’erreur (James, 1980) :
E ≤ C ||f
′′||
N2/D
(1.46)
En rappelant que la convergence de la me´thode de Monte Carlo est en 1/
√
N : il est donc
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e´vident qu’il existe toujours une complexite´, en terme de nombre de dimensions, ou` la me´thode
de Monte Carlo devient avantageuse.
Un autre the´ore`me important pour qualifier le re´sultat d’une simulation de Monte Carlo
est le the´ore`me de limite centrale (James, 1980). Le the´ore`me indique que la somme d’un
grand nombre de variables ale´atoires est distribue´e selon une distribution normale. Cette
distribution est comple`tement de´finie a` l’aide de la moyenne X et son incertitude σX . A`
partir de cette proprie´te´, qui s’applique lorsque N est suffisamment grand, il est possible
de poser que la ve´ritable valeur µ se situe a` l’inte´rieur d une distance ±σX de X avec une
probabilite´ de 68.3%, a` l’inte´rieur d’une distance de ±2σX de X avec une probabilite´ de
95.4% et a` l’inte´rieur d’une distance de ±3σX de X avec une probabilite´ de 99.7%.
1.2.2.2 E´chantillonage
La me´thode pour ge´ne´rer des historiques consiste a` interroger les distributions de probabilite´
qui de´crivent le proble`me. Ce concept se nomme l’e´chantillonnage. La me´thode choisie pour
e´chantillonner ces distributions de probabilite´ de´pend de la nature de la distribution.
La me´thode d’e´chantillonnage directe (Bielajew, 2001) se base sur le fait que l’inverse d’une
CDF peut eˆtre facilement trouve´e de fac¸on analytique. Pour utiliser la me´thode, nous avons
besoin d’un nombre ale´atoire, ξ, distribue´ de fac¸on uniforme dans l’intervalle [0,1], c’est-a`-
dire :
F (ξ) = ξ, si 0 ≤ ξ ≤ 1 (1.47)
A` l’aide de cette variable ale´atoire, la CDF peut eˆtre e´chantillonne´e puisque celle-ci a aussi
la caracte´ristique d’eˆtre de´finie sur l’intervalle [0,1]. Mathe´matiquement : ξ = F (x) ce qui
revient a` trouver la valeur de x pour laquelle cette e´quation est ve´rifie´e. Si la CDF est
inversible, nous pouvons trouver x = F−1(ξ) et x a donc e´te´ e´chantillonne´ ale´atoirement.
Lorsque l’inverse de la CDF ne peut pas eˆtre trouve´ facilement, une deuxie`me me´thode
d’e´chantillonnage peut eˆtre utilise´e : la me´thode par rejet (Salvat et al., 2006). La me´thode
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demande de pouvoir e´chantillonner rapidement (par la me´thode directe par exemple), une
distribution g(x) tel que Cg(x) > f(x) en tout point, ou` C est une constante. Les e´tapes de
la me´thode sont les suivantes :
1. E´chantillonner une variable ale´atoire x de Cg(x)
2. Ge´ne´rer une variable ale´atoire ξU [0, 1]
3. Si ξ ≤ f(x)
Cg(x)
accepter x, sinon revenir au point 1.
Il est donc facile de voir que l’efficacite´ de cette me´thode n’est pas toujours comple`te et de
par le principe d’enveloppe l’e´chantillon sera accepte´ avec un ratio e´gal a` l’intersection de
f(x) et Cg(x).
1.2.2.3 Efficience et re´duction de variance
Une quantite´ d’inte´reˆt pour e´valuer la qualite´ d’une approche Monte Carlo est la notion
d’efficience :
 =
1
Tσ2
, (1.48)
ou` T est le temps requis pour calculer X. La conception d’une simulation de Monte Carlo
vise a` cre´er des estimateurs efficients. L’ensemble des techniques pour augmenter l’efficience
d’un estimateur se nomme re´duction de variance. L’ajout de ces techniques rend parfois
la simulation de´pendante du proble`me, ce qui enle`ve de la ge´ne´ralite´ a` la me´thode. Les
techniques de re´ductions de variance ne feront pas l’objet de la pre´sente e´tude. Une revue de
quelques-unes de ces techniques est faite par Kawrakow (Kawrakow and Fippel, 2000).
1.2.3 Ge´ne´ration de parcours en transport d’e´nergie par simulation de Monte
Carlo.
La me´thode de Monte Carlo pour le transport d’e´nergie se distingue d’une me´thode de´termi-
niste par le fait que l’e´quation de Boltzmann n’est jamais re´ellement solutionne´e. En effet, il
est possible, comme il sera pre´sente´ ici, d’exprimer le proble`me de transport d’e´nergie par la
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me´thode de Monte Carlo sans se re´fe´rer a` l’e´quation de Boltzmann.
Ce que l’approche par simulation de Monte Carlo accomplit est de faire le comptage d’une
certaine quantite´ d’inte´reˆt. Cette quantite´ peut eˆtre, par exemple, le nombre d’interactions,
l’e´nergie de´pose´e, la distance parcourue, etc..
1.2.3.1 Ge´ne´ralite´s
Le proble`me de transport d’e´nergie dans un milieu se preˆte bien a` la deuxie`me illustration de
la re´solution d’un proble`me par simulation de Monte Carlo introduite en de´but de chapitre :
la re´partition de la dose (de l’e´nergie par unite´ de masse) dans chaque re´gion, notre processus
macroscopique D(~x), peut se trouver en simulant les e´le´ments microscopiques du proble`me
soient les parcours des particules a` l’inte´rieur du milieu. La simulation de Monte Carlo revient
donc a` lancer un certain nombre de particules primaires, N , et de voir comment ces N
particules se re´partissent dans le milieu et ou` elles de´posent leur e´nergie. L’e´chantillonnage
du parcours rame`ne a` un processus de Markov (Salvat et al., 2006) ou` le parcours total de
la particule est divise´ en un ensemble d’interactions, de de´viations et de de´poˆts d’e´nergie
inde´pendant les uns des autres. L’e´chantillonage du prochain sous-parcours de´pend donc
seulement des proprie´te´s actuelles de la particule et non des interactions qu’elle a subies
auparavant.
L’e´chantillonnage des parcours de particule se fait par e´chantillonnage des diffe´rentes sections
efficaces diffe´rentielles pre´sente´es au Chapitre 1. En effet, ces dernie`res permettent de de´finir
l’orientation de la particule apre`s interaction, l’e´nergie transfe´re´e a` une particule secondaire
ainsi que l’orientation de cette particule secondaire, ce qui constitue l’ensemble des informa-
tions dont nous avons besoin pour e´chantillonner un parcours complet.
Les particules a` simuler e´voluent dans un environnement a` 6 dimensions : trois de position
~x = {x, y, z}, deux d’orientation ~Ω = {θ, φ} et une d’e´nergie E. Chacune des interactions
alte`re l’une ou l’autre ou toutes ces composantes.
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La simulation de Monte Carlo de´crit le parcours chacune des particules primaires ainsi que
toutes les particules secondaires cre´e´es au cours des interactions jusqu’a` ce que chacune
d’entre elles sortent de la re´gion e´tudie´e ou que leur e´nergie soit sous une certaine limite
dicte´e par l’utilisateur. Cette dernie`re condition a un aspect pratique mais elle est aussi une
ne´cessite´ puisque les sections efficaces divergent, c’est-a`-dire la distance entre deux interac-
tions successives tend vers 0, lorsque l’e´nergie tend vers 0. Cette approximation implique
ne´cessairement une certaine perte d’exactitude puisqu’une particule qui aurait de´pose´ une
partie de son e´nergie en ~x a plutoˆt e´te´ absorbe´e en ~x′. Pour illustrer cette approximation,
avec une limite en e´nergie pour les e´lectron Eth = 10 keV un e´lectron parcourra en moyenne
10−4 cm dans l’eau avant d’eˆtre comple`tement absorbe´ (Berger et al., 2006). Cette quantite´
se calcule a` l’aide de la notion de porte´e :
R =
∫ E
0
[
S(E)
ρ(~x)
]−1
dE. (1.49)
Pour les photons, le re´sultat est quelque peu diffe´rent puisque ceux-ci ne de´posent pas direc-
tement d’e´nergie mais ge´ne`rent des e´lectrons secondaires qui eux vont de´poser de l’e´nergie.
Avec une limite d’e´nergie pour les photons de Pth = 1 keV la distance moyenne a` la prochaine
interaction (MFP) est de 2.5−4 cm et l’e´nergie maximale de l’e´lectron qui pourrait eˆtre cre´e´
a` cet endroit est de 1 keV.
Ces approximations ont donc un impact non nul sur l’exactitude du calcul Monte Carlo mais
leur impact de´pend de l’exactitude requise par l’application. Par exemple, pour le calcul sur
une grille voxe´lise´e ou` chaque voxel a une taille de 0.5 cm, un e´lectron de 10 keV a peu de
chance de sortir de son voxel et donc l’approximation est sans impact. Par contre, dans une
ge´ome´trie parame´tre´e ou` certaines composantes peuvent avoir une taille sous-millime´trique,
il est important de garder Eth et Pth aussi bas que possible.
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1.2.3.2 Source de particules
La simulation de´marre par l’e´mission de particules a` partir d’une source, le terme S(~x, ~Ω, E)
de l’Eq 1.19. Ce terme peut eˆtre situe´ a` l’inte´rieur ou a` l’exte´rieur du domaine ou` le de´poˆt
de dose a lieu.
Pour un proble`me de radiothe´rapie externe, ou` la source de particules re´elle est un acce´le´rateur
line´aire, la source virtuelle est place´e a` l’exte´rieur du domaine. Le degre´ de fide´lite´ de la
repre´sentation de l’acce´le´rateur line´aire est variable. A` un extreˆme, une source ponctuelle et
monoe´nerge´tique peut eˆtre utilise´e pour remplacer l’acce´le´rateur line´aire. A` l’autre extreˆme,
une repre´sentation comple`te de la ge´ome´trie de la teˆte de l’acce´le´rateur line´aire et une source
re´aliste d’e´lectrons frappant une cible en tungste`ne pour permettre la ge´ne´ration de photons
de bremsstrahlung peut eˆtre utilise´e. Cette dernie`re possibilite´ repre´sente a` elle seule une
simulation de Monte Carlo de transport d’e´nergie. Le re´sultat de cette simulation peut eˆtre
utilise´ directement par une autre simulation faisant le transport a` l’inte´rieur du patient ou
stocke´ hors ligne dans un fichiers d’espace de phase, stockant l’e´nergie, la position ainsi que
l’orientation de toutes les particules croisant un plan donne´. Dans tous les cas, les particules
ge´ne´re´es doivent eˆtre projete´es sur la frontie`re de la re´gion de simulation.
Pour un proble`me de curiethe´rapie, ou` la source de particules re´elle est une source radioactive
place´e a` l’inte´rieur du patient, la source virtuelle est a` l’inte´rieur du domaine de simulation.
La source peut encore une fois eˆtre simple : une source isotrope et monoe´nerge´tique ; ou
complexe : une repre´sentation comple`te de la ge´ome´trie de la source et du spectre du radio-
nucle´ide.
1.2.3.3 Distance a` la prochaine interaction
Comme mentionne´ pre´ce´demment, le parcours macroscopique d’une particule se de´finit comme
un ensemble de sous-parcours microscopiques inde´pendants les uns des autres, tel un processus
de Markov. Il est donc possible de de´finir le parcours d’une particule a` partir d’un e´tat,
un triplet {~x, ~Ω, E}. La discussion qui suit s’applique de fac¸on absolue tant aux particules
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charge´es qu’aux particules non charge´es mais il sera explique´ au Chapitre 3 que le parcours des
particules charge´es est trouve´ en pratique d’une fac¸on diffe´rente. A` partir de l’e´tat, la distance
a` la prochaine interaction de la particule est trouve´e en fonction du coefficient d’atte´nuation
total, µ, de´taille´ en section 1.1.1. De µ, le MFP est de´fini :
λ = µ−1, (1.50)
et correspond a` la distance espe´re´e entre deux interactions e´tant donne´ un milieu homoge`ne
de coefficient d’atte´nuation µ(~x) = µ et une particule avec un e´tat {~x, ~Ω, E}. Dans une
approche Monte Carlo, la distance a` la prochaine interaction est e´chantillonne´e a` partir de
la pdf de la distance du libre parcours. Cette distribution se trouve de la fac¸on suivante.
Admettons dP (s) la probabilite´ d’interagir dans un e´le´ment de distance infinite´simal. Cette
quantite´ est, par de´finition, e´gale a`
dP (s) = µds. (1.51)
Admettons aussi P0(s) la probabilite´ qu’une particule ait parcouru s0 → s sans interagir, la
probabilite´ de non-interaction. La variation de probabilite´ de non-interaction si la particule
parcours un ds supple´mentaire est :
dP0(s) = −P0(s)µds. (1.52)
En regroupant les termes semblables, nous obtenons :
dP0(s)
P0(s)
= −µds, (1.53)
et apre`s inte´gration :
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P0(s) = e
−sµ. (1.54)
Avec ces deux de´finitions, il est possible de poser la quantite´ suivante : la probabilite´ que
la particule ait parcouru une distance s0 → s sans interagir et qu’elle interagisse dans le
prochain ds :
P0(s)µds = µe
−sµds. (1.55)
La pdf de la distance de libre parcours est donc :
f(s) = µe−sµ. (1.56)
L’Eq. 1.56 peut eˆtre e´chantillonne´e pour trouver la distance a` la prochaine interaction pour
chacun des sous-parcours avec la me´thode directe d’e´chantillonnage. La CDF de Eq. 1.56 est
F (s) = 1− e−µs et suivant la me´thode directe :
ξ = F (s), (1.57)
ou` ξ est une variable ale´atoire re´partie uniforme´ment dans l’intervalle (0,1], pour finalement
e´chantillonner s :
s = λ log(ξ). (1.58)
Par la suite, la particule peut eˆtre avance´e a` la position de la prochaine interaction suivant
~x′ = ~x+ sΩ, (1.59)
et son e´nergie modifie´e selon l’e´chantillonage de l’interaction. A` cette e´tape, il est possible que
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la position ~x′ soit hors du domaine e´tudie´. Le parcours de cette particule est alors termine´.
1.2.3.4 Transport en milieu he´te´roge`ne
Il faut rappeler que l’Eq. 1.56 prend en hypothe`se un milieu homoge`ne et infini. Or, le
transport de particules peut se faire dans des milieux he´te´roge`nes ou` diffe´rents mate´riaux
de proprie´te´s d’atte´nuation diffe´rentes sont pre´sents. L’hypothe`se d’un facteur d’atte´nuation
constant pour tout le milieu ne tient alors plus. Admettant la situation suivante : la distance a`
la prochaine interaction, s, est telle que la particule parcourrait une distance s1 dans la re´gion
r1 de facteur d’atte´nuation µ1 et une distance s2 dans la re´gion r2 de facteur d’atte´nuation
µ2. La distance a` la prochaine interaction doit donc eˆtre corrige´e pour tenir compte de ce
changement de milieu. Une possibilite´ de correction est la suivante (Leppanen, 2007) :
e−s2µ2 = e−(s−d)µ1 ⇐⇒ µ2s2 = (s− d)µ1 (1.60)
ou` d est la distance de la position courante a` la limite de la re´gion r1. A` partir de cette
relation, la distance corrige´e entre la position actuelle et la position de prochaine interaction,
en tenant compte des milieux diffe´rents, se calcule comme :
s = d+ (s1 − d)µ1
µ2
. (1.61)
Cette strate´gie requiert par contre l’emploi d’un module de ge´ome´trie capable de trouver la
distance entre la position actuelle ~x et la position de la prochaine intersection e´tant donne´e
l’orientation actuelle ~Ω.
Une strate´gie diffe´rente a e´te´ de´veloppe´e par Woodcock (Woodcock et al., 1965) et consiste
a` rendre le milieu homoge`ne, par rapport a` l’atte´nuation, de fac¸on artificielle. Pour ce faire,
le coefficient d’atte´nuation est majore´ a` l’aide d’un coefficient d’atte´nuation µf , lie´ a` un type
d’interaction fictif. La valeur de coefficient d’atte´nuation est variable pour chaque re´gion et
est de´cide´e de fac¸on a` ce que l’e´quation suivante soit respecte´e pour une valeur µ0 unique a`
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l’ensemble du domaine :
µ0 = µ(~x,E) + µf (E). (1.62)
L’Eq. 1.58 est alors utilise´e avec λ = µ−10 . L’avantage de cette technique est que le proble`me
de traitement des re´gions he´te´roge`nes est e´limine´. Le de´savantage est que la me´thode devient
inefficace si un milieu est tre`s fortement atte´nuant par rapport au reste de la ge´ome´trie. En
effet, plus la diffe´rence entre la valeur au point le plus atte´nuant du milieu, caracte´rise´ par
µ(~x,E) = µ0, et la valeur moyenne du coefficient d’atte´nuation du domaine, plus le nombre
d’interactions fictives sera e´leve´. Un nombre e´leve´ d’interactions fictives a pour conse´quence
qu’un plus grand nombre de pas que ne´cessaire a e´te´ simule´ pour terminer le parcours d’une
particule, ce qui diminue l’efficience de la simulation.
1.2.3.5 Choix de l’interaction
A` la position e´chantillonne´e pre´ce´demment, le choix de l’interaction se fait par e´chantillonnage
des donne´es de sections efficaces des diffe´rentes interactions possibles pour le type de particule
sur le point d’interagir. Pour ce faire, il est ne´cessaire de connaˆıtre la section efficace totale
pour cette e´nergie et cette position :
σt(~x,E) =
n∑
i=1
σi(~x,E), (1.63)
ou` n est le nombre d’interactions possibles pour ce type de particule. Par la suite, les facteurs
de branchement pour chaque type d’interaction i sont calcule´s :
F (i) =
∑i
j=1 σj(~x,E)
σt(~x,E)
. (1.64)
Finalement, l’e´chantillonnage du type d’interaction se trouve a` l’aide d’un nombre ξU(0, 1)
tel que :
F (i− 1) < ξ < F (i). (1.65)
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1.2.3.6 Simulation de l’interaction
La simulation des diverses interactions sera de´finie plus en de´tail au Chapitre 3. Ultimement,
aucune avance´e n’est propose´e dans ce travail quant a` la fac¸on d’e´chantillonner une interaction
et le de´veloppement mathe´matique du traitement de toutes les interactions peut eˆtre trouve´
dans les re´fe´rences aux manuels des plateformes Monte Carlo ge´ne´ralistes.
Outre le de´veloppement physique menant a` la simulation de chaque interaction, chaque
interaction peut mener a` un nombre d’e´ve´nements parmi quatre possibilite´s : la modification
de l’e´nergie de la particule incidente, la modification de l’orientation de la particule incidente,
l’annihilation de la particule incidente et la cre´ation d’une particule secondaire.
1.2.3.7 Collecte de re´sultats
La collecte de re´sultats s’effectue sur une grille discre`te positionne´e sur une re´gion d’inte´reˆt.
Dans une simulation de type analogue, la donne´e enregistre´e dans chaque cellule de la grille
est l’e´nergie de´pose´e. Comme mentionne´ au paragraphe pre´ce´dent, chaque interaction a la
possibilite´ de de´poser une portion de l’e´nergie de la particule dans le milieu environnent.
C’est cette quantite´ que la simulation e´tudie.
Pour chaque cellule de la grille se trouve un accumulateur de la forme :
I =
N∑
i=1
Ii, (1.66)
ou` les Ii correspondent, dans ce cas-ci, a` l’e´nergie de´pose´e par chaque e´ve´nement. A` partir de
l’Equation 1.34, on se rappelle que la quantite´ d’inte´reˆt est la moyenne de l’accumulateur :
I¯ =
1
N
N∑
i=1
Ii. (1.67)
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La pre´cision statistique de la simulation, en fonction du nombre d’e´ve´nements simule´, se
trouve a` l’aide de l’Equation 1.32.
1.3 Me´thodes existantes de simulation Monte Carlo rapides pour calcul de dose
Les programmes de simulation de Monte Carlo pour le transport d’e´nergie par particules
charge´es et non charge´es sont majoritairement de grands projets ayant e´volue´s sur quelques
de´cennies. Les plus utilise´s sont GEANT4 (Agostinelli et al., 2008), PENELOPE (Salvat et al.,
2003) et EGSnrc (et ses anceˆtres) (Kawrakow and Rogers, 2000). Une revue des possibilite´s
de chacun serait beaucoup trop longue pour le pre´sent document et nous nous inte´ressons
principalement a` des techniques rapides de simulation. De ces programmes ge´ne´raux, quelques
sous-projets ont e´te´ de´veloppe´s dans le but d’acce´le´rer particulie`rement les calculs de dose
tout en gardant un niveau d’exactitude acceptable. De plus, des techniques de re´duction de
variance ont e´te´ de´veloppe´es pour re´duire davantage le temps de calcul. Ces logiciels rapides
sont pre´sente´s dans les sous-sections 1.3.1 et 1.3.2.
1.3.1 DPM
DPM a e´te´ de´veloppe´ par Sempau et al. (Sempau et al., 2000). Sa plage de validite´ est,
comme mentionne´, restreinte aux e´nergies utilise´es lors des traitements de radiothe´rapie, soit
[100keV-20MeV]. DPM est une adaptation du programme PENELOPE.
Au point de vue des interactions des photons, DPM ne conside`re pleinement que les inter-
actions de type Compton puisque ce sont les plus fre´quentes dans la plage d’e´nergie utilise´e.
L’effet photoe´lectrique est approxime´ en assumant que toute l’e´nergie est de´pose´e localement,
au site d’interaction. C’est donc dire qu’il n’y a pas de ge´ne´ration d’e´lectron secondaire ou
de radiation de relaxation de l’atome. La cre´ation de paires est aussi fortement approxime´e
puisqu’elle ne survient que dans la toute fin de la plage e´nerge´tique et principalement pour
des mate´riaux a` haut nume´ro atomique, e´le´ments peu fre´quents en calcul de dose. L’approxi-
mation faite est que les deux particules ge´ne´re´es ont une e´nergie ale´atoire (mais que leur total
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est e´quivalent a` l’e´nergie du photon absorbe´) et qu’elles voyagent dans la meˆme direction que
le photon incident. Les deux particules sont aussi simule´es comme des e´lectrons jusqu’a` ce
qu’une interaction survienne, dans quel cas une des deux est ale´atoirement choisie pour se
comporter comme un positron.
L’algorithme de trac¸age de Woodcock (Woodcock et al., 1965) est utilise´ pour l’aspect
ge´ome´trique du proble`me de transport de photons.
Pour les e´lectrons, DPM utilise un mode`le d’historique condense´ (Berger, 1963) (CH, Conden-
sed History) de type 2, ou mixte. Cette facette du transport de particules sera explicite´e au
Chapitre 3.
L’article portant sur DPM fait e´tat de trois techniques peu re´pandues (a` ce moment) :
1. L’utilisation du formalisme de diffusions multiples de Bielajew et Kawrakow (Kawrakow
and Bielajew, 1998). Ce formalisme permet de garantir que la simulation converge vers
la solution pour une longueur de saut d’e´lectron donne´ ;
2. L’utilisation de grandes valeurs pour la distance parcourue dans une e´tape du transport
de l’e´lectron, pouvant traverser plusieurs voxels.
3. L’utilisation de la me´thode random hinge pre´sente dans PENELOPE qui divise un
saut d’e´lectron en deux parties pour mode´liser le de´placement late´ral et la de´viation
angulaire subis lors du saut. La me´thode est modifie´e pour accommoder de grandes
valeurs a` l’inte´rieur d’un saut d’e´lectron.
La me´canique de transport d’e´lectrons de DPM est aussi novatrice avec l’utilisation d’un
syste`me de carburant consommable par les particules. Pour chaque type d’interaction d’e´lec-
tron (Møller, bremsstrahlung, diffusion multiple), un carburant initial est choisi ale´atoirement
suivant les facteurs d’atte´nuation de chaque type d’interaction. Par exemple :
ti = −µilnξ (1.68)
A` chaque traverse´e de voxel, le carburant est re´duit en fonction du voxel traverse´. Lorsque le
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carburant d’une interaction est comple`tement utilise´, une interaction dudit type est simule´e
et le carburant a` nouveau choisi ale´atoirement. Cette technique requiert donc de transporter
les e´lectrons voxel par voxel, mais sans traitement explicite du changement de valeur de la
longueur du saut d’e´lectron a` chaque voxel. En effet, la valeur de ti est calcule´e une seule fois,
lorsque le plein de carburant est fait. Le saut se fait donc en conside´rant le voxel en cours,
mais sans recalcul de ti meˆme si celle-ci de´pend de µ qui peut varier de voxel en voxel.
1.3.2 VMC et XVMC
VMC (Kawrakow et al., 1996) et XVMC (Fippel, 1999) sont deux programmes aussi de´ve-
loppe´s dans le but de calculer la dose dans une application en radiothe´rapie, ce que sugge`re
aussi son acronyme Voxel based Monte Carlo. Cette famille de programme a e´te´ de´veloppe´e
majoritairement a` partir de la physique pre´sente dans EGSnrc.
Pour les e´lectrons, VMC utilise plusieurs approximations pour augmenter la rapidite´ du cal-
cul. Tout d’abord, les interactions de bremsstrahlung de´posant peu de dose sont approxime´es
par une technique rappelant le faisceau pinceau. Des donne´es pre´-calcule´es a` l’inte´rieur d’un
fantoˆme d’eau sont adapte´es a` la nouvelle ge´ome´trie du patient en cours. Cette technique
e´limine aussi la simulation des photons secondaires cre´e´s durant l’interaction puisque leur
de´poˆt d’e´nergie est aussi inclus dans la source de donne´es hors ligne.
Une technique de re´utilisation de l’historique des particules est utilise´e. En assumant que
deux particules de´marrent a` des positions diffe´rentes et qu’il est peu probable qu’une particule
vienne contribuer a` la dose dans la re´gion ou` l’autre particule e´volue, seulement un historique
de particule est ge´ne´re´. Cet historique est alors translate´ pour eˆtre applique´ a` la deuxie`me
particule. Cette technique permet de sauver du temps CPU en ne reque´rant qu’un seul
e´chantillonnage des diverses distributions de probabilite´ cumulatives associe´es au proble`me.
Cette technique requiert par contre de stocker les diffe´rentes e´tapes de l’historique des
e´lectrons. Pour une application sur GPU, une approche ou` une donne´e est calcule´e une seule
fois et utilise´e par plusieurs processus peut s’ave´rer ne´faste lorsque le traitement desdites
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donne´es n’est pas homoge`ne. C’est ce que nous trouvons ici puisque des tests doivent eˆtre faits
pour trouver quel historique peut s’appliquer a` quelles particules. L’approche de re´utilisation
d’historiques peut aussi eˆtre employe´e pour appliquer des historiques obtenus dans un milieu
homoge`ne vers un milieu he´te´roge`ne en mettant a` l’e´chelle par rapport a` la constitution des
voxels traverse´s.
Un me´lange de me´thodes empiriques et d’essais et erreurs est utilise´ pour de´finir la longueur
t maximale que peut parcourir un e´lectron lors d’un saut d’e´lectron. Les e´quations (13-16)
de l’article de Kawrakow (Kawrakow et al., 1996) pre´sentent cette technique.
Tel que de´ja` mentionne´, plusieurs proprie´te´s du mate´riau (Z, pouvoir d’arreˆt S0, densite´ ρ)
doivent eˆtre connues pour effectuer la simulation de Monte Carlo. Or, la seule source de
donne´es d’entre´e est le volume de voxels contenant des donne´es CT. Il est donc ne´cessaire
d’extraire, pour chaque voxel, le mate´riau et la densite´ du voxel a` l’aide de son nombre
Hounsfield acquis par imagerie me´dicale. Leur technique ne de´compose pas directement en
diffe´rents mate´riaux mais permet plutoˆt d’obtenir la valeur d’inte´reˆt dans ce cas (la densite´
e´lectronique) a` partir d’une courbe ajuste´e.
Les photons ne sont pas incorpore´s a` VMC. Rappelons que la production de photons secon-
daires dus au bremsstrahlung est ignore´e.
Du point de vue de la rapidite´ d’exe´cution, VMC est environ 35 fois plus rapide que EGS4.
XVMC pre´sente un nouveau mode de ge´ne´ration d’e´lectrons secondaires dus au faisceau
primaire de photons en utilisant une technique similaire a` celle utilise´e dans un calcul de
convolution/superposition (Mackie et al., 1985). Une carte de TERMA initiale est ge´ne´re´e
par trace´ de rayons a` travers le volume de voxel et des e´lectrons sont mis en mouvement
a` chaque voxel selon la valeur de TERMA. Le de´savantage de cette technique est que la
simulation est limite´e a` l’utilisation de sources simples et qu’il est impossible de de´marrer la
simulation a` l’aide d’informations fournies dans un espace de phase pre´alablement calcule´. Cet
espace de phase contient la description de plusieurs millions de particules. Ces particules ont,
par exemple, e´te´ produites lors de la simulation d’un acce´le´rateur line´aire et correspondent
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aux particules qui sont sur le point d’interagir avec le volume de voxels.
Tout comme dans DPM, l’effet photoe´lectrique a d’abord e´te´ ignore´ (Fippel, 1999) pour
ensuite eˆtre rajoute´ a` XVMC (Kawrakow and Rogers, 2000). Une justification du choix
d’ignorer l’effet photoe´lectrique est pre´sente´e par (Kawrakow and Fippel, 2000) ou` il est
indique´ que la diffe´rence est en dec¸a` d’un point de pourcentage pour les e´nergies de 1-2 MeV
et comple`tement ne´gligeable pour les plus hautes e´nergies. Du point de vue de la production
de paire, le positron ge´ne´re´ est transporte´ comme un e´lectron.
Dans l’article subse´quent de Kawrakow et Fippel, des techniques de re´duction de variance
sont pre´sente´es. Ces techniques ont pour but d’ame´liorer l’efficience de la simulation de Monte
Carlo.
La premie`re technique de re´duction de variance est l’interaction force´e. Dans le transport
de photons, plusieurs photons vont traverser le fantoˆme sans meˆme interagir. L’interaction
obligatoire veut identifier les photons qui vont interagir et ne transporter que ceux-ci. La
conclusion trouve´e est que cette technique est avantageuse si l’e´nergie incidente des photons
est supe´rieure a` 6 MeV pour un fantoˆme de 25 cm. Cette technique semble par contre peu
avantageuse pour une imple´mentation SIMD (instruction unique, donne´es multiples (Single
Instruction Muliple Data) puisque tous les photons d’un vecteur SIMD devraient eˆtre soit
actifs soit mis de coˆte´ pour qu’un gain soit possible.
La deuxie`me technique de re´duction de variance a de´ja` e´te´ discute´e. Il s’agit de l’e´tape
primaire de TERMA.
La troisie`me me´thode consiste a` utiliser un ge´ne´rateur de nombres quasi ale´atoires de type
Sobol plutoˆt qu’un ge´ne´rateur de nombres pseudo-ale´atoires. Ces ge´ne´rateurs de nombres
ont la proprie´te´ de mieux remplir un espace de d dimension uniforme´ment qu’un ge´ne´rateur
de nombres pseudo-ale´atoires. Des gains de 1.1 a` 2 ont e´te´ trouve´s lorsque ces ge´ne´rateurs
sont utilise´s pour de´finir la source et la longueur de saut s. Cette technique pourrait eˆtre
utilise´e dans un environnement SIMD GPU mais requerrait une utilisation supple´mentaire
des ressources pour stocker le ge´ne´rateur de nombres pseudo-ale´atoires.
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La technique de re´duction de variance dite de la roulette russe vise a` re´duire le temps CPU
passe´ a` simuler des photons secondaires et les e´lectrons qu’ils mettent en mouvement. Le
photon sera simule´ seulement si un nombre ale´atoire entre ze´ro et un est plus petit que la
valeur 1
fweight
ou` fweight est un poids associe´ a` une particule. Cette technique n’a pas apporte´
de gain en efficacite´ puisqu’elle joue aussi, de´favorablement, sur l’incertitude statistique.
Lorsqu’elle est jumele´e a` une technique de division (splitting) de particules, elle permet
d’obtenir des gains entre 2.5 et 5.
1.4 Plateforme mate´rielle et environnement de programmation
Le GPU a originellement e´te´ de´veloppe´ pour acce´le´rer le calcul graphique. Il e´tait muni d’un
ensemble d’e´le´ments de calcul fixes a` l’inte´rieur d’un pipeline graphique fixe. Avec l’ave`nement
de la famille GeForce 3 de NVIDIA est apparu un premier niveau de programmabilite´.
Toujours a` l’inte´rieur d’un contexte de calcul graphique, un programmeur avait acce`s a` deux
des e´tapes du pipeline fixe : le nuanceur de sommets et le nuanceur de fragments. En 2003,
soit deux ans apre`s la venue de la GeForce 3, NVIDIA annonc¸ait le langage Cg dans le but
de simplifier, toujours dans un contexte graphique, la programmation des nuanceurs.
Il a fallu attendre la GeForce 8 de NVIDIA pour voir l’arrive´e de l’architecture de nuanceur
unifie´ (unified shader model). Cette architecture e´liminait la distinction mate´rielle entre
nuanceur de sommets et de fragment et mettait a` la disposition des programmeurs des
processeurs a` usage ge´ne´ral (mais pas aussi ge´ne´ral que le CPU) pour y effectuer leurs calculs.
Environ un an apre`s, NVIDIA annonce le langage CUDA (Nvidia, 2010), dont le but est de
permettre une utilisation du GPU pour faire du calcul ge´ne´ral, sans la contrainte de travailler
dans un contexte graphique.
Le chapitre courant ne porte pas sur la programmation des cartes graphique en ge´ne´ral
mais bien sur la programmation, en utilisant CUDA (compute unified device architecture),
des cartes graphiques de la compagnie NVIDIA. La raison de ce choix est qu’au moment
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du de´but de ce projet, la plateforme ouverte OpenCL 1 en e´tait a` ses de´buts et n’e´tait pas
conside´re´e assez stable pour entreprendre le pre´sent travail.
Le reste de ce chapitre se concentre sur la plateforme mate´rielle, le GPU, et son interface de
programmation a` travers CUDA.
1.4.1 Le processeur graphique
Cette section de´taillera le processeur graphique de la compagnie NVIDIA. Le premier GPU
fonctionnant avec l’interface CUDA est le G80. Depuis sa sortie en 2007, trois autres mode`les
ont vu le jour : le G92 une e´volution du G80, le GT200 qui a marque´ l’ave`nement du calcul
double pre´cision et le GF100 qui a marque´ une re´orientation tre`s visible du GPU vers un
engin de calcul scientifique avec l’ajout d’e´le´ments qui ne profitent pas au rendu graphique.
Cette section portera ge´ne´ralement sur des aspects applicables a` toutes les familles et avec
certains de´tails applicables seulement a` la famille GF100. La famille GT200 sera en grande
partie ignore´e.
Le design du GPU a pour but de permettre l’exe´cution rapide d’une charge de travail avec un
tre`s haut niveau de paralle´lisme de donne´es. En effet, le travail « traditionnel » du GPU est
le rendu graphique ou` un travail similaire doit eˆtre effectue´ sur un grand nombre de sommets
ou de fragments. A` travers les anne´es, la distinction entre nuanceur de sommets et nuanceur
de fragments est disparue pour faire place a` un nuanceur unifie´ capable de faire des calculs
ge´ne´raux. C’est cette architecture unifie´e qu’a amene´ le G80.
Le GPU peut eˆtre associe´ a` un ensemble de processeur SIMD travaillant a` re´soudre un
proble`me. En terminologie NVIDIA, le GPU est constitue´ de plusieurs multiprocesseur (MP)
qui a` leur tour sont constitue´s de processeurs scalaires (SP). L’unite´ SIMD du GPU est le
MP, ce qui implique que les SP d’un MP doivent travailler au meˆme proble`me, c’est-a`-dire
exe´cuter la meˆme instruction. Par contre, chaque SP aura son propre jeu de donne´es, ce que
constitue l’approche de paralle´lisme de donne´es.
1. http ://www.khronos.org/opencl/
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Le GPU posse`de sa propre hie´rarchie de me´moire. Le reste du syste`me hoˆte communique avec
le GPU a` travers sa me´moire globale. Ce niveau de me´moire constitue la principale re´serve
d’espace me´moire sur la carte et est analogue a` la me´moire vive du syste`me hoˆte. Cette
me´moire est accessible en lecture/e´criture a` partir de l’hoˆte ainsi que des SPs. La me´moire
globale, dans toutes les architectures pre´-GF100, n’e´tait pas cache´e, ce qui implique que la
localite´ de donne´es n’avait pas d’impact positif sur la bande passante. A` partir du GF100, un
e´tage de cache L2 de 768 kb a e´te´ ajoute´ entre la me´moire globale et le niveau des MP et un
niveau L1 de 64 kb (configurable entre 48/16 kb ou 16/48 kb entre la cache automatique et
la cache programme´e) local a` chaque MP. Cette cache permet de favoriser la re´utilisation de
donne´es lorsqu’il y a localite´ entre les acce`s des diffe´rents SP ainsi que de re´duire la latence
associe´e a` une lecture en me´moire globale.
C’est aussi en me´moire globale que sont stocke´es les textures. Les textures, avant la famille
de GPU GF100/FERMI, avait la particularite´ d’eˆtre le seul moyen de garder une cache
automatique des donne´es acce´de´es de la me´moire globale. Elle avait donc une grande utilite´
pour les acce`s me´moire hors d’ordre. La localite´, et donc les donne´es mises en cache, de la
texture de´pend de sa dimension. CUDA permet de de´finir des textures 1D, 2D et 3D. De plus,
les textures exposent le mate´riel d’interpolation pre´sent sur la carte et permettent d’avoir
acce`s a` une interpolation « gratuite » lorsque des indices non-entiers sont utilise´s pour acce´der
a` une case me´moire.
1.4.2 L’interface de programmation
Un programme voulant inte´grer une composante de calcul sur GPU peut utiliser un ensemble
de solutions logicielles, par exemple Brook+, AMD CTM, OpenCL et CUDA. Comme men-
tionne´ en de´but de chapitre, cette the`se utilise CUDA et cette section sera donc limite´e a`
cette interface de programmation. Il est par contre inte´ressant de remarquer la tre`s grande
similitude entre CUDA et OpenCL en ce qui a trait au concept et au paradigme de program-
mation.
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Une section de calcul CUDA a pour but d’exe´cuter un kernel sur une grille.
La grille repre´sente le paralle´lisme du travail a` eˆtre effectue´ sur le GPU. Cette grille se divise
en un certain nombre de blocs, qui sont a` leur tour compose´s d’un certain nombre de pro-
cessus. Le processus n’est par contre pas l’unite´ e´le´mentaire de paralle´lisme puisque le GPU
est une architecture SIMD. En effet, l’unite´ de paralle´lisme e´le´mentaire est le warp, constitue´
de 32 processus. Un bloc s’exe´cute sur un MP donne´ et, si les ressources le permettent, plus
d’un bloc peuvent s’exe´cuter sur un MP. Par contre, un bloc ne peut se diviser sur plus d’un
MP.
Le kernel repre´sente une fonction devant s’exe´cuter directement sur le GPU. Puisque l’ap-
proche GPU est une approche SIMD, cette fonction est commune a` tous les processus
s’exe´cutant sur la grille. A` l’inte´rieur de la fonction, il est possible d’identifier chaque processus
de fac¸on unique a` l’aide des variables intrinse`ques threadIdx.{x,y,z} et blockIdx.{x,y}.
1.4.3 Applicabilite´ du calcul sur GPU
Le calcul sur GPU ne se preˆte pas a` toutes les situations de calcul. La liste non exhaustive
de caracte´ristiques suivante illustre les qualite´s d’une application ou` un passage au calcul sur
GPU peut se re´ve´ler avantageux :
– large domaine de donne´es, par exemple de grandes matrices a` traiter ;
– inde´pendance des ope´rations a` effectuer, par exemple chacun des calculs sur les e´le´ments
xsi=I,j=J d’une matrice, pour l’ite´ration s, ne de´pend pas des autres re´sultats x
s
i 6=I,j 6=J ;
– ope´rations homoge`nes sur les donne´es, par exemple l’algorithme utilise´ pour calculer xsi=I,j=J
est le meˆme que pour calculer xsi 6=I,j 6=J ;
– localite´ des calculs, par exemple le calcul de xsi=I,j=J ne requiert pas l’acce`s a` tous les
e´le´ments de x ;
– relativement peu de synchronisation ne´cessaire, par exemple les e´le´ments xsi=I,j=J et x
s
i=I+1,j=J
peuvent se calculer simultane´ment ;
– faible taux de transfert CPU-GPU, par exemple entre les ite´rations s et s + 1, aucun
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transfert de donne´es n’est ne´cessaire.
Le non-respect de l’une de ces conditions ne garantit pas un e´chec de l’utilisation du GPU pour
effectuer le calcul. Par exemple, la troisie`me condition n’est pas respecte´e dans la pre´sente
the`se puisque chaque particule interagira de fac¸on stochastique. Le calcul sur GPU a e´te´ utilise´
dans divers domaines, a` l’inte´rieur et a` l’exte´rieur de la physique me´dicale (par exemple (King
et al., 2010; Tomov et al., 2010; Schneider et al., 2010; Wang et al., 2010; Fogal et al., 2010;
Jia et al., 2010a; Jia et al., 2010b)).
1.5 Simulations sur GPU
Tel que mentionne´, au cours des dernie`res anne´es trois imple´mentations de programmes Monte
Carlo ont e´te´ de´veloppe´s pour s’exe´cuter sur du mate´riel graphique.
1.5.1 MCML
Le premier programme Monte Carlo pour transport d’e´nergie fut publie´ par Alerstam et
al. (Alerstam et al., 2008). Leur imple´mentation est base´e sur un programme existant,
MCML (Wang et al., 1995) et il ne fait que du transport de photons, c’est-a`-dire que toutes
les interactions entre les photons et le milieu qui normalement donneraient lieu a` la cre´ation
d’e´lectrons secondaires de´posent plutoˆt leur e´nergie localement. Cette approximation peut
eˆtre acceptable en basse e´nergie (≈<2 MeV) mais devient innaceptable en haute e´nergie.
En ce qui concerne leurs re´sultats publie´s, le volume dans lequel e´voluent les photons est
homoge`ne, ce qui e´limine le besoin de ve´rifier si le photon passe d’un milieu a` un autre et qui
e´limine aussi une source de divergence possible pour l’architecture SIMD. Avec ces conditions
expe´rimentales, leur application est ≈ 1000× plus rapide que l’e´quivalent CPU. Le manuel
d’utilisation du programme pre´sente des situations avec un CPU plus re´cent et l’acce´le´ration
baisse a` 250× dans un cas homoge`ne et 120× dans un cas he´te´roge`ne. Le cas he´te´roge`ne
fonctionne en couches ce qui rend plus facile l’assignation des parame`tres d’inte´reˆt pour une
couche lorsque la simulation ne contient qu’un petit nombre de ces dernie`res. Les parame`tres
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peuvent eˆtre place´s en me´moire constante ou en me´moire partage´e, donc sans avoir a` utiliser
la me´moire globale. Cette technique ne peut s’appliquer dans le cas d’un volume de voxels
acquis par imagerie CT puisque la gamme des unite´s Hounsfield acquise, et donc des donne´es
de sections efficaces a` stocker, de´passera la taille de ces me´moires rapides.
L’imple´mentation GPU est explique´e sans de´montrer d’aspects spe´cifiques a` la programma-
tion sur carte graphique excepte´ l’utilisation des diffe´rents niveaux de me´moire. Ceci peut
s’expliquer par le fait que c’est la premie`re imple´mentation GPU du genre et que le proble`me
de la simulation de Monte Carlo s’adapte facilement a` une architecture SIMD. L’architecture
de l’imple´mentation CPU est largement conserve´e et les re´sultats nume´riques sont donc eux
aussi comparables.
1.5.2 gDPM
Un autre code portant sur le sujet des simulations Monte Carlo sur GPU est pre´sente´ par Jia
et al. (Jia et al., 2010a). Leur imple´mentation consiste en un port sur GPU de l’algorithme
DPM de´ja` pre´sente´ a` la section 1.3. Encore une fois, les particularite´s informatiques portent
surtout sur l’emplacement des donne´es en me´moire. Il s’agit toutefois de l’imple´mentation la
plus proche de ce que repre´sente le travail fait dans cette the`se.
Leur imple´mentation e´tant un port d’algorithme existant, plusieurs facettes de l’imple´men-
tation sont peu compatibles avec une approche GPU. Premie`rement, ils utilisent un seul
processus par particule primaire. Lors d’un trajet de particule primaire, plusieurs particules
secondaires sont ge´ne´re´es et doivent eˆtre simule´es. Or, en utilisant un seul processus par
particule primaire, un nombre variable de particules sera simule´ pour chaque processus
puisque le nombre de particules secondaires par particule primaire est une variable ale´atoire.
De plus, de´coulant encore du fait qu’un seul processus est utilise´, il est probable qu’a` l’inte´rieur
d’un meˆme bloc de processus, un processus doive simuler un photon alors qu’un autre doive
simuler un e´lectron. Le code pour ces deux simulations e´tant probablement comple`tement
diffe´rent, une forte se´rialisation aura lieu.
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Les re´sultats en termes de facteurs d’acce´le´ration sont pre`s de 5×. Les auteurs raisonnent que
cela est duˆ a` l’importante divergence intrinse`quement lie´e aux simulations de Monte Carlo ou
plusieurs processus d’un meˆme groupe d’exe´cution (warp) prennent des branches diffe´rentes
d’une section de code conditionnelle. Comme illustre´ plus haut, leur imple´mentation non
conforme avec une approche par GPU est aussi en cause. Les re´sultats de doses sont a`
l’inte´rieur de l’incertitude statistique lorsque compare´s a` des re´sultats de DPM, ce qui est
sans surprise e´tant donne´ que le meˆme algorithme est utilise´.
1.5.3 Transport de photons par PENELOPE
Un troisie`me article publie´ par Badal et Badano (Badal and Badano, 2009) porte sur le
transport de photons. Il s’agit en fait d’une note technique tre`s courte qui fait e´tat de leur
adaptation de l’algorithme de transport de photons pre´sent dans PENELOPE. De plus, leur
programme vise plutoˆt a` mode´liser les interactions pre´sentes lors de la prise d’image a` rayons
X ce qui fait que l’e´nergie des photons simule´s est beaucoup plus basse (<50 keV) que
celle employe´e lors d’un traitement en radiothe´rapie. Cette faible e´nergie re´duit le nombre
d’interactions possibles par particule et donc la divergence en termes de temps de vie de la
simulation. Leur imple´mentation utilise l’algorithme de Woodcock qui a de´ja` e´te´ pre´sente´. Ils
obtiennent un re´sultat de 27× d’acce´le´ration en comparaison avec une imple´mentation CPU
e´quivalente.
1.5.4 Charges de travail he´te´roge`ne
Finalement, un article portant sur le rendu graphique de Aila et Laine (Aila and Laine,
2009) a apporte´ quelques e´claircissements quant au comportement des cartes NVIDIA et des
charges de travail de´se´quilibre´es. Leur article se concentre sur les algorithmes de trac¸age de
rayons. Le temps passe´ a` tracer un rayon donne´ peut eˆtre plus ou moins long selon le nombre
de surfaces que celui-ci rencontre avant d’eˆtre termine´. Ceci peut s’apparenter a` la simulation
de Monte Carlo ou` une particule subit un nombre plus ou moins grand d’interactions avant
43
de quitter la ge´ome´trie ou d’eˆtre comple`tement absorbe´e.
Leur principale de´couverte est que lors d’une simulation avec une charge de travail de´balance´e,
il est possible de n’eˆtre limite´ ni par la largeur du bus me´moire ni par la puissance de calcul
offerte par le mate´riel. En effet, la diffe´rence entre la performance qu’ils obtiennent dans un
cas ide´al ou` chaque rayon acce`de aux meˆmes e´le´ments en me´moire, de fac¸on groupe´e, est de 1.7
a` 2.4 fois plus lent que la performance maximale atteignable de´duite a` l’aide d’un simulateur
de l’architecture utilise´e. Ils proposent que ceci est duˆ au fait que certains processus d’un
groupe SIMD retiennent le reste du groupe en otage puisque leur charge de travail est plus
longue que les autres du groupe. Cette prise en otage d’un des processus fait que les autres
du groupe sont en attente et que la puissance de calcul est perdue. De plus, puisque le groupe
en entier doit terminer avant que les ressources utilise´es par ce groupe de processus ne soit
libe´re´es, le prochain groupe de processus ne peut eˆtre lance´ sur le MP. Ce phe´nome`ne est
tre`s probable dans une simulation de Monte Carlo si une imple´mentation na¨ıve lance autant
de processus que de particules a` simuler et que pour chaque particule il y a une boucle while
qui ne sort que lorsque la particule atteint un certain niveau d’e´nergie.
La solution de Aila et al. a` ce proble`me est de lancer seulement autant de processus que le
mate´riel peut en supporter. Par exemple, pour une carte avec 30 MP, ceci repre´senterait 240
processus. Ces processus vont alors chercher leur travail d’une file de rayons ou, dans le cas
d’inte´reˆt pour cette the`se, de particules. Lorsque la queue de travail est vide, la simulation est
termine´e. Ce de´tournement du mode`le traditionnel CUDA ou` plusieurs milliers de processus
sont lance´s fait qu’un groupe de processus ne peut tenir un MP en otage puisqu’il n’y a
qu’un groupe assigne´ a` chaque MP. Cette approche pourrait aussi rendre possible l’utilisation
efficace de la technique de re´duction de variance de re´pe´tition d’historiques puisqu’un seul
bloc est lance´ par MP et que ce bloc traitera un grand nombre de particules. Il est donc
envisageable de conserver des historiques a` re´pe´ter en me´moire partage´e.
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1.6 But et objectifs de la pre´sente e´tude
Le but principal de cette the`se est l’e´tude de l’utilisation du processeur graphique (GPU)
pour l’imple´mentation d’une plateforme de calcul de dose par simulation de Monte Carlo
dans un contexte de calculs en radiothe´rapie. L’atteinte de ce but aura pour effet de rendre
la simulation de Monte Carlo utilisable dans un contexte clinique ou` le temps de calcul est
un e´le´ment critique.
Le premier objectif consiste a` l’e´tude de la plateforme Monte Carlo pour des cas de ra-
diothe´rapies externes ou` des e´nergies particules d’e´nergie de 10 keV-20MeV sont lance´es
d’une source polye´nerge´tique externe. Une validation dans un ensemble de cas ainsi qu’une
comparaison avec une plateforme de calcul Monte Carlo ge´ne´rale et e´tablie sera effectue´e.
Chronologiquement, c’est aussi lors de l’atteinte de cet objectif que le comportement des di-
verses interactions sera e´tabli et ou` les routines de simulation d’interaction les plus ade´quates
seront choisies.
Le deuxie`me objectif consiste en l’e´tude du comportement de l’engin pour des situations de
curiethe´rapie a` bas de´bit ou` plusieurs sources de faibles e´nergies (20-35 keV) sont pre´sentes
a` l’interne. Comme les sources internes ne peuvent eˆtre repre´sente´es pratiquement a` l’aide
de voxels, une me´thode parame´trique pour repre´senter les ge´ome´tries ainsi qu’une manie`re
efficace de parcourir cette ge´ome´trie devra eˆtre e´labore´e. L’atteinte de cet objectif aura pour
effet de permettre un calcul de dose rapide utilisant la simulation de Monte Carlo plutoˆt que
l’approche simpliste recommande´e dans le rapport du TG-43 (Rivard et al., 2004).
Le troisie`me objectif consiste en la se´lection de la meilleure me´thode pour effectuer du calcul
de transport d’e´nergie en pre´sence de champs magne´tiques externes ainsi que la validation
du calcul avec des mesures expe´rimentales et une plateforme de calcul ge´ne´rale et e´tablie. Les
plateformes Monte Carlo prenant en conside´ration le champ magne´tique prennent plusieurs
heures, voire meˆme plusieurs jours, pour calculer la dose dans un patient. L’atteinte de
cet objectif aura pour effet de rendre possible un calcul de dose, en temps acceptable,
pour un patient recevant un traitement dans un appareil hybride comportant une re´sonance
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magne´tique (IRM) et un acce´le´rateur line´aire, le MRI-Linac (Lagendijk et al., 2008).
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CHAPITRE 2
DE´MARCHE DE L’ENSEMBLE DU TRAVAIL DE RECHERCHE ET
ORGANISATION GE´NE´RALE DU DOCUMENT
Pour atteindre les objectifs cette the`se, trois articles scientifiques ont e´te´ re´dige´s. Ce chapitre
pre´sente ces trois articles et les positionne a` l’inte´rieur du but global de cette the`se.
2.1 Article 1 GPUMCD : Imple´mentation GPU du calcul de transport d’e´nergie par
simulation Monte Carlo
Cette section porte sur le de´veloppement et l’imple´mentation de GPUMCD, le logiciel de simula-
tion de Monte Carlo pour le calcul de la dose pre´sente´ dans cette e´tude. Le but de GPUMCD est
de permettre l’utilisation de la simulation de Monte Carlo pour des calculs de dose routiniers,
ce qui n’est habituellement pas possible duˆ aux longs temps de calcul associe´s a` cette me´thode.
GPUMCD est de´veloppe´ pour tirer avantage du processeur graphique, une plateforme de calcul
hautement paralle`le. Cette plateforme est toute indique´e pour le calcul d’une simulation
Monte Carlo en transport d’e´nergie puisque ce calcul est lui aussi hautement paralle`le.
2.1.1 Objectifs de l’article scientifique
Ce premier article scientifique a introduit GPUMCD a` la communaute´ en pre´sentant la phi-
losophie d’imple´mentation, le de´tail des interactions physiques mode´lise´es ainsi que des
re´sultats de comparaisons effectue´es avec des fantoˆmes simples et une plateforme de calcul
en simulation de Monte Carlo ge´ne´rale et e´tablie : EGSnrc (Kawrakow and Rogers, 2000).
Ce premier article de validation se limite a` des sources simples et a` des fantoˆmes en couches
superpose´es.
Cet article re´pond au premier objectif de cette the`se, soit : « l’e´tude de la plateforme Monte
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Carlo pour des cas de radiothe´rapies externes ».
2.1.2 Re´sultats et impact
Les re´sultats pre´sente´s dans cet article sont regroupe´s en deux cate´gories : exactitude et
rapidite´.
Du point de vue de l’exactitude, la plateforme GPUMCD a e´te´ compare´e a` EGSnrc a` l’aide
de cas de fantoˆmes en couches superpose´es. L’outil de comparaison du crite`re gamma a e´te´
utilise´ (Low and Dempsey, 2003). Ce crite`re a l’avantage de prendre en conside´ration a` la fois
la diffe´rence dosime´trique mais aussi la diffe´rence ge´ome´trie en comparant les re´sultats. Par
exemple, dans une re´gion de gradient e´leve´e, un re´sultat peut eˆtre dosime´triquement loin de
la valeur de re´fe´rence, mais ge´ome´triquement proche. Une valeur accepte´e de crite`re gamma
a` respecter pour le calcul de la dose dans un milieu homoge`ne et avec un faisceau de photons
externe est de 2%-2mm (Van Dyk et al., 1999). La pre´sente e´tude a respecte´ ce crite`re dans
tous les cas, excepte´ un cas de calcul de faisceau d’e´lectrons en ge´ome´trie he´te´roge`ne, situation
ou` le crite`re de 2%-2mm serait conside´re´ strict puisqu’un crite`re 3%-3mm est habituellement
utilise´ pour des cas he´te´roge`nes.
Du point de vue de la rapidite´ d’exe´cution, GPUMCD a e´te´ syste´matiquement plus rapide que
EGSnrc mais aussi que DPM, une plateforme de´veloppe´e pour le calcul rapide. Le gain en
vitesse et en efficience de calcul a e´te´, pour chaque situation et chaque type de faisceau, d’au
moins 250× par rapport a` DPM et 1200× par rapport a` EGSnrc.
L’impact de cet article est qu’un outil de calcul permettant de faire du calcul de dose routinier
a` l’aide d’une simulation de Monte Carlo est possible. En effet, l’article fait e´tat d’environ
40 ms/1M particules pour un faisceau de photon de 15 MeV.
2.1.3 Contribution et permissions
Sami Hissoiny
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– Ide´e originale
– Imple´mentation de GPUMCD
– Validation de GPUMCD avec EGSnrc
– E´criture de l’article
Hugo Bouchard
– Discussion scientifique
– Correction de l’article
Benoit Ozell
– Codirecteur de projet
– Correction de l’article
Philippe Despre´s
– Codirecteur de projet
– Correction de l’article
2.1.4 Information sur la publication
Cet article scientifique a e´te´ publie´ en 2011 dans la revue Medical Physics (Hissoiny et al.,
2011a). Cette revue a e´te´ choisie puisqu’elle rejoint le lectorat le plus susceptible de trouver
cette nouvelle plateforme utile et inte´ressante.
Un deuxie`me manuscrit a e´te´ e´crit mais n’a pas e´te´ re´vise´ par les pairs. Ce manuscrit de´crit
la ge´ne´ration de nombres pseudo-ale´atoires sur GPU et, entre autres, le ge´ne´rateur utilise´
dans GPUMCD. Ce manuscrit a e´te´ place´ a` l’annexe III. Ce travail e´tait requis au de´but de
l’e´tude puisqu’un ge´ne´rateur ade´quat n’existait pas dans la suite CUDA. Ce travail a e´te´
rendu moins inte´ressant depuis la venue d’un ge´ne´rateur de nombres pseudo-ale´atoires dans
CUDA mais le ge´ne´rateur pre´sente´ dans la manuscrit est toujours utilise´ dans GPUMCD.
49
2.2 Article 2 GPUMCD : E´tude de la pre´cision pour calcul en curiethe´rapie a` bas
de´bit
Cet article porte sur l’e´valuation des capacite´s d’utiliser GPUMCD dans un cadre de calcul en
curiethe´rapie. L’application de la plateforme dans ce contexte n’est pas trivial puisque la
plateforme a e´te´ de´veloppe´e pour les e´nergies rencontre´es en radiothe´rapie externe qui sont
passablement plus e´leve´es que celles rencontre´es en curiethe´rapie (MeV versus bas keV). Le
traitement des e´ve´nements physiques en basse e´nergie n’est donc pas aussi complet qu’il
pourrait l’eˆtre, dans un but d’efficacite´ et de rapidite´ pour le calcul en radiothe´rapie externe.
L’omission d’un type d’interaction, l’effet Rayleigh, ainsi que le traitement simpliste de l’effet
photoe´lectrique pourraient compromettre l’exactitude de la simulation.
2.2.1 Objectifs de l’article scientifique
L’objectif principal de cet article est de ve´rifier l’exactitude avec laquelle GPUMCD est capable
de produire des distributions de dose dans un contexte de curiethe´rapie. Pour ce faire, GPUMCD
est utilise´ pour produire des parame`tres TG-43 (Rivard et al., 2004) pour deux sources de
curiethe´rapie diffe´rentes. La comparaison de ces re´sultats sera faite avec d’autres pre´sents
dans la litte´rature, et qui auront e´te´ produits avec des plateformes Monte Carlo plus exactes
en basse e´nergie.
Un autre objectif est de de´montrer avec quelle rapidite´ ces calculs peuvent eˆtre faits.
Du point de vue pratique, un nouveau module de traitement des surfaces parame´triques du
deuxie`me degre´, qui n’e´tait pas pre´sent dans la premie`re ite´ration, a e´te´ imple´mente´, valide´
et utilise´ aux fins de cet article.
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2.2.2 Re´sultats et impact
Il n’existe pas, dans le rapport du TG-43, de crite`re d’acceptabilite´ d’une nouvelle plateforme
Monte Carlo pour le calcul en curiethe´rapie. Il n’est donc pas possible de classer, ou non,
GPUMCD comment e´tant assez exacte. Il est par contre possible de rapporter que les re´sultats
produits par GPUMCD et les plateformes ge´ne´ralistes sont a` l’inte´rieur de 1% a` 4%, selon le
parame`tre e´tudie´.
Du point de vue de la rapidite´, environ 40 ms sont requises pour simuler 1 M de particules
primaires.
2.2.3 Contribution et permissions
Sami Hissoiny
– Ide´e originale
– Imple´mentation de GPUMCD pour curiethe´rapie
– Validation de GPUMCD pour curiethe´rapie
– E´criture de l’article
Benoit Ozell
– Codirecteur de projet
– Correction de l’article
Philippe Despre´s
– Codirecteur de projet
– Correction de l’article
Jean-Franc¸ois Carrier
– Discussion scientifique
– Correction de l’article
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2.2.4 Information sur la publication
Cet article scientifique a e´te´ publie´ en 2011 dans la revue Medical Physics (Hissoiny et al.,
2011b). Cette revue a e´te´ choisie puisque l’article contient des re´sultats, en termes d’exacti-
tude, utiles a` la communaute´ de physique me´dicale.
2.3 Article 3 GPUMCD : Calculs en pre´sence de champ magne´tique
2.3.1 Objectifs de l’article scientifique
Le but de cet article est d’utiliser GPUMCD comme plateforme de calcul de dose dans le contexte
du MRI-Linac, une modalite´ d’imagerie-traitement jumelant un imageur par re´sonance ma-
gne´tique (IRM) et un acce´le´rateur line´aire. Cette modalite´ requiert un traitement de dose
qui prend en conside´ration l’effet du champ magne´tique sur les particules charge´es (sur les
e´lectrons dans le cas de GPUMCD). Seule la me´thode de Monte Carlo, a` ce jour, peut prendre
en conside´ration l’effet du champ magne´tique sur les e´lectrons.
Le premier objectif de l’article est de ve´rifier expe´rimentalement l’exactitude du formalisme de
transport dans un champ magne´tique ajoute´ a` GPUMCD. Deux expe´riences, une en rendement
en profondeur et l’autre en profil late´ral, sont effectue´es. Les expe´riences contiennent des
interfaces eau-air, la` ou` les effets du champ magne´tique sont les plus prononce´s.
Le deuxie`me objectif est de de´finir le temps d’exe´cution ne´cessaire pour faire un calcul de dose
typique dans une ge´ome´trie patient et avec un spectre de faisceau re´aliste. De plus, l’impact
de la prise en conside´ration du champ magne´tique sur le temps d’exe´cution est e´tudie´.
2.3.2 Re´sultats et impact
Les re´sultats de validation expe´rimentale de´montrent que GPUMCD respecte des crite`res gamma
2%-2mm versus les donne´es expe´rimentales et ce pour les deux expe´riences. Les effets du
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champ sont observe´s aux interfaces eau-air.
La vitesse d’exe´cution trouve´e est de moins de 15 secondes par faisceau pour une pre´cision
statistique de 2% (1σ) a` l’inte´rieur d’un champ magne´tique de 1.5 T, lorsqu’exe´cute´e sur une
GeForce GTX480.
Ce re´sultat (parmi d’autres dans l’article) montre l’applicabilite´ de GPUMCD pour faire un
calcul en ligne pour le MRI-Linac. Cette fonctionnalite´ est essentielle pour permettre le calcul
d’un nouveau plan de traitement si, au moment du traitement, une diffe´rence au niveau de
l’anatomie du patient est trouve´e par l’IRM. De fac¸on plus ge´ne´rale, le MRI-Linac reque´rant
la simulation de Monte Carlo pour tous ses calculs de dose, une plateforme e´tant capable de
faire ces calculs dans un temps raisonnable est ne´cessaire pour une e´ventuelle utilisation a`
grande e´chelle de la modalite´ d’imagerie-traitement.
2.3.3 Contribution et permissions
Sami Hissoiny
– Ide´e originale
– Imple´mentation de l’effet du champ magne´tique sur les e´lectrons
– Validation de GPUMCD pour le transport d’e´nergie dans un champ magne´tique
– E´criture de l’article
Alexander Raaijmakers
– Mesures expe´rimentales
– Ge´ne´ration de l’espace de phase
– Correction de l’article
Benoit Ozell
– Codirecteur de projet
– Correction de l’article
Philippe Despre´s
– Codirecteur de projet
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– Correction de l’article
Bas Raaymakers
– Ide´e originale
– Discussion scientifique
– Correction de l’article
2.3.4 Information sur la publication
Cet article est publie´ dans la revue « Physics in Medicine and Biology » (Hissoiny et al.,
2011c). Cette revue a e´te´ choisie puisque c’est dans celle-ci que tous les autres travaux sur le
MRI-Linac de l’e´quipe de Bas Raaymakers ont e´te´ publie´s.
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Abstract
Purpose : Monte Carlo methods are considered the gold standard for dosimetric compu-
tations in radiotherapy. Their execution time is however still an obstacle to the routine use
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of Monte Carlo packages in a clinical setting. To address this problem, a completely new,
and designed from the ground up for the GPU, Monte Carlo dose calculation package for
voxelized geometries is proposed: GPUMCD.
Method : GPUMCD implements a coupled photon-electron Monte Carlo simulation for
energies in the range 0.01 MeV to 20 MeV. An analogue simulation of photon interactions
is used and a Class II condensed history method has been implemented for the simulation
of electrons. A new GPU random number generator, some divergence reduction methods as
well as other optimization strategies are also described.
Results : Dosimetric results obtained with GPUMCD were compared to EGSnrc. In all
but one test case, 98% or more of all significant voxels passed a gamma criteria of 2%-2mm.
In terms of execution speed and efficiency, GPUMCD is more than 1200 times faster than
EGSnrc and 250 times faster than DPM, a Monte Carlo package aiming fast executions.
Absolute execution times of less than 0.3 s are found for the simulation of 1M electrons and
4M photons in water.
Conclusion : GPUMCD, a new GPU-oriented Monte Carlo dose calculation platform, has
been compared to EGSnrc and DPM in terms of dosimetric results and execution speed. Its
accuracy and speed make it an interesting solution for full Monte Carlo dose calculation in
radiation oncology.
3.1 Introduction
Monte Carlo packages such as EGS4 (Nelson et al., 1985), EGSnrc (Kawrakow and Rogers,
2000; Kawrakow and Rogers, 2003), EGS5 (Hirayama et al., 2005) and PENELOPE (Sal-
vat et al., 2006) have been extensively compared to experimental data in a large array of
conditions, and generally demonstrate excellent agreement with measurements. EGSnrc, for
instance, was shown to reproduce experimental data within 0.1% (Rogers, 2006). Despite
this accuracy, Monte Carlo platforms are mostly absent from routine dose calculation in
radiation therapy due to the long computation time required to achieve sufficient statistical
significance.
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Monte Carlo simulations are generally considered the gold standard for benchmarking analyt-
ical dose calculation approaches such as pencil-beam based computations (Mohan et al., 1986;
Ahnesjo¨ et al., 1992; Jelen´ et al., 2005) and convolution-superposition techniques (Mackie
et al., 1985; Liu et al., 1997). Such techniques typically use precomputed Monte Carlo data
to incorporate physics-rich elements in the dose calculation process. These semi-empirical
methods were developed as a trade-off between accuracy and computation time and as such
do not match the level of accuracy offered by Monte Carlo simulations, especially in complex
heterogeneous geometries where differences of up to 10% were reported (Krieger and Sauer,
2005; Ding et al., 2005; Ma et al., 2000).
Fast Monte Carlo platforms have been developed for the specific purpose of radiotherapy
dose calculations, namely VMC (Kawrakow et al., 1996; Fippel, 1999; Gardner et al., 2007)
and DPM (Sempau et al., 2000). These packages make some sacrifices to the generality and
absolute accuracy of the simulation by, for example, restricting the energy range of incoming
particles. This assumption allows simpler treatment of certain particle interactions which
are less relevant within the limited energy range considered. Gains in efficiency of around 50
times can be achieved by these packages when compared to general-purpose solutions.
This paper presents GPUMCD (GPU Monte Carlo Dose), a new code that follows the fast
Monte Carlo approach. GPUMCD relies on a relatively new hardware platform for compu-
tations: the GPU (Graphics Processing Unit). The GPU is gaining momentum in medical
physics (Kutter et al., 2009b) (Despre´s et al., 2008) (de Greef et al., 2009) (Hissoiny et al.,
2010a), as well as in other spheres (Satish et al., 2009) (Micikevicius, 2009) (Thomas et al.,
2009) (Volkov and Demmel, 2008) (Wang et al., 2009) where high-performance computing
is required. A layer-oriented simulation based on the MCML Monte Carlo code for photon
transport has already been ported to the GPU (Alerstam et al., 2008). The photon transport
algorithm from PENELOPE has also been ported to the GPU (Badal and Badano, 2009) for
accelerations of up to 27x. DPM (Sempau et al., 2000) has been ported to the GPU (Jia
et al., 2010a) with excellent dosimetric results compared to the CPU version, as expected,
but with relatively low (5-6.6x) acceleration factors.
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A comparison of GPUMCD to the work by Jia et al. must be made cautiously. The work
of Jia et al. is a port of an existing algorithm that is not, to the best of our knowledge,
designed for the specific nature of the GPU. Notable differences are found between the two
approaches regarding the treatment of secondary particles and the electron-photon coupling.
These differences will be exposed in Sec. 3.2.3.3. The code presented in this article is the first
attempt of a complete rewrite of a coupled photon-electron Monte Carlo code specifically
designed for the GPU. New techniques for the memory management of particles as well
as efforts to reduce the inherent divergent nature of Monte Carlo algorithms are detailed.
The physics behind the platform have been carried out with respect to the literature; all
theoretical developments of cross section sampling methods have been adapted from their
description in general-purpose Monte Carlo package manuals (and references therein) listed
previously. However, their actual implementation is original, as it is specifically tailored
for parallel execution on graphics hardware, and the code has not been taken from existing
Monte Carlo implementations.
The paper is structured as follows: Sec. 5.2 introduces the physics principles as well as the
hardware platform and implementation details. Sec. 5.3 presents the results in terms of
dose and calculation efficiency of GPUMCD compared to the EGSnrc and DPM platforms.
Finally, a discussion of the reported results is presented in Sec. 3.4.
3.2 Material and methods
3.2.1 Photons simulation
Photon transport can be modeled with an analogue simulation, i.e. that every interaction
is modeled independently until the particle leaves the geometry or its energy falls below a
certain energy level referenced as Pcut from now on. This allows for an easy implementation
of the transport process.
GPUMCD takes into account Compton scattering, the photoelectric effect and pair produc-
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tion. Rayleigh scattering can be safely ignored for the energy range considered (10 keV-
20 MeV). Considering a homogeneous phantom, the distance to the next interaction, noted
s, can be sampled from the following expression:
s = − 1
µ(E)
ln(ζ), (3.1)
where ζ is a random variable uniformly distributed in [0,1] and µ(E) is the value of the total
attenuation coefficient, given by
µ =
NA
A(~x)
ρ(~x) (σcompton + σphoto + σpair) , (3.2)
where the σ’s are total cross section values for the corresponding interactions, NA is Avo-
gadro’s number, A is the molecular weight and ρ is the density.
To eliminate the need for a distinct geometry engine in heterogeneous situations, GPUMCD
employs the Woodcock raytracing algorithm (Woodcock et al., 1965) in which the volume can
be considered homogeneously attenuating by introducing a fictitious attenuation coefficient,
corresponding to a fictitious interaction which leaves the direction and energy of the particle
unchanged, in every voxel ~x:
µ(~x)fict = µmax − µ(~x) (3.3)
where µmax is the attenuation coefficient of the most attenuating voxel inside the volume. The
distance to the next interaction is therefore always sampled using µmax. The sampling of the
interaction type, once at the interaction position, is then performed taking into consideration
this fictitious interaction type. This method is not an approximation, it leads to the correct
result even in arbitrarily heterogeneous geometries.
Compton scattering is modeled with a free electron approximation using the Klein-Nishina
cross section (Klein and Nishina, 1929). The energy and direction of the scattered photon
and secondary electron are sampled according to the direct method derived by Everett et
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al. (Everett et al., 1971). Binding effects and atomic relaxation are not modeled. These
approximations are reasonable when the particle energy is large compared to the electron
binding energy which is the case for radiation therapy (Johns and Cunningham, 1983).
The photoelectric effect is modeled by once again ignoring atomic relaxation. Additionally,
shell sampling is also ignored and all electrons are assumed to be ejected from the K-shell.
The sole product of the interaction is a new electron in motion with total energy Eelec = Ephot.
The angular sampling of the electron is selected according to the Sauter distribution (Sauter,
1931) following the sampling formula presented in Sec. 2.2 of the PENELOPE manual (Salvat
et al., 2006).
Relatively crude approximations are employed when simulating pair production events. First
and foremost, no positrons are simulated in this package. The pair production event instead
generates two secondary electrons. The relatively low probability of pair production events at
the energies considered as well as the additional low probability of in-flight annihilation of the
positron make this approximation suitable (Sempau et al., 2000). Triplet production is also
not modeled. The energy of the incoming photon is trivially split between the two electrons
using a uniformly distributed random number. The angle of both electron is sampled using
the algorithm presented in Eq. 2.1.18 of the EGSnrc manual (Kawrakow and Rogers, 2003).
3.2.2 Electrons simulation
Because of the much larger number of interactions experienced by a charged particle before
it has deposited all of its energy, analogue simulations cannot be used practically. A class
II condensed history method is used here, as defined by Berger (Berger, 1963), in which
interactions are simulated explicitly only if they cause a change in orientation greater than
θc or a change in energy larger than Ec. Below these thresholds, the interactions are modeled
as taking part of a larger condensed interaction, the result of which is a major change in
direction and energy. Above the thresholds, interactions, usually called hard or catastrophic
interactions, are modeled in an analogue manner similar to the simulation of photons.
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3.2.2.1 Hard interactions
GPUMCD simulates inelastic collisions as well as bremsstrahlung in an analogue manner,
as long as the changes to the state of the particle are greater than the previously discussed
threshold.
For inelastic collisions, a free electron approximation is used and no electron impact ionization
nor spin effects are modeled. The Møller cross section is used to describe the change in energy
and direction of the scattered and knock-on electrons. The sampling routine presented in
Sec. 2.4.3.i of the EGSnrc manual (Kawrakow and Rogers, 2003) is used.
During a bremsstrahlung event, the energy of the created photon is sampled as presented in
Sec. 2.4.2.ii of the EGSnrc manual. Approximations to the angular events are employed :
the angle of the electron is unchanged and the angle of the photon is selected as θ = m0c
2/E
where E is the energy of the incoming electron.
3.2.2.2 Multiple scattering
The class II condensed history method requires the selection of an angle for the multiply-
scattered electron after a step, as discussed in the next subsection. To this end, the formu-
lation presented by Kawrakow and Bielajew (Kawrakow and Bielajew, 1998) and Kawrakow
(Kawrakow and Rogers, 2000) is used. The required q2+SR data are imported from the msnew.dat
file packaged with EGSnrc.
3.2.2.3 Electrons transport
The transport of electrons is less straightforward than photon transport because of the
high probability of soft collisions, which are regrouped in a single step between two hard
interactions (collision or bremsstrahlung events). This condensed history method introduces
an unphysical (but mathematically converging) factor for the length of the multiple-scattering
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step. Between consecutive hard collisions, which are separated by a distance sampled with an
electron version of Eq. (3.1), a number of multiple-scattering events will occur. In GPUMCD,
a simple step-length selection (henceforth |es|) is used and can be summarized as
|es| = min{dvox, |es|max, |ehard|} (3.4)
where dvox is the distance to the next voxel boundary, |es|max is a user-supplied upper bound
of step length and |ehard| is the distance to the next hard interaction. It is probably a weak
point of this platform that will be addressed in future releases.
The distance to the next hard interaction can once again be sampled with the help of the
Woodcock raytracing algorithm. For electron transport, however, the total attenuation coef-
ficient, µ(E), is in fact µ(E, s) where the dependence on distance has been made explicit. The
dependence on distance is due to the fact that electrons will lose energy due to sub-threshold
interactions between two successive hard interactions. In this application, the approximation
is made that the attenuation coefficient is decreasing with respect to the particle energy. It
is not rigorously true, as shown in (Kawrakow and Rogers, 2000), but allows for an easier
treatment since µmax(E) can be selected with E being the energy at the beginning of the
electron step.
Energy losses are experienced by the electron during the soft scattering events that are mod-
eled by the multiple-scattering step. This energy loss is accounted for with the continuously
slowing down approximation (CSDA). This approximation states that charged particles are
continuously being slowed down due to the interactions they go through and that the rate of
energy loss is equal to the stopping power S, given by:
S(E) = −dE
ds
. (3.5)
The implementation of a class II condensed history method only accounts for sub-threshold
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interactions in the CSDA. The use of restricted stopping powers, L, is therefore required:
L(E,Kcut) =
∫ Kcut
0
Σ(E,E ′)dE ′ (3.6)
where Σ(E,E ′) is the total macroscopic cross section. Since this release of GPUMCD is
|es|-centric, the energy loss of a given step is computed with
∆E =
∫ |es|
0
L(s)ds. (3.7)
The evaluation of the integral can be reduced to
∆E = L (E0 − L(E0)s/2) (3.8)
which is EGSnrc’s Eq. 4.11.3.
Between two consecutive hard collisions, the electron does not follow a straight line. Biela-
jew’s alternate random hinge method (Salvat et al., 2006) builds on PENELOPE’s random
hinge method to handle the angular deflection and lateral displacement experienced by an
electron during an electron step. The random hinge method can be described as follows:
the electron is first transported by ζ|es| (where ζ is again a uniformly distributed random
number), at which point the electron is rotated by the sampled multiple- scattering angle
described in Sec. 3.2.2.2 and the energy loss is deposited. The electron is then transported for
the remaining distance equal to (ζ − 1)|es|. Bielajew’s refinement of the algorithm involves
randomly sampling the angular deflection either before or after the electron has deposited
the energy associated with the step.
3.2.3 GPU implementation
In this section, different aspects of the GPU implementation are detailed. GPUMCD is built
with the CUDA framework from NVIDIA. A general description of the GPU building blocks
and memory levels can be found in (Hissoiny et al., 2009). Sec. 3.2.3.1 presents the random
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number generator used in this work while Sec. 3.2.3.2 describes the memory management.
Finally, Sec. 3.2.3.3 addresses the SIMD divergence issue and presents solutions as well as
other optimizations used in GPUMCD.
3.2.3.1 Random number generator
A pseudo random number generator (PRNG) is already available in the NVIDIA SDK
(Software Development Kit) for GPU computing. However, it uses a lot of resources which
would then be unavailable for the rest of the Monte Carlo simulation. For this reason, a
new lightweight PRNG based on the work of Marsaglia (Marsaglia and Zaman, 1991) was
implemented. We use a combined multiply-with-carry (MWC) generator, with recurrence of
the form
xn+1 = (a ∗ xn + cn) mod (b) (3.9)
where a is the multiplier and b the base. The carry, c, is defined by:
cn+1 = b(a ∗ xn + cn)
b
c. (3.10)
The carry c is naturally computed with integer arithmetic and bases b of 232 or 216. The
choice of the multiplier a is not arbitrary: the multiplier is chosen so that ab−1 is safeprime.
The period of the PRNG with such a multiplier is on the order of (ab−1)/2. This PRNG has
the advantage of using a small amount of memory. By combining two of these generators for
each thread, the PRNG uses two 32 bits values for the multipliers and two 32 bits values for
the current state. Ten integer operations (3 shifts, 2 ands, 2 mults and 3 adds) are required
to generate one new number. It has been shown to pass all tests but one of the TestU01
suite (L’ecuyer and Simard, 2007), a program designed to test the quality of pseudo random
numbers, and to achieve 96.7% of the peak integer bandwidth.
64
3.2.3.2 Memory management
GPUMCD is composed of four main arrays: a list of electrons and a list of photons, an array
to store composition identifiers and another for density values corresponding to a numerical
phantom. During the initialization phase, a call to the initParticle function is made which
fills the correct particle array (depending on the source particle type) and according to the
source type (e.g. with a parallel beam source all particles have a direction vector of (0,-1,0)).
The particle arrays are allocated only once, with size MAXSIZE. The choice of MAXSIZE is
graphics card dependent as the particle arrays occupy the better part of the global memory.
For instance, on a 1 Gb card, MAXSIZE could be set to 220. Only a fraction of the particle
array will be filled with source particles, to leave room for secondary particle creation. If
for instance MAXSIZE/d particles are generated, then each primary particle can generate an
average of d secondary particle without running out of memory. The choice of d is therefore
important; it is energy dependent and to a lesser extent geometry dependent. For example,
with a monoenergetic 15 MeV beam of photons on a 32 cm deep geometry, a value of d = 8
was found to be sufficient to accommodate all secondary particles. A global counter of active
particles is kept for both electrons and photons and every time a new particle is added the
counter is atomically incremented until it is equal to MAXSIZE after which secondary particles
are discarded. If the choice of d and MAXSIZE are such that the number of particles generated
is lower than MAXSIZE, then no particles are discarded. Atomic operations are not ideal
on parallel hardware but these two integer values, the current number of particles of both
types, should be efficiently cached on GF100 class hardware. After the initialization phase
is completed, the simulation starts by calling the function to simulate the initial particle
type. Subsequently, secondary particles of the other type are generated and put inside the
particle array for that type. The other type of particle will then be simulated, and so on until
a relatively low number of particle is left in the stack. This number is user-selectable and
could be set to 0 to simulate every particle. Since a simulation pass always comes with some
overhead, it could also be set to a non-zero value to avoid the launching of a simulation pass
with few particles to simulate which could have a negligible impact on the final distribution.
If this impact is in fact negligible of course depends on the threshold selected. Photons and
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electrons are never simulated in parallel but instead the particles of the other type are placed
in their respective array and wait there until the array with the current type of particle is
exhausted. This, in turn, eliminates the divergence due to the photon-electron coupling.
Every time a call to a simulation function for electrons or photons is issued, one can consider
that every particle of that type is simulated and that the counter for that type of particle is
reset to 0. Sec. 3.2.3.3 will show some refinements related to the management of particles.
The other two main arrays, one of composition identifier and one of density values, are stored
as 3D textures since they are used to represent the volume of voxels. Every time a particle
is moved, the composition and density of the current particle voxel are fetched from the 3D
textures.
Cross section and stopping power data are stored in global memory in the form of a 1D
texture. The cross section and stopping power data are preinterpolated on a regular grid
with a value at every 1 keV.
The shared memory usage is relatively limited in this application. For the electrons simu-
lation, some specific composition attributes are required (e.g. ZV , ZG, etc., in Tab. 2.1 of
EGS5) and are stored in shared memory. These data values have not been placed in constant
memory since that type of memory is best used when all threads of a warp access the same
address, which cannot be guaranteed here since these composition attributes are material
dependent. Two particles in different materials would therefore request the constant memory
at two different addresses, resulting in serialization. No other use for shared memory has
been found since the application is by nature stochastic. For instance, we cannot store a
portion of the volume since there is no way to know where all the particles of one thread
block will be. Similarly, we cannot store a portion of the cross-section data since there is no
way to know in which material and with which energy all the particles of one thread block
will be.
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3.2.3.3 Divergence reduction and other optimization strategies
Every multiprocessor (MP) inside the GPU is in fact a SIMD processor and the SIMD
coherency has to be kept at the warp level, i.e. 32 threads. The Monte Carlo simulation
being inherently stochastic, it is impossible to predict which path a given particle will take and
it is therefore impossible to regroup particle with the same fate into the same warps. When
a warp is divergent, it is split into as many subwarps as there are execution paths, leading
to a performance penalty. Divergence can be seen when, e.g. two particles of the same warp
do not require the same number of interactions before exhaustion or do not interact in the
same way. Some software mechanisms can be employed to reduce the impact of divergence.
The first mechanism consists in performing a stream compaction after N simulation steps,
where N is user-defined and corresponds to a number of interactions for photons and to
a number of catastrophic events for electrons. For example, if one particle requires 20
interactions to complete and the others in the warp require less than 5, then some scalar
processors (SP) in the MP will be idle while they wait for the slow particle to finish. This
first mechanism then artificially limits the number of simulation steps a particle can undergo
during one pass of the algorithm. After this number of steps, every particle that has been
completely simulated is removed from the list of particles and the simulation is restarted for
another N steps, until every particle has been completely simulated. The removal of particles
is not free and therefore it is not clear if this technique will have a positive effect on execution
time. The stream compaction is accomplished with the CHAG library (Billeter et al., 2009).
A second mechanism, named persistent thread by its creators and pool in GPUMCD, is taken
from the world of graphics computing (Aila and Laine, 2009). In this approach, the minimum
number of threads to saturate the GPU is launched. These threads then select their workload
from a global queue of particles to be simulated. Once a thread is done with one particle,
it selects the next particle, until all have been simulated. This is once again to reduce the
impact of the imbalance in the number of interactions per particle.
All the GPU code uses single precision floating point numbers as they offer a significant
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speed improvement over double precision floating point numbers on graphics hardware. The
work of Jia et al. (Jia et al., 2010a) showed that no floating point arithmetic artifacts were
introduced for this type of application.
A notable difference between this work and the work by Jia et al. is the way the secondary
particles are treated. In the work by Jia, a thread is responsible for its primary particle
as well as every secondary particles it creates. This can be a major source of divergence
because of the varying number of secondary particles created. On the other hand, GPUMCD
does not immediately simulate secondary particles but instead places them in their respective
particle arrays. After a given pass of the simulation is over, the arrays are checked for newly
created secondary particles and if secondary particles are found, they are simulated. This
eliminates the divergence due to the different number of secondary particles per primary
particles. Additionally, since Jia et al. use a single thread per primary particles, a thread
may be responsible for the simulation of both electrons and photons which can in turn be a
major source of divergence. For example, at time t, thread A may be simulating a secondary
electron while thread B a secondary photon. In other words, they simulate both photons
and electrons at the same time. Since both of these particles most likely have completely
different code path, heavy serialization will occur. On the other hand, since GPUMCD
stores secondary particles in arrays to be simulated later, no such divergence due to the
electron-photon coupling occurs.
Finally, GPUMCD can be configured to take advantage of a multi-GPU system. The multi-
GPU approach is trivial for Monte Carlo simulations: both GPUs execute the initParticle
function and simulate their own set of particles. After the simulations, the two resulting dose
arrays are summed. Linear performance gains are expected for simulations when there are
enough particles to simulate to overcome the overhead penalty resulting from copying input
data to two graphics card instead of one.
These optimization mechanisms can be turned on or off at the source code level in GPUMCD.
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3.2.4 Performance evaluation
The performance evaluation of GPUMCD is twofold: a dosimetric evaluation against EGSnrc
and DOSXYZnrc and an efficiency evaluation against EGSnrc and DPM, the later being a
fairer comparison since DPM was designed for the same reason GPUMCD was developed,
i.e. fast MC dose calculations.
All settings for DPM were set to default, notably Kcut = 200 keV and Pcut = 50 keV.
Most parameters for DOSXYZnrz (unless otherwise noted) were also set to default, notably
ESTEPE=0.25, ξmax=0.5. In EGSnrc/DOSXYZnrc, the boundary crossing algorithm used was
PRESTA-I and the electron step algorithm was PRESTA-II, atomic relaxation was turned off
as well as bound Compton scattering. Values of Pcut and Ecut were set to 0.01 MeV and
0.7 MeV respectively. The same 643 grid with 0.5 cm3 voxels is used for all simulations on
all platforms. These values of spatial resolution and number of voxels are insufficient for a
clinical calculation with patient specific data; however, they were judged adequate for the
benchmarking study conducted here. Preliminary results suggest that no loss of efficiency
occurs between GPUMCD and other platforms as the number of voxels is increased.
For dosimetric comparisons, the uncertainty of Monte Carlo simulation results varies as
1/
√
N where N is the number of histories. All simulations ran for visualization purposes on
GPUMCD were conducted with enough primary particles to achieve a statistical uncertainty
of 1% or less. The same number of particles were then generated in DOSXYZnrc. The graphs
are shown without error bars since they would simply add clutter to the results. For execution
time comparisons, 4 million particles were generated and simulated for photon beams and 1
million particles for electron beams. All sources were modeled as a monoenergetic parallel
beam. All dose distributions were normalized with respect to Dmax. The efficiency measure,
, was used to evaluate the performance of the different implementations:
 =
1
s2T
, (3.11)
where s is the statistical uncertainty and T the computation time. Only voxels with a dose
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higher than 0.2 ·Dmax were considered for the statistical uncertainty, yielding the following
expression for s2:
s2 =
1
N0.2
N0.2∑
Dijk>0.2Dmax
∆Dijk
Dijk
, (3.12)
where
∆Dijk =
√
〈D2ijk〉 − 〈Dijk〉2
N − 1 , (3.13)
for N the number of histories simulated and 〈D〉 the mean of the random variable D.
For the dosimetric evaluation, a gamma index was used to compare the two dose distribu-
tions (Low and Dempsey, 2003). The gamma index for one voxel x is defined as
γ(x) = min{Γ(x, x′)}∀{x′}, (3.14)
and
Γ(x, x′) =
√
||x′ − x||2
∆d2
+
|D(x)−D(x′)|2
∆D2
, (3.15)
where ||x′−x|| is the distance between voxels x and x′, D(x) is the dose value of voxel x, ∆d
is the distance tolerance value and ∆D is the dose tolerance value. The criteria for acceptable
calculation is defined for a gamma index value below or equal to 1.0.
All simulations were run on the same PC comprising an Intel Xeon Q6600 and a NVIDIA
GeForce GTX480 graphics card. DPM and DOSXYZnrc do not natively support multi-
core architectures and have not been modified. GPUMCD, unless running in multi-GPU
configuration, uses only one processor core. The CPU used in this study is significantly older
than the GPU card used; acceleration numbers should therefore be interpreted accordingly.
3.3 Results
Several slab-geometry phantoms are described in Sec. 3.3.1 . In Sec. 3.3.2, the execution
times and gains in efficiency are reported. A multi-GPU implementation is also tested and
corresponding acceleration factors are presented.
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3.3.1 Dosimetric results
For slab geometries, central axis percent depth dose (PDD) curves as well as dose profiles
at different depths or isodose curves are presented. Gamma indices are calculated in the
entire volume of voxels and the maximum and average values are reported. The number of
voxels with a gamma value higher than 1.0 and 1.2 are also detailed in order to evaluate
discrepancies in dose calculation. The gamma criteria used is set to 2% and 2 mm which
is a generally accepted criteria for clinical dose calculation (Van Dyk et al., 1999). In every
gamma index summary table: 1) γmax is the maximum gamma value for the entire volume of
voxel; 2) γavgc is the average gamma value for voxels with D > cDmax; 3) ΣDc is the number
of voxels with D > cDmax ; 4) Σγc > g is the number (proportion) of voxels with D > cDmax
and γ > g.
The first slab geometry is a simple water phantom. GPUMCD treats homogeneous phantoms
as heterogeneous phantoms; the particles are transported as if evolving inside a heterogeneous
environment and therefore there is no gain in efficiency resulting from homogeneous media.
For this geometry, the results for an electron beam and a photon beam are presented in
Fig. 3.1 and gamma results in Tab. 3.1.
Table 3.1 Gamma criteria summary for a 15 MeV beam on water.
Particles γmax γavg0.2 ΣD0.2 Σγ0.2 > 1.0 Σγ0.2 > 1.2
Electrons 1.24 0.29 1750 37 (2%) 2 (∼0%)
Photons 1.27 0.18 7500 143 (2%) 19 (∼0%)
The second geometry is composed of a lung box inside a volume of water. It is designed
to demonstrate the performance of GPUMCD with lateral and longitudinal disequilibrium
conditions. For electrons, the lung box is 4 cm long, 4.5 cm wide and starts at a depth of
3 cm; for photons the lung box is 6.5 cm long, 4.5 cm wide and starts at a depth of 5.5 cm.
In both cases, the box is centered on the central axis. For this geometry, PDD and isodose
plots are presented in Fig. 3.2 for the electron and photon beams while the gamma results
are presented in Tab. 3.2.
71
0 2 4 6 8 10 12 140
0.2
0.4
0.6
0.8
1
depth (cm)
re
la
tiv
e
 
do
se
 
 
GPUMCD
EGSnrc
0 5 10 15 20 25 300
0.2
0.4
0.6
0.8
1
depth (cm)
re
la
tiv
e
 
do
se
 
 
GPUMCD
EGSnrc
-8 -6 -4 -2 0 2 4 6 80
0.2
0.4
0.6
0.8
1
width (cm)
re
la
tiv
e
 
do
se
 
 
GPUMCD 2cm
GPUMCD 4cm
GPUMCD 6cm
EGSnrc
-8 -6 -4 -2 0 2 4 6 80
0.2
0.4
0.6
0.8
1
width (cm)
re
la
tiv
e
 
do
se
 
 
GPUMCD 6cm
GPUMCD 12cm
GPUMCD 18cm
EGSnrc
Figure 3.1 PDD (top) and profile (bottom) of 15 MeV electron (left) and photon (right)
beams on water.
Table 3.2 Gamma criteria summary for a 15 MeV beam on water with a lung box.
Particles γmax γavg0.2 ΣD0.2 Σγ0.2 > 1.0 Σγ0.2 > 1.2
Electrons 1.40 0.32 2366 46 (2%) 2 (0%)
Photons 1.30 0.19 7522 122 (2%) 19 (∼0%)
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Figure 3.2 PDD (top) and isodose (bottom) of a (left) 15 MeV electron beam on water with
a 4 cm long, 4.5 cm wide box of lung at a depth of 3 cm and (right) 15 MeV photon beam
on water with a 6.5 cm long, 4.5 cm wide box of lung at a depth of 5.5 cm.
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The third geometry is composed of soft tissue, bone and lung. The slabs, for electrons, are
arranged as such: 2 cm of soft tissue, 2 cm of lung, 2 cm of bone followed by soft tissue. For
photons the geometry is: 3 cm of soft tissue, 2 cm of lung, 7 cm of bone followed by soft
tissue. The results for the electron and photon beams are presented in Fig. 3.3 and gamma
results in Tab. 3.3.
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Figure 3.3 PDD (top) and profile (bottom) of a (left) 15 MeV electron beam on a phantom
composed of 2 cm of soft tissue, 2 cm of bone, 2 cm of lung followed by soft tissue and (right)
15 MeV photon beam on a phantom composed of 3 cm of soft tissue, 2 cm of lung, 7 cm of
bone followed by soft tissue.
3.3.2 Execution time and efficiency gain
In this section, the overall speed and efficiency of GPUMCD is evaluated and compared
to EGSnrc and DPM. In the following tables, Geom1 is the water phantom, Geom2 is
the water-lung phantom and Geom3 is the tissue-lung-bone phantom. TEGSnrc and TDPM
are respectively the EGSnrc and DPM execution times. For the efficiency measurement,
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Table 3.3 Gamma criteria summary for a 15 MeV beam on a phantom with layers of soft
tissue, bone and lung.
Particles γmax γavg0.2 ΣD0.2 Σγ0.2 > 1.0 Σγ0.2 > 1.2
Electrons 1.84 0.34 1700 138 (8%) 54 (3%)
Photons 1.31 0.22 7220 12 (∼0%) 0 (0%)
, the fastest execution time of GPUMCD (with or without the optimization presented in
Sec. 3.2.3.3) has been used. The acceleration factor and efficiency improvement, namely A
and A, also use the fastest time for GPUMCD. The acceleration factor is defined as
A =
Tref
TGPUMCD
, (3.16)
and the efficiency improvement as
A =
GPUMCD
ref
. (3.17)
Tab. 3.4 presents the acceleration results for photon and electron beams where 4M photons
and 1M electrons are simulated. Absolute execution times of 0.269 s, 0.275 s and 0.366 s
were found with GPUMCD for Geom1, Geom2 and Geom3 respectively for a photon beam
and 0.118 s, 0.147 s and 0.162 s for an electron beam.
Table 3.4 Acceleration factors for 1M 15 MeV electrons and 4M 15 MeV photons on the three
geometries presented. Absolute execution times of 0.269 s, 0.275 s and 0.366 s were found
with GPUMCD for Geom1, Geom2 and Geom3 respectively for a photon beam and 0.118 s,
0.147 s and 0.162 s for an electron beam.
Photons Electrons
DPM EGSnrc DPM EGSnrc
Geom1
A 584 1498 323 1983
A 665 1515 382 2285
Geom2
A 559 1365 276 1659
A 612 1685 312 1843
Geom3
A 262 1222 296 1617
A 284 1356 318 1785
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Tab. 3.5 presents the results of the divergence reduction methods and acceleration strategies
presented in Sec. 3.2.3.3 for electron and photon beams. In the following table Acomp, Apool
represent the acceleration factors with respect to the base configuration execution time (Tbase),
with the stream compaction or pool divergence reduction methods enabled, respectively.
Table 3.5 Acceleration results of the different strategies presented in Sec. 3.2.3.3 for the
second geometry (geom2).
Particles Tbase Acomp Apool
Electrons 0.293 1.06 1.26
Photons 0.315 0.85 0.98
As detailed in Sec. 3.2.3.3, GPUMCD can take advantage of a system with multiple GPUs.
The impact of parallelizing GPUMCD on two GPUs is presented in Tab. 3.6 where TPHs
and TPHd are the execution time in single and dual GPU mode, respectively, normalized to
the time required for the simulation of a single particle. The graphics cards used for this test
are a pair of Tesla C1060. The reported execution times include every memory transfer to
and from the graphics cards.
Table 3.6 Execution times and acceleration factors achieved with a multi-GPU configuration.
TPHs TPHd Ad/s
(µs) (µs)
Electrons 5.43 2.82 1.92
Photons 5.20 2.74 1.90
3.4 Discussion
3.4.1 Dosimetric evaluation
Figures 3.1 - 3.3 and Tables 3.1 - 3.3 present the dosimetric evaluation performed between
GPUMCD and EGSnrc. An excellent agreement is observed for homogeneous phantoms
with both photon and electron beams, except for the end of the build-up region where small
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differences can be observed. In both cases, the rest of the curve as well as the overall range
of the particles are not affected.
In heterogeneous simulations with low density materials, the agreement is also excellent.
Differences of up to 2% can be seen in the build-up region for an incoming electron beam.
These differences again do not affect the range of the particles. For a photon beam impinging
on the water-lung phantom, the dose is in good agreement within as well as near the
heterogeneity.
In heterogeneous simulations with a high-Z material, differences of up to 2% are found with
an impinging electron beam and no differences above 1% are found for the photon beam in
the presented PDD while differences of up to 1.5% are found in the profiles.
The overall quality of the dose comparison can be evaluated with the gamma value results
presented in Tab. 3.1 to 3.3. Results suggest that the code is suitable for clinical applications
as the dose accuracy is within the 2%/2 mm criteria, for all cases but one, which is below
the recommended calculation accuracy proposed by Van Dyk (Van Dyk et al., 1999). For
electron beams, the gamma criteria has been well respected in the first two geometries where
at most 2% of the significant voxels failed. More pronounced differences have been found
in the last geometry including a high-Z material where 8% of the significant voxels fail the
gamma test. However, only 3% of all significant voxels fail that test with a value higher than
1.2, indicating that the critera are slightly too strict. Indeed, with a 2.5%-2.5mm, 3% of all
significant voxels fail the test. For photon beams, all geometries meet the gamma criteria for
98 % or more of all significant voxels.
3.4.2 Execution times
The differences in calculation efficiency between GPUMCD and the other two codes are due
to three distinctive reasons: 1) differences in hardware computational power, 2) differences
in the programming model and its adaptation to hardware and 3) differences in the physics
simulated and approximations made. As an operation-wise equivalent CPU implementation
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of GPUMCD does not exist, these factors cannot be evaluated individually.
Tab. 3.4 shows the acceleration results comparing GPUMCD to DPM and EGSnrc. It can be
seen that GPUMCD is consistently faster than DPM, by a factor of at least 262x for photon
beams and 276x for electron beams. The disadvantage of using the Woodcock raytracing
algorithm is apparent in Tab 3.4 where the geometry featuring a heavier than water slab has
the lowest acceleration factor. An acceleration of more 1200x is observed when comparing to
EGSnrc for both photon and electron beams.
DPM and EGSnrc both employ much more sophisticated electron step algorithms compared
to GPUMCD. Improvements to the electron-step algorithm in GPUMCD will most likely yield
greater accelerations, as photon transport was shown to be much faster than the reported
coupled transport results (Hissoiny et al., 2010b), as well as improved dosimetric results.
Tab. 3.5 presents the execution times and acceleration factors for the different divergence
reduction methods and optimizations presented in Sec. 3.2.3.3. Gains of up to 26% for
electron beams are observed. However, acceleration factors below 1 are found for photon
beams, showing that electron beams are more divergent. These results show that the GPU
architecture is not ideal for Monte Carlo simulations but that the hardware is able to cope
well with this divergence. The mechanisms employed in GPUMCD to reduce this penalty
have either had a negative impact on the execution time or a small positive impact that is
perhaps not worth the loss in code readability and maintainability.
Tab. 3.6 details the gain that can be obtained by executing GPUMCD on multiple graphics
card. GPUMCD presents a linear growth with respect to the number of GPUs. This is
expected as there is a relatively small amount of data transferred to the GPUs compared to
the amount of computations required in a typical simulation. As the number of histories is
reduced, so is the acceleration factor.
Efficiency improvements can be achieved with variance reduction techniques (VRT). Sev-
eral methods have been published to improve the calculation efficiency of EGSnrc for in-
stance (Kawrakow and Rogers, 2000; Wulff et al., 2008). A fair comparison of GPUMCD
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with other Monte Carlo packages would ideally involve an optimal usage of the codes. In this
paper, no VRT was used for the comparisons. It is not clear yet how VRT could potentially
be implemented in GPUMCD. In the eventuality that VRT are equally applicable to each
code architecture, the efficiency improvements reported in this paper would remain roughly
the same. Otherwise, GPUMCD might suffer from a performance penalty compared to
VRT-enabled codes.
3.5 Conclusion and future work
In this paper, a new fully coupled GPU-oriented Monte Carlo dose calculation platform was
introduced. The accuracy of the code was evaluated with various geometries and compared to
EGSnrc, a thoroughly validated Monte Carlo package. The overall speed of the platform was
compared to DPM, an established fast Monte Carlo simulation package for dose calculations.
For a 2%-2mm gamma criteria, the dose comparison is in agreement for 98% or more of
all significant voxels, except in one case: the tissue-bone-lung phantom with an electron
beam where 92% of significant voxels pass the gamma criteria. These results suggest that
GPUMCD is suitable for clinical use.
The execution speed achieved by GPUMCD, at least two orders of magnitude faster than
DPM, let envision the use of accurate of Monte Carlo dose calculations for numerically
intense applications such as IMRT or arc therapy optimizations. A 15 MeV electron beam
dose calculation in water can be performed in less than 0.12 s for 1M histories while a photon
beam calculation takes less than 0.27 s for 4M histories.
GPUMCD is currently under active development. Future work will include the ability to work
with phase space and spectrum files as well as the integration and validation of CT-based
phantoms for dose calculation. Research towards variance reduction techniques that are
compatible with the GPU architecture is also planned.
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ABSTRACT
Purpose : To validate GPUMCD, a new package for fast Monte Carlo dose calculations based
on the GPU (Graphics Processing Unit), as a tool for low energy single seed brachytherapy
dosimetry for specific seed models. As the currently accepted method of dose calculation
in low energy brachytherapy computations relies on severe approximations, a Monte Carlo
based approach would result in more accurate dose calculations, taking in consideration the
patient anatomy as well as inter-seed attenuation. The first step is to evaluate the capability
of GPUMCD to reproduce low energy, single source, brachytherapy calculations which could
ultimately result in fast and accurate, Monte Carlo based, brachytherapy dose calculations
for routine planning.
Method : A mixed geometry engine was integrated to GPUMCD capable of handling parametric
as well as voxelized geometries. In order to evaluate GPUMCD for brachytherapy calculations,
several dosimetry parameters were computed and compared to values found in the literature.
These parameters, defined by the AAPM Task-Group No. 43, are the radial dose function, the
2D anisotropy function, and the dose rate constant. These three parameters were computed
for two different brachytherapy sources: the Amersham OncoSeed 6711 and the Imagyn
IsoStar IS-12501.
Results : GPUMCD was shown to yield dosimetric parameters similar to those found in the
literature. It reproduces radial dose functions to within 1.25% for both sources in the 0.5 <
r < 10 cm range. The 2D anisotropy function was found to be within 3% at r = 5 cm and
within 4% at r = 1 cm. The dose rate constants obtained were within the range of other
values reported in the literature.
Conclusion : GPUMCD was shown to be able to reproduce various TG-43 parameters for two
different low-energy brachytherapy sources found in the literature. The next step is to test
GPUMCD as a fast clinical Monte Carlo brachytherapy dose calculations with multiple seeds
and patient geometry, potentially providing more accurate results than the TG-43 formalism
while being much faster than calculations using general purpose Monte Carlo codes.
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4.1 Introduction
In permanent implant brachytherapy, a number of radioactive seeds are implanted directly
into the structure targeted for treatment. In clinical practice, the formalism currently
employed to compute the dose in brachytherapy cases is outlined in the AAPM Task Group
No. 43 (TG-43) Report (Rivard et al., 2004). The technique relies on Monte Carlo parameters
that are pre-calculated in a homogeneous water geometry used to approximate the patient.
The shortcomings of this technique are evident : the patient is not made of water nor is
he homogeneous. One of the alternatives to the TG-43 formalism is to perform full Monte
Carlo simulations based on the patient’s anatomy. For low dose rate prostate brachytherapy,
differences between full Monte Carlo calculations and TG-43 calculations arise from two main
contributions: inter-seed attenuation and patient composition (Carrier et al., 2006). The
inter-seed attenuation stems from the fact that several seeds made of high-Z materials are
implanted in the patient, shadowing each other and leading to fluence perturbations ignored
in the TG-43 formalism. The patient composition differences come from the fact that the
patient is not homogeneously composed of water, as approximated in the TG-43 formalism.
Several studies have shown that the differences between full Monte Carlo and TG-43 are
significant (Carrier et al., 2006; Mobit and Badragan, 2004; Chibani et al., 2005). Carrier et
al. reported that the difference to the prostate’s D90 can range from 5.8% to 12.8% (Carrier
et al., 2006). Mobit et al. have shown, in a non clinically realistic setting, that the dose
perturbation due to inter-seed attenuation in a 27 seeds plan can be as high as 10%. The
effect was not significant with seed spacing of more than 0.5 cm but significant differences were
found in the dose-volume histogram for seeds spacing of 0.5 cm(Mobit and Badragan, 2004).
Chibani et al. have compared full Monte Carlo simulations to a kernel-based superposition
approach using idealized point or line sources (Chibani et al., 2005). They have found
differences in the D90 of 2% to 5%.
Despite these differences, full Monte Carlo simulations are rarely used routinely due to their
typically long computation times. Yegin et al. have designed a faster Monte Carlo code
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based on EGSnrc (Kawrakow and Rogers, 2000) called Brachydose. It was reported that
the platform could complete a calculation in 30 secs for prostate implants (Thomson et al.,
2010). This is still much longer than the time required for a regular TG-43 calculation.
GPUMCD is a fast Monte Carlo code relying on the GPU (Graphics Processing Unit) for all
arithmetic operations (Hissoiny et al., 2011a). It was shown to produce clinically acceptable
results, comparable to those of EGSnrc for both photon and electron beams but obtained up
to 1500 times faster.
A mixed geometry engine was integrated to GPUMCD, capable of handling parametric as well as
voxelized geometries. This made GPUMCD suitable for brachytherapy computations, for which
seeds are best described with parametric geometries while patient specific data usually take
the form of voxelized data sets obtained by imaging.
The main objective of this paper is to evaluate the capacity of GPUMCD to reproduce dosimetry
results of single low energy brachytherapy seeds. The TG-43 requires for validation that
any new dose calculation tool should be able to reproduce the currently accepted TG-43
parameters for at least one source. In this report, two sources were validated: the Amersham
OncoSeed 6711 and the Imagyn IsoStar IS-12501.
The goal of this paper is not to introduce a new set of TG-43 parameters for the pre-
sented sources. The low- energy physics modeling of GPUMCD is not as complete, or
as accurate, as other sources of low-energy brachytherapy Monte Carlo simulations such
a MCTP (Williamson and Quintero, 1988) or EGSnrc (Kawrakow and Rogers, 2000). This
study will however serve as a basis to evaluate the accuracy that can be reached by using
GPUMCD as clinical low-energy brachytherapy dose calculation tool. The areas where the
low-energy physics in GPUMCD falls short of what would be preferable in a brachytherapy
context will be highlighted in Sec 5.2.
This study is not focused on execution times but rather on the evaluation of GPUMCD as a
tool for producing accurate results in brachytherapy simulations. It is the first step towards
the integration of GPUMCD as a clinically useful tool. A subsequent evaluation, outside the
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scope of this study, will assess the ability of GPUMCD to complete Monte Carlo simulations of
brachytherapy problems in a time compatible with routine clinical use.
The rest of this paper is structured as follows: Sec. 4.2.1 reviews the important aspects of the
GPUMCD platform for brachytherapy, Sec. 4.2.2 describes the brachytherapy elements added
to GPUMCD since its external beam version (Hissoiny et al., 2011a) and Sec. 4.2.3 details the
brachytherapy seeds used in this study. Sec. 5.3 presents the results obtained for the two
sources and the different TG-43 parameters as well as a discussion of those results.
4.2 Material and methods
4.2.1 Review of GPUMCD features relevant to brachytherapy computations
The cross section data for this version of GPUMCD comes from the NIST XCOM database (Berger
et al., 1998), as recommended by the TG-43 report.
Rayleigh scattering is not currently part of the GPUMCD platform as it was originally designed
for high-energy external beam radiotherapy. Rayleigh scattering is less present than either
Compton scattering or the photoelectric effect throughout the energy range. In high-Z
materials, such as the ones found in the seeds, Rayleigh scattering is dominated by the
photoelectric effect by close to two orders of magnitude. It is however recommended by the
TG-43 report that Rayleigh scattering be part of single-seed brachytherapy dosimetry Monte
Carlo calculations.
The Compton scattering event was modeled using a free electron approximation through the
sampling of the Klein-Nishina cross section (Klein and Nishina, 1929). The direction and
energy of the scattered photon were sampled using the algorithm by Everett et al. (Everett
et al., 1971). The ejected electron is deposited locally. At the energies encountered in
low-energy brachytherapy, it is the recommendation of the TG-43 report that a Compton
scattering algorithm taking into consideration bound electrons is preferable.
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The photoelectric effect was modeled by ignoring all atomic relaxations and characteristic
radiation in the original GPUMCD code. These omissions had a minor impact in external
beam radiotherapy but are important at the energies considered in permanent seed implant
brachytherapy. A minor modification was made to the original GPUMCD and is detailed in
Sec. 4.2.2.
All the energy of the secondary electrons is deposited locally in this study since their range
would be much smaller than the resolution of the scoring grid used. This approximation is
valid due to the low energy of the primary photons. At 35 keV of kinetic energy, the range
of an electron is 2.3x10−3 g/cm2 in water (Berger et al., 2000), which is much less than the
voxel size in the scoring grid. Photons are tracked until they reach their cutoff value of 1 keV,
after which their energy is deposited locally.
To handle heterogeneities, GPUMCD uses the Woodcock raytracing algorithm (Carter et al.,
1972; Hissoiny et al., 2011a) in which the volume can be considered homogeneously attenu-
ating with a fictitious attenuation coefficient, corresponding to a fictitious interaction which
leaves the direction and energy of the particle unchanged, in every voxel ~x:
µ(~x,E)fict = µ(E)max − µ(~x,E), (4.1)
where µmax is the attenuation coefficient of the most attenuating region inside the treatment
volume. The distance to the next interaction is therefore always sampled using µmax.
This raises a problem in permanent implant brachytherapy calculations since there is a very
dense but very localized material in the simulation: the seed. This small region of space will
be responsible for the slowing down of the entire simulation due to the very high number of
fictitious interactions introduced everywhere else since µ(E)max is much larger than µ(~x,E),
the average attenuation factor of the simulation volume. To address this issue, a completely
new boundary crossing algorithm was introduced in GPUMCD. It is presented in Sec. 4.2.2.2.
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4.2.2 Additions to the GPUMCD platform
The first modification, presented in Sec. 4.2.2.1, is the addition of a parametric geometry
module. The second one, presented in Sec. 4.2.2.2, is the new boundary crossing algorithm.
The third one, presented in Sec. 4.2.2.3, is the modification of the photoelectric effect
simulation to handle characteristic radiation.
4.2.2.1 Geometry module
Permanent implant brachytherapy seeds are unsuitable for a representation using a voxelized
grid due to their small size and curved surfaces.
A new parametric geometry module based on quadrics has been developed. Because the
quadrics can be infinite in space (e.g. a cylinder) the possibility of a parametric box is also
added to the geometry package. This box is used to bind otherwise infinite regions of space.
The parametric geometry package can be used jointly with the regular voxelized grid definition
of GPUMCD. This allows the use of voxel-based CT data defining patient composition and
density with parametric seed geometry definitions.
The navigation in the mixed geometry required a modification to the photon simulation
algorithm. During the simulation, the algorithm needs to retrieve the composition and the
density at the current particle position. To handle the mixed geometry, GPUMCD first does a
test against every parametric volume to verify if the current particle position is within one
of them. If it is not the case, then the geometry engine assumes that the composition and
the density are specified by the underlying volume of voxels and fetches these values from
the phantom 3D textures (for more details see Sec. II.C.2 of (Hissoiny et al., 2011a)).
This approach raises two noteworthy points. Firstly, the parametric definitions have to be
defined in a specific order, from inside out. That is, if the volume V1 is surrounded by volume
V2, then V1 must be defined before V2. Secondly, the systematic search for a position within
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the parametric geometries is time consuming, especially since typical treatment plans involve
tens of seeds each composed of many parametric volumes.
The parametric definitions were stored in the constant memory of the GPU. Since these
definitions will always be read in the same order and that every thread will access the same
element at the same time, the bandwidth-saving broadcasting mechanism of constant memory
can be used. However, this requires the number of parametric definitions to be known at the
time of compilation since constant memory has to be statically allocated.
Also, to limit the performance penalty associated with the systematic search through para-
metric volumes, a bounding box was placed around each and every seed. The geometry
engine first checks if the particle is within the bounding box and will only verify the different
seed quadrics if this is the case.
4.2.2.2 Boundary crossing algorithm
In the version of GPUMCD for brachytherapy calculations, the new quadric geometry engine is
used for the heterogeneous boundary crossing during the simulation. The approach used in
GPUMCD involves the rescaling of a sampled number of mean free paths to the next interaction
through the conservation of the non-interaction probability (Leppanen, 2007):
e−xiΣi = e−xjΣj , (4.2)
where xi and Σi are distances traveled and total cross sections for different media, respectively.
From this relation, the distances in medium i can be rescaled to be equivalent, in terms of
interaction probability, to a distance traveled in medium j through the following relation:
xj =
Σixi
Σj
. (4.3)
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With these equations, if a path length s is sampled in a medium of total cross section Σ0,
the actual distance traveled must respect the following relation:
s =
∑
j
Σjxj
Σ0
, (4.4)
where the j’s represent the media crossed. The actual traveled distance (in units of length)
to the next point of interaction, x, is then
x =
∑
j
xj. (4.5)
The approach to compute the xj’s is a raytracing problem. The mathematical tools required
for the computation of the xj’s are a ray-box intersection algorithm (Woo, 1990) and a
ray-quadric intersection algorithm (Lindley, 1992).
The Woodcock algorithm is however still used when the particle is outside a quadric until
the particle reaches the next quadric.
4.2.2.3 Modification to the photoelectric effect simulation
In the original GPUMCD code (Hissoiny et al., 2011a), the photoelectric effect was approximated
by Ee=Ep+m0, where m0 is the rest mass of the electron. The energy of the incoming photon,
Ep, was completely transferred as the energy of the ejected electron, Ee. This approximation
is acceptable with high energy beams but as the energy of primary particles approaches the
energy of the characteristic X-ray radiation of the material, it becomes less accurate. In this
study, the direction of the ejected electron is irrelevant since it is not tracked. The required
changes are related to the energy of the electron absorbed locally and the energy of the
relaxation X-ray photon.
In the version of GPUMCD for brachytherapy, the energy deposited locally (since electrons are
not tracked) is set to Ed = Ep − Ek−edge, where Ed is the energy deposited and Ek−edge
is the binding energy of the K-shell. This approach is also used in EGS4 (Nelson et al.,
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1985). The incoming photon is recast as a relaxation X-ray photon; its energy is set to
Ep = Ek−edge and its direction is sampled uniformly. With this approach, the relaxation
photon is simulated right away and no new photon is added to the particle queue, therefore
avoiding a performance penalty. The photoelectric algorithm also takes into account K-shell
yields to sample if a fluorescence X-ray should be generated based on Plechaty et al. (Plechaty
et al., 1978).
As a single Ek−edge value is expected by the algorithm, it cannot readily handle compounds
where each element of the compound has its own Ek−edge. A more complex algorithm would
require the sampling of the element from which the electron is ejected, taking into considera-
tion the photoelectric cross section of each element, as it is done in EGSnrc (Kawrakow and
Rogers, 2003), for instance.
4.2.3 Brachytherapy seed description
Two brachytherapy sources were used in this study: the Amersham OncoSeed 6711 and the
Imagyn IsoStar IS-12501. Both of these seeds have 125I as their radioactive source of photons.
The five bin energy spectrum presented in the TG-43 report (Rivard et al., 2004) was used
in this study.
The detailed description of the OncoSeed 6711 source is taken from the study by Dolan et
al. (Dolan et al., 2006). The source consists AgI and AgBr coated on a 2.88 mm long
cylindrical rod of silver (ρ = 10.5 g/cm3). The rod has a radius of 0.25 mm. The ends of the
rod are cut at a 45 degrees angle yielding a radius of 0.175 mm at both ends of the rod. The
rod is encapsulated inside a titanium (ρ = 4.54 g/cm3) shell with a radius of 0.4 mm. The
wall of the shell is 0.07 mm thick and the capsule is 3.75 mm long. Semi-spherical end-welds
with a radius of 0.4 mm and a thickness of 0.375 mm complete the description of the seed.
The detailed description of the IsoStar IS-12501 source is available in the study by Gear-
heart et al. (Gearheart et al., 2000). The source consists of 5 silver spheres coated with AgI.
The spheres have a radius of 0.32 mm. The spheres are encapsulated in a titanium shell
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that is 3.60 mm long, has a 0.4 mm radius and 0.05 mm thick walls. The end-welds are
hemispheres with a radius of 0.4 mm.
A source of uncertainty in Monte Carlo simulations of brachytherapy seeds is the geo-
metric uncertainty, or component mobility, which models the fact that components within
seed are not always precisely at their nominal position. Studies by Williamson and Ri-
vard (Williamson, 2002; Rivard, 2001) demonstrate the effect of such uncertainties on the
Monte Carlo results. The geometric uncertainty of the seed is not taken into account in this
study and therefore every seed is modeled at its nominal geometric configuration. The same
goes for the comparison benchmark data of Sec 5.3.
4.2.4 Performance evaluation
4.2.4.1 Monte Carlo simulations
The values of D(x, y, z) · r2, where D(x, y, z) is the energy deposited by a photon at location
(x, y, z) at distance r from the center of the source to (x, y, z), are scored directly within the
simulation. This approach is used since most TG-43 parameters require a normalization by
GP (r, θ).
The phantom used for the computation of gP (r), F (r, θ) at r = 1 cm and r = 5 cm is
a 30x30x30 cm3 box of water (ρ = 0.998 g/cm3), complying with the 15 cm radius water
sphere recommended in the TG-43.
The energy deposition was scored using the inherent cylindrical symmetry of the sources. The
energy deposition on an annulus of radius r and thickness equal to a voxel side, centered on
the source’s central axis, is collapsed to a plane going through the source’s central axis. The
underlying dose grid is then effectively collapsed to a 1-slice Cartesian grid of 257x257 voxels.
This number yields for voxel sizes a little over 1 mm3. The energy deposition estimator used
is an analogue estimator. For every simulation, 100 · 106 particles were simulated.
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Calculations for the air-kerma rate K˙δ(d) are done in vacuo. A scoring geometry similar to
the NIST WAFAC (Wide-Angle Free-Air Chamber) (Seltzer et al., 2003) has been employed,
with a 2.7x2.7x0.05 cm3 voxel positioned at 10 cm from the source on the transverse axis.
The voxel is filled with dry air while the rest of the geometry is filled with void. This method
is based on the WAFAC method described by Taylor et al. (Taylor and Rogers, 2008). The
TG-43 report also recommends to set the photon cutoff value to 5 keV to eliminate relaxation
photons created in titanium shells. In GPUMCD, the atomic relaxation in titanium can be
turned off independently while still allowing the tracking of lower energy photons that have
not been generated in the titanium shell. A lower cutoff value of 1 keV was chosen, allowing
for a more accurate simulation while respecting the TG-43U recommendation of not tracking
titanium shell relaxation photons. For the calculation of the dose rate constant Λ, the dose
rate at the reference position D˙(r0, θ0) is divided by the air-kerma strength, Sk = K˙δ(d)d
2,
at d = 10 cm.
4.2.4.2 Simulation setup and validation
The simulations were run on a PC equipped with a NVIDIA GeForce GTX 480 GPU and an
Intel E6550 CPU. The comparison data for validation were taken from the point approximated
results of the “CLRP TG-43 Parameter Database” (Taylor and Rogers, 2008). The values
in this database were obtained with BrachyDose (Taylor et al., 2007). The TG-43 report
also presents consensus data for the two types of sources used and these values will also be
compared to results obtained in this study. The agreement evaluation in the following section
always refer to the difference between GPUMCD and BrachyDose.
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4.3 Results and Discussion
4.3.1 OncoSeed 6711
The dose rate constant result is presented in Tab. 4.1. The reported value is within 1% of
the WAFAC value calculated by Tayloret al. (Taylor and Rogers, 2008).
The statistical uncertainty of the Monte Carlo simulation, σΛ|s, is 0.4%. This statistical
uncertainty is one of the factors used to estimate the overall uncertainty of Λ (See Sec. IV.C
of (Rivard et al., 2004)). The other factors, σΛ|µ relating to the cross-section uncertainty and
σΛ|geo representing the geometrical uncertainty, have not been evaluated.
Table 4.1 Dose rate constant value for the OncoSeed 6711 source.
Authors Method Value (cGyh−1U−1) σΛ|s
Taylor et al. (Taylor et al., 2007) WAFAC 0.924 0.002
Taylor et al. (Taylor et al., 2007) point 0.942 0.003
Dolan et al. (Dolan et al., 2006) extrap (PTRAN) 0.942 0.017
Dolan et al. (Dolan et al., 2006) TLD 0.971 0.059
Rivard et al. (Rivard et al., 2004) TG-43 Consensus Value 0.965
this work GPUMCD, WAFAC 0.927 0.004
In Fig. 4.1, the results for the computation of the gP (r) function are presented. Excluding the
region of very high gradient (0.05 < r < 0.5 cm) where the voxel size is too coarse to draw
any conclusion, the difference between the results computed in this study and the results
presented by Taylor et al. is at most 1.25%. The statistical uncertainty is 0.5% at r = 1 cm
and 1.2% at r = 10 cm.
Two anisotropy functions F (r, θ) are presented in Fig 4.2 at distances r = 1 cm and r = 5 cm.
At r = 1 cm, an agreement within 4% is observed throughout the θ range. In the range
(0 < θ < 0.5), the results from this study are within the results obtained with BrachyDose
and those of the TG-43 consensus dataset. In the range (0.5 < θ < pi/2), the results obtained
are constantly below those obtained by BrachyDose and the TG-43 dataset, by less than 4%.
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Figure 4.1 The gP (r) function for the OncoSeed 6711 source. Dashed line gives % difference
between the values computed within this study and those of BrachyDose.
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Figure 4.2 The F (r, θ) for the OncoSeed 6711 source at r = 1 cm (left) and r = 5 cm (right).
Dashed line gives % difference between the values computed within this study and those of
BrachyDose.
The statistical uncertainties at θ = 0 and θ = pi/2 are 0.7% and 0.6% respectively.
At r = 5 cm, differences of less than 3% were observed throughout the angular range. For a
majority of the angular range (0.3 < θ < pi/2), the differences are below 2.3%. The statistical
uncertainties at θ = 0 and θ = pi/2 are 1.1% and 0.6% respectively.
4.3.2 Imagyn IsoStar IS-12501
The dose rate constant result is presented in Tab. 4.2, along with data from the Brachytherapy
TG-43 database (Taylor and Rogers, 2008). The statistical uncertainty of the simulation is
0.5%.
In Fig. 4.3, the results for the computation of the gP (r) function are presented. The difference
between the results computed for this study and the results presented by Taylor et al. is at
most 1.25%, excluding the region of very high gradient near r = 0 cm where the voxel sizes
are too large to draw conclusions. The statistical uncertainties at r = 1 cm is 0.3% and at
r = 10 cm is 0.9%.
Two anisotropy functions F (r, θ) are presented in Fig 4.4 at distances r = 1 cm and r = 5 cm.
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Table 4.2 Dose rate constant values for the IsoStar IS-12501 source.
Authors Method Value (cGyh−1U−1) σΛ|s
Taylor et al. (Taylor et al., 2007) WAFAC 0.924 0.003
Taylor et al. (Taylor et al., 2007) point 0.923 0.003
Ibbott et al. (Ibbott et al., 2002) point 0.92 -
Ibbott et al. (Ibbott and Nath, 2001) TLD 0.91 0.07
Nath et al. (Nath and Yue, 2000) TLD 0.95 0.095
Rivard et al. (Rivard et al., 2004) TG-43 Consensus Value 0.940 -
this work GPUMCD, WAFAC 0.926 0.005
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Figure 4.3 The gP (r) function for the IsoStar IS-12501 source. Dashed line gives % difference
between the values computed within this study and those of BrachyDose.
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Figure 4.4 The F (r, θ) for the IsoStar IS-12501 source at r = 1 cm (left) and r = 5 cm (right).
Dashed line gives % difference between the values computed within this study and those of
BrachyDose.
At r = 1 cm, in the regions covered by 0.25 < θ < pi/2 an agreement within 4% is observed.
The difference is again larger in the endcap region for 0 < θ < 0.25 where local differences of
up to 4.2% can be found. The statistical uncertainties at θ = 0 and θ = pi/2 are 0.8% and
0.5% respectively.
At r = 5 cm, differences of less than 2% are found in the range 0 < θ < pi/2. The general
shape of the distribution around the end cap is similar when comparing both algorithms.
The statistical uncertainties at θ = 0 and θ = pi/2 are 1.2% and 0.8% respectively.
4.3.3 Execution times
This study does not focus on execution times and therefore a comparison to established
Monte Carlo codes was not thoroughly made. However, the main purpose of the GPU as
a computing platform is the gain in execution time. For completeness, the execution times
have been collected. The time to simulate 1 M histories for the OncoSeed 6711 is 61 ms while
it is 85 ms for the IsoStar IS-12501. The difference can be explained by the added number
of geometrical definitions needed to model the IsoStar IS-12501.
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4.4 Conclusion and future work
GPUMCD is a new GPU-based Monte Carlo platform originally developed for external beam
dose calculations. In this study, GPUMCD was shown to be suitable for low energy brachyther-
apy single seed dosimetry using two different brachytherapy sources : an OncoSeed 6711
and a Imagyn IsoStar IS-12501. Three different TG-43 parameters have been computed: the
radial dose function, the 2D anisotropy function and the dose rate constant. Throughout
these tests, GPUMCD has been shown to replicate radial dose functions within 1.25% in the
0.5 < r < 10 cm range and 2D anisotropy functions, for most of the angular range, within 4%
at r = 1 cm and within 3% at r = 5 cm when compared to values accepted in the literature.
GPUMCD has been able to provide accurate results for these two seeds, which have relatively
different geometries. It is a good indication that it is capable of delivering accurate results
for any seed geometry.
These results however cannot be extrapolated to any seed type, with any material, or any
radionuclide. The approximations used in the photoelectric process as well at the fact that
bound electrons and Rayleigh scattering are not taken into consideration could potentially
break down for sources with different materials and a different energy spectrum. The exercise
described in this study should therefore be repeated for every new type of seed used with
GPUMCD.
This study is a first step in studying the overall usability of GPUMCD for routine clinical
brachytherapy computations. In a future study, complete plans in patient geometries will be
computed using GPUMCD and the execution time required to complete the calculation will be
studied.
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ABSTRACT
A new hybrid imaging-treatment modality, the MRI-Linac, involves the irradiation of the
patient in the presence of a strong magnetic field. This field acts on the charged particles,
responsible for depositing dose, through the Lorentz force. These conditions require a dose
calculation engine capable of taking into consideration the effect of the magnetic field on the
dose distribution during the planning stage. Also, in the case of a change in anatomy at the
time of treatment, a fast online replanning tool is desirable. It is improbable that analytical
solutions such as pencil beam calculations can be efficiently adapted for dose calculations
within a magnetic field. Monte Carlo simulations have therefore been used for the computa-
tions but the calculation speed is generally too slow to allow online replanning. In this work,
GPUMCD, a fast GPU-based Monte Carlo dose calculation platform, was benchmarked with a
new feature that allows dose calculations within a magnetic field. As a proof of concept, this
new feature is validated against experimental measurements. GPUMCD was found to accurately
reproduce experimental dose distributions according to a 2%-2mm gamma analysis in two
cases with large magnetic field induced dose effects: a depth-dose phantom with an air
cavity and a lateral-dose phantom surrounded by air. Furthermore, execution times of less
than 15 seconds were achieved for one beam in a prostate case phantom for a 2% statistical
uncertainty while less than 20 seconds were required for a 7 beams plan. These results indicate
that GPUMCD is an interesting candidate, being fast and accurate, for dose calculations for the
hybrid MRI-Linac modality.
5.1 Introduction
The UMC Utrecht, in collaboration with Elekta and Philips Medical Systems, is developing
a 6 MV linear accelerator system integrated with a 1.5 T MRI (magnetic resonance imaging)
scanner (Raaymakers et al., 2009). A similar device, using a 0.2 T magnet, is also being
developed at the Cross Cancer Institute in Edmonton (Fallone et al., 2009). A commercial
solution is also currently developed by ViewRay (Ohio, USA) using three 60Co units and a
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0.35 T magnet.
One of the characteristics of this type of hybrid modality is that the dose delivered by photon
beams is affected by the presence of a static and homogeneous magnetic field produced by
the MRI. Electrons within the magnetic field have their trajectory affected by the presence
of the magnetic field (Raaijmakers et al., 2005).
The aim of such systems is to allow real-time position verification with superior soft-tissue
contrast (Lagendijk et al., 2008). The dose that had originally been planned may have
to be recomputed due to a change in the anatomy of the patient, also detectable through
the use of online MRI imaging. A dose calculation engine must therefore be able to take
into consideration the presence of the permanent magnetic field but also deliver results in a
timeframe compatible with an online replanning approach if the plan has to be recomputed
due to changes detected by the imaging modality. MRI acquired images can be segmented
and used as the input to the dose calculation (Lee et al., 2003).
At this time, Monte Carlo simulations seem to be the only practical method to compute dose
distributions in magnetic fields. EGSnrc (Kawrakow and Rogers, 2003), PENELOPE (Salvat
et al., 2006) and GEANT4 (Agostinelli et al., 2008) have all been used to compute dose
distributions in the presence of magnetic fields (Kirkby et al., 2008; Raaijmakers et al.,
2008). GEANT4 and PENELOPE have also been validated through experimental measure-
ments (Raaijmakers et al., 2007; Chen et al., 2005). However, these studies did not focus on
the execution times required to compute the results but it is understood that such general
purpose Monte Carlo packages are too slow for online replanning.
GPUMCD (Hissoiny et al., 2011a) is a new Monte Carlo dose calculation platform which delivers
fast and accurate results. It has been designed and programmed from the ground-up to run
on GPUs (Graphics Processing Units). It has been compared to EGSnrc and shown to give
accurate results for megavoltage beams such as those employed in the MRI-Linac at UMC
Utrecht. It has also been shown to be three orders of magnitude faster than EGSnrc.
The current work focuses on the introduction of magnetic field handling in GPUMCD, its
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validation for dosimetric results as well as the study of its capacity to stay within clinical time
constraints. The magnetic field formulation and its incorporation in the electron transport
algorithm is presented in section 5.2.1. A comparison to experimentally acquired data for two
cases with magnetic field induced dose effects is presented in section 5.2.2. A timing result
for a 1-beam and 7-beams prostate phantom dose calculation is performed in section 5.2.3.
The objective of this work is to show that GPUMCD is accurate and fast enough to be used as
the online replanning dose calculation engine for the MRI-Linac project.
5.2 Material and methods
5.2.1 Magnetic field handling in GPUMCD
The magnetic field forces on charged particles are described by the Lorentz force equa-
tion (Salvat et al., 2006):
~F =
d~p
dt
= q( ~E +
~v
c
× ~B), (5.1)
where ~E is the electric field and ~B the magnetic field, ~v is the speed of the particle and q its
charge. The specific context of Monte Carlo simulations in an MRI-Linac environment can
be used to simplify this equation. Firstly, positron tracking is ignored in this study, thus q is
always equal to −e. Secondly, the MRI requires a homogeneous magnetic field and produces
no electric field, it then follows that ( ~E = 0). Equation 5.1 can be reformulated to:
md(γ~v)
dt
= e(
~v
c
× ~B), (5.2)
where ~p = γm~v and γ = 1√
1− v2
c2
. The left hand term can be expressed as
mdγ~v
dt
=
γ3mv
c2
dv
dt
~v + γm
d~v
dt
, (5.3)
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where v = |~v|. By using the relation found in equation 5.3 and replacing in equation 5.2 we
can find
e
mc
(βvˆ × ~B) = γβdvˆ
dt
+ γ3
dβ
dt
vˆ, (5.4)
where vˆ = ~v/|~v| and β = v/c. The vectors vˆ et dvˆ
dt
are orthogonal and it is therefore possible
to decompose equation 5.4 by projecting on these two vectors. Through the first projection
we find dβ
dt
= 0, which shows that the magnetic field does no work; and through the second
projection we find:
dvˆ
dt
=
e
mcγ
(vˆ × ~B). (5.5)
The acceleration of the particle is found through
a =
d~v
dt
=
d(cvˆβ)
dt
= c
(
dβ
dt
vˆ + β
dvˆ
dt
)
=
eβ
mγ
(vˆ × ~B), (5.6)
and with the first order approximations ∆~v = a0t and t = s/v0, we find
∆~v =
s
v0
a0 = s
e(vˆ0 × ~B)
mγ0c
, (5.7)
where s is the distance traveled by the particle. Equation 5.7 is expressed in terms that can
be integrated into a Monte Carlo simulation.
GPUMCD uses Bielajew’s random hinge method (Salvat et al., 2006) that can be described as
follows: the electron is first transported by ζes (where ζ is a uniformly distributed random
number), at which point the electron is rotated by the sampled multiple-scattering angle and
the energy loss is deposited. The electron is then transported for the remaining distance
equal to (ζ − 1)es. The magnetic field handling is implemented in GPUMCD by evaluating
equation 5.7 twice, with s1 = ζes and s2 = (ζ − 1)es, during the electron step, before and
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after the hinge. The es factor is determined by the minimum of the user-defined electron
step length limit and the distance to the nearest voxel or parametric geometry definition.
Because the magnetic field is homogeneous, a single three-element vector in constant memory
of the GPU is sufficient to store the field information.
5.2.2 Comparison to experimental data
In this study, the results obtained using GPUMCD are compared to the experimental results
collected by (Raaijmakers et al., 2007).
The validation consisted in using GafChromic film in lateral-dose and depth-dose configura-
tions. The depth-dose configuration used a PMMA-air-PMMA phantom of 8x15x4 cm3 while
the lateral-dose test used a homogeneous PMMA phantom of 6x8x4 cm3 surrounded by air.
The phantoms, as well as an overview of the setup, are detailed in figure 5.1. The phantoms
were positioned between the pole shoes of a Bruker 1.3 T magnet. This magnet was installed
next to an Elekta SL1 linear accelerator.
Results for magnetic field values of 0 T, 0.6 T and 1.3 T were collected in a previous study
by (Raaijmakers et al., 2007) for both phantoms, showing that GEANT4 was producing
accurate results when compared to the experimental data using a gamma criterion of 2%-
2mm. The results were obtained through three independent measurements. For the depth-
dose results, the maximum deviation of each profile to the average profile was 2.0-2.5% and
3% for the lateral dose results.
For the investigation by Raaijmakers et al., a phasespace file of 50.6 · 106 particles was gener-
ated. The same phasespace file was imported in GPUMCD for the current study. The phantoms
are represented as voxelised volumes of water (ρ=1.00 g/cm3) and air (ρ=0.001205 g/cm3).
In both cases, the magnet was not part of the simulation geometry and thus only the water
and air volumes of figure 5.1 were represented in the simulations.
For the depth-dose configuration, the phantom consists of 80x180x44 voxels of 1 mm3 each.
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a) b)
c) d)
Figure 5.1 Measurement setup. Irradiation field indicated in dashed lines, PMMA phantom
parts in grey. GafChromic films were positioned as indicated. (a) Depth-dose curve
measurement front view. (b) Depth-dose curve measurement cross-section. (c) Lateral-dose
measurement front view. (d) Lateraldose measurement crosssection.
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In addition to the geometry presented in figure 5.1 a) and figure 5.1 b), 3 cm of air was added
at the distal end of the water volume to allow the simulation of the electron return effect
(ERE) (Raaijmakers et al., 2005).
For the lateral-dose configuration, the phantom consists of 100x90x44 voxels of 1 mm3 each.
The geometry of figure 5.1 c) and figure 5.1 d) has been left unchanged.
5.2.3 Timing evaluation
GPUMCD has already been extensively timed and compared to general purpose and fast Monte
Carlo softwares (Hissoiny et al., 2011a). It is possible to relate to these results by evaluating
the additional time required to handle magnetic fields. To do so, the execution times for the
test cases described in section 5.2.2 with B = 0 T, B = 0.6 T and B = 1.3 T are evaluated.
Also of interest is the time required to complete one typical dose computation in the presence
of a magnetic field. To complete this task, a voxelized CT-acquired prostate patient phantom
is used. The phantom consists of 186x126x129 voxels of dimension 0.2x0.2x0.2 cm3 filled with
air, tissue and bone material with densities as high as 1.87 g/cm3. Two centimeters of air
have been added around the phantom to permit the tissue-air boundary ERE. A clinical
beam spectrum with the correct divergence is used.
The goal of the investigation with this phantom is two-folds : to evaluate the time required for
a 1-beam dose calculation in a more clinic-like situation with typical material composition and
density; and to hint at the time required to calculate a 7-beams IMRT (Intensity Modulated
RadioTherapy) optimization in the presence of a magnetic field. The beam size is 10x10 cm
in all cases.
The multiple beams are all simulated at once with every particle’s origin and direction
vector sampled at the time of its generation from the user-supplied list of beam angles.
This approach is definitely faster than simulating the beams individually as every beam
will contribute to lower the central statistical uncertainty, therefore requiring less than 7
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times the number of particles used for the 1-beam configuration to reach the same statistical
uncertainty.
5.2.4 Performance evaluation
For all simulations in this investigation, the photon cutoff value was set to 10 keV and the
electron cutoff value to 189 keV. The photon cross section data comes from the NIST XCOM
Database (Berger et al., 1998) and the electron cross section data is generated by PEGS4.
The maximum electron step, es−max in (Hissoiny et al., 2011a), was set to 0.25 mm.
All simulations of section 5.2.2 were run until the statistical uncertainty reached 1% locally
at the 0.2 · Dmax level (See Sec. II.D of (Hissoiny et al., 2011a) for more details). For
e.g. the depth-dose computation at 1.3 T, approximately 2.5 · 109 histories were simulated.
The simulations of section 5.2.3 were run until the statistical uncertainty reached 1% or 2%,
depending on the test, at 0.5 ·Dmax level. This is motivated by the fact that a study by (Keall
et al., 2000) shows that a statistical accuracy of less than 2% at Dmax does not significantly
impact isodoses or DVHs (Dose Value Histogram). The simulations of section 5.2.3 are
therefore more precise than necessary since the average weighted error of 0.5 ·Dmax < D <
Dmax is kept below 2%.
The dosimetric agreement is evaluated through a gamma analysis as described by Low et
al. (Low et al., 1998). The gamma criterion is set to 2%-2mm for all comparisons.
For the comparison to experimental data in the lateral-dose case, the results were normalized
so that both curves, from the experiment and from the simulation, had the average of their
constant in-water dose region equal to 1.0. In the depth-dose case, the results were normalized
for the area under the curve then scaled by a normalization point on the experimental curve
which was not necessarily Dmax.
All GPUMCD simulations were run on a PC with an Intel Core i7 980X CPU, two NVIDIA
GTX480 and 6 GB of system memory. All GPUMCD computation times include every GPU-
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CPU memory transactions required to do the simulation, including the transfer of the par-
ticles from the phase space file, which cannot fit entirely in GPU memory and is left in the
system memory.
5.3 Results and Discussion
5.3.1 Experimental validation
The experimental validation results are presented in figure 5.2 for the depth-dose phantom
and in figure 5.3 for the lateral dose test.
In the depth-dose test, good gamma agreement is found throughout the range for all cases
except for a small region of the B=0.6 T case where the gamma test fails with gamma values
of up to 1.4. In all buildup regions, at the beginning of the phantom and after the air cavity,
and for all magnetic field strengths, there is a DTA (distance to agreement) of 1 voxel (1 mm).
The impact of the magnetic field at B6=0 T is clearly visible in the simulation data where
the buildup region is affected by the fact that electrons deposit their energy over a shorter
distance. Also visible around airgaps are electrons that cannot go through the air cavity
because of the ERE, resulting in a higher dose before the cavity and a second buildup after
the cavity. In the first region of ERE, before the air cavity, very good agreement is found.
The ERE starts at the same depth and the peaks reach the same height. Bigger differences
are found in the second ERE region, at the distal end of the phantom, where the ERE starts
at the same depth but the effect is not as strong in the simulation data. A DTA of 1 mm is
found in that region. More air was added at the end of the phantom to verify that there is
enough to permit the ERE, which did not change the results.
In the lateral-dose test, the gamma criteria is met for all points of all magnetic field strengths,
except one point. The simulation volume is surrounded by air, permitting the ERE to occur
at both ends of the profile. On the right side, higher dose is observed for higher values of
magnetic field strengths. The opposite is found on the other side of the profile.
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Figure 5.2 Results for the depth-dose experimental validation. The dotted lines are the
experimental results and the full lines the GPUMCD simulation results. Dosimetric results
as well as gamma index results with 2%-2mm criteria are presented. The results between
different magnetic field strength values are not normalized equally and should therefore not
be compared to each others.
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Figure 5.3 Results for the lateral-dose experimental validation. The dotted lines are the
experimental results and the full lines the GPUMCD simulation results. Dosimetric results as
well as gamma index results with a 2%-2mm criteria are presented. The results between
different magnetic field strength values are not normalized equally and should therefore not
be compared to each others.
The point where the gamma criteria fail is in the penumbra region of the 0.6 T magnetic
field strength (figure 5.3). The simulation result is in between the 0 T and the 1.3 T while
the experimental data puts the 0.6 T result more or less equivalent to the 0 T. As reported
by Raaijmakers et al., the maximum deviation when comparing each measurement to the
average of all measurements was 3 %. For these two reasons, it is not impossible that the
simulation result is better than the gamma index suggests.
These experimental results also represent the first experimental validation of GPUMCD.
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A notable fact for both phantoms is that the gamma agreement is not only influenced by the
magnetic field field strength and varies between regions with large and small magnetic field
induced dose effects, even when considering B=0 T. This observation leads to the conclusion
that the specific changes made to GPUMCD to support magnetic field fields are not the only
factor in the overall agreement between the experiment and the simulation. If this were not
the case, the B = 0 T results would present better agreement than the B 6= 0 T cases.
5.3.2 Timing evaluation
The time required to simulate 1 M histories for both the lateral and depth phantoms for
different magnetic field strengths are reported in table 5.1.
Table 5.1 Time required for the simulation of 1 M histories in the lateral and depth phantoms
for different magnetic field strengths.
Lateral Depth
(ms) (ms)
B = 0 T 21.8 38.3
B = 0.6 T 29.5 44.1
B = 1.3 T 38.5 48.5
The results from table 5.1 suggest that there was a penalty for simulation in magnetic fields
but that it is not directly caused by the added evaluation of equation 5.7 in the electron
algorithm. If that were the case, the timing results for B = 0.6 T and B = 1.3 T would
be similar. Instead, the penalty most likely comes from the added electron steps required
to complete the electron path as it rotates in the ERE regions. To verify this hypothesis, a
counter was placed at the calling point of the electron step algorithm. An increase of 20% in
the number of calls was found when comparing B = 0 T and B = 1.3 T in the depth case.
The time required to compute the dose to 1% and 2% uncertainty (1σ) for the prostate case
with 1 and 7 beams is reported in table 5.2.
The results from table 5.2 show that it is possible to compute the dose in an MRI-Linac
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Table 5.2 Time required for the dose calculation of the prostate case with 1 and 7 beams to
1% and 2% uncertainty (1σ) using two GTX480. To reach 2% uncertainty in the 1-beam
simulations, 100 M histories are required and 224 M histories are required in the 7-beams
simulations.
1 beam 7 beams
1% 2% 1% 2%
(s) (s)
B = 0 T 31.22 7.6 41.50 10.67
B = 0.6 T 44.87 10.75 59.31 15.42
B = 1.5 T 56.77 14.99 76.90 19.88
environment using Monte Carlo techniques in a time compatible with online replanning.
Times of less than 15 second are required to recompute the dose in a one beam configuration
for 2% uncertainty. An increase in the computation time as the strength of the magnetic
field increases is again observed here due to the fact that more electron steps are required as
the electron rotates in the air region.
The 7-beams results of table 5.2 (also shown in figure 5.4) show that it is more efficient to
simulate all beams in one simulation since the added execution time to simulate 7 times more
beams is only approximately 1.4 times more. The reason is that what is of interest is the
statistical accuracy in the voxels with 0.5 ·Dmax < D < Dmax which will mostly be grouped
at the intersection of the 7 beams. Therefore, every beam participates to lower the statistical
uncertainty. The result is of interest, if one only wishes to know the dose at the target and not
at the organs at risk, as it shows that it will be more efficient to simulate 7 segments at once
(one per beam) than every segment individually during a final dose calculation verification
in an IMRT computation. If a low statistical uncertainty at the organs at risk is required
then this observation is unusable.
5.4 Conclusion and future work
In this study, a fast and accurate dose engine for calculations in magnetic fields was presented.
The validation of Monte Carlo simulations in the presence of a magnetic field using GPUMCD
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Figure 5.4 Dose results of the 7-beams simulation
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has been performed in order to evaluate its accuracy to model the magnetic field effect on
the computed dose as well as the time required to compute a typical dose situation.
Comparisons to experimental data showed that GPUMCD is capable of computing accurate
results in strong magnetic fields, including at the boundary of air-water interfaces where the
magnetic field effect is largest. Lateral-dose and depth-dose phantoms were used during the
validation as well as field strengths of B = 0 T, B = 0.6 T and B = 1.3 T. The dosimetric
results passed a gamma analysis with criteria of 2%-2 mm against the experimental data.
This work was focused on the experimental validation of GPUMCD in the presence of magnetic
field. However, a brief timing study has also been performed, demonstrating that GPUMCD
is able to compute the dose in a prostate patient in less than 56 second for a statistical
uncertainty of 1% for one beam using two GPUs. By simulating all beams of a 7-beams plan
in one simulation, less than 76 seconds are required to reach a 1% statistical uncertainty.
For a 2% uncertainty, the time is reduced to 20 seconds. Four times as many GPUs could
also be fitted in one workstation, bringing the time required for the computation, on a single
workstation, to 5 seconds at the 2% level.
Future steps include the experimental validation of a simulation including an MLC and the
magnet of the MRI. Because of the geometry of the problem, the MLC has to be placed
outside the MRI and thus the use of a precomputed phase space after the magnet is not
possible. The larger volume covered by the simulation as well as the presence of several high
density and high-Z regions could affect the accuracy and will affect the execution time of the
simulation.
Also, the time required to perform a full IMRT optimization, including the transport through
the MLC and the magnet will be investigated. The 1-beams experiment results of table 5.2
can serve as a basis to evaluate the time required for inverse treatment planning in the
presence of a magnetic field. IMRT optimizations require as an input a set of beamlets,
discretized elements of the full field of one beam. The time required to compute the discretized
beamlets will be similar to the time required for the full field. However, to generate accurate
beamlets, the transport through the MLC and the magnet will have to be taken into account.
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This study focuses on the time required to generate the input data and not the actual
optimization. Men et al. have already explored GPU IMRT optimization and show that it
can be accomplished in a negligible time compared to the input data generation (Men et al.,
2009). A more rigourous timing study will be performed, to investigate if full online-IMRT
replanning is possible with the hardware currently available.
The results from this study show that GPUMCD is a good candidate for online replanning dose
computations for an hybrid MRI-Linac modality, where the dose received by the patient has
to be computed by taking into account the magnetic field present in the MRI.
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CHAPITRE 6
ASPECTS ME´THODOLOGIQUES
Plusieurs aspects informatiques ont e´te´ e´vacue´s des publications pour en alle´ger le contenu.
Ce chapitre fait donc e´tat d’un ensemble de conside´rations informatiques qui n’ont pas trouve´
place dans une des publications formant cette the`se.
6.1 Architecture logicielle et options d’exe´cution
La simulation de Monte Carlo pour le transport de particules est un processus essentiellement
se´quentiel : des particules sont cre´es, elles sont transporte´es a` travers la ge´ome´trie jusqu’a`
ce qu’elles quittent la ge´ome´trie ou tombent sous un seuil e´nerge´tique, puis des quantite´s
d’inte´reˆt sont sauvegarde´es.
Cette description ame`ne a` une architecture logicielle essentiellement proce´durale. Lors de
l’exe´cution du programme, aucune interaction n’est possible avec l’utilisateur. Seul le fichier
de re´glages de simulation permet d’interagir avec l’application. Le sche´ma global du flot
d’exe´cution est pre´sente´ a` la Fig. 6.1.
La boˆıte « Init » se divise en un ensemble d’ope´rations ne´cessaires pour fins d’initialisation
de donne´es utilise´es par la simulation :
1. initialisation du ge´ne´rateur de nombres pseudo-ale´atoires ;
2. lecture du fichier de re´glages de la simulation ;
3. lecture des donne´es de sections efficaces pour les mate´riaux pre´sents dans la simulation
et mise en texture de ces donne´es ;
4. cre´ation de la source de particules ;
5. lecture de la ge´ome´trie dans laquelle les particules e´volueront.
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Figure 6.1 Sche´ma global du flot d’exe´cution dans GPUMCD.
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L’annexe III (manuscrit non publie´) de´crit plus en de´tail le ge´ne´rateur de nombre pseudo-
ale´atoires utilise´.
6.1.1 Options d’exe´cution
La lecture du fichier de re´glages donne acce`s aux divers types de simulations pre´sents dans
GPUMCD. Ceux-ci sont repre´sente´s a` la figure 6.2.
External 
radiotherapy
Brachytherapy
Voxelized + 
parameterized
Parameterized 
geometry 
(quadrics)
Voxelized 
geometry
Homogeneous 
Magnetic field
Either/Or
These form the closed set of ways to represent the elements of the geometry. 
One (and only one) must be enabled at all time.
‘Logical’ modes
MultiGPU
Figure 6.2 Options de simulation possibles dans GPUMCD.
Les traits pleins repre´sentent une option ne´cessaire (parfois une parmi plusieurs) pour l’exe´-
cution d’une simulation alors que les traits pointille´s repre´sentent des options qui peuvent
eˆtre utilise´es ou non.
La diffe´rence entre « External radiotherapy » et « Brachytherapy » se situe surtout au niveau
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des routines de comptages de valeurs d’inte´reˆt et n’introduit pas de nouvelle physique ou de
nouvelles fonctionnalite´s au point de vue de la simulation. Ce choix influence par contre sur
les sources de particules utilisables lors de la simulation. Les sources en curiethe´rapie sont des
entite´s avec une ge´ome´trie et une distribution des sites de ge´ne´ration de particules complexes
qui n’ont pas leur e´quivalent en radiothe´rapie externe.
Le mode « MultiGPU » permet d’utiliser plus d’une carte graphique a` la fois sur un meˆme
ordinateur. La division du travail se fait de fac¸on triviale en simulant N/g particules sur
chaque GPU, ou` N est le nombre de particules choisi par l’utilisateur et g le nombre de GPU
pre´sent. Toutes les donne´es d’entre´e sont duplique´es puisque celles-ci doivent eˆtre pre´sentes
dans la me´moire de chacune des cartes graphiques.
Le mode « Homogeneous Magnetic Field » permet a` l’utilisateur de de´finir un champ ma-
gne´tique homoge`ne a` toute la simulation, sous la forme d’un vecteur a` trois dimensions.
Cette option changera la routine de transport d’e´lectrons pour incorporer l’effet des forces de
Lorentz sur la trajectoire des particules charge´es.
Le bloc de choix de ge´ome´trie e´tablit comment l’univers de simulation est de´fini. L’option
« voxelized » de´finit l’univers a` l’aide d’un volume de voxels, chacun ayant le meˆme volume.
Le mode « parameterized » permet de de´finir l’univers a` l’aide de surfaces ge´ome´triques du
deuxie`me degre´ ainsi que par des boˆıtes. Finalement, le mode « Voxelized+parameterized »
permet l’utilisation des deux autres options au meˆme moment.
6.1.2 Architecture logicielle
Comme mentionne´ pre´ce´demment, la nature du proble`me laisse place a` une architecture de
type proce´durale. Le langage choisi est le C/C++. La division des blocs logiques se fait sous
la base de fichiers et de re´pertoires. Les grandes divisions sont :
1. Entre´es / sorties
2. Initialisation de simulation
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3. Sources de particules
4. Ge´ne´ration de nombres pseudo-ale´atoires
5. Ge´ome´trie
6. Simulation de photons
7. Simulations d’e´lectrons
8. Comptage et statistiques
La seule division e´nonce´e ci-haut utilisant une approche oriente´e objet est la repre´sentation
des sources de particules. Celles-ci he´ritent toutes d’une classe particleSource virtuelle
pure de´crivant un prototype de source ainsi que la fonction generateParticles ne´cessaire a`
chaque type de source. La hie´rarchie se spe´cialise en sources internes ou externes, a` base de
fichiers d’espace de phase ou de mode`le analytique, a` un ou plusieurs faisceaux, etc.
6.2 Acce´le´ration du transport de particules
6.2.1 Algorithme de Woodcock modifie´
L’algorithme de Woodcock est une technique d’e´chantillonnage par rejet qui traite tout le
volume mode´lise´ comme e´tant constitue´ du mate´riau le plus atte´nuant pre´sent dans le volume,
ce qui a pour effet de re´duire la distance parcourue a` chaque pas et donc d’augmenter le
nombre de pas ne´cessaires pour chaque particule. L’efficacite´ d’un e´chantillonnage par rejet
se quantifie par la relation suivante :
e =
f(X)
c · h(X) (6.1)
ou` f(X) est la distribution difficilement e´chantillonnable (dans ce cas-ci, la distance a` la
prochaine interaction dans une ge´ome´trie he´te´roge`ne), h(X) une distribution facilement
e´chantillonnable (dans ce cas-ci, la distance a` la prochaine interaction dans une ge´ome´trie
homoge`ne) et c une constante tel que pour tout X nous avons f(X) < c · h(X). Nous avons
donc que plus h(X) est loin de f(X), plus le mate´riau choisi comme homoge`ne est loin des
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mate´riaux re´els en chaque point et plus l’efficacite´ de l’algorithme de Woodcock est faible.
Pour une ge´ome´trie he´te´roge`ne mais connue a` l’avance, GPUMCD permet de de´finir plusieurs
re´gions Woodcock pour ame´liorer l’efficacite´ de l’algorithme. Ce concept est illustre´ a` la
Fig. 6.3.
Incident beam
ROI
     tottottot  
 tot 0
 tot 0
Figure 6.3 Algorithme de Woodcock modifie´.
On y trouve deux re´gions de Woodcock, chacune avec sa propre section efficace maximale
(la fonction c · h(X)). Cette technique augmente l’efficacite´ si un sous-ensemble restreint et
localise´ du domaine a` mode´liser est tre`s atte´nuant. Ce sous-ensemble, avec la technique de
base, diminue l’efficacite´ de toute la simulation. En divisant le domaine en deux re´gions, le
sous-domaine de faible efficacite´ est limite´.
Cette technique ne s’applique que si la ge´ome´trie est connue d’avance et qu’elle va de plus
atte´nuante a` moins atte´nuante par rapport a` la direction du faisceau, comme c’est le cas
dans la Fig. 6.3.
Meˆme avec cette restriction il n’est pas garanti que le transport soit exact. Une particule,
arrivant de la source au haut de la figure, traversant jusqu’a` la deuxie`me re´gion, subissant une
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forte rotation (>90 degre´s) pour se trouver en direction de la premie`re re´gion plus atte´nuante
n’e´chantillonnerait pas la longueur de son pas a` partir de la bonne distribution. Pour que cette
situation ait un impact, cette meˆme particule devrait alors revenir vers la re´gion d’inte´reˆt
(en bleu dans la Fig. 6.3). Cette technique est inte´ressante pour, par-exemple, le calcul d’une
source de curiethe´rapie unique ou` les particules sortent du milieu dense (la source) pour
aller vers le milieu moins dense (le patient) ; ou dans le cas du MRI-Linac ou` le faisceau
doit d’abord traverser une re´gion dense (l’imageur magne´tique) avant de rejoindre une re´gion
moins dense (le patient).
6.2.2 Optimisations spe´cifiques a` l’architecture FERMI
L’architecture FERMI de NVIDIA a amene´ un ensemble d’ame´lioration au mate´riel dispo-
nible. Deux d’entre elles ont eu un impact direct sur GPUMCD.
La premie`re est la pre´sence d’ope´rations atomiques pour les variables a` virgule flottante.
Comme les quantite´s d’inte´reˆt sont somme´es dans un tableau global, les ope´rations doivent
se faire de fac¸on atomique. Avant l’arrive´e de l’architecture FERMI, ces ope´rations devaient
faire appel a` un algorithme logiciel et aux ope´rations d’e´change atomique (AtomicExch) pour
re´aliser ce que AtomicAdd peut maintenant re´aliser en une instruction mate´rielle.
La deuxie`me est l’ajout d’un niveau de me´moire L2 de 768 kB partage´e par tous les multipro-
cesseurs ainsi qu’un ajout a` la cache de niveau de L1, passant de 16 kB a` 64 kB, avec 16/48 kB
de me´moire partage´e ge´re´e par le programmeur et 48/16 kB de cache L1 pour tamponner les
acce`s a` la me´moire globale. Comme GPUMCD utilise peu de me´moire partage´e, la librairie
est configure´e pour utiliser 16 kB de me´moire partage´e et 48 kB de me´moire cache. Ces deux
ressources de me´moire cache supple´mentaire sont un atout important pour une simulation
stochastique qui acce`de de fac¸on ale´atoire a` la me´moire globale.
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CHAPITRE 7
DISCUSSION ET OUVERTURES
Le but de ce projet e´tait « l’e´tude de l’utilisation du processeur graphique (GPU) pour
l’imple´mentation d’une plateforme de calcul de dose par simulation de Monte Carlo dans
un contexte de calculs en radiothe´rapie » (Ref. chapitre 1). Pour ce faire, une plateforme de
simulation en transport de particules par la me´thode de Monte Carlo a e´te´ imple´mente´e sur
le processeur graphique.
Le premier objectif de cette the`se e´tait « l’e´tude de la plateforme Monte Carlo pour des
cas de radiothe´rapies externes ou` des e´nergies particules d’e´nergie de 10 keV-20MeV ». Pour
atteindre cet objectif, la plateforme GPUMCD a e´te´ de´veloppe´e et pre´sente´e a` la communaute´ par
un premier article (Hissoiny et al., 2011a). Cette e´tape a de´montre´ des gains impressionnants
par rapport a` des plateformes Monte Carlo ge´ne´rales et rapides tout en montrant que
l’exactitude restait ade´quate.
Le deuxie`me objectif consistait en « l’e´tude du comportement de [GPUMCD] pour des situations
de curiethe´rapie a` bas de´bit ou` plusieurs sources de faible e´nergie (20-35 keV) sont pre´sentes
a` l’interne ». Cet objectif a conduit a` un module de ge´ome´trie parame´tre´e a` l’inte´rieur de
la plateforme qui e´tait jusqu’alors seulement capable de fonctionner avec une ge´ome´trie
voxe´lise´e. Ce module ge´ome´trique a aussi e´te´ utilise´ lors du troisie`me objectif et est une
ne´cessite´ pour toute simulation de ge´ome´tries complexes. Ce module rend la plateforme
utilisable, du moins du point de vue de la repre´sentation du domaine, a` la simulation de teˆtes
d’acce´le´rateur, d’appareils de mesure, etc.. L’e´tude en tant que tel a permis de de´montrer
avec quelle pre´cision GPUMCD est capable de reproduire des donne´es dosime´triques de source
de curiethe´rapie.
Une deuxie`me phase a` cette e´tude, consistera en l’e´valuation de la capacite´ de GPUMCD a`
calculer un plan de traitement re´el, dans une anatomie de patient, avec un nombre et un
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positionnement de sources de calibre clinique. Cette deuxie`me e´tape permettra d’e´tablir si
GPUMCD est capable de produire des re´sultats assez rapidement pour rendre standard le calcul
Monte Carlo en curiethe´rapie.
Le troisie`me objectif visait « la se´lection de la meilleure me´thode pour effectuer du calcul de
transport d’e´nergie en pre´sence de champs magne´tiques externes ainsi que la validation du
calcul avec des mesures expe´rimentales et une plateforme de calcul ge´ne´rale et e´tablie ». La
plateforme e´tablie en question ici est GEANT4 (Agostinelli et al., 2008). Cet objectif a e´te´
atteint en incorporant l’effet de la force de Lorentz sur les particules charge´es lors du transport
de particules. Cette e´tude a e´te´ valide´e expe´rimentalement. L’atteinte de cet objectif rend
possible l’utilisation de GPUMCD pour fins de calcul de dose avec le MRI-Linac.
Dans le cadre de ce projet, d’autres e´le´ments de l’e´cosyste`me du MRI-Linac ont e´te´ inte´gre´s
a` GPUMCD.
Le premier e´le´ment est une ge´ne´ralisation du concept de « sources de particules » de la
plateforme. Une ne´cessite´ pour le MRI-Linac e´tant de faire du calcul de dose complet,
l’utilisation d’une source physiquement re´aliste est ne´cessaire. Pour ce faire, la possibilite´
de ge´ne´rer des particules a` partir d’un espace de phase a orientation variable a e´te´ ajoute´ a`
GPUMCD. Les particules primaires sont donc maintenant ge´ne´re´es a` 0 degre´, elles subissent une
rotation (de leur position et de leur direction) correspondant a` l’angle du faisceau, et elles
sont projete´es vers l’espace de simulation.
Un deuxie`me e´le´ment est l’ajout d’une description comple`te de la ge´ome´trie de l’imageur par
re´sonance magne´tique. Ceci est ne´cessaire puisque le MRI-Linac place l’acce´le´rateur line´aire
a` l’exte´rieur de l’IRM. Les particules sortant du linac doivent donc traverser l’IRM avant
de se rendre au patient. Un transport complet doit donc eˆtre effectue´ pour e´tablir les effets
de l’IRM sur le faisceau. Ultimement, il ne serait pas ide´al de toujours faire un transport
complet a` travers l’IRM pour chaque calcul de dose puisque celui-ci devient passablement
lent duˆ a` la grande taille du domaine de simulation (l’IRM a un rayon de 1 m) ainsi qu’au tre`s
grand nombre de particules perdues dans l’IRM (environ 75%). Cette mode´lisation permet
par contre l’e´laboration, ulte´rieurement, d’un mode`le plus efficace de transport qui pourra
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eˆtre valide´ par une simulation « comple`te » conside´re´e comme la « ve´rite´ ».
Un troisie`me e´le´ment est la possibilite´ de ge´ne´rer des sous-faisceaux (beamlets). Ceux-ci sont
une donne´e d’entre´e a` un algorithme d’optimisation de traitement inverse (IMRT). Dans le
cas du MRI-Linac, les sous-faisceaux doivent aussi subir l’influence de la force de Lorentz et
il est donc ne´cessaire des les ge´ne´rer a` partir d’une simulation Monte Carlo. GPUMCD a donc
e´te´ modifie´ pour permettre la ge´ne´ration de ces sous-faisceaux en effectuant un balayage
2D du faisceau complet et en simulant, individuellement, chacun de ces sous-e´le´ments du
faisceau. Apre`s quelques raffinements de cette me´thode, un programme externe ge´ne`re, par
trac¸age de rayons, une liste de sous-faisceaux a` simuler et envoie cette liste a` GPUMCD. Un
programme externe utilise alors le re´sultat de ces simulations, les sous-faisceaux, et proce`de
a` l’optimisation IMRT.
Ces e´le´ments font de GPUMCD une plateforme relativement comple`te pour fins de calcul de
dose pour le MRI-Linac. Des temps d’environ huit minutes sont ne´cessaires sur une station
avec une seule carte graphique, avec une possibilite´ de huit cartes graphiques par station de
travail, pour ge´ne´rer les sous-faisceaux. S’il s’agit d’un simple plan a` faisceaux conformes,
moins de 15 secondes sont ne´cessaires, par faisceau, pour faire le calcul de dose. Il est donc
vraisemblablement possible, avec ces temps de calcul, de faire de l’optimisation IMRT en
ligne, alors que le patient est a` l’inte´rieur du MRI-Linac et qu’un changement a` son anatomie
est note´ par l’IRM.
Le but de cette e´tude a e´te´ atteint. La plateforme graphique est un candidat inte´ressant pour
le calcul de transport d’e´nergie par simulation de Monte Carlo. Nous ne pouvons conclure que
par rapport a` l’application que nous en avons faite dans le cadre de cette the`se : le calcul de
dose rapide. Il n’est pas acquis que l’imple´mentation d’une plateforme plus ge´ne´rale et exacte
ame`nerait le meˆme genre de temps d’exe´cution. En effet, plus la plateforme est exacte, plus
le traitement de chaque interaction est exigeant et plus chaque interaction est aussi exigeante
en temps de calcul plus l’effet de la divergence SIMD devient important.
Les principales contributions de cette the`se sont au point de vue de l’approche a` utiliser pour
effectuer un calcul de dose par simulation Monte Carlo sur GPU. Le traitement diffe´re´ des
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particules secondaires ainsi que la se´paration des simulations en taˆches uniformes, photon
ou e´lectron, ont permis de mieux adapter la simulation de Monte Carlo a` l’architecture
particulie`re du processeur graphique. La mise en place d’une me´thode efficace de simulation
de champ magne´tique a aussi donne´ lieu a` la premie`re plateforme e´tant capable de faire du
calcul de dose, en temps acceptable, pour le MRI-Linac. Cette contribution re´pond a` une
proble´matique actuelle et pratique.
Il y a par contre encore place au de´veloppement a` l’inte´rieur de GPUMCD. Nous notons ici
quelques ame´liorations qui ajouteraient a` la comple´tude, a` l’exactitude et/ou a` la vitesse de
la plateforme.
Premie`rement, aucune technique de re´duction de variance n’est pre´sentement utilise´e. Ces
techniques ont le potentiel d’acce´le´rer passablement le calcul. Plusieurs techniques de re´duc-
tion de variance existent et ont e´te´ imple´mente´es dans les plateformes existantes de transport
d’e´nergie. Il n’est par contre pas acquis que ces techniques seront aussi be´ne´fiques sur une
plateforme SIMD.
Deuxie`mement, pour le calcul en curiethe´rapie, la physique des particules de basse e´nergie
dans GPUMCD est passablement rudimentaire. Il serait avantageux, au niveau de l’exactitude,
d’augmenter le niveau de fide´lite´ de la physique en ajoutant, par exemple, un algorithme de
relaxation atomique complet, l’effet de l’ionisation sur les collisions ine´lastiques, etc..
Troisie`mement, l’application de techniques de re´duction de bruit a le potentiel de diminuer
le nombre de particules ne´cessaires pour obtenir une distribution de dose avec des proprie´te´s
statistiques inte´ressantes. Cette diminution du nombre de particules pourrait potentiellement
diminuer le temps de calcul requis, si l’e´tape de re´duction de bruit est moins couˆteuse que la
re´duction du nombre de particules simule´es.
Finalement, pour terminer cette liste non exhaustive, des ame´liorations importantes au
transport d’e´lectrons pourraient eˆtre apporte´es, surtout concernant le comportement des
e´lectrons a` l’approche des frontie`res de milieux et l’imple´mentation de la diffusion multiple
(multiple scattering).
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Il est aussi inte´ressant de re´fle´chir sur l’avenir d’une telle solution. Le calcul sur GPU est-il
appele´ a` disparaˆıtre ? Sera-t-il remplace´ par quelque chose de plus convivial ? Pre´sentement,
seules des hypothe`ses peuvent eˆtre e´mises.
Il est de l’avis de l’auteur que pour extraire le paralle´lisme de fac¸on ade´quate, un humain
restera ne´cessaire pour le futur a` court ou moyen terme. Il en va de meˆme pour l’agencement
des donne´es en me´moire et les acce`s associe´s. Il semble donc peu probable que des techniques
strictement de compilation viendront remplacer la programmation manuelle.
Quant a` la plateforme mate´rielle elle-meˆme, elle a une architecture toute indique´e pour re´aliser
des calculs SIMD. Il n’y a donc aucune raison e´vidente pour revenir au calcul sur processeur
quasi-monolithique. Des avance´es par les deux grandes compagnies de processeurs a` usage
ge´ne´ral visent a` rapprocher le GPU du CPU pour que le lien de symbiose entre les deux soit
de plus en plus e´vident. La nouvelle famille des APU (Accelerated Processing Units, unite´
de traitement acce´le´re´) de la compagnie AMD 1 en est un bon exemple ou` le GPU est sur le
meˆme circuit inte´gre´ que le CPU.
De plus en plus de langages supportent le calcul sur GPU, d’une fac¸on ou d’une autre. PyGPU
a amene´ la programmation GPU pour le langage Python, Cuda.Net pour la plateforme .NET,
etc. De plus, des librairies visent la de´mocratisation de la programmation GPU sans avoir
a` programmer directement en CUDA. Par exemple, la librairie thrust (Hoberock and Bell,
2010) permet de faire des ope´rations vectorielles sans avoir a` e´crire une seule ligne de CUDA.
Finalement, en juillet 2011, Microsoft a annonce´ son langage C++ AMP qui permet de
programmer le GPU avec un nombre d’instructions comparable a` une paralle´lisation OpenMP.
Le calcul sur GPU semble donc la` pour rester. Ce qui est en voie de changement est la
manie`re dont on programme le GPU. A` l’image du langage assembleur qui est toujours
utilise´ et ne´cessaire, le langage e.g. CUDA restera sans doute utile et mis a` jour pour l’avenir
a` long terme puisque certaines taˆches devront continuer a` eˆtre programme´es dans un langage
« proche du me´tal ».
1. http ://sites.amd.com/us/fusion/apu/Pages/fusion.aspx
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CONCLUSION
La radiothe´rapie est l’une des me´thodes possibles de traitement du cancer. Pour e´liminer les
cellules cance´reuses, de la radiation ionisante est donne´e au patient pour que celle-ci brise les
chaˆınes d’ADN et stoppe la re´plication des cellules cance´reuses.
Pour que le traitement soit efficace, une phase de planification de traitement doit eˆtre effectue´e
a` l’inte´rieur de laquelle le traitement a` eˆtre donne´ au patient est simule´ et ve´rifie´. Le re´sultat
de la simulation est une distribution de de´poˆt de dose permettant au physicien me´dical de
de´cider si la dose rec¸ue correspondra a` la prescription e´mise par le radio-oncologue.
La distribution de dose ne sera repre´sentative de la re´alite´ que si l’algorithme utilise´ pour
calculer le de´poˆt de dose est lui aussi fide`le a` la re´alite´. Plusieurs algorithmes existent, des
moins exacts aux plus exacts et aussi des plus rapides aux plus lents. La simulation de Monte
Carlo se situe a` l’extreˆme exact et lent de ce spectre. Cette me´thode de calcul est reste´e
passablement inutilise´e pour le calcul de dose d’un faisceau de photons duˆ a` son temps de
calcul trop e´leve´ pour une utilisation routinie`re en clinique.
La question de recherche de cette the`se e´tait donc « comment maximiser l’utilisation d’une
plateforme GPU en vue d’ame´liorer la vitesse d’exe´cution de la simulation de Monte Carlo
en transport d’e´nergie pour le calcul de la dose en radiothe´rapie ? » et le but de la the`se
e´tait « l’e´tude de l’utilisation du processeur graphique (GPU) pour l’imple´mentation d’une
plateforme de calcul de dose par simulation de Monte Carlo dans un contexte de calculs en
radiothe´rapie ».
Pour re´pondre a` la question de recherche, la plateforme GPUMCD a e´te´ cre´e´e. Cette pla-
teforme imple´mente une simulation de Monte Carlo couple´e e´lectron-photon et prend en
conside´ration les interactions importantes pour la plage e´nerge´tique de la radiothe´rapie
E[10 keV,20 MeV].
Le premier objectif consistait en l’e´valuation de la plateforme pour des cas de radiothe´rapie
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externe. Une premie`re e´tape de validation a donc e´te´ effectue´e avec une comparaison a` la
plateforme EGSnrc et au programme rapide de simulation de Monte Carlo : DPM. Pour
trois ge´ome´tries et deux types de faisceaux (6 cas au total), GPUMCD respecte des crite`res
gamma 2%-2mm de EGSnrc tout en e´tant environ 1500 fois plus rapide que EGSnrc et 300
fois plus rapide que DPM.
Le deuxie`me objectif visait l’e´tude de la pre´cision de la plateforme pour des cas de curiethe´-
rapie interne avec sources de bas de´bit. L’e´tude s’est faite avec deux sources de curiethe´rapie
diffe´rentes et trois parame`tres du formalisme TG-43. GPUMCD s’est retrouve´e a` l’inte´rieur
de 4% des re´sultats trouve´s dans la litte´rature. Cette diffe´rence, qui pourrait eˆtre argumente´e
acceptable puisqu’il n’y a pas de crite`re e´tabli d’acceptation d’un algorithme de calcul, est
potentiellement due aux diverses approximations faites dans la physique des particules de
basse e´nergie dans GPUMCD.
Le troisie`me objectif concernait l’applicabilite´ de la plateforme GPUMCD pour du calcul
de dose dans le contexte de l’appareil d’imagerie-traitement MRI-Linac. L’effet du champ
magne´tique produit par l’IRM sur les particules a duˆ eˆtre ajoute´ a` la plateforme GPUMCD.
Une validation expe´rimentale a e´te´ faite pour valider cet ajout et GPUMCD respecte des
crite`res gamma 2%-2mm. De plus, la vitesse d’exe´cution de la simulation reste acceptable
avec un cas de patient re´el calculable en moins de 15 secondes par faisceau.
Ainsi, cette the`se peut re´pondre a` la question de recherche et montrer que la plateforme GPU,
malgre´ les appre´hensions initiales de la communaute´, est une excellente plateforme pour le
calcul de dose par simulation de Monte Carlo.
Ces re´sultats donnent lieu a` deux constats d’importance. Premie`rement, GPUMCD peut
eˆtre utilise´ pour faire du calcul de dose routinier vu sa grande rapidite´ d’exe´cution et son
exactitude. GPUMCD est aussi actuellement la seule plateforme utilisable pour faire un calcul
de dose en temps acceptable pour la modalite´ du MRI-Linac.
Deuxie`mement, l’applicabilite´ de la plateforme GPU au calcul Monte Carlo indique que
des plateformes plus exactes et plus matures pourraient eˆtre, du moins en parties, porte´es
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vers une imple´mentation GPU. La confiance de la communaute´ dans la physique de ces
plateformes de´ja` e´tablies et l’aisance acquise avec les interfaces utilisateurs pourraient alors
eˆtre conserve´es, menant a` une plus grande adoption de la plateforme graphique comme engin
de calcul.
Dans les deux cas, la possibilite´ de calcul de dose routinier base´ sur la simulation Monte
Carlo permet d’envisager la fin des algorithmes analytiques ayant a` leur racine plusieurs
approximations. Le calcul de dose Monte Carlo me`nera a` une plus grande qualite´ de plans
de traitement, puisque ceux-ci seront plus pre`s de ce qui sera re´ellement donne´ au patient, et
donc vers une plus grande qualite´ de traitement. Le tout pourrait se traduire par de meilleurs
re´sultats me´dicaux et moins de toxicite´ pour les patients.
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ANNEXE I
DE´RIVATION DES E´QUATIONS DE TRANSPORT DE PARTICULES EN
PRE´SENCE DE CHAMP MAGNE´TIQUE HOMOGE`NE
Le point de de´part de la de´rivation des e´quations de transport de particules en pre´sence de
champ magne´tique est l’e´quation des forces de Lorentz :
~F =
d~p
dt
= q( ~E +
~v
c
× ~B) (I.1)
ou` ~E repre´sente le champ e´lectrique et ~B le champ magne´tique, ~v est la vitesse de la particule
et q sa charge. Pour le cas qui nous occupe, nous nous inte´ressons aux e´lectrons (q = e) et
aux champs magne´tique homoge`ne ( ~E = 0). On trouve donc
md(γ~v)
dt
= e(
~v
c
× ~B) (I.2)
ou` l’identite´ ~p = γm~v a e´te´ utilise´e et γ = 1√
1− v2
c2
. L’ope´rateur de gauche peut s’exprimer
selon l’expression suivante
mdγ~v
dt
=
γ3mv
c2
dv
dt
~v + γm
d~v
dt
, (I.3)
en suivant le de´veloppement suivant (ou` le terme m a e´te´ ignore´ pour simplifier l’e´criture et
ou` v = |~v|) :
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dγ~v
dt
=
dγ
dt
~v + γ
d~v
dt
=
d
[(
1− v2
c2
)−1/2]
dt
~v + γ
d~v
dt
=
(−1
2
)(
1− v
2
c2
)−3/2(−2v
c2
dv
dt
)
~v + γ
d~v
dt
= (1− β2)−3/2
(
v
c2
dv
dt
)
~v + γ
d~v
dt
= γ3
v
c2
dv
dt
~v + γ
d~v
dt
(I.4)
ou` les identite´s γ = 1/
√
1− β2 et β = v/c ont e´te´ utilise´es. En re´injectant dans Eq. I.2, on
trouve
γ3mv
c2
dv
dt
~v + γm
d~v
dt
= e(
~v
c
× ~B), (I.5)
re´e´crite sous la forme :
e
m
(βvˆ × ~B) = γ
3v
c2
dv
dt
~v + γ
d~v
dt
=
γ3(cβ)
c2
cdβ
dt
βcvˆ + γcβ
dvˆ
dt
e
mc
(βvˆ × ~B) = γ3dβ
dt
vˆ + γβ
dvˆ
dt
(I.6)
ou` vˆ = ~v/|~v|.
Les vecteurs vˆ et dvˆ
dt
sont orthogonaux puisque le mouvement des particules a` l’inte´rieur d’un
champ magne´tique suit une trajectoire he´lico¨ıdale. Il est donc possible de de´composer l’Eq. I.6
par projection sur ces deux vecteurs. La projection sur vˆ donne
( e
mc
(βvˆ × ~B)
)
vˆ =
(
γβ
dvˆ
dt
+ γ3
dβ
dt
vˆ
)
vˆ
0 = γ3
dβ
dt
vˆvˆ
0 =
dβ
dt
= 0.
(I.7)
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Cette dernie`re expression de´montre que le module de la vitesse de la particule ne change pas,
ce qui est conforme avec le fait que les champs magne´tiques ne fournissent pas de travail sur
les particules. La projection sur dvˆ
dt
se trouve par addition des deux bases :
0vˆ + γβ
dvˆ
dt
=
e
mc
(βvˆ × ~B)
dvˆ
dt
=
e
mcγ
(vˆ × ~B)
(I.8)
Finalement, l’acce´le´ration d~v/dt se trouve a` eˆtre
a =
d~v
dt
=
d(cvˆβ)
dt
= c
(
dβ
dt
vˆ + β
dvˆ
dt
)
=
eβ
mγ
(vˆ × ~B) (I.9)
A` partir de cette expression il est possible de de´finir le changement d’orientation ∆vˆ que
subit une particule a` l’inte´rieur d’un champ magne´tique. Cette e´tude sera ici faite a` l’aide
de l’approximation que l’acce´le´ration ne varie pas rapidement et qu’elle peut eˆtre conside´re´e
constante lors d’un saut d’e´lectron donne´. A` l’aide de cette approximation, il est possible de
poser
∆~v = a0t. (I.10)
Puisque la simulation de Monte Carlo ope`re avec des sauts en distance s et non en temps
t, l’expression est modifie´e en utilisant encore une fois l’approximation que la vitesse est
constante durant le saut
∆~v =
s
v0
a0 = s
e(vˆ0 × ~B)
mγ0c
, (I.11)
ou` tous les indices 0 repre´sentent les valeurs au de´but du saut d’e´lectron.
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ANNEXE II
BIAIS D’ESTIMATEURS
Estimateur de moyenne L’estimateur de moyenne X est non biaise´ puisque :
E(X) = E
[
1
N
N∑
i=1
Xi
]
= E
[
1
N
N∑
i=1
(Xi − µ) + µ
]
=
1
N
N∑
i=1
[E(Xi − µ) + E(µ)]
=
1
N
[NE(µ)]
= µ
(II.1)
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Estimateur de variance L’estimateur de variance s2 est non biaise´ puisque :
E(s2) = E
[
1
N − 1
N∑
i=1
(Xi −X)2
]
=
1
N − 1E
[
N∑
i=1
(
(Xi − µ) + (µ−X)
)2]
=
1
N − 1E
[
N∑
i=1
[
(Xi − µ)2 + 2(Xi − µ)(µ−X) + (µ−X)2
]]
=
1
N − 1E
[
N∑
i=1
(Xi − µ)2 +
N∑
i=1
2(Xi − µ)(µ−X) +
N∑
i=1
(µ−X)2
]
=
1
N − 1E
[
N∑
i=1
(Xi − µ)2 + 2(µ−X)
N∑
i=1
(Xi − µ) + n(µ−X)2
]
=
1
N − 1E
[
N∑
i=1
(Xi − µ)2 + 2n(µ−X)(X − µ) + n(µ−X)2
]
=
1
N − 1E
[
N∑
i=1
(Xi − µ)2 − 2n(X − µ)2 + n(µ−X)2
]
=
1
N − 1E
[
N∑
i=1
(Xi − µ)2 − n(X − µ)2
]
=
1
N − 1
[
N∑
i=1
E((Xi − µ)2)− nE((X − µ)2)
]
=
1
N − 1
[
σ2 − nσ2/N]
= σ2
(II.2)
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ABSTRACT
The future of high-performance computing is aligning itself towards the efficient use of highly
parallel computing environments. One application where the use of massive parallelism comes
instinctively is Monte Carlo simulations, where a large number of independent events have to
be simulated. At the core of the Monte Carlo simulation lies the Random Number Generator
(RNG). In this paper, the massively parallel implementation of a collection of pseudo-random
number generators on a graphics processing unit (GPU) is presented. The results of the GPU
implementation, in terms of samples/s, effective bandwidth and operations per second, are
presented. A comparison with other implementations on different hardware platforms, in
terms of samples/s, power efficiency and cost-benefit, is also presented. Random numbers
generation throughput of up to ≈18MSamples/s have been achieved on the graphics hardware
used. Efficient hardware utilization, in terms of operations per second, has reached ≈98% of
the possible integer operation throughput.
III.1 Introduction
Over the years, the increase in computing power has been driven by the increase in processor
clock speed. Lately, however, the increase in computing power has been achieved by the
use of multi core CPUs (Central Processing Units) while raw clock frequencies have evolved
at a slower pace. Recent trends in scientific computing point towards massively parallel
computing devices to handle much of the workload. One class of hardware that has always
been designed with parallelism in mind, due to the specialized task it accomplishes, is
the Graphics Processing Unit (GPU). The scientific computing community is turning more
and more towards this hardware platform as it is well suited for a class of problem often
encountered when the intended goal is to simulate real phenomena: embarrassingly parallel
computations. One family of applications among this paradigm, Monte Carlo simulations,
rely on high-quality pseudo-random numbers. In this paper, we implement three algorithms
for generating random numbers: the multiply-with-carry (MWC), the XorShift, and the KISS
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(keep it simple stupid). These implementations of random number generators (RNG) will be
analyzed in terms of their samples/s capability as well as their ability to exploit the resources
of the GPU. It should be noted that the RNG of choice when long periods are wanted, the
Mersenne Twister, has not been implemented for reasons that will be explained later.
Random number generators have been implemented on traditional CPUs as well as more
parallel computing oriented platforms such as GPUs (Langdon, 2009; Janowczyk et al.,
2008) and FPGAs (Sriram and Kearney, 2007; Thomas et al., 2009). A comparison to
these implementations is also presented.
III.2 Background
III.2.1 Random number generators
RNGs in general have a history of bad implementations, as pointed out by the work of
Park and Miller (Park and Miller, 1988). For this reason, well established random number
generators will be used in this work, which is focused on their implementation on GPUs. This
work is based on the RNGs by George Marsaglia (Marsaglia, 2003b; Marsaglia, 2003a). More
precisely, a multiply-with-carry generator, a XorShift generator and the KISS generator have
been implemented.
RNGs are based on the execution of mathematical operations on an ensemble of variables
(the RNG state) to generate a sequence of numbers that will appear random; being generated
through an algorithm they are obviously completely deterministic. The sequence takes the
form of:
x, f(x), f 2(x), f 3(x), ... (III.1)
where x is the first value, or set of values, supplied to the RNG, called the seed, and f 2(x)
is equal to f(f(x)). This recurrence will generate a seemingly random sequence until it has
been called a number of times equal to its period. After this point, the sequence starts over.
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III.2.1.1 multiply-with-carry
The multiply-with-carry (MWC) generator has been introduced by Marsaglia in 1991 (Marsaglia
and Zaman, 1991). The generator takes the form of:
xn+1 = (a ∗ xn + cn) mod (b) (III.2)
where a is the multiplier and b the base. The carry, c, is defined by:
cn+1 = b(a ∗ xn + cn)
b
c. (III.3)
When using integer arithmetic on computers, it is advantageous to use a base such as 216 or
232 in order to avoid the costly operations required to find the carry and replace them by
very efficient shift operations. The carry of the operation a ∗ x with base b is c = a ∗ x >> b
where >> is the shift right (shr) operation. The modulo operation can also be transformed
into an ADD operation. Indeed, a mod (216) == a&&216,
The choice of the multiplier a is not arbitrary: the multiplier is chosen so that ab − 1 is
safeprime. The period of the RNG with such a multiplier is on the order of (ab− 1)/2.
This generator is characterized by a very short state vector of only one element of w bits
where w is usually 16 or 32. Lagged MWCs can also be developed. These lagged have a
longer state vectors which act as a circular buffer of seeds for the MWC generator.
III.2.1.2 XorShift
The XorShift generator was introduced by Marsaglia (Marsaglia, 2003b) and further improved
by Panneton (Panneton and L’Ecuyer, 2005) and Brent (Brent, 2004). The improvements
proposed by Panneton will be used in this work. This RNG, as its name implies, is based on
the successive application of xorshift operations on the state vector. The xorshift operation
consists in replacing the w-bit block by a bitwise xor (exclusive or) of the original block with
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a shifted copy of itself by a position either to the right or to the left, where 0 < a < w and
w = 32 or 64. These generators have periods equal to 2rw − 1.
The generators are characterized by a number of xorshift operations on the state vector to
output one random number. The mathematics behind this are well beyond the scope of this
paper and are expertly explained by Panneton (Panneton and L’Ecuyer, 2005). Of particular
interest is that the RNG is parametrized by r, the number of w-bit elements in the vector
and s the number of xorshift operations. The sequence is defined by:
vi =
r∑
j=1
{Ajvi−j} (III.4)
where the vi’s are w bits long and form the state vector and the Aj’s are the product of vj
xorshift matrices. There are s non-zero Aj matrices.
The generators are very fast since they only require bitwise and shift operations on unsigned
integers, which are generally some of the fastest instructions on a processor.
Panneton proposes a full period generator with r = 8, s = 7 resulting in a period of 2256− 1.
The generator has the following recurrence:
vn = (I + L
9)(I + L13)vn−1 + (I + L7)vn−4
+(I +R3)vn−5 + (I +R10)vn−7 + (I + L24)(I +R7)vn−8
(III.5)
where L is a left shift matrix and R a right shift matrix and the exponent the number of bits
being shifted.
III.2.1.3 KISS
The KISS (keep it simple stupid) has been proposed by Marsaglia as the combination of
three RNGs: multiply-with-carry, xorshift and congruential (Park and Miller, 1988). The
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first two RNGs have already been discussed in previous sections. The XorShift generator is
however different from the one that has already been presented. Indeed, the original XorShift
generator proposed by Marsaglia will be used (Marsaglia, 2003b). The proposed generator
is a type I XorShift generator (Panneton and L’Ecuyer, 2005). These generators have r = 1,
meaning that the state is represented by only one w = 32 bits variable, and A1 is the product
of three xorshift matrices or, in other words, s = 3. The following A1 matrix will be used, as
proposed by Marsaglia:
A1 = (I + L
13)(I +R17)(I + L5) (III.6)
The above XorShift generator was shown by Panneton (Panneton and L’Ecuyer, 2005) to
fail randomness tests of the TestU01 suite by L’E´cuyer et al. (L’ecuyer and Simard, 2007).
However, as will be explained later, combining several random number generators can have
a positive effect on the randomness as well as the period of the resulting generator.
The new RNG introduced in this section as part of the combined RNG, the linear congruential
generator (LCG) (Park and Miller, 1988), is similar to the MWC generator. The recurrence
has the following form:
Xn+1 = (aXn + c)mod(m) (III.7)
where a is a multiplier, c the increment (as opposed to the carry in the MWC) and m
the modulus. Again, the choice of a is not left to chance. In order to obtain the full
period p = m − 1, the modulo a must be prime and a must be a primitive element modulo
m (L’ecuyer, 1999). However, since the objective of this work is the implementation of
efficient RNGs, we will forgo the full period LCG and opt for an efficient modulo of 232,
which is essentially free through integer overflow. Marsaglia proposes the values a = 69069,
c = 1234567 and m = 232 (Marsaglia, 2003b).
The final random number value is obtained by xoring the MWC and LCG intermediate values
to which the XorShift value is added.
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III.2.1.4 Parallelizing RNGs
If RNGs are not suitably parallelized, running them on a parallel architecture could result
in every substream outputing the same exact sequence of pseudo-random numbers, thus
rendering useless the parallel architecture or its resulting correlated streams. For example,
if only different seeds are sent to every node, the seed sent to node j could be the second
random number generated by node i, making substreams i and j identical but lagged by one.
Two main categories of parallelization can be used for generating non-correlated streams
on a parallel architecture: those that split a given generator into multiple substreams and
those that generate multiple independent streams (Badal and Sempau, 2006). From the first
category, we again find two subcategories: sequence splitting and leapfrogging.
In sequence splitting, a processor or node j will generate the random numbers [Rj, Rj+1..Rj+B]
where B is the amount of random numbers generated by each node and Ri is a random
number. It can easily be seen that this can cause problems if it is not known beforehand how
many numbers a given node will need to generate and if this amount happens to be larger
than B. This technique can be employed with RNGs capable of computing the i ’th random
number generated without computing all the intermediate numbers. From this property,
every node j can be seeded with the last value that would have been generated by node j-1.
The generator itself does not have to be modified.
In leapfrogging, node j generates the random numbers [Rj, Rj+N , Rj+2N , ...] where N is the
number of processors executing the RNG. It is clear that in this case the sequences will not
overlap. This technique also requires a way to compute the random number i without having
to compute all the intermediate values. In this case, the RNG has to be modified in order to
skip N numbers every time it has to generate one number.
Finally, the second category of RNG parallelization, called parameterizing, achieves uncorre-
lated sequences by effectively using a different RNG for all nodes. These different RNGs can
be of the same type, v.g. a MWC generator, but with different generator parameters, e.g.
with different multipliers m.
158
III.2.2 Graphics cards for scientific computing
The recent interest for graphics card computing within the scientific community stems from
the fact that GPUs (Graphics Processing Units) offer a low cost alternative to traditional
CPU clusters for parallel computations. Graphics hardware being inherently parallel, it is
useful for a large array of scientific computations such as dense linear algebra (Garland et al.,
2008), molecular dynamics (Anderson et al., 2008), N-Body simulations (Nyland et al., 2007),
and so forth.
This work relies on the NVIDIA CUDA (NVI, 2009) platform which allows the programming
of graphics cards using a syntax that is heavily based on the C language. The CUDA
platform is available for all graphics card of the G80 family and beyond. The Unified Shader
Model was introduced in this family, which effectively transformed the graphics card into
a massively parallel SIMD (single instruction multiple data) or, as NVIDIA puts it, SIMT
(single instruction multiple threads) machine where several hundred of identical computing
elements, Scalar Processors (SPs) in NVIDIA terminology, are present.
The MultiProcessor (MP), a group of 8 SPs, is equipped with 16KB of shared memory, a
fast cache that is available to all SPs of a MP. All the SPs also have access to the large
global memory pool (256 MB and up). The global memory however presents bandwidth and
latencies that are vastly inferior to shared memory. Current GPUs are equipped with 1 to 30
(or 60 in a dual-GPU graphics card) MPs for a total of up to 240 (or 480) SPs. Two Special
Function Units (SFUs) are also present, capable of executing transcendental functions or a
floating point multiply operation.
The global CUDA paradigm consists in launching thousands of threads, grouped in thread
blocks. These blocks will be assigned to a given MP. A given MP can be assigned to multiple
thread blocks that could be scheduled to launch concurrently (in warp locksteps) if the
resources of the MP allow for more than one block to be launched, v.g. if there are enough
shared memory and registers to accommodate both blocks.
The smallest computational group is called the warp and in the GT200 architecture is
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composed of 32 threads. An SM will select a warp that is ready to execute and every
thread of the warp will execute the same instruction.
Integer multiplications are considered slow on NVIDIA graphics card. Indeed, the integer
multiplication of two 32 bits operands has a throughput of 2 operations per clock cycle
whereas the throughput of the single precision floating point multiplication has a throughput
of 8 operations per clock cycle. This could have an important impact on the performance
of the MWC RNG. Other integer operations useful for the scope of this paper, such as
bitwise XORs, shifts and additions have a throughput of 8 instructions per clock cycle. The
GPU also provides a lower precision 24 bit integer multiplication with a 32 bits results and
an 8 instructions per clock cycle throughput. However, NVIDIA announced that in future
hardware versions, the lower precision multiplication will become slower than the full 32 bit
multiplication.
III.3 Methods
III.3.1 GPU implementations
This section will cover the implementation details for the different RNGs that have been
used. It is however necessary to explain why the Mersenne Twister (MT) (Matsumoto and
Nishimura, 1998) has not been implemented, which is the RNG of choice when an extremely
long period is required. The MT RNG requires a fairly large state vector (624 integers, 2496
bytes) in order to generate random numbers. This state has to be stored somewhere and
access to fast enough memory is not sufficient. Consequently, the state vector would need to
be stored in global memory on the GPU, therefore severely hindering performances. Indeed,
since the thread blocks will usually contain more than 32 threads and that each thread needs
its own state vector, there is not enough registers or shared memory space to store the state
vectors of a thread block. It has therefore been decided to use RNGs with relatively small
state vectors at the cost of a reduced period. The NVIDIA CUDA SDK already has an
implementation of the MT19937 random number generator which will be included in the
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comparison to our results. NVIDIA has used global memory to store the large state vector.
III.3.1.1 multiply-with-carry
In the current implementation, two MWCs are combined together as has been originally
proposed by Marsaglia (Marsaglia, 1997). There is evidence (L’ecuyer, 1988) that combining
two or more RNGs not only increases the period but also the randomness of the sequence.
These two MWCs therefore need independent multipliers. Since the 32-bit arithmetic and
logical units (ALU) of the GPU are used, the multiplier a and carry c values have to fit
inside 16 bits and the base b is set to 216. There is a limited number of choices (392 to be
exact) for the multiplier a that satisfy the conditions exposed in III.2.1.1. This is seemingly
not enough for the thousands of independent RNGs being launched, in accordance with the
CUDA paradigm. However, it is the combined results of two MWCs to generate one sequence
of random number per thread that is of interest. It is therefore the number of distinct
combination of two multipliers that needs to be sufficient, and that number (k-combination
of 2 in 392) is plentiful.
The MWC generator is therefore parallelized through parametrization where independent
streams are generated by each RNG (or thread). A different set of seeds (two) is also given
to every thread. Each thread generates a number of random numbers (>1000) before exiting.
The execution flow for the CUDA kernel starts by having each thread fetch its corresponding
seeds and multipliers values from global memory. These memory transactions are completely
coalesced. A loop having as many iterations as the numbers of random numbers to be gener-
ated by every thread then begins. The core of the loop generates two intermediate numbers,
one for every intermediate MWC. These two 16 bits intermediate values are concatenated to
form the final 32 bits integer random number. This number is written to global memory.
The total number of useful operations for the core of the loop to generate one random number
is 10 (3 shifts, 2 ands, 2 mults and 3 adds). This is confirmed by inspection of the generated
assembly code, with the addition of address calculations for the storage of the random number
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and loop overhead.
Fourteen registers are used by this implementation. Using the NVIDIA occupancy calculator,
the optimal block sizes of 128, 256 or 512 are found, which give an occupancy of 1.0 on the
NVIDIA GTX280 card.
III.3.1.2 XorShift
The XorShift generator used in this work is the one proposed by Panneton (Panneton and
L’Ecuyer, 2005) and presented in Section III.2.1.2.
Using values of r = 8 and w = 32, a state vector of eight 32 bit values has to be stored for
every generator or, in other words, every thread. Ideally, this state vector is to be stored
in registers. However, as of CUDA 2.3, the registers are not indexable, v.g. the [] operator
cannot be used, which is required by the algorithm (Panneton and L’Ecuyer, 2005) to address
the state vector. Shared memory, which is addressable, has therefore been used, as a first
approach to store the state vector. Each thread then needs r∗w = 256 bits of shared memory.
To fully exploit the bandwidth of the on-chip shared memory, certain guidelines have to be
followed (NVI, 2009). Shared memory is divided into banks that can be accessed simultane-
ously. If N requests fall into N different memory banks, these requests can then be serviced
simultaneously. In the GT200 architecture used for this work, shared memory is divided
into 16 banks (equal to the number of threads in a half-warp) and successive 32 bits words
are in successive banks. It is therefore important to allocate the vector in shared memory
in a way that will not cause bank conflicts, where two requests would be sent to the same
memory bank. The scheme (explain the scheme shortly) presented in Figure III.1, which
assigns successive state vector element for a given thread with a blockDim stride (where
blockDim is the size of the CUDA thread block), has been used resulting in a bank conflict
free implementation.
The rest of the XorShift algorithm maps natively to the programming model in CUDA as
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X[0]
Thread 0
X[r]
Thread N
X[1]
Thread 0
X[0]
Thread N
X[0]
Thread 2
X[0]
Thread 1 ...
...
N = BLOCKDIM 
Figure III.1 Shared memory arrangement for the XorShift RNG.
only shift and XOR operations are needed. The execution flow for the CUDA kernel starts
with each thread fetching its correspondent 8 seeds from global memory and storing them
to the shared memory. Again, these memory transactions are completely coalesced. A loop
having as many iterations as the number of random numbers to be generated by every thread
then begins. The core of the loop operates on two intermediate values t and y. These t and
y values are modified through the recurrence presented in Section III.2.1.2. The resulting y
value is written back to the state vector in shared memory as well as to the results array in
global memory.
The number of useful operations to generate one random number is 18 (11 XORs and 7
shifts). The C implementation proposed by Panneton (Panneton and L’Ecuyer, 2005)
outputs one random number every time it is called. It therefore needs to implement an
implicit circular buffer over the r elements of the state vector and increment the current
vector element pointer, k, every time the routine is called. Consequently, the address and
index calculations must be determined at runtime for every generated random number since
the indices depend on k. Logical and operations also have to be used to implement a circular
buffer over the r elements. This adds many operations that are not directly useful to the
generation of random numbers. It results that 52 assembly operations are required to generate
one random number.
We have no doubt that Panneton (Panneton and L’Ecuyer, 2005) proposed the implementa-
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tion as an “inline” random generator where one random number is requested for every call.
It has been implemented as is as an experiment. However, since the goal of this work is to
generate a large quantity of random numbers, we can implement the circular buffer explicitly
with r consecutive statements in a manner similar to loop unrolling. With this technique, r
random numbers are generated for every execution of the main loop. The total number of
assembly instructions is brought down to 23 per random number.
At this point, there is no need for an indexable memory space since the circular buffer has
been made explicit. It is therefore possible to replace the shared memory array of r elements
with r registers. This decision should be made by taking into consideration which resource
(registers or shared memory) will be most likely limited when the RNG is sampled“on-the-fly”
by a complete simulation engine also requiring resources. By using registers instead of shared
memory, the total number of assembly instructions per random number is found to be an
optimal 18.
The number of registers used by this implementation is 14 for the explicit loop and 15 with
the unrolled implementation. Using the NVIDIA occupancy calculator, the optimal block
sizes of 128, 256 or 512 are found, which give an occupancy of 1.0 on the NVIDIA GTX280
card.
III.3.1.3 KISS
The implementation of the KISS generator relies on the previously discussed implementation
of the MWC generator, together with a simplified XorShift generator and the congruential
generator.
The simplified XorShift generator has r = 1, w = 32 and only one unsigned integer is therefore
needed to store the state vector. The use of shared memory is consequently avoided. The
newly introduced LCG RNG is implemented with a single line of code that can be easily
derived from the recurrence presented in Section III.2.1.3.
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The same parallelization schemes have been used for the two previously discussed RNGs:
different multipliers as well as different seeds for the MWC generator and different seeds to
the XorShift generator. The LCG is parametrized using the multiple seeds scheme as well.
The state vector for the combined generator is therefore composed of four 32 bits words (2
for the MWC, 1 for the simplified XorShift and 1 for the LCG). In addition to these seeds,
the two multipliers of the MWC also have to be fetched from global memory. The rest of
the implementation is similar to what has previously been mentioned in the two previous
sections.
The number of useful operations for the main loop of combined generator is found to be
18. In terms of useful operations it is therefore equivalent to the XorShift RNG. However,
the need for shared memory has been completely avoided which translates in a reduction of
the number of overhead instructions associated with the memory address calculation when
compared to the implicit implementation of the XorShift generator. This is apparent in the
assembly code file where fewer lines of code are generated for the KISS RNG compared to the
implicit XorShift RNG. The newly introduced LCG RNG uses a 32 bit integer multiplication
which has a throughput four times lower than the other integer operations used.
III.3.2 Performance evaluation
For all implementations, approximately 80 millions random numbers are generated by each
call to the random number generator. The random numbers are written to global memory.
They could therefore be used by subsequent CUDA kernels or copied back to the computer’s
main memory for use by the CPU. The execution times also include the writing of the state
vector to global memory for subsequent use. The timing results do not include the copying
of the results back to the system’s main memory. The rate at which the random numbers
are generated, in samples per second, will be reported.
Furthermore, the rate at which the random numbers are generated when there is no need
to write them back to global memory has also been studied. This result is of interest for
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applications that would inline the random number generator instead of generating a pool of
random numbers for later use. To achieve this result, intermediate results are not written to
global memory until the end of the main loop, at which point the state of the RNG is written
to memory to ensure that the whole loop is not simply suppressed by optimization during
compilation.
The achieved memory bandwidth (BW ) and usable operations per seconds will also be
presented with regards to the theoretical limit of the hardware used. The memory bandwidth
is measured as:
BW =
nt ∗Nt ∗ 4
t ∗ 109 GBps (III.8)
where nt is the number of random numbers generated per thread, Nt the number of threads
invoked, t the execution time and the 4 factor is used to account for the size w = 32bits =
4bytes of the generated number. It will only be of interest when the results are written back
to global memory. The number of usable operations per second (Uops) result is measured as:
Uops =
nt ∗Nt ∗ nops
t ∗ 109 GOps (III.9)
where nops is the number of operations required to generated a random number as presented
in Section III.3.1. The simpler FLOPs (floating point operation per second) measure cannot
be used here since no floating point operations are taking place except when the generated
number is scaled back to [0,1[ range.
Two types of random numbers generators have also been implemented, resulting in two types
of random numbers: unsigned integers in the [0,232-1] range and single-precision floating-point
numbers in the [0,1[ range. The latter requires two extra steps to convert the integer number
to a floating point representation and to scale it to the [0,1[ range through a single-precision
floating-point multiplication.
The main loop, which generates a series of random numbers within a kernel, has been unrolled
using the supplied pragma to the nvcc compiler in order to reduce the loop control logic
overhead. The compiler has chosen not to unroll the main loop of the XorShift generator
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with the explicit circular buffer most likely due to register pressure.
Finally, the randomness of the implemented RNGs has been assessed with the use of the
DIEHARD (Marsaglia, 1995) and TestU01 (L’ecuyer and Simard, 2007) applications. TestU01
supplies three levels of randomness testing: SmallCrush, Crush and BigCrush. The Crush
battery of tests requires approximately 235 random numbers to complete. The DIEHARD
battery of test is less stringent, as is apparent by the relative time it takes to complete when
compared to TestU01: around 10 seconds compared to one hour. The quality of the three
random number generators has been studied, first by the use of the DIEHARD battery of
test, then by the Crush battery of tests from TestU01.
The results have been obtained with an NVIDIA GTX280 graphics card with 1GB of global
memory and on a Xeon Q6600 processor. The CUDA kernels have been compiled with the
nvcc compiler included in the version 2.3 of the toolkit and the CPU programs with the -O2
options activated using the compiler included with Microsoft Visual Studio 2005.
III.4 Results
In the following tables, the results are presented for the unsigned integer random generator.
The first column indicates if the results are written back to memory. The last column of the
tables, uniform rate, presents the rate for a uniformly distributed random number generator.
Tables III.1, III.2 and III.3 present the results for the GPU implementation of the MWC,
XorShift and KISS RNGs, respectively.
Table III.1 Results for the MWC generator.
t BW Uops rate uniform rate
(ms) GBps GOps GSamples/s GSamples/s
W/ writeback 2.3 67.2 168.1 18.0 17.9
W/o writeback 1.9 - 300.6 37.5 23.6
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Table III.2 Results for the XorShift generator.
t BW Uops rate uniform rate
(ms) GBps GOps GSamples/s GSamples/s
Implicit W/ writeback 9.1 16.6 74.9 4.4 4.3
W/o writeback 8.5 - 81.1 4.8 4.4
Explicit W/ writeback 5.1 30.2 145.7 8.1 7.6
W/o writeback 3.0 - 248.2 13.8 11.5
Registers W/ writeback 3.3 46.4 224.1 12.5 11.5
W/o writeback 2.8 - 264.5 14.5 12.9
Table III.3 Results for the KISS generator.
t BW Uops rate uniform rate
(ms) GBps GOps GSamples/s GSamples/s
W/ writeback 4.4 34.2 153.9 9.2 8.5
W/o writeback 2.6 - 304.8 19.1 10.3
III.4.1 Randomness
The randomness of our implementation of these RNGs has been studied with DIEHARD and
the Crush battery of tests from TestU01. All random generators have passed all tests from
the DIEHARD battery of tests. The KISS generator has passed all tests from the Crush
battery of tests while both the XorShift and MWC have failed exactly 1 test, out of the 96
applied, from the Crush battery of tests.
III.4.2 Comparison with other studies
Table III.4 presents a comparison between our GPU implementations, the equivalent single
threaded CPU implementation as well as a collection of random number generators found in
the literature. The comparisons to other GPU work has to take into consideration the fact
that different GPUs have been used to generate the results. Thomas et al. (Thomas et al.,
2009) have used an NVIDIA GTX280, Langdon (Langdon, 2009) a NVIDIA 8800GTX and
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Janowczyk et. al (Janowczyk et al., 2008) a GeForce 8800GTS. It should also be noted that
the XorShift implementation presented by Thomas et al. is not equivalent to ours: it uses
r = 5 and the number of xorshift operations, s, is unknown. Their implementation thus
uses less memory for the state vector than ours as well as possibly requiring less instructions
to generate one random number.
A study of the efficiency of the implementations, in terms of MSamples/Joule, has been
performed as well as a cost-benefit study in terms of MSamples/s/$. In order to acquire
the power consumption of every devices in our comparison, the TDP (thermal design power)
value has been used. An online retailer’s prices have been used with the exception of the
GeForce 8800GTX and 8800GTS which are no longer available for sale.
Table III.4 Comparative results.
Efficiency Cost-Benefit Throughput
106 Samples/Joule 106 Samples/s/$ 109 Samples/s
MWC 76.3 78.3 17.9
XorShift 52.9 54.3 12.5
KISS 36.0 36.7 8.5
MWCCPU 2.8 1.4 0.3
XorShiftCPU 1.0 0.5 0.1
KISSCPU 1.9 0.91 0.2
MT19937FPGA
1 - - 119.6
(Sriram and Kearney, 2007)
SFMTCPU
2 32.7 13.6 4.3
XorShiftGPU 71.5 73.4 16.9
Lut−OptFPGA 8636.7 108.2 259.1
(Thomas et al., 2009)
Park −MillerGPU 5.4 - ≈ 1
(Langdon, 2009)
LaggedF ibonacciGPU 10.7 - 1.3
(Janowczyk et al., 2008)
MersenneTwisterGPU 12.7 13.0 3.0
(Podlozhnyuk, 2007)
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III.5 Discussion
Tables III.1, III.2 and III.3 provide an overview of the different RNGs implemented in this
work. The GTX280 has a theoretical FLOPs value of 933. The figure assumes that each
SP is capable of executing 3 FLOPs per cycle (one fused multiply-add on the SP and one
multiply on the SFU). Very special circumstances have to be met to sustain the theoretical
FLOPs figure. In the present case, no fused multiply-add will take place and no operation
will be sent to the SFU since only integer math is used. The maximal achievable operations
per second figure in our case is therefore one third of the maximum theoretical FLOPs figure.
To this inherent limitation, memory calculation arithmetic as well as loop overhead have to
be acknowledged when looking at the achieved operations per second figure. The theoretical
memory bandwidth of the NVIDIA GTX280 is 141.7 GBps. Our own benchmark has revealed
that the achievable bandwidth is closer to 117GBps.
The Uops value for the two RNGs not requiring shared memory, the MWC and the KISS
generators, show good agreement with the above discussion. They respectively achieve 96.7%
and 97.8% of the maximum theoretical operations per second.
In the XorShift RNG with the implicit circular buffer, the overhead of index and address
calculations become apparent. Indeed, 6 instructions are required to fetch one piece of data
from shared memory. The overhead would be the same if registers were indexable so it is not
a question of shared memory versus indexable registers. In the end, more than half of the
operations are required by the index calculation and implementation of the circular buffer,
and thus not directly used for random number generation, which explains the low Uops value
of 26%. With the explicit version of the same RNG yielding the same results, the observed
Uops value raises to 79% of the maximum theoretical operations per second. When avoiding
shared memory completely and using only registers to store the state vector, this figure raises
to 85%.
It can also be seen that the cost of converting the integer value to the [0,1[ range is almost
completely hidden by the bandwidth limitation as there is almost no difference between the
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integer and uniform samples/s rate when the results are written back to memory. However,
when the RNGs are used “on-the-fly”, requiring no writes to global memory, the conversion
and subsequent normalization are responsible for a performance drop of almost 50% in the
worst case.
The achieved memory bandwidth does not go over 50% of the observed achievable bandwidth.
Our explanation is that this behavior is related to the fact that only memory writes take
place during the main loop of the kernels. The same results are obtained when modifying
the benchmark used to find the achievable bandwidth so that only memory writes occur.
III.5.1 Comparison with other studies
It is clear that GPUs are an attractive platform for the generation of random numbers, as
this study and other studies have shown.
The proposed MWC generator is the fastest GPU-based RNG found in the literature. Its
implementation falls natively within the GPUs strength, using only the fastest operations
available on the GPU will requiring a small vector state. The proposed XorShift generated
is slower than the XorShift generator proposed by Thomas et al. but, as it was said, we
are unsure of the actual number of operations required by their implementation to generate
one random number, which directly impacts the rate value. We have followed Panneton’s
recommendation of using more than three XorShifts operations on the state vector to achieve
acceptable randomness and we are again unsure if their implementation respects this.
The FPGA platform offers a seemingly unparalleled solution to random number generation.
One aspect to keep in mind is that the FPGA implementations presented here most likely
fully use the configurable hardware present on the FPGA to generate the reported number of
samples per second. In a real world situation, the generated random numbers have to serve a
purpose. For example, they could be used within a Monte Carlo simulation. The FPGA RNG
implementations would therefore have to allocate a significant portion of the configurable
hardware to the simulation logic, reducing their random number production rate accordingly.
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The generated numbers could also be transferred through one of the FPGA’s extension card
to some other hardware platform responsible for the simulation, consequently being limited
by the connection between the two devices and once again sacrificing the effective production
rate. The higher cost of FPGAs also explains a much smaller gap in the cost-benefit column
of Table III.4 between FPGAs and GPUs.
III.6 Conclusion
This paper has presented the GPU implementation and parallelization of three random
number generators: the multiply-with-carry, the XorShift and the KISS. For each generator,
the exploitation of the GPU’s resources have been evaluated. The results indicate that the
GPU is an attractive platform for generating random numbers. It has also been shown that
the intensive use of shared memory as an indexable storage space comes with a high address
calculation cost and a significant loss of useful operations per second performance.
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