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Abstrakt
Tato práce se zabývá portovanim démona ifplugd do projektu BusyBox. První část textu
poskytuje úvodní informace o projektu BusyBox a nahlíží do struktury aplikace. Druhá
část textu se zabývá implementaci démona ifplugd. V rámci teto práce byly provedené
dílčí úpravy v kódu BusyBox a démon ifplugd implementován v podobě appletu do balíku
BusyBox. V závěru této práce jsou diskutované dosažené výsledky.
Abstract
This work deals with porting the ifplugd daemon to BusyBox project. The first part gives
introductory information about the BusyBox project, and looks into the structure of the ap-
plication. The second part deals with the implementation of the ifplugd daemon. As part
of this work was carried out partial adjustments in the BusyBox code and ifplugd daemon
has been implemented as an applet of the BusyBox package. At the conclusion of this work
are discussed the results.
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Kapitola 1
Úvod
Modernizace a neustálý vývoj hardwarových prostředků vestavěných systémů zvyšují ná-
roky na programové vybavení, které by bylo schopné plně využít nové technologie a záro-
veň se jim přizpůsobit. Programování s využitím vyšších programovacích jazyků usnadňuje
proses vývoje a umožňuje přenášení kódu programu na jiné typy architektur procesorů.
Významnou roli v tomto přístupu sehrávají překladače, neboť umožňují vytvářet strojově
nezávislý kód kompilovatelný pro více platforem. Platforma zahrnuje jak architekturu počí-
tače (hardware), tak i operační systém (software), resp. jejích kombinaci. Pokud bude řeč
o hardware, bezesporu je výhodou možnost automatické generace posloupnosti strojových
instrukcí pro různé procesory na základě stejného zdrojového kódu programu, napsaného
v některém z vyšších programovacích jazyků, čímž se redukuje čas potřebný pro vývoj a s
tím spojené náklady a úsilí. Navíc technologie platformně nezávislého kódu tvoří jistý zá-
klad pro vytvoření všeobecně použitelného programového vybavení. Jedním z představitelů
takového programového vybavení je projekt BusyBox, který se jako celek zabývá vývojem
software (v jazyce C) pro vestavěný Linux.
Cílem této práce bylo ve spolupráci s firmou Red Hat portovat existující implementaci
démona ifplugd do projektu BusyBox s ohledem na striktní požadavky kladené při jeho
vývoji. Převážně se jedná o optimalizaci kódu démona ifplugd s ohledem na velikost vý-
sledného binárního spustitelného souboru. Práce je navíc rozšiřená o implementaci opravy
appletu sysctl v stávajícím kódu BusyBox.
Obsah práce je rozdělen na šest části. Kapitola 2 poskytuje úvodní informace o projektu
BusyBox. Nahlíží do struktury aplikace ze dvou různých perspektiv. Uvádí možnosti použití
a zároveň pokrývá problematiku vývoje součástí projektu a nezbytné aspekty s tím spojené.
V kapitole 3 je uveden průběh opravy chybného chování v appletu sysctl a popis návrhu
pro rozšíření jeho implementace. Kapitola 4 se zabývá implementaci démona ifplugd. Jsou
zde uvedené účel aplikace, popis součástí, ze kterých se skládá a jejich funkcí. Kapitola 5
je soustředěná na vlastní integraci démona ifplugd do kódu BusyBox. Jsou zde popsané
použité techniky pro dosažení kompaktnosti v implementaci ifplugd a rozdíl chování vůči
původní realizaci. Kapitola 6 obsahuje popis metodik testování a ověření platnosti kódu.
Kapitola 7 se věnuje diskuzi o dosaženém výsledku a otevírá téma možností dalšího vývoje.
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Kapitola 2
BusyBox
Tato kapitola poskytuje úvodní informace o projektu BusyBox. Nahlíží do struktury apli-
kace ze dvou různých perspektiv. Uvádí možnosti použití a zároveň pokrývá problematiku
vývoje součástí projektu a nezbytné aspekty s tím spojené.
2.1 Co je to BusyBox
BusyBox je program, který zapouzdřuje řadu unixových utilit do jednoho malého spustitel-
ného souboru. Zahrnuje většinu nástrojů příkazové řádky, běžně distribuovaných ve stan-
dardních balíčcích (např. GNU Core Utilities [7], Util-linux [15] apod.). Primárním cílem
projektu BusyBox je přizpůsobit jejich implementaci pro potřeby vestavěného Linuxu.
Portovaná utilita má obvykle méně možností než původní, nicméně všechny převzaté
vlastnosti nabízí očekávanou funkcionalitu a jejich chování je identické s originálem. Busy-
Box poskytuje téměř kompletní prostředí POSIX [14] a spolu s jádrem Linuxu představuje
funkční operační systém bez nutnosti přidávat další komponenty. Vztah mezi BusyBox
a jádrem Linuxu je znázorněn na obrázku 2.1.
Jádro systému Linux
Busybox
init klogd syslogd httpd hash ls ...
Obrázek 2.1: BusyBox a jádro systému Linux
Z hlediska koncepce je BusyBox modulární, umožňuje zcela přizpůsobit sadu utilit
(resp. funkcí), které budou zahrnuté, nebo vyloučené během kompilace. Díky těmto a dalším
vlastnostem je velice oblíben a často používán ve vestavěných systémech.
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2.1.1 Vznik BusyBox
Historie projektu BusyBox sahá do roku 1995, kdy se Bruce Perens rozhodl vytvořit kom-
pletní bootovatelný systém na jednu disketu. Původním záměrem bylo použití BusyBox
jako minimalistické náhrady příkazového prostředí pro záchrannou disketu či instalační sady
distribuce Debian GNU/Linux. V roce 1996 byl projekt prohlášen za dokončený a jeho za-
kladatel zastavil další vývoj. Následoval vznik několika pokračujících projektů, v té době
udržovaných správci Enrique Zanardi (pro Debian) a Dave Cinege (pro Linux Router Pro-
ject).
Na základě souhlasu autora v roce 1998 Erik Andersen založil nový projekt BusyBox
Lineo. Jako vzor mu posloužily předchozí verze, z nichž převzal základní funkcionalitu,
ale důraz byl kladen na vytvoření balíku utilit pro všeobecné použití ve vestavěných sys-
témech. Součástí projektu bylo také zprovoznění internetových stránek, CVS repozitáře
a dalších nástrojů pro týmovou spolupráci. BusyBox byl brzy upraven do moderní, efektiv-
nější podoby víceúčelové náhrady standardních balíčků utilit příkazové řádky, aniž by byla
obětována jednoduchost a malá velikost.
2.1.2 Získání a kompilace BusyBox
Existuje více možností, jak získat balík BusyBox. Každá z nich je vhodná pro jiné účely:
• zkompilovaný distribuční balíček,
• zdrojové kódy z distribučního kanálu,
• oficiální zdrojové kódy.
První možnost je vhodná pro většinu použití. Jedná se o aplikaci do jisté míry uprave-
nou pro účely dané distribuce. Může proto obsahovat něco navíc (opravy chyb, přidanou
funkcionalitu apod.), výhodou je bezprostřední připravenost k použití ihned po instalaci.
Postup samotné instalace a varianty použití správce balíčků příslušné distribuce jsou uve-
dené např. v [2].
Další možnosti je získání zdrojových kódů z distribučního kanálu. Obsažená funkciona-
lita je stejná, ovšem aplikaci lze plně přizpůsobit pro vlastní účely zkompilováním s odlišným
nastavením.
Poslední možnosti je použití oficiálních zdrojových kódů z hlavního stromu projektu
BusyBox. Je to zdrojový kód vydaný na základě dalšího cyklu vývoje, obsahuje nejnovější
funkce a úpravy tak, jak je správce projektu přijal a začlenil. Kód je vhodný pro sesta-
vení aplikace či vývoj nových modulů. Rovněž slouží jako báze pro distribuční balíčky,
lze ho tedy považovat za univerzální základ. Centrální místo, kde jsou soubory k dispozici
(jak kompletní balíky, tak záplaty a seznamy změn), je server busybox.net.
Konfigurace
Před tím, než bude možné zahájit kompilaci BusyBox, je potřeba provést jeho konfiguraci.
Vzhledem k tomu, že pro všechny stávající verze BusyBox je postup konfigurace stejný,
budou v této sekci použity soubory z vývojové větve projektu získané pomoci systému
git (v době vzniku textu byla dostupná verze 1.17.0.git). Stažení souborů lze provést
následujícím příkazem:
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git clone git://busybox.net/busybox.git
cd busybox
BusyBox je distribuován se stejnými konfiguračními nástroji jako jádro systému Linux.
Proto soubory Config.in popisující konfigurační parametry jednotlivých sekcí nastavení
mají stejnou syntaxi jako konfigurační soubory jádra. Obdobná jsou všechna konfigura-
ční nastavení. Ukládají se v kořenovém adresáři projektu v souboru .config, který může
být vytvořen pomocí následujících příkazu:
make menuconfig
Tento příkaz spustí konfigurační program mconf postavený na knihovně ncurses.
Textově orientované uživatelské rozhraní ovládané pomocí klávesnice umožňuje rychle
a přehledně provést konfiguraci. U každé volby je uveden komentář popisující, o kterou
část či funkci se jedná.
make xconfig
Spustí konfigurační program qconf. Jedná se přátelštější uživatelské rozhraní, které
je založeno na grafické knihovně Qt. Převážně se ovládá pomocí myši, podporuje
několik typů náhledu a vyhledávání jednotlivých nastavení.
make gconfig
Po provedení tohoto příkazu bude spuštěn konfigurační program gconf, což je ekvi-
valent předchozího programu s tím rozdílem, že pro vytvoření uživatelského rozhraní
byla použita knihovna GTK+.
make allnoconfig
Tato možnost zkonfiguruje BusyBox na funkční minimum. Typické použití této volby
spočívá v její aplikaci před vlastní konfigurací. Dále lze jedním z předchozích způsobů
zvolit jen některé prvky BusyBox potřebné pro budovaný sytém.
make oldconfig
Tato volba umožňuje použití starého konfiguračního souboru při konfiguraci novější
verze BusyBox. Kdykoliv se zavádí nový parametr, uživatel bude vyzván, aby zvo-
lil jeho nastavení ještě předtím, než bude použita výchozí hodnota. Jinak je tomu
při použití příkazu make menuconfig, make xconfig a make gconfig, ktere auto-
matický aplikují hodnotu výchozí.
Použití této volby je také důležité při manuálních změnách nastavení v souboru
.config. Některé konfigurační možnosti jsou závislé na ostatních tak, že při povo-
lení jedné funkce bude požadovaná jiná. Např. pokud bude zapnutá podpora příkazu
ls volba CONFIG LS=y, bude také potřeba povolit některé další možnosti. Právě pří-
kaz make oldconfig zajistí dokonfiguraci všech závislosti výzvou pro jejich nastavení
a tím zabrání selhání při kompilaci.
make defconfig
Tato volba provede automatickou konfiguraci. Budou zahrnuty nejčastěji používané
funkce. Použití této možnosti konfigurace je vhodné především při prvním sestavení
BusyBox.
Vzhledem k tomu, že soubor .config obsahuje definici proměnných programu make, lze na-
stavení jednotlivých vlastností rovněž definovat prostřednictvím příkazové řádky.
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Kompilace a instalace
BusyBox nabízí několik možností jeho sestavení. Hlavní z nich se nazývá CONFIG STATIC.
Ve výchozím nastavení je BusyBox dynamicky linkován se standardní knihovnou jazyka C.
Ovšem pro potřeby vestavěných systémů, které používají jen BusyBox a jádro systému Li-
nux, není přítomnost knihovny jazyka C v celém rozsahu potřeba. Proto se obvykle BusyBox
kompiluje staticky (volbou CONFIG STATIC=y pro BusyBox), čímž je zajištěna funkčnost
i přesto, že knihovna jazyka C nebude dostupná v cílovém systému. Navíc tento způsob
kompilace vede ke zjednodušení a zmenšení systému, protože nepoužívané části knihovny
jazyka C nejsou součástí výsledného binárního souboru.
Další možností je tzv. křížový překlad (angl. cross-compilation), který zajistí vygene-
rovaní kódu spustitelného na jiné platformě, než na které je samotný překlad zdrojových
kódů spuštěn. Existuje více možnosti jak zprovoznit krizový překlad pro cílovou platformu
s použitím sady nástrojů GCC [10] a Binutils [11]. Obvykle pro tyto účely se používá volba
CROSS COMPILE, která není součástí konfiguračního souboru a musí být definovaná pro-
střednictvím příkazové řádky. Jakmile je BusyBox nakonfigurován, může být zkompilován
a nainstalován. Při propojování s knihovnou GNU C [12] je potřeba zadat následující příkaz:
$ make CROSS_COMPILE=powerpc-linux-gnu- \
> CONFIG_PREFIX=${PRJROOT}/rootfs install
Parametr CROSS COMPILE definuje prefix pro názvy nástrojů, které budou použité během
kompilace (např. powerpc-linux-gnu-gcc, powerpc-linux-gnu-ld apod.). Část prefixu
gnu znamená, že při kompilaci nástrojů pro křížový překlad (tzv. toolchain) byla použita
standardní knihovna GNU C. Dále při kompilaci BusyBox pro vestavěný Linux se často pou-
žívá knihovna uClibc [6], což je alternativní implementace standardní knihovny jazyka C
pro vestavěné systémy. Je mnohem menší než GNU C a téměř všechny aplikace podporované
GNU C budou bez problémů fungovat i s uClibc. V případě linkování BusyBox s knihovnou
uClibc se používá následující příkaz:
$ make CROSS_COMPILE=powerpc-linux-uclibc- \
> CONFIG_PREFIX=${PRJROOT}/rootfs install
Parametr CONFIG PREFIX určuje kořenový adresář cílového souborového systému. Po pro-
vedení instalace všechny komponenty BusyBox budou nainstalované v tomto adresáři.
2.1.3 Možnosti nasazení
BusyBox je velmi flexibilní v možnostech nasazení. Pro porozumění tomu, jak se dá program
použít, bude nejlepší se podívat na průběh samotné instalace. Instalační skripty zkopírují
na cílový souborový systém jediný soubor, a to /bin/busybox, a vytvoří symbolické od-
kazy na něj s názvy utilit implementovaných v BusyBox. Struktura souborového systému
po instalaci BusyBox je názorná z obrázku 2.2.
Při provozu systému, zavolá-li se jakýkoliv program implementovaný v BusyBox (např.
ls), je vždy spouštěn program busybox, který na základě názvu symbolického odkazu1 pro-
vede jen určitou část kódu BusyBox odpovídající volanému příkazu. Tato technika instalace
BusyBox má pozitivní dopad na množství místa použitého v systému, protože každý samo-
statný spustitelný binární soubor (většinou ve formátu ELF [8]) v UNIX systémech zabírá
několik kilobajtů metadat potřebných pro běh programu.
1Při volání funkce main() se jako první parametr předává název programu.
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/:
drwxr-xr-x 2 bb bb 4096 2010-03-17 16:40 bin
drwxr-xr-x 2 bb bb 4096 2010-03-17 16:40 sbin
...
/bin:
-rwxr-xr-x 1 bb bb 707932 2010-03-17 16:40 busybox
lrwxrwxrwx 1 bb bb 7 2010-03-17 16:40 cp -> busybox
lrwxrwxrwx 1 bb bb 7 2010-03-17 16:40 ls -> busybox
...
Obrázek 2.2: Stuktura souborového systému po instalaci BusyBox
Obecně se dá říci, že BusyBox je vhodný pro všechny případy, kdy je potřeba mít
v systému příkazové prostředí a je žádoucí šetřit úložným prostorem.
Vestavěný Linux
Díky malým rozměrům a nárokům na hardware se BusyBox často používá při provozu
různých jednoduchých i složitějších speciálních zařízení. Konkrétně se jedná např. o:
• spotřební elektronika (elektronické knihy, přístroje pro navigaci GPS, satelitní přijí-
mače, apod.),
• domácí spotřebiče (pračka, osvětlení, vytápění),
• síťová technika (směrovače, modemy, zřízení WiFi, firewally),
• komunikační technika (mobilní telefony, komunikátory, telefony VoIP . . . ).
Osobní počítače
BusyBox lze bez problémů nasadit i v takových systémech jako jsou osobní počítače, a sice
jako náhradní příkazové prostředí, které může být užitečné v případě selhání hlavního sys-
tému.
Zajímavá je možnost použití BusyBox v kombinaci s projektem coreboot [9] a jádrem
systému Linux. Jako celek představují náhradu (instalovanou na speciálně upravený čip
se dvou megabajtovou nebo větší EEPROM pamětí) proprietárního BIOSu, který je sou-
částí firmwaru počítačů. Základní činnost této náhrady je stejná jako u původního BIOSu,
rozšířená o možnost provozu systému bez pevného disku. Dále lze do systému (instalovaném
na čipu BIOSu) přidávat funkce dle vlastní potřeby, což je hlavní z důvodů proč používat
tuto náhradu BIOSu. Obecně jde o záchranný systém, který může být užitečný při korekci
poškozených dat či obnovení zaváděcího sektoru pevného disku.
2.2 Architektura BusyBox
Nyní se podíváme na architekturu BusyBox. Z abstraktního hlediska BusyBox je program,
který má schopnost napodobovat chování jiných programů (implementovaných v BusyBox).
To znamená, že pokud spustitelný soubor programu BusyBox bude přejmenován na ls,
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pak při zavolání bude vypisovat obsah adresáře, stejně jako klasická utilita ls (totéž platí
pro všechny utility implementované v BusyBox). Ve své podstatě BusyBox představuje im-
plementaci zvláštního druhu polymorfismu na úrovni volání programů, jimiž disponuje. Celý
BusyBox je jedna kompaktní entita a všechny obsažené utility tvoří jediný celek sdílející
adresní prostor v paměti i všechny ostatní prostředky.
2.2.1 Rozdělení součástí
Architektonický návrh BusyBox je možné rozdělit na jednotlivé části, které lze považovat
za samostatné i přesto, že mohou být těsně provázány s ostatními. Rozdělení lze shrnout
do následujících tří bodů:
• základní funkcionalita – sada základních operací nezbytných pro fungování BusyBox
(např. vyhledávání a spouštění obsažených utilit, systém nápovědy atd.),
• knihovna BusyBox – implementace často používaných algoritmů. Většinou se jedná
o zapouzdření funkcí ze standardní knihovny jazyka C přizpůsobených pro cílové
použití (např. v systémech beze správy paměti se pro vytváření kopii procesu používá
systémové volání vfork() namísto systémového volání fork() apod.),
• obsažené utility – poskytuje funkcionalitu všech portovaných utilit.
2.2.2 Struktura adresářů
Struktura adresářů se zdrojovými kódy BusyBox je organizována způsobem, který odpo-
vídá funkčně souvisejícím částem. Adresář applets obsahuje kód pro spouštění BusyBox
(soubory applets.c a busybox.c). Ostatní podadresáře (archival, console-tools, coreutils,
debianutils, e2fsprogs, editors, findutils, init, loginutils, miscutils, modutils, networking,
procps, shell, sysklogd a util-linux) obsahují zdrojové kódy jednotlivých appletů. V každém
z těchto podadresářů je umístěn soubor Config.in, ktery definuje položky menu pro kon-
figurační program (včetně závislosti a textu nápovědy) a soubor Makefile jako součást
systému Kbuild. Ostatní soubory umístěné v kořenovém adresáři BusyBox jsou standardní
pro každý projekt (např. seznam autorů, návod pro instalaci, licenze, atd.).
2.2.3 Modularita
BusyBox je navržen a realizován na principu modulárního systému. V kontextu BusyBox
to znamená, že je kód součástí aplikace rozdělen do části základní (jádro aplikace) a modulů
(volitelně kombinovatelné součásti). V terminologii BusyBox se modul rovněž označuje jako
applet a reprezentuje implementaci portované utility. Modularita BusyBox má následující
vlastnosti:
• Jednotné rozhraní pro všechny moduly: V každém modulu mohou být použity da-
tové typy a funkce z hlavičkových souborů vnitřní knihovny BusyBox. Tato knihovna
nabízí řadu funkcí, jejichž použití má přednost před standardními (např. xmalloc –
zapouzdření funkce malloc ze standardní knihovny jazyka C, při nedostatku paměti
potřebné pro alokaci vytiskne chybovou zprávu a ukončí běh programu apod.).
• Privátní jmenný prostor: Každý modul je implementován jako modul jazyka C. Z mo-
dulu se exportuje pouze hlavní funkce appletu (obdoba funkce main() jazyka C s před-
ponou názvu appletu, kupř. ifplugd main()). Ostatní symboly jsou přístupné pouze
v rámci příslušného modulu.
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• Modul může být jedině pevnou součástí BusyBox: Modul je vždy staticky linkován
do základního kódu. Modularita v podání BusyBox slouží pouze pro možnost přizpů-
sobení sady utilit, které budou součástí výsledného binárního souboru.
2.2.4 Implementace modulu
BusyBox si informace o zkompilovaných modulech udržuje v tabulce názvů appletů (uspořá-
daných alfanumericky pro binární vyhledávání) a tabulce ukazatelů na jejich hlavní funkce.
Proces spouštění je založen na volání funkce find applet by name(), které se předává jeden
parametr (jméno appletu) a její návratovou hodnotou je odpovídající index v tabulce hlav-
ních funkcí. Následným zavoláním applet main[index]() se řízení předává nalezenému
appletu.
Samotné rozhraní pro integraci nového modulu vyžaduje editaci několika souborů. Před
zahájením vlastní implementace utility portované do BusyBox je nejdříve potřeba zvo-
lit umístění ve stromové struktuře projektu BusyBox (např. ifplugd jako síťová apli-
kace patří do složky networking). Dále je potřeba nový applet zpřístupnit pro konfigu-
rační systém přidáním několika řádků v souborech Kbuild, Config.in, include/usage.h
a include/applets.h.
Soubor s implementaci nového appletu musí obsahovat jméno autora, licenční podmínky
a stručný popis programu (včetně popisu odlišností oproti původní implementaci). Kostra
souboru pro nový applet je uvedena na obrázku 2.3.
/* vi: set sw=4 ts=4 */
/* author, license, description */
#include "libbb.h"
int applet_name_main(int argc, char *argv[]) MAIN_EXTERNALLY_VISIBLE;
int applet_name_main(int argc, char *argv[])
{
return EXIT_SUCCESS;
}
Obrázek 2.3: Kostra souboru pro nový applet
Podadresář zvoleného umístění nového appletu obsahuje soubor Kbuild, ve kterém je po-
třeba přidat nový řádek uvedeny na obrázku 2.4. Proměnná CONFIG APPLET NAME je defi-
nována v souboru .config a může nabývat dvou hodnot “y”, nebo “n”.
lib-\$(CONFIG_APPLET_NAME) += applet_name.o
Obrázek 2.4: Defince závislosti cíle na novém souboru
Soubor Config.in ve složce zvoleného umístění pro nový applet obsahuje definici položek
menu konfiguračního programu (viz obrázek 2.5). Je zde definován typ proměnné (sekce
bool), výchozí hodnota (sekce default) a kontextová nápověda (sekce help).
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config APPLET_NAME
bool "APPLET_NAME"
default y
help
Context help text.
Obrázek 2.5: Defince konfigurační nabídky pro nový applet
Text nápovědy pro všechny applety implementovaných v BusyBox je definován v souboru
include/usage.h. Pro nový applet je potřeba přidat řetězec stručné nápovědy a řetězec
úplné nápovědy (včetně popisu všech argumentů) podobně jako na obrázku 2.6.
#define applet_name_trivial_usage \
"-[abcde] FILES"
#define applet_name_full_usage \
"Applet description.\n\n" \
"Options:\n" \
"\t-a\t\tfirst function\n" \
"\t-b\t\tsecond function\n" \
...
Obrázek 2.6: Defince textu napovědy pro nový applet
V souboru include/applets.h je potřeba přidat jeden řádek definující instalační parame-
try nového appletu (viz obrázek 2.7). Hodnota BB DIR USR BIN určuje umístění pro nový
applet při instalaci (adresář /usr/bin) a hodnota parametru BB SUID DROP určuje, že při
instalaci souboru není potřeba nastavovát SUID bít. Ostatní možné hodnoty instalačních
parametrů jsou uvedené v souboru include/applets.h.
IF_APPLET_NAME(APPLET(applet_name, _BB_DIR_USR_BIN, _BB_SUID_DROP))
Obrázek 2.7: Defince instalačních parametrů pro nový applet
Nyní je nový applet konfigurovatelnou součástí BusyBox.
2.3 Verzování
Označení jednotlivých verzí BusyBox z hlavního stromu projektu je rozděleno do čtyř čísel-
ných sekcí oddělených tečkami. Změny číslování v každé z těchto sekcí mají určitý význam,
který je odvozen na základě míry, do jaké se implementace BusyBox změnila. Z hlediska
použití také při vývoji nových appletů je důležité porozumět tomu, jak se jednotlivé verze
BusyBox označují a co každá z těchto změn v označení znamená. V následujícím výčtu
je uveden význam jednotlivých sekcí:
major verze – hlavní číslo verze BusyBox. Ke změně tohoto čísla dochází při radikál-
nějších změnách v architektuře či funkcionalitě. V současné době se používá číslo 1.
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minor verze – vedlejší číslo verze BusyBox. Tato část označení se mění častěji, při pod-
statných změnách v kódu. Společně s číslem major verze se obvykle označuje jako
řada BusyBox.
podverze – změna této sekce označení znamená změnu ve funkcionalitě jednotlivých ap-
pletů, tedy ke změně dochází v případě přidání či odebrání nějaké funkcionality,
resp. při změně chování. Společně s předchozími sekcemi se také označuje jako verze
hlavní.
opravná verze – ke změně tohoto čísla dochází při opravách chyb odhalených v určitých
podverzích. První hlavní verze se vydává bez tohoto označení. Verze s opravami (beze
změny funkcionality) se rozšiřují tímto číslem (např. verze 1.16.0.1 opravuje chyby
odhalené ve verzi 1.16.0 atd.). Dohromady se všechny čtyři sekce označují jako verze
stabilní.
2.3.1 Vývojový cyklus
Vývoj a vydávání nových verzí BusyBox probíhá v relativně striktně daných cyklech. Nejsou
dány pevně časově, ale důležité je, aby byly naplněny cíle příslušné etapy. Každý cyklus lze
shrnout do několika bodů:
• Po vydání předchozí verze BusyBox běží období, během kterého se přijímají velké
změny (nové funkce, změny chování apod.).
• Přidáním nových funkcí, nebo změn chování začíná období testování. Když správce
projektu BusyBox usoudí, že je kód dostatečně stabilní, vydá se nová hlavní verze.
• Vývojový cyklus se opakuje. Pro aktuální hlavní verzi jsou nadále přijímány záplaty
opravující odhalené chyby a vydávají se verze stabilní.
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Kapitola 3
Dílčí úpravy v kódu BusyBox
V rámci seznámení s projektem BusyBox jsem dostal za úkol opravit chybu v appletech
sysctl a tar. Protože oprava appletu sysctl byla rozsáhlejší a při opravování byla im-
plementace appletu rozšířena o novou funkcionalitu v této kapitole bych rád uvedl průběh
opravy chybného chování a popis návrhu pro rozšíření implementace appletu sysctl.
3.1 Oprava chyby v appletu sysctl
Program sysctl je určen pro správu jednotlivých parametrů jádra Linux za běhu systému.
Umožňuje prohlížet a nastavovát parametry jako je velikost segmentu sdílené paměti, ome-
zení počtu spuštěných procesů, parametry síťových zařízení apod. Pro zjisteni nastavene
hodnoty parametru se příkaz zadává ve tvaru sysctl parametr např.:
# sysctl kernel.hostname
kernel.hostname = LFS
Z výše uvedené ukázky je vidět, že parametr kernel.hostname je nastaven na hodnotu
LFS. Naopak při změně resp. nastavení hodnoty parametru se příkaz zadává ve tvaru
sysctl -w parametr=hodnota, který nastaví zadaný parametr na uvedenou hodnotu např.:
# sysctl -w kernel.domainname="example.com"
kernel.domainname = example.com
Požadavek na opravu appletu sysctl implementovaného v BusyBox vznikl na základě
zprávy vložené do systému pro hlášení chyb (tzv. Bugzilla [4]), který je provozován na ser-
veru projektu. Ve své zprávě uživatel uvedl, že nemůže prohlížet parametry virtuální lo-
kální sítě pomocí uvedeného přikazu (viz obrázek 3.1). Na obrázku je vidět, že po pro-
vedení příkazu pro zjištění hodnoty parametru forwarding virtuálního síťového zařízení
s názvem eth0.100 program sysctl vypisuje chybové hlášení, ačkoliv síťové zařízení s ná-
zvem eth0.100 existuje (příkaz ifconfig eth0.100). Dále uživatel uvedl příklad správ-
ného chování appletu sysctl implementovaného v BusyBox při zjištění hodnoty parametru
forwarding fyzického síťového zařízení s názvem eth0 (viz obrázek 3.2).
3.1.1 Rekonstrukce prostředí
Pro účely testování a zároveň pro analýzu chybného chování bylo potřeba vytvořit stejné
podmínky jako v systému uživatele. V jádře Linux se stará o subsystém virtuální lokální
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sítě modul 8021q, který implementuje stejnojmenný standard. Zavedení modulu umožňuje
programu vconfig vytvářet virtuální síťová zařízení:
# modprobe 8021q
# vconfig add eth0 100
Sekvencí těchto příkazů bylo vytvořeno síťové zařízení s názvem eth0.100, rovněž byla vy-
tvořena adresářová struktura /proc/sys/net/{ipv4,ipv6}/conf/eth0.100 uchovávající
aktuální nastavení pro nové zařízení ve virtuálním souborovém systému procfs.
# busybox sysctl net.ipv4.conf.eth0.100.forwarding
sysctl: error: ’net.ipv4.conf.eth0.100.forwarding’ is an unknown key
# ifconfig eth0.100
eth0.100 Link encap:Ethernet HWaddr 00:1b:38:2b:76:fc
BROADCAST MULTICAST MTU:1500 Metric:1
RX packets:0 errors:0 dropped:0 overruns:0 frame:0
TX packets:0 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:0
RX bytes:0 (0.0 B) TX bytes:0 (0.0 B)
Obrázek 3.1: Přiklad chybného chování appletu sysctl
# busybox sysctl net.ipv4.conf.eth0.forwarding
net.ipv4.conf.eth0.forwarding = 0
Obrázek 3.2: Přiklad správného chování appletu sysctl
3.1.2 Analýza chybného chování
Po provedení příkazu uvedeného v hlášení uživatele applet sysctl vypisoval stejnou chybu
i přesto, že soubor /proc/sys/net/ipv4/conf/eth0.100/forwarding uchovávající hod-
notu parametru existuje. Na základě dostupných informací bylo možné se domnívat, že pro-
blém činí tečka v názvu síťového zařízení a tudíž tečka v názvu podadresáře, ve kterém jsou
uložené soubory s hodnotami konfiguračních parametrů. Ladící krokování appletu sysctl
potvdilo, že část kódu odpovídající za převod názvu parametru na skutečnou cestu k sou-
boru nebyla korektní a po převodu parametru net.ipv4.conf.eth0.100.forwarding způ-
soboval čtení následujícího souboru:
/proc/sys/net/ipv4/conf/eth0/100/forwarding
namísto předpokládaného souboru:
/proc/sys/net/ipv4/conf/eth0.100/forwarding.
Toto chování navíc vyvolávalo stejnou chybu při nastavení hodnoty klíče a rovněž nespráv-
nou rezoluci cesty k souboru (příkaz sysctl -w net.ipv4.conf.eth0.forwarding=0).
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3.1.3 Návrh řešení
Na základě analýzy chybného chování appletu sysctl implementovaného v BusyBox byl
navržen algoritmus korektního převodu názvu parametru na skutečnou cestu k souboru
uchovávajícího hodnotu žádaného parametru (viz algoritmus 1). Návrh algoritmu vychází
z předpokladu, že po odstartování programu sysctl jeho pracovní adresář bude změněn na
/proč/sys, čímž se úloha zjednodušuje na odvození pouze relativní cesty k souboru. Vstu-
pem algoritmu je tedy název parametru (např. net.ipv4.conf.eth0.100.forwarding),
výstupem algoritmu je cesta k souboru (např. net/ipv4/conf/eth0.100/forwarding).
Algoritmus 1 Algoritmus převodu názvu parametru na skutečnou cestu k souboru
1: if název parametru je neplatná cesta k souboru then
2: aktualni := index posledního znaku v názvu parametru {aktuální pozice}
3: nahrazen := −1 {pozice úspěšného nahrazení tečky lomítkem}
4: while aktualni > nahrazen do
5: if na aktuální pozici je znak tečka then
6: if hodnota parametru do aktualni pozice je platná cesta then
7: nahraď tečku lomítkem
8: posledni := aktualni
9: aktualni := index posledního znaku v názvu parametru
10: pokračuj od začátku cyklu
11: end if
12: end if
13: aktualni := aktualni− 1
14: end while
15: end if
Všimněte si, nahrazování teček lomítky v algoritmu 1 probíhá zpráva doleva, podmín-
kou úspěšného nahrazení je plátna cesta do aktuální pozice. V nasledijici ukázce je uve-
den celkový průběh transformace názvu parametru net.ipv4.conf.eth0.100.forwarding
na cestu k souboru net/ipv4/conf/eth0.100/forwarding. Cyklus prohledávání názvu pa-
rametru byl restartován po každém úspěšném nahrazení tečky lomítkem celkem 4 krat:
net.ipv4.conf.eth0.100.forwarding
net.ipv4.conf.eth0.100
net.ipv4.conf.eth0
net.ipv4.conf
net.ipv4
net
net/ipv4.conf.eth0.100.forwarding
...
net/ipv4
net/ipv4/conf.eth0.100.forwarding
...
net/ipv4/conf
net/ipv4/conf/eth0.100.forwarding
net/ipv4/conf/eth0.100
net/ipv4/conf/eth0.100/forwarding
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3.2 Rozšíření implementace appletu sysctl
Implementace appletu sysctl byla navržena tak, že pro čtení a zápis hodnoty parametru
jsou vyhrazené dvě oddělené funkce (sysctl read setting() a sysctl write setting())
odlišné pouze v samotné operaci, a to zjištění hodnoty parametru nebo nastavení hodnoty
parametru, zbytek kódu se téměř shodoval. Proto bylo vhodnější jiné uspořádání, a to spo-
jit tyto dvě funkce do jedné sysctl act on setting() a rozhodování, o kterou ze dvou
operací se jedná, ponechat na ní. Touto úpravou bylo ušetřeno přibližně 150 bajtů místa,
protože nová funkce sdílí kód testující správnost otevření souboru uchovávajícího hodnotu
parametru.
Další provedenou úpravou byla implementace rekurzivního vypisu hodnot nastaveni
parametru, jež je součástí klasické utility sysctl. To znamená, že pokud klíč reprezentuje
cestu k adresáři, pak budou vypsané hodnoty všech nastavení v zadaném umístění např.:
busybox# ./busybox sysctl net.ipv4.conf.eth0
net.ipv4.conf.eth0.forwarding = 0
net.ipv4.conf.eth0.mc_forwarding = 0
net.ipv4.conf.eth0.accept_redirects = 1
...
net.ipv4.conf.eth0.promote_secondaries = 0
Implementace algoritmu 1 a vyše uvedených úprav je k dispozici ve zdrojových kódech
projektu BusyBox počínaje verzi 1.13.4 (soubor procps/sysctl.c). Zároveň je uložena
na CD přiloženém k práci ve tvaru záplaty (viz příloha A).
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Kapitola 4
Ifplugd
V této kapitole je představena implementace démona ifplugd. Uvádí účel použití aplikace,
popis součástí, ze kterých se skládá, a jejich funkcí.
4.1 Základní charakteristika
Démon ifplugd poskytuje službu automatické konfigurace síťových zařízení hostitelského
systému v závislosti na stavu fyzického připojení k síti. Činnost spojená s konfigurací síťo-
vého zařízení je zobecněna na spouštění předdefinovaného skriptu, který může obsahovat
libovolné konfigurační příkazy pro monitorované zařízení. Podmínkou aktivace konfigurace
je změna stavu linky (např. zapojení, nebo odpojení síťového konektoru). Pokud běžící
démon detekuje ztrátu připojení, zavolá konfigurační skript se dvěma parametry: názvem
zařízení (kupř. “eth0”) a detekovaným stavem (“down”). Při obnovení spojení se scénář
opakuje, ovšem jako druhý parametr se volanému skriptu předává hodnota “up” (viz pří-
loha B). Na obrázku 4.1 je znázorněn diagram aktivit běžící instance démona ifplugd.
Inicializace
Test stavu linky
Aktivace skriptu
start
stejný stav
jiný stav
chyba
netlink je aktivní
netlink není aktivní
stop
Obrázek 4.1: Diagram aktivit démona ifplugd.
Použití démona ifplugd je výhodné především pro přenositelná zařízení s často se měnícím
připojením k síti.
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4.2 Struktura programu ifplugd
Návrh aplikace ifplugd je možné rozdělit na jednotlivé části, které lze považovat za samo-
statné i přesto, že mohou být navzájem provázané. Rozdělení lze shrnout do následujících
bodů:
• implementace hlavní smyčky, jádro aplikace – v této části kódu je implementována
řídicí smyčka programu, která využívá ostatní funkce realizované v rámci projektu
ifplugd,
• rozhraní pro zjištění stavu síťového zařízení – implementace funkcí zjišťujících stav
linky síťového zařízení,
• rozhraní pro analýzu netlink paketů – implementace algoritmů analyzujících zprávy
doručené z jádra prostřednictvím rozhraní netlink (standardní socketové rozhraní pro
komunikaci s jádrem Linux).
4.2.1 Komunikace s jádrem a použité rozhraní
Pro zjišťování a nastavování parametrů síťových zařízení démon ifplugd používá systémové
volání ioctl() [3]. Tato funkce má dva povinné parametry určující číslo deskriptoru sou-
boru spjaté se zařízením a kód potřebné operace. Ostatní parametry jsou závislé na kon-
krétní operaci. V programu ifplugd se používá ukazatel na strukturu ifreq, odkud jádro
získává nastavované hodnoty, nebo naopak zapisuje získaná data. Funkce ioctl() má ná-
sledující prototyp:
int ioctl(int fd, unsigned long request, struct ifreq *ifreq);
Struktura ifreq obsahuje dvě položky typu unie a charakterizuje síťové rozhraní, s jehož
parametry se manipuluje. První položkou je název síťového zařízení, kterou lze zpřístup-
nit pomocí makra ifr name. Druhou položkou struktury je hodnota parametru síťového
zařízení. V programu ifplugd se používají následující operace:
• SIOCGIFFLAGS, SIOCSIFFLAGS – získání nebo nastavení stavu síťového zařízení,
• SIOCGIFADDR, SIOCSIFADDR – získání nebo nastavení síťové adresy,
• SIOCGMIIPHY, SIOCGMIIREG, SIOCGMIIREG – manipulace s parametry zařízení, které
vyhovuje specifikaci standardu MII (angl. Media Independent Interface),
• SIOCDEVPRIVATE, SIOCDEVPRIVATE+1 – tyto příkazy jsou určeny pro privátní služby,
• SIOCETHTOOL, ETHTOOL GLINK – výměna informací s jádrem prostřednictvím rozhraní
ethtool,
• SIOCGIWSTATS, SIOCGIWRANGE, SIOCGIWAP – rozhraní pro zjištění stavu bezdrátových
sitovych zařízení.
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Netlink
Pro zjišťování přítomnosti zařízení v systému démon ifplugd používá netlink, což je stan-
dardní socketové rozhraní pro komunikaci s jádrem. Netlink podporuje řadu protokolů pro
přenos informací různého typu a je datagramově orientovaný. V programu ifplugd se pou-
žívá protokol rodiny NETLINK ROUTE, který je určen pro oznámení události o změnách stavu
v linkové vrstvě OSI modelu z jádra do prostoru uživatelského procesu.
4.2.2 Princip detekce stavu linky
Životní cyklus procesu ifplugd je omezen na neustálé zjišťování stavu linky síťového zařízení
(v pravidelných časových intervalech) v hlavní smýčce programu. V případě zjišťení změny
stavu linky se z programu ifplugd volá předdefinovaný skript, který na základě předaných
parametrů provede příslušnou konfigurační akci (viz příloha B). Funkce zjišťující stav za-
řízení mají stejný počet parametrů, číslo deskriptoru otevřeného soketu a název síťového
zařízení. Při použití operace SIOCETHTOOL funkce má následující tvar:
int interface_detect_beat_ethtool(int fd, char *ifname)
{
struct ifreq ifreq;
struct ethtool_value edata;
memset(&ifreq, 0, sizeof(struct ifreq));
strncpy(ifreq.ifr_name, iface, IFNAMSIZ);
edata.cmd = ETHTOOL_GLINK;
ifreq.ifr_data = (void*)&edata;
if (ioctl(fd, SIOCETHTOOL, &ifreq) < 0) {
daemon_log(LOG_ERR,
"ETHTOOL_GLINK failed: %s",
strerror(errno));
return IFSTATUS_ERR;
}
return edata.data ? IFSTATUS_UP : IFSTATUS_DOWN;
}
Před vlastním provedením volání ioctl() jsou položky struktury ifreq nastaveny na název
zařízení a parametr požadované operace. Po úspěšném ukončení volání bude struktura
obsahovat vlastnosti zařízení odpovídající typu operace. V tomto případě je to stav linky
síťového zařízení.
4.3 Použití
Obvyke je ifplugd spouštěn automaticky při startu systému. Proces zavedení démona může
být odlišný v závislosti na hostitelském operačním systému. Zpravidla je to bootovací skript
[13], který je schopen spustit více instancí procesů pro množinu přítomných síťových zaří-
zení. Ladění spouštění démona je možné provádět z příkazové řádky, např.:
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ifplugd --no-daemon --monitor --iface=eth0 --api-mode=ethtool
Kde parametr --no-daemon určí běh programu na popředí, --monitor zajistí použití roz-
hraní netlink, --iface definuje název síťového zařízení a parametr --api-mode znamená
typ použité operace zjišťující stav linky zařízení.
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Kapitola 5
Ifplugd jako modul BusyBox
Základní a nejdůležitější vlastností BusyBox je optimální velikost výsledného kódu. Inte-
grace démona ifplugd do kódu BusyBox nesmí narušit tuto zásadu. Efektivním způsobem
dosažení kompaktnosti v implementaci ifplugd je přeuspořádání kódu kolem základního
algoritmu, který vyjadřuje podstatu démona.
5.1 Požadavky a omezení
Implementace démona ifplugd, stejně jako většina rozsáhlých programů napsaných v jazyce
C, se rozděluje do zvláštních modulů. Každý z těchto modulů zapouzdřuje jednodušší části
kódu, které jsou navzájem propojené skrze jasně definovaná rozhraní, tzv. API1. Ovšem
modularita BusyBox popsaná v sekci 2.2.3 definuje přísná pravidla vyhrazující pro každý
applet zvláštní modul bez možnosti dalšího dělení na jednodušší součásti. Z toho plyne první
požadavek na implementaci démona ifplugd v BusyBox, a to že veškerý kód ifplugd v Bu-
syBox nesmí přesáhnout rámec jednoho souboru. Přítom je potřeba zachovat jednoduchost
a transparentnost návrhu podporující bezproblémovou údržbu a ladění.
Dalším požadavkem je minimalní navýšení velikosti kódu BusyBox po zařazení démona
ifplugd. Velikost dynamicky linkovaného binárního souboru BusyBox je přibližně 700 KB
obsahujícího přes 300 implementací různých appletů. Výsledná velikost zkompilovaného
souboru ifplugd činí 70 KB (včetně metadat formátu ELF), proto přímé použití původních
zdrojových souborů v tomto případě není únosné. Obecně platí, že pro přidání nového
appletu do BusyBox (dle doporučení vývojářů) by mělo postačit 10 KB prostoru.
Poslední, neméně důležitý, je také požadavek na formátování zdrojových souborů. Jako
většina velkých projektů se i BusyBox řídí standardem pro vytváření zdrojových kódu (tzv.
Coding Standard), což je souhrn jistých pravidel a zažitých konvencí. To se týká jak sa-
motného stylu psaní tak i pojmenování proměnných, funkcí a maker. Dodržování těchto
pravidel vnáší řád a pořádek do zdrojových kódu, které zaručují přehlednost, dobrou čitel-
nost a jednodušší udržovatelnost. Proto zdrojový kód démona ifplugd v BusyBox musí byt
napsán s ohledem na tyto pravidla.
1API (angl. Aplication Programming Interface) – přesně definována kolekce volání procedur a datových
struktur.
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5.2 Návrh modulu
Nejdůležitějším požadavkem je velikost navýšení kódu BusyBox po zařazení démona ifplugd.
Optimalizace kódu s ohledem na velikost výsledného binarního souboru v tomto pripade
nini postacujici, proto se používá další technika, a to vynechání nepodstatných částí kódu
nemajících vliv na výkonné jádro aplikace. Tato technika vyžaduje vymezení základního
algoritmu vyjadřujícího podstatu démona.
Na základě analýzy chování démona ifplugd byl stanoven jeho základní algoritmus (viz
algoritmus 2).
Algoritmus 2 Základní algoritmus démona ifplugd
1: while není konec do
2: zpracuj signály, případně zastav monitorování
3: if rozhraní netlink je aktivní then
4: aktivuj zařízení, pokud existuje
5: end if
6:
7: zjisti stav linky zařízení
8: if chyba při zjištění stavu linky zařízení then
9: if rozhraní netlink není aktivní then
10: konec
11: end if
12: end if
13:
14: if změna stavu linky zařízení then
15: zavolej konfigurační skript
16: if chyba při volání konfiguračního skriptu then
17: konec
18: end if
19: end if
20: end while
Výše uvedený pseudokód je zjednodušen a neobsahuje některé nezbytné části (např. iniciali-
zace programu, příprava pro běh na pozadí, logováni a ošetření speciálních situací). Nicméně
v podstatě se jedna o nekonečnou smyčku přerušitelnou signály či chybou při zjištění stavu
zařízení. V těle smyčky následuje sekvence příkazů pro zpracování signálů, zjišťování stavu
zařízení a volání konfiguračního skriptu na základě změny stavu linky. Ostatní funkčnost
může být považována za redundantní a tudíž může být vynechána. Jsou to např. zvuková
signalizace po zjištění změny stavu připojení, složité výpisy parametrů ovladače síťového
zařízení a implementace polymorfního rozhraní pro analýzu netlink paketů. Navíc tato
omezení nevylučují samotnou funkcionalitu, protože zvuková signalizace stejně jako výpis
parametrů ovladače zařízení mohou být umístěné v samotném konfiguračním skriptu.
V následujícím textu jsou uvedené dílčí změny v návrhu démona pro BusyBox oproti
původní realizaci.
Manipulace s nastavením síťové karty Původní realizace démona ifplugd provádí na-
stavení síťové adresy monitorovaného zařízení nedefinované v konfiguračním skriptu. Toto
chování je diskutabilní ze dvou důvodů. Jednak se jedná o nepotřebný kód nemající vliv na
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správnou funkčnost, jednak uživatel nemá plnou kontrolu nad procesem konfigurace a mo-
hou přitom vznikat problémy. Proto bylo rozhodnuto, že veškerý kód provádějící konfiguraci
zařízení vně konfiguračního skriptu bude vynechán.
Revize použitého rozhraní jádra Poslední úprava kódu ifplugd se datuje rokem 2005.
Vzhledem k tomu, že se jádro systému Linux neustále vyvíjí bylo vhodné provést revizi
použitého rozhraní. To se týká jak prototypů funkcí tak i datových struktur jádra.
Serializace automatické detekce stavu linky Démon ifplugd podporuje pět typů
metod zjišťujících stav zařízení. Při automatickém režimu detekce se postupně testuje každá
z těchto metod a první bezchybně zakončená se nastavuje jako primární pro další použití. V
programu ifplugd je to sekvence podmíněných příkazů, které se liší pouze v použité metodě,
ale výpis chybových hlášení je stejný. Pro BusyBox je však vhodnější využít výhod ukazatelů
na funkce a postupné testování každé z těchto metod provádět v cyklu. Vygenerovaný kód
je pak menší a kompaktnější.
Výpis parametrů ovladače síťového zařízení Z pohledu projektu BusyBox se jedna
o redundantní kód, protože existují utility přímo k tomu určené. Výpis parametrů ovladače
zařízení v kódu BusyBox byl dočasně vypnut, dokud nevznikne požadavek bezpodmínečné
potřeby v této funkcionalitě.
Zjednodušení procesu spouštění skriptu Pro spuštěni skriptu démon ifplugd vytváří
nový proces. Veškerý výstup, generovaný novým potomkem, nasměrovává pomocí dvojice
rour (angl. pipeline) zpět do rodičovského procesu a následně získaný výstup tiskne na
obrazovku. Ovšem výsledek této operace je stejný i bez přesměrování. Z pohledu BusyBox
desítky řádku kódu implementující toto chování nejsou potřeba, protože bez použití rour
se tiskne stejný text.
Odstranění polymorfního rozhraní pro analýzu netlink paketů Pro analýzu net-
link paketů se v programu ifplugd implementuje zvláštní struktura umožňující dynamickou
změnu algoritmů analyzujících informace o stavu zařízení doručených z jádra. Jedná se o
zřetězeny seznam ukazatelů na funkce, který podporuje operace přidání nových záznamů,
rušení záznamů či jejích nahrazení. Vzhledem k tomu, ze se v puvodni implementaci de-
mona ifplugd používá pouze jediná funkce v nové implementaci pro BusyBox se analýza
netlink paketů provádí bez nadřazených struktur.
Hlášení pouze klíčových událostí Obecně se jedna o neformální metodu dobrého ná-
vrhu dle [1], definovanou jako pravidlo ticha. To znamená, že pokud informace není pro
uživatele podstatná, program by se měl odmlčet. Při vývoji appletů pro BusyBox toto pra-
vidlo se striktně dodržuje, protože to má pozitivní dopad na velikost výsledného binárního
souboru.
5.3 Implementace
Implementace démona ifplugd pro BusyBox vychází z návrhu popsaného v předchozí kapi-
tole. Byly použity techniky optimalizace kódu vedoucí ke zmenšení výsledného binárního
souboru mající již dlouholetou tradici v komunitě BusyBox a jejich správná funkčnost je
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zaručena. Rovněž byl opraven problém původní implementace související s únikem paměti
při použití funkce setenv().
Pro přípravu běhu programu na pozadí byla použita funkce bb daemonize or rexec()
z vnitřní knihovny BusyBox. Tato funkce uzavírá nepotřebné soubory a zároveň je při-
způsobena systémům beze správy paměti (v systémech beze správy paměti se namísto
systémového volání fork() používá systémové volání vfork()).
Logováni chybových hlášení bylo realizováno pomoci funkce bb error msg(), která má
stejné parametry jako funkce printf() ze standardní knihovny jazyka C. Chování funkce je
závislé na kontextu, ve kterém je volaná a může buď vypisovat zprávy na standardní chybový
výstup, nebo je posílat systému prostřednictvím rozhraní syslog. Ve výchozím nastavení jsou
zprávy vypisované na standardní chybový výstup. Při logováni prostřednictvím syslog je
potřeba na začátku programu provést následující příkazy:
applet_name = xasprintf("ifplugd(%s)", "eth0");
openlog(applet_name, 0, LOG_DAEMON);
logmode |= LOGMODE_SYSLOG;
Dále následuje popis jednotlivých optimalizaci, které byly použity při implementaci
démona ifplugd pro BusyBox.
Funkce s minimálním počtem parametrů Volání funkce s parametry vyžaduje něko-
lik instrukcí navíc kopírujících předávané hodnoty na zásobník (viz obrázek 5.1). Minimali-
zace počtu parametrů implementovaných funkcí má pozitivní dopad na velikost výsledného
binárního souboru.
void detect_link(int fd, void detect_link()
char *ifname) {
{ }
}
main: main:
pushl %ebp
movl %esp, %ebp pushl %ebp
subl \$8, %esp movl %esp, %ebp
movl \$.LC0, 4(%esp) call detect_link
movl \$3, (%esp) popl %ebp
call detect_link ret
leave
ret
Obrázek 5.1: Rozdíl v počtu instrukcí mezi voláním funkce s dvěma parametry (vlevo) a
funkce bez parametrů (vpravo)
Použití konstantních popisovačů souboru V každém procesu běžicím Unixem jsou
implicitně otevřené tři soubory pro standardní vstup (popisovač souboru č. 0), standardní
výstup (popisovač souboru č. 1) a standardní chybový výstup (popisovač souboru č. 2).
Této zákonitosti lze využít pro vytvoření konstantních popisovačů souboru přístupných
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na libovolném místě v kódu programu. Po spuštění programu je zaručeno, že obsažena
jsou pouze čísla popisovačů 0, 1 a 2, ostatní zatím nejsou přidružená. Pokud v tomto
stavu běhu programu bude otevřen nový soubor a bezprostředně zduplikován na předem
určené číslo např. 3, potom přístup k souboru lze provádět prostřednictvím tohoto duplikátu
(viz obrázek 5.2). Duplikaci ovšem není potřeba provádět, pokud se nové číslo otevřeného
souboru shoduje s předem určenou konstantou.
enum { CONST_FD = 3 };
int main(int argc, char *argv[]) {
int sd = socket(AF_INET, SOCK_DGRAM, 0);
if (sd < 0)
err(EXIT_FAILURE, "socket");
if (sd != CONST_FD) {
if (dup2(sd, CONST_FD) != CONST_FD)
err(EXIT_FAILURE, "dup2");
close(sd);
}
if (ioctl(CONST_FD, SIOCETHTOOL, &ifreq) < 0)
err(EXIT_FAILURE, "SIOCETHTOOL");
return EXIT_SUCCESS;
}
Obrázek 5.2: Vytvoření konstantního popisovače souboru CONST FD
Znovupoužití řetězců Cílem této optimalizace bylo přeuspořádání konstantních řetězců
tak, aby se maximalizovalo jejich znovupoužití (viz obrázek 5.3). Rovněž prohledáním kódu
BusyBox na výskyt vhodných textových hlášení.
Únik paměti při použití funkce setenv() Po každé změně stavu linky program ifplugd
nastavuje proměnné prostředí procesů pomocí funkce setenv(). Např., pokud démon zjistí
změnu stavu linky na “připojeno” bude proměnná s názvem “IFPLUGD PREVIOUS” nastavená
na hodnotu “down” a proměnná “IFPLUGD CURRENT” na hodnotu “up”. V jazyce C je to
následující sekvence příkazů:
#define IFPLUGD_ENV_PREVIOUS "IFPLUGD_PREVIOUS"
#define IFPLUGD_ENV_CURRENT "IFPLUGD_CURRENT"
if (status != last_status) {
setenv(IFPLUGD_ENV_PREVIOUS, strstatus(last_status), 1);
setenv(IFPLUGD_ENV_CURRENT, strstatus(status), 1);
last_status = status;
}
Funkce setenv() k uložení hodnot proměnných používá dynamický přidělenou paměť, ale
při změně neuvolňuje předchozí alokaci. Vzhledem k tomu, že démon ifplugd je dlouhodobý
proces a doba jeho běhu není známá dopředu, při použití výše uvedeného kódu musí časem
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dojít k vyčerpání prostředků (zejména při provozu v systémech s malou operační pamětí).
Proto v démonu pro BusyBox je použita následující konstrukce:
char *env_PREVIOUS = xasprintf("%s=%s", IFPLUGD_ENV_PREVIOUS,
strstatus(G.iface_last_status));
putenv(env_PREVIOUS);
char *env_CURRENT = xasprintf("%s=%s", IFPLUGD_ENV_CURRENT,
strstatus(G.iface_status));
putenv(env_CURRENT);
// volání konfiguračního skriptu
unsetenv(IFPLUGD_ENV_PREVIOUS);
unsetenv(IFPLUGD_ENV_CURRENT);
free(env_PREVIOUS);
free(env_CURRENT);
Sekvence výše uvedených příkazu se provádí pokažde při spušteni konfiguračního skriptu.
void error(char *msg) .LC0:
{ .string "%s failed"
if (msg) { ...
err(EXIT_FAILURE, .LC1:
"%s failed", msg); .string "using %s detection mode"
} .LC2:
exit(EXIT_FAILURE); .string "SIOCETHTOOL"
} main:
int main() movl \$.LC1, %eax
{ movl \$.LC2, 4(%esp)
printf("using %s " movl %eax, (%esp)
"detection mode", call printf
"SIOCETHTOOL"); movl \$.LC2, (%esp)
error("SIOCETHTOOL"); call error
} leave
ret
Obrázek 5.3: Znovupoužití identických konstatních řetězců ("SIOCETHTOOL") při tisku růz-
ných typu zpráv. Program v jazyce C (vlevo), mezikód (vpravo)
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Kapitola 6
Testování a zkušební provoz
Testování je nedílnou součástí vývoje software, při kterém dochází k ověření, zda soft-
warový produkt odpovídá definovaným požadavkům. Implementace démona ifplugd pro
BusyBox sice vychází ze stabilní verze démona ifplugd, testování ale nebylo možné opome-
nout, protože kód aplikace byl oproti původní realizaci kompletně přepracován. Proto byla
nová implementace démona podrobena sérii testů ověřujících korektnost kódu jak na úrovni
funkcí, tak i na úrovni chování programu jako celku.
6.1 Testování během vývoje
Implementace démona ifplugd je silně závislá na podpoře jádra operačního systému Li-
nux. Není zaručeno, že každý ovladač bude schopen poskytnout informace o stavu zařízení
(zejména ovladače třetích stran) prosřtednictvím použitého rozhraní systémových volání.
Zároveň nebylo možné na množině všech dostupných ovladačů plně ověřit správnou funkč-
nost kódu spjatou s detekcí stavu zařízení. Proto testování v tomto směru bylo omezeno
pouze na správnost použití systémových volání v konfrontaci s kódem původní implemen-
tace.
Ostatní kód, který není závislý na implementaci ovladačů síťových zařízení bylo možné
podrobit standardním technikám testování ověřujících korektnost kódu a správnost před-
pokládaného chování. V průběhu vývoje byly použité následující testovací techniky:
• testy funkčnosti – ověření správné implementace požadovaných funkcí,
• testy spolehlivosti – správné chování programu v nestandardních situacích,
• testy velikosti – (specifické pro BusyBox) pokud stejný algoritmus je možné zapsat více
způsoby, potom je rozhodující velikost generovaného kódu (velikost kódu BusyBox lze
zjistit pomoci příkazu make bloatcheck).
Cílem těchto testovacích technik bylo vztvorení kvalitního celku pro akceptační testování,
které je běžně součástí začlenění nového kódu do projektu BusyBox.
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6.2 Komunikace s vývojovým týmem
Komunikace mezi členy vývojového týmu BusyBox probíhá prostřednictvím elektronické
konference, která zároveň plní funkci technické podpory uživatelů. Přihlášení se k odběru
zpráv je možné provést z odkazu na internetových stránkách projektu [5]. Zároveň tím
uživatel získává právo na odeslání příspěvků, jejichž témata mohou být jak komplikace při
zprovoznění BusyBox, tak i nápady na vylepšení kódu programu.
Přidání appletu probíhá rovněž prostřednictvím této konference. Soubor s novým kódem
musí být ve tvaru záplaty, vytvořené pomocí programu diff oproti celému stromu zdrojo-
vých souborů vývojové větve BusyBox (v současné době se pro správu verzí BusyBox pou-
živa systém git stejnou záplatu je také možné vytvořit pomoci příkazu git diff). Tímto
začíná akceptační testování s cílem ověření, zda je kvalita kódu přijatelná pro BusyBox.
Výsledkem tohoto procesu může být konstruktivní kritika, popř. doporučení ke zkvalitnění
kódu appletu.
Pokud správce usoudí, že je kód dostatečně kvalitní, začlení ho do hlavního stromu
vývojové větve projektu. Další etapa se věnuje zkušebnímu provozu appletu v reálných
podmínkách. Vývojáři BusyBox mají možnost ověřit funkčnost programu na různých hard-
warových platformách vestavěných systémů. Stejně tak i démon ifplugd v provedení pro
BusyBox byl dlouhodobě provozován na testovacím zařízení a až poté začleněn do stabilní
větve projektu BusyBox.
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Kapitola 7
Závěr
V rámci této práce byla popsána problematika vývoje software pro vestavěné systémy z po-
hledu projektu BusyBox. Byl navržen postup přizpůsobení implementace démona ifplugd
přijatelné pro BusyBox. Podle tohoto postupu byl démon implementován ve formě appletu
a poté předložen kritice vývojářů prostřednictvím elektronické konference. Po provedení ně-
kolika úprav v souladu s doporučeními správce projektu byla implementace nového appletu
zařazena do balíčku BusyBox. Celková velikost navýšení kódu BusyBox po přidání démona
ifplugd činí přibližně 3,5 KB (viz obrázek 7.1).
Důležitá je technická podpora uživatelů. Každý autor appletu pro BusyBox může zastu-
povat tuto funkci a reagovat na případné dotazy ohledně použití programu, resp. opravovat
nahlášené chyby. Jak bylo řečeno v podkapitole 6.1, nebylo možné otestovat správnou fun-
kčnost programu na množině všech dostupných ovladačů a výskyt problémů s tím spojených
je velmi pravděpodobný. Rovněž nelze vyloučit odhalení chyb jiného charakteru, proto je
vhodné sledovat elektronickou konferenci a snažit se reagovat na zprávy týkající se imple-
mentace démona ifplugd.
Dalsí optimalizace appletu ifplugd, zejména s ohledem na velikost je obtížná. V sou-
časném stavu je veškerý kód nezbytný pro funkčnost programu a představuje podstatu
démona ifplugd. Diskutabilní zůstává pouze použití netlink rozhraní jádra. Ve výchozím
nastavení spozdeni hlavní smyčky je jedna sekunda. Asynchronní doručení zpráv z jádra (o
vytvoření či odstranění síťového zařízení) nepřináší žádnou výhodu oproti synchronnímu
volání funkce ioctl() po uplynutí doby zpoždění. Proto veškerý kód realizující komuni-
kaci s jádrem prostřednictvím rozhraní netlink může být zaměněn implementací stejného
chování pomocí funkce ioctl().
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function old new delta
ifplugd_main - 1103 +1103
.rodata 130977 131818 +841
check_existence_through_netlink - 301 +301
packed_usage 26485 26732 +247
detect_link - 152 +152
detect_link_wlan - 120 +120
up_iface - 112 +112
detect_link_auto - 107 +107
netlink_open - 82 +82
detect_link_priv - 80 +80
detect_link_mii - 80 +80
detect_link_iff - 70 +70
detect_link_ethtool - 65 +65
network_ioctl - 49 +49
read_pid - 47 +47
static.method - 40 +40
set_ifreq_to_ifname - 32 +32
maybe_up_new_iface - 27 +27
strstatus - 21 +21
applet_names 2231 2239 +8
applet_main 1308 1312 +4
applet_nameofs 654 656 +2
-----------------------------------------------------------------------
(add/remove: 18/0 grow/shrink: 5/0 up/down: 3590/0) Total: 3590 bytes
text data bss dec hex filename
698014 2097 9064 709175 ad237 busybox_old
701419 2097 9064 712580 adf84 busybox_unstripped
Obrázek 7.1: Navýšení velikosti kódu BusyBox po zařazení démona ifplugd.
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Příloha A
Obsah CD
CD příložené k práci obsahuje následující soubory.
/busybox/
/ifplugd-0.28/
/latex/
/busybox.ifplugd.patch
/busybox.sysctl.patch
/projekt.pdf
zdrojové soubory BusyBox (včetně ifplugd)
původní zdrojové soubory démona ifplugd
zdrojové soubory textu bakalářské práce
ifplugd pro BusyBox ve tvaru záplaty
záplata opravující chybu v programu sysctl
text bakalářské práce
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Příloha B
Konfigurační skript
Příklad konfiguračního skriptu pro démon ifplugd, který je spouštěn při změně stavu linky.
Skript očekává dva parametry název síťového zařízení a detekovány stav ("up" nebo "down").
#!/bin/sh
set -e
if [ -n "$1" ] && [ -n "$2" ]; then
case "$2" in
"up")
exec /sbin/ifup $1
;;
"down")
exec /sbin/ifdown $1
;;
*)
echo "Wrong action" > /dev/stderr
;;
esac;
else
echo "Wrong arguments" > /dev/stderr
fi
exit 1
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