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ABSTRACT
This thesis describes the synthesis of zinc-based transparent
conducting oxide (TCO) thin lms, as sustainable alternatives to
commercial TCOs. There are two main aims to this work. The rst is
the discovery of suitable TCO materials, which involves nding the
optimum optoelectronic properties for applications in photovoltaic
devices. The second aim is investigating the scale up of aerosol
assisted chemical vapour deposition (AACVD), which is the technique
used to deposit the majority of the lms in this work.
The lms deposited in this work were characterised by X-ray
diraction (XRD) to nd the crystal structures, X-ray photoelectron
spectroscopy (XPS) to nd the elemental compositions, scanning
electron microscopy (SEM) to analyse the surface morphologies,
UV/vis spectroscopy to nd the optical properties, and by Hall eect
measurements to nd the electrical properties.
Aluminium, gallium, indium, silicon, and uorine have been
examined as dopants for ZnO, in various combinations, and at
dierent concentrations. The lms were generally found to have
high transparency, and electrical properties that approached those
of industrial TCO materials. The merits of the lms are particularly
promising, when considering the relative ease through which the
lms were synthesised. Additionally, the eect of varying the
solvent used to make up the precursor solution is investigated. The
deposition of ZnSb2O6 thin lms via spin coating is also discussed.
This thesis also details an investigation into the scale-up of AACVD.
An aerosol transport study was performed, whereby the aerosol was
transported prior to deposition. It was found that a considerable
vii
amount of aerosol was condensing within the tubing, prior to
reaching the reactor. Additionally, increasing the lm growth rates
was investigated by depositing FTO lms using high concentrations
in the precursor solution. Growth rates of approximately 2 µm min-1
were achieved, making the use of AACVD for commercial applications
signicantly more feasible.
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I N TRODUCT ION AND EXPER IMENTA L METHODS

1
I N TRODUCT ION
1.1 general introduction
This thesis describes the deposition of transparent conducting oxide
(TCO) thin lms onto glass substrates. TCOs are a unique subset of
semiconductors which are both optically transparent and electrically
conductive.
Typical industrial TCO materials are tin-doped indium oxide, also
known as indium-tin-oxide (ITO), and uorine-doped tin oxide (FTO).
These materials are favoured due to their excellent optoelectronic
properties. They display optical transparency above 80% and
resistivity as low as, or lower than 10-4 Ω·cm. However, despite
their desireable properties, ITO and FTO are becoming less and less
feasible for commercial applications due to the unstable price of
raw indium and tin. For this reason, a signicant amount of research
has focussed on alternative TCO materials, made from inexpensive,
more Earth-abundant elements. One such material is doped zinc
oxide [ZnO], which is the main focus of this thesis. Another benet
of zinc oxide is the relatively low toxicity of zinc, in comparison to
both indium and tin.1
In this work, the technique used to deposit TCO thin lms is a
variation of chemical vapour deposition (CVD), known as aerosol
assisted chemical vapour deposition (AA)CVD. AACVD uses an aerosol
mist generated from a precursor solution as the mechanism for
transporting the precursors to the substrate. This has several
3
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advantages over conventional CVD, which will be explained later in
this chapter. At present, AACVD has not been used as an industrial
deposition technique. However, it has the potential to be scaled up
due to its versatility, and the ease through which eective functional
coatings can be deposited at a laboratory scale.
To establish context for the results in this thesis, this introductory
chapter will outline TCOs, and discuss the reasons for their
optoelectronic properties. The intricacies and advantages of AACVD
will also be overviewed. Subsequently, there will be a chapter
explaining the experimental and analytical techniques used.
Following this, the experimental work conducted for this research
project will be outlined and the results discussed.
1.2 transparent conducting oxides
Transparent conducting oxides (TCOs) are an important class
of semiconductor material which combine electrical conductivity
with optical transparency — two properties which would usually
be considered to be mutually exclusive.2,3 The reason for this
phenomenon can be explained by examining the band structure of
TCO materials.
1.2.1 Band Theory
Band theory builds upon the knowledge of the behaviour of electrons
in atoms and molecules, and expands it to explain how electrons
behave in a solid. Thus, band theory provides insight into bulk
material properties such as conductivity and transparency, from a
fundamental perspective.
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To understand band theory, it is necessary to understand how
electrons behave in a solid. A solid can be regarded as giant molecule.
As the number of atoms being brought together increases, the
separation between the energy levels of the discrete molecular
orbitals (MOs) will decrease, as shown in Figure 1.1. When the number
of atoms approaches innity, the energy levels will be so closely
spaced that they will eectively resemble a continuum, known
as a band. The energy range of a band can extend over several
electronvolts (eVs), depending on the interatomic spacing of the
crystal.4,5 Between bands, there are no available electronic states.
The space between bands is called the band gap, Eg.
Figure 1.1: Variation in MOs with increasing number of AOs, until continuous
bands emerge.
The overlap of dierent types of atomic orbitals (AOs) results in
dierent types of band, each with dierent energy ranges. In general,
the overlap of bonding AOs results in lower energy bands known
as valence bands, whilst the overlap of antibonding AOs results in
higher energy bands known as conduction bands.6 Electronic bands
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can be empty, lled, or partially lled. The promotion of an electron
to the conduction band results in an electron in an excited state,
known as an exciton, which has an associated “electron hole” that
remains in the valence band. The hole is eectively the inverse of an
electron, and possesses a positive charge. The excited electrons and
the associated holes are free to move within their respective band,
and thus they are able to carry charge.
The Fermi level, EF, represents the energy of the highest occupied
energy level at absolute zero. In a metal, EF lies within a band,
and thus thermal excitations of electrons into higher energy levels
at temperatures above absolute zero are easy, resulting in a high
conductivity. Furthermore, in a metal, the valence band maximum
(VBM) lies at a higher energy than the conduction band minimum
(CBM), so virtually no energy is required to delocalise a bound
electron, to allow it to carry charge. This makes metals extremely
good electrical conductors.
Conversely, there can also be a separation between the bands, i.e.
a band gap, Eg. In an insulator, Eg is so large that it is very dicult
to promote an electron, hence why insulators are very poor electrical
conductors.
A semiconductor can act as an electrical insulator or an electrical
conductor, depending on the conditions. It possesses a band gap
which is wider than that of a metal, but narrower than that of an
insulator. This means that semiconductors usually act as insulators
at low temperatures, but electrons can be excited from the valence
band to the conduction band by heating or irradiating the material.
Therefore, the electrical conductivity of a semiconductor tends to
increase at higher temperatures — behaviour which is opposite
to that of a metal. In a metal, the conductivity reduces at higher
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temperatures due to resistance caused by thermal vibrations within
the lattice.
An i-type or intrinsic semiconductor is one that is an undoped
material, which does not contain a signicant amount of intentional
or unintentional impurities. The charge carrier concentration is
therefore controlled by the material itself, rather than the eect
of external species. At nite temperature, EF for an i-type
semiconductor lies halfway between the VBM and the CBM. Any
electrical conductivity in an i-type semiconductor is due to
crystallographic defects (such as oxygen vacancies) or thermal
electronic excitation. In an intrinsic semiconductor, the number of
excited electrons must be equivalent to the number of holes left
in the valence band, since the promotion of an electron to the
conduction band will always leave an electron hole in the valence
band.
Impurities are often intentionally introduced into the crystal
lattice, in a process known as doping. This is done to improve the
electronic properties of the material. Semiconductors which have
been doped are known as extrinsic semiconductors. The dopant
elements can substitute for ions of the host material, or they can
insert interstitially into the gaps between ions (Figure 1.2).
Figure 1.2: Schematic representations of (a) substitutional and (b)
interstitial defects.
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If the valency of the dopant atoms is higher than the valency of
the atoms of the bulk, the additional electrons will occupy a discrete
energy level below the conduction band, known as a donor level
(Figure 1.3a). The separation between the donor level and the CBM
is much smaller than Eg, which makes the promotion of electrons
to the conduction band a relatively low energy process, and hence
the number of electrons free to carry charge increases. The majority
charge carriers in this case are electrons, and this type of material is
known as an n-type semiconductor.2
Figure 1.3: Band structures of (a) n-type semiconductors, (b) i-type
semiconductors, and (c) p-type semiconductors.
Conversely, if the valency of the dopant atoms is lower than
the valency of the atoms of the bulk, there will be a deciency
of electrons in comparison to the pure material. This introduces a
discrete, unoccupied energy level above the valence band known as
an acceptor level (Figure 1.3c). The separation between the acceptor
level and the VBM is much smaller than Eg, and thus thermal
occupation of the acceptor level is easily achievable. Generally, the
electrons that occupy the acceptor level do not contribute to the
overall conductivity of the material.7 However, the positive holes left
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behind in the valence band act as majority charge carriers. This type
of material is known as a p-type semiconductor.6
1.2.2 Eects of Doping on the Band Gap
Doping is where atoms or ions of a host matrix are “substituted”
for external impurity species, which can aect the optoelectronic
properties of the material. An example of this in nature is the
mineral corundum, which is a naturally occurring crystalline form
of aluminium oxide [Al2O3]. It is often transparent and colourless,
however when some of the Al3+ ions are replaced with impurity
ions, the colour of the mineral can change. Randomly substituting
approximately 1% of the Al3+ ions with Cr3+ ions will result in the
red gemstone commonly known as ruby. This is achieved through
d-d transitions within the chromium chromophore.8 In fact, similar
substitutions are the cause of the colouring in many naturally
occurring gemstones.9,10
Upon introducing dopant elements into a semiconductor, changes
in the band gap are often observed. This is due to the competing
eects of the Burstein-Moss eect and the band gap narrowing eect.
1.2.2.1 Burstein-Moss Eect
The Bursten-Moss (BM) eect is related to the electron density, or
carrier concentration of a material.11–13 This means that it often
becomes more pronounced upon doping, a process which regularly
results in an increase in carrier concentration.
The BM eect is a band gap widening process. It is the result of the
lower energy levels of the conduction band being lled by the excess
electrons provided by the dopant elements. This raises the energy of
the Fermi level.14–16
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where h is Plank’s constant, n is the electron density, or carrier
concentration,m∗e is the eective mass of electrons (0.28me for ZnO),
and m∗h is the eective mass of holes (0.59me for ZnO).17–20 Equation
1.1 predicts a band gap energy shift proportional to n 23 .21
The resulting band gap, considering only the BM eect, is given by:
EBM = E0 +∆EBM (1.2)
where E0 is the band gap of the undoped material. In undoped
ZnO for example, the band gap is taken to be ∼3.37–3.38 eV at room
temperature.14,22–24
1.2.2.2 Band Gap Narrowing Eect
Like the BM eect, the band gap narrowing (BGN) arises from the
excess of charge carriers.14,17,18,25 It is caused by a combination of
several eects:
• Exchange interactions between the electrons (∆Eex). Electrons
have a mutually repulsive Coulomb interaction given by e2/r.
The Fermion nature of the particles tends to keep ones with
like spin away from each other. This spatial exclusion reduces
the amount of repulsive energy the electrons would have from
a uniform distribution of particles. This reduction in repulsive
energy is equivalent to an attractive energy, which is called
the exchange energy. The exchange interaction between the
electrons results in a shift in the CBM towards lower energies.
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• Interactions between the electrons and the holes (∆Eeh). This
is also known as correlation energy. When an electron is
excited from the valence band to the conduction band, it leaves
behind an associated, positively charged electron hole. The
attractive electrostatic force between the positive holes and the
negative electrons results in the electrons and holes arranging
themselves to minimise their energy. This interaction between
the electrons and the holes results in a shift in the VBM towards
higher energies.
• Interactions between electrons and the impurity ions (∆Eei). If
each donor element donates a single electron, then it will be
left with a single positive charge. The attractive electrostatic
force between the positive ions and the negative electrons
causes small electron clouds to gather around the impurities.
This conguration has a lower energy as compared to that in
which the electrons are randomly distributed. This interaction
between the electrons and the impurities results in a shift in
the CBM towards lower energies.
• Interactions between holes and the impurity ions (∆Ehi). In an
n-type semiconductor, where electrons are the majority charge
carrier, this type of interaction is less signicant. The attractive
electrostatic force between the positive holes and the negative
electrons results in holes moving towards regions of higher
electron density, such as the electron clouds surrounding
impurity ions. This many body interaction between the holes
and the impurities results in a shift in the VBM towards higher
energies.
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These four shifts combine to give the total BGN shift, which is given
by:
∆EBGN = ∆Eex +∆Eeh +∆Eei +∆Ehi (1.3)
This expression can be expanded to the following equation, under
the assumption that the electron concentration is equivalent to the
donor concentration (i.e. each donor ion donates a single electron):




















where mmaj and mmin are the majority and minority charge carrier
eective masses, respectively, Λ is the correction factor due to the
anisotropy (i.e. directional dependence) in the conduction band.Λ is
usually between 0.75 and 1. In the case of n-type ZnO, Λ can be taken
to be 1, as it is very similar to n-type GaAs, which is also taken to be
1.17,26 Nb is the number of equivalent minima in the conduction band
for n-type semiconductors (or maxima in the valence band for p-type
semiconductors) and its value can also be taken to be 1, for the same
reason as above. R is the eective Rydberg energy for a carrier bound
to a dopant atom, and is related to the binding energy of the electron.





where mr is the ratio of the eective mass of electrons in the
conduction band and the free electron mass, or 0.28me/me =
0.28.14,17,20 r is the dielectric constant of the material. The dielectric
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constant of a doped material is usually unavailable, so the dielectric
constant of the pure material should be used instead. This is a valid
assumption, because the concentration of dopant is usually relatively
small. The dielectric constant for pure ZnO is 8.65.19 rs is the average
distance between majority carriers, normalised to the eective Bohr
radius (approximately equal to the most probable distance between






where ra is half the average distance between donor atoms, and a
is the Bohr radius of the donors in ångstroms (1 Å = 10-10 m). They












Here, N is the impurity concentration. In the case of an n-type
semiconductor like ZnO, this is the donor concentration. For
aluminium/gallium/indium-doped ZnO, each dopant atom donates
one electron to the ZnO lattice. Therefore N is equal to the carrier
concentration.
mmaj and mmin are the majority carrier and minority carrier
eective masses, respectively. Thus, for an n-type semiconductor,
mmaj = m∗e and mmin = m∗h.
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Figure 1.4: Schematic diagram showing (a) band gap of a pure, undoped
semiconductor, (b) band gap widening due to the Burstein-Moss
eect, and (c) total band gap due to both the Burstein-Moss
eect, and the band gap narrowing eect.
The resulting band gap, considering only BGN, is given by:
EBGN = E0 −∆EBGN (1.9)
1.2.2.3 Total Band Gap
Finally, by combining the equation for the band gap due to the BM
eect (Equation 1.2) and the equation for the band gap due to the
BGN eect (Equation 1.9), the total band gap can be calculated:
Etot = E0 +∆EBM −∆EBGN (1.10)
The results of the BM eect and the BGN eects are shown in Figure
1.4. It is clear that doping has a signicant eect on the electrical
properties of a semiconductor.
In addition, the optical properties are aected by these band
gap eects, as the colour and transparency of a material is largely
1.2 transparent conducting oxides 15
dependant on its band gap. This is because these optical properties
are related to the energy of the photons that are absorbed by the
material, which is determined by the energy required to excite a
valence electron to the conduction band.
Therefore, doping is fundamentally important for TCOs, as it allows
the band gap to be tuned to give specically desired optoelectronic
functional properties. Doped TCOs have found several applications as
components of photovoltaic devices. Consequently, there is a large
industry producing TCOs for commercial applications.
1.2.3 Tin-Doped Indium Oxide
One of the most commonly used industrial TCO material is tin-doped
indium oxide, or indium-tin-oxide (ITO). ITO lms are typically grown
industrially via magnetron sputtering. It has also been deposited
on the laboratory scale via CVD.27,28 ITO lms retain the same cubic
bixbyite crystal structure as undoped indium oxide [In2O3], but
doping with tin results in an increase in the lattice parameters. This
can be explained by the substitutional incorporation of Sn2+ ions
(0.93 Å) into the In3+ (0.79 Å) sites and/or into interstitial positions.
Undoped indium oxide is a wide bandgap material (Eg ∼3.75 eV
at room temperature), which allows for high transparency of visible
light. For lms deposited via pulsed laser deposition (PLD), the
bandgap has been shown to increase up to ∼4.2 eV as the lm
was doped with tin.29 This is a result of an increase in the carrier
concentration, leading to the Burstein-Moss eect. Increasing the tin
content further resulted in a slight decrease in the bandgap to ∼4.1
eV. This was attributed to the excess tin causing crystal disorder, as
well as acting as carrier traps rather than electron donors, due to the
formation of impurity phases, such as Sn2O, Sn2O4, and SnO.30
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ITO thin lms are n-type semiconductors, meaning delocalised
electrons are the majority charge carrier. Highly conductive ITO lms
have been synthesised with resistivities as low as 10-5 Ω·cm, carrier
concentrations on the order of 1021 cm-3, and Hall mobilities which
are approximately 30-100 cm2/V·s.31–34
1.2.4 Fluorine-Doped Tin Oxide
Another commonly used TCO material is uorine-doped tin oxide,
also known as uorine-tin-oxide (FTO). FTO lms were originally
deposited via spray pyrolysis, and used as antifog coatings for aircraft
during the second world war. By 1990, FTO coatings were being
deposited industrially via APCVD.35
FTO lms maintain the rutile structure of bulk tin oxide [SnO2].
Unlike ITO lms, doping with uorine does not result in an increase
in the lattice parameters.36,37 This is because F- has a smaller ionic
radius (1.17 Å) than O2- (1.22 Å).38 For this reason, uorine-doping
typically results in a contraction of the unit cell in FTO lms.39
Undoped tin oxide has a bandgap of ∼3.6 eV at room temperature.40
Doping with uorine has been shown to increase the bandgap to ∼4.2
eV at room temperature, again due to the Burstein-Moss eect.41
Like ITO, FTO lms are n-type semiconductors. Highly conductive
FTO lms have been synthesised with resistivities as low as 10-4Ω·cm,
carrier concentrations on the order of 1020 cm-3, and Hall mobilities
which are approximately 1-20 cm2/V·s.42–45
1.2.5 Zinc Oxide
Both indium and tin are mined in geopolitically unstable regions. As
a result, their cost per kilogram uctuates considerably, as shown by
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the Mineral Commodity Summaries generated by the U.S. Geological
Survey over the last two decades.46–65 Tin and indium are often
expensive to import, which heavily aects industries that use them.
This has led to a search for substitute TCOs.
Figure 1.5: Average price of indium, tin and zinc over the last decade, in
dollars per kilogram.54–65 Note the low cost and relative stability
of zinc.
A promising alternative TCO material is doped ZnO. There is a
much higher natural abundance of zinc in comparison to both
indium and tin.66 Consequently, the cost of zinc is signicantly
lower and more stable, as shown in Figure 1.5. This means that
there is a wide selection of relatively inexpensive zinc-containing
precursors available. Hence, eective zinc-based TCO materials can
be synthesised at a low cost. Additionally, zinc has a relatively low
toxicity, which makes it preferable for handling in large quantities,
such as in an industrial manufacturing plant.
ZnO usually crystallises in the hexagonal wurtzite phase, whereby
Zn2+ cations and O2- anions both sit in tetrahedral sites (Figure 1.6a).
The wurtzite structure is more thermodynamically stable than other
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possible phases, such as zinc blende (Figure 1.6b), which requires a
cubic substrate, and cubic rocksalt (Figure 1.6c), which requires higher
growth temperatures.67
ZnO has a wide, direct band gap (Eg ∼3.37 eV at room temperature),
resulting in high optical transparency. Undoped ZnO has an inherent
n-type conductivity. The source of this intrinsic conductivity is
disputed. Traditionally, it was thought to be a result of native defects
such as oxygen vacancies (VO) or zinc interstitials (ZnI).67–69 ZnI
defects act as shallow donors. This means that they form energy
levels that sit just below the CBM, and as such, there is a small energy
gap for electrons to overcome in order to be promoted into the
conduction band. However, ZnI defects have a high formation energy
and a low mobility, and are therefore unlikely to be stable at high
concentrations in n-type ZnO.70 Conversely, VO defects are thought
to act as a doubly charged deep donor, and hence it is not likely that
they will contribute signicantly to the carrier concentration.70–73
The interaction between these two defects can form a VO–ZnI
complex. This complex has been investigated via computational
studies as another potential cause of native n-type conductivity
in ZnO, since it is also a shallow electron donor, and has a
lower formation energy than the sum of its two component point
defects. However, although the two defects can be trapped together
kinetically, the VO–ZnI complex still has a high formation energy and
is thermodynamically unstable.74
Another possible cause of the inherent conductivity in ZnO is
hydrogen-doping. Since hydrogen is dicult to fully eliminate from
growth environments, it is usually unintentionally incorporated into
ZnO. Computational studies have shown that, in ZnO, hydrogen
occurs exclusively in the positive charge state, because H+ is stable
1.2 transparent conducting oxides 19
Figure 1.6: Looking along the c-axes of the three main crystal structures of
ZnO: (a) wurtzite (ICSD #82028), (b) zinc blende (ICSD #41528), and
(c) rock salt (ICSD #100633).
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for all positions of the Fermi level within the band gap. Hence, it is
always a donor in ZnO.75,76
There are two main sites where H+ can exist in ZnO. Computational
studies have shown that substitutional hydrogen on an oxygen site
(HO) in a multi-centre bond conguration forms a shallow donor
state in ZnO.77 Under oxygen-poor conditions, the formation energy
of HO is only ∼0.1 eV higher than the formation energy of interstitial
hydrogen (HI), and hence the two forms of hydrogen are likely to
co-exist in equilibrium. In oxygen-rich conditions, the formation
energy of HO signicantly increases, and thus it will be less prominent.
The concentration of HI is also sample dependent, due to the high
mobility of HI and thermal conditions during synthesis. HI is unstable
at high temperatures, hence HO will dominate in annealed samples,
or samples synthesised at high temperatures.
Despite the intrinsic n-type conductivity of ZnO, the conductivity
is generally not sucient for applications in photovoltaic devices.78
In order to improve the conductivity, doping is necessary. There are
many known dopants for ZnO.31 The most commonly investigated of
these are the group 13 elements — in particular, aluminium, gallium
and indium.
Conversely, p-type doping is less easy to achieve for ZnO, due
to a lower thermodynamic stability of p-type defects.79 It has even
been observed that p-type ZnO reverts to n-type ZnO within a matter
of days.67 Hence, n-type ZnO is more commonly reported, as it is
stable at high temperatures, which make it ideal for the commercial
fabrication of various devices.80
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1.2.6 Applications
As a result of their high optical transparency, and low electrical
resistivity properties, TCOs have found applications in various
photovoltaic devices, such as solar cells, light-emitting diodes (LEDs),
liquid crystal displays (LCDs) and touch-screen displays.
ZnO in particular has been used as a component in several devices.
Its wide room temperature bandgap (3.37 eV) is similar to that of
gallium nitride [GaN] (3.44 eV). This enables applications for both
materials in optoelectronics in the blue/UV region, such as LEDs,
laser diodes, and photodetectors.81
A signicant advantage of ZnO over GaN is that the exciton binding
energy of ZnO (60 meV) is much larger than that of GaN (25 meV).
For this reason, ecient excitonic emissions can occur in ZnO at
room temperature and above. This makes ZnO suitable for use in
devices that are based on excitonic eects, such as photon storage
devices, and transistors.82 ZnO also displays strong luminescence
in the green–white region of the spectrum. As such, it is a suitable
material for use in phosphor applications.80 In addition, the n-type
conductivity of ZnO means that it can be used in vacuum uorescent
displays.
The low symmetry of the ZnO wurtzite structure, along with a large
electromechanical coupling means that ZnO can eciently convert
between electrical and acoustic energy. For this reason, ZnO shows
strong piezoelectric properties, and can be used in devices such as
sensors, transducors and actuators.83
The conductivity of ZnO has also been shown to be dependant
on surface bound gases. It has been used as a sensor to detect the
freshness of various foods and drinks, by detecting trimethylamine
— a common decomposition product of plants and animals.84
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Commercially available ceramic ZnO varistors are widely used
to protect electrical powerlines and other electronic components
from power surges. Electron trapping and hole creation at grain
boundaries is thought to give rise to the non-linear resistance when
a large potential dierence is applied.85
The high thermal conductivity of ZnO has also led to its use as
an additive. One application is the addition of ZnO to rubber in
order to increase the thermal conductivity of tyres, to improve their
lifetime. The high thermal conductivity also allows ZnO to be used
as a substrate for the homoepitaxial or heteroepitaxial deposition of
materials with similar lattice constants.80
ZnO can be etched at low temperatures using a variety of acidic or
alkaline solutions. This is benecial for device fabrication procedures,
as the potential for low temperature etching allows for exibility
in the processing, design, and integration of various optoelectronic
devices.
Finally, ZnO has been shown to exhibit high radiation hardness,
moreso than GaN. This means that it is highly resistant to damage
or malfunctions caused by ionising radiation. This is important for
electronic devices which are used at high altitudes, or in space.
Thus, ZnO is an important material, with many useful applications.
This thesis will focus on the TCO applications of ZnO. ZnO-based TCOs
are an important component in many optoelectronic devices, and
extensive research has been done into ZnO thin lms grown by a
variety of techniques.
1.3 chemical vapour deposition
There are several known methods to deposit a thin TCO lm onto
a glass substrate. They can be separated into physical vapour
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deposition (PVD) techniques, and chemical vapour deposition (CVD)
techniques. This thesis focusses on the latter.
CVD is a method regularly employed to deposit thin lm coatings.
Unlike physical vapour deposition (PVD) in which a physical process
occurs to deposit the lm (e.g. evaporation and condensation),
CVD requires a chemical reaction between gaseous precursor
compounds by utilising an energy source such as heat, light, or
plasma.86 Traditional CVD methods involve the vaporisation of
volatile precursors, usually by heating them to high temperatures
in a bubbler. The vaporised precursors are then transported via
a carrier gas to a heated substrate. The gaseous precursors then
undergo a heterogeneous reaction, depositing as a solid thin lm.
While the precursormolecules are being transported to the substrate,
they experience various forces due to their motion, which can be
described by uid dynamics.
1.3.1 Fluid Dynamics
There are two types of ow regime to describe the movement of a
uid. The rst is a laminar ow regime, whereby the uid ows in a
"ribbon-like" fashion. The second is a turbulent ow regime, whereby
localised vortices increase lateral mixing of the uid.
The movement of the precursor molecules/particles/droplets in
the reactor can be described by the dimensionless parameters known
as the Knudsen number (Kn), and the Reynolds number (Re).87,88
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1.3.1.1 Knudsen number
The Knudsen number is the ratio between the mean free path of a
molecule, and the characteristic length of the reactor, such as the








where λ is the mean free path of a gas molecule, or the average
distance travelled by a molecule before it collides with another
mollecule, L is the characteristic length of the reactor, k is the
Boltzmann constant (1.381 × 10-23 J·K-1),90 T is the temperature, d is
the molecular diameter, and P is the total pressure.91
When λ << L, or Kn << 0.01, a signicant amount of
intermolecular collisions occur, and hence the gas behaves like a
viscous uid. This is known as the continuum regime, and is the ow
type found when CVD is performed at atmospheric pressure.
When λ >> L, or Kn >> 10, the intermolecular collisions are
negligible in comparison to the collisions between the molecules
and the walls of the reactor. This is known as the free molecular
regime, and is the ow type found when CVD is performed at reduced
pressures.
When λ ∼ L, or 10 < Kn < 0.01, there is an intermediate transition
regime, in which it is dicult to establish a theoretical model.88,91
1.3.1.2 Reynolds number
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where ρ is the density of the uid, v is the mean uid velocity, L is
the characteristic linear dimension (usually the distance travelled by
the uid), and µ is the uid viscosity.
The physical implication of the Reynold’s number is the ratio
between the inertial forces (ρv) and the viscous forces (µ/L).91 Thus, it
emphases the relative importance of these types of forces present in
a uid, and hence the Reynold’s number describes which ow regime
a uid is in. For a low value of Re (<100), there will be a laminar
ow. This is ideal for CVD, as it results in more uniform coverage on
the substrate. For a high value of Re (>2100), there will be turbulent
ow. For this regime, there will be vortices, which will result in a
non-uniform deposition and hence a turbulent ow is unfavourable
for CVD. In between these two regimes is the intermediate regime,
which has characteristics from both laminar and turbulent ow.86
1.3.1.3 Boundary layer
A laminar ow regime involves the formation of a static boundary
layer at the substrate surface.92 The boundary layer is dened as a
thin uid lm that forms on solid surfaces due to drag forces such
as friction. Within the boundary layer, the velocity of the uid is
considered to be zero.
The thickness of the boundary layer is dened as the distance from
the wall to the point within the uid layer at which the ow velocity
is 99% of the free stream velocity.91 Using the Reynolds number, the





In the case of CVD, the boundary layer forms on the walls of the
reactor and on the substrate surface. In order to reach the substrate
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surface, molecules must rst diuse through the barrier layer via
random Brownian motion. This diusion is usually aected by the
temperature of the substrate.
1.3.1.4 Thermophoresis
As CVD is regularly done in a ’cold-wall’ reactor, there is
usually a temperature gradient, whereby the temperature decreases
with increasing distance from the substrate. Upon entering the
temperature gradient, precursor molecules/particles will be repelled
from the hot surface of the substrate. This is because they experience
thermophoresis, also known as the Soret eect or thermodiusion,
where they are bombarded by high energy gas molecules near
the heated surface.93–95 Whilst the particles still collide with the
lower-energy gas molecules that originate from the colder end of the
temperature gradient, these collisions are with gas molecules that
have less momentum relative to those originating from near the heat
source, and therefore there is a net thermophoretic force pushing the
particles down the temperature gradient, away from the substrate.
The particles’ response to the thermophoretic force is determined
by their thermal conductivity, k, relative to the thermal conductivity
of the uid that they are within.96 With a larger thermal conductivity,
energy received from the hot side of a conducting particle will
be more eciently transferred to the cold side. This eectively
’warms’ the relatively cold gas molecules, thus minimising the
local temperature gradient, and hence decreases the eect of
thermophoresis (Figure 1.7).
The other factor which aects the particles’ response to the
thermophoretic force is the particle diameter. Larger particles have
more area in which they can be bombarded by gas molecules. Hence,
large particles will be repelled more strongly from a hot surface
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Figure 1.7: A particle experiencing the thermophorectic force in a
temperature gradient, where T1 < T2, and k1 < k2.
than smaller particles.95 This can be benecial in CVD, as the large
solid particles formed by an unwanted homogeneous reaction in
the gas phase can be repelled from the lm, thus maintaining lm
uniformity and homogeneity. As small particles are less aected by
thermophoresis, a large majority of the gaseous precursor molecules
which enter a CVD reactor will be able to diuse to the heated
substrate, where they can react and deposit a lm.
1.3.2 Thermodynamics
As CVD involves chemical reactions, it is important to discuss the
energetics of the reaction to aid in the understanding of the driving
forces for the process. Thermodynamics describes the feasibility of
a reaction by considering the relative energetic states of the system
before and after the reaction occurs. A reaction is considered to be
thermodynamically viable if the overall change in Gibb’s free energy
for the reaction (∆Gr) is negative, i.e. the products are in a more
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stable state than the reactants. The molar Gibb’s free energy (G) at a
pressure P is given by:
G = G°+RT lnP (1.14)
where G° is the Gibb’s free energy at 1 atm pressure, R is the gas
constant (8.314 J·mol-1·K-1),90 and T is the temperature.
However, the molar free energy of a pure gas is equal to its
chemical potential:
G = µ (1.15)
where µ is the chemical potential at pressure P. Thus, Equation 1.14
can be written as:
µ = µ°+RT lnP (1.16)
where µ° is the chemical potential at 1 atm pressure.97
Consider a typical CVD deposition between two gaseous precursors
(A + B), resulting in a solid lm (C) and a gaseous by-product (D):
Agas + Bgas → Csolid +Dgas (1.17)
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where Xin is the initial molar fraction of species n, and µin is the
initial chemical potential of species n. However, in the initial state, C
and D are not present, hence XiC = XiD = 0. Therefore, Equation 1.19










As the reaction proceeds, XiA and XiB will decrease and XiC and XiD
will increase. At equilibrium, assuming that not all of the reactants


















where Xfn is the nal molar fraction of species n, and µfn is the
nal chemical potential of species n. The overall change in Gibb’s
free energy is given by the following equation:
∆Gr = Gfm −G
i
m (1.21)
If ∆Gr is negative, the products are stable with respect to the
reactants, making the reaction thermodynamically viable. Equation






where ∆Gf(products) is the free energy of formation of the
products, and ∆Gf(reactants) is the free energy of formation of the
reactants. Note that the free energy of formation is not constant,
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but depends on variables such as temperature, pressure, types of
reactant, and molar ratios of reactants.98
The chemical potential of C increases from µiC = −∞ to µfC,
which is the chemical potential of the solid at equilibrium. This is
a destabilisation of C, since a species with a more negative chemical
potential has a higher thermodynamic stability.99 For the reaction to
proceed and for deposition to occur, the chemical potential of C in
the gas phase should be higher than the chemical potential of C in
the solid phase. Therefore, considering only the initial state and the
nal state, the driving force is for etching, rather than deposition.
In order for the reaction to occur, the partial pressure of C in the gas
phase (PgasC ) should be higher than the equilibrium vapour pressure
of C in the solid phase (Pv.p.C ).97,100






When α < 1, etching is thermodynamically favourable. When α > 1,
deposition is thermodynamically favourable. Whenα = 1, neither net
etching nor net deposition will occur.
In summary, deposition will only become energetically viable when
the reaction proceeds to a signicant degree, so that the partial
pressure of gaseous C becomes relatively high, making it metastable
or supersaturated with respect to solid C.
However, even if a reaction is thermodynamically viable, and has
a large negative change in Gibb’s free energy, it may still happen
at such a slow rate that it is not observed. While thermodynamics
explains which state a system prefers to be in, kinetics explains the
rate at which a system will change from one state into another.92
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1.3.3 Kinetics
CVD is a complicated, non-equilibrium process, which involves
homogenous gas-phase reactions, heterogenous reactions upon the
substrate and lm surface, and adsorption and desorption of various
reactants and products. The lm growth rates are a factor of several
variables, including substrate temperature, reactor pressure, and
types and concentrations of precursors.101 Since there are so many
factors to consider, CVD processes can be dicult to reproduce in
dierent laboratories with subtle changes in reactor setups and
deposition parameters.102 Consequently, the kinetics of a CVD system
can be challenging to measure.89 However, reasonable assumptions
can be made to suciently model the kinetics of CVD. Despite the
many concurrent reactions, the slowest will determine the overall
growth rate of the lm. Depending on the substrate temperature,
three growth rate regimes are possible.
At low temperatures, the process is limited by the kinetics of the
surface chemical reactions. The relatively low energy supplied to
the molecules will mean that the reactions will occur slowly. In this
regime, the growth rates increase exponentially with temperature,
according to the Arrhenius relationship:
Growth rate ∝ exp(−EA/RT) (1.24)
where EA is the activation energy of the reaction.
At high temperatures, the process is limited by the rate at
which diusion can occur through the boundary layer. The higher
temperatures means that the molecules can react faster, so the
limitation is the rate at which fresh reactant molecules can be
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where F is the ux across a plane perpendicular to the direction
of diusion, x is the distance, D is the diusivity, and C is the
concentration of the diusing species. In this regime, the growth rates
are less dependant on temperature.
At very high temperatures, the growth rates decrease again due
to a simultaneous increase in the rate of etching of the lms.
The high temperatures also cause a depletion in the reactants
due to gaseous homogenous side-reactions, resulting in particulate
formation. These particles experience a higher thermophoretic force
and hence are less likely to reach the surface and react. The dierent
growth regimes are plotted in Figure 1.8.86,101,103,104 Typically, CVD is
performed in the mass transport limited regime.
Figure 1.8: Film growth rate regimes at dierent temperatures.
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The pressure of the system also has a large impact on the kinetics.
From relatively high atmospheric pressure down to intermediate
pressures (i.e., when Kn is small), gas phase reactions are prevalent.
Additionally, the boundary layer is present and thick enough to
present a signicant obstacle for incoming reactant molecules.
At lower pressures, gas phase collisions decrease in frequency, and
gas phase reactions become less signicant. At very low pressures,
mass transport is no longer signicant. Instead, growth rates are
controlled mainly by the temperature and the kinetics of the
chemical reactions. Therefore, the reaction is mass transport limited
for atmospheric pressure CVD, and chemical kinetics limited for low
pressure CVD.86,101
1.3.4 Deposition Mechanism and Film Growth
Upon contacting the heated surface of the substrate, precursor
molecules will undergo a heterogeneous reaction, whereby they
thermally decompose and adsorb to the substrate, as depicted in
Figure 1.9.
The heated substrate provides the adsorbed precursor atoms with
energy, allowing them to rearrange via surface diusion. Thus, the
atoms can nd the lowest energy vacant sites upon the surface. The
resultant lm growth can usually be categorised as either epitaxial
growth, polycrystalline growth, or amorphous growth.
Epitaxial growth occurs upon the surfaces of single crystals, and
is when the atoms coat the entire substrate surface in a single
monolayer before forming subsequent layers (Figure 1.10a). The
lowest energy site an incoming atom can nd upon a single crystal
substrate will be one that continues the substrate’s crystal strucutre.
Hence, the lm will grow with the same crystal structure as the
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Figure 1.9: The heterogeneous CVD-type deposition and growth of a thin
lm, illustrating: (a) arrival of precursor molecules, transported
by the carrier gas, (b) diusion of precursor molecules to
the substrate surface, (c) adsorption of precursor molecules
to the substrate surface, (d) surface diusion of precursor
molecules, (e) thermal degradation of precursor molecules and
surface diusion of by-products, (f) desorption of by-products,
(g) removal of by-products, transported by the carrier gas,
(h) thermal degradation of precursor molecules and surface
diusion of the lm component atoms or ions, (i) aggregation
and lm formation.
substrate. In order for this to occur, lattice mismatch between the
substrate and the lm must be minimised. In other words, the unit
cells must have similar dimensions. A high lattice mismatch will
result in strain and the formation of defects such as dislocations,
which reduces the stability and the adhesion of the lm. Epitaxial
growth is aided by high temperatures and low growth rates, which
allow the atoms time to arrange in a layer-by-layer fashion.105
Polycrystalline growth is enabled by the formation of ’islands’
which grow independently at various nucleation points (Figure 1.10b).
These islands coalesce to form a polycrystalline lm. In this case,
the crystal structure of the lm is not strongly dependent on the
substrate. This type of growth can occur upon substrates which are
either polycrystalline or amorphous. Polycrystalline growth can also
occur upon a single crystal substrate, when there is a severe lattice
mismatch, leading to a high concentration of defects.92 Furthermore,
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island growth can occur if the incoming atoms interact more strongly
with the other atoms in the lm than they do with the atoms of the
substrate.
Figure 1.10: A comparison of (a) epitaxial and (b) polycrystalline lm growth.
Amorphous growth occurs at low temperatures and high growth
rates, which inhibit surface diusion and prevent the growth of a
crystalline lm. Annleaing amorphous lms can lead to the formation
of crystal phases.101
The type of growth aects the lm morphology, and therefore it
must be controlled to obtain the desired properties in the resultant
lm.
1.3.5 Variations of Chemical Vapour Deposition
Many variations of CVD have been reported in the literature, each
with its own advantages. However, there will also be limitations which
must be taken into consideration when selecting a method for a
deposition. When the same material is deposited using dierent
techniques, the quality of the lms may dier substantially.38 Some
of the most common variations of CVD are:
• Atmospheric pressure CVD (APCVD), which involves the
evaporation of volatile precursors. The gaseous precursors
are then transported to a heated substrate via a carrier gas
at atmospheric pressure (101325 Pa) in order to deposit a lm.
APCVD is considered the conventional form of CVD.
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• Low pressure CVD (LPCVD), in which CVD is done at reduced
pressures. This pressure gradient increases the rate at which
the precursors ow through the reaction chamber, and hence
it improves the uniformity of the lm and the coverage across
the substrate.
• Ultrahigh vacuum CVD (UHVCVD), in which CVD is done at very
low pressures, typically <10-6 Pa. The ultrahigh vacuum tends
to minimise impurities in the lm.
• Plasma enhanced CVD (PECVD), in which high energy electrons
generatedwithin a plasma are used to enhance the CVD process,
and allow kinetic barriers to be overcome at more ambient
temperatures.
• Flame assisted CVD (FACVD), which involves the combustion of
liquid or gaseous precursors prior to deposition, to enhance the
deposition rates.
• Atomic layer deposition (ALD), in which alternating monolayers
of two or more elements are deposited sequentially on a
substrate, allowing good control over the growth process.
• Aerosol assisted CVD (AACVD), in which a solution containing
the precursors is prepared, from which an aerosol mist is
generated, before being transported to the substrate as in
APCVD. AACVD is the technique used for this research, and it
is described more thoroughly in the next section.
1.4 aerosol assisted chemical vapour deposition
AACVD involves the generation of an aerosol mist from a precursor
solution, which is then transported to the heated substrate via a
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Figure 1.11: How an aerosol droplet can behave as it approches a hot surface
(ignoring the thermophoretic force depicted in Figure 1.7). ‘A’
represents the initial lm precursor, and ‘B’, ‘C’, and ‘D’, are all
products of reactions occurring prior to deposition. After the
evaporation of the solvent, deposition of the gaseous precursor
will occur as shown in Figure 1.9
carrier gas. This further complicates the kinetics of AACVD, since there
are several possibilities for the aerosol droplets as they approach the
heated substrate surface, as shown in Figure 1.11.
The simplest case is where the solvent completely evaporates
from the droplet, leaving the precursor molecules in the gas phase
to adsorb to the surface as in conventional CVD. Slightly more
complicated is the possibility of incomplete evaporation, whereby
some of the solvent remains at the surface, resulting in the droplet
impacting the surface directly. This is usually the case for the related
deposition technique, spray pyrolysis, where the aerosol droplets
are sprayed directly at the surface, usually at a higher velocity than
in AACVD. During a spray pyrolysis deposition, there is not enough
time for the droplet to evaporate completely prior to impacting the
heated substrate. Generally, in AACVD, the solvent is passed more
gently over the heated substrate, and is expected to evaporate before
reaching the surface. Furthermore, there remains the possibility of
a homogeneous solution-phase reaction between the precursors in
the droplets, or a homogeneous gas phase reaction between the
precursors prior to the heterogeneous deposition. In reality, it is
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statistically probable that there is a combination of all of these
processes occurring near the surface.
1.4.1 Aerosol Generation
There are three main methods used for the generation of an
aerosol, also known as aerosolisation, or atomisation: electrostatic
atomisation, ultrasonic aerosol generation, and pneumatic aerosol
jet.106
Electrostatic atomisation involves applying an electric current to a
spray nozzle. The electrostatic charges on the surface of the liquid
result in the fragmentation of the liquid into droplets, which are
carried away by a gas stream.
Ultrasonic aerosol generation is the most commonly used aerosol
generation technique for laboratory AACVD processes, and is the
method used for the majority of the depositions described in
this thesis. A piezoelectric transducer is placed beneath the liquid.
Following this, a high-frequency electric eld is applied to the
transducer, which causes it to produce ultrasonic vibrations. These
waves pass through the liquid and form droplets at the surface.107
A pneumatic aerosol jet is generated by drawing the liquid into
a small area, where it collides with a high-velocity stream of
compressed gas, forming a ne mist of droplets. Since this method
uses high-velocity ow rates, the generated aerosol can be sprayed
rapidly, resulting in fast mass transport rates. For this reason, this
aerosol generation technique was used for the scale-up depositions
described in Section 6.4.2.
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1.4.2 Droplet Evaporation
For an uncharged droplet, the change in the diameter, d, of the
droplet over a time, t, is determined by the following equation:









where d0 is the initial droplet diameter at time t = 0, CA is the
molar concentration of species A in the vapour phase, Cp is the
molar conncetration of species A in the liquid phase, D is the binary
diusivity of vapour A in gas B, xA∞ is the mole fraction of species A
far from the droplet, and xAs is the mole fraction of species A at the
droplet surface.106,108
Additionally, the droplet diameter can be used to estimate the





where τsat is the characteristic time to saturate a gas with the
vapour from evaporating droplets, Dv is the diusivity of the vapour,
and N∞ is the number of droplets per unit volume.106
According to Equation 1.27, the time required to saturate a gas is
inversely proportional to the size and concentration of the droplets.
Large droplets, or a high concentration of droplets will result in
saturation of the gas before the droplets are able to fully evaporate.
For this reason, smaller droplets are preferable.106
If the droplet is charged, the charge density on the surface will
increase as the droplet shrinks. This will continue until the Rayleigh
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limit is reached. At this point, the repulsive electrostatic force
will overcome the attractive surface tension, and the droplet will
fragment into smaller droplets. This continues until the droplet fully
evaporates.109 Therefore, charged droplets will evaporate faster than
uncharged droplets.
1.4.3 Advantages and Disadvantages
The AACVD method has several important advantages over APCVD.
First and foremost, AACVD eliminates the requirement for the
precursors to be highly volatile. This is because AACVD precursors
simply need to be soluble in a suitable solvent fromwhich an aerosol
mist can be generated. For this reason, AACVD opens up a wide
range of non-volatile precursors which can be used for a CVD-type
deposition.
Secondly, the AACVD reactor setup has a simpler design in
comparison to APCVD. In order to transport the precursors to the
reactor, the precursor solution is nebulized, rather than heated.
Additionally, the piping does not need to be heated in order to
prevent condensation. Depositions can also be performed in a open
atmosphere. For these reasons, depositions can be performed at
relatively low cost.110
Another advantage is that the surface morphology of the
as-deposited lms can be controlled, by varying the deposition
conditions, such as substrate, precursor, deposition temperature,
and solvent used for the precursor solution.111 This can allow for
simple tuning ofmorphology-related properties, such as conductivity
and absorbance.
Additionally, AACVD is usually performed using a single source,
in which the precursors undergo a signicant amount of molecular
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mixing in solution, prior to the deposition. This allows for easy
control of stoichiometry during the synthesis of multicomponent
materials.86
However, despite the benets of AACVD, there are drawbacks
which have prevented its implementation as an industrial deposition
technique. Firstly, the lm growth rates are typically low (ca. 10s
of nm min-1).112 AACVD depositions can take 10s of minutes, which
is unsuitable for large-scale depositions, which would generally
need to occur within approximately 20 seconds. Another limitation
of AACVD is that large quantities of solvent would be used for
large-scale depositions, which is an additional hazard in an industrial
environment. For this reason, powerful vapour extraction and solvent
recycling systems would need to be implemented alongside the
deposition apparatus.
The numerous advantages of AACVD make it a desirable technique
to be potentially used for industrial-scale thin lm depositions, as
long as the limitations can be overcome.
1.5 project aims
There are two aims to the research presented in this thesis. The
rst is the discovery of alternative, sustainable TCO materials. This
will be achieved via AACVD of inexpensive precursors — in particular,
zinc-based materials, due to the low cost and low toxicity of zinc. The
lms will be fully characterised and optimised to achieve the best
possible properties.
The second aim is the scale-up of AACVD. The advantages of this
technique make it attractive for commercial applications, and hence
the feasibility of scale-up will be investigated by examining the
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transportation of the aerosol prior to deposition, and by attempting
to increase the lm growth rates.
2
E XPER IMENTA L AND CHARACTER I SAT ION METHODS
2.1 introduction
This chapter will summarise how AACVD is used to deposit thin lm
coatings. Additionally, the theory behind any analysis techniques
is discussed. This is done to aid in the understanding of any data
obtained whilst characterising the lms.
All chemicals used for the work described in this thesis were used
as bought, without any further purication.
2.2 aerosol assisted chemical vapour deposition
The typical set up for an AACVD deposition is shown in Figure 2.1.
Figure 2.1: Experimental set up of a laboratory scale AACVD deposition.
The substrates used for depositions were 3.2 mm thick oat glass
plates, precoated with a 50 nm silicon dioide [SiO2] barrier layer,
supplied by Pilkington NSG. The barrier layer was necessary to
prevent the migration of ions between the lm and the substrate at
high temperatures, which can cause a deterioration of the electrical
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properties.113,114 The glass was cut to an area of 10 x 4.5 cm2. Prior
to the deposition, a substrate would rst be cleaned in a base bath
consisting of KOH (500 g) dissolved in H2O (1 L) and isopropyl alcohol
(IPA) (6 L). After this, the substrate was cleaned using soap and water,
acetone, and IPA. When the substrate was clean, it was loaded into
the reactor, upon a carbon heating block.
A brass top plate was suspended approximately 8 mm above the
glass substrate, lying parallel to maintain laminar ow of the aerosol.
This allowed for the deposition of a more continuous, uniform lm.
When the substrate and top plate were loaded, the reactor was
sealed, and the graphite block was then heated to the deposition
temperature.
A precursor solution was prepared by adding all precursors to
an appropriate solvent within a glass bubbler, and stirring using a
magnetic follower. When all solids were fully dissolved, the bubbler
was clamped so that it was partially submerged in a ‘Liquifog’ piezo
ultrasonic atomizer from Johnson Matthey, which uses an operating
frequency of 1.6 MHz. The humidier was then switched on to
generate an aerosol mist of the precursor solution within the bubbler.
A carrier gas was used to transport the aerosol mist to the reactor
at a gas ow rate of 1 L min-1, through a brass bae which initiates
a laminar ow, to the heated substrate where the lm deposited. All
exhaust was vented into a fume cupboard.
After approximately 30–40 minutes, when the bubbler was
completely empty, the humidier was switched o, and the reactor
was allowed to cool to below 100 °C, under a continuous ow of
the carrier gas. When the reactor was cool enough, the substrate was
removed for further analysis and characterisation.
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Table 2.1: Deposition conditions for all of the lms described in this thesis,





AZO 450 Zn(acac)2 + AlCl3
GZO 450 Zn(acac)2 + GaCl3
IZO 450 Zn(acac)2 + InCl3
AGZO 450 Zn(acac)2 + AlCl3 + GaCl3
IGZO 450 Zn(acac)2 + GaCl3 + InCl3
AIZO 450 Zn(acac)2 + AlCl3 + InCl3
SZO 450 Zn(acac)2 + Si(OC2H5)4
FSZO 450 Zn(acac)2 + NH4F + Si(OC2H5)4
FTO 550 nBuSnCl3 + NH4F
2.3 characterisation techniques
Considering the fact that macroscopic properties are often
determined by a material’s structure on the local, nanoscopic,
and microscopic scale, it is crucial to thoroughly analyse a material
using appropriate techniques, to understand the origin of its
functional properties.
2.3.1 X-Ray Diraction
Chemically identicalmaterials can exist as dierent crystal structures.
A common example of this is the photocatalytically active material
titanium dioxide [TiO2], which has several naturally occurring forms.
The two most common of these are rutile and anatase. Although they
are both built from TiO2, the unit cells have dierent coordination
structures and thus dierent chemical bonding which results in
highly dissimilar ionization potentials and electron anities.115
These varying electronic structures are what cause the discrepancy in
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the photoactivity of the two otherwise chemically indistinguishable
phases.116,117 This shows how a variation in the crystal structure can
aect the macroscopic properties of the material.
The crystal structure of a material can be ascertained using X-ray
diraction (XRD) techniques.
2.3.1.1 Miller planes
The crystal structure of a material is determined by its long range
order on the atomic level, whereby an eectively innite repetition
of the unit cell in three dimensions results in periodic atomic planes
known as Miller planes.118
Families of Miller planes are designated by the Miller indices, h, k,
and l, which are integers that correspond to the lattice parameters
a, b, and c, respectively. For cubic crystal structures with lattice
parameter a, the interplanar spacing for a particular Miller plane
(hkl) is given by:
dhkl =
a√
h2 + k2 + l2
(2.1)
By scanning through dierent angles with respect to the incident
radiation, various Miller planes in a crystal structure will cause
diraction. Dierent Miller planes will be present for dierent crystal
structures, which leads to a "ngerprint" XRD pattern for each crystal
structure.
2.3.1.2 Bragg’s law
The interplanar distance, dhkl, is on the order of 10-10 m, which
corresponds to the wavelength of X-ray radiation.119 For this reason,
X-rays are used to probe the crystal structure of a material. When
a beam of X-rays is directed onto a surface at an angle θ, the
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Figure 2.2: Schematic showing the origin of Bragg’s law. The lower X-ray
photon has travelled an additional distance of 2dhkl sin θ in
comparison to the upper photon.
photons are scattered by the electron clouds of the atoms. At
certain angles, constructive interference between reected photons
originating from dierent crystal planes will result in a high intensity
peak. This occurs when the Bragg equation is satised:
nλ = 2dhkl sin θ (2.2)
where n is the order of the reection (usually set to 1), and λ is
the wavelength of the incident photon. The origin of Bragg’s law is
summarised in Figure 2.2.
2.3.1.3 Crystallite diameter
In a polycrystalline material such as the lms described in this thesis,
the crystal quality can be quantied by examining the crystallite
diameter. Larger crystallite growth typically indicates higher quality
crystallinity. The crystallite diameter can be determined from the
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where D is the crystallite diameter, k is the Scherrer constant,
lambda is the wavelength of the incident X-rays, β is the full-width
at half maximum (FWHM) in radians, and θ is the Bragg diraction
angle in radians.120–122
2.3.1.4 Equipment
XRD patterns were recorded using a Bruker D8 Discover X-ray
diractometer using monochromatic Cu Kα1 and Kα2 radiation
of wavelengths 1.54056 and 1.54439 Å respectively, emitted in an
intensity ratio of 2:1 with a voltage of 40 kV and a current of 40
mA. The incident beam angle was in a grazing set up at 1° and data
was collected between 10° and 66° 2θ with a step size of 0.05° at 2
seconds per step. Lattice parameters were calculated from the XRD
data using GSAS and EXPGUI software.123,124
2.3.2 X-Ray Photoelectron Spectroscopy
The elemental composition of a solid sample can be determined
by irradiating the surface with X-rays of a known energy to liberate
electrons from the surface. These electrons are then detected
and measured in counts per second (CPS). Their kinetic energy is
determined, from which the binding energy can be calculated. This
is known as X-ray photoelectron spectroscopy (XPS).
2.3 characterisation techniques 49
Figure 2.3: Schematic representation of X-ray photoelectron spectroscopy.
The incident X-ray photon excites a core electron past the
vacuum level (EV), thus liberating it from the nucleus it is bound
to.
2.3.2.1 Binding Energy
Since the energy of the irradiating X-rays is known, the kinetic energy
of the emitted electrons is related to the binding energy of the
electron to the atom or ion it is bound to. The binding energy of
an electron depends on the element of the atom it is bound to, the
oxidation state of that atom, and its environment, taking into account
any local bonding. The binding energy is given by:
BE = hν−KE−φ (2.4)
where BE is the binding energy, h is Plank’s constant, ν is the
wavelength of the incident X-rays, KE is the kinetic energy of the
emitted electrons, and φ is the work function of the electrons.
Since the X-rays interact with the electron clouds of the elements,
heavier elements aremore sensitive to XPS than lighter elements. For
this reason, relative sensitivity factors are used to scale the peaks,
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allowing them to be used to accurately quantify the elements in the
sample.
XPS is a surface technique, which means it can only probe the
uppermost few nanometres. This is because the liberated electrons
from deeper within the bulk of the sample will be re-absorbed before
they can be detected. In order to obtain data from the bulk of the
material, the sample can be etched, by bombarding it with an ion
beam.
2.3.2.2 Equipment
XPS was done using a Thermo Scientic K-alpha spectrometer with
mono-chromated Kα radiation, a dual beam charge compensation
system and constant pass energy of 50 eV, with a spot size of 400 µm.
Data was tted using CasaXPS software.
2.3.3 Scanning Electron Microscopy
High resolution images of a surface morphology can be obtained
through scanning electron microscopy (SEM), with much greater
magnication and resolution than is possible using optical
microscopy. It is achieved by focusing a beam of high energy
electrons onto the surface of a sample. These electrons can undergo
elastic or inelastic collisions with the sample. Elastic collisions
are where they collide with the nucleus of an atom and are
backscattered without a signicant transfer of energy. Backscattered
electrons typically have energy values from 50 eV to the operating
energy of the electron beam. Inelastic collisions are where the
electrons from the beam collide with the sample nuclei or sample
electrons and transfer some of their kinetic energy to the sample.
This transfer of energy can result in the ejection of secondary
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electrons from the surface. The secondary electrons typically have
energy values of 0–50 eV. Since secondary electrons are low energy
in comparison to backscattered electrons, they can be directed
towards the detector using a positively charged grid.
Figure 2.4: Schematic representation of scanning electron microscopy.
The number of secondary electrons is related to the topography
of the sample. As the beam position is known, the resulting image is
a distribution map, with each pixel corresponding to the intensity
of the signal of the detected secondary electrons. The surface
morphology of a lm can vary substantially, depending on its
composition, and on deposition conditions.
2.3.3.1 Equipment
Samples were sputtered with gold for 30 seconds to improve their
conductivity. This was done to prevent sample charging, which can
have a detrimental eect on the quality of the images recorded. The
surface morphologies were analysed by viewing the lms from a
top-down perspective, and the lm thicknesses were determined by
viewing the lms from a side-on perspective. Ideally, the thickness
measurements should be calibrated bymeasuring against a standard
of a known thickness.
SEM images were obtained using a JEOL JSM-6301F Field Emission
SEM at an acceleration voltage of 5 kV.
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2.3.4 UV/Vis Spectroscopy
UV/Vis spectroscopy is a technique that analyses the optical
properties of a sample. This is done by shining visible, ultraviolet
(UV), and near infrared (NIR) light at the sample, scanning through a
range of wavelengths.
When light passes from one medium to one with a dierent
refractive index, some of the light is scattered. The reectivity (R)






where IR is the intensity of the reected light, and I0 is the intensity
of the incident light.125
The light that enters the new medium without being reected can
be absorbed. The amount of light that is absorbed is dependant upon
the spacing between energy levels in the sample. If these spacings
correspond to the incident light wavelength, then this wavelength
will be absorbed, resulting in the promotion of an electron.126
Alternatively, light can be transmitted through the medium. The
transmitted intensity (IT) is given by:
IT = I0(1−R)2e−βl (2.6)
where IT is the intensity of the transmitted light,β is the absorption
coecient, and l is the sample thickness.125
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The overall intensity of the incident beam (I0) is related to the
intensity of the light that is transmitted (IT), absorbed (IA), or
reected (IR) from the sample:
I0 = IT + IA + IR (2.7)
For TCO applications, it is important to analyse transmittance in the
visible part of the spectrum in particular. This range is approximately
400-700 nm.127
2.3.4.1 Equipment
UV/Vis spectra were taken using a Perkin Elmer Fourier Transform
Lambda 950 UV/Vis spectrometer over a range of 250–2500 nm, in
both transmission and reectance modes.
2.3.5 Electrical Conductivity Measurements
As explained in Section 1.2.1, band theory can be used as a model
to explain the intricacies behind electrical conductivity. In classical
terms, delocalised electrons or holes, both of which can be regarded
as point charges, respond to an externally applied electric eld,
resulting in a net ow of charge.
2.3.5.1 Hall Eect
If a magnetic eld is applied perpendicular to the direction of the
current, the electron ux will experience a force known as the Lorentz
force. This deects electrons, and causes them to build up against
one side of the conductor. This phenomenon is known as the Hall
eect.128 The result of this is a potential dierence, known as the Hall
voltage, perpendicular to the direction of the current (see Figure 2.5).
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Figure 2.5: Schematic showing an electron responding the the Lorentz force,
resulting in the Hall eect.
The Hall eect can be probed to determine the electrical properties





where Ey is the magnitude of the electric eld in the y direction,
induced due to the Hall voltage. This induced electric eld is
perpendicular to the current density jx, which is dened as the
electric current in the x direction, per unit of cross section. Bz is the
magnitude of the applied magnetic eld in the z direction.6
The Hall coecient can be related to the quantity of charge carriers





where rH is the Hall coecient scattering factor, N is the charge
carrier concentration, and e is the charge on an electron. rH is
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The sign of the Hall voltage determines the type of semiconductor
(n-type or p-type).92 However, it is important that the sample is
homogeneous, as non-uniformity can falsely indicate a p-type Hall
coecient for a sample that is evidently an n-type semiconductor.129
The magnitude of the Hall voltage is proportional to the resistivity,
ρ, and the charge carrier mobility, µ, as shown by the following
equation:
RH = ρµ (2.11)
2.3.5.2 Van der Pauw Technique
The method by which the Hall eect is measured is known as the van
der Pauw technique.130 This method involves measuring the current
through the sample. Following this, the current is measured whilst
applying a perpendicular magnetic eld of a known strength. Finally,
the current is measured again with the magnetic eld in the opposite
direction. This technique exploits the Hall eect and can be used to
calculate the resistivity, the charge carrier concentration, the charge
carrier mobility, and the doping type (n-type or p-type).
The advantage of the van der Pauw technique is that it can
accurately determine the electrical properties of a sample of any
arbitrary shape, as long as the sample is two dimensional (i.e. its
thickness is signicantly less than its width), there are no holes in
the sample, and the contacts are placed at the perimeter.
2.3.5.3 Equipment
Samples were cut to 1 cm2 squares, and then a small amount of
silver paint was applied to each corner to create contacts. An Ecopia
HMS-3000 was used to obtain the Hall measurements, via the van der
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Pauw technique. Measurements were taken using a 0.58 T permanent
magnet, and a current of 1 µA.
Part II
R ESULTS AND D I S CUSS ION

3
A LUM IN IUM -, GA L L I UM - AND IND IUM-DOPED Z INC
OX IDE TH IN F I LMS DEPOS I T ED V I A AACVD
This chapter focuses on the eect that the group 13 elements
(aluminium, gallium and indium) have when doped into thin lms
of zinc oxide. The lms were deposited via AACVD, with the dopant
concentrations varied in order to nd the optimum optoelectronic
properties. The lms were rst doped individually with aluminium,
gallium or indium, with varying dopant concentrations to optimise
the functional properties. Following this, the lms were co-doped,
whereby two dopants were used simultaneously. Finally, a solvent
study was performed to determine the extent of control over surface
morphology.
3.1 introduction
ZnO has potential as an alternative TCO material. It can be made
at a low cost due to the high abundance of naturally occurring
zinc-containingminerals, and it has a relatively low toxicity compared
to indium and tin. Additionally, it has a wide, direct band gap,
resulting in high optical transparency. Undoped ZnO usually has
low conductivity, granted by the presence of inherent defects, as
described in Section 1.2.5. However, there are many dopants for
ZnO which are known to improve its electrical properties. The most
commonly investigated dopants for ZnO are the group 13 metals — in
particular, aluminium, gallium and indium.
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Aluminium-doped zinc oxide (AZO), gallium-doped zinc
oxide (GZO), and indium-doped zinc oxide (IZO) have all
been synthesised previously by various techniques, including
magnetron sputtering,131–143 molecular beam epitaxy,144–146
pulsed laser deposition,71,147–154 sol-gel synthesis,155–161 atomic
layer deposition,162–168 spray pyrolysis,15,169–175 atmospheric
pressure chemical vapour deposition,176–181 low pressure chemical
vapour deposition,182–185 and aerosol assisted chemical vapour
deposition.186–193
Various precursors have been used in the literature for the
deposition of ZnO thin lms. Two of the most commonly used
precursors are dimethyl zinc [ZnMe2] and diethyl zinc [ZnEt2].
These compounds have been used to prepare high quality ZnO
lms with excellent TCO properties.168,178,179,190,194 However, these
precursors are expensive and highly pyrophoric.191 This makes their
usage dangerous and non-trivial, which is not ideal for commercial
applications.
The zinc precursor used in this work was zinc acetylacetonate
[Zn(acac)2]. This compound is relatively inexpensive, air-stable and
non-toxic. However, depositions using Zn(acac)2 are more likely to
result in carbon contamination in the lms.185
3.2 dopant study
3.2.1 Experimental
The equipment for AACVD was set up as described in Section 2.2. The
glass substrate was heated to 450 °C.
A typical precursor solution was made by dissolving
zinc acetylacetonate monohydrate [Zn(acac)2·H2O] (0.5 g)
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in methanol [MeOH] (20 mL), with a dopant quantity of
aluminium/gallium/indium trichloride [Al/Ga/InCl3]. Acetic acid
(20 drops) was added to aid the solubility of the Zn(acac)2 in MeOH.
Nitrogen [N2] was used as the carrier gas, with a ow rate of 1 L min-1.
An undoped ZnO lm was also deposited to compare the eects of
the dopants.
3.2.2 Film Synthesis
Aluminium-, gallium-, and indium-doped ZnO thin lms were
synthesised, based on the following reactions:
Zn(acac)2 (g) + xAlCl3 (g) ∆−−→ AlxZn1 – xO (s)
Zn(acac)2 (g) + xGaCl3 (g) ∆−−→ GaxZn1 – xO (s)
Zn(acac)2 (g) + xInCl3 (g) ∆−−→ InxZn1 – xO (s)
Each deposition was repeated at least three times. No signicant
dierence was observed between depositions, indicating the
deposition of each lm was reproducible. The lms were handled
and stored in air and showed no degradation in quality or properties
after 12months. All of the as-deposited lmswere of high quality, and
showed good adhesion to the glass substrates. The lms passed the
Scotch tape test, and resisted being scratched with a steel scalpel.
The lms displayed interference patterns when observed at an
angle. These patterns are the result of constructive and destructive
interference between visible photons which have been reected from
the air-lm boundary and the lm-substrate boundary.10,190 This
indicated that the lms had a non-uniform thickness, with some
regions of the lms being similar to the wavelength of light.195,196
This is to be expected, as a result of the side-on deposition
method. The lm will be thicker nearest to the bae. The region
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closest to the bae consistently showed the highest quality lms
in terms of coverage and uniformity, so this was the region that was
characterised. The lm thicknesses were determined by side-on SEM.
They varied and did not show a signicant trend. The average lm
thickness was 1.8 µm. (Table 3.1).
3.2.3 Crystal Structure
All of the as-deposited lms displayed a wurtzite ZnO crystal
structure. No secondary phases corresponding to Al2O3, Ga2O3, In2O3,
or any ternary Zn-M-O (M = Al, Ga, In) compound were observed by
XRD (Table 3.1).
Table 3.1: Structural properties of AZO, GZO, and IZO lms deposited via
AACVD. The lm thicknesses were determined by side-on SEM, and













5 mol% AZO 76 (002) 47.673(5) 1.0
10 mol% AZO 72 (002) 47.649(8) 1.2
15 mol% AZO 62 (002) 47.620(8) 2.0
20 mol% AZO 64 (002) 47.69(1) 1.0
5 mol% GZO 73 (002) 47.65(7) 3.8
10 mol% GZO 69 (002) 47.573(3) 2.0
15 mol% GZO 61 (002) 47.473(8) 1.9
20 mol% GZO 63 (002) 47.520(8) 2.2
5 mol% IZO 47 (100), (101) 48.015(6) 0.8
10 mol% IZO 52 (100), (101) 47.544(6) 2.0
15 mol% IZO 48 (100), (101) 47.811(9) 2.4
20 mol% IZO 45 (100), (101) 47.578(9) 1.5
Figure 3.1 shows the XRD patterns for the AZO lms, compared to
an undoped ZnO lm deposited in the same conditions, as well as a
powder ZnO sample taken from ICSD #82028.
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Figure 3.1: X-ray diraction patterns of the AZO lms deposited via AACVD.
An undoped ZnO lm also deposited via AACVD is included for
reference, as well as a diraction pattern of ZnO from ICSD
#82028.
In a thin lm, preferred orientation is often observed in the XRD
data. This is because lms grow to minimise their surface energy,
and hence there will be preferential growth in the crystal plane
with the lowest surface free energy. In wurtzite ZnO, the (002) plane
is the most stable.190,192,197 For this reason, preferrential growth in
the (002) is commonly reported for ZnO thin lms.189 The stability
of the (002) plane often results in columnar grain growth, due to
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the packing of crystallites along the c-axis, perpendicular to the
substrate surface.187,198
The undoped ZnO lm showed a preferred orientation in the (002)
plane, as is typical with ZnO lms. The incorporation of aluminium
did not aect the preferred orientation, and the AZO lms continued
to display a prominent (002) peak.
The intensity of the peaks decreased as the concentration of
aluminium was increased in solution. This could be due to the
aluminium causing a degradation in the crystallinity of the ZnO,
resulting in less intense X-ray reections. This is also demonstrated
in the decreasing crystallite diameters, which are attributed to crystal
quality in polycrystalline materials. This is to be expected, since the
ionic radius of 4 co-ordinate Al3+ (0.53 Å) is smaller than the ionic
radius of 4 co-ordinate Zn2+ (0.74 Å).s199–201 Hence, substitutional
doping of Al3+ onto the Zn2+ sites will lead to a small amount of strain
within the unit cell, which can result in crystallographic defects such
as dislocations, self-interstitials, or point defects.
The XRD patterns of the GZO lms were very similar to those of
the AZO lms (Figure 3.2). They showed a preferred orientation in
the (002) crystal plane, even at high dopant concentrations. They
also showed a reduction in peak intensity and crystallite diameter at
higher dopant concentrations, indicating a degradation in the crystal
quality. Compared to the rest of the group 13 metals, the ionic radius
of 4 co-ordinate Ga3+ (0.62 Å) is closest to that of 4 co-ordinate Zn2+
(0.74 Å).154 This means that gallium should have have the smallest
eect on the crystallinity of the ZnO. However, the observed loss of
peak intensity was almost identical for both AZO and GZO.
The XRD patterns of the IZO lms did not show preferred
orientation in the (002) direction like the AZO and GZO lms (Figure
3.3). Instead, the use of indium as a dopant seemed to promote
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Figure 3.2: X-ray diraction patterns of the GZO lms deposited via AACVD.
An undoped ZnO lm also deposited via AACVD is included for
reference, as well as a diraction pattern of ZnO from ICSD
#82028.
growth in the (100) and (101) planes. This phenomenon has been
observed many times in IZO lms grown by spray pyrolysis — a
technique closely related to AACVD.169,170,173,175,202–204 Goyal et al.
explained that the change in preferred orientation observed in IZO
lms is due to the In3+ cations providing a dierent type of nucleation
centre for ZnO gowth.204
The IZO lms also showed a reduction in peak intensity as the
dopant concentration was increased. Again, this indicated a loss of
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crystallinity. However, the loss of crystallinity was more extreme in
the case of IZO in comparison to AZO and GZO. The IZO diraction
peaks were even less intense at high dopant concentrations, and
the crystallite diameters were signicantly smaller. When 20 mol%
indium was used in the precursor solution, the resultant lm showed
signicant peak broadening, and a complete loss of intensity of
the (002), (102), and (103) peaks. The reason that indium had a
more detrimental eect on the ZnO crystal structure compared to
aluminium and gallium is that 4 co-ordinate In3+ has an ionic radius
(0.81 Å) larger than that of 4 co-ordinate Zn2+ (0.74 Å).205–207 Moreover,
the In–O bond length (2.10 Å) is longer than the Zn–O bond length (1.97
Å).207 Consequently, the substitution of Zn2+ for In3+ will introduce
more strain into the lattice, resulting in an increase in the disorder in
the structure.
The incorporation of the dopants into the ZnO structure can be
conrmed by calculating the unit cell volumes. This was done by
rening the XRD data to determine the lattice parameters. The two
main ways to do this are Rietveld renement and Le Bail renement.
The Rietveld method begins with an idealised model of a known
structure. It then changes the model by rening various parameters
through a least squares renement, until the simulated XRD pattern
closely matches the observed pattern.208,209 The Le Bail method
does not start with a model structure. Instead, the peak intensities
are initially t arbitrarily.210 Because the peak intensities are not
rened as they are in Rietveld renement, the calculations are much
faster. The Le Bail method is better for crystalline thin lm samples
which show unusual peak intensities due to the eects of preferred
orientation. Consequently, the Le Bail method was used for all of
the renement in this work. More detail about XRD renement is
presented in the appendix (Section A.1)
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Figure 3.3: X-ray diraction patterns of the IZO lms deposited via AACVD.
An undoped ZnO lm also deposited via AACVD is included for
reference, as well as a diraction pattern of ZnO from ICSD
#82028.
The general trend observed for the AZO and the GZO lms was an
initial decrease in unit cell volume (Table 3.1). This is because the
dopants initially subsititute for Zn2+. Since the dopants have smaller
ionic radii in comparison to Zn2+, the result is a contraction in the
unit cell. However, at higher dopant concentrations, there was an
eventual increase in unit cell volume again. The reason for this is that,
at high concentrations, the dopants began to occupy interstitial sites
as well as substitutional sites.211 The IZO lms showed less of a trend,
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due to the larger ionic radius of In3+. Interestingly, the 5 mol% IZO
lm had the largest unit cell volume out of any of the as-deposited
lms. Higher concentrations of indium appeared to result in a slightly
smaller unit cell volume. This could be explained by the indium
introducing more disorder into the crystal structure than aluminium
and gallium, and hence the extracted unit cell volumes for the IZO
lms were less reliable due to the poorer quality XRD data obtained.
3.2.4 Elemental Analysis
The elemental compositions of the lms were determined using XPS.
The lms were etched, so that the compositions of the surfaces and
the bulks of the lms could be determined. Carbon was observed
both at the surfaces and within the bulks of the lms, indicating
carbon contamination. This was due to the thermal breakdown of
Zn(acac)2 — a process which is less ecient than the decomposition
of other organozinc precursors such as ZnMe2 and ZnEt2. Hence,
carbon species were trapped during lm growth. Adventitious carbon
was used to calibrate the data, with a binding energy of 285.0 eV for
the carbon 1s peaks.212,213
Figure 3.4: XPS spectra for the 10 mol% AZO lm deposited via AACVD,
showing typical oxygen 2p peaks (a) at the lm surface, and (b)
in the bulk of the lm.
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All of the 2p and 3d peaks scanned were deconvoluted using
CasaXPS, to nd that they each consisted of two separate peaks. The
peak splitting is a result of spin-orbit coupling, whereby the spin
of an electron interacts with the magnetic eld generated by its
motion.214–217 This causes the 2p orbital to split into a 2p1/2 orbital
and a 2p3/2 orbital. The 2p1/2 orbital is lower in energy than the 2p3/2
orbital, so more energy is required to liberate an electron from the
2p1/2 orbital. Hence, the 2p1/2 peak is at a higher binding energy than
the 2p3/2 peak in the XPS spectrum. Similarly, the 3d orbital is split
into a lower energy 3d3/2 orbital and a higher energy 3d5/2 orbital.
The 2p orbitals were examined for zinc, oxygen and aluminium. Since
gallium and indium are larger than aluminium, the 2p orbitals are
more shielded than the 3d orbitals. Thus, it is easier to liberate an
electron from the gallium or indium 3d orbitals than it is from the 2p
orbitals. For this reason, these orbitals were probed using XPS.
Figure 3.5: XPS spectra for the 10 mol% AZO lm deposited via AACVD,
showing the (a) aluminium 2p peaks at the lm surface, (b)
aluminium 2p peaks in the bulk of the lm, (c) zinc 2p peaks at
the lm surface, and (d) zinc 2p peaks in the bulk of the lm.
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Figure 3.6: XPS spectra for the 10 mol% GZO lm deposited via AACVD,
showing the (a) gallium 3d peaks at the lm surface, (b) gallium
3d peaks in the bulk of the lm, (c) zinc 2p peaks at the lm
surface, and (d) zinc 2p peaks in the bulk of the lm.
The oxygen 2p peak for the lms could be deconvoluted into three
separate peaks, OI, OII, and OIII, with binding energies of 530.0 eV (±
0.2 eV), 531.6 eV (± 0.2 eV), and 532.6 eV (± 0.2 eV), respectively (Figure
3.4). The OI peak, which was themost intense, can be attributed to the
O2- ions in ZnO.154 The OII peak can be attributed to O2- ions located in
oxygen decient regions in ZnO, and thus relates to the concentration
of oxygen vacancies.154,182,218–220 The OIII peak can be attributed to
surface bound oxygen species, such as O2–, –CO3, and H2O.199,204 In
the bulks of the lms, the relative intensities of the OII and OIII peaks
diminished signicantly. This indicates that surface bound impurities
were mostly removed during the etching process. It also suggests
that the concentration of oxygen vacancies in the bulks of the lm
was lower than at the surfaces. Wong et al. observed that there was a
higher concentration of oxygen vacancies at the surfaces of their ZnO
nanowires, deposited via CVD.221 They explained this by calculating
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Figure 3.7: XPS spectra for the 10 mol% IZO lm deposited via AACVD,
showing the (a) indium 3d peaks at the lm surface, (b) indium 3d
peaks in the bulk of the lm, (c) zinc 2p peaks at the lm surface,
and (d) zinc 2p peaks in the bulk of the lm.
that the VO formation energy is lower near the surface than it is in
the bulk. This was conrmed by Deng et al., who also found that
VO migration in ZnO is energetically favourable in the direction from
the bulk to the surface.222 VO defects migrate via a kick-out process,
whereby a nearest neighbour O2- ion jumps into the VO site, leaving a
vacancy behind.70,223 Carrasco et al. stated that there is a low diusion
barrier for VO defects in ZnO.224
The zinc 2p peaks consistently had a splitting of 23.1 eV, and peak
positions of 1021.3 eV (± 0.2 eV) and 1044.4 eV (± 0.2 eV) for the 2p3/2
and 2p1/2, respectively (Figures 3.5c, 3.5d, 3.6c, 3.6d, 3.7c, and 3.7d). All
of this corresponds to Zn2+ in ZnO.189,199 This is further evidence that
no Zn-M-O phases formed.
The aluminium 2p peaks had a splitting of 0.41 eV, which is typical of
aluminium.225–227 The position of the aluminum 2p3/2 and 2p1/2 peaks
were consistently found at binding energies of 75.1 eV (± 0.2 eV) and
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75.5 eV (± 0.2 eV), respectively, which can be assigned to Al3+ (Figure
3.5a and 3.5b).201 The characteristic peak for metallic aluminium at
72.8 eV was not observed at the surfaces or within the bulks of the
lms.228,229
The gallium 3d peaks all had a splitting of 0.45 eV, which is
the splitting that is usually seen for this peak (Figures 3.6a and
3.6b).230–232 In addition, the gallium 3d5/2 and 3d3/2 peak positions
were consistently 20.0 eV (± 0.2 eV) and 20.4 eV (± 0.2 eV)
respectively, which is typical of Ga3+.233,234 The characteristic peak for
metallic gallum at 18.7 eV was not observed at the surfaces or within
the bulks of the lms.235,236
Finally, the indium 3d peaks had a splitting of 7.6 eV. This is typical
for indium 3d (Figures 3.7a and 3.7b).237,238 The position of the indium
3d5/2 and 3d3/2 peaks were consistently 444.9 eV (± 0.2 eV) and 452.5
eV (± 0.2 eV), respectively, which is what is usually observed for
In3+.239,240 The characteristic peak of metallic indium at 444.0 eV was
not observed at the surfaces or within the bulks of the lms.241,242
Figure 3.8: Al:Zn ratios at the surfaces and in the bulks of the AZO lms
deposited via AACVD, as determined by XPS.
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The concentration of Al3+ incorporated into the lms was higher
than the concentration in the initial precursor solution (Figure 3.8).
This indicates that the amount of Al3+ in the lm was strongly
dependant on the amount in solution. Increasing the concentration
of aluminium in solution led to an increase in surface segregation
of the dopant. This is a phenomenon which has been observed
previously, and is due to the dopant segregating to the grain
boundaries, and forming oxide bonds.159 It is the result of the dopant
reaching its solubility limit in the lm.173,243 There is a signicant
amount of surface segregation for high aluminium concentrations.
This is due to the small ionic radius of Al3+. The high deposition
temperatures provided the Al3+ with sucient energy to diuse
through the lattice.167,244 Usually, dopant segregation increases at
high dopant concentrations.199 The oxide phases that form in the
grain boundaries are insulating, and typically lead to a deterioration
in the electrical properties of the lm.201,245
Figure 3.9: Ga:Zn ratios at the surfaces and in the bulks of the GZO lms
deposited via AACVD, as determined by XPS.
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Figure 3.10: In:Zn ratios at the surfaces and in the bulks of the IZO lms
deposited via AACVD, as determined by XPS.
The concentration of Ga3+ in the GZO lms also increased as the
amount in solution was increased (Figure 3.9). However, the trend was
not as strong as it was for the AZO lms. The gallium in the lms was
also surface segregated. However, unlike the AZO lms, the amount of
surface gallium compared to bulk gallium did not change signicantly
with dopant concentration.
For the IZO lms, low concentrations of the dopant did not appear
to inuence the amount of In3+ in the lm (Figure 3.10). Only upon
doping with 15 mol% indium in solution, was there a signicant
increase in dopant concentration in the lm. Additionally, the IZO
lms had the lowest amount of surface segregation. This is most
likely a result of In3+ being the only dopant used with a radius that
is larger than that of Zn2+. For this reason, there is a high energy
barrier for In3+ to diuse through the lattice, making it dicult for
In to segregate to the surface.
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3.2.5 Surface Morphology
The thicknesses of the lms were determined by side-on SEM (Table
3.1). Top-down SEM was used to examine the morphologies of the
undoped ZnO lm and the 10 mol% doped lms.
Figure 3.11: SEM images of undoped ZnO lm deposited via AACVD.
The undoped ZnO lm had a grain structure which consisted
of interlocking plates (Figure 3.11). These plates were hexagonal in
shape, and appeared to be randomly oriented, although many faced
upwards, away from the substrate. This is a result of columnar growth,
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as indicated by the preferred orientation in the (002) direction,
observed in the crystal structure. Additionally, the underside of the
hexagonal grains appears to show a rougher, layered morphology.
The grains were approximately 1 µm in diameter.
Although the grains were similar in diameter, the grains of the 10
mol% AZO lm were not a well-dened hexagonal shape like the
grains in the undoped ZnO lm (Figure 3.12a). Instead, the plates
appeared to have been etched around the edges. It is possible
that the aluminium prevented the formation of the clearly dened
hexagons. The layered grain structure is still visible, however, and
the grains are interlocked in the same way as the undoped lm.
The grains in the 10 mol% GZO lm were more hexagonal in shape
compared to the AZO lm (Figure 3.12b). However, they were still not
as well-dened as the undoped lm, and also appeared to be etched.
The grains had holes in the surfaces, revealing the interiors of the
grains.
The surface morphology diered signicantly for the 10 mol% IZO
lm (Figure 3.12c). Hexagonal grains were not visible. Instead, the lm
consisted of a denser structure. Additionally, needle-like formations
can be seen scattered across the surface. This is representative of the
dierent preferred orientation observed for the IZO lms, in the (100)
and (101) directions. Preferred orientation in these directions has led
to a more random distribution of crystallites, and is caused by the
dopant providing an alternate pathway for precursor decomposition
and lm growth.190
It is apparent that the surface morphology varied signicantly,
depending on whether aluminium, gallium, or indium was used
in the precursor solution. Hence, the morphology was highly
dopant-dependant. Dierent dopants seemed to result in dierent
growth mechanisms, causing dierent grain structures. This is
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Figure 3.12: SEM images of 10 mol% (a) AZO, (b) GZO, and (c) IZO lms
deposited via AACVD.
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signicant, as optical properties and electrical properties are often
related to the surface morphology of the lm.
3.2.6 Optical Properties
All of the as-deposited lms displayed a high transparency in the
visible part of the spectrum (400–700 nm), with many showing
>80% (Table 3.2) — exceeding the required limit for commercial
applications.





5 mol% AZO 79 3.25
10 mol% AZO 83 3.30
15 mol% AZO 84 3.50
20 mol% AZO 79 3.32
5 mol% GZO 81 3.28
10 mol% GZO 83 3.31
15 mol% GZO 84 3.37
20 mol% GZO 76 3.33
5 mol% IZO 75 3.30
10 mol% IZO 78 3.33
15 mol% IZO 83 3.33
20 mol% IZO 74 3.10
For each lm, the transmittance tended to decrease at longer
wavelengths, which indicated a greater absorption of infrared light
in comparison to visible light. The trend observed for each dopant
was an increase in transmittance with dopant concentration until 15
mol% dopant was used. At 20 mol%, the transmittance decreased
again. This can be seen by looking at the UV/Vis spectra (Figures 3.13,
3.14, and 3.15).
The lms with the highest transmittance in the visible part of the
spectrum were 15 mol% AZO and 15 mol% GZO. These lms were not
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Figure 3.13: Transmission-reectance spectra for AZO lms deposited via
AACVD.
Figure 3.14: Transmission-reectance spectra for GZO lms deposited via
AACVD.
the thinnest of the deposited lms. Their thickness was close to the
average thickness, and so the reason for their high transparency is
not thickness-related. It could be due to a combination of factors,
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Figure 3.15: Transmission-reectance spectra for IZO lms deposited via
AACVD.
including the fact that these lms possessed the widest band gaps
(Table 3.2). This would result in more higher energy visible photons
able to pass through the material without being absorbed and
exciting an electron. Another reason for their high transparency could
be due to the lm morphology. If they were slightly less textured, it
could result in less scattered light. By examining Figures 3.1 and 3.2,
it can be seen that the (002) peaks on the XRD patterns for the 15
mol% AZO and 15 mol% GZO lms are less pronounced relative to the
(100) and (101) peaks, compared to the patterns for lms at lower
concentrations. This indicates a reduction in preferred orientation,
and thus a reduction in the lm texture.198,246 Therefore, the low
carrier concentration and low texture of the lm could be reasons
for the observed high transparency.
The reectance of the lms did not vary much, and remained low
(<20%) across the range of wavelengths scanned. This means that
the lms would not be appropriate for low emissivity coatings, which
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require high IR reectance in order to act as transparent, thermally
insulating window coatings for buildings.38,247
The transmission-reection data for each lmwas used to generate
Tauc plots, from which the band gaps were calculated. The undoped
ZnO lm had a band gap of 3.16 eV. For each dopant used, there
was an initial increase in the band gap, due to the Burstein-Moss
eect, as described in Section 1.2.2.1. The BM eect seemed to
become less pronounced with increasing dopant size. At high dopant
concentrations, the band gap was observed to decrease again, due
to the band gap narrowing eect, as described in Section 1.2.2.2.
Overall, the lms displayed high transparency. The transparency
could potentially be improved further, by using anti-reection
coatings.248,249 Thus, all of the as-deposited lms have the potential
to exceed the requirement for 80% transmittance in the visible part
of the spectrum.
3.2.7 Electrical Properties
The resistivity, carrier concentration, and carrier mobility were
obtained using the van der Pauw technique, and are summarised
in Table 3.3. The undoped ZnO lm was too resistive to measure
any electrical properties. All of the doped lms displayed n-type
conductivity, with electrons as the majority charge carriers.
Regardless of the dopant used, the resistivity of the lms followed
the same trend. The resistivity initially decreased until it reached a
minimum when 10 mol% dopant was used in the precursor solution.
At higher dopant concentrations, the resistivity increased again.
The initial decrease in resistivity is due to the dopant elements
introducing charge carriers into the conduction band. The eventual
increase in resistivity at high dopant concentrations is due to the
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5 mol% AZO 0.8 9.7 8.1
10 mol% AZO 0.5 14.0 9.0
15 mol% AZO 1.1 12.1 4.7
20 mol% AZO 3.5 11.4 1.6
5 mol% GZO 3.0 2.1 9.7
10 mol% GZO 1.3 6.9 7.1
15 mol% GZO 2.0 3.2 10.1
20 mol% GZO 3.3 2.8 6.6
5 mol% IZO 1.8 11.7 3.0
10 mol% IZO 1.7 7.3 5.1
15 mol% IZO 2.1 6.9 4.3
20 mol% IZO 22.0 2.4 1.2
decrease in electron mobility. This could be caused by a combination
of factors. One cause is the reduction in crystal quality. The loss of
long-range crystal order, as indicated by the XRD patterns (Figures
3.1, 3.2, and 3.3), prevents electrons from passing through the lm
as easily as they would in a perfect crystal structure. Additionally,
there will be an increase in scattering of the electrons by the charged
dopant sites, also known as impurity scattering, due to the high
concentration of charged dopant sites in the lms.
Bazzani et al. investigated the eects on the band structure when
ZnO is doped with aluminium.250 They determined that at high
dopant concentration, when interstitial aluminium (AlI) begins to
form, additional localised energy levels appear in the band gap.
These energy levels have strong aluminium and oxygen components
and are almost dispersionless. This indicates that there is a poor
overlap between the interstitial aluminium and the oxygen.5 Bazzani
et al. concluded that these energy levels result in large eective
masses and low electron mobilities, in contrast to substitutional
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aluminium. Hence, this could be a further reason for the increase
in resistivity at high dopant concentrations.
The GZO lms generally displayed the highest mobilities. This is to
be expected, for the reasons described in Section 3.2.3. Of the three
dopants, Ga3+ is closest to Zn2+ in terms of ionic radius. This means
that the substitution of Ga3+ for Zn2+ should result in less lattice
distortion compared to when Al3+ and In3+ are used. The preservation
of the crystal structure will provide better pathways for the charge
carriers, and hence their mobility will be higher.
The charge carrier concentrations for the AZO, GZO, and IZO lms
are on the order of 1019–1020 cm-3. Noh et al. calculated that the
maximum n-type doping limit for AZO is in the range 1019–1021 cm-3,
in typical growth conditions.251 This limit is due to the interactions
between the positively charged donors (AlZn) and the negatively
charged compensating defects, the zinc vacancies (VZn). Therefore,
the charge carrier concentrations for these lms lie within the
maximumdoping limit described by these calculations. The AZO lms
displayed the highest charge carrier concentrations, because the AZO
lms had the highest levels of dopant incorporation, as shown by the
XPS data (Figure 3.8). The maximum charge carrier concentration was
observed for the 10 mol% AZO lm, at 1.4 × 1020 cm-3.
The electrical properties of these lms are comparable to other
reports of doped ZnO thin lms deposited under similar conditions.
Kuprenaite et al. deposited AZO onto a glass substrate via AACVD
at a deposition temperature of 400 °C, and obtained a much
poorer resistivity of 2.83 Ω·cm. They used [Zn(thd)2] and [Al(thd)3]
in 1,2-dimethoxyethane as their precursor solution and a N2 +
O2 mixture as their carrier gas. Oxygen vacancies have a higher
formation energy in oxygen-rich conditions.72 Hence, the use of
oxygen as a carrier gas may have been partially responsible for their
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higher resistivity, as it would result in a lower concentration of oxygen
vacancies. The carrier gas used for the work described in this chapter
was N2. This should provide an oxygen-poor environment, and hence
promote the formation of oxygen vacancies. Nickel et al. determined
that the incorporation of N2 can result in defects in ZnO by forming
an N2O molecule, or by breaking a Zn–O bond.252 This introduces
localised states into the band gap, which, for a p-type semiconductor,
can trap holes and lower the doping eciency. However, for an n-type
semiconductor, like the lms described in this work, the eect would
be negligible. Therefore, N2 is preferable as a carrier gas for n-type
ZnO.
Both Bhachu et al. and Ponja et al. deposited AZO lms onto glass
substrates via AACVD at a deposition temperature of 450 °C.189,190
They achieved improved resistivities (8.35 × 10-4 Ω·cm and 2.15
× 10-3 Ω·cm, respectively); however, in each case, the precursors
used were diethyl zinc and trimethyl aluminium [AlMe3]. Both of
these are highly pyrophoric, which made the synthesis procedure
non-trivial and dangerous. The lms deposited in this work used
much safer, more air-stable precursors, which is preferable for
commercial applications.
Chen et al. investigated the eect of gallium concentration on
GZO lms deposited on glass substrates via AACVD at a deposition
temperature of 450 °C.192 They also used Zn(acac)2 as their zinc
precursor, however they used Ga(acac)3 as their gallium precursor.
Additionally, they used three times the quantity of MeOH, compared
to the amount used for the depositions in this work, resulting in
a solution with a much lower concentration of precursors. They
achieved a minimum resistivity value of 2.3 × 10-3 Ω·cm for a gallium
concentration of 5.7 atom%. This which was higher than the minimum
resistivity value obtained for the GZO lms in this work.
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Chen et al. also investigated the eect of deposition temperature
and deposition time on GZO lms deposited via AACVD on glass
substrates.191 They deposited four lms at 450 °C, with deposition
times of 45 mins, 65 mins, 90 mins, and 135 mins. The lm deposited
at 45 mins, which was most similar to the lms deposited in this work
(which had a deposition time of 30–40 minutes), had a resistivity of
2.08 × 10-1 Ω·cm. This is much higher than the minimum resisitivity
obtained for the GZO lms in this work. The lms deposited with
longer deposition times had lower resistivities, achieving a minimum
value of 8.89 × 10-3 Ω·cm. The prolonged deposition time resulted
in an increase in the lm thicknesses and allowed the grains to
grow larger in size, thus reducing grain boundary scattering. However,
the long deposition times are not ideal for commercial applications,
in which lms would need to be deposited in approximately 20–30
seconds.
Nolan et al. deposited IZO lms onto glass substrates via AACVD
at a deposition temperature of 425 °C.188 They used zinc acetate
[Zn(O2CCH3)2] and InCl3 as their precursors, and achieved a minimum
resistivity of 7.2 × 10-2 Ω·cm. Again, this is higher than the minimum
resistivity value obtained for the IZO lms deposited in this work.
They used simple glass slides as their substrates. The lack of a barrier
layer may have resulted in ions leeching between the lm and the
substrate, resulting in slightly poorer electrical properties.










TECTM8 5.2 5.3 28 82
TECTM15 5.3 5.6 21 83
Asahi UTM 8.8 2.2 32 –
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Overall, the lms possess electrical properties that are suitable for
some TCO applications. Additionally, the lms show improvements
over several recent attempts in the literature to deposit AZO, GZO
and IZO lms using similar conditions. This is especially promising,
considering the ease of deposition, due to the safe, air-stable
precursors. However, theminimum resistivity achieved (5× 10-3Ω·cm
for 10 mol% AZO) is not quite low enough for most commercial
applications (Table 3.4).
3.3 co-dopant study
Co-doping allows the benets of multiple dopants to be
exploited simultaneously. Co-doped ZnO lms are less common
than individually doped lms. Aluminium/gallium co-doped
ZnO (AGZO),140,151,174,253–259 gallium/indium co-doped ZnO
(IGZO),78,218–220,260–263 and aluminium/indium co-doped ZnO
(AIZO)264–268 have been synthesised previously. However, thin
lms of these materials had not been deposited via AACVD prior to
this work.
Aluminium is the third most abundant element in the Earth’s
crust.269 As a result, it is relatively cheap in comparison to gallium and
indium, who rank 35th and 68th respectively, in terms of abundance
in the Earth’s crust. Furthermore, in comparison to the other group
13 elements, aluminium is relatively non-toxic.185 This is preferable
for commercial usage, where large quantities would be required.
However, the high reactivity of aluminium may result in unwanted
side reactions during lm growth.254
Gallium, on the other hand, is a relatively stable dopant element,
and as such, it reduces the potential for unwanted side reactions
during lm growth, compared to other dopants.220,257 Nomoto et al.
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found that, after exposing AZO and GZO lms to humid environments
for long periods of time, the AZO lms showed a more dramatic
increase in resistivity, indicating that the GZO lms are more stable
towards humidity.270 On top of this, Ga3+ typically results in less
lattice distortion and crystal defects when doped into ZnO, as its
radius is similar to that of Zn2+.271
Using indium as the only dopant for ZnO typically results in the
most lattice distortion, compared to Al3+ and Ga3+, because In3+ has
the largest ionic radius. However, the use of indium as a co-dopant
with aluminium or gallium is thought to minimise ZnO crystal defects,
as there would be one dopant with a larger radius than Zn2+, and
one with a smaller radius.218 This should aid transport properties.
Thus, co-doping is a method whereby the strengths of one dopant
can compensate for the weaknesses of another.
3.3.1 Experimental
As the 10 mol% individually doped lms showed the best
optoelectronic properties compared to other dopant concentrations,
the total dopant concentration for the co-doped lms was kept at 10
mol%.
The lm deposition conditions were maintained, using the same
conditions as before, except two dopant precursors were used for
each deposition. 5 mol% of each dopant, relative to zinc, was used in
the precursor solution.
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3.3.2 Film Synthesis
Aluminium/gallium, gallium/indium, and aluminium/indium
co-doped ZnO thin lms were synthesised, based on the following
reactions:
Zn(acac)2 (g) + xAlCl3 (g) + yGaCl3 (g) ∆−−→ AlxGayZn1 – x – yO (s)
Zn(acac)2 (g) + xGaCl3 (g) + yInCl3 (g) ∆−−→ GaxInyZn1 – x – yO (s)
Zn(acac)2 (g) + xAlCl3 (g) + yInCl3 (g) ∆−−→ AlxInyZn1 – x – yO (s)
All of the as-deposited lms were of high quality. They were robust,
and showed good adhesion to the glass substrates. The lms were
handled and stored in air and showed no degradation in quality or
properties after 12months. The lms passed the Scotch tape test, and
resisted being scratched with a steel scalpel.
Visually, the lms appeared the same as the individually doped
lms. The lms were transparent, with visible interference patterns
when viewed at an angle. The region closest to the bae inlet showed
the highest quality lms in terms of coverage and uniformity, so this
was the region that was characterised.
3.3.3 Crystal Structure
All of the as-deposited lms consisted of pure wurtzite ZnO, with no
secondary phases observable by XRD (Figure 3.16).
The AGZO lm displayed preferred orientation in the (002) plane,
analogous to the individually doped AZO and GZO lms (Figures
3.1 and 3.2). Additionally, the peaks for this lm were very sharp,
indicating high quality crystal growth. Conversely, the IGZO lm
displayed preferred orientation in the (100) and (101) planes, which
was analogous to the individually doped IZO lms (Figure 3.3).
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Figure 3.16: X-ray diraction patterns of AGZO, IGZO, and AIZO lms
deposited via AACVD. An undoped ZnO lm also deposited via
AACVD is included for reference, as well as a diraction pattern
of ZnO from ICSD #82028.
The preferred orientation of the AIZO lm appeared to be an
amalgamation of the AGZO and IGZO lms, with preferred growth
in both the (002) and the (101) directions. Again, a slight peak
broadening was observed for this lm, in comparison to the AGZO
lm. Teehan et al. deposited AIZO lms via magnetron sputtering.265
They observed that an increase in indium concentration led to peak
broadening, and a reduction in peak intensity. They attributed this to
the larger ionic radius of In3+.
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From these results, it seems evident that the incorporation of
Al3+ into ZnO promoted growth in the (002) direction, whereas In3+
promoted growth in the (101) direction. Ga3+ seems to have had less
of an eect over preferred orientation.
The crystallite diameters were 81 nm, 60 nm, and 76 nm for
the AGZO, IGZO, and AIZO lms, respectively. AGZO had the largest
crystallites, indicating high quality crystal growth,. This implies that
the incorporation of In3+ led to a deterioration in crystallinity, due to
its large radius. The small crystallites of the IGZO lm is likely due
to the fact that this lm used the two largest dopants in tandem,
which would result in the most lattice distortion in comparison to
other dopant combinations. Nguyen et al. noted the presence of
indium resulted in a deterioration in crystal quality for their IGZO
lm deposited via magnetron sputtering.218
3.3.4 Elemental Analysis
Just as with the individually doped lms, carbon was observed both
at the surfaces and within the bulks of the lms. This was due to the
inecient thermal decomposition of Zn(acac)2.
When scanning the zinc 2p regions of the lms, Zn2+ was the only
oxidation state observed. The oxygen 2p peaks of each lm could
be deconvoluted into three oxygen environments — OI, OII, and OIII,
corresponding to O2- in ZnO, O2- in oxygen decient regions, and
surface bound oxygen impurities, respectively. Following the same
trend as the individually doped analogues, the relative intensities of
the OII and OIII peaks decreased within the bulks of the lms.
The presence of each dopant was conrmed in each lm. The
dopant concentration at the surfaces of the lms and within the
bulks are shown in Table 3.5. The dopants were slightly surface
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segregated. However, for aluminium and gallium, the amount of
surface segregation was signicantly less than the individually doped
AZO and GZO lms (Figures 3.8 and 3.9).
Table 3.5: Dopant concentrations at the lm surfaces and within the bulks
of AGZO, IGZO, and AIZO lms deposited via AACVD. The values are
given in atom%.
Surface concentration Bulk concentration
Film
Dopant Al Ga In Al Ga In
AGZO 9.6 4.2 – 9.0 4.9 –
IGZO – 8.7 0.9 – 6.3 0.8
AIZO 4.2 – 1.8 2.1 – 1.0
The binding energies of the aluminium 2p, gallium 3d, and indium
3d peaks in each lm corresponded to Al3+, Ga3+, and In3+, respectively.
Just as for the individually doped lms, no metallic aluminium,
gallium, or indium was observed, nor were there any alternative
environments corresponding to any other secondary phases. Another
observation that can bemade from the XPS data is that there seemed
to be a preferential incorporation of the lighter dopant element in
each co-doped lm.
3.3.5 Surface Morphology
Just as with the individually doped lms, the surface morphologies
of the co-doped lms were shown to be highly dopant-dependent
(Figure 3.17).
The grains of the AGZO lm were randomly shaped. They were
mostly oriented with their surfaces facing upwards, away from the
substrate. The grains of this lm were generally smooth, with very few
morphological imperfections, such as cracks and pinhole defects.
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Figure 3.17: SEM images of (a) AGZO, (b) IGZO, and (c) AIZO lms deposited
via AACVD.
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All of the grains of the IGZO lm were more hexagonal in shape.
Again, they grew in a columnar fashion, with the upper surfaces of
the grains facing away from the substrate. These grains were also
relatively smooth, and had few morphological imperfections. This
morphology is similar to IGZO nanorods, synthesised by Lim et al.
using a hydrothermal technique.220
The grains of the AIZO lm were similar to the AGZO lm, in terms
of both grain shape and grain size. However, the AIZO grains were
less columnar in nature, and appeared to bemore randomly oriented.
Moreover, there were many pinhole defects observed across the lm.
The fact that the AIZO lm possessed the poorest quality
morphological structure indicates that the presence of Ga3+ in the
lm aided columnar growth and resulted in smooth grains with
relatively few defects. This is likely due to Ga3+ having a similar ionic
radius to Zn2+, thus allowing for good quality crystal growth with
minimal disorder in the structure.
By comparing the morphology of the IGZO lm to the morphology
of the 10 mol% GZO lm (Figure 3.12b), noticable similarities can
be seen. The grain size, the hexagonal grain shape, as well as the
columnar growth mechanism are all common features on each lm.
This suggests that gallium had a greater inuence over the growth
mechanism than indium. Chen et al. reported that the segregation
of gallium at grain boundaries resulted in a suppression of grain
growth, such that the grains cannot coalesce.192 This could explain
why the grains of the GZO and the IGZO lm appeared more
columnar in nature. Furthermore, the AGZO and AIZO lms had a
very similar morphology, which indicates that aluminium also had
a greater inuence over the growth mechanism than indium. The
main dierence between the AGZO and AIZO morphologies was that
the AIZO lm had more cracks and pinhole defects, which suggests
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that the use of indium was detrimental towards grain growth. This is
likely because In3+ was the only dopant with a radius larger than Zn2+,
resulting in a relatively high concentration of crystal defects, leading
to poorer crystal growth.
3.3.6 Optical Properties
The average transmittance of the co-doped lms was slightly lower
than the transmittance of the 10 mol% single doped analogues,
suggesting that co-doping had a detrimental impact on visible light
transmission. (Figure 3.18).
Figure 3.18: Transmission-reectance spectra for co-doped lms deposited
via AACVD.
The lm with the highest transmittance was the AGZO lm. The
IGZO lm and the AIZO lm were both very similar in terms of
transmittance. This suggests that the incorporation of In3+ into
the lms resulted in an increase in absorbance, thus reducing the
transmittance.
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The reason for this absorbance is likely due to In3+ introducing
disorder into the structure due to its large radius. The disorder
introduced localised states near the conduction band minimum. The
band tail of these states is known as the Urbach energy.272–276 The
additional states that arose due to the structural disorder resulted
in an increase in absorption. Generally, the more disorder that is
present in the structure, the greater the Urbach tail width. The use
of any dopant will cause some disorder in the structure; however, as
In3+ is the only dopant from this work with a radius larger than that of
Zn2+, it resulted in the greatest amount of disorder. This explains the
reduction in visible transmittance for the lms which contain In3+.
Figure 3.19: Tauc plots for co-doped lms deposited via AACVD.
The transmission-reectance data was used to generate Tauc plots
(Figure 3.19). These plots conrm the disorder introduced into the
structure due the presence of indium. The Urbach energy typically
manifests itself as a long wavelength absorption tail added to the
main absorption edge.273 The Urbach tails for the IGZO and AIZO
lms were higher in terms of absorbance than the AGZO lm. The
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Tauc plots also revealed that the optical band gaps of the lms were
not dopant-dependant, and remained constant at 3.27–3.28 eV. This
is similar to the band gaps of the 10 mol% AZO, GZO, and IZO lms
(Table 3.2). The undoped ZnO lm deposited in the same conditions
yielded a band gap of 3.16 eV. Hence, the co-doped lms resulted in a
widening of the band gap. This was due to the Burstein-Moss eect.
3.3.7 Electrical Properties
The electrical properties of the co-doped lms are summarised in
Table 3.6. They are similar to those of the 10 mol% individually doped
lms. However, they did not show any improvement in terms of
resistivity.








AGZO 1.3 10.3 7.9
IGZO 2.1 6.8 3.3
AIZO 1.6 8.2 6.8
The AGZO lm had the lowest resistivity and the highest mobility of
the co-doped lms. This indicates that the presence of In3+ resulted
in more lattice distortion, resulting in poorer transport properties.
The AIZO lm was close to the AGZO lm in terms of mobility, which
suggests that the presence of Al3+ partially compensated for the
lattice distortion caused by In3+. This was due to Al3+ having a smaller
ionic radius than Zn2+, whereas In3+ has a larger radius.
One issue that is often a limiting factor for the electrical properties
is the lmmorphology. In order to investigate the eect of the solvent
on the lm morphology, a solvent study was performed, to see if the
electrical properties could be improved further.
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3.4 solvent study
Morphological control is a desireable feature for a deposition
process, as dierent applications may require dierent
morphology-related properties. For example, for certain solar
cell applications, the grains should be textured, with a high surface
roughness, in order to scatter and trap visible photons for improved
absorbance.38,277,278 For TCO applications, the grains should be
large and well-connected to provide good pathways for conducting
electrons, and to prevent grain boundary scattering.256,262,279 This
is because smaller grains will result in a larger amount of grain
boundaries, and hence an increase in grain boundary scattering.
Grain boundary scattering can be caused by chemisorbed oxygen
at the boundaries, which acts as an electron trap.142,153 It can also
be caused by a build up of charge at the boundaries, caused by
the discontinuity presented by grain boundaries, particularly in a
polycrystalline lm.280
In samples where themean-free path of the carriers is smaller than
the grain size, grain boundary scattering generally makes a smaller
contribution to the carrier mobility, compared to other scattering
mechanisms, such as impurity scattering.16,281 Having said this, it
is important to note that grain boundary scattering has a more
profound eect on ZnO-based TCOs than it does on ITO.282 Ellmer
et al. reported that for ITO lms, grain boundary scattering was not
observed at carrier concentrations on the order of 1018 cm-3, but for
AZO lms, the carrier mobility was still limited by grain boundary
scattering at carrier concentrations on the order of 1020 cm-3. This is
because AZO lms have a signicantly higher concentration of carrier
traps at the grain boundaries, compared to ITO (3 ×1013 cm-2 and 1.5
×1012 cm-2, respectively).283,284 Therefore, it is important to be able to
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control the grain structure of ZnO-based TCOs, in order to optimise
the optoelectronic properties.
A major advantage of AACVD is that morphological control over the
as-deposited lms is easily achievable, simply by varying the solvent
used to make up the precursor solution.45,110 In order to investigate
the way that the morphology aects the optoelectronic properties of
the lms, the most conductive lm from the dopant study (10 mol%
AZO) was selected for further experiments.
3.4.1 Experimental
The lm depositions were repeated with the same conditions as
before, except for the solvent used to make up the precursor
solution. The additional solvents used for this study were toluene,
tetrahydrofuran (THF), n-hexane, cyclohexane, and ethyl acetate.
Due to the low solubility of Zn(acac)2, MeOH was also used in each
case, in a 1:1mixture with another solvent (Table 3.7). The total volume
of solvent used for each deposition was kept at 20 mL.
Table 3.7: Solvent combinations used for solvent study.





MeOH MeOH 76.2 0.60
MeOH Toluene 9.9 0.59
MeOH Tetrahydrofuran 21.0 0.55
MeOH n-Hexane 0.9 0.31
MeOH Cyclohexane 0.6 0.98
MeOH Ethyl Acetate 23.0 0.46
3.4 solvent study 99
3.4.2 Film Synthesis
MeOH has one of the highest polarities of any organic solvent.285
Many of the solvents used for this study had a relatively low polarity
(Table 3.7), which led to partial immiscibility of some of the solvents
with MeOH. For this reason, a phase separation was often observed
in the precursor solution prior to deposition. However, this did not
appear to aect the deposition, as the process of generating the
aerosol using ultrasonic vibrations was enough to continually mix the
solution, to avoid any inhomogeneity in the solution. In each case,
the entire precursor solution was transported to the reactor, without
any solvent left behind.
All of the as-deposited lms were of high quality, and showed good
adhesion to the glass substrates. The lms were handled and stored
in air and showed no degradation in quality or properties after 12
months. The lms passed the Scotch tape test, and resisted being
scratched with a steel scalpel. Visually, the lms appeared the same
as those deposited in the dopant study. Interference patterns were
visible when the lmwas viewed at an angle. Again, the region closest
to the bae showed the highest quality lms in terms of coverage
and uniformity, so this is the region that was characterised.
3.4.3 Crystal Structure
The only crystal phase observed in the XRD data was wurtzite ZnO
(Figure 3.20). No secondary phases were detected.
The preferred orientation of the lms remained in the (002)
direction, regardless of the solvent used. However, the peak
intensities varied. The XRD pattern for the lm grown using only
MeOH had the sharpest, most intense peaks, indicating a high
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Figure 3.20: X-ray diraction patterns of 10 mol% AZO lms deposited via
AACVD using dierent solvents. A diraction pattern of ZnO from
ICSD #82028 is also included for reference.
degree of crystallinity. The lms deposited using toluene, THF, and
ethyl acetate led to an increase in crystallite diameter, and thus an
improvement in crystallinity. The XRD pattern for the lm grown using
MeOH and cyclohexane had the peaks with the lowest intensity. This
is partially due to the fact that this lm was thinner than the other
lms (0.4 µm vs. 1 ± 0.2 µm) (Table 3.8), and may also be due to
the fact that it had poorer crystallinity. The peaks for this lm were
also slightly broadened, which is reected in the relatively small
crystallite diameter.255,286,287 This is evident when looking at the SEM
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image for this lm, which also shows the smaller grain size. (Figure
3.22e).
The solvent mixture which resulted in the most crystalline lm
(other than when only MeOH was used) was MeOH and ethyl acetate.
Compared to the other solvent mixtures, the XRD pattern for this lm
had the sharpest, most intense peaks, which indicate a high quality
crystal structure, with relatively few defects. This lm also possessed
some of the largest crystallites. This is desirable, as crystal defects
are typically detrimental towards the carrier mobility.193
Table 3.8: Structural properties of 10 mol% AZO deposited using dierent
solvents. The lm thicknesses were determined by side-on SEM,










MeOH only 72 (002) 1.2
MeOH and toluene 92 (002) 1.0
MeOH and THF 85 (002) 1.0
MeOH and n-hexane 76 (002) 0.8
MeOH and cyclohexane 62 (002) 0.4
MeOH and ethyl acetate 85 (002) 1.2
3.4.4 Elemental Analysis
Carbon was observed at the surfaces of the lms, and within the
bulks, due to the inecient breakdown of Zn(acac)2. The carbon
peaks varied in intensity for the lms deposited using dierent
solvents, indicating that the solvent was also thermally degrading
and contributing towards carbon contamination. The lm with the
most carbon contamination was the lm deposited using ethyl
acetate. Kazas et al. have previously reported that ethyl acetate can
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cause signicant carbon contamination in thin lms deposited via
APCVD, when used in large quantities.288–290
The binding energies of the zinc 2p and aluminium 2p peaks
were all similar to the AZO lms described earlier in the chapter.
These peaks corresponded to Zn2+ and Al3+, respectively. No peaks
indicating the presence of metallic aluminium were observed.
The concentration of Al3+ at the surfaces of the lms and within the
bulks varied with the solvent used to make up the precursor solution
(Figure 3.21).
Figure 3.21: Al:Zn ratios at the surfaces and in the bulks of the AZO lms
deposited via AACVD using dierent solvents, as determined by
XPS.
The use of MeOH and toluene resulted in an increase in the
incorporation of Al3+, both at the surface and within the bulk. When
THF was used, the concentration of Al3+ in the bulk was similar to
whenMeOHwas the only solvent, but the concentration at the surface
increased signicantly. This indicates that there was an increase
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in the concentration of Al2O3 segregated to the grain boundaries.
Because this is an insulating phase, it should result in a deterioration
in the electrical properties of the lm.When n-hexane or cyclohexane
were used, the amount of Al3+ incorporated into the lm was reduced,
whereas the amount segregated at the surface increased. The low Al3+
concentration in the lms will result in a lower carrier concentration.
Coupled with the high concentration of insulating Al2O3, these lms
should display poor electrical properties. Finally, the lm deposited
using MeOH and ethyl acetate appeared to be very similar to the lm
deposited using MeOH only.
The discrepancies between the surface and bulk concentrations
for the lms deposited using dierent solvents may be due to the
variation in the precursor solubility in the dierent solvents. Both
n-hexane and cyclohexane possess the lowest polarities of any of
the solvents used (Table 3.7). This would have led to immiscibility
with the MeOH, which may explain the relatively low concentration
of Al3+ in the bulks of these lms.
3.4.5 Surface Morphology
The morphologies of the dierent lms varied signicantly,
depending on the solvent used to make up the precursor solution
(Figure 3.22). None of the lms consisted of the well-dened
hexagonal grains that were visible for the undoped ZnO lm (Figure
3.11). The grain shapes and sizes appeared to be strongly dependent
on the solvent.
The lms deposited using MeOH and THF (Figure 3.22c), MeOH
and n-hexane (Figure 3.22d), and MeOH and ethyl acetate (Figure
3.22f) had the largest grains. Additionally, the growth of these lms
appeared to be more columnar in nature, with the surfaces of the
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Figure 3.22: SEM images of 10mol%AZOdeposited via AACVD using (a) MeOH
only, (b) MeOH and toluene, (c) MeOH and tetrahydrofuran, (d)
MeOH and n-hexane, (e) MeOH and cyclohexane, and (f) MeOH
and ethyl acetate as the solvents used tomake up the precursor
solution.
grains generally facing upwards, away from the substrate. Notably,
of the solvents used, THF and ethyl acetate both had the highest
polarities after MeOH, which led to higher miscibility with MeOH.
This indicates that the superior miscibility between the solvents
and MeOH resulted in improved grain growth. On top of this, THF,
n-hexane, and ethyl acetate had the lowest viscocities of the solvents
used, which suggests that the use of a solvent with a lower viscosity
also resulted in improved grain growth. The reason for this could
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be that the aerosol can be generated more easily and consistently
from a low-viscosity solution than it can from a high-viscosity
solution.106 Wang et al. measured the droplet sizes of dierent
aerosols generated using an ultrasonic nebulizer.291 They found that
the mean droplet size was directly proportional to the viscosity of
the solution. Decreasing the viscosity led to a decrease in the mean
droplet size. They also determined that this led to an increased spray
volume rate. Thus, with a lower viscosity solution, there will be amore
rapid, continuous supply of precursors to the substrate, resulting in
improved growth mechanics.
This is in contrast to the lms deposited using MeOH only (Figure
3.22a), MeOH and toluene (Figure 3.22b) and MeOH and cyclohexane
(Figure 3.22e), which had smaller, more randomly-oriented grains.
The lm deposited using MeOH and toluene was very similar to
the lm deposited using MeOH only. This could be due to the fact
that toluene had a very similar viscosity to MeOH, which means the
aerosols generated from the two precursor solutions would be very
similar. Cyclohexane had the lowest polarity and highest viscosity of
all the solvents used. This led to poor miscibility with MeOH, and
a relatively viscous solution. As a result, the lm deposited using
MeOH and cyclohexane had the smallest grains (<100 nm). On top
of this, there were large gaps between many of the grains. This
morphology suggests that this lm would have the poorest electrical
properties, due to a large amount of grain boundary scattering, and
poor pathways for charge carriers.
As stated previously, for TCO applications, it is preferable to
have large, well-connected grains to provide good pathways for
charge carriers. This is particularly important for ZnO-based TCOs
which possess a high concentration of carrier traps at the grain
boundaries.283,284 Thus, of the dierent solvent combinations used,
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the most promising were MeOH and THF, MeOH and n-hexane, and in
particular, MeOH and ethyl acetate. The lm deposited using MeOH
and ethyl acetate not only had relatively large grains, but it does not
appear to have the pinhole defects and smaller crystallites amongst
the grains, both of which were present in the other lms. Factoring in
the high quality crystal structure of the lm deposited using MeOH
and ethyl acetate, it is likely that this lm will show improved carrier
mobilities.
3.4.6 Optical Properties
The transmission-reectance plots for the lms generally showed
high transmittance and low reectance across the wavelengths
scanned (Figure 3.23). However, all of the lms that used a solvent
mixture showed a lower transmittance in the visible part of the
spectrum, compared to the lm deposited using MeOH only. This
could be due to an increase in carbon contamination from the
dierent solvents. Carbon contamination can be a cause of a visible
darkening in thin lms.187,292
It is worth noting that MeOH has the lowest boiling point of any
of the solvents used for this study.285 This could indicate that MeOH
is more likely to evaporate prior to reaching the substrate surface,
compared to the other solvents. Hence, it is possible that MeOH
will be transported away by the carrier gas, and passed through the
exhaust before it has a chance to contaminate the lm with carbon.
Hassan et al. found that, for their indium oxide lms deposited via
AACVD, the use of toluene as the solvent for their precursor solution
resulted in an increase in carbon contamination, compared to the
lms deposited from a solution using MeOH.293 Similarly, Kazas et
al. have reported that ethyl acetate can cause signicant carbon
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Figure 3.23: Transmission-reectance spectra for 10 mol% AZO deposited
via AACVD using dierent solvents.
contamination in thin lms deposited via APCVD, when used in large
quantities.288–290 However, their depositions used <0.01 moles of
ethyl acetate. For the depositions in this section, over 10 times
the amount of ethyl acetate was used, which makes it probable
that there will be a signicant amount of carbon contamination.
This could explain the fact that the lm deposited using MeOH
and ethyl acetate displayed the lowest transmittance (only ∼65-70%
transmittance across the visible part of the spectrum) compared to
the lms deposited using other solvents.
3.4.7 Electrical Properties
The electrical properties of the lms varied considerably. The
addition of toluene or THF to the precursor solution resulted in an
decrease in carrier mobility by over an order of magnitude, compared
to when only MeOH was used (Table 3.9). This resulted in a signicant
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increase in resistivity. The reason for this change was likely due to an
increase in both crystallographic and morphological defects in the
lms. The deterioration of electron pathways detrimentally aected
the electrical properties of these lms.








MeOH only 0.5 14.0 9.0
MeOH and toluene 27.2 7.1 0.3
MeOH and THF 44.2 5.3 0.3
MeOH and n-hexane N/A N/A N/A
MeOH and cyclohexane N/A N/A N/A
MeOH and ethyl acetate 0.2 9.7 13.3
This eect was even more extreme for the lms deposited using
MeOH and n-hexane and MeOH and cyclohexane, both of which were
too resistive to give any electrical properties via the van der Pauw
method.
The use of MeOH and ethyl acetate resulted in an improvement
in the electron mobility, leading to a 60% reduction in resistivity,
compared to when only MeOH was used. This is due to the high
quality crystallinity, as shown in its XRD pattern (Figure 3.20), and its
relatively large, smooth grain structure (Figure 3.22f).
Therefore, it has been shown that the electrical properties of the
lm can be considerably improved through morphological control,
simply by varying the solvent used to make up the precursor solution.
3.5 conclusions
AACVD was used to deposit aluminium-, gallium-, and indium-doped
zinc oxide thin lms on glass substrates. Dopant concentrations of
3.5 conclusions 109
5, 10, 15, and 20 mol% were used. The lms were of high quality,
with good adherence to the glass substrates. Only wurtzite ZnO was
detected by XRD, with no secondary phases observable. The lms
were highly transparent, with several >80% in the visible part of the
spectrum, meeting the requirement for industrial applications. The
electrical properties were comparable to other reports of doped ZnO
lms deposited under similar conditions. The electrical properties
were particularly good, when considering the ease and low cost of
the synthesis, by using safe, easy to handle precursors. The minimum
resistivity achieved was 5 ×10-3 Ω·cm, for the 10 mol% AZO lm.
The lms were also co-doped, maintaining the total dopant
concentration at 10 mol%. The co-doped lms showed improved
electrical properties in comparison to undoped ZnO. However the
electronic properties of the co-doped lms were generally poorer
than the individually doped analogues. It was found that the
incorporation of In3+ was detrimental towards the optoelectronic
properties, due to the lattice distortion cause by its large radius.
Additionally, it was found that the surface morphologies of the
lms were highly dependent on the solvent used to make up the
precursor solution. By using a 1:1 mixture of MeOH and ethyl acetate,
the carriermobility increased, leading to a 60%decrease in resistivity,
down to 2 ×10-3 Ω·cm. This is a simple, elegant way to improve the




S I L I CON -DOPED Z INC OX IDE TH IN F I LMS DEPOS I T ED
V I A AACVD
This chapter focuses on the synthesis of silicon-doped zinc oxide thin
lms, and uorine/silicon co-doped zinc oxide thin lms. The lms
were synthesised via AACVD, with the dopant concentrations varied
in order to nd the optimum optoelectronic properties.
4.1 introduction
In the previous chapter, it was established that aluminium, gallium,
and indium are all eective dopants for zinc oxide. Individually
doped AZO, GZO, and IZO, as well as co-doped AGZO, IGZO, and
AIZO all show improved optoelectronic properties in comparison to
undoped ZnO. However, there is a drawback of using these elements
as dopants for ZnO. For solar cell applications, it is possible for
the group 13 elements to diuse into the amorphous silicon (a-Si)
layer during device fabrication.294,295 These elements can introduce
acceptor impurities in the a-Si layer, resulting in disorder and an
overall degradation of the solar cell.296 Similarly, In3+ can diuse into
the emissive polymer layer of an LED, which lowers its stability and
decreases its lifetime.282,297 By using silicon as the dopant for ZnO,
this degradation can theoretically be reduced.
Another benet of using silicon is that it has the potential to
act as a multielectron donor. This is benecial, because at high
dopant concentrations, there will inevitably be a high concentration
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of impurity scattering centres. These will oset the electrons injected
into the conduction band, by limiting the mobility. If the dopant
element can donate multiple electrons, then the concentration
of impurity scattering centres will be kept to a minimum, whilst
simultaneously supplying a high concentration of charge carriers.
Silicon-doped ZnO (SZO) thin lms have been synthesised
previously by various techniques, including magnetron
sputtering,296,298,299 pulsed laser deposition,17,300–302 sol-gel
synthesis,303–305 atomic layer deposition,306 and spray pyrolysis.307
However, SZO had not been synthesised via AACVD prior to this work.
4.2 silicon dopant study
4.2.1 Experimental
The deposition conditions from Chapter 3 were maintained for
the depositions in this chapter. Tetraethyl orthosilicate (TEOS)
[Si(OC2H5)4] was used as the silicon precursor, at concentrations
relative to zinc ranging from 0.2 mol% to 10 mol%. TEOS was selected
as the silicon precursor due to its low cost, and its stability in air.
4.2.2 Film Synthesis
Silicon-doped ZnO thin lms were synthesised, based on the
following reaction:
Zn(acac)2 (g) + xSi(OC2H5)4 (g) ∆−−→ SixZn1 – xO (s)
Each deposition was repeated at least three times. No signicant
dierence was observed between depositions, indicating the
deposition of each lm was reproducible. The lms were all of high
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quality, and showed good adhesion to the glass substrates. The lms
passed the Scotch tape test, and resisted being scratched with a steel
scalpel.
Visually, the lms looked similar to the lms deposited in the
previous chapter. They had visible interference patterns, and again,
the highest quality regions of the lms in terms of coverage and
uniformity were found nearest to the bae. For this reason, these
regions were characterised.
4.2.3 Crystal Structure
The crystal structures of the SZO lms were determined using XRD
(Figure 4.1). All of the as-deposited lms consisted of pure-phase
wurtzite. No secondary zinc silicate phases were observed by XRD,
even at high dopant concentrations.
Table 4.1: Structural properties of SZO lms deposited via AACVD. The lm
thicknesses were determined by side-on SEM, and have an error










0.2 mol% SZO 70 (002) 1.0
0.5 mol% SZO 69 (002) 1.0
2 mol% SZO 55 (002) 1.0
4 mol% SZO 58 (002) 0.9
6 mol% SZO 53 (002) 1.1
8 mol% SZO 50 (002) 1.2
10 mol% SZO 52 (002) 1.0
Analogous to the AZO and GZO lms from the previous chapter, the
SZO lms had a preferred orientation in the (002) direction. Preferred
orientation along the c-axis has also been observed in SZO thin lms
prepared by a variety of other techniques.17,298,300–302,304,306–308
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Figure 4.1: X-ray diraction patterns of the SZO lms deposited via AACVD.
An undoped ZnO lm also deposited via AACVD is included for
reference, as well as a diraction pattern of ZnO from ICSD
#82028.
Additionally, the crystallite diameters decreased signicantly with
silicon concentration. This could be due to the strain experienced
as a result of silicon substituting for zinc, which can be attributed
to the smaller radius of the Si3+ ions (0.40 Å) in comparison to the
radius of 4 co-ordinate Zn2+ (0.74 Å).309 Jilani et al. deposited SZO
thin lms via magnetron sputtering and noted a decrease in XRD
peak intensity at higher silicon concentrations.308 They attributed
this change to a degeneration of crystallinity with silicon doping.
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Similarly, Yuan et al. observed a broadening of the XRD peaks with
increasing silicon concentration for their SZO lms deposited via
atomic layer deposition, which they attributed to the deteriorating
eect of silicon on ZnO crystal quality.306
Korner et al. calculated the electronic structure of SZO and
investigated the formation energies of dierent substitutional silicon
defects.310 They found that the formation energy of the defect
whereby silicon substitutes for O (SiO) is very high, rendering it
unlikely to be found. Their calculations showed that silicon prefers
to substitute for zinc (SiZn) in the bulk, as well as at grain boundaries,
due to the lower defect formation energy.
Wu et al. performed a deeper study, whereby they compared the
formation energies of both substitutional and interstitial silicon
defects.311 They also found that the formation energy of SiZn is lower
than the formation energy of SiO, as well as the formation energies
of tetrahedrally and octahedrally co-ordinated interstitial silicon
(Sii(tet) and Sii(oct), respectively). Hence, increasing the concentration
of silicon will result in silicon preferentially substituting for zinc. This
is reected in the contraction in the unit cell volumes (Figure 4.2).
The unit cell volumes for the lms were calculated with a Le
Bail renement, using GSAS and EXPGUI. With increasing silicon
concentration, the unit cell volumes of the SZO lms decreased
linearly, due to the smaller radius of the silicon ions in comparison
to Zn2+.309 As a substitutional defect, it causes a contraction in the
unit cell. The linear reduction in unit cell volume suggests that the
amount of silicon incorporated into the lm was strongly dependant
on the initial silicon concentration used in the precursor solution.
Rashidi et al. also noted a decrease in unit cell volume for their SZO
lm deposited via spray pyrolysis, in comparison to their undoped
ZnO lm deposited using the same conditions.307
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Figure 4.2: Unit cell volumes of the SZO lms deposited via AACVD.
4.2.4 Elemental Analysis
Carbon contamination was observed at the surfaces of the lms, and
within the bulks, due to the inecient breakdown of Zn(acac)2.
The zinc 2p regions revealed the same peak splitting and binding
energies observed for the zinc peaks in Chapter 3, corresponding to
Zn2+. This indicates that no secondary Zn-Si-O phases were formed.
The presence of silicon in the lms was also conrmed by XPS.
The silicon 2p peaks consistently had a splitting of 0.60 eV, which
is a typical value for this orbital (Figures 4.3a and 4.3b).312–314 The
binding energies of the silicon 2p3/2 and 2p1/2 peaks were at 102.6
eV (± 0.2 eV) and 103.2 eV (± 0.2 eV), which corresponds to Si3+.315,316
No peaks corresponding to Si4+ at 104.1 eV were observed.302,306 This
indicates that the silicon was acting as a single donor, rather than
a double donor, and most likely existed as Si3+. Similar results have
been observed previously.17,302,306 Clatot et al. deposited SZO lms via
PLD.302 They assigned the silicon 2p peak at 102.4 eV to Si3+. Similarly,
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Yuan et al. deposited SZO lms via ALD.306 They assigned the silicon
2p peak at 102.9 eV to Si3+. They both explained the presence of this
peak by the fact that silicon was acting as a single donor, rather than
a double donor. In addition, no peaks corresponding to elemental
silicon at 99.6 eV were observed.317–319
Figure 4.3: XPS spectra for the 10 mol% SZO lm deposited via AACVD,
showing the (a) silicon 2p peaks at the lm surface, (b) silicon 2p
peaks in the bulk of the lm, (c) zinc 2p peaks at the lm surface,
and (d) zinc 2p peaks in the bulk of the lm.
The concentration of silicon in the SZO lms was highly dependant
on the amount used in the precursor solution (Figure 4.4). The lms
were etched to compare the dopant concentration at the surfaces
and in the bulks. Similar to the AZO, GZO, and IZO lms of Chapter 3,
the dopant is segregated towards the surface of the lm. Moreover,
the dierence in silicon concentration between the surfaces and the
bulks was more signicant than the segregation observed for the
AZO lms. It is apparent that increasing the silicon concentration in
the precursor solution only led to a minor increase in the dopant
concentration in the bulk of lm. However, it did lead to a signicant
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Figure 4.4: Si:Zn ratios at the surfaces and in the bulks of the SZO lms
deposited via AACVD, as determined by XPS.
increase in surface segregated silicon. The reason for this could
be that silicon has an even smaller ionic raidus in comparison to
aluminium, which means it should be able to diuse through the
lattice to the surface with relative ease.303 The silicon that segregates
at the grain boundaries will form SiO2, which is electrically inactive,
and as such, it causes a deterioration in the electrical properties of
the lms.300,301 This secondary SiO2 phase is amorphous and low in
concentration, so it is not detectable by XRD.17
4.2.5 Surface Morphology
The morphologies of the SZO lms did not vary much when the
silicon concentration was increased (Figure 4.5). The largest grains
were observed for the 2 mol% SZO lms. Yuan et al. stated that
high concentrations of amorphous SiO2 at grain boundaries obstruct
crystal growth and result in smaller grain sizes.306
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The grains were approximately 1–2 µm in diameter. The lms
all displayed clearly-dened hexagonal plates, similar to the
undoped ZnO lm (Figure 3.11). The 0.5 mol% SZO lm was almost
indistinguishable from the undoped ZnO lm, in terms of grain shape,
size, and distribution. This all suggests that the silicon does not have
a signicant eect on the growth mechanism of the lms, particularly
at low silicon concentration.
Figure 4.5: SEM images of (a) 0.5 mol%, (b) 2 mol%, (c) 4 mol%, (d) 6 mol%,
(e) 8 mol%, and (f) 10 mol% SZO lms deposited via AACVD.
The SEM images also revealed the growth mechanism of the
grain structure (Figure 4.6). In the centre of several grains, smaller
hexagonal layers can be seen. This indicates that, at a certain point,
120 silicon-doped zinc oxide thin films deposited via aacvd
the grains stop growing laterally, and instead, fresh precursor reacts
and grows from the centres of the upper surface of the grains. It
is a fair assumption that if these smaller surface layers had been
supplied with more precursor, they would have continued to grow
to another full-sized layer. However, the depletion of the precursor
solution resulted in incomplete growth of some of these layers. ZnO
has a hexagonal crystal structure, thus the observation of hexagonal
grains indicates high quality crystallite growth.
Figure 4.6: SEM image of 6 mol% SZO lm deposited via AACVD. Arrows have
been used to indicate some obvious examples of the layered,
hexagonal growth mechanism.
Rashidi et al. deposited SZO lms via spray pyrolysis — a technique
that is closely related to AACVD.307 Their lms were also deposited
using Zn(acac)2 as the zinc precursor, at a deposition temperature
of 450 °C. Thus, their SZO lms are a fair comparison to the lms
described in this chapter. Their 3 mol% SZO lm clearly shows a very
similar hexagonal, layered grain structure. However, because the lm
was deposited via spray pyrolysis, the grains are approximately 10
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times smaller than the lms deposited via AACVD. This is a result of
the shorter residence time that the precursor solution experiences
prior to reaching the substrate in a spray pyrolysis deposition, in
comparison to AACVD. With spray pyrolysis, the precursor solution
is sprayed directly at a heated substrate, whereas in AACVD, the
precursor solution is passed more gently over the substrate, which
allows more time for molecular mixing, and the agglomeration of
droplets. This has led to larger grain sizes, which is benecial for
TCO applications, as it will minimise grain boundary scattering and
improve transport properties.
4.2.6 Optical Properties
All of the as-deposited SZO lms were visibly transparent. The
average transmittance across the visible part of the spectrum
uctuated between 72–80% (Table 4.2).





0.2 mol% SZO 75 3.19
0.5 mol% SZO 72 3.18
2 mol% SZO 73 3.19
4 mol% SZO 75 3.19
6 mol% SZO 80 3.20
8 mol% SZO 76 3.18
10 mol% SZO 77 3.09
The general trend was an increase in transmittance with silicon
concentration. The outlier of this trend was the most transparent
lm, 6 mol% SZO, which had an average visible transmittance of 80%,
thus achieving the requirement for commercial TCO applications. All
of the SZO lms were 1 µm thick. Hence, the variation in optical
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Figure 4.7: Transmission-reectance spectra for SZO lms deposited via
AACVD.
transmittance was not due to thickness-related absorption. Instead,
the reason for the higher transmittance of the 6 mol% SZO lm may
be due to its wider band gap.
The transmission-reectance spectra for the SZO were fairly
consistent across the scanned wavelengths (Figure 4.7). The AZO, GZO,
IZO, AGZO, IGZO, and AIZO lms from the previous chapter generally all
showed a decrease in transmittance at longer wavelengths (Figures
3.13, 3.14, 3.15, and 3.18). Conversely, the SZO lms retained their high
transmittance at longer wavelengths, similar to the undoped ZnO
lm.
4.2.7 Electrical Properties
The electrical properties of the lms were determined using the
van der Pauw technique, and are summarised in Table 4.3. The 10
mol% SZO lm was too resistive to be able to obtain any electrical
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properties. This could be due to the relatively high concentration
of insulating SiO2 at the grain boundaries, which would act as an
electron trap, resulting in a lower carrier concentration. Additionally,
the higher incorporation of Si3+ could lead to an increase in impurity
scattering.








0.2 mol% SZO 24.0 0.4 5.9
0.5 mol% SZO 11.7 1.1 4.7
2 mol% SZO 2.1 2.5 11.9
4 mol% SZO 2.0 2.6 16.5
6 mol% SZO 2.5 1.6 15.1
8 mol% SZO 8.1 1.0 7.6
10 mol% SZO N/A N/A N/A
Even with a very low concentration of silicon (0.2 mol%), the
resistivity improved signicantly, compared to the undoped ZnO,
which was non-conductive. However, the resistivity at low silicon
concentration was still quite high, on the order of 10-1 Ω·cm.
Analogous to the AZO, GZO, and IZO lms from the previous
chapter, the resistivity decreased initially, by increasing the dopant
concentration in solution. This is due to silicon ions donating
electrons to the conduction band.
Wu et al. determined that SiZn is a shallow donor, whereas the
interstitial defects Sii(tet) and Sii(oct) are deep donors.311 This was
conrmed by Chowdhury et al., who also found that the SiO defect
is a deep acceptor.320 Therefore, only SiZn will provide signicant
charge density to the conduction band. Wu et al. also calculated
that, for interstitial silicon, a heavier eective mass will be observed,
leading to a reduction in carrier mobility. Furthermore, the presence
of interstitial silicon will reduce the transmittance of the SZO.311
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Kuznetsov et al. explained that at high silicon concentrations, a
solubility limit will be reached for the substitutional sites, which will
lead to an increase in interstital silicon, despite the higher formation
energy.300 This will cause a deterioration in electrical properties,
because interstitial defects generally form donor states that are too
deep in the band gap to contribute any signicant electron density to
the conduction band.250 Moreover, interstitial defects act as neutral
scattering centres which reduce carrier mobility. Additionally, high
silicon concentrations can result in the precipitation of secondary
insulating phases, such as SiO2. This typically happens at grain
boundaries, which are disordered, oxygen-rich regions. As a result,
they are dominated by defects that can trap electrons.300 The silicon
that forms oxide bonds remains electrically inactive, and does
not contribute electrons to the conduction band. These insulating
phases are amorphous and are low in concentration, so they are not
detectable by XRD.17
This explains the reduction in carrier concentration at higher
dopant concentrations (>4 mol%). The emergence of defects and
secondary phases results in electron traps. This will lead to
a reduction of electrons which are free to carry charge, and
consequently, to an increase in resistivity.
Rashidi et al. deposited SZO lms via spray pyrolysis, using
Zn(acac)2 as the Zn precursor, at a deposition temperature of 450
°C.307 They saw an increase in resistivity for their lms with >3
mol% silicon in solution, which agrees with the ndings in this
chapter. Similarly, Kuznetsov et al. and Yuan et al. found that
their electrical properties deteriorated with silicon concentrations >2
at.% for their SZO lms deposited via pulsed layer deposition and
atomic layer deposition, respectively.300,306 Thus, the deterioration
of electrical properties appears to be a common phenomenon at
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relatively low silicon concentration. This is in contrast to the AZO,
GZO and IZO lms from the previous chapter, whereby a 10 mol%
dopant concentration resulted in minimal resistivity values (Table
3.3). This is because silicon has a limited solubility in ZnO, and high
concentrations will result in interstitial defects, and segregated SiO2
at grain boundaries.300,306,307
4.3 co-doping silicon with fluorine
Co-doping a TCO material with uorine to further improve the
conductivity is a method which has been employed previously. Ponja
et al. deposited thin lms of doped zinc oxide via AACVD.189 Their
AZO lm had a resistivity of 2.15 ×10-3 Ω·cm. However, they found
that co-doping with aluminiumwith uorine resulted in a decrease in
resistivity, down to 1.85×10-3Ω·cm. Similarly, Rashidi et al. deposited
SZO and uorine/silicon co-doped zinc oxide (FSZO) thin lms via
spray coating.321 The optimised resistivity achieved for their SZO lms
was ∼4.8 ×10-3 Ω·cm. They found that co-doping with uorine led to
a decrease in resistivity, down to ∼1.5 ×10-3 Ω·cm. This is the only
instance in the literature describing the synthesis of FSZO.
This section describes the rst time that FSZO thin lms have been
deposited via AACVD.
4.3.1 Experimental
The deposition conditions from the previous section were
maintained for the depositions in this section. Tetraethyl
orthosilicate (TEOS) was used as the silicon precursor, at a
concentration of 5 mol% relative to zinc. Ammonium uoride
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[NH4F] was used as the uorine source, with concentration ranging
from 5–100 mol% relative to zinc.
4.3.2 Film Synthesis
Fluorine/silicon co-doped ZnO thin lms were synthesised, based on
the following reaction:
Zn(acac)2 (g) + xSi(OC2H5)4 (g) + yNH4F (g) ∆−−→ SixFyZn1 – xO1 – y (s)
All of the as-deposited lms were of high quality, and showed a
high adherence to the glass substrates. The lms passed the Scotch
tape test, and resisted being scratched with a steel scalpel.
The lms were visibly transparent, and had visible interference
patterns. The highest quality regions in terms of coverage and
uniformity were found nearest to the bae. For this reason, these
regions were characterised.
4.3.3 Crystal Structure
All of the as-deposited lms consisted of pure wurtzite ZnO (Figure
4.8). No secondary phases were observed, even at high dopant
concentrations.
When 5 mol% uorine was used in the precursor solution, a
preferential orientation in the (002) direction was observed. This
is analogous to the AZO, GZO, and SZO lms described previously.
However, upon increasing the uorine concentration, the preferential
orientation shifted from the (002) direction to the (101) direction.
Thus, it appears that uorine promotes growth in the (101) direction.
This phenomenon has been observed previously. Rashidi et al.
found that the preferred orientation of their FSZO lms deposited
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Figure 4.8: X-ray diraction patterns of the FSZO lms deposited via AACVD.
The silicon concentration was maintained at 5 mol% relative
to zinc. A diraction pattern of ZnO from ICSD #82028 is also
included for reference.
via spray pyrolysis changed from the (002) direction to the (101)
direction with increasing uorine concentration. Similarly, Ponja et al.
observed that their AZO lm deposited via AACVD had a typical (002)
preferred orientation.189 However, upon co-doping with uorine, the
intensity of the (002) diminished signicantly, and a preferential
orientation was observed in the (101) direction. Additionally, their
uorine-doped zinc oxide (FZO) lm showed a strong preferred
orientation in the (101) direction, with only a very low intensity (002)
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peak. Olvera et al. also noted a signicant decrease in the relative
intensity of the (002) peak with increasing uorine concentration
for their FZO lms deposited via spray pyrolysis.322 This was also
observed by Yakuphanoglu et al., for their FZO lms deposited via
spray pyrolysis.323
Furthermore, a slight decrease in overall peak intensity can
be observed at high uorine concentration. Yakuphanoglu et al.
observed the same trend for their FZO lms, and attributed it to a
deterioration in crystallinity due to uorine incorporation.323
4.3.4 Elemental Analysis
Carbon contamination was observed at the surfaces and within the
bulks of the lms, due to the inecient thermal decomposition of
Zn(acac)2.
The concentration of uorine in the lms was very low. For most
of the lms, it was below the detection limits of XPS. Only upon
using 100 mol% uorine relative to zinc, was the uorine 1s peak
observable by XPS (Figure 4.9). The peak that emerged at 685 eV
can be attributed to the F–Zn bond.324 This conrms that uorine
substituted for oxygen, in contrast to aluminium, gallium, indium, and
silicon, which all substituted for zinc.
Low levels of uorine incoporation are typically observed when
uorine is used as a dopant for SnO2 or TiO2.45,112,290 However, despite
the low concentration, uorine can have a signicant eect over the
properties of the lms. On top of this, the XPS data revealed that there
had been a signicant increase in the incorporation of silicon (Figure
4.10). The silicon concentration remained constant in the precursor
solution at 5 mol% relative to zinc, so the visible increase in silicon
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Figure 4.9: Surface and bulk XPS scans of the uorine 1s orbital for the FSZO
lms deposited via AACVD.
Figure 4.10: Si:Zn ratios at the surfaces and in the bulks of the FSZO lms
deposited via AACVD, as determined by XPS. Note that the Si:Zn
ratio in the precursor solution remained constant at 5 mol%.
incorporation in the FSZO lms was due to the increase in uorine
concentration in the precursor solution.
Rashidi et al. observed the same phenomenon for their FSZO lms
deposited via spray pyrolysis.321 They reported that the formation of
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SiF62- in solution reduced the concentration of silicon oxy and silicon
hydroxy species which would otherwise be free for self-condensation
reactions. These reactions would result in oligomeric silicon species,
which are less active for doping. Therefore, instead of acting as a
dopant in its own right, uorine modies the solution behaviour
of the silicon-containing species, to allow for more of it to be
incorporated into the lm.
It can be seen that co-doping with uorine has resulted in a higher
level of silicon incorporation in comparison to the SZO analogues
(Figure 4.4). Additionally, it has resulted in a reduction in surface
segregation.
4.3.5 Surface Morphology
The surface morphologies of the FSZO lms appeared to be strongly
dependant on the uorine concentration (Figure 4.11). Since XPS
indicated that uorine was only present in the lms at very low
concentrations, the uorine may be aecting the growth mechanism
by pre-reactions in solution.
The lm deposited using 5 mol% uorine displayed a morphology
that consisted of grains that, for the most part, did not have
dened shapes. The typical, layered, hexagonal grains can also be
seen scattered amongst these "rod-like" structures. Rashidi et al.
also noted a changed in surface morphology for their FSZO lms,
compared to their SZO lms deposited via spray pyrolysis.321 Their
SZO lm consisted of a hexagonal grain structure. However, upon
co-doping with uorine, the shapes of these grains became less
well-dened.
Increasing the uorine concentration to 10 mol% resulted in
more sharply-dened layered, hexagonal plates. These grains were
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Figure 4.11: SEM images of the FSZO lms deposited via AACVD, using (a) 5
mol%, (b) 10 mol%, (c) 30 mol%, and (d) 100 mol% uorine. The
silicon concentration was maintained at 5 mol% relative to zinc.
randomly oriented. This reects the XRD data for this lm (Figure
4.8), in which the (002) peak and the (101) are very similar in terms of
intensity. This suggests that this lm did not have such a preferred
orientation, and that the crystallites are more randomly oriented.
The lm deposited using 30 mol% uorine had a surface
morphology that was almost identical to the lm deposited using
10 mol% uorine, except that more of the surfaces of the grains
are visible. This may indicate the return of preferred orientation, as
shown in the XRD pattern.
The most extreme change in surface morphology was observed for
the lm deposited using 100 mol% uorine, relative to zinc. This lm
consisted of large, hexagonal plates which were highly ordered, with
their surfaces facing upwards. Again, this indicates the high level of
preferred orientation for this lm, which agrees with the XRD data,
which shows signicant preferred orientation in the (101) direction.
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The observable variation in surface morphology indicates that F is
having an eect on the growth of the lm.
Pawar et al. deposited FZO lms via spray pyrolysis, using zinc
acetate (similar to Zn(acac)2) and ammonium uoride as their
precursors.325 They did not observe such a drastic change in surface
morphology with uorine concentration. Their FZO lms had dense
morphologies, with small (<100 nm), spherical grains. This is due
to the spray pyrolysis technique, in which the precursor solution
is sprayed directly at the heated substrate, and hence there is less
time for precursors to diuse and form the intricate grain structures
observed in the lms deposited via AACVD.
4.3.6 Optical Properties
All of the as-deposited FSZO lms were visibly transparent. Increasing
the uorine concentration from 5 mol% to 10 mol% in the precursor
solution led to an increase in visible transmittance (Figure 4.12).
Increasing the uorine concentration further to 30 mol% did not
aect the visible transmittance. When 100 mol% uorine was used,
the visible transmittance decreased again.





5 mol% F 75 3.24
10 mol% F 83 3.26
30 mol% F 83 3.25
100 mol% F 75 3.25
The XPS data revealed that the uorine concentration in the
lm remained low (Figure 4.9). However, increasing the uorine
concentration in solution led to an increase in the incorporation of
silicon (Figure 4.10). Thus, the change in optical properties is likely
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due to silicon. The initial increase in transmittance may be a result of
a widening of the optical band gap, due to the Burstein-Moss eect.
The eventual reduction in transmittance could be due to the band gap
narrowing eect. It could also be a result of the high concentration of
silicon in the lm, which led to the creation of a high concentration
of colour centres.7
Figure 4.12: Transmission-reectance spectra for FSZO lms deposited via
AACVD.
With regards to the band gaps of the lms, which were calculated
from Tauc plots, no signicant dierence was observed (Table 4.4).
However, a case could be made that a very small band gap widening
is observed by increasing the uorine concentration from 5 mol%
to 10 mol%. This would be due to the Burstein-Moss eect. Further
increasing the uorine concentration led to a small band gap
narrowing. The band gaps of the FSZO lms are wider than the SZO
lms (Table 4.2). This could be due to the higher incorporation of
Si3+, which resulted in a higher carrier concentration, thus raising the
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Fermi level higher than the maximum position possible by doping
with silicon only.
4.3.7 Electrical Properties
The electrical properties of the FSZO lms are summarised in Table
4.5. All of the lms displayed n-type conductivity, with electrons as
the majority charge carriers. The most conductive FSZO lm was the
lm deposited using 5 mol% uorine in the precursor solution. This
lm had a resistivity of 2.8×10-2 Ω·cm, which is higher than the most
conductive SZO lms.








5 mol% F 2.8 7.8 2.8
10 mol% F 6.9 3.0 3.1
30 mol% F 8.3 2.0 1.8
100 mol% F N/A N/A N/A
Since there is less surface segregation of the silicon in the FSZO
lms compared to the SZO lms, grain boundary scattering alone
cannot account for the deterioration in conductivity. The reason for
the higher resistivity of the FSZO lms could simply be that the
concentration of silicon in the FSZO lms is too high, and is leading
to impurity scattering.
Rashidi et al. reported that the electrical properties of their FSZO
lms deposited via spray pyrolysis were superior than their SZO
lms.321 The resistivities of their FSZO lms showed a threefold
improvement in conductivity in comparison to their SZO lms, with
resistivities of ∼1.5 ×10-3 Ω·cm and ∼4.8 ×10-3 Ω·cm, respectively.
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These values are superior to the FSZO lms described in this chapter.
However, their FSZO lms also showed inferior optical properties.
4.4 conclusions
AACVD has been used to deposited silicon-doped zinc oxide thin lms
on glass substrates, at dopant concentrations ranging from 0.2 mol%
to 10 mol% relative to zinc in solution. All of the lms were of high
quality, with a high adherence to the substrate. Just as with the lms
deposited in the previous chapter, wurtzite ZnO was the only phase
present in the XRD patterns. SEM images revealed the layered growth
mechanism of the grain structure. The lms were highly transparent,
with up to 80% visible transmittance. Additionally, silicon was shown
to be an eective dopant element, by improving the electrical
properties of the lms, compared to the non-conductive undoped
ZnO lm. A minimum resistivity of 2 ×10-2 Ω·cm was obtained for the
4 mol% SZO lm. Although this was not as low as the 10 mol% AZO
lm, this lm also displayed a mobility of 16.5 cm2/V·s, which was
higher than any of the lms from Chapter 3.
It was also found that co-doping Si with uorine aected the
properties of the lms, by allowing more silicon to be incorporated
into the lm. Therefore, co-doping with uorine can be used to
increase the uptake of silicon into the lm. This means that a lower
concentration of the silicon precursor should be able to achieve
similar improvements in the optoelectronic properties of ZnO.
Increasing the concentration of uorine promoted crystal growth in
the (101) direction. Additionally, a high uorine concentration led
to a dramatic change in surface morphology, resulting in a grain
structure consisting of large, hexagonal plates. These plates were
highly ordered, with their surfaces facing upwards, away from the
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substrate. The band gaps of the FSZO lms were larger than those
of the SZO lms, which led to higher visible transmittance. However,
the minimum resistivity of the FSZO lms was higher.
5
Z INC ANT IMONATE TH IN F I LMS DEPOS I T ED V I A SP IN
COAT ING
This chapter rst focuses on attempts at depositing zinc antimonate
thin lms via AACVD. Following this, it describes zinc antimonate thin
lms which were successfully deposited via spin coating.
5.1 introduction
Zinc antimonate [ZnSb2O6] is a material which has not been
investigated as extensively as zinc oxide. It was rst identied in a
mineral extracted from tin ores mined in Mexico in the 1940s.326
Over half a century later, Nishiyama et al. became the rst group to
report that ZnSb2O6 exhibits n-type semiconductivity, due to inherent
oxygen vacancies.327 Following this, Matsushima et al. calculated the
band structure of ZnSb2O6.328 They found that the lower conduction
band consists mainly of antimony 5s and oxygen 2p antibonding
states. They also predicted a high carrier mobility in ZnSb2O6, due
to the high dispersion, or band width, in the lower conduction band.
A larger bandwidth is related to a greater overlap of adjacent orbitals,
and leads to more delocalised states than a narrow band.5,329 Thus, a
large band width or dispersion leads to superior electrical properties.
ZnSb2O6 crystallises in the trirutile structure, with zinc and
antimony atoms octahedrally coordinated by six oxygen atoms in
each rutile unit.330 The edge-sharing octahedra that make up the
crystal structure are a contributing factor towards high carrier
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mobility. Kawazoe et al. stated that, in these rutile chains, because
there is no intervening oxygen between the metal cations, the
M–M bond distance is short. This results in direct overlap of the s
orbitals of neighbouring metal cations. Consequently, there is a large
dispersion of the conduction band, which subsequently results in
high carrier mobility.331 The promising electrical properties, coupled
with its wide band gap (reported as being ∼3.0–3.35 eV)328,332–335 make
ZnSb2O6 a potential TCO material.
ZnSb2O6 is typically synthesised in micropowder or nanopowder
form. It has been prepared via solid state synthesis,327,334
co-precipitation synthesis,333,336 sol-gel synthesis,330 and microwave
assisted colloidal synthesis.337,338
There have been few reports on the deposition of ZnSb2O6
thin lms. Tamaki et al. deposited ZnSb2O6 lms on alumina
substrates via dip coating.339 Choi et al. made a paste from ZnSb2O6
nanoparticles, and deposited a lm on FTO-coated glass substrates
using a Doctor Blade.335 Zhu et al. used the same technique, but their
paste was made using a mixture of Sb2O3 and ZnO nanoparticles, and
they deposited their lms onto Al2O3 substrates.340 Additionally, the
literature has previously focused on gas sensing and photocatalytic
applications for ZnSb2O6. This chapter describes the rst attempt to
exploit its potential for TCO applications.
5.2 attempts at zinc antimonate thin films via aacvd
5.2.1 Experimental
The equipment for AACVD was set up as described in Section 2.2. A
2 cm2 quartz square was used as the substrate, and was heated to
550 °C. Compressed air was the carrier gas, with a ow rate of 1 L
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min-1. Zn(acac)2 was used as the zinc precursor, due to its low cost and
stability, and antimony ethoxide [Sb(OEt)3] was used as the antimony
precursor, as it is relatively stable and commercially available. The
Zn:Sb ratio in MeOH was 1:2.
It was found that stirring Zn(acac)2 and Sb(OEt)3 together in
MeOH in a 1:2 ratio for 30 mins resulted in the formation of
a white precipitate. Balasubramaniam et al. synthesised ZnSb2O6
nanoparticles by stirring two very similar precursors (zinc acetate,
and antimony trichloride) in MeOH for 30 mins.333 Therefore, the
white precipitate was identied as ZnSb2O6. A particulate solution
is unsuitable for AACVD, as the particles will not be transported to
the reactor.
For this reason, dual source AACVD was used. In this technique, two
bubblers are used, each with their own humidier. Two precursor
solutions are made up, each one containing a dierent precursor.
Two aerosol mists are generated simultaneously and transported to
the reactor via a Y-piece connector. This prevents the reaction of the
precursors in solution.
Following the deposition, the lms were annealed in a mue
furnace, in air at 1000 °C for 10 hours, to allow a crystal phase to
form.
5.2.2 Results and Discussion
Dual source AACVD successfully deposited lms on the quartz
substrate. The depositions were repeated several times to ensure
reproducibility. The as-deposited lms were optically transparent
and adherent. They passed the Scotch tape test and resisted being
scratched with a steel scalpel. However, the lms were too resistive
to be able to determine any electrical properties using the van der
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Pauw technique. In addition, the resistances of the lms could not be
obtained using a two-point probe, which can determine resistances
on the order of megaohms (MΩ). This suggests that the resistances
of these lms were even higher than this range.
The XRD patterns of the as-deposited lms had no sharp peaks,
indicating the lms were completely amorphous. Amorphous lms
are often in a metastable state, and annealing them at high
temperature can provide enough energy to rearrange the constituent
atoms to form a more thermodynamically stable crystal structure. As
stated above, the inherent conductivity of ZnSb2O6 is related to the
overlapping of adjacent atoms in the trirutile structure. To improve
the crystallinity, the lms were annealed.
Improving the crystallinity can often improve the electrical
properties, by providing the charge carriers with better transport
pathways. An XRD pattern was recorded after the lms were removed
from the furnace (Figure 5.1). The XRD pattern was vastly dierent,
as several peaks emerged. However, the peaks were not due to the
formation of ZnSb2O6 or ZnO. Instead, they can partly be assigned to
the quartz substrate which, unlike glass, is crystalline. This may be
because the annealing process resulted in delamination of some of
the lm, revealing the substrate beneath. In addition, some of the
minor peaks are possibly due to Sb2O3, Sb2O4, and Sb2O5 phases.
Despite the emergence of peaks in the XRD pattern after
annealing, the lms remained electrically insulating. This is because
a crystalline ZnSb2O6 phase did not form. It will be necessary to
improve the deposition conditions in order to deposit a conductive
ZnSb2O6 lm. Themain obstacle is ensuring that only Sb5+ forms. This
may prove to be dicult, as Allen et al. calculated that the formation
energy Sb5+ in the formof Sb2O5 is higher than the formation energies
of both Sb2O3 and Sb2O4.341
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Figure 5.1: Typical X-ray diraction patterns of as-deposited and annealed
lms, deposited via AACVD. Diraction patterns of ZnSb2O6 from
ICSD #96612, and ZnO from ICSD #82028 are also included for
reference.
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5.3.1 Experimental
ZnSb2O6 nanoparticles were synthesised by stirring Zn(acac)2 and
Sb(OEt)3 together in MeOH in a 1:2 ratio for 30 mins. For some
depositions, the solvent was then removed by rotary evaporation.
The white precipitate was dispersed in ink vehicles supplied by Sun
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Chemical (U10197 and U9593). These ink vehicles are a mixture of
various solvents. The exact composition is withheld by Sun Chemical.
The resultant ZnSb2O6 dispersion was used to deposit lms in a
Laurell WS-650MZ-23NPPB Spin Coater.
A 2 cm2 quartz square was used as the substrate. It was spun at
5000 revolutions per minute (RPM). A droplet of the ZnSb2O6 ink was
dropped onto the substrate every 10 seconds for 5 minutes. At this
point, the substrate was removed and left to dry at room temperature
for an hour. Subsequently, it was annealed in a mue furnace at 600
°C for 6 hours, in air.
5.3.2 Results and Discussion
The ZnSb2O6 nanoparticles were dispersed in two Sun Chemical ink
vehicles (U10197 and U9593) using a tip sonicator. The inks were spin
coated onto quartz substrates.
Figure 5.2: Images of as-deposited lms, deposited via spin coating using
inks of ZnSb2O6 nanoparticles dispersed in (a) U10197, and (b)
U9593.
The resultant lms were highly dissimilar in terms of quality (Figure
5.2). The lm deposited using U10197 was more uniform, with better
coverage of the substrate. In addition, it was more visibly transparent.
The lm deposited using U9593 had streaks and cracks across the
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surface of the substrate. This may suggest that the nanoparticles
were not suciently dispersed in U9593, which led to larger clusters
that could not adhere to the substrate during the deposition process.
Lewis et al. observed that the quality of their spin coated
PbS lms improved markedly when they added polystyrene
to the solution, in a 6:1 ratio with the precursors.342 The
polystyrene acted as a matrix which contains the precursors and
improved their adherence to the substrate. As it is an organic
compound, annealing subsequently removed the polystyrene whilst
simultaneously allowing the precursors to react, forming a higher
quality lm. For this reason, another lm was deposited from
the U10197 ink vehicle, but with 600 wt.% polystyrene in solution,
relative to the mass of the precursors. All of the as-deposited
lms had amorphous XRD patterns, with no peaks indicating a
crystalline phase. After annealing at 600 °C for 6 hours, the lms
showed a signicant improvement in terms of crystallinity (Figure
5.3a). The XRD patterns of the annealed ZnSb2O6 lms revealed
peaks that corresponded exclusively to trirutile ZnSb2O6. No peaks
corresponding to ZnO or any other secondary phases were observed.
In addition, unlike the lms deposited via AACVD (Figure 5.1), the XRD
patterns of the lms deposited via spin coating did not show any
peaks corresponding to the quartz substrate.
The presence of polystyrene in solution resulted in more intense
peaks in the XRD pattern, possibly indicating an improvement in
crystal quality. However, all of the lms were too resistive to be
able to determine their electrical properties using the van der Pauw
technique. This could be due to poor lm quality, with morphological
defects that led to poor transport properties.
In order to see if the electrical properties could be improved, the
lms were uorine-doped. ZnSb2O6 inks were made using the same
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Figure 5.3: Typical X-ray diraction patterns of (a) the as-deposited and
annealed ZnSb2O6 lms deposited via spin coating, with
and without polystyrene in solution, and (b) the annealed
uorine-doped ZnSb2O6 lms deposited via spin coating. The
peaks corresponding to ZnSb2O6 (*) and Sb2O4 (+) have been
labelled. Diraction patterns of ZnSb2O6 from ICSD #96612, and
Sb2O4 from ICSD #153154 are also included for reference.
method as before, with U10197 as the ink vehicle, and a 6:1 ratio
of polystyrene in solution. Dopant quantities of triuoroacetic acid
(TFA) were added at the same time as the Zn(acac)2 and Sb(OEt)3.
The uorine concentrations used were 30 mol%, 50 mol%, and 70
mol% relative to zinc in solution. The quality of the resultant lms
deteriorated when the concentration of TFA in solution was increased
(Figure 5.4). Higher TFA concentrations led to poorer coverage and
larger gaps and cracks in the lm.
The annealed uorine-doped lms were examined using XRD
(Figure 5.3b). When 30 mol% uorine was used in solution, the XRD
pattern was almost identical to the undoped ZnSb2O6 lm deposited
using a 6:1 ratio of polystyrene in solution. Hence, using just 30 mol%
uorine in solution did not signicantly aect the lm. However,
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Figure 5.4: Images of annealed lms, deposited via spin coating with (a) 30
mol%, (b) 50 mol%, and (c) 70 mol% F relative to Zn in solution.
upon increasing the uorine concentration further, two observations
were made. Firstly, the overall peak intensity decreased, possibly
indicating a deterioration in crystal quality. Secondly, additional
peaks emerged, which were assigned to a secondary phase of Sb2O4.
This may be because the TFA led to the formation of F- ions in
solution, which could have reduced some of the Sb5+ to Sb3+. Both
Sb3+ and Sb5+ are present in Sb2O4.343
The uorine-doped lms were non-conductive, which could be a
combination of the relatively poor quality of the morphologies, and
the emergence of a secondary Sb2O4 phase.
The optical properties of the lms were determined using UV/vis
spectroscopy (Figure 5.5). The 30 mol% uorine-doped lm had the
highest visible transmittance. Increasing the uorine concentration
led to an increase in optical absoprtion. This could be due the
incorporation of F- ions, which can form colour centres in the
lm.344 Slassi et al. found that uorine-doping ZnO resulted in the
formation of shallow donor states with uorine 2p character.345
They also observed that at high uorine concentrations, the optical
transmittance decreased due to an increase in absorption. Thus, it is
possible that the decrease in optical transmittance may also be due
to an increase in absorption due to shallow uorine 2p states.
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Figure 5.5: Transmission-reectance spectra for the uorine-doped
ZnSb2O6 lms deposited via spin coating, after annealing.
5.4 conclusions
It was found that dual source AACVD was unsuccessful at depositing
ZnSb2O6 thin lms. The XRD patterns of the annealed lms only
displayed peaks for the quartz substrate, and for secondary antimony
oxide phases. The lms were all non-conductive.
A ZnSb2O6 ink was made by dispersing ZnSb2O6 nanoparticles in
an ink vehicle supplied by Sun Chemical. U10197 was found to be a
superior ink vehicle, and resulted in higher quality lms. The addition
of polystyrene in solution in a 6:1 ratio with the precursors led to a
slight improvement in the crystal quality of the lms. In an attempt
to improve the conductivity, the lms were uorine-doped. It was
found that high concentrations of F- in solution may have led to
the reduction of Sb5+, leading to the formation of a secondary Sb2O4
phase. Increasing the uorine concentration also led to a decrease
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in the quality of the lms, and a decrease in visible transmittance.
Again, all of the lms were non-conductive.
Further work is needed to improve the quality of the lms, by
increasing the lm thickness, or by improving the dispersion of the
nanoparticles in the ink. Additionally, annealing for dierent lengths
of times, or at dierent temperatures could lead to improved lm
quality. Once this is achieved, a full dopant study can be performed to




I N V EST I GAT ING THE SCA L E UP OF AACVD
This chapter focuses on steps towards the scale-up of AACVD — from
a laboratory scale technique to a large scale technique which can
be used for commercial depositions. The eects of transporting the
aerosol prior to lm deposition are investigated. The size of the
droplet size distribution is also determined. The droplet size data
was recorded in collaboration with Dr. Michael Powell. The droplet
size data analysis was done by myself. Following this, the eect of
precursor concentration on the lm growth rates was determined
at the laboratory scale, and at a larger scale. The lm depositions
and data analysis in this section were done in collaboration with Dr.
Michael Powell. For this reason, the discussions in Section 6.4 will be
kept relatively brief. A more in-depth discussion of Section 6.4.2 can
be found in the paper by Powell et al.112
6.1 introduction
AACVD has many advantages over conventional APCVD. These are
discussed in detail in Section 1.4. In brief, the main advantages of
AACVD are as follows:
1. More precursors are available for CVD-type depositions, as the
requirement is solubility, rather than volatility.
2. Morphological control over the resultant lm is easily
achievable by varying the deposition conditions.
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3. A simplied reactor design allows lms to be deposited with
ease, and with relatively low cost.
Despite its numerous benets, AACVD is not currently used for
any commercial depositions. This is because the scale-up of AACVD
has not yet been properly investigated. Certain obstacles must be
overcome, such as the long-distance transportation of the aerosol,
increasing lm growth rates, and engineering solvent extraction and
recycling methods. This chapter will focus on the rst two problems.
6.2 aerosol transport study
In an industrial setting, depositions on glass substrates are
performed as the glass ribbon emerges, still hot, from the oat line.
For safety reasons, the precursor solution would need to be kept
far from this area, to prevent the accidental ignition of the solvent.
Hence, it is likely that the aerosol would be generated remotely, and
then transported to the oat line, to deposit as a lm on the hot glass.
The aerosol may need to be transported tens of metres from where it
is generated, to where it is deposited. To investigate the feasibility of
this, an aerosol transport study was performed. The 10mol% AZO lm
had the best optoelectronic properties of any of the lms deposited
via AACVD described in this thesis. For this reason, it was selected for
this study
6.2.1 Experimental
The conditions were maintained as described in Section 3.2.1. MeOH
was used as the solvent, rather than a solvent mixture. This was done
to avoid unwanted solvent eects, and to ensure that the mist is
uniform, so that it would pass through the tubing at a constant rate.
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The only dierence in the deposition parameters was that the
length of tubing between the bubbler and the bae was increased,
represented by the length d in Figure 2.1. The lengths of tubing used
were 0.5 m, 2 m, 8 m, and 50m. The 2 m tubing was coiled once, with a
coil diameter of 0.4 m. The 8 m and 50 m tubing were coiled multiple
times, with a coil diameter of 0.4 m.
6.2.2 Film Synthesis
The lms were generally of high quality. They adhered well to the
glass substrates, passing the Scotch tape test, and they resisted being
scratched with a steel scalpel.
The lms deposited using 0.5 m and 2 m tubing had interference
patterns, indicating there was a thickness gradient, with some
regions comparable to the wavelength of light. The lms deposited
using 8 m and 50 m tubing did not display interference patterns,
which may have indicated that the lms were thinner. The lm
deposited using 50 m tubing was so thin that it was barely visible
upon the glass substrate.
The highest quality regions of the lms were the regions nearest
to the bae, so these regions were characterised.
6.2.3 Crystal Structure
The crystal structures of the lms were analysed by XRD (Figure 6.1).
The lm deposited using 0.5 m tubing showed a typical XRD pattern
for AZO, with a preferential orientation in the (002) direction. The
relative intensities of the peaks were very similar to the 10 mol%
AZO lm deposited in Chapter 3, which were deposited using the
typical 0.1 m tubing. However, the overall peak intensities were lower,
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possibly indicating the lm deposited using 0.5 m tubing was thinner,
or of a lower crystal quality.
The lm deposited using 2 m tubing actually showed an increase
in peak intensity. This suggests that the lm had a more crystalline
structure, or that it formed a thicker, or denser lm. This could
be due to the longer tubing allowing more residence time for the
precursors to mix and react within the droplets. Thus, it may indicate
that pre-deposition reactions within the droplets were taking place,
which promoted lm growth.
Figure 6.1: X-ray diraction patterns of the 10 mol% AZO lms deposited via
AACVD, using increasing tubing lengths. A diraction pattern of
ZnO from ICSD #82028 is included for reference.
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When 8 m tubing was used, the resultant lm had much lower
intensity peaks. This suggests that the lm was thinner, or of poorer
crystalline quality. This could be due to the aerosol condensing along
the interiors of the tubing, leading to the precursors being lost prior
to reaching the reactor.
The lm deposited using 50 m tubing had very low intensity peaks.
The majority of the XRD pattern consisted of a large amorphous
region, indicating the lm was so thin that the amorphous glass
substrate beneath the lm was being detected by the X-rays. Again,
this suggests that a signicant amount of precursor was being lost in
the tubing prior to reaching the reactor.
Thus, there may be two competing processes aecting lm growth.
The rst is the residence time of the precursors. Allowing more time
for molecular mixing and pre-deposition reactions may promote lm
growth. However, the use of long lengths of tubing can also result in
the aerosol condensing along the walls of the tubes. Consequently,
insucient precursor reaches the substrate for regular lm growth.
6.2.4 Surface Morphology
Two regions of each lmwere analysed using SEM. The rst regionwas
the region closest to the bae (Figure 6.2), as it consistently showed
the highest quality lms in terms of coverage and uniformity. The
second region was 5 cm further along lm (Figure 6.3). This was done
to investigate how the surface morphology varied as the precursors
travelled deeper within the reactor.
The region closest to the bae is the same region that was
analysed in previous chapters, so the images in Figure 6.2 can be
compared to the SEM image of the 10 mol% AZO lm from Chapter 3,
which was deposited using the standard 0.1 m tubing. (Figure 3.12a).
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Figure 6.2: SEM images of the bae-ends of the 10 mol% AZO lms
deposited via AACVD, using (a) 0.5 m, (b) 2 m, (c) 8 m, and (d)
50 m tubing.
When 0.5 m tubing was used (Figure 6.2a), the morphology was
similar to the 10 mol% AZO lm from Chapter 3. The grains in both
lms consisted of interlocking plates which appeared to be etched.
This suggests that transporting the aerosol 0.5 m to the substrate did
not hinder the lm deposition.
Moving 5 cm further along the lm, the morphology changed
signicantly (Figure 6.3a). Rather than the densely packed grain
structure visible next to the bae, a more porous morphology
was observed. Additionally, the grain shape changed from plates
to rounder, faceted grains. The hollow interiors of the grains were
also visible, due to cracks in the upper surfaces. The change in
morphology was due to the depletion in the precursors as the aerosol
owed further into the reactor.
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Figure 6.3: SEM images taken 5 cm further away from the bae ends of the
10 mol% AZO lms deposited via AACVD, using (a) 0.5 m, (b) 2 m,
(c) 8 m, and (d) 50 m tubing.
When 2 m tubing was used (Figure 6.2b), the surface morphology
became smoother in comparison to when 0.5 m was used.
Additionally, large features were visible scattered across the lm.
Again, there is a drastic change in morphology 5 cm further along
the lm (Figure 6.3b). This change is similar to what was observed
for the lm deposited using 0.5 m tubing. The shapes of the grains
became rounder and more faceted. However, these faceted grains
appeared slightly smaller, and slightly more elongated in comparison
to the faceted grains from the lm deposited using 0.5 m tubing.
The lm deposited using 8 m tubing had smaller grains, with gaps
in between (Figure 6.2c). Similarly, 5 cm further along the lm, the
grains were even smaller, with even larger gaps (Figure 6.3c). These
morphologies indicate that insucient precursors had reached the
lm surface in order to allow a continuous lm to grow. This suggests
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that some of the precursor was being lost along the tubing before it
could reach the reactor.
The lm deposited using 50 m tubing had only a small amount
of lm growth near the bae (Figure 6.2d). Very small, disconnected
grains can be seen scattered across the substrate. Moving 5 cm
further along the lm, the grains were even more scattered, with very
large gaps between them (Figure 6.3d). Again, these morphologies
suggest that a signicant amount of precursor had been lost in the
tubing prior to reaching the reactor.
For all the lms, the region closest to the bae had a denser
morphology than the region 5 cm further along the lm. This suggests
that the deposition process was mass transport limited, whereby the
chemical reactions at the surface were rapid. This means that the rate
of deposition was determined by the rate at which fresh precursors
can be supplied to the growing lm.98
Figure 6.4: Angled SEM images of the 10 mol% AZO lms deposited via
AACVD, using (a) 0.5 m, (b) 2 m, (c) 8 m, and (d) 50 m tubing.
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The deterioration in lm growth and thickness with increasing
tubing length can be seen in angled SEM images of the lms (Figure
6.4). It can be seen that the lm thickness decreases from 1 µm
for the lm deposited using 0.5 m tubing, to ∼0.2 µm for the lm
deposited using 8 m tubing. Increasing the tubing length further to
50 m resulted in very little lm growth, and poor substrate coverage.
6.2.5 Droplet Size Analysis
The average droplet diameter for dierent lengths of tubing was
measured using Malvern Spraytec equipment, which utilises laser
diraction to determine the droplet size distribution in a spray or
mist. This method relies on Mie theory, which states that, when
light is scattered by a particle, the angle of scattering is inversely
proportional to the particle size.346–349
Table 6.1: Average droplet sizes and distribution spans for aerosol mists












The average droplet diameters and the droplet size distributions
were obtained. The width of the distribution is given by the span,
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where dv(n) is the droplet diameter below which, n% of the spray
lies.291 The results are presented in Table 6.1.
Figure 6.5: Size distribution of aerosol droplets, for (a) a mist as it emerges
from the bubbler, and (b) a mist that has been transported 8
m through coiled tubing. Each bar in the histogram represents
a size band of particles, with its height corresponding to the
percentage of the aerosol which is within that band. The red line
is the cumulative undersize, which represents the percentage of
the aerosol which has a droplet diameter below a given size.
The average droplet diameter at the point where the mist leaves
the bubbler (0 m tubing) is 8.0 µm. Transporting the aerosol led to
a decrease in the average droplet diameter. Filho et al. developed a
model that predicted that the average droplet size would decrease
and that the droplet size distribution would become more narrow
after transporting the aerosol through tubing.350 Wang et al. stated
that droplets in laminar or turbulent ow can undergo coagulation,
whereby the coagulation rate is proportional to the third power of the
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droplet diameter (d3).291 Van Borm et al. reported that larger droplets
are removed from an aerosol due to gravitational settling, which
leads to the average droplet diameter shifting to smaller values.351
Therefore, the observed reduction in droplet diameter upon
transporting the aerosol mist was due to the agglomeration of
droplets, which led to an increase in gravitational and centrifugal
settling of the larger droplets. However, the distance that the aerosol
was transported did not seem to have a signicant eect on the
average droplet diameter.
The droplet diameter distribution, measured by the span,
decreased linearly with tubing length. This can be seen clearly in
Figure 6.5. The reason for this narrowing of the distribution is most
likely because the further the aerosol was transported, themore time
there was for the smaller droplets in the mist to agglomerate, and for
larger droplets to condense on the walls of the tubing.
6.3 quantifying the amount of aerosol lost in the tubing
It is apparent that a signicant amount of aerosol was condensing
along the interior walls of the tubing, prior to reaching the reactor.
This had detrimental eects on lm growth, as the mass ow of
precursors was reduced.
6.3.1 Experimental
To estimate the amount of aerosol lost along the tubing, a typical
precursor solution for 10 mol% AZO was made up, and an aerosol
mist was generated in the usual way as described in Chapter 3. The
aerosol was passed through dierent lengths of coiled tubing (2
m, 8 m, and 50 m) using N2 carrier gas at a ow rate of 1 L min-1.
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Instead of attaching the far end of the tubing to the reactor, it was
attached to a pre-weighed cold-trap, which contained glass wool,
and was submerged in liquid N2 to ensure that all of the aerosol
that entered the cold trap would condense. The initial mass of the
precursor solution was also weighed. The dierence in the mass of
the cold trap before and after the "deposition" was used to estimate
the amount of aerosol lost along the tubing. Each "deposition" was
repeated at least three times to ensure reproducibility of the results.
6.3.2 Results and Discussion
The change in mass of the cold trap was used to calculate the mass
of the solution that remained in the tubing (Table 6.2). From this, the
volume of the solution lost in the tubing was calculated, as well as
the percentage loss.
Table 6.2: Approximate amounts of solution lost in the tubing, when passing
the aerosol along dierent lengths of tubing. The initial mass of















2 8–9 10–11 ∼50
8 13–14 16–17 ∼80
50 15–16 19–20 ∼95
It can be seen that, by transporting the aerosol just 2 m prior to
deposition, approximately 50% was lost before reaching the reactor.
When the length of tubing was increased to 8 m, the majority of the
aerosol was lost. Increasing the length further to 50 m resulted in
almost all of the aerosol condensing before it reached the reactor.
This explains why the quality of the lm deposited using 50 m tubing
was so poor, as shown by its XRD pattern (Figure 6.1) and its SEM
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images (Figures 6.2d, 6.3d, and 6.4d). Only ∼5% of the aerosol was able
to navigate the tubing to deliver the precursors to the substrate.
Based on these results, it seems unfeasible to transport an aerosol
tens of metres to the substrate, as is required for an industrial
deposition process. It should be mentioned that the tubing for these
experiments was arranged in a coil. This is an extreme arrangement,
since in an industrial setting, although there were still be bends and
turns, there will also be long straight sections. It would be easier for
the aerosol to traverse a straight section, as it would not collide with
the walls to the same extent. However, it is evident that a signicant
amount of aerosol will likely be lost in the tubing when transported
long distances. The 2m tubing only contained a single coil, and thus a
relatively high percentage of the tubing was straight, compared to the
8 m and 50 m tubing. Despite this, approximately 50% of the aerosol
was lost in 2 m tubing before reaching the reactor.
6.4 the effect of precursor concentration on film
growth rates
One drawback of AACVD is that the growth rates of the lms are
typically quite low. The lms deposited via AACVD in Chapters 3 and 4
were grown in 30-40 minutes, and had thicknesses of ∼1 µm. Thus,
the growth rates achieved for these lms were approximately 30
nm min-1. Similarly, Manzi et al. deposited AZO lms via AACVD and
were able to grow 470–500 nm thick lms in 30–35 minutes, yielding
a growth rate of ∼16 nm min-1.187 Nolan et al. deposited IZO lms
via AACVD, which were approximately 200 nm thick, in a deposition
time of 20 minutes.188 This gave a deposition rate of ∼10 nm min-1.
Chen et al. deposited ZnO thin lms via AACVD.352 Their lms were
approximately 1 µm, and were grown in 60–100 mins, which gave a
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growth rate of ∼13 nmmin-1. Basharat et al. deposited Ga2O3 thin lms
via AACVD.213 Their lms were 300–400 nm thick, and were grown in
approximately 120 mins. This yielded a growth rate of ∼3 nm min-1.
These growth rates of ca. 10s of nm min-1 are too low for most
industrial applications, which usually require growth rates of 10s or
even 100s nm s-1.112 This section describes a route towards scaling
AACVD for industrial purposes, by improving the growth rates of
FTO lms. This was done by investigating the concentrations of the
precursors in solution. FTO was used as the material for this study, as
it is a well-characterised, and eective TCO. It is known to grow with
ease and consistency.
6.4.1 Experimental
6.4.1.1 Laboratory Scale Depositions
A typical precursor solution was made up by dissolving monobutyltin
trichloride [nBuSnCl3] in MeOH. The concentration of nBuSnCl3 was
varied between 0.2 and 2 mol dm-3. Ammonium uoride [NH4F] was
used as the uorine source, at a concentration of either 15 or 30mol%
uorine relative to tin. The sample descriptions are summarised in
Table 6.3.
An aerosol mist of the precursor solution was generated using a
TSI Model 3076 Constant Output Atomiser, which typically generates
0.3 µm droplets.38,45 This was used instead of the humidier from
previous chapters, because it generally produces a more continuous
supply of aerosol, which is important when examining the growth
rates.
Compressed air was used as the carrier gas, at a constant pressure
of 2 bar. The deposition temperature was maintained at 550 °C, as
Noor et al. found that this temperature gave optimum TCO properties
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for FTO lms deposited via AACVD.45 Deposition times were xed at
5 minutes. As in previous chapters, Pilkington barrier glass cut to an
area of 10 x 4.5 cm2 was used as the substrate. After each deposition,
the substrate was left to cool to below 100 °C, under a continuous
ow of carrier gas. At this point, the lm was removed for analysis.
6.4.1.2 Larger Scale Depositions
A typical precursor solution was made up by dissolving monobutyltin
trichloride [nBuSnCl3] in MeOH. The concentration of nBuSnCl3 was
varied between 0.4 and 0.74mol dm-3. Ammoniumuoride [NH4F] was
used as the uorine source, at a concentration of 15 mol% relative to
Sn. The sample descriptions are summarised in Table 6.4.
An aerosol mist of the precursor solution was generated using a
Sonozap Sonaer high temperature atomiser nozzle, which uses an
ultrasonic piezoelectric device that operates at 30 kHz, and is capable
of atomising up to 100mLmin-1. A syringe pumpwas used to draw the
precuror solution through the nozzle, and the aerosol was generated
at the tip. The aerosol was directed into the ow of the carrier gas.
N2 was used as the carrier gas, at a ow rate of 12 L min-1. Tubing was
attached to the exhaust of the reactor, and a pump was used to vent
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the exhaust into the fumehood. This helped to reduce turbulant ow.
The setup is shown in Figure 6.9a. The deposition temperature was
maintained at 550 °C.45 Deposition times were varied, as described
in Table 6.4. Pilkington barrier glass cut to an area of 20 x 9 cm2 was
used as the substrate.
6.4.2 Laboratory Scale Depositions
The properties of the FTO lms are summarised in Table 6.5. The lms
were all adhesive, passing the Scotch tape test, and resisted being
scratched with a steel scalpel.
All of the as-deposited lms consisted exclusively of tetragonal
cassiterite SnO2 (Figure 6.6). No secondary phases were observed
by XRD. Increasing the precursor concentration in solution resulted
in an increase in preferrential growth of the (200) plane. It has
been observed previously that uorine incorporation promotes
growth in the (200) plane.45,353 This suggests that increasing the
tin concentration in solution also led to an increase in uorine
incorporation.
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Table 6.5: Structural, optical, and electrical properties of FTO lms
deposited via AACVD on the laboratory scale. Full sample















FTO1 0.15 83 26.1 0.7 3.5
FTO2 0.15 82 4.5 1.5 9.2
FTO3 0.40 80 0.9 4.6 14.9
FTO4 0.40 80 1.3 2.9 16.6
FTO5 0.50 78 0.3 11.8 15.7
FTO6 0.50 79 0.3 12.3 19.4
FTO7 0.50 79 1.0 3.1 21.1
FTO8 0.50 80 1.0 3.2 20.5
Figure 6.6: X-ray diraction patterns of the FTO lms deposited via AACVD at
the laboratory scale, using dierent concentrations of nBuSnCl3
in solution, with (a) 15 mol%, and (b) 30 mol% uorine, relative
to tin. Full sample descriptions can be found in Table 6.3.
Apart from the change in preferred orientation, the other feature
observed when the precursor concentration was increased was the
increase in crystal quality. This is indicated by the more intense
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peaks in the XRD patterns for the lms deposited with high dopant
concentrations. However, this could also be related to an increase
in the lm thicknesses. The lm thicknesses were obtained by
ellipsometry, and are shown in Table 6.5. It is apparent that the lm
thicknesses increased with nBuSnCl3 concentration in solution, up to
a concentration of 1 mol dm-3. When the concentration was increased
to 2 mol dm-3, the solution became too viscous to be atomised as
eectively, and the thickness did not increase further.
Since the deposition times were xed at 5 minutes, a lm thickness
of 500 nm corresponds to a growth rate of 100 nm min-1. This is a
signicant improvement over typical AACVD growth rates, which are
ca. 10 nm min-1.
XPS analysis of the lms conrmed the presence of Sn4+, with a
binding energy of 487.0 eV (± 0.2 eV) at the surfaces and within the
bulks of the lms (Figure 6.7). This corresponds to literature values
for SnO2.354,355
Figure 6.7: Typical XPS spectra for the FTO lms deposited via AACVD at the
laboratory scale, showing the (a) tin 3d peaks at the lm surface,
(b) tin 3d peaks in the bulk of the lm, (c) oxygen 2p peaks at the
lm surface, and (d) oxygen 2p peaks in the bulk of the lm.
6.4 the effect of precursor concentration on film growth rates 167
The presence of uorine was also conrmed by the presence of the
uorine 1s peak. However, the concentration of uorine incorporated
into the lms was low for all the lms (∼0.5–1 atom%). Etching the lm
showed that the uorine was not surface segregated, and was evenly
distributed throughout the bulks of the lms.
The surface oxygen 2p peaks revealed multiple oxygen
environments, OI, OII, and OIII, corresponding to O–Sn, O–C (from
surface-bound carbon), and O–H (from surface-bound water),
respectively. In the bulks of the lms, only the O–Sn environment at
530.6 eV (± 0.2 eV) was observed.356
The surface morphologies of the lms were analysed using SEM
(Figure 6.8). The grains consisted of pyramidal-like structures. The
lms deposited using 0.2 mol dm-3 nBuSnCl3 showed signicant
spaces between grains, which can be attributed to the lower tin
concentration in solution. The lms deposited using 30mol%uorine
had smaller grain sizes than the 15 mol% analogues. This suggests
that uorine had an inuence over the growth mechanism. Changing
the tin concentration in solution did not have a signicant eect over
the surface morphologies.
All of the lms displayed a high visible transmittance (Table 6.5).
The uorine concentration did not appear to have a signicant
eect over the optical properties, most likely due to the fact that
the uorine concentration in the lms was consistently low, as
determined by XPS. Generally, the thicker lms had a slightly lower
visible transmittance, due to the increased path length for light,
which led to an increase in absorption. Interestingly, the lms
deposited using 1 mol dm-3 nBuSnCl3 showed optical properties
that were reminiscent of low-emissivity coatings. These coatings are
optically transparent, with a high reectance in the NIR region, which
grants them thermally insulating properties.247
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Figure 6.8: SEM images of (a) FTO2, (b) FTO6, (c) FTO7, and FTO8, all deposited
via AACVD. Full sample descriptions can be found in Table 6.3.
The electrical properties of the lms showed a signicant
improvement when increasing the nBuSnCl3 concentration from 0.2
to 1 mol dm-3, where a minimum resistivity of 3 ×10-4 Ω·cm was
achieved (Table 6.5). It was also found that, for low nBuSnCl3
concentrations, using 30 mol% uorine in solution resulted in vastly
superior electrical properties. However, when higher concentrations
of nBuSnCl3 were used, the uorine concentration did not have a
signicant eect over the electrical properties.
The electrical properties of these lms were superior to previous
attempts at depositing FTO by various techniques, including
magnetron sputtering,37 APCVD,43 and spray pyrolysis.353 Additionally,
they are comparable to industrial standards (Table 3.4). Noor et
al. also deposited FTO lms via AACVD, at 550 °C, using the same
precursors, solvent, and carrier gas as those used for the lms in
this section.45 They achieved a resistivity value of 4 ×10-4 Ω·cm,
which agrees with these ndings. However, their depositions were
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performed in 30 minutes, which indicates that the same electronic
properties could be achieved in a much shorter time, simply by
increasing the precursor concentration in solution.
6.4.3 Larger Scale Depositions
The properties of the FTO lms deposited at the larger scale are
summarised in Table 6.6. The lms showed excellent coverage of the
larger substrates, and displayed typical interference patterns, which
is due to the suction exhaust drawing the aerosol through the reactor
(Figure 6.9b).
Table 6.6: Structural, optical, and electrical properties of FTO lms
deposited via AACVD on a larger scale. Full sample descriptions















FTOA 0.30 86 N/A N/A N/A
FTOB 0.73 82 5.8 0.7 16.1
FTOC 0.65 81 2.8 1.0 23.2
FTOD 0.17 85 9.4 0.4 15.2
FTOE 0.45 84 8.5 0.6 12.9
FTOF 0.30 83 3.6 1.4 12.6
FTOG 0.80 85 2.3 1.1 23.9
FTOH 0.67 83 2.7 0.9 24.4
The regions of the lms nearest to the bae were the thickest. The
samples deposited using higher concentrations of nBuSnCl3 (FTOC,
FTOD, and FTOE) were so thick near the bae that they began to
delaminate a few minutes after being removed from the reactor.
Additionally, thickness-related optical absorption was occurring in
these thick regions, leading to darkening of the lms. For this
reason, the central region of the lms were characterised, where the
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Figure 6.9: (a) An image of the laboratory AACVD setup for large scale
depositions. The Sonozap Sonaer high temperature atomiser
nozzle can be seen clamped on the left. The generated aerosol
was directed into the stream of the carrier gas, which owed
through the piping coming from the left of the image, directly to
the bae. The exit port of the reactor on the right was attached
to tubing which pumped the exhaust away. (b) An image of a
typical lm, viewed at an angle to display the interference fringes.
The substrate dimensions are 20 x 9 cm2. The bae-end of the
substrate is at the top of the image.
adhesion was superior. In this region, all of the lms passed the
Scotch tape test, and resisted being scratched with a steel scalpel.
The thicknesses of the lms were determined by ellipsometry, and
are given in Table 6.6. A maximum growth rate of 2 µm min-1 was
achieved for sample FTOH, which was deposited in just 20 s. This is
sucient for industrial applications, and hence conrms AACVD as a
scalable technique.
All of the lms consisted exclusively of cassiterite SnO2 (Figure
6.10). In general, the lms deposited using lower concentrations of
nBuSnCl3 in solution displayed relatively poor crystal quality, even
with longer deposition times, suggesting that insucient precursor
was being supplied to the growing lm. Conversely, using high
concentrations of nBuSnCl3 resulted in superior crystal growth, even
with short deposition times. This indicates that the early stages
of lm growth are important for the overall crystallinity. Sucient
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Figure 6.10: Typical X-ray diraction patterns of the FTO lms deposited via
AACVD at a larger scale. Full sample descriptions can be found
in Table 6.4.
precursor must be available as the lm begins to deposit, to act as a
seed for the polycrystalline growth. If the lm is not initially supplied
with enough precursor, the overall crystal quality will be worse, even
if the crystallites have longer to grow.
This hypothesis is conrmed when examining the surface
morphologies of the FTOC and FTOH. These lms had very similar
thicknesses, as determined by ellipsometry, so comparing their
morphologies should give an indication of their growth mechanism.
When the lm was deposited using a low concentration of nBuSnCl3
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Figure 6.11: SEM images of (a) FTOC, and (b) FTOH, both deposited via AACVD,
showing typical surface morphologies. Full sample descriptions
can be found in Table 6.4.
as in sample FTOC (Figure 6.11a), the crystallites were small, and large
pinhole defects were present between the grains. When comparing
this morphology to that of FTOH (Figure 6.11b), the eect of precursor
concentration can clearly be seen. The grains of sample FTOH were
signicantly larger and more well-connected. This is signicant,
considering the deposition time for FTOH was approximately 10% of
what was allowed for FTOC. This denser morphology indicates that
having a high concentration of precursor available in the early stages
of lm growth resulted in a far superior grain structure.
All of the as-deposited lms displayed high transparency in the
visible part of the spectrum, meeting the 80% requirement for
commercial applications (Figure 6.12). Similarly, the lms displayed
excellent electronic properties, achieving minimum resistivity values
of 2.3 ×10-3 Ω·cm and 2.7 ×10-3 Ω·cm for samples FTOG and FTOH,
which were deposited in just 30 s and 20 s, respectively. Therefore,
materials which are appropriate for TCO applications have been
deposited at high growth rates, making the deposition technique a
feasible route for industrial processes.
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Figure 6.12: Typical transmission-reectance spectra of the FTO lms
deposited via AACVD at the larger scale. Full sample descriptions
can be found in Table 6.4.
6.5 conclusions
The transport of the aerosolmist prior to deposition was investigated.
It was found that transporting the aerosol 2 m prior to deposition
improved the properties of the resultant AZO lm, since there was a
longer residence time for pre-deposition reactions to occur. However,
transporting the aerosol 8 m and led to a signicant deterioration
in lm quality. This was deemed to be due to the large amount
of aerosol condensing on the walls of the tubing — approximately
95% for 50 m tubing. In addition, the droplet size distribution
was measured, after transporting the aerosol. It was found that
transporting the aerosol a short distance (2 m) led to a reduction
in droplet diameter. Transporting the aerosol any distance further
than this did not result in a signicant change in diameter. Moreover,
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the droplet size distribution decreased linearly with tubing length,
as there was more time for small droplets to agglomerate, and large
droplets to settle in the tubing.
The growth rates of FTO lms deposited via AACVD have been
improved from ca. 10 nm min-1 to 2 µm min-1, by increasing
the precursor concentration in solution, and by modifying the
deposition set up. The resultant lms were shown to maintain
their excellent optoelectronic properties, which were comparable to
current industrial standards. This work has shown the versatility of
the AACVD technique, and how it has the potential to deposit lms at
the required growth rates for commercial applications.
Part III




This thesis has focused on the synthesis of zinc-based thin lms for
TCO applications. Chapter 3 described the synthesis of aluminium-,
gallium-, and indium-doped zinc oxide thin lms via AACVD. These
dopants were also used in tandem to prepare co-doped zinc oxide.
Following this, a solvent study was performed using the most
conductive lm, to examine the eect of the solvent on the resultant
lms.
In Chapter 4, silicon-doped zinc oxide lms were deposited via
AACVD, in the same conditions as the lms from Chapter 3. In addition,
uorine/silicon co-doped lms were synthesised to see how the
addition of uorine would aect the lms.
Chapter 5 detailed attempts at synthesising conductive ZnSb2O6
thin lms via dual source AACVD and via spin coating. It was found
that ZnSb2O6 could not bemade via dual source AACVD. However, spin
coating an easily synthesised ZnSb2O6 ink was a viable technique to
deposit ZnSb2O6 thin lms.
Finally, Chapter 6 described the investigation into the scale up
of AACVD. An aerosol transport study was performed to ascertain
the feasibility of transporting the aerosol long distances prior to
deposition, as would be the case in an industrial deposition process.
Following this, scaled-up depositions of uorine-doped tin oxide
were performed at high growth rates, by increasing the precursor
concentration in solution.
A summary of the key ndings from the work described in this
thesis, as well as the necessary future work is presented in Table 7.1.
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Table 7.1: Summary of key results and future work.
Chapter Results Future work
3 • AZO, GZO, IZO, AGZO,









In3+ led to disorder
and deterioration in
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• Deposit SZO lms
using alternative
precursors.





5 • ZnSb2O6 lms could
not be deposited via
AACVD.
• ZnSb2O6 lms were
deposited via spin
coating.














6 • Aerosol transported
up to 50 m prior to
deposition.
• Transporting aerosol
just 2 m led to
approximately 50%
losses of solution.
• FTO lms deposited









Overall, the work described in this thesis has shown the versatility
of AACVD as a technique to prepare eective TCO thin lms.
It has been used to successfully deposit many zinc-based TCO
materials, from various air-stable precursors, and in a variety of
conditions. Although the optoelectronic properties do not meet
those of industrial standards deposited by other techniques such as
magnetron sputtering, the ease of deposition makes these results
promising. The scalability of the AACVD technique has also been
demonstrated, by improving the lm growth rates to levels which
are comparable to current industrial deposition techniques. Future
work related to this research project could build upon these ndings,
leading to the discovery of other sustainable TCO materials from
inexpensive zinc precursors. Additionally, the scale up of AACVD can





a.1 refinement of xrd data
The diraction pattern of a material is determined by its crystal
structure, and contains a vast amount of important information.
The peak position is due to the interplanar distance, which is
related to the type of crystal structure. The peak intensity is due
to atomic positions within the unit cell, as well as factors such as
preferred orientation. The peak width and shape can be related to
the instrument, sample orientation and to crystalline defects.
Thus, the XRD data can be rened to extract information such
as unit cell parameters, atom positions, etc. The two main ways
to do this are Rietveld renement and Le Bail renement. Both of
these methods rely on a least-squares process, whereby each time a
calculated model of the data is rened, the model tends towards the
minimum value of the sum of the square of the dierences between
the experimental data and the model, thus gradually improving the
model until it matches the observed data. Each iteration of the
model is rened by changing the values of dierent parameters. The
parameters which are rened are slightly dierent, depending on




In Reitveld renement, two types of parameters can be rened:
instrumental and structural. The instrumental parameters (which
are dependant on the diractometer and sample orientation) are
the instrumental zero error (2θzero), the unit cell metric tensor (A,
B, C, D, E, F), the peak width parameters (U, V, W), the peak shape
parameters (P, η), and the preferred orientation parameter (G). The
structural parameters (which are dependant on the crystal structure
of the sample) are the overall scale factor (c), the fractional atomic
coordinates (xn, yn, zn), the isotropic temperature factor (Bn) or the
anisotropic temperature factor (βij), and the site occupation factor
(Nn).
The peak intensities of the model are calculated from these




{In(obs) − In(calc)} (A.1)
where ∆ is the least squares value, and In(obs) and In(calc) are
the intensities of the nth peaks from the experimental data and the
calculated model, respectively.
a.1.2 Le Bail Renement
Le Bail renement typically renes the same parameters as Rietveld
renement, except for the peak intensities. The intensities are
initally set to an arbitrary value. Each time a renement iteration is
performed, the calculated intensity values are set as the observed
intensity values. This process is repeated, thus slowly converging
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towards the experimentally observed values. Since the intensities are
not rened using least squares, this method requires less computing
power. In general, Le Bail renement estimates the best possible
t when there are irregular proles. Since peak intensities are not
rened, preferred orientation can be modelled with relative ease.
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