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Abstract
The n-dimensional fuzzy sets have been introduced
as a generalization of interval-valued fuzzy sets,
Atanassov’s intuitionistic and interval-valued in-
tuitionistic fuzzy sets. In this paper we investi-
gate t-norms on 3-dimensional sets which are join-
morphisms. Under some additional conditions we
show that they can be represented using a repre-
sentation which generalizes a similar representation
for t-norms in interval-valued fuzzy set theory.
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1. Introduction
Zadeh [1] and Goguen [2] proposed the concepts of
fuzzy sets and L-fuzzy sets in 1965 and 1967, re-
spectively. Since then, several special L-fuzzy sets
such as the interval-valued fuzzy set [3], the in-
tuitionistic fuzzy set defined by Atanassov [4, 5]
and the interval-valued fuzzy set [5] have been pro-
posed. Interval-valued fuzzy set theory generalizes
fuzzy set theory by providing for each element in
the universe a closed subinterval of [0, 1] which ap-
proximates the real, but unknown, membership de-
gree. In this way, it is not only possible to model
vagueness, but also uncertainty about the member-
ship degrees. Atanassov’s intuitionistic fuzzy sets
on the other hand provide for each element of the
universe a degree of membership and a degree of
non-membership, thus modelling the fact that the
knowledge about the membership of an element in
a set can be provided in a bipolar way: on the one
hand there is information available which confirms
membership, on the other hand there is informa-
tion which infirms membership. A combination of
these two theories is given by Atanassov’s interval-
valued intuitionistic fuzzy sets: the membership de-
gree and non-membership degree are both replaced
by a closed subinterval of the unit interval which
approximates the corresponding unknown degree.
Li et al. [6] and Shang et al. [7] introduced n-
dimensional fuzzy sets as a generalization for both
interval-valued fuzzy sets and interval-valued intu-
itionistic fuzzy sets. In fact, interval-valued fuzzy
sets are 2-dimensional fuzzy sets and interval-valued
intuitionistic fuzzy sets can be seen as 4-dimensional
fuzzy sets. The study of triangular norms and
conorms, implication and negation functions, and in
particular the study of t-norms satisfying the resid-
uation principle, has been successful in fuzzy set
theory (see e.g. [8, 9, 10, 11, 12, 13, 14, 15]) and in
interval-valued and Atanassov’s intuitionistic fuzzy
set theory (see e.g. [16, 17, 18, 19]). In this paper
we start the investigation of t-norms which are join-
morphisms in n-dimensional fuzzy sets. Given the
complexity of this task, we will restrict our investi-
gation in this paper to 3-dimensional fuzzy sets.
2. Definitions
Definition 1 [7] Let n ∈ N \ {0}. We define the
lattice Ln = (Ln,≤n) by
Ln = {(x1, x2, . . . , xn) | (x1, . . . , xn) ∈ [0, 1]n
and x1 ≤ x2 ≤ . . . ≤ xn},
(x1, . . . , xn) ≤n (y1, . . . , yn)
⇐⇒ (∀i ∈ {1, . . . , n})(xi ≤ yi),





x = (x1, x2)
x1
x2
Figure 1: The lattice L2.
The lattices L2 and L3 are depicted in Figure 1
and Figure 2 respectively.
We denote the smallest and the largest element
of Ln by 0Ln = (0, . . . , 0) and 1Ln = (1, . . . , 1)
respectively. In the sequel, for any x ∈ Ln and
i ∈ {1, . . . , n}, we will denote the i-th component
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Figure 2: The lattice L3.
of x by xi, i.e. x = (x1, . . . , xn), or, equivalently,
pri x = xi.
We define for all {i1, i2, . . . , ik} ⊆ {1, . . . , n} sat-
isfying i1 < i2 < . . . < ik, the projection map-
ping pri1,i2,...,ik : Ln → Lk : (x1, . . . , xn) 7→
(xi1 , . . . , xik), for all (x1, . . . , xn) ∈ Ln.
Note that, for x, y in Ln, x <n y is equiva-
lent to “x ≤n y and x 6= y”, i.e. xi ≤ yi, for
all i ∈ {1, . . . , n}, and there exists at least one
i ∈ {1, . . . , n} for which xi < yi. We define the sub-
setDn of Ln asDn = {(x1, x1, . . . , x1) | x1 ∈ [0, 1]}.
We call the elements ofDn the exact elements of Ln.
Note that for any non-empty subset A of L3 it
holds that
supA = (sup{x1 | (x1, x2, x3) ∈ A},
sup{x2 | (x1, x2, x3) ∈ A},
sup{x3 | (x1, x2, x3) ∈ A}),
and similarly for non-empty subsets of Ln, for any
n ∈ N \ {0}.
Definition 2 [7] Let U be a set and LUn = {A |
A : U → Ln is a mapping}. Then each A ∈ LUn is
called an n-dimensional fuzzy set in U and is de-
noted as
A(u) = (A1(u), A2(u), . . . , An(u)), ∀u ∈ U.
Shang et al. [7] observed that LU1 is the set of
Zadeh fuzzy sets on U , LU2 is isomorphic to the
set of interval-valued fuzzy sets and to the set of
Atanassov’s intuitionistic fuzzy sets, and LU4 is iso-
morphic to the set of interval-valued intuitionistic
fuzzy sets.
Definition 3 Let n ∈ N \ {0}. A triangular norm
(t-norm) on Ln is a commutative, associative map-
ping T : (Ln)2 → Ln which is increasing in both
places and for which T (1Ln , x) = x, for all x ∈ Ln.
We say that a t-norm T on Ln satisfies the resid-
uation principle if [10] for all x, y and z in Ln,
T (x, y) ≤n z ⇐⇒ x ≤n IT (y, z),
where for all y and z in Ln,
IT (y, z) = sup{λ | λ ∈ Ln and T (λ, y) ≤n z}.
The function IT is called the residuum of T . The
residuation principle is equivalent with the condi-
tion [20, 10, 21]: for all x ∈ Ln and ∅ ⊂ Z ⊆ Ln,
T (x, supZ) = sup
z∈Z
T (x, z).
We call a t-norm which satisfies the previous condi-
tion a sup-morphism. A weaker condition is: for all
x, y and z in Ln,
T (x, sup(y, z)) = sup(T (x, y), T (x, z)).
We call a t-norm which satisfies this condition a
join-morphism.
3. Triangular norms which are
join-morphisms
Proposition 1 [22, 17] Let T be a t-norm on L2
which is a join-morphism. Then there exists a t-
norm T on ([0, 1],≤) such that, for all x and y in
L2,
pr1 T (x, y) = T (x1, y1).
In a similar way as the previous proposition, we
can show the following.
Lemma 1 Let T be a t-norm on Ln which is a join-
morphism. Then there exists a t-norm T ′ on Ln−1
which is a join-morphism such that, for all x and y
in Ln,
pr1,...,n−1 T (x, y)
= T ′((x1, . . . , xn−1), (y1, . . . , yn−1)).
The previous lemma is very important because it
shows that in order to find the structure of a t-norm
on Ln which is a join-morphism, we can use for the
first n − 1 components the results for t-norms on
Ln−1 and we only have to investigate the structure
for the n-th component.
Theorem 1 [23, 17] Let T : (L2)2 → L2 be a map-
ping for which the mapping g : [0, 1]→ [0, 1] defined
by g(y1) = pr2 T ((0, 1), (y1, y1)), for all y1 ∈ [0, 1],
satisfies g = id[0,1]. Then T is a t-norm on L2 which
is a join-morphism and for which T (D2, D2) ⊆ D2
if and only if there exists an element t2,1 ∈ [0, 1]
and a t-norm T on ([0, 1],≤) such that T is a join-
morphism and for all x and y in L2,
T (x, y) = (T (x1, y1), sup(T (t2,1, T (x2, y2)),
T (x1, y2), T (x2, y1))).
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Combining Lemma 1 and Theorem 1, we obtain
the following result.
Lemma 2 Let T : (L3)2 → L3 be a t-norm on
L3 for which the mapping g : [0, 1] → [0, 1] de-
fined by g(y1) = pr2 T ((0, 1, 1), (y1, y1, y1)), for all
y1 ∈ [0, 1], satisfies g = id[0,1]. If T is a join-
morphism and satisfies T (D3, D3) ⊆ D3, then there
exists an element t2,1 ∈ [0, 1] and a t-norm T on
([0, 1],≤) such that T is a join-morphism and for
all x and y in L3,
pr1,2 T (x, y) = (T (x1, y1), sup(T (t2,1, T (x2, y2)),
T (x1, y2), T (x2, y1))).
Lemma 2 determines the first two components of
a t-norm on L3 which is a join-morphism and which
satisfies some boundary conditions. In what follows
we establish a representation of the third compo-
nent. First we need some lemmas.
Lemma 3 Let T be a t-norm on L3 which is a join-
morphism and which satisfies T (D3, D3) ⊆ D3. De-
fine the mappings f1, f2, g1, g2, h, T : [0, 1]2 → [0, 1]
by, for all x1, x2, x3, y1, y2, y3 in [0, 1],
f1(x3, y3) = pr3 T ((0, 0, x3), (0, 0, y3)),
f2(x2, y2) = pr3 T ((0, x2, x2), (0, y2, y2)),
g1(x1, y3) = pr3 T ((x1, x1, x1), (0, 0, y3)),
g2(x1, y2) = pr3 T ((x1, x1, x1), (0, y2, y2)),
h(x2, y3) = pr3 T ((0, x2, x2), (0, 0, y3)),
T (x1, y1) = pr3 T ((x1, x1, x1), (y1, y1, y1)).
(1)
Then, for all x and y in L3,
pr3 T (x, y) = sup(f1(x3, y3), f2(x2, y2), g1(x1, y3),
g1(y1, x3), g2(x1, y2), g2(y1, x2),
h(x2, y3), h(y2, x3), T (x1, y1)).
Proof. This follows easily from the fact that T is a
t-norm which is a join-morphism and which satisfies
T (D3, D3) ⊆ D3 and from the fact that, for all x ∈
L3,
x = sup((x1, x1, x1), (0, x2, x2), (0, 0, x3)),
and similarly for y ∈ L3. 
Lemma 4 Let T be a t-norm on L3 which is a join-
morphism and which satisfies T (D3, D3) ⊆ D3. De-
fine the mappings f1, f2, g1, g2, h, T : [0, 1]2 → [0, 1]
by (1). Then, for all x1 and y1 in [0, 1],
f1(x1, y1) ≤ h(x1, y1) ≤ g1(x1, y1) ≤ g2(x1, y1),
h(x1, y1) ≤ f2(x1, y1) ≤ g2(x1, y1) ≤ T (x1, y1).
Proof. This follows immediately from Lemma 3
and the fact that T is increasing. 
Lemma 5 Let T be a t-norm on L3 which is a join-
morphism and which satisfies T (D3, D3) ⊆ D3. De-
fine the mappings f1, f2, g1, g2, h, T : [0, 1]2 → [0, 1]
by (1). Then, for all x1, x2, x3, y1, y2, y3, z1, z2
and z3 in [0, 1,
f1(x3, h(z2, y3)) = h(z2, f1(x3, y3)),
h(y2, h(z2, x3)) = h(z2, h(y2, x3)),
f1(x3, g1(z1, y3)) = g1(z1, f1(x3, y3)),
f1(x3, g1(z1, y3)) = f1(y3, g1(z1, x3)),
g1(y1, g1(z1, x3)) = g1(z1, g1(y1, x3)),
g1(y1, g1(z1, x3)) = g1(T (y1, z1), x3).
Proof. In the following calculations we use the fact
that pri T (x, y) = 0 as soon as min(xi, yi) = 0, for
all x and y in L3 and for all i ∈ {1, 2}.
The first equality can be shown as follows:
f1(x3, h(z2, y3))
= pr3 T ((0, 0, x3), (0, 0, h(z2, y3)))
= pr3 T ((0, 0, x3), T ((0, 0, y3), (0, z2, z2)))
= pr3 T (T ((0, 0, x3), (0, 0, y3)), (0, z2, z2))
= pr3 T ((0, 0, f1(x3, y3)), (0, z2, z2))
= h(z2, f1(x3, y3)).
We prove the second equality as follows:
h(y2, h(z2, x3))
= pr3 T ((0, y2, y2), (0, 0, h(z2, x3)))
= pr3 T ((0, y2, y2), T ((0, 0, x3), (0, z2, z2)))
= pr3 T (T ((0, y2, y2), (0, 0, x3)), (0, z2, z2))
= pr3 T ((0, 0, h(y2, x3)), (0, z2, z2))
= h(z2, h(y2, x3)).
The third formula is proven as follows:
f1(x3, g1(z1, y3))
= pr3 T ((0, 0, x3), (0, 0, g1(z1, y3)))
= pr3 T ((0, 0, x3), T ((0, 0, y3), (z1, z1, z1)))
= pr3 T (T ((0, 0, x3), (0, 0, y3)), (z1, z1, z1))
= pr3 T ((0, 0, f1(x3, y3)), (z1, z1, z1))
= g1(z1, f1(x3, y3)),
and
f1(x3, g1(z1, y3))
= pr3 T ((0, 0, x3), (0, 0, g1(z1, y3)))
= pr3 T ((0, 0, x3), T ((z1, z1, z1), (0, 0, y3)))
= pr3 T (T ((0, 0, x3), (z1, z1, z1)), (0, 0, y3))
= pr3 T ((0, 0, g1(z1, x3)), (0, 0, y3))
= f1(y3, g1(z1, x3)).
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We show the fourth formula as follows:
g1(y1, g1(z1, x3))
= pr3 T ((y1, y1, y1), (0, 0, g1(z1, x3)))
= pr3 T ((y1, y1, y1), T ((0, 0, x3), (z1, z1, z1)))
= pr3 T (T ((y1, y1, y1), (0, 0, x3)), (z1, z1, z1))
= pr3 T ((0, 0, g1(y1, x3)), (z1, z1, z1))
= g1(z1, g1(y1, x3)),
and
g1(y1, g1(z1, x3))
= pr3 T ((y1, y1, y1), (0, 0, g1(z1, x3)))
= pr3 T ((y1, y1, y1), T ((z1, z1, z1), (0, 0, x3)))
= pr3 T (T ((y1, y1, y1), (z1, z1, z1)), (0, 0, x3))
= pr3 T ((T (y1, z1), T (y1, z1), T (y1, z1)), (0, 0, x3))
= g1(T (y1, z1), x3).

Lemma 6 Let T be a t-norm on L3 which is a join-
morphism and which satisfies T (D3, D3) ⊆ D3. De-
fine the mappings f1, f2, g1, g2, h, T : [0, 1]2 → [0, 1]
by (1). Assume that the mapping g : [0, 1] → [0, 1]
defined by g(y1) = pr2 T ((0, 1, 1), (y1, y1, y1)), for
all y1 ∈ [0, 1], satisfies g = id[0,1]. Then, for all x1,
x2, x3, y1, y2, y3, z1, z2 and z3 in [0, 1,
g2 = T,
f2(x2, T (y2, z1)) = f2(y2, T (x2, z1)),
f2(x2, T (y2, z1)) = sup(g2(z1, T (t2,1, T (x2, y2))),
g1(z1, f2(x2, y2))),
g1(z1, h(y2, x3)) = h(y2, g1(z1, x3)),
g1(z1, h(y2, x3)) = h(T (z1, y2), x3).
Proof. We first show that g2 = T . For any x2 and
y1 in [0, 1] we find:
T ((0, x2, x2), (y1, y1, y1)) = (0, T (y1, x2), g2(y1, x2)).
Since the range of T is a subset of L3, it follows
that T (y1, x2) ≤ g2(y1, x2). Combining this with
Lemma 4 leads to the equality.
We show the second formula:
f2(x2, T (y2, z1))
= pr3 T ((0, x2, x2), (0, T (y2, z1), T (y2, z1)))
= pr3 T ((0, x2, x2), T ((z1, z1, z1), (0, y2, y2)))
= pr3 T (T ((0, x2, x2), (z1, z1, z1)), (0, y2, y2))
= pr3 T ((0, T (x2, z1), T (x2, z1)), (0, y2, y2))
= f2(y2, T (x2, z1)),
and
f2(x2, T (y2, z1))
= pr3 T ((0, x2, x2), (0, T (y2, z1), T (y2, z1)))
= pr3 T ((0, x2, x2), T ((0, y2, y2), (z1, z1, z1)))
= pr3 T (T ((0, x2, x2), (0, y2, y2)), (z1, z1, z1))
= pr3 T ((0, T (t2,1, T (x2, y2)), f2(x2, y2)),
(z1, z1, z1))
= pr3 sup(T ((0, T (t2,1, T (x2, y2)),
T (t2,1, T (x2, y2))), (z1, z1, z1)),
T ((0, 0, f2(x2, y2)), (z1, z1, z1)))
= sup(g2(z1, T (t2,1, T (x2, y2))), g1(z1, f2(x2, y2))).
The equalities in the third formula are shown as
follows:
g1(z1, h(y2, x3))
= pr3 T ((z1, z1, z1), (0, 0, h(y2, x3)))
= pr3 T ((z1, z1, z1), T ((0, 0, x3), (0, y2, y2)))
= pr3 T (T ((z1, z1, z1), (0, 0, x3)), (0, y2, y2))
= pr3 T ((0, 0, g1(z1, x3)), (0, y2, y2))
= h(y2, g1(z1, x3)),
and
g1(z1, h(y2, x3))
= pr3 T ((z1, z1, z1), (0, 0, h(y2, x3)))
= pr3 T ((z1, z1, z1), T ((0, y2, y2), (0, 0, x3)))
= pr3 T (T ((z1, z1, z1), (0, y2, y2)), (0, 0, x3))
= pr3 T ((0, T (z1, y2), T (z1, y2)), (0, 0, x3))
= h(T (z1, y2), x3).

Lemma 7 Let T be a t-norm on L3 which is a join-
morphism and which satisfies T (D3, D3) ⊆ D3. De-
fine the mappings f1, f2, g1, g2, h, T : [0, 1]2 → [0, 1]
by (1). Assume that the mapping g : [0, 1] → [0, 1]
defined by g(y1) = pr2 T ((0, 1, 1), (y1, y1, y1)), for
all y1 ∈ [0, 1], satisfies g = id[0,1]. Assume further-
more that g1(x1, 1) = x1, for all x1 ∈ [0, 1]. Then,
for all x1, x2, x3, y1, y2, y3, z1, z2 and z3 in [0, 1,
g1 = T,
f1(y3, z1) = T (T (z1, y3), f1(1, 1)),
f2(x2, z1) = T (T (z1, x2), f2(1, 1)),
h(z1, x3) = T (T (z1, x3), h(1, 1)).
Proof. From Lemma 5 we know that for all y1 and
z1 in [0, 1],
g1(y1, g1(z1, 1)) = g1(T (y1, z1), 1),
which together with the given condition on g1 yields
that g1(y1, z1) = T (y1, z1).
For any y3 and z1 in [0, 1], we know from Lemma
5 and the previous result that
f1(1, T (z1, y3)) = f1(1, g1(z1, y3))
= f1(y3, g1(z1, x3))
= f1(y3, z1),
and
f1(1, z1) = f1(1, g1(z1, 1))
= g1(z1, f1(1, 1))
= T (z1, f1(1, 1)),
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from which we conclude that
f1(y3, z1) = T (T (z1, y3), f1(1, 1)).
For any x2 and z1 in [0, 1], we know from Lemma
6 and the previous result that
f2(x2, z1) = f2(x2, T (1, z1)) = f2(1, T (x2, z1)),
and
f2(1, z1)
= f2(1, T (1, z1))
= sup(g2(z1, T (t2,1, T (1, 1))), g1(z1, f2(1, 1))),
= sup(T (z1, t2,1), T (z1, f2(1, 1))). (2)
Let z1 = 1 in the above calculation, then we obtain
f2(1, 1) = sup(t2,1, f2(1, 1)). So from (2) it follows
that
f2(1, z1) = T (z1, f2(1, 1)).
We conclude that
f2(x2, z1) = T (T (z1, x2), f2(1, 1)).
From Lemma 6 it follows for all x3 and z1 in [0, 1]
that
h(z1, x3) = h(T (z1, 1), x3)
= g1(z1, h(1, x3))
= h(1, g1(z1, x3))
= h(1, T (z1, x3)),
and
T (z1, h(1, 1)) = g1(z1, h(1, 1))
= h(1, g1(z1, 1))
= h(1, z1).
So
h(z1, x3) = T (T (z1, x3), h(1, 1)).

Lemma 8 Let T be a t-norm on L3 which is a join-
morphism and which satisfies T (D3, D3) ⊆ D3. De-
fine the mappings f1, f2, g1, g2, h, T : [0, 1]2 → [0, 1]
by (1). Assume that the mapping g : [0, 1] → [0, 1]
defined by g(y1) = pr2 T ((0, 1, 1), (y1, y1, y1)), for
all y1 ∈ [0, 1], satisfies g = id[0,1]. Assume further-
more that g1(x1, 1) = x1, for all x1 ∈ [0, 1]. Let
t2,1 = pr2 T ((0, 1, 1), (0, 1, 1)),
t3,1 = f1(1, 1) = pr3 T ((0, 0, 1), (0, 0, 1)),
t3,2 = h(1, 1) = pr3 T ((0, 0, 1), (0, 1, 1)),
t3,3 = f2(1, 1) = pr3 T ((0, 1, 1), (0, 1, 1)).
Then
T (t3,1, t3,2) = sup(T (t3,1, t3,3), T (t3,2, t2,1)).
Proof. For x = (0, 1, 1), y = (0, 1, 1) and z =
(0, 0, 1) we find:
pr3 T (x, T (y, z)) = pr3 T ((0, 1, 1), (0, 0, h(1, 1)))
= h(1, h(1, 1)),
which by Lemma 7 is equal to T (h(1, 1), h(1, 1)) =
T (t3,2, t3,2).
On the other hand,
pr3 T (T (x, y), z)
= pr3 T ((0, t2,1, t3,3), (0, 0, 1))
= pr3 sup(T ((0, t2,1, t2,1), (0, 0, 1)),
T ((0, 0, t3,3), (0, 0, 1)))
= sup(h(t2,1, 1), f1(t3,3, 1)),
which by Lemma 7 is equal to sup(T (t2,1, h(1, 1)),
T (t3,3, f1(1, 1))) = sup(T (t2,1, t3,2), T (t3,3, t3,1)). 
From Theorem 1, Lemma 3, Lemma 6, Lemma
7 and Lemma 8 it easily follows that the following
representation holds.
Theorem 2 Let T be a t-norm on L3 which is a
join-morphism and which satisfies T (D3, D3) ⊆ D3.
Assume that the mappings g : [0, 1] → [0, 1] and
g′ : [0, 1]→ [0, 1] defined by
g(y1) = pr2 T ((0, 1, 1), (y1, y1, y1)),
g′(y1) = pr3 T ((0, 0, 1), (y1, y1, y1)),
for all y1 ∈ [0, 1], satisfy g = g′ = id[0,1]. Define
T as in Lemma 3 and t2,1, t3,1, t3,2 and t3,3 as in
Lemma 8. Then, for all x and y in L3,
pr3 T (x, y)
= sup(T (t3,1, T (x3, y3)), T (t3,2, T (x2, y3)),
T (t3,2, T (x3, y2)), T (t3,3, T (x2, y2)),
T (x1, y3), T (x3, y1)),
T is a join-morphism and
T (t3,1, t3,2) = sup(T (t3,1, t3,3), T (t3,2, t2,1)).
Proof. The representation of pr3 T (x, y) and the
last equality follow easily from Lemma 3, Lemma
6, Lemma 7 and Lemma 8. The fact that T is a
join-morphism follows from Theorem 1. 
We now obtain the main result.
Theorem 3 A mapping T : L23 → L3 is a t-norm
on L3
• which is a join-morphism,
• which satisfies T (D3, D3) ⊆ D3, and
• for which the mappings g : [0, 1] → [0, 1] and
g′ : [0, 1]→ [0, 1] defined by
g(y1) = pr2 T ((0, 1, 1), (y1, y1, y1)),
g′(y1) = pr3 T ((0, 0, 1), (y1, y1, y1)),
for all y1 ∈ [0, 1], satisfy g = g′ = id[0,1]
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if and only if there exists a t-norm T on ([0, 1],≤)
which is a join-morphism and elements t2,1, t3,1,
t3,2 and t3,3 of [0, 1] such that for all x and y in L3,
T (x, y)
= (T (x1, y1),
sup(T (t2,1, T (x2, y2)), T (x1, y2), T (x2, y1)),
sup(T (t3,1, T (x3, y3)), T (t3,2, T (x2, y3)),
T (t3,2, T (x3, y2)), T (t3,3, T (x2, y2)),
T (x1, y3), T (x3, y1))),
(3)
and
T (t3,1, t3,2) = sup(T (t3,1, t3,3), T (t3,2, t2,1)). (4)
Proof. The sufficient condition is shown in Theo-
rem 1 and Theorem 2. We show the necessary con-
dition. Assume that there exists a t-norm T on the
unit interval which is a join-morphism, let t2,1, t3,1,
t3,2 and t3,3 be arbitrary elements of [0, 1] for which
(4) holds and define T : L23 → L3 by (3), for all x
and y in L3. A direct calculation shows that T is a
join-morphism, T (D3, D3) ⊆ D3 and the mappings
g and g′ satisfy g = g′ = id[0,1]. It is also straight-
forward to see that T is commutative and increasing
in both arguments and that T (1L3 , x) = x, for all
x ∈ L3.
We show that T is associative. Let x, y and z
in L3. From Theorem 1 it follows that pr1 T (x,
T (y, z)) = pr1 T (T (x, y), z) and pr2 T (x, T (y, z)) =
pr2 T (T (x, y), z). We calculate
pr3 T (x, T (y, z)) (5)
= sup(T (t3,1, T (x3,pr3 T (y, z))),
T (t3,2, T (x2,pr3 T (y, z))),
T (t3,2, T (x3,pr2 T (y, z))),
T (t3,3, T (x2,pr2 T (y, z))),
T (x1,pr3 T (y, z)), T (x3,pr1 T (y, z)))
= sup(T (t3,1, T (x3, T (t3,1, T (y3, z3)))), (6)
T (t3,1, T (x2, T (t3,2, T (y2, z3)))), (7)
T (t3,1, T (x3, T (t3,2, T (y3, z2)))), (8)
T (t3,1, T (x3, T (t3,3, T (y2, z2)))), (9)
T (t3,1, T (x3, T (y1, z3))), (10)
T (t3,1, T (x3, T (y3, z1))), (11)
T (t3,2, T (x2, T (t3,1, T (y3, z3)))), (12)
T (t3,2, T (x2, T (t3,2, T (y2, z3)))), (13)
T (t3,2, T (x2, T (t3,2, T (y3, z2)))), (14)
T (t3,2, T (x2, T (t3,3, T (y2, z2)))), (15)
T (t3,2, T (x2, T (y1, z3))), (16)
T (t3,2, T (x2, T (y3, z1))), (17)
T (t3,2, T (x3, T (t2,1, T (y2, z2)))), (18)
T (t3,2, T (x3, T (y1, z2))), (19)
T (t3,2, T (x3, T (y2, z1))), (20)
T (t3,3, T (x2, T (t2,1, T (y2, z2)))), (21)
T (t3,3, T (x2, T (y1, z2))), (22)
T (t3,3, T (x2, T (y2, z1))), (23)
T (x1, T (t3,1, T (y3, z3))), (24)
T (x1, T (t3,2, T (y2, z3))), (25)
T (x1, T (t3,2, T (y3, z2))), (26)
T (x1, T (t3,3, T (y2, z2))), (27)
T (x1, T (y1, z3)), (28)
T (x1, T (y3, z1)), (29)
T (x3, T (y1, z1))) (30)
Using the commutativity and associativity of T we
see that (6), (15) and (21) are symmetric in x, y and
z, (7), (8) and (12) are symmetric in x, y and z, (10),
(11) and (24) are symmetric in x, y and z, (16), (17),
(19), (20), (25) and (26) are symmetric in x, y and
z, (22), (23) and (27) are symmetric in x, y and z,
and (28), (29) and (30) are symmetric in x, y and
z. Furthermore, taking in consideration (4), we see
that (9), (13), (14) and (18) are symmetric in x, y
and z. Hence pr3 T (x, T (y, z)) = pr3 T (T (x, y), z).

Remark 1 Let T be an arbitrary t-norm on
([0, 1],≤) and t2,1, t3,1, t3,2 and t3,3 be arbitrary el-
ements of [0, 1]. Define a mapping T : (L3)2 → L3
by (3), for all x and y in L3. Then T is a t-norm
on L3 if and only if (4) holds.
Indeed, using (6)–(30) with x = (0, 1, 1), y =
(0, 1, 1) and z = (0, 0, 1), a direct calculation shows
that from the associativity of T it follows that (4)
holds. Conversely, if (4) holds, then a similar cal-
culation as in the proof of Theorem 3 shows that T
is a t-norm.
Example 1 Let T be a t-norm on ([0, 1],≤). The
smallest t-norm T which can be obtained using (3)
is obtained for t2,1 = t3,1 = t3,2 = t3,3 = 0: for all x
and y in L3,
T (x, y) = (T (x1, y1), sup(T (x1, y2), T (x2, y1)),
sup(T (x1, y3), T (x3, y1))).
We see that the third component of the output only
depends on the first and third components of the
input values. This can be seen as a pessimistic ex-
tension of T to 3-dimensional fuzzy sets. Indeed, for
the calculation of all three components we have to
aggregate the corresponding component for one of
the input values with the first component (i.e. the
smallest component) of the other input value.
If we want the third component to be dependent
of the second and third components of the input
values instead, we must set t2,1 = t3,1 = 0 and
t3,2 = t3,3 = 1. We obtain for all x and y in L3:
T (x, y) = (T (x1, y1), sup(T (x1, y2), T (x2, y1)),
sup(T (x2, y3), T (x3, y2))).
This is also a pessimistic extension, but less pes-
simistic than the previous example because to cal-
culate each component, we now have to aggregate
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the corresponding component for one of the input
values with the component located one level lower
of the other input value.
If we put t2,1 = t3,1 = t3,2 = 0 and t3,3 = 1, we
have for all x and y in L3:
T (x, y) = (T (x1, y1), sup(T (x1, y2), T (x2, y1)),
sup(T (x2, y2), T (x1, y3), T (x3, y1))).
By putting t2,1 = t3,1 = t3,2 = t3,3 = 1, we obtain
the largest t-norm which can be obtained using (3):
for all x and y in L3,
T (x, y) = (T (x1, y1), T (x2, y2), T (x3, y3)).
This can be seen as an optimistic extension because
for each component we obtain the highest possible
value, namely the value obtained by aggregating the
corresponding components of both input values.
The above notions of pessimism and optimism ex-
tend similar notions for 2-dimensional fuzzy sets de-
scribed in [24].
4. Conclusion
In this paper we investigated triangular norms
in 3-dimensional fuzzy set theory which are join-
morphisms. We have found that if we require sev-
eral boundary conditions, then we obtain a repre-
sentation which extends a similar representation for
t-norms in 2-dimensional fuzzy set theory (interval-
valued fuzzy set theory, Atanassov’s intuitionistic
fuzzy set theory). In the future we would like to
obtain a representation in the case that there is
only one boundary condition, namely that exact el-
ements are mapped to exact elements. We expect
this representation to be even more complicated
than the one for t-norms in 2-dimensional fuzzy set
theory given in [17]. We would also like to extend
the results in this paper to t-norms in n-dimensional
fuzzy set theory, for n > 3.
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