ABSTRACT Effective forecasting of track irregularity development trend is critical to the railway maintenance and management. In China, track irregularity is commonly evaluated via an index called track quality index (TQI). According to the trend and random of the TQI development, a hybrid forecasting method composed of the improved grey model (GM(1,1)) and a particle swarm optimization support vector machine (PSO-SVM) is proposed in this paper. First, a non-equal interval sequence is transformed into an equal interval sequence, and an improved GM(1,1) based on the compound trapezoid quadrature formula is proposed to estimate the short-term rough trend of the TQI. Then, PSO-SVM is adopted to correct the rough results and obtain an accurate TQI trend. Numerical experiment results show that the proposed forecast method outperforms the track irregularity trend component and the grey nonlinear periodic correction method and the non-equal interval weighted grey model and neural networks in terms of relative error.
I. INTRODUCTION
With the rapid increase in railway mileage, railway track maintenance faces severe challenges. The formation of track irregularity is affected by many factors, including material, load, and even the natural environment [1] . These nonstationary factors are normally expressed as functions of random interference with mileage change and service time [2] . Track quality index (TQI) is widely used in conjunction with railway track maintenance in China, and therefore, improving the forecasting accuracy of TQI trend is very helpful to increase the efficiency of such maintenance.
Methods used to forecast TQI trends generally involve establishing two types of forecast models: 1. parameters of external variables, and 2. comprehensive structure. For the former, most of the environment variables, such as the track's structural conditions, softness of the railway cant, railway car's weight, and so on, are taken into account to estimate the future changes in track regularity using orbital mechanics theory, and Xianmai Chen proposed a composite factor method based on statistics data from track measurement to forecast the change trend of track irregularity in [3] . For the latter type, a forecast model with comprehensive structure is also derived from field measurements, but commonly without considering environmental effects. Xu proposed a novel linear forecast model to predict the change trend of TQI [4] . Qu established a grey non-equal interval prediction model for track irregularity trend component periodic correction (TITCGM) to predict TQI sequence [5] . However, these methods do not account for dynamic changes in track irregularity, and they hardly improve the accuracy of forecasting of the TQI trend. Grey model (GM (1, 1) ) is one of the core contents of grey system theory which can solve the problem of small sample, poor information and uncertainty. The track irregularity system can be regarded as a grey system affected by interaction of many factors, and the actual TQI sequence is non-equal interval. Thus, it is necessary to establish a non-equal interval GM(1,1) model to forecast TQI trend. Recently, a novel forecast model combining a non-equal interval weighted grey model and back-propagation neural network (BP) was proposed [6] , and it shows high prediction accuracy.
The non-equal interval weighted grey model can significantly mitigate the effect of randomness of railway track measurement. However, track irregularity is a slowly changing index with a normally small sampling size, as it is unnecessary or impractical to measure a given section of track every several days. Thus, the BP neural network algorithm, which is based on an iterative learning process with large amounts of training data does not work well for forecasting of TQI trend which is a typical small sample sequence with poor information and uncertainty.
Support vector machine which based on structural risk minimization principle of statistical learning theory is a method of machine learning with valid learning generalization ability. SVM has integrated theory and it can solve the practical problems of small sample, non-linearity, high dimensions and local minimal value. Thus, SVM is more suitable to forecast TQI trend than BP neural network algorithm. In this paper, a novel hybrid forecast model based on improved GM(1,1) and PSO-SVM that is more robust and suitable according to the trend and randomness of track irregularity development is proposed. Firstly, the non-equal interval original TQI sequence is transformed to an equal interval cumulative sequence, and a preliminary predictive value is obtained via the optimized GM(1,1) based on the compound trapezoid quadrature formula which can improve the prediction accuracy of GM (1, 1) . Then the preliminary results, are input as a training sequence into a particle swarm optimization support vector machine (PSO-SVM) to determine the optimized parameters. The final forecast of the TQI trend can be estimated by carrying out the PSO-SVM once more with the optimized parameters. The rest of this paper is organized as follows: the proposed method is introduced in Sections 2 and 3 in detail, the contrast numerical experiment on the accuracy performance for the TQI forecast between the proposed method with two recent forecasting methods, TITCGM in [5] and the non-equal interval weighted grey model and neural networks (GMNN) in [6] , are given in Section 4, and the conclusions are summarized in Section 5.
II. IMPROVED NON-EQUAL INTERVAL GM(1,1) A. TRANSFORMATION OF NON-EQUAL INTERVAL DATA
The conventional grey prediction model is based on an assumption that the intervals in the original series are approximately equal [7] , [8] . Unfortunately, the assumption is not available for TQI analysis because of the non-periodic measurements. A non-equal interval sampling sequence X (0) , where the superscript (0) denotes the original data, is given by:
Based on the non-equal time interval t i , an equal interval accumulated generating operation sequence of X (19) can be easily obtained as:
Therefore, we obtain,
B. BACKGROUND VALUE OPTIMIZED GM(1,1) MODEL
After transforming a non-equal interval sequence into an equal interval sequence, we can use it to make a prediction in terms of the standard steps of GM(1,1). According to GM(1,1), a whitening differential equation based on x (1) (t) is generally given by:
where variables α and µ are the grey developmental parameter and the grey control parameter, respectively. We then calculate the integral of both sides of (16) within [t i−1 , t i ]:
The discretized description of (17) can be expressed as
where
The ordinary least squares method is used to solve (18) to get α and µ.
(α, µ)
where H and G, respectively, are denoted as:
. .
Solving the differential equation using α and µ, we obtain the time response function:
According to this analysis, the performance of GM prediction mainly depends on the parameters α and µ, which clearly play a key role in fitting precision and prediction precision [9] , and the solution of α and µ depends on background value z (1) (t i ). Thus, the background value is one of the important factors affecting the prediction precision of the GM(1,1) model. Reference [10] gives an exact example showing that the structure of the background value in (10) does not have good performance or adaptability based on the original GM(1,1) model. In other words, using a fixed formula to deal with a variable data set does not result in good fitting precision or prediction precision.
In order to improve the fitting performance of GM(1,1), it is proposed to use a homogeneous exponential sequence to fit the grey exponential sequence and exploit its integral as the background value in [6] and [11] . However, the AGO data X (1) is not always available as a homogeneous sequence. Therefore, a compound trapezoid quadrature formula is used to redefine the background value. We define a new 1-AGO sequence, x (1) 
Then, the background value z (1) (t i ) can also be redefined as follows:
Here, the integrating range [t i−1 , t i ] is divided into k intervals, and the length of each interval is (t i − t i−1 ) k.
III. IMPROVED PREDICTION MODEL BASED ON PSO-SVM A. SVM
Support vector machine (SVM) arising from statistical learning theory and structural risk minimization (SRM) principles has been widely used for machine learning. In addition, SVM also can avoid falling into the local minimum value. Thus, SVM shows better prediction performance in the case of small and high dimension nonlinear samples, in contrast to neural-network based methods. For prediction problems, SVM is introduced to transform sampling vectors into highdimensional space and then find the optimal separating hyperplane and derive its nonlinear mapping relationship between the independent and dependent variables.
For a training dataset with N arbitrary distinct samples x i , y i , and SVM function regression uses a function
Please notice that the form of function f (x) is very similar to the form of our proposed 1-AGO sequence x (1) (t i ) for GM (1, 1) . The hyperplane can be found in the feature map when the training data is linearly separable, making any x i meet
The problem-solution of the hyperplane is equivalent to a quadratic optimization problem,
We can transform (20) to the dual problem of quadratic programming by decomposing the Lagrange function, where α i is the Lagrange multiplier,
The optimum solution of (21) is α * = (α * 1 , α * 2 , · · · α * N ) T , and its corresponding sample is a support vector. Then we can calculate the optimal weight vector w * and the optimal bias b * to obtain the optimal classification function f (x).
For the nonlinear problems, we can transform them into high-dimensional space by nonlinear mapping to find the optimal separating hyperplane, and SVM decomposes the kernel function to successfully solve the problem that the transformation may be very complex. Kernel functions used for high-dimensional calculation primarily have polynomial kernel functions, radial basis functions (RBF), and sigmoid kernel function. Therefore, we can obtain the optimization function of the quadratic programming:
where the constant C denotes a penalty parameter that controls the extent of punishment for the samples that exceed the error. K (x i , x j ) is a kernel function that maps the data X to a higher dimensional space and g is a kernel function parameter. It should be a symmetric function that fulfills the Mercer theorem [12] . Therefore, the generalization performance of SVM greatly depends on appropriate selection of C and g.
B. PARTICLE SWARM OPTIMIZATION SVM
The particle swarm optimization (PSO), developed by Kennedy and Eberhart, is a population-based algorithm which employs a population of individuals to iteratively search a multi-dimensional space for a global minimum [13] , [14] . Consider a PSO model applied to an Ndimensional problem space. The particles can be denoted as x i1 , · · · x in , · · · x iN and the velocity of each particle can be defined as
Thus, the velocity of the particle i and its position at the (t + 1)th iteration can be defined as follows:
where w is an inertia factor that controls the iterative velocity of particles; r 1 and r 2 are two random numbers which both obey the uniform distribution on the interval (0, 1); and c 1 and c 2 are two acceleration constants, also called learning factors, to respectively regulate the relative velocities of the best global and local positions. Vector p g = (p g1 , · · · p gm , · · · , p gM ) is the best position so far among the entire population and is called g best ; Vector p i = (p i1 , · · · p in , · · · p iN ) is the position with the positional best fitness found so far by the i particle, and it is called p best ; i = 1, · · · , m, · · · , M , and M is the number of particles. The optimization process can be summarized as follows: initialize PSO; calculate fitness; evaluate by K -fold cross-validation [15] ; update velocity and particle location; and the convergence check. In the optimization process, the latter five operations are carried out until they meet the convergence check. Then, the optimal particle of the population can be mapped as the optimal value of the SVM penalty parameter C and kernel function parameter g.
IV. THE PROPOSED FORECASTING METHOD
A system block diagram of the proposed method is shown in Fig. 1 , which combines the improved GM(1,1) and PSO-SVM to forecast the TQI value of non-equal interval measurement. The procedure of the proposed method is summarized as follows.
1 PROPORTIONAL SERIES TEST: For a set of extracted original data, a proportional series test is carried out before processing the grey model. The test is simply defined by:
If all the λ(t i ) are within the range of (e
, e 2 n+2 ), then the TQI dataset is deemed to have passed the so-called proportional series test. Otherwise, it is necessary for the original data to be added with a constant d to satisfy the test's conditions, as a kind of data preprocessing.
2 INTERVAL TRANSFORM: Transform the non-equal interval sequence to an approximate equal interval sequence according to (7)- (9) and obtain its AGO series X (1) . Then insert three points into each averaged interval [t i−1 , t i ] to divide it into four parts, and then derive an optimized background value Z (1) (t i ) by using three-fold cross-validation.
3 BACKGROUND OPTIMIZED GM(1,1): Next, substitute the parameters α and µ into the improved grey model by the least squares method according to (16) to obtain the time response function of GM (1,1) . Hence the preliminary forecast of TQI based on the grey model is P g = {x(t 1 ),x(t 2 ), · · ·x(t n )}.
4 PSO-SVM: The preliminary forecast TQI data P g is input as a training sequence to the revised PSO-SVM prediction model to obtain TQI forecast data X (0) .
5 PRAMETER ESTIMATE OF PSO-SVM: To forecast the next m times, we find the measurement result Y p1 = {x(t n+1 ),x(t n+2 ), · · · ,x(t n+m )} by using the GM (1,1) model. For the data that does not pass the test in step 1, it subtracts the constant d to get the final forecast value Y p2 of the coming period. If a parallel movement constant d is added in step 1, it must be subtracted from the results to obtain the true grey forecast. Then the Y p1 is fed back to the PSO-SVM as the optimized input. Then we can obtain the final forecast value Y p2 = {y(t n+1 ), y(t n+2 ), · · · , y(t n+m )} for the coming period.
V. NUMERICAL ANALYSIS
We demonstrate our proposed method by using data measured in the field. In this paper, we use two examples, drawn from the Shanghai-Kunming line (SK-line) on straight line segment K226.4 ∼ K226.6 and K226.8 ∼ K227 in [5] . We have 19 TQI values from a whole year, September 2007 to August 2008, which is a typical small sample size case, with which to forecast the next four months' TQI, that is, from September to December 2008.
As previously introduced, the PSO algorithm is employed to find the optimal C and g by means of three-fold cross validation. The parameters of PSO algorithm majorly affect the searching results. We initialize these parameters values with empirical values, and find the optimal parameters of PSO as follows according to a large number of experiments: population size M is 30; search dimension N is 2; maximum iterative number is 100; learning factor c 1 and c 2 linearly increases from 1 to 3; inertia coefficient w is 0.5; optimization range of the penalty parameter C is set to [1, 1000] ; maximum velocity of the particles is 600; and optimization range of the kernel parameter g is set to [0.01, 1000]. The mean square error (MSE) of the training samples to the training results is regarded as a measure of the fitness of the particles.
For contrast, two recent forecasting methods, TITCGM as proposed in [5] and GMNN from [6] , are compared with the proposed method on the accuracy performance for the TQI forecast. For convenience, three important evaluation indices, average error, maximum error, and relative error between forecasting and true value, are given by
Max error : r max = max(|r i |) Relative error :
In (21), x (0) (t i ) and y(t i ) are forecasting value and measured value of TQI at t i .
A. K226.4∼K226.6 SECTION
Within the range of K226.4∼K226.6 section of the SK-line, 19 original TQI measurements are first input into our model for system training. After iteration, we obtain the best adaptation of the particle and the average fitness, which is shown in Fig. 2 . After an iterative search, the optimal penalty parameter C = 100 and kernel parameter g = 1.1876 can be confirmed. The forecasting performance of the proposed method is shown in Fig. 3 , using the renewed C and g. Fig. 3 clearly shows that the GM(1,1) can correctly predict the changing trend of the TQI according to the 19 known measurements. However, the linear forecast of GM(1,1) does not coincide with the true values, which are also from practical measurements, but shows a large difference. Therefore, the preliminary forecast results are input into the PSO-SVM model to obtain a revised forecasting result. The curve of To avoid the possibility of two adjacent sections having a similar trend, we selected a section that is not continuous with the previous one. The TQI forecast procedure is exactly the same. The optimized parameters C and g are set to 261.7009 and 1.4069, respectively, after training with the PSO-SVM. Fig. 4 and Fig. 5 show that the proposed method can effectively forecast the developing trend of the TQI, just as in the previous analysis. Also, the forecasting performance is robustly better than the other two methods based on the results presented in Table 2 .
VI. CONCLUSION
A novel TQI forecasting method combining an improved GM(1,1) with PSO-SVM has been introduced in this paper.
1) The proposed method is more suitable for actual TQI forecasting because the TQI value is usually made up of non-equal intervals. The approach of transforming the non-equal intervals to equal intervals is very simple and effective.
2) The GM(1,1) optimized by the compound trapezoid quadrature formula is used for the preliminary prediction of the TQI's trend. Although the preliminary trend is rough, it can provide a basic forecasting range.
3) The proposed method combines the advantages of PSO-SVM for forecasting based on small sample to cover the shortcomings of GM (1,1) . The numerical analysis shows that combining these methods can improve the accuracy of the trend forecast by at least VOLUME 6, 2018 1% of the average relative error in contrast to the TITCGM and GMNN methods. 4) The proposed method shows good results in the shortterm forecasting of TQI for straight line segment, but the effect is unknown for other segments such as curve and transition segment. How to improve the applicability of this method and introduce it into other segments is the key of our next research. It is very important for railway maintenance departments to grasp the information of rail irregularity in time. The proposed method is a good candidate for improving maintenance efficiency by providing valuable and more accurate forecasting of TQI.
