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RESUME 
L'avenement de l'lnternet multiservice met fin a l'ere du reseautage de nature meilleur 
effort. Cette nouvelle caracteristique est tres souhaitable et prometteuse sur plusieurs plans 
mais elle reste sujette a la capacite du reseau de proteger chaque categorie de trafic selon 
sa priorite et ses exigences en qualite de service. Quand le reseau est deploye sur une 
infrastructure optique, une des preoccupations des plus importantes est sa capacite de 
survie et le maintien d'un service adequat a toutes les applications suite a une panne 
physique. Nous savons qu'une simple coupure de fibre provoque des pertes enormes en 
capacite de transmission et si laissee sans surveillance, elle peut causer des degradations 
majeures dans la qualite de service percue par les usagers du reseau. Bien qu'il existe deja 
des mecanismes de protection physique qui sont concus specifiquement pour remedier a 
de telles situations, ces options sont generalement tres couteuses et difficilement adaptable 
aux besoins varies de chaque classe de trafic d'un reseau multiservice. 
Nous proposons alors un modele innovateur de protection differenciee du trafic, Diff-
Serv*, qui permet de repondre aux exigences particulieres en qualite de service et de 
protection de chacune des classes de trafic et qui introduit une robustesse accrue et des 
economies importantes en matiere d'utilisation de ressources d'un reseau IP/WDM. Diff-
Serv* se distingue par l'utilisation combinee de 1'architecture des services differenciees a 
la couche logique d'un reseau et de la technique d'agregation de liens ou canaux disjoints 
a sa couche physique. 
Notre modele de protection differenciee du trafic en cas de pannes a ete soumis a l'epreuve, 
nous avons utilise la simulation pour etudier sa performance et nous l'avons compare a un 
modele de protection physique homologue, DiffProtect. Les resultats montrent que Diff-
Serv* permet en moyenne de garantir une meilleure protection que DiffProtect en cas de 
pannes simples et multiples. DiffProtect n'est plus performant que dans certaines situa-
tions de pannes et de trafic tres particulieres. Une evaluation subsequente de la fiabilite 
d'un reseau qui utilise DiffServ*, une etude de cout de son deploiement et une etude de 
Vll 
cas qui cible les reseaux MPLS-DiffServ TE confirment davantage la superiorite de Diff-
Serv* par rapport a tout autre option de protection differenciee envisageable. 
Nous rappelons que DiffServ* se base sur les techniques de differenciation de service de 
la couche logique pour proteger le trafic en cas de pannes de composantes optiques. Ceci 
est inedit puisque ces memes techniques sont originalement concues que pour proteger le 
trafic en cas de congestion dans la couche logique. Alors pour demontrer definitivement 
que DiffServ* est realisable et fonctionnel nous realisons une experience de deploiement 
pratique de DiffServ* en laboratoire a l'aide d'equipements de communication reel. Mal-
gre les divergences techniques entre la modelisation theorique de DiffServ* et de son 
implementation, DiffServ* est demontre performant, fiable, economique et realisable en 
pratique. 
Nous cloturons ce projet par une planification de deploiement; cette derniere permet de 
generaliser le deploiement de DiffServ* a toute topologie IP/WDM et d'en dimensionner 
la couche logique. Notre procedure approche les situations qui requierent la fiabilite spe-
cifique de DiffProtect en offrant un modele d'optimisation complet sur le deploiement de 




Multiservice based networking is the next evolutionary step of the Internet in becoming 
a universal omni-communication tool. Although very desirable and promising, this new 
characteristic remains to a great extent subject to the capacity of the network to protect 
the Internet traffic in any circumstances according to its priority and its requirements in 
quality of service. When deployed on an optical infrastructure, one of the main concerns 
is the survivability of the network and its capacity to maintain an adequate level of service 
to all classes of traffic when physical failures take place. It is well known that with today's 
optical technologies such as WDM, a single fibre cut can result in a massive reduction 
in the network's overall transmission capacity and, if left unattended, the failure can lead 
to a catastrophic quality of service degradation from a user's standpoint. Although, many 
techniques have been developed to specifically remedy such situations, most are conside-
red very expensive and not easily adaptable to the different needs of each traffic class in a 
multiservice network. 
We therefore propose the novel differentiated protection model, DiffServ*, which allows 
us to meet the specific requirements in quality of service and protection of each traffic class 
and also introduces an increase in reliability and important savings in terms of resource 
use in IP/WDM networks. DiffServ* distinguishes itself by the combined mandatory use 
of the differentiated service architecture of a network's logical layer and a disjoint optical 
channel link bundling technique of its physical layer. 
Our differentiated traffic protection model against failures has been extensively tested; 
we have used simulation to study its performance in comparison to that of its physical 
protection counterpart, DiffProtect. The results have clearly shown that DiffServ* quality 
of protection in both single and multiple failures is on average better than that of DiffPro-
tect. Only in some very specific traffic and failure situations that DiffProtect is seen to take 
the upper hand. DiffServ*'s superiority over any other possible differentiated protection 
scheme has been subsequently proven by a detailed network reliability study, a thorough 
IX 
cost evaluation of its deployment and a case study of its use within MPLS DiffServ-TE. 
We recall that DiffServ* relies mainly on a logical mechanism to differentiate and protec-
tion traffic in case of single or multiple simultaneous failures of optical components. This 
is innovative since this mechanism was originally intended for the protection of traffic 
against congestion in the logical layer. In order to definitively demonstrate that DiffServ* 
is in fact functional, we proceed with a practical deployment of DiffServ* using current 
network equipment. Despite all the technical disparities between the proposed theoreti-
cal model and its implementation, we show that DiffServ* is reliable, cost-effective and 
practically feasible. 
We follow up these results and conclude this project with a deployment plan that dimen-
sions the logical layer of any IP/WDM topology all the while generalizing the deployment 
of DiffServ* on all of its logical links. For all network situations that require the speci-
fic reliability guarantees of DiffProtect we append to the DiffServ* optimization model 
a multilayer protection solution that deploys both proposed models in the same network 
and optimizes the routing of traffic so that its protection is maximized. 
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INTRODUCTION 
Developpe par la communaute scientifique pour fournir des services de transfert de don-
nees et de courriers electroniques, le reseau Internet a grandement evolue depuis sa concep-
tion et sa mise en fonction. En plus des services de base, Internet exploite actuellement les 
grandes capacites de transmission d'une infrastructure optique pour fournir un large even-
tail de services plus avances, de type multimedia et temps reel. Nous trouvons parmi ces 
derniers, la voix sur IP, la videoconference, la video sur demande et beaucoup d'autres. 
Ces nouveaux services sont beaucoup plus contraignants en termes de performance, ils 
requierent des niveaux bien specifiques en qualite de service (QdS) et ils imposent des 
limites strictes de taux de perte de donnees, de delai de bout en bout et de gigue, definie 
comme etant une mesure de la variation du delai. Pour assurer la bonne migration et la 
continuity de ces nouveaux services multimedias sur Internet, il est necessaire que le re-
seau puisse garantir differents niveaux de qualite de service en tout temps et quelle que soit 
la nature des problemes qui peuvent affecter son fonctionnement. Ces problemes peuvent 
etre regroupes en deux grandes categories. La premiere caracterise l'etat fonctionnel ou 
en panne des differents elements du reseau. La deuxieme tient compte du volume ou de 
la charge de trafic soumise aux ressources de transmission du reseau; elle est reliee au 
niveau de congestion de ces differentes ressources. 
Etant donne les debits tres eleves des reseaux optiques, une simple coupure de fibre peut 
provoquer une perte colossale en capacite de transmission et une degradation majeure de 
la qualite de service percue par les usagers du reseau. II est alors imperatif de prevoir des 
mecanismes de protection contre ces failles eventuelles. Une technique directe, efficace et 
tres couteuse serait de dedoubler les ressources de transmission physique. Ainsi, la moitie 
de la capacite de transmission est utilisee pour servir le trafic en temps normal, 1'autre 
moitie est reservee pour les temps de pannes. Parce que la protection contre une panne a 
lieu directement dans la couche physique, elle devient ainsi plus rapide et permet d'elimi-
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ner les effets de cette panne sur le niveau logique superieur. L'efficacite de cette technique 
entraine par ailleurs un cout et une complexity de deploiement relativement eleves. Pour 
une meme quantite de trafic, la taille du reseau doit etre dedoublee et tous les flots de trafic 
sont dotes d'une protection dediee meme s'ils ne le requierent pas. Ce probleme peut etre 
partiellement resolu en offrant a chaque type de trafic un niveau specifique de protection 
optique. Cette methode n'est toutefois pas sans difficulte puisqu'il existe toujours une par-
tie de la capacite du reseau qui est exclusivement reservee a la protection et comrae il est 
presque impossible de differencier le service entre les classes de trafic au niveau optique, 
il serait tres difficile et complexe de differencier la protection a cette couche. 
II existe cependant plusieurs protocoles et architectures qui ont ete explicitement deve-
loppes pour assurer la differenciation de services a la couche logique du reseau Internet. 
Ces mecanismes de protection sont deja disponibles et ont pour objectif de resoudre les 
problemes de congestion et faciliter davantage 1'integration des nouveaux services dans 
le reseau Internet et permettre a celui-ci de devenir le premier reseau de communication 
multiservice (meme omni service) et mondial. 
Les deux principaux mecanismes de controle de congestion sont IntServ et particuliere-
ment DiffServ. Tous deux aident a privilegier certains types de trafics par rapport a d'autres 
quand les ressources de transmission font defaut. IntServ se base sur la reservation de bout 
en bout des ressources pour chaque flot. II offre deux classes de services, l'une avec res-
sources garanties, l'autre sans aucune garantie de service. Propose par 1'IETF, DiffServ 
en est un autre mecanisme qui figure parmi les architectures de differenciation de ser-
vices les plus populaires. DiffServ est un mecanisme de protection differenciee, noeud 
par noeud, du trafic Internet contre les evenements de congestion qui peuvent avoir lieu 
en tout temps et qui resultent generalement d'une surutilisation temporaire de la capacite 
de transmission physique de certains elements du reseau. Le fonctionnement de 1'archi-
tecture DiffServ est simple. Elle permet de regrouper ensemble plusieurs flots de trafic 
qui requierent des garanties similaires en QdS. Chaque regroupement forme une classe 
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de service et chaque classe possede une priorite. Les flots des applications temps reel de 
voix et de video sont generalement regroupes sous les classes de hautes priorites, ceux des 
applications de transfert de donnees et de courriers electroniques sont generalement mis 
dans des classes de plus basses priorites. En cas de congestion, DiffServ assure que les 
flots des classes les plus prioritaires sont les premiers a etre servis, ils ont ainsi un acces 
privilegie aux ressources de transmission, ils encourent le plus petit delai d'attente pos-
sible et profitent done d'une meilleure qualite de service que ceux des classes les moins 
prioritaires. Nous obtenons ainsi une protection contre la congestion adequate et adaptee a 
chaque categorie de trafic qui utilise le reseau Internet. MPLS est un autre mecanisme qui 
a ete introduit pour permettre une gestion amelioree des ressources de transmissions du 
reseau. II permet un controle avance sur le routage des flots de donnees au niveau logique. 
Couple avec des algorithmes d'ingenierie de trafic (TE), MPLS permet aussi d'equilibrer 
la distribution de charge a travers le reseau. Ceci reduit le phenomene de surcharge de 
certaines regions du reseau par rapport a d'autres et permet une meilleure exploitation 
des ressources reseau disponibles. MPLS permet de devier explicitement la trajectoire de 
certains flots prioritaires dans le but d'eviter certaines zones surchargees. La QdS offerte 
a certains types de trafic est de ce fait amelioree. Tous ces concepts prennent une im-
portance majeure dans la conception d'un reseau de futures generations multiservice et 
efficace. Ces mecanismes reactifs et proactifs ont ete concus dans le but de contrer les 
surcharges temporelles de trafic, mais peuvent, dans certains cas, remedier aux pannes 
inevitables du reseau. 
Dans ce qui precede, nous avons precise la necessite de prevoir des techniques de protec-
tion differenciee autant contre les pannes de la couche physique qu'en cas de congestion 
a la couche logique. Nous avons introduit brievement les problemes de complexity, de 
couts, de gaspillage de ressources de transmission et des difficultes associees a la protec-
tion dediee ou differenciee physique. Etant donne que la differenciation de services existe 
deja a la couche logique des reseaux et est capable de proteger les flots de trafic les plus 
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prioritaires contre la congestion, nous voulons montrer qu'il est possible de reutiliser ses 
memes mecanismes pour proteger les differentes classes de trafic contre les pannes phy-
siques aussi. L'objectif principal de ce projet se centre alors autour des points suivants : 
- la conception d'une nouvelle technique de protection differenciee du trafic nommee 
DiffServ*. Cette derniere protege le trafic simultanement contre la congestion ainsi que 
contre les pannes du niveau physique. Cette technique doit etre : 
- a faible complexity, 
- facile a deployer, 
- ne requiert aucun dedoublement des ressources de transmission physique (done peu 
couteuse), 
- assure un niveau de protection differencie et adequat a chaque classe de trafic; 
- l'etude detaillee des avantages et inconvenients du modele DiffServ* en comparaison 
avec un modele homologue, DiffProtect de protection differenciee physique qui: 
- reproduit la protection DiffServ* au niveau physique, 
- peut combler au besoin les faiblesses du modele DiffServ* ; 
- etudier le deploiement conjoint des deux mecanismes de protection dans un reseau; 
- montrer la faisabilite et la performance du modele DiffServ* avec de l'equipement reel; 
- proposer un modele mathematique de deploiement combine DiffServ*/DiffProtect dans 
un meme reseau. 
Le modele DiffServ* de protection differenciee est base sur 1'architecture des services 
differencies DiffServ de 1'IETF. Ce modele de protection reprend DiffServ comme par-
tie integrate et etend ces fonctionnalites pour devenir un mecanisme de protection non 
seulement contre la congestion, mais aussi contre les pannes physiques (principalement 
les pannes de liens). Bien que DiffServ n'ait pas ete concu pour cette tache, nous mon-
trons qu'il est possible, en s'aidant de la notion d'agregation de canaux de transmission 
physique, de l'utiliser comme mecanisme de protection differenciee contre les pannes. 
Les avantages d'un tel modele sont nombreux et d'une importance majeure puisqu'ils 
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apportent solution a plusieurs problemes simultanements. 
D'un cote, nous proposons un mecanisme de protection logique et unique qui est capable 
de proteger rapidement et efficacement les flots de trafic de hautes priorites contre les 
effets de la congestion et des pannes. D'un autre cote, la protection DiffServ* est prati-
quement immediate et ne requiert aucune reservation de ressources de protection supple-
mentaires. Les debits eleves de la couche physique sont done entierement utilises pour 
transmettre le trafic, ce qui a done pour effet de maximiser le taux d'utilisation et d'eviter 
le gaspillage des ressources du reseau. D'autant plus, comme DiffServ et la notion d'agre-
gation de liens sont courants et se trouvent deja dans les reseaux de telecommunications 
actuels, le deploiement de la protection DiffServ* se fait pratiquement sans effort, sans 
couts supplementaires et permet de garantir un meilleur niveau de fiabilite differenciee 
en cas de pannes que tout autre mecanisme de protection physique. Les avantages d'un 
deploiement generalise du modele DiffServ* sur tous les liens du reseau sont: 
- la couche logique est pratiquement immunisee contre les pannes de liens et le recours 
aux mecanismes lents et complexes de reroutage apres pannes est de ce fait minimise; 
- 1'augmentation soudaine de la demande de trafic et les pannes physiques causent toutes 
deux une congestion, ce qui limite l'effet des problemes de reseau a un seul symptome, 
la congestion, done un seul traitement, DiffServ; 
- un seul mecanisme pour proteger le trafic quelle que soit sa priorite et les conditions 
du reseau, nous avons done une complexity d'exploitation reduite et un bas cout de 
deploiement. 
Comme nous le montrons au cours des premiers chapitres de cette these, le modele Diff-
Serv* a ete mis a l'epreuve en utilisant la methode de simulation. Le logiciel de simulation 
NS-2 a ete utilise. Deux modeles de simulation ont ete elabores, le premier pour simuler 
la protection differenciee realisee avec le protocole DiffServ, le deuxieme pour simuler 
la protection physique differenciee, DiffProtect. Le deuxieme modele combine plusieurs 
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mecanismes de protection physique pour offrir a chaque classe de trafic un niveau de fia-
bilite adequat. Nous avons evalue la performance des deux modeles de simulations dans 
plusieurs reseaux de differentes tailles et dans differentes situations de pannes simples 
et multiples. Les resultats sont publies dans (Sanso et al., 2006; Awad et al., 2008) et 
montrent clairement que la protection qui utilise DiffServ est capable de rivaliser sinon 
surpasser la protection physique dans la majorite des situations de pannes. Ceci est un 
resultat tres important et meme contre-intuitif, car il montre que si un reseau est concu 
adequatement, il est possible de faire confiance a DiffServ* pour proteger le trafic de 
haute priorite en cas de pannes simples et meme multiples du niveau de la couche de 
transmission physique. Avec DiffServ*, l'ajout de ressources en guise de protection au ni-
veau physique et la planification proactive contre les pannes ne sont pas necessaires. Ceci 
permet non seulement de reduire le cout d'installation des reseaux de telecommunication, 
mais de simplifier et reduire la complexity de leur maintenance car un seul mecanisme 
logique et simple, DiffServ*, suffit pour proteger le trafic contre la congestion en temps 
normal et contre les effets des pannes en cas de problemes. 
La presente these est divisee comme suit. Le chapitre 1 porte sur la definition et la des-
cription detaillee des deux modeles de protection DiffServ* et DiffProtect. Une revue de 
la litterature detaillee est explicitee dans le deuxieme chapitre. Le chapitre 3 porte sur les 
simulations et les resultats obtenus; ils montrent l'efficacite du modele DiffServ* quand 
compare a la protection physique. Le chapitre 4 comprend une etude de fiabilite et de cout 
de deploiement ainsi qu'une etude de cas sur l'utilisation de DiffServ* et DiffProtect dans 
un reseau MPLS-DiffServ-TE selectionne comme candidat pour le reseau Internet de fu-
ture generation. Nous montrons dans ce chapitre que le deploiement de DiffServ* en tant 
que mecanisme de protection requiert une modification dans la facon dont les ressources 
de transmission physique sont utilisees. Le trafic entre deux noeuds doit etre partage et en-
voye sur plusieurs chemins disjoints qui relient ces deux routeurs. Les chemins physiques 
disjoints sont agreges ensemble pour former un lien logique unique sur lequel DiffServ* 
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fonctionne. Cette modification requiert une quantite supplemental de ressources mais 
elle demeure inferieure a celle requise par les mecanismes de protection traditionnels et 
de DiffProtect. Les resultats de cette etude sont aussi montres dans (Awad et al., 2008). 
Une etude de deploiement pratique est presentee dans le chapitre 5. Une modelisation 
mathematique du projet est presentee dans le chapitre 6. 
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CHAPITRE 1 
DEFINITION DU PROJET 
Ce chapitre decrit en detail les objectifs principaux du projet. II fournit aussi une descrip-
tion detaillee des modeles de protection differenciee proposes ainsi que les concepts de 
base utilises. 
1.1 Le projet et les objectifs 
La litterature montre la necessite d'utiliser des mecanismes de protection rapides et sur-
tout differencies au niveau WDM. Cette necessite est justifiee par le fait qu'aucune couche 
superieure logique, notamment IP, n'est capable de garantir une restauration de service ra-
pide digne de chaque classe de trafic. L'objectif principal de ce projet est de montrer que 
1'architecture DiffServ, un mecanisme logique de protection contre la congestion, peut 
etre utilisee comme un mecanisme de protection contre les pannes des equipements op-
tiques. Nous proposons d'abords un modele de protection differenciee, le modele Diff-
Serv*. La nouveaute introduite par ce modele est qu'il se base sur le concept de grou-
pement liens {Link Bundling) et un routage special des connexions IP sur la topologie 
WDM {Connexion Mapping). Ces concepts sont expliques en detail dans la section 1.2. 
Cette architecture des services differencies permet une protection logique instantanee du 
trafic de hautes priorites contre les pannes simples et multiples de chemins optiques. La 
performance du modele DiffServ* est par la suite comparee a celle d'un autre modele de 
protection differenciee physique, DiffProtect. Ce dernier se base sur les memes concepts 
que DiffServ* mais requiert en plus un routage differencie des connexions logiques sur la 
topologie physique et garantit a chaque trafic une protection WDM qui lui est appropriee. 
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Le modele DiffServ* offre alors une approche originale et avantageuse qui assure une pro-
tection essentiellement logique efficace et instantanee aux trafics de hautes priorites sans 
aucun recours a des mecanismes de protection physique. L'efficacite de DiffServ* montre 
que la protection optique peut ainsi etre remplacee par un mecanisme de protection unique 
a moindre cout qui opere a la couche IP. 
Comme nous le montrons dans le chapitre 3, nous utilisons premierement 1'approche par 
simulation pour etudier et comparer la performance des deux modeles DiffServ* et Diff-
Protect. Bien que la litterature propose de mesurer l'effet des pannes en termes de pro-
babilite d'interruption de service ou temps de restauration, ce projet propose d'etudier 
l'effet des pannes optiques sur la qualite de service percue directement par l'usager. Trois 
parametres de qualite de service sont evalues : le taux de perte, le delai bout en bout et 
finalement la gigue des paquets. Ceci est d'une grande importance vu que c'est l'usa-
ger final du reseau qui eprouve les consequences negatives des pannes. La simulation 
separee des deux modeles permet de retrouver qualitativement les avantages et desavan-
tages de chacun. Elle permet de regrouper les avantages de DiffServ* et DiffProtect. Une 
combinaison optimale permet d'avoir un maximum de performance en cas de pannes. Le 
chapitre 4 offre une etude plus elaboree sur certains aspects des modeles DiffServ* et 
DiffProtect, particulierement leur cout de deploiement et la possibilite de leur utilisation 
dans des propositions de reseaux de future generation tel MPLS-DiffServ-TE. 
Le deuxieme objectif est de demontrer la faisabilite et de valider la performance du modele 
DiffServ* en laboratoire. Cette etude fait l'objet du chapitre 5 du present document. 
Un desavantage de la methode par simulation est son extensibilite et ses capacites de 
passage a Pechelle. Ceci amene au troisieme et dernier objectif qui est etudie au chapitre 6 
du projet et qui consiste a elaborer un modele analytique de protection differenciee. II 
permettra de retrouver pour toute taille de reseau, la combinaison DiffServ*/DiffProtect 
optimale qui garantit un maximum de performance en cas de panne et reduit a un strict 
10 
minimum les couts associes au deploiement des mecanismes de protection optique. 
1.2 Concepts de base 
Les modeles de protection que nous avons proposes reposent sur 1'utilisation de differents 
concepts : 
- le groupement de liens ou Link Bundling est une technique qui permet l'agregation de 
plusieurs canaux de communication pour former un seul conduit ou lien logique de plus 
grande capacite; 
- le part age de charge ou Load Sharing est, dans le cadre de ce projet, une consequence 
directe du groupement de liens dans laquelle une certaine demande de trafic doit etre 
divisee en plusieurs parties dont chacune est transmise sur un lien composant ou Com-
ponent Link du groupement; 
- le routage de connexion ou Connection Mapping est le processus qui met en place 
les canaux de communication d'un groupement de liens sur un ou plusieurs chemins 
physiques; 
La figure 1.1 illustre 1'application de ces trois concepts dans un reseau IP/WDM dans le-
quel la couche IP n'est autre que la couche logique du reseau et la technologie optique 
WDM represente la couche physique. Le lien logique entre les deux routeurs de la couche 
IP est un groupement de liens forme de trois composantes. Chaque lien composant corres-
pond a une connexion done un canal optique qui est mis en place sur un chemin physique 
qui relie le commutateur optique (OXC) du routeur source au OXC du routeur destination. 
Le flot de trafic du premier au deuxieme routeur est divise, par partage de charge, parmi 
les trois canaux optiques empruntables. Finalement, la capacite de transmission totale dis-
ponible a la couche IP entre les deux routeurs est egale a la somme des bandes passantes 
des trois canaux optiques composants qui le forment. 
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C o u c h e IP G r o u p e m e n t de l i ens 
C o u c h e WDM O p t i q u e 
FIG. 1.1 Groupement de liens, partage de charge et routage de connexions IP/WDM 
Dans tout reseau IP/WDM, la topologie virtuelle de la couche IP depend grandement de 
Futilisation des canaux optiques disponibles au niveau WDM physique. Un lien logique 
entre deux routeurs IP n'existe que s'il est possible d'etablir une connexion tout optique 
de bout en bout entre ces deux routeurs. Du point de vue de la couche IP, cette demande 
de connexion se materialise en un canal optique dedie a la transmission physique du trafic 
IP du lien en question. Du point de vue de la couche WDM, le canal optique est mis 
en place sur un chemin physique et devient un chemin optique. II s'en suit alors que le 
trafic IP envoye sur le lien considere subit une conversion electrique-optique a la sortie 
du routeur, est transmis sur le chemin optique specifie et subit une deuxieme conversion 
optique-electrique a 1'entree du routeur destination. 
Considerons le lien logique entre les routeurs A et B de la figure 1.2. Soit L la bande 
passante de ce lien. Pour etablir un lien direct entre les routeurs A et B, il faut etablir un 
ou plusieurs canaux entierement optiques qui connectent les OXC sous-jacents 1 et 2. Le 
choix du chemin est facultatif et depend uniquement du nombre de chemins physiques 
disponibles et de la capacite residuelle de chaque chemin. 
Soit [1,4,2] le chemin physique considere, la somme des bandes passantes des canaux 
optiques reserves sur ce chemin est de L. Tout le trafic IP route sur le lien (A, B) devra 
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Couche IP 




Routeur IP fe^Commutateur Optique 
FIG. 1.2 Routage de connexion IP/WDM par chemin optique unique 
transiter, apres partage de charge et conversion optique, sur le chemin optique [1,4, 2]. 
Si aucun mecanisme de protection optique n'est prevu et des qu'il y a une panne sur le 
chemin [1,4,2], le lien logique (A, B) tombe en panne a son tour, et tout le trafic IP entre 
les routeurs concernes sera perdu. Le flot de trafic IP doit compter sur les mecanismes 
lents de reroutage IP pour etre reroute sur un chemin secondaire, (A, C, B) par exemple, 
avant d'arriver a destination. 
Considerons maintenant un routage par separation dans lequel il est possible de reserver 
les canaux optiques d'un meme lien logique sur plusieurs chemins differents. Si nous 
considerons le cas de la figure 1.3, il existe trois chemins disjoints reliant les commutateurs 
optiques 1 et 2. Les connexions requises par le lien logique (A, B) peuvent etre routes sur 
les trois chemins disjoints disponibles. Nous aurons un canal optique de capacite L/3 sur 
chaque chemin. 
Aucun changement significatif n'a eu lieu du point de vue de la couche IP. Que les trois 
canaux soient reserves sur un meme chemin physique ou sur plusieurs, le resultat pour 






Routeur IP ^^Commutateur Optique 
FIG. 1.3 Routage de connections optiques sur chemins multiples 
routeurs A et B est toujours de L. La transmission du trafic de A vers B se fait sous forme 
entierement optique, aucun routeur intermediate n'est sollicite dans cette communication. 
Si un des trois chemins optiques tombe en panne, la connectivite logique entre les deux 
routeurs n'est pas entierement perdue, mais seulement reduite. Comme une partie de la 
bande passante requise est reservee sur chaque chemin, si un des chemins tombe en panne, 
sa part de la capacite totale n'est plus disponible pour toute la duree de la panne. Dans ce 
cas, nous parlons d'une reduction de capacite entre les routeurs A et B et non plus d'une 
panne de lien logique entre ces noeuds. 
L'avantage de cette option est qu'elle permet de retarder autant que possible les pannes 
des connexions et liens logiques. II serait necessaire que trois chemins physiques disjoints 
tombent simultanement en panne (phenomene tres rare) pour avoir une panne du lien 
logique correspondant. 
Le fait de pouvoir diviser le trafic d'un lien logique entre plusieurs canaux optiques dis-
joints permettrait de reduire l'effet ponctuel d'une panne physique. Cette idee est essen-
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tielle puisqu'elle nous permettra d'offrir de la protection differenciee tant au niveau lo-
gique avec DiffServ*, qu'au niveau physique, avec DiffProtect. Les sections suivantes 
expliquent comment cette division peut etre faite avec les technologies actuelles, et com-
ment la protection differenciee serait assuree en cas de panne de chemins physiques. 
1.2.1 Pratique et utilite du groupement de liens dans un reseau IP/WDM 
Considerons l'exemple de deux routeurs A et B d'un reseau IP/WDM quelconque. Les 
routeurs sont adjacents, done du point de vue IP, il existe un lien logique qui les relie. Si la 
demande de trafic entre les routeurs A et B est de lOGb/s, la bande passante du lien (A, B) 
doit au minimum etre egale a lOGb/s. Pour rendre cette communication directe possible, 
il faut mettre en place un canal tout optique entre les routeurs A et B. La capacite de ce 
canal optique doit au minimum etre egale a lOGb/s. 
Supposons que la demande de trafic sur le lien (A, B) augmente a 20Gb/s. La capacite 
du canal optique initial n'est plus suffisante pour accommoder la totalite de la demande 
de trafic entre A et B. La capacite du lien direct (A, B) doit etre mise a jour; plusieurs 
solutions existent. 
La premiere solution est d'augmenter la capacite du canal optique deja en place. II faudra 
done remplacer 1'interface de transmission optique du routeur A par une autre de capacite 
superieure. Selon (Widjaja and Elwalid, 2003), il n'est possible d'augmenter la capacite 
des interfaces de transmissions optiques que par un facteur de 4 (OC-3, OC-12, OC-48, 
OC-192,...). II faudrait ainsi remplacer l'interface OC-192 de lOGb/s par un systeme OC-
768 de 40Gb/s pour accommoder 20Gb/s seulement. Selon (Sivarajan, 2000) la majorite 
des systemes de transmission optique actuellement deployes sont capables de transmettre 
lOGb/s sur chaque longueur d'onde et plusieurs efforts sont mis en oeuvre pour augmenter 
cette capacite a 40Gb/s. Cette augmentation est d'autant plus limitee en raison des effets de 
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dispersion de la lumiere qui deviennent tres significatifs quand le temps alloue a remission 
du bit est reduit. 
L'autre solution est de mettre en place un autre canal optique de capacite lOGb/s, parallele 
au premier comme nous pouvons le voir a la figure 1.4. Cette technique est nettement pre-
ferable parce qu'elle permet une mise a jour plus graduelle de la capacite de transmission. 
Elle garantit ainsi un taux d'utilisation eleve des ressources de transmission. De plus, cette 
option reste plus economique que la premiere parce qu'elle requiert l'ajout d'une interface 
OC-192 de lOGb/s plus courante et nettement moins couteuse qu'une interface OC-768 
de 40Gb/s. 
FIG. 1.4 Exemple d'un regroupement de liens IP/WDM 
La figure 1.5 montre avec plus de details un des routeurs de la paire (A, B) ainsi que le 
lien de 20Gb/s qui les relie. Deux canaux optiques de lOGb/s chacun sont agreges pour 
former le lien IP de capacite adequate. Cette figure est inspiree de (Kimura et al., 2005) 
et montre aussi l'interieur d'un noeud IP/WDM standard. Chacun des routeurs A et B est 
lie a un OXC, respectivement CI et C2. II existe deux chemins physiques disjoints entre 
les OXC CI et C2. Le premier est direct [CI, C2], l'autre possede un saut intermediate 
[C1,C3,C2]. 
Dans le cas de la figure 1.5 et de la norme WDM, les deux canaux optiques agreges 
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forment alors un faisceau et le lien IP est un groupement de liens ou bien une connexion 
logique a : 
- Canaux multiples ou multi-channel ou bien a; 
- longueurs d'onde multiples ou multi-wavelength ou bien a; 
- chemins optiques multiples ou multi-lightpath. 
Ce lien possede un port de transmission logique associe a deux ports de transmissions 
physiques (port-to-multiport trunk). En ce qui concerne les mecanismes de routage IP tel 
OSPF, seules les caracteristiques du groupement de liens complet et non celles de chacune 
de ces composantes sont annoncees aux et par les routeurs. La technique de groupement 
de liens permet ainsi de reduire la quantite d' information echangee entre les routeurs et 
d'augmenter l'extensibilite {Scalability) du routage dans les reseaux IP/WDM. Ceci est 
mis en evidence dans (Sengupta et al., 2002) ou les auteurs presentent une analyse d'une 
version amelioree de OSPF pour le routage de chemins optiques dans un reseau WDM. 
Le routage des canaux optiques de la figure 1.5 est independant de la couche IP. II est 
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possible que ces canaux soit multiplexes par le MUX 1 dans la fibre [C1,C2] si elle 
possede deux longueurs d'onde inutilisees ou bien par le MUX 2, done sur le chemin de 
fibres optiques [CI, C3, C2], si la fibre [CI, C2] ne possede pas les ressources necessaires. 
Quel que soit le chemin physique choisi, le flot de trafic entre les routeurs A et B devra etre 
partage entre les deux canaux reserves au niveau de couche optique. II est alors evident 
que le partage de charge existe de facon naturelle dans un reseau IP/WDM. La charge de 
trafic d'un lien IP est partagee entre un ou plusieurs canaux de transmission optiques. Des 
contraintes de partage de charge par paquet ou par flot doivent toutefois etre considerees 
pour assurer a la fois un partage equitable de la charge entre les deux canaux et une 
livraison ordonnee des paquets. 
1.2.2 Problemes lies au groupement de lien dans un reseau IP/WDM 
Le groupement de liens permet de grouper plusieurs liens composants en un seul lien 
logique de grande capacite. Les protocoles de routage du niveau logique ignorent la pre-
sence des liens composants et ils annoncent et utilisent seulement les caracteristiques du 
groupement de lien logique final. Dans le cas d'un reseau IP/WDM, les liens composants 
sont des canaux optiques ou chaque canal represente une longueur d'onde. 
Le raisonnement de la section 1.2.1 montre que les longueurs d'onde sont generalement 
multiplexers sur un meme chemin physique. Si un seul canal optique tombe en panne, 
la capacite du groupement de lien est reduite et des mecanismes de detection rapide sont 
deja en place pour effectuer un nouveau partage de charge sur les liens composants fonc-
tionnels. Dans le cas d'une coupure de fibre, tous les liens composants tombent en panne 
simultanement; le lien logique correspondant tombe aussi en panne ce qui engendre un 
reroutage de plusieurs flots. 
Le present projet permet de contourner ce probleme en forcant la reservation des canaux 
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optiques sur des chemins disjoints. Ceci est montre a la figure 1.5 dans laquelle un des 
canaux optiques est etabli via le MUX 1 sur le lien direct [CI, C2], le deuxieme, via le 
MUX 2 sur le chemin [CI, C3, C2]. Cette operation est simple et une legere modification 
au controleur IP-WDM permet de realiser cette tache. D'ailleurs, s'il est possible de mettre 
en place les canaux optiques sur l'un ou 1'autre des chemins, il est aussi possible de les 
separer entre les deux chemins disponibles. 
Cette pratique permet de rendre independantes les pannes des deux canaux optiques. La 
panne d'une fibre ne cause plus une interruption totale de la communication entre les 
deux routeurs, mais une reduction partielle du debit. Nous proposons ici de coupler cette 
version modifiee du groupement de liens, le partage de charge inherent et 1'architecture 
DiffServ pour former le modele DiffServ* de la figure 1.6 et le modele DiffProtect de la 
figure 1.10 qui, tous deux, fournissent une protection differenciee a plusieurs classes de 
trafic en.cas de panne de fibre optique. 
1.3 Les modeles de protection 
Les deux modeles DiffServ* et DiffProtect se basent tous deux sur la division du trafic 
IP entre deux routeurs adjacents sur trois chemins physiques disjoints. Nous considerons 
pour 1'instant que la division est egale et qu'elle necessite un chemin optique par tranche 
de trafic. Les deux modeles considerent trois priorites de trafic classifiees, d'apres la sec-
tion 2.1, comme suit. 
Le trafic d'emulation de circuits ou de voix, classifie EF, possede la plus haute priorite; 
il requiert des garanties tres strictes en taux de perte, delai et gigue. Le trafic de video est 
classe AF, il est de priorite moyenne en ce qui a trait a ses capacites de tolerance, de delais 
et de gigues. Le trafic Web qui caracterise generalement le trafic de transfert de fichiers, 
courriers electroniques et navigation Web est classe comme trafic de basse priorite (BE) 
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parce qu'il est le plus tolerant en termes de delais et de pertes. 
1.3.1 Le modele DiffServ* 
Le modele DiffServ* se base sur l'utilisation de 1'architecture des services differencies 
pour proteger les differentes classes de trafic contre les pannes physiques. L'architecture 
DiffServ offre trois classes de trafic principales EF, AF et BE. Un schema fonctionnel du 
modele DiffServ* est presente a la figure 1.6. Ce modele necessite l'existence de trois che-
mins optiques physiquement disjoints pour communiquer entre deux routeurs adjacents, 
dans ce cas A (routeur source de trafic) et B (routeur destination de trafic). L'ensemble du 
trafic transmis par A est divise en trois et chaque canal optique est utilise pour transmettre 
une fraction melangee des trois classes EF, AF et BE. Ainsi, la bande passante totale entre 
les deux routeurs est egale a la somme des bandes passantes des trois chemins physiques 
du niveau optique. Sachant que : 
- plus le nombre de chemins optiques requis est grand, plus le lien IP est robuste face aux 
pannes mais; 
- plus le nombre de chemins disjoints requis est grand plus la probabilite d'en trouver 
dans un reseau IP/WDM maille est faible. 
Le choix du nombre de trois chemins optiques est ainsi un bon compromis entre la robus-
tesse face aux pannes des liens logiques et la possibilite de trouver un nombre suffisant de 
chemins disjoints dans un reseau optique maille. 
Une panne sur un des chemins optiques entraine une reduction des capacites de transmis-
sion au niveau WDM. Cette reduction est propagee au niveau IP, non comme une panne 
de lien logique, mais comme une reduction de la bande passante de ce dernier. Cette re-
duction de bande passante cause une congestion au niveau IP. Les mecanismes naturels 
de DiffServ de protection contre la congestion s'activent. Les trafics de hautes priorites 
obtiennent un acces privilegie aux ressources reduites du niveau physique. Les trafics de 
basses priorites sont retardes et nienie rejetes jusqu'a reparation die 
a l'etat normal du service. 
C o u c h e IP G r o u p e m e n t de l i e n s 
®-... 
C o u c h e WDM 
fS i^ Hoyftouir 
FIG. 1.6 Modele DiffServ* 
La figure 1.7 presente le fonctionnement detaille d'un noeud source IP/WDM dans le 
cadre du modele DiffServ*. Un classificateur DSCP se charge de detecter la classe de 
chaque paquet rentrant et de transferer chaque paquet dans la file appropriee au type des 
paquets IP qui arrivent au routeur. L'ordonnanceur DiffServ trie et transmet les paquets 
par ordre de priorite au modulateur electro-optique. L'information traverse un ordonnan-
ceur electro-optique (OEOA) qui se charge de transmettre chaque paquet vers un des trois 
modulateurs. Chaque modulateur est associe a un canal optique reserve pour la transmis-
sion d'informations entre deux routeurs. Pour eviter tout desordre dans la reception des 
paquets, nous supposons que le partage de charge ci-dessus se fait de facon aleatoire par 
fiot et non par paquet. Nous discutons des differences dans l'annexe I mais dans tout ce 
qui suit, nous voulons eviter tout probleme de desordre de paquet qui peut etre inherent a 
la pratique de partage de charge en utilisant 1'option par fiot. 
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Le debit sortant du OEOA ne peut depasser la somme des capacites des trois chemins 
optiques disponibles. Le debit de l'ordonnanceur DiffServ et la capacite du modulateur 
sont supposes egaux. Par phenomene de transition, le debit de l'ordonnanceur DiffServ ne 
peut depasser la somme des capacites de transmission des trois chemins optiques. Toute 
surcharge de paquets au niveau du routeur IP est traitee comme une congestion par le mo-
dule DiffServ. Le modele DiffServ* propose respecte le fonctionnement de 1'architecture 
DiffServ et transmet de facon prioritaire la venue des paquets IP sur la capacite optique 
reservee. 
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FIG. 1.7 DiffServ* : modulation et commutation optique du trafic IP 
Dans le cas d'une panne d'un canal optique, sa capacite n'est plus disponible au niveau 
IP. Le modulateur optique se charge de detecter cette panne, et la communiquer a l'ordon-
nanceur DiffServ. Ce dernier se charge de reduire son debit d'information. Ce mecanisme 
de retroaction garantit que la panne optique se propagera au niveau IP comme diminution 
de la bande passante. 
Un dimensionnement adequat des ressources optiques assure, en temps normal, une ca-
pacite de transmission suffisante pour toutes les connexions du niveau IP. Dans ce cas la 
bande passante des trois canaux optiques est juste suffisante pour garantir une qualite de 
service adequate aux trois classes EF, AF et BE de trafic. La panne d'un des canaux op-
tiques induit une congestion forcee au niveau du routeur IP. Le module DiffServ se charge 
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de transmettre de facon prioritaire les paquets IP sur les ressources reduites de la couche 
optique. Le modele DiffServ* garantit toujours une distribution prioritaire de la capacite 
de transmission physique entre les differentes classes de trafic. La classe EF est la plus 
prioritaire et elle conserve done un acces privilegie aux ressources physiques. Le trafic de 
la classe AF ne peut etre servi qu'apres celui de la classe EF. La classe BE est la moins 
prioritaire, le trafic de cette classe n'est servi qu'apres EF et AF (service meilleur effort). 
Un avantage immediat du modele DiffServ* est qu'il ne necessite le deploiement d'aucun 
mecanisme de protection WDM. Les canaux optiques ne sont munis d'aucune protec-
tion particuliere. Aucun reroutage optique n'est necessaire dans le cas d'une panne. Une 
panne optique declenche un mecanisme simple de retroaction rapide, ce dernier specifie 
au module DiffServ la diminution de bande passante impliquee, la protection des trafics de 
hautes priorites est quasiment instantanee. Un desavantage du modele DiffServ* est qu'il 
ne permet aucune protection dans le cas d'une panne simultanee des trois chemins op-
tiques. Dans ce cas tres rare, la connectivity est totalement perdue entre les deux routeurs 
et un reroutage IP des Hots est necessaire. 
Reseau IP/WDM normal 
reroutage 
deflot 
^ f e 3 
Reseau IP/WDM + 
Modelisation DiffServ 
&£L 
Panne de Lien 
Optique > 
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FIG. 1.8 Avantages du deploiement du modele DiffServ* 
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La figure 1.8 compare l'effet d'une coupure de fibre optique dans un reseau IP/WDM a 
celle d'un reseau IP/WDM avec modelisation DiffServ*. Les deux reseaux ne sont munis 
d'aucune protection WDM particuliere. Dans le premier cas, une panne du lien optique 
[1,3] cause une panne du lien logique (1,3). Le routeur 1 detecte la panne de lien, pro-
page rinformation a ses voisins, recalcule sa table de routage et reroute le flot {1,3} sur 
le deuxieme plus court chemin disponible (1,2,3). La lenteur de ce mecanisme IP de 
reroutage peut causer une interruption de service inacceptable pour les trafics de hautes 
priorites. D'autant plus, le surplus non planifie de trafic sur le chemin (1,2,3) peut causer 
une degradation de performance accrue qui affecte autant le flot original du chemin que le 
flot reroute. Le module DiffServ du routeur 1 doit a son tour proteger les trafics prioritaires 
de cette degradation de performance. 
Dans le deuxieme cas, la panne du lien physique [1, 3] cause une simple diminution de 
bande passante au niveau du lien IP (1,3). Aucune interruption de service n'a lieu, les 
flots de hautes priorites sont directement proteges par les mecanismes DiffServ. Le flot du 
chemin (1,2,3) n'est pas affecte par cette panne. Si la panne du lien [1,3] affecte de la 
meme maniere d'autres liens IP, le meme argument tient toujours. Les consequences d'une 
panne physique sont alors distributes parmi plusieurs liens logiques, aucune interruption 
de service n'a lieu sur ces liens et 1'architecture DiffServ garantit une qualite de service 
immediate et appropriee aux flots prioritaires. 
Grace au modele de protection DiffServ*, une augmentation de la demande de trafic sur 
un lien logique et la panne d'un ou plusieurs canaux de transmission physiques sous-
jacents ont tous deux le meme effet qui est la congestion comme nous pouvons le voir a 
la figure 1.9. Quelle que soit la nature du probleme qui peut affecter le fonctionnement 
normal d'un noeud IP/WDM, le symptome est toujours la congestion et le traitement est 
toujours DiffServ. Nous avons ainsi un mecanisme de protection unique qui peut dis-
tinguer facilement entre differentes classes de trafic et de les proteger adequatement au 
besoin. 
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FIG. 1.9 Causes de congestion dans le modele de protection DiffServ* 
1.3.2 Protection de trafic dans DiffServ et DiffServ* 
DiffServ a ete con9u dans le but d'offrir une differenciation de service en cas de congestion 
dans un reseau IP. II est seulement sensible a la congestion. Cette derniere a lieu quand 
la capacite des ressources de transmission n'est plus capable de supporter toute la charge 
de trafic. En cas de congestion, DiffServ est capable de privilegier certaines classes trafic 
et de les traiter de fagon prioritaire. Ainsi, DiffServ se definit comme un mecanisme de 
protection differenciee du trafic contre le phenomene de congestion. 
Generalement, le terme protection s'applique a la protection de circuits ou de canaux 
optiques ou il s'agit de prevoir un canal de protection qui prend la releve en cas de panne 
du canal de transmission principal. Cependant, dans le cas de DiffServ, ce meme terme 
indique Taction d'offrir une qualite de service (QdS) differenciee a differentes priorites 
de trafic en cas de congestion. Le modele DiffServ* propose de reutiliser DiffServ et 
d'etendre ses fonctionnalites pour non seulement agir comme mecanisme de protection 
du trafic de haute priorite contre la congestion, mais aussi, contre les pannes du niveau de 
la couche de transmission, notamment la couche optique. 
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II faut ainsi definir un moyen de traduire une panne optique en une augmentation de 
congestion, autrement dit, par une reduction de debit du serveur DiffServ. Cette reduction 
de debit cause une congestion a 1' entree du serveur DiffServ et les mecanismes naturels 
de DiffServ traiteront le trafic de facon prioritaire face a ce manque soudain en ressources 
de transmission. 
Intuitivement, la solution serait de s'assurer que le trafic sortant du serveur DiffServ ne 
soit pas porte sur un seul systeme de transmission optique. S'il l'etait, une panne de ce 
systeme n'apparaitrait pas comme une reduction de debit, mais simplement comme l'arret 
total du serveur. II faut done repartir le trafic sortant d'un serveur DiffServ sur plusieurs 
systemes de transmission optiques. La panne d'un de ces systemes de transmission n'im-
plique pas un arret total du serveur, mais une diminution de sa capacite. Seuls les trafics 
de hautes priorites auront alors acces aux systemes de transmission restants. DiffServ* de-
vient ainsi un mecanisme de protection differenciee du trafic en cas de pannes de systemes 
de transmission. 
La realisation du modele DiffServ* ne peut se faire sans groupement de liens et sans 
partage de charge. Ce dernier se fait sur plusieurs canaux optiques. Si ces canaux sont 
multiplexes dans une meme fibre, done un groupement de liens traditionnel, DiffServ* 
protegera le trafic de haute priorite contre les pannes de canaux optiques seulement. S'il 
se fait sur des canaux optiques routes sur des fibres disjointes, DiffServ* protege contre 
les coupures de fibres aussi. 
Ce projet doctoral vise principalement a determiner l'efficacite de protection de 1'architec-
ture DiffServ en cas de panne d'un ou plusieurs liens composants d'un meme groupement 
de liens. En temps normal, la capacite du serveur DiffServ est egale a la capacite du grou-
pement de liens; cette capacite est egale a la somme des capacites de ses groupements 
de liens. La panne d'un lien composant reduit la capacite du groupement de liens done 
la capacite du serveur DiffServ aussi. Le serveur DiffServ se charge de proteger les tra-
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fics de hautes priorites contre la congestion qui en results. Les pannes des Component 
Links deviennent independantes seulement quand ces derniers sont separes sur plusieurs 
chemins disjoints. Seulement dans ce cas, DiffServ peut-il jouer le role d'un mecanisme 
de protection contre les pannes de chemins physiques dont les coupures de fibre pour un 
reseau WDM. Ceci constitue le modele de protection differenciee DiffServ*. 
1.3.3 Le modele DiffProtect 
Ann d'evaluer la protection offerte par le modele DiffServ*, nous proposons un modele 
similaire, DiffProtect. Ce dernier se base aussi sur la protection differenciee du trafic par 
des mecanismes propres a la couche physique. Pour proceder a une comparaison adequate, 
il est necessaire d'etablir une base commune entre les deux modeles. Comme DiffServ*, 
DiffProtect doit aussi se baser sur le partage de charge du trafic sur trois canaux optiques 
disjoints pour respecter la condition d'independance des pannes des systemes de trans-
mission. Cependant, dans le cas de DiffProtect, ce partage de charge est differencie et se 
fait selon la classe et la priorite d'un flot. II y a un seul type de trafic par lien composant 
et chacun est protege differemment. La couche optique etant incapable de differencier 
entre les diverses classes de trafic, seule cette condition permet a DiffProtect d'offrir une 
protection physique faite sur mesure pour chaque classe. 
A la difference du modele DiffServ*, DiffProtect propose de transmettre chaque type de 
trafic sur un chemin optique qui lui est propre. Le modele considere aussi trois priorites 
de trafic, EF, AF et BE. Un noeud IP/WDM-DiffProtect transmet le trafic de haute priorite 
sur un chemin muni d'une protection dediee. Le trafic AF est de son cote transmis sur un 
chemin muni d'une protection partagee. Le trafic BE est transmis sur un chemin optique 
non protege. 
La figure 1.10 montre la topologie IP/WDM associee au modele DiffProtect. La topologie 
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optique qui relie les deux routeurs IP est egalement constitute de trois chemins optiques 
disjoints, ce qui explique d'ailleurs le choix du nombre de trois chemins physiques consi-
dered dans DiffServ*. Un meme lien IP relie les routeurs 1 et 2. Cependant, les ressources 
du lien (1, 2) ne sont pas partages. Le lien IP (1,2) peut etre vu comme une superposition 
de trois sous-liens : EF(1,2), AF(1,2) et BE(1,2). Dans ce cas, le protocole GMPLS 
peut etre utilise pour forcer le routage de chaque flot IP sur une longueur d'onde qui lui est 
propre. Pour cette topologie, le trafic de haute priorite est transmis sur le chemin optique 
protege [1,2]. Le chemin partiellement protege [1,3,2] transporte le trafic de moyenne 
priorite. Le chemin non protege [1,4,2] transporte le trafic de basse priorite. 
La figure 1.11 montre le detail de la modulation IP-optique du trafic lors de sa transmission 
par la couche physique. Suite a une etape de preclassification du trafic entrant au routeur, 
chaque paquet sera achemine vers le port de sortie adequat selon sa classe. Chaque classe 
de trafic traverse son propre systeme de file d'attente FIFO avant de subir la modulation 
IP-optique. Le debit du serveur FIFO de chaque classe ne peut depasser la capacite du 
canal optique specifie. 
Dans le cas de pannes du chemin principal [1, 2], l'OXC se charge de commuter le trafic 
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FIG. 1.11 DiffProtect: modulation et commutation optique du trafic IP 
EF sur le chemin de protection. Pour la technologie WDM, 1'interruption de service dure 
environs 50 ms et ne presente aucun effet detectable sur la qualite de service offerte au 
trafic EF. A toute fin pratique, le lien EF(1,2) n'est pas affecte par la panne. 
Seule une panne du chemin [1,3,2] peut affecter le flot AF. Dans ce cas, le trafic AF ne 
garantit qu'une protection partielle. Seule une portion a du trafic est reroutee sur le chemin 
de protection. La bande passante reduite du lien de protection cause une accumulation de 
trafic dans la file FIFO du lien AF(1, 2). Les rejets de paquets se font a ce niveau. Seule 
une panne du chemin [1,4,2] peut affecter le trafic BE. Comme ce chemin n'est muni 
d'aucune protection, tout le trafic BE sera perdu jusqu'a reparation de la panne. 
Un avantage evident du modele DiffProtect est que meme dans le cas d'une panne simul-
tanee des trois chemins optiques, la connectivite est toujours maintenue pour les classes 
EF et AF. Le deploiement des mecanismes de protection WDM meme s'ils sont plus cou-
teux, garantit dans tous les cas une protection totale du trafic hautement prioritaire et une 
protection partielle du trafic de moyenne priorite, ceci est a condition que les chemins de 
protection d'EF et AF soient disjoints des trois chemins optiques originaux utilises pour 
transmettre le trafic en temps normal. 
DiffProtect peut paraitre tres exigeant en terme d'utilisation des ressources physiques 
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puisqu'il necessite un minimum de cinq canaux optiques qui soient physiquement dis-
joints. Trois de ces canaux sont utilises pour la transmission du trafic en mode normal 
et deux sont reserves pour la protection dediee et partagee du trafic prioritaire en cas de 
pannes. Bien qu'il puisse exister des solutions de protection optique plus efficace en terme 
d'utilisation de ressources, DiffProtect demeure plus robuste face aux pannes multiples. 
La section 4.2 decrit en detail ce point de vue. 
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CHAPITRE 2 
REVUE DE LITTERATURE 
Une recherche bibliographique approfondie a ete realisee dans le but de demontrer la 
pertinence et l'originalite du present projet doctoral. La section 2.1 montre un consen-
sus general dans l'utilisation de l'architecture DiffServ comme mecanisme de choix pour 
garantir une qualite de service differenciee dans le reseau Internet. La litterature n'offre 
qu'une description qualitative et quantitative de l'utilisation et du deploiement de l'archi-
tecture DiffServ comme mecanisme de controle et de protection contre la congestion au 
niveau IP; elle ne semble proposer aucun autre usage de cette architecture. Ceci devoile 
deja une facette originale du projet. Cette derniere consiste en une utilisation duale de 
Diffserv comme mecanisme de protection contre la congestion et contre les pannes du 
niveau physique. 
Seule la technologie WDM peut exploiter au maximum les capacites de transfert consi-
derables des fibres optiques. Par multiplexage de longueurs d'onde, une fibre optique est 
capable de transporter plusieurs gigabits et meme terabits par seconde d'informations. Par 
contre, une panne de fibre engendre une perte aussi considerable en donnees. Ceci jus-
tifie davantage la necessite de deployer des mecanismes de protection physique rapides 
et fiables pour contrer les pannes du niveau optique. Cependant, plusieurs contraintes 
peuvent s'opposer au deploiement a large echelle de ces types de mecanismes. La sec-
tion 2.2 montre les defis, avantages et inconvenients associes a l'utilisation de la pro-
tection optique. Des alternatives offertes par d'autres couches en sont subsequemment 
explorees. Les divers mecanismes de protection differenciee sont explores en detail dans 
la section 2.3. Le but de cette etude est principalement de montrer la popularity et la perti-
nence de la notion de fiabilite differenciee dans les reseaux IP/WDM, mais aussi de mettre 
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en valeur l'originalite de ce projet par rapport a ce qui est deja propose. 
2.1 L'architecture DiffServ 
Cette section a pour but de decrire 1'architecture des services differencies (DiffServ) 
(Blake et al., 1998; Heinanen et al., 1999; Jacobson et al., 1999; Nichols et al., 1999), 
de preciser les diverses techniques de deploiement de cette architecture dans les reseaux 
IP/WDM actuels et finalement de presenter un rapport detaille des evaluations de per-
formance qualitatives et quantitatives de cette derniere. L'association type trafic/classe 
DiffServ est elaboree a la fin de cette section. 
2.1.1 Description de DiffServ et fonctionnement general 
La nature meilleur effort du reseau Internet le rend simplement incapable d'offrir un ni-
veau de QdS approprie aux diverses applications multimedias temps reel qui l'utilisent. 
L'architecture DiffServ (Blake et al., 1998) a ete proposee dans le but d'offrir une qualite 
de service differenciee a diverses classes de trafic du reseau Internet. 
IntServ (Integrated Services) (Braden et al., 1994) a deja envisage le probleme de dif-
ferentiation de service. II utilise le concept de reservation de ressources par le biais du 
protocole Ressource reSerVation Protocol (RSVP) pour garantir une qualite de service 
adequate a chaque flot separement. IntServ recommande une reservation de bout en bout 
pour chaque flot, ce qui augmente considerablement le trafic de signalisation necessaire a 
ce processus. Les concepteurs ont rapidement realise les problemes de complexity, exten-
sibilite, et couts de deploiement a large echelle de l'architecture IntServ. Ces incidences 
s'expliquent par le fait que chaque routeur devra gerer simultanement plusieurs milliers et 
memes millions de connexions (Nguyen et al., 2000), rendant l'architecture IntServ tres 
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peu extensible et adaptable a toute taille de reseau. 
Devant de tels desavantages a l'utilisation de IntServ, DiffServ a ete elabore. Ce dernier 
delaisse toute notion de reservation de ressource et de signalisation. Pour remplacer et 
ameliorer celle-ci, DiffServ fait en sorte que les flots de trafic qui requierent des garan-
ties de services similaires soient regroupes ensemble. Pour ce faire, les routeurs de bords 
(EDGE) du reseau se chargent de classifier et marquer les paquets entrants. Chaque pa-
quet est marque par un DSCP (DiffServ Code Point) qui identifie sa classe de service. Les 
routeurs de coeur (CORE) du reseau se chargent d'acheminer chaque paquet en respectant 
sa priorite. Un comportement par saut (Per-Hop Behavior ou PHB) est associe a chaque 
classe de trafic. Par consequent, un acces privilegie aux ressources sera reserve aux pa-
quets de haute priorite et ce sont les paquets de plus basses priorites qui seront les plus 
sujets aux delais eleves et aux rejets en cas de congestion. 
Pour differencier les trafics, DiffServ les divise principalement en trois classes. D'une 
part, nous avons la classe Expedited Forwarding (EF) (Jacobson et al., 1999) dont le ni-
veau de priorite est le plus grand. Pour cette classe, le taux de pertes des donnees, les delais 
et les gigues sont les plus petits. D'autre part, nous avons la classe AF (Assured Forwar-
ding) (Heinanen et al., 1999). Les paquets de moyenne priorite sont associes a cette classe. 
Cette derniere comporte quatre sous-classes. Une sous-classe AF est identified par AFxy 
dans laquelle x represente la sous-classe AF, 1 < x < 4. y represente la priorite de rejet 
du paquet, 1 < y < 3. Chaque sous-classe peut etre configuree pour offrir jusqu'a trois 
priorites de rejet. Une fois que la classe x d'un paquet est determinee, le routeur EDGE se 
base sur une politique de marquage, Token Bucket, srTCM (Heinanen and Guerin, 1999a) 
ou trTCM (Heinanen and Guerin, 1999b) pour determiner la priorite de rejet d'un paquet. 
Chaque politique de marquage definit un profil particulier pour chaque classe de trafic. 
Les paquets qui respectent le profil defini seront plus prioritaires que ceux qui respectent 
moins ou pas ce meme profil. Pour se faire, srTCM mesure le debit de trafic entrant contre 
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deux valeurs, la premiere, le CBS (Commited Burst Size) et la seconde, EBS (Excess 
Burst Size). Un paquet est marque vert s'il respect la limite CBS, jaune s'il ne respecte 
pas le CBS mais l'EBS, et rouge s'il ne respecte pas l'EBS. Pour la classe AFx, les paquets 
verts seront les plus prioritaires, ils appartiennent a la classe AFxl, Les paquets jaunes, 
de moyenne priorite feront partie de la sous-classe AFx2 et les paquets rouges seront les 
premiers paquets de AFx a etre rejetes en cas de congestion, ils ont la priorite de rejet, 
AFx3. 
Le diagramme de la figure 2.1 presente une recapitulation des fonctionnalites EDGE et 
CORE d'un noeud DiffServ. Selon cette figure, un routeur EDGE a la responsabilite de 
classifier et marquer un paquet selon sa nature et son respect d'un profil de trafic predefini. 
Un DSCP est attribue a chaque paquet a la sortie du module de classification d'un EDGE. 
Un noeud CORE comporte plusieurs files d'attente physiques. Une file d'attente est attri-
buee a chaque classe EF, AFx et BE. Les files physiques AFx sont divisees en y files vir-
tuelles. Ces dernieres sont generalement de type Random Early Detection (RED). Contrai-
rement aux files de types First In First Out (FIFO), les files RED ont la capacite de rejeter 
les paquets de facon probabiliste avant que la taille maximum de la file d'attente ne soit 
atteinte. Une file RED accepte tout paquet entrant tant que sa taille est inferieure a une 
certaine limite Minimum Threshold (MinTh). Si la taille de la file RED est superieure au 
Maximum Threshold (MaxTh), tout paquet rentrant est rejete. Finalement, si la taille de la 
file est superieure au MinTh mais inferieure au MaxTh, les paquets sont rejetes avec une 
probabilite qui varie en fonction de la taille de la file. Ces calculs probabilistes de rejet 
sont fonction du type de files RED. En effet, il existe quatre types de files RED : RIO-C, 
RIO-D, DROP et WRED. 
Dans un noeud CORE, les files d'attente sont servies selon un ordonnancement qui peut 
etre prioritaire (PRI), Weighted Round Robin (WRR), Weighted Interleaved Round Robin 
(WIRR) et Round Robin tout court (RR). Dans PRI, les files sont servies par ordre de 
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FIG. 2.1 Diagramme des fonctionnalites EDGE ou CORE de DiffServ 
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priorite. II faut completement servir les files de haute priorite avant de servir celles de 
basses priorites. WRR et WIRR affectent des poids aux files. Pour un intervalle de temps 
donne, la file qui possede le poids le plus eleve est servie pendant une fraction de temps 
plus elevee. Dans RR, les files ont toutes la meme priorite et sont servies a tour de role. 
Dans ce cas, la notion de priorite de service disparait. 
2.1.2 DiffServ dans un reseau IP/WDM 
Selon (Kimura et al., 2005), il existe deux methodes de differentiation de trafic dans un 
reseau IP-Optique. La premiere est basee sur le concept de DiffServ. Les auteurs y referent 
par le terme de Class-Based Queueing (CBQ). Le fonctionnement de 1'architecture CBQ 
est schematise dans la partie superieure de la figure 2.2 qui est tiree de (Kimura et al., 
2005). Un chemin optique A est utilise pour servir les differentes classes de trafic EF, AF 
et BE. Deux systemes de files d'attente CBQ, l'un d'entree du routeur, l'autre de sortie, 
assurent un traitement PHB prioritaire et differencie des paquets. Un commutateur de 
paquets assure la transition correcte des paquets entre le port d'entree et celui de sortie. Le 
debit des paquets au port de sortie doit etre inferieur ou egal a la capacite d'une longueur 
d'onde. Si ce debit est superieur au taux de conversion optoelectrique, les paquets devront 
etre rejetes par ordre de priorite dans le systeme CBQ de sortie. 
L'autre option proposee par les auteurs est d'ajouter une deuxieme longueur d'onde au 
niveau du meme port de sortie. La partie inferieure de la figue 2.2 montre la deuxieme 
methode proposee : la Class-Based Lightpath (CBA). Cette methode suggere de trans-
mettre chaque classe de trafic sur une longueur d'onde qui lui est propre. S'il existe trois 
classes de trafic au niveau IP (EF, AF et BE), chaque lien IP necessitera au minimum trois 
chemins optiques au niveau WDM. Une conversion optoelectrique independante se fait 
pour chaque type de trafic a 1'entree du routeur. Une file de types FIFO est necessaire 
pour chaque chemin optique. Dans ce cas, le debit d'une classe de trafic ne doit pas de-
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FIG. 2.2 Differentiation de trafic dans un reseau IP/WDM 
passer la capacite de transmission d'une longueur d'onde. Une deuxieme longueur d'onde 
doit etre reservee par trafic excedentaire. Dans ce deuxieme modele, seul le trafic genere 
localement par le routeur IP ou qui quitte le routeur passe par un systeme de files CBQ. 
Le trafic de transit utilise des files FIFO. Le conditionnement et la differentiation de ser-
vice se font uniquement aux extremites d'un chemin IP. Un dimensionnement adequat a 
l'interieur du reseau garantit la disponibilite des ressources aux diverses classes de trafic. 
Les auteurs citent deux types de transmissions dans un reseau IP/WDM : 
- Saut-par-Saut IP : L'information qui traverse un noeud IP/WDM subit obligatoire-
ment une conversion optoelectrique. Cette methode est a la fois extensible et diminue le 
nombre de chemins optiques necessaires pour les transmissions, car elle permet l'agre-
gation des flots de donnees au niveau IP pour etre transmise sur une meme longueur 
d'onde au niveau optique. 
- A cut-through transmission : L'information qui traverse un noeud IP/WDM peut ne 
subir aucune conversion optoelectrique. Cette methode permet d'eviter la necessite des 
algorithmes de routage IP complexes dans les noeuds intermediaries, simplifiant consi-
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derablement leur structure. 
Kimura et al terminent en proposant et en comparant les couts des quatre modeles de 
qualite de service suivants : 
- Saut-par-Saut IP et modele CBQ 
- Saut-par-Saut IP et modele CBA 
- A cut-through transmission et modele CBQ 
- A cut-through transmission et modele CBA 
Le concept de protection differenciee contre les pannes n'est pas erudie par les auteurs. Le 
modele de protection DiffServ* propose par ce projet doctoral reprend l'idee du modele 
CQB de (Kimura et al., 2005) mais necessite la division obligatoire du trafic d'un lien 
entre un minimum de trois chemins optiques. La panne d'un chemin optique entraine une 
congestion du port de sortie permettant a DiffServ* d'assurer une protection differenciee 
en cas de panne. 
Le modele DiffProtect reprend l'idee du modele CBA de (Kimura et al., 2005). Chaque 
type de trafic est transmis sur une longueur d'onde qui lui est propre. La couche optique 
assurera une protection prioritaire du trafic en cas de panne de chemin optique. Le che-
min optique reserve pour le transport du trafic EF sera muni d'une protection dediee. Un 
chemin de protection partage sera fourni au chemin qui transporte le trafic de moyenne 
priorite. Aucune protection n'est fournie au trafic de basse priorite. Les concepts de trans-
mission Saut-par-Saut IP et de A cut-through sont aussi envisages par le present projet. Le 
modele DiffServ* suppose une transmission tout optique entre deux routeurs IP. DiffPro-
tect necessite une conversion optoelectrique de 1'information a certains endroits du reseau. 
L'etude menee par (Kimura et al , 2005) ne combine pas l'utilisation simultanee des mo-
deles CBQ et CBA dans un meme reseau mais peut etre adaptee a 1'evaluation des couts 
associes au deploiement des mecanismes de protection DiffServ* et DiffProtect dans un 
reseau IP/WDM. 
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2.1.3 DiffServ dans la litterature 
La performance de l'architecture DiffServ est analysee en profondeur dans plusieurs tra-
vaux. La popularity croissante de DiffServ dans la litterature demontre son utilisation 
grandissante dans le reseau Internet de prochaine generation. Plusieurs etudes sont consa-
crees a 1'evaluation de performance de l'architecture DiffServ dans les reseaux IP. Leur 
but est de raffiner la configuration des routeurs DiffServ pour maximiser la performance 
et la protection des trafics de hautes priorites. La difference essentielle entre ce projet et 
tout ce qui est presente dans la litterature est que nous proposons 1'utilisation de Diff-
Serv non seulement comme mecanisme de protection contre la congestion des routeurs 
IP mais aussi comme mecanisme de protection logique et immediat contre les pannes du 
niveau optique. L'utilisation de DiffServ devient alors double. Elle protege toujours les 
Hots contre la congestion a l'entree et a la sortie d'un routeur DiffServ, mais aussi contre 
les pannes des niveaux inferieurs. 
Les travaux de (May et al., 1999) sont inspires par le fait que 1'architecture des services 
differencies se base sur le concept de marquage des paquets IP. Un concept simple, fa-
cilement implantable et extensible. Ce marquage permet d'offrir un service specifique a 
chaque classe de paquets. Les auteurs recherchent des expressions simples pour quantifier 
le service offert aux paquets marques, non marques et la fraction des paquets marques 
qui ne recoivent pas la performance voulue. lis ont obtenu des expressions pour evaluer 
la performance des classes Premium Service Scheme et Assured Service Scheme, equiva-
lents respectifs de l'appellation courante connue des classes EF et AF. Cette etude pourra 
leur permettre d'etablir de facon simple une differentiation de tarif entre les services of-
ferts : un tarif specifique par classe de service. Pour pouvoir garantir un taux de transfert 
minimal aux applications, la classe AF doit defmir un profil de service. Le trafic AF doit 
se conformer a ce profil. Les paquets conformes (In-Profile) sont done marques 1. Les 
paquets non conformes (Out-of-Profile) ne sont pas marques. Un profilometre (Profile 
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Meter) permettant d'accomplir cette tache peut etre, par exemple, le leaky bucket filter. 
May el al. citent trois methodes pour rejeter les paquets conformes ou non. D'une part, 
des que la taille de la file d'attente atteint un certain niveau M, seuls les paquets non 
conformes sont rejetes des que M est atteinte. Un autre moyen est d'utiliser l'extension 
de RED, le RIO (RED with In and Out packets) qui permet de gerer simultanement deux 
services, celui des paquets conformes versus non conformes. Le systeme offre un seuil de 
rejet different pour chaque type de paquets. Le seuil de rejet des paquets non conformes 
est inferieur a celui des paquets conformes. Enfin, le troisieme moyen consiste a faire en 
sorte qu'un paquet conforme soit admis dans une file d'attente pleine s'il y a au moins un 
paquet non conforme deja dans la file. Un paquet non conforme est rejete de la file pour 
faire place au paquet conforme qui vient d'arriver. Les auteurs suggerent qu'il est possible 
d'obtenir des garanties de service deterministes, meme pour les paquets marques. 
Le Premium Service Scheme alloue une bande passante specifique aux trafics de hautes 
priorites. Le service doit specifier un debit crete et une taille maximum de rafale pour les 
Sots concernes. Les flots ne peuvent depasser les limites specifiers. En retour, le reseau 
garantit la qualite de service offerte aux paquets de cette classe. Les routeurs du reseau 
garantissent un traitement immediat aux paquets Premium, les paquets Best Effort sont 
mis en attente tant qu'il y a toujours des paquets de haute priorite a servir. Deux modeles 
analytiques simples sont subsequemment proposes. Le premier caracterise le Assured Ser-
vice Scheme, l'autre, le Premium Service Scheme. Les modeles permettent, par exemple, 
de determiner la taille des files ainsi que les fonctions de rejets d'une file necessaires pour 
garantir un debit minimal aux applications de la classe AF. Les modeles ont permis aux 
auteurs de determiner les principaux parametres qui affectent la performance du reseau, 
par exemple, les parametres des files RIO. 
Les auteurs de (Sahu et al., 1999) analysent deux problemes cles de l'architecture Diff-
Serv. Dans le premier, il s'agit de determiner la facon avec laquelle un routeur doit traiter 
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les paquets des differentes classes. Dans le deuxieme, il s'agit de savoir si un routeur 
EDGE doit rejeter un paquet qui ne respecte pas le profil de trafic defini (Edge-Dropping) 
au lieu de le transmettre avec une priorite de rejet plus elevee (Edge-Marking). 
Pour ce qui est du traitement des paquets, une option est de munir un routeur de plusieurs 
files FIFO, une par classe de service, qui sont servies suivant un ordonnancement priori-
taire (priority scheduling). Une autre option serait de permettre aux differentes classes de 
services de partager une meme file d'attente. Le routeur associe a chaque classe un seuil 
de rejet. Les paquets d'une classe ne sont rejetes que si le seuil de rejet de cette classe 
est atteint (Threshold Droping). En ce qui concerne le deuxieme probleme, Sahu et al. 
citent plusieurs references qui montrent que l'option Edge-Marking permet d'ameliorer le 
taux d'utilisation des ressources du reseau. Les consequences de cette option sur certains 
protocoles specifiques, tel TCP, restent cependant inconnues. Les auteurs etudient delai et 
taux de pertes du reseau en derivant des modeles analytiques qui combinent priority sche-
duling, Threshold Droping, Edge-Marking et Edge-Dropping. Les resultats montrent que 
le priority scheduling est plus efficace que le Threshold Droping en termes de delai mais 
moins efficace en termes de taux de perte quand des sources de trafic en grandes rafales 
sont utilisees. Le Edge-Marking ameliore le debit des connexions TCP seulement quand 
la source TCP choisit soigneusement la quantite de paquets non conformes transmis dans 
le reseau. 
Une extension des travaux de (May et al., 1999) et (Sahu et al., 1999) est realisee dans 
(Nguyen et al., 2000). Les auteurs presentent une approche analytique qui permet d'eva-
luer la performance d'une file d'attente a iV seuils de rejet, comparativement a deux seuils 
de rejet de (May et al., 1999) et (Sahu et al., 1999)). Ce mecanisme est celui propose pour 
la classe AF. Nguyen et al. utilisent des modeles de trafic poisson avec des temps de ser-
vice exponentiels. Les auteurs montrent aussi que meme si une source de trafic poisson ne 
peut modeliser adequatement une source de trafic en rafales, le modele poisson demeure 
valable pour une agregation d'un grand nombre de telles sources. 
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Les travaux de (May et al., 1999), (Sahu et al., 1999) et (Nguyen et al., 2000) montrent 
la complexity impliquee dans la modelisation analytique et adequate du fonctionnement 
d'un noeud DiffServ. Une alternative a la modelisation analytique est d'utiliser une ap-
proche statistique pour caracteriser la QdS offerte a differentes classes de trafic. Les au-
teurs de (El-Gendy et al., 2003) presentent un PHB comme etant l'element principal d'un 
domaine DiffServ. Un PHB est specifie pour la classe EF, un autre pour la classe AF. La 
concatenation de plusieurs PHB (EF ou AF) peut refleter la qualite de service de bout en 
bout offerte a une classe de trafic par le reseau. Le delai, la gigue, le taux de perte et le 
debit d'un trafic sont les parametres qui mesurent la qualite de service d'un PHB. Cette 
qualite de service depend intrinsequement de la configuration minutieuse des parametres 
de files d'attente, de gestion des tampons, de l'ordonnancement, des policer et des nitres 
de trafic. Gendy et al. evaluent par analyse factorielle l'effet de differentes configurations 
de PHB avec plusieurs scenarios de trafic donnes. lis utilisent ANOVA (ANalysis Of VA-
riance) pour identifier les donnees et les parametres qui inffuencent le plus la performance 
d'un PHB. lis utilisent ensuite une analyse par regression multiple pour modeliser la QdS 
d'un PHB en fonction de ces parametres. 
Nous avons trouve plusieurs autres references qui caracterisent analytiquement la differen-
ciation de service basee sur 1'architecture DiffServ. Un White Paper qui detaille l'imple-
mentation de DiffServ dans des grands reseaux IP est presente dans (Semeria and Stewart 
III, 2001) ou les auteurs discutent l'effet du multiplexage statistique des paquets sur la 
qualite de service du reseau. Les parametres de qualite de service considered sont le debit, 
le taux de perte, le delai et la gigue. Les travaux de (Wydrowski et al., 2002) proposent 
de modeliser deux classes de services, une classe de haute priorite A qui regroupe les 
trafics de voix et video. L'autre, B, regroupe le trafic TCP, FTP et HTTP et les classi-
fie comme meilleur effort. Wydrwoski et al. considerent un ordonnanceur prioritaire qui 
transmet les paquets de la classe A avant ceux de la classe B. DiffServ ne prevoit aucun 
mecanisme de signalisation et de controle de flot. Un dimensionnement et une planifica-
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tion de capacite deviennent alors imperatifs dans un reseau DiffServ. Les auteurs de (Wu 
and Reeves, 2003) et (Wu. and Reeves, 2004) formulent un probleme qui minimise le cout 
des liens d'un reseau DiffServ en fonction de la qualite de service offerte a uniquement 
deux classes : EF et BE. Les travaux de (Bouras and Sevasti, 2003) visent une estimation 
analytique qualitative de la qualite de service offerte par un service de haute priorite. (Tri-
mintzios et al., 2002) proposent une formulation de programmation non lineaire du pro-
bleme de dimensionnement reseau afin d'utiliser MPLS et DiffServ pour offrir une qualite 
de service adequate aux trafics Premium. 
2.1.4 EF PHB et Trafic de Voix 
La performance de chacune des classes DiffServ est decrite dans plusieurs travaux. Les 
travaux de (Ferrari and Chimento, 2000) proposent une exploration quantified et detaillee 
des modes d'operation de plusieurs mecanismes de routeur comme l'ordonnancement 
prioritaire ou WFQ et les methodes de marquage de paquets impliques dans 1'implemen-
tation du PHB-EF dans les routeurs. La definition du PHB-EF dans (Jacobson et al., 1999) 
garantit a chaque noeud un taux de transmission superieur ou egal au debit des flots EF. 
Ce taux de transmission est garanti quelle que soit la charge de trafic des autres sources 
moins prioritaire AF ou BE. Le trafic EF occupe la file d'attente la plus prioritaire dans 
un ordonnancement prioritaire, ou la file de plus grand poids dans un ordonnancement 
WFQ. Cette definition semble garantir, independamment de la taille du reseau, un taux 
de perte minimal au niveau des noeuds DiffServ, reduisant le temps d'attente en file et la 
gigue des paquets EF a un strict minimum. Les travaux de (Bennett et al., 2001) montrent 
un cas de reseau dans lequel la gigue des paquets EF peut etre arbitrairement grande a 
cause de l'accumulation de la gigue, et dependante de la taille du reseau. Bennett et al. 
justifient cette contradiction par le fait que la definition citee dans (Jacobson et al., 1999) 
n'est pas facilement implantable dans les ordonnanceurs connus et qu'elle n'admet pas de 
tests qualitatifs de conformite. Les auteurs proposent ainsi une definition alternative qui, 
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a son tour, admet des tests qualitatifs de conformite et proposent des bornes deterministes 
a la gigue des paquets EF. 
Une autre etude sur la gigue des paquets EF est presentee dans (Alshaer and Horlait, 
2004). Les auteurs etudient l'effet du trafic d'arriere-plan (background ou BG) sur la gigue 
des paquets EF. Deux cas sont etudies. Les paquets EF et BG sont, servis par une file 
uniservice de type FIFO. Dans ce cas, un paquet EF est servi avant un paquet BG quand 
les deux arrivent en meme temps. En second lieu, les paquets sont servis par deux files, 
l'une EF prioritaire, l'autre non pour le trafic BG. Alshaer et al. utilisent le simulateur 
NS-2 pour confirmer leurs resultats analytiques. Les resultats obtenus concordent avec 
ceux de (Bennett et al., 2001) : la definition du EF PHB dans (Jacobson et al., 1999) est 
insuffisante pour garantir une gigue minimale aux paquets de la classe EF. La gigue des 
paquets EF depend de l'intensite du trafic d'arriere-plan du reseau. 
Les travaux de (Vojnovic and Leboudec, 2002) permettent d'obtenir une borne probabi-
liste au delai encouru par les paquets EF. Les modeles presentes sont seulement fonction-
nels dans les cas ou une courbe de service peut representer le fonctionnement d'un noeud 
du reseau et quand chaque flot est uniformise a 1'entree du reseau. Les auteurs montrent 
que les bornes obtenues sont exactes pour toute configuration et pour tout nombre de flots. 
Plusieurs etudes, par exemple (Filsfils and Evans, 2002), justifient l'utilisation du PHB-
EF pour offrir une qualite de service adequate au trafic de voix. Les travaux de (Ziviani 
et al., 1999) comparent les gigues de deux modeles de sources de voix, l'un CBR, l'autre 
On-Off. Les resultats montrent que la classe EF peut admettre un nombre superieur de 
sources On-Off que de source CBR sans changement notable dans la performance du 
reseau. L'augmentation de la capacite reservee a la classe EF induit une meilleure amelio-
ration de performance pour les sources On-Off. Cette amelioration est bornee par l'ordon-
nancement prioritaire des files utilise dans les routeurs DiffServ. Ziviani et al. poursuivent 
leur etude dans (Ziviani et al., 2002) pour evaluer les delais et les gigues des paquets de 
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voix quand ils sont classifies EF. 
2.1.5 AF PHB et Trafic Video 
Les travaux caracterisant la performance du AF PHB sont multiples. La differentiation 
de service entre les classes AF est quantified par la probability de rejet des paquets et 
leur delai maximum. Un algorithme qui optimise 1'allocation des ressources en terme de 
la taille des tampons et du taux de service est presente dans (Pham et al., 2004). Les 
auteurs de (Bensaou et al., 2004) proposent un modele qui permet de definir des bornes 
statistiques inferieures et superieures aux probabilites de rejet associees a deux classes AF 
dans un reseau DiffServ. 
La definition de la classe AF dans (Heinanen et al., 1999) suggere l'utilisation d'une 
technique de gestion active des files d'attente (tel RED) pour offrir plusieurs niveaux 
de priorites de rejet. RIO (RED with In/Out) et WRED (Weighted RED) sont deux ex-
tensions MRED (Multi Level-RED) possibles. Les resultats montrent que RIO offre une 
meilleure performance que WRED dans le traitement des paquets moins prioritaires d'un 
trafic bursty On-Off. Pour les connexions de courte duree, RIO est plus performant. Les 
deux modeles offrent la meme performance pour un trafic de transfert de donnees. 
Les travaux de (Koucheryavy et al., 2003) proposent l'utilisation du AF PHB pour satis-
faire les exigences en qualite de service du trafic de video sur demande (VoD). Le trafic 
VoD peut etre classifie comme un des trafics les plus sensibles aux pertes et delais. Le 
trafic genere par ce type d'application requiert un niveau de qualite de service strict en 
terme de perte de paquets, delai, et gigue. Les auteurs proposent un service de trans-
mission VoD compatible avec 1'implementation DiffServ. Ces derniers detaillent le fonc-
tionnement d'une source VoD. Des modeles de trafic VoD deterministes et stochastiques 
sont par la suite explores. Ces modeles VoD imposent des parametres de profil de trafic 
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tres specifiques. Les auteurs decrivent comment adapter le service de transmission du AF 
PHB a ces parametres de profil de trafic pour obtenir une garantie de service adequate. 
Toutes ces etudes visent a optimiser le deploiement de DiffServ dans un reseau IP. Toute la 
litterature propose d'utiliser DiffServ comme mecanisme de protection contre la conges-
tion. La litterature est riche en travaux qui etudient les effets des differentes configurations 
des parametres reseau sur differents types de trafics associes aux classes EF, AF et BE de 
DiffServ. Des modeles analytiques et statistiques d'une complexity variee ont ete propo-
ses pour la quantification exacte de la performance des classes de priorites sous differentes 
contraintes de trafic et de reseau. 
2.2 Mecanismes de protection dans les reseaux IP/WDM 
Cette section presente une etude exhaustive des differents mecanismes de protection pro-
poses pour les reseaux IP/WDM. 
2.2.1 Mecanisme de protection dans les reseaux WDM 
La bibliographic est riche en travaux qui etudient les differents mecanismes de protection 
disponibles dans les reseaux WDM. Cette section ne releve que les recherches les plus 
pertinentes au projet doctoral propose. 
La necessite d'avoir des mecanismes de protection au niveau WDM est justifiee dans (Gers-
tel and Ramaswami, 2000a). En deployant des reseaux IP/WDM, les operateurs cherchent 
a simplifier leurs structures de reseaux. La couche WDM a pour fonction d'assurer des 
chemins optiques pour les connexions des couches superieures, notamment la couche IP 
ou encore la couche client. Les chemins optiques sont done des conduits etablis par com-
mutation de circuits qui operent a des grandes vitesses (de 2.5 Gbps a meme lOGbps). 
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Ces chemins sont generalement etablis pour interconnecter des equipements reseau des 
couches superieures, par exemple des routeurs IP. Gerstel et al. justifient la necessite d'in-
corporer des mecanismes de protection optique au niveau WDM. lis montrent que les 
mecanismes des couches superieures peuvent ne pas etre suffisants pour proteger le tra-
fic contre les pannes. Les mecanismes de restauration de la couche IP manquent parfois 
la rapidite necessaire pour fournir une QdS adequate aux differents types de trafic des 
reseaux IP/WDM. II importe alors que la couche optique puisse fournir des mecanismes 
rapides de detection, de restauration et de protection contre les pannes. Les mecanismes 
de protection et restauration de la couche optique peuvent etre considered comme des me-
canismes additionnels utilisables pour augmenter la fiabilite des reseaux. Certains reseaux 
de transport ne sont concus que pour offrir une protection en cas de panne simple dans 
les reseaux. L'occurrence des pannes multiples peut etre traitee par les mecanismes de la 
couche optique inferieure. La couche optique peut etre la plus adequate a traiter certains 
types de pannes, notamment les coupures de fibre. Au lieu de laisser cours a l'eventuelle 
propagation de nombreux signaux d'alarme pour traiter les effets de cette panne au ni-
veau des couches superieures, la couche optique peut directement resoudre ce probleme 
en effectuant un reroutage rapide sur un autre chemin optique avant qu'aucune couche 
superieure ne sache qu'il y ait eu une panne. 
Gerstel et al. continuent en montrant quelques limitations des mecanismes de protection de 
la couche optique. La couche optique peut ne pas etre en mesure de detecter certains types 
de problemes. Les auteurs mentionnent que la couche optique protege le trafic contre les 
pannes en offrant protection au chemin optique sur lequel il circule. S'il existe une diver-
site dans la nature du trafic qui parcourt un chemin optique, la couche WDM est incapable 
de les distinguer. II faut un mecanisme des couches superieures pour offrir une protection 
plus fine pour faire ce genre de protection. Les limitations de budget ou de disponibilite 
de ressources optiques peuvent poser des contraintes sur la capacite de protection de la 
couche optique. Ces contraintes se modelisent par exemple, par le nombre de longueurs 
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d'onde disponibles pour la protection ou le nombre de sauts permis sur un chemin de pro-
tection ce qui met en relief l'avantage du modele de protection DiffServ* qui ne requiert 
aucune redondance optique. 
Les auteurs distinguent entre les differents types de pannes d'equipements optoelectriques. 
Seuls les plus pertinents a ce projet sont cites. Une panne peut toucher la carte inter-
face entre l'equipement de la couche client et celui de la couche optique. Cette carte, 
appelee transpondeur, convertit le signal electrique en onde lumineuse suivant une lon-
gueur d'onde specifique au niveau optique. Une carte est necessaire pour chaque longueur 
d'onde done pour chaque chemin optique. Une panne de cette carte engendre une panne 
de chemin optique. L'autre type de panne considere est celui des coupures de fibres op-
tiques. Plusieurs longueurs d'onde sont multiplexers a l'interieur d'une meme fibre. La 
coupure d'une fibre engendre des pertes enormes en bande passante, surtout dans les re-
seaux WDM. Les auteurs mentionnent que 136 coupures de fibres ont ete signalees par 
les operateurs americains en 1997. 
Gerstel et al. distinguent entre les mecanismes de protection qui fonctionnent au niveau 
des chemins (ou canaux) optiques d'un reseau (niveau Optical Channel OCh) et les me-
canismes de protection qui fonctionnent au niveau Optical Multiplex Section (OMS). Le 
premier traite les coupures de fibres ainsi que les pannes d'equipements terminaux, par 
exemple transmetteurs et recepteurs optiques. Ces mecanismes sont recommandes par 
plusieurs organismes de standardisations tel l'ANSI (American National Standards Ins-
titute et 1'ITU-T (International Telecommunications Union Telecommunication Standar-
dization Sector). Le second niveau de protection fonctionne au niveau OMS. Ce type de 
protection ne reconnait pas la difference entre les canaux optiques multiplexes ensemble 
mais les restaure simultanement en les reroutant par groupe. Les auteurs poursuivent par 
une description des differents mecanismes de protection WDM des deux niveaux OCh et 
OMS. lis decrivent une multitude de mecanismes de protection tel 1 :1, 1+1, 1 :N et de 
restauration applicable dans les reseaux WDM mailles. lis survolent aussi les mecanismes 
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de protection des reseaux en anneau et proposent certains criteres pour offrir differents 
niveaux de protection au niveau des reseaux. Cinq classes sont proposees : 
- Services qui doivent etre proteges a la couche optique 
- Services qui ne doivent pas etre proteges au niveau optique 
- Services n'exigeant pas de protection optique 
- Services a protection Meilleur-Effort. 
- Services preemptables qui en temps normal utilisent la bande passante reservee a la 
protection d'autres services et sont preemptes en cas de pannes. 
Gerstel et al. montrent la necessite de deployer des mecanismes de protection au niveau 
de la couche WDM mais imposent diverses limitations. 
Les travaux de (Ramamurthy and Mukherjee, 1999b) et (Ramamurthy and Mukherjee, 
1999a), regroupes dans (Ramamurthy et al., 2003), offrent une vision detaillee des dif-
ferents mecanismes de protection offerts par la couche WDM. Ces etudes discutent des 
differents mecanismes de protection et restauration disponibles dans les reseaux WDM. lis 
distinguent deux grandes approches, par chemin optique et la deuxieme, par lien optique. 
Dans le premier cas, si une panne de composante optique affecte un lien d'un chemin 
optique, la connexion est entierement redirigee du chemin primaire vers un chemin de 
protection. Ce dernier peut etre preetabli a l'avance (protection) ou calcule dynamique-
ment suite a la panne (restauration). Dans le cas d'une protection/restauration par lien, 
les commutateurs optiques directement adjacents a la composante en panne s'occupent 
de rerouter localement le trafic du lien qui est en panne vers un autre chemin de pro-
tection. Nous pouvons voir un exemple de la protection par chemin dans la figure 2.3. 
Une connexion entre les OXC 1 et 4 est routee sur le chemin optique [1,2,3,4]. Suite a 
une panne du lien [2,3], la connexion est entierement reroutee sur le chemin de protec-
tion [1,5,6,4]. Le deuxieme plus court chemin entre l'origine et la destination finale de 
la connexion est generalement choisi comme chemin de protection. La figure 2.4 montre 
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une protection locale de la connexion en cas d'une panne du lien [2, 3] ou la connexion 
est reroutee localement et generalement sur le deuxieme plus court chemin entre les OXC 
adjacents a la panne. Nous remarquons que dans le cas d'une protection par lien, la panne 
est directement detectee par les OXC adjacents et il n'y a aucune necessite de signaler la 
panne jusqu'a l'origine de la connexion. Le reroutage est immediat, mais le chemin de 
protection le plus court n'est pas toujours garanti. 
„„...•••''' Chemin protection 
Chemin protection locale 
FIG. 2.3 Protection par chemin FIG. 2.4 Protection par lien 
Les auteurs proposent le diagramme de la figure 2.5 pour montrer les diverses possibilites 
de protection et restauration dans les reseaux WDM mailles. En ce qui a trait a la protec-
tion/restauration par chemin, trois categories sont definies. Pour une protection par chemin 
dedie (1:1) , les ressources du chemin de protection sont reservees a l'usage unique d'une 
connexion affectee par une panne. lis ne sont pas partages avec les ressources d'autres 
chemins de protection d'autres connexions. La protection par chemin partage permet le 
partage des ressources de protection de plusieurs connexions. Les chemins de protection 
sont entierement ou partiellement multiplexes sur des chemins optiques identiques. Les 
chemins optiques proteges ne sont pas censes pouvoir tomber en panne en meme temps. 
Comme un meme chemin optique peut etre utilise pour proteger plusieurs connexions a la 
fois, cette deuxieme option permet une meilleure utilisation des ressources du reseau. La 
restauration par chemin est la derniere option sous cette categorie. Un chemin de protec-
tion est calcule dynamiquement suite a une panne et s'etend de bout en bout, de l'origine 
jusqu'a la destination. La connexion est entierement reroutee sur le chemin de protection. 
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Mecanismes de Gestion d'anomalies 
Dans les Reseaux WDM 
Protection Restauration 
Chemins de protection Chemins de protection 
preconfigures configures 
dynamiquement 
Protection Protection Restauration 
dediee partagee Par Chemin 
Protection Protection Protection Protection 
Par Chemin Par Lien par Chemin Par Lien 
FIG. 2.5 Gestion des anomalies dans un reseau WDM. 
II existe aussi des mecanismes de protection par lien. Le premier consiste en une protection 
dediee. Chaque lien du chemin primaire sera muni d'un chemin de protection secondaire. 
Ce dernier est etabli entre le noeud origine et le noeud destination du lien en question. Les 
ressources des chemins de protection sont entierement reservees a 1'usage des connexions 
affectees par les pannes. Selon les auteurs de (Ramamurthy et al., 2003), cette option est 
connue pour etre tres couteuse. La figure 2.6 illustre cette inefficacite. La protection du 
chemin optique [1,2,3] necessite la reservation d'une longueur d'onde sur la fibre [1,4], 
deux sur [4, 2] et une quatrieme sur [4,3]. Si l'option protection dediee par chemin est 
utilisee seule 2 longueurs d'onde sont necessaires, une sur [1,4], l'autre sur [4,3]. 
En second lieu, le probleme de protection dediee par lien peut etre resolu en utilisant l'op-
tion de protection partagee par lien. Les longueurs d'onde reservees en guise de protec-
tion peuvent etre partagees parmi plusieurs connexions. On suppose dans ce cas que deux 
connexions qui partagent les memes ressources de protection ne s'attendent pas a subir 
des pannes simultanees de leurs chemins optiques respectifs. Dans ce cas, trois longueurs 
d'onde seront necessaires pour la protection du chemin [1,2,3], deux dediees sur [1,4] 
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FIG. 2.6 Protection dediee par lien, exemple d'inefficacite. 
et [4,3], une partagee sur [4,2] (nous supposons une reservation bidirectionnelle des res-
sources). Enfin, la derniere option est celle d'une restauration par lien. Les OXC adjacents 
a la fibre en panne s'occupent de retablir leurs connexions perdues en trouvant dynami-
quement un chemin secondaire. Si aucun chemin n'est trouve, les connexions traversant 
la composante en panne seront coupees. 
Ramamurthy et al. proposent et comparent les trois moderations mathematiques en nom-
bres entiers suivantes. La premiere a pour objectif de minimiser la capacite totale utilisee 
en optant pour la protection dediee par chemin; la deuxieme minimise la capacite totale 
utilisee dans le reseau avec protection par chemin; la derniere considere la protection 
par lien partage tout en gardant le meme objectif de minimiser la capacite totale utilisee 
dans le reseau. Les auteurs montrent dans (Ramamurthy et al., 2003) qu'une solution 
peut etre atteinte pour des reseaux de petite taille et quelques dizaines de noeuds. Des 
methodes heuristiques sont cependant necessaires pour des reseaux de grandes tallies de 
quelques centaines de noeuds. Les resultats montrent principalement que la protection par 
chemin partagee est plus avantageuse par rapport aux 2 autres. Ainsi l'option de protection 
partagee par chemin peut etre retenue dans le cas du trafic de moyenne priorite. 
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Les auteurs citent aussi un grand nombre de references qui traitent de la conception de 
reseaux WDM fiables. Parmi ces dernieres, nous trouvons (Bonenfant, 1998) et (Gers-
tel and Ramaswami, 2000a) qui traitent les notions de capacite de survie des reseaux 
WDM. (Zhou and Subramaniam, 2000) et (Gerstel and Ramaswami, 2000b) analysent la 
protection 1+1, mais aussi d'autres types de protections optiques applicables aux architec-
tures de reseaux WDM. (Zhou and Subramaniam, 2000) donnent une grande importance a 
la resistance aux pannes d'un reseau WDM. Cette resistance est d'autant plus importante 
quand une panne de fibre engendre des pertes de bande passante dans l'ordre des gigabits 
et terabits par seconde. Les travaux de (Medard et al., 1999) proposent un algorithme de 
protection contre les pannes de noeuds et liens dans les reseaux optiques. Leur algorithme 
utilise le concept de creation d'arbres de redondance sur des reseaux WDM. L'algorithme 
s'assure que chaque noeud est connecte a la racine des arbres par au mo ins un arbre de 
redondance et propose un mecanisme de restauration rapide et flexible adaptable a diffe-
rentes topologies de reseaux optiques. Diverses methodes analytiques ont ete proposees 
dans (Limal et al., 1998) pour estimer la capacite maximale requise pour assurer un reseau 
WDM fiable contre les pannes simples de liens. 
Une analyse des differents mecanismes de gestion d'anomalies dans les reseaux WDM est 
presentee dans (Zhang and Mukherjee, 2004). Les auteurs revisent les concepts de base 
et defis lies a la conception d'un reseau WDM fiable. Plusieurs mecanismes de protection 
et restauration sont discutes. Zhang et al. citent divers parametres qui peuvent etre utili-
ses pour mesurer la qualite de service offerte aux protocoles des niveaux superieurs (IP, 
ATM, etc.) par la couche d'un reseau WDM maille. Parmi ces parametres, la probabilite 
de disponibilite de service en cas de panne, le degre de fiabilite du service, le temps de 
restauration et le coefficient de retablissement de service. 
Une liste des principaux mecanismes de protection proposes pour la couche WDM est 
presentee dans (Maier et al., 2002). Les mecanismes les plus communement adoptes 
dans les reseaux en anneaux ou mailles sont expliques. Les auteurs cherchent a utiliser 
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les fonctionnalites de la couche WDM pour offrir une protection rapide qui assure un 
retablissement de service en moins de 50 ms comparativement aux 60 et 100 ms des 
reseaux SONET et SDH. 
2.2.2 Mecanismes de protection et restauration du niveau IP 
Une panne de composante, routeur ou lien IP, cause intrinsequement un changement topo-
logique qui peut etre tres important en cas de pannes multiples. Les mecanismes de routage 
dynamique de la couche IP ont la caracteristique de pouvoir s'adapter a ce changement 
topologique. Une panne est detectee par ses elements reseau adjacents, l'information est 
propagee au restant des noeuds fonctionnels, les tables de routages sont mises a jour dyna-
miquement et les Hots IP seront reroutes en consequence. Couplant ces mecanismes avec 
un protocole de transport fiable, par exemple TCP, la couche IP est naturellement dotee 
de mecanismes relativement capables d'offrir un certain niveau de protection/restauration 
contre les pannes. Selon (Metz, 2000), la dimension temporelle associee aux mecanismes 
de routage IP limite son utilite vis-a-vis des exigences en QdS des applications temps reel. 
Plusieurs dizaines de secondes sont habituellement necessaires a la couche IP pour detec-
ter la panne, signaler cette occurrence aux autres routeurs et recalculer toutes les routes. 
La majorite des applications temps reel ne peuvent tolerer plus de quelques dizaines ou 
au plus quelques centaines de millisecondes d'indisponibilite de service. Certaines appli-
cations pourront souffrir plusieurs minutes en indisponibilite de service, avec seulement 
quelques-unes de ces pannes IP. Ceci ralentit grandement la progression vers un reseau 
IP/WDM competitif done disponible pendant au moins 99.999% du temps. 
Le routage dynamique de la couche IP est difficilement controlable car les routeurs cal-
culent de facon permanente les routes choisies en fonction des dernieres informations to-
pologiques du reseau recues. Dans un reseau IP, les flots sont generalement routes sur les 
chemins les plus courts. Ceci est connu pour creer une disproportion dans la distribution 
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de la charge de trafic sur la totalite du reseau. Les flots sont routes sur leurs chemins les 
plus courts meme s'ils sont congestionnes, alors que des chemins legerement plus longs 
et plus efficaces en terme de QdS restent inutilises. 
Multiprotocol Label Switching (Rosen et al., 2001) ou MPLS a ete cree pour accelerer le 
processus d'acheminement des paquets IP a destination et de permettre de faire de l'inge-
nierie de trafic (TE) dans les reseaux IP. MPLS permet la creation explicite de tunnels de 
communication le long d'un chemin compose de routeurs IP munis de capacites MPLS 
(Label Switching Router ou LSR). Le tunnel cree pour une communication est appele 
un Label Switched Path (LSP). L'information portant l'etiquette (Label) d'un LSP par-
ticulier est routee explicitement sur le meme chemin de ce dernier. L'application la plus 
interessante de MPLS sera le TE qui vise a optimiser 1'utilisation des ressources d'un re-
seau en dirigeant les flots IP sur des tunnels crees suivant des criteres autres que le cout 
minimum ou le nombre de sauts minimums. Le chemin le moins congestionne peut etre 
explicitement choisi pour offrir la meilleure QdS possible aux applications temps reel. 
MPLS permet aussi de proteger le trafic IP contre les pannes. Un LSP primaire peut etre 
muni d'un LSP de protection. Ce dernier peut etre etabli a l'avance comme la protection 1 : 
1 de la couche optique ou etabli dynamiquement suite a une panne pour une restauration : 
- locale pour contourner uniquement 1'element en panne; 
- globale done de bout en bout entre le premier et dernier LSR d'un LSP affecte par la 
panne. 
La restauration du service est rapide, dans moins de 50 ms, seulement dans le cas d'une 
protection locale ou le tunnel de protection a deja ete calcule a l'avance. Dans le cas d'une 
protection par chemin globale, la protection MPLS necessite un protocole de signalisation 
pour propager l'information sur la panne au premier LSR du LSP en panne pour qu'il 
reroute le trafic sur le LSP de protection. Si ce dernier n'est pas preetabli, il faudra, en plus 
de la signalisation, activer le protocole Label Distribution Protocol (ou LDP) pour creer 
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et mettre en place un nouveau LSP de secours. Cette operation peut necessiter plusieurs 
secondes avant que le service soit retabli (Metz, 2000). 
Une extension de MPLS, Generalized-MPLS, ou GMPLS (Mannie and Papadimitriou, 
2004) permet de controler le routage des flots non seulement au niveau IP, mais aussi 
aux niveaux TDM, longueur d'onde et fibre. Un exemple de la differenciation de service 
dans les reseaux GMPLS est propose dans (Kim et al., 2003). Les auteurs proposent des 
modeles de protection hierarchique qui optimisent l'utilisation des ressources du reseau 
en question. Ces derniers proposent trois hierarchies de LSP optiques : les lambda-LSP 
(L-LSP), les WaveBand-LSP (WB-LSP) et les fibre-LSP (F-LSP). Chaque type de LSP 
est muni d'un niveau de protection qui lui est propre, protection 1 + 1 pour les F-LSP, 
1 : 1 pour les WB-LSP et 1 : n pour les L-LSP. La hierarchie de LSP peut etre allouee aux 
classes EF, AF et DF (Default Forwarding) pour offrir de la differenciation de service. 
Les fournisseurs de services Internet predisent une augmentation annuelle entre 50% et 
300% du trafic Internet annuel. Les demandes agregees en bande passante vont bientot 
depasser les centaines de terabits pas seconde (Fumagalli and Valcarenghi, 2000). Les ap-
plications Internet deviennent non seulement exigeantes en bandes passantes, mais aussi 
en fiabilite. Les auteurs examinent et comparent les avantages et inconvenients des diffe-
rents mecanismes de protection et restauration disponibles au niveau WDM qu'au niveau 
IP. Deja, les resultats montrent qu'il sera necessaire de combiner l'utilisation des meca-
nismes de protection et restaurations des deux couches. Les auteurs proposent ensuite une 
approche heuristique qui permettra d'optimiser l'utilisation conjointe des mecanismes de 
fiabilites des deux couches. Fumagalli et al. citent la necessite d'avoir une coordination 
entre les differents mecanismes pour eviter le declenchement concurrent de divers meca-
nismes dans diverses couches pour remedier a la meme panne. La coordination est atteinte 
utilisant des strategies progressives de signalisation et d'activations de mecanismes en fia-
bilite. Ces strategies peuvent etre de bas en haut ou de haut en bas. 
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Selon (Sahasrabuddhe et al., 2002), la forme predominate de pannes dans les reseaux 
optiques est la panne simple de fibre. Ceci est compare aux evenements de pannes mul-
tiples dans lesquels plusieurs fibres optiques sont sectionnees simultanement a differents 
endroits du reseau. Pour faire face a ce type de pannes simples, deux options sont pos-
sibles. Au niveau optique, les auteurs considerent l'etablissement d'un chemin optique de 
protection pour chaque chemin optique primaire. L'autre sera d'utiliser les mecanismes 
de restaurations de la couche IP pour devier le trafic autour des elements en panne ce qui 
requiert un surdimensionnement de la capacite logique des liens IP pour contenir le trafic 
supplemental en cas de panne. Les auteurs considerent un reseau IP/WDM et une ma-
trice de trafic donnee et ils cherchent une topologie virtuelle et une assignation de flot qui 
fournira une protection contre l'evenement d'une panne simple qui maximise la fraction 
maximale de trafic protege contre une coupure de fibre. 
Dans tout ce qui precede, une panne de fibre ou de chemin optique au niveau WDM 
implique directement une panne d'un ou plusieurs liens logiques au niveau IP. Si aucune 
protection n'est offerte au niveau optique, tout le trafic route sur le(s) lien(s) IP en panne 
est affecte. Une route alternative doit etre calculee pour chaque flot. 
Pour reduire le cout associe aux mecanismes de protection optiques, divers auteurs pro-
posent de combiner l'utilisation de ces dernieres avec celles des couches IP et MPLS. Plu-
sieurs mecanismes de protection et restauration multicouche ont ete proposes, mais tous 
requierent une synchronisation et une coordination entre les diverses couches. Ceci induit 
une complexite accrue pour assurer une fiabilite adequate dans les reseaux IP/WDM. 
Finalement, un livre de reference (Vasseur et al., 2004) explique les avantages, desavan-
tages et defis de deploiement des principaux mecanismes de fiabilite disponibles a diffe-
rents niveaux des reseaux IP, MPLS, Sonet et optiques contemporains. 
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2.2.3 Routage IP/WDM de survie 
La couche IP connait seulement le reroutage de flot comme mecanisme pour remedier 
aux pannes de liens IP. Ce mecanisme est lent, parfois complexe et done doit etre utilise 
seulement comme dernier recours. II serait alors convenable de prevoir une technique qui 
permet de reduire cette occurrence. 
La notion de routage de connexion optique de survie n'est pas etrangere a la littera-
ture. Cette derniere a pour but de garantir la connexite d'une topologie IP suite a une 
panne d'une composante physique, generalement une fibre optique. Etant un probleme 
NP-complet (Modiano and Narula-Tam, 2002), il existe plusieurs approches plus simples 
au probleme de routage optique de survie. 
Selon (Kurant and Thiran, 2005) chaque lien logique de la couche IP est une demande de 
connexion optique et cette derniere doit etre routee sur un chemin optique de la couche 
WDM. Habituellement, une meme fibre peut regrouper plusieurs chemins optiques. Ainsi, 
une panne simple d'une fibre engendre la panne simultanee de plusieurs liens logiques du 
niveau IP. Ces pannes de liens IP sont detectees par les routeurs IP et une restructura-
tion du routage des Hots IP est declenchee. Les riots affectes par des pannes de liens 
sont reroutes sur des chemins de remplacement. La topologie IP doit rester suffisamment 
connexe apres la panne pour garantir la disponibilite des chemins secondaires recherches. 
Un exemple pour illustrer ce phenomene est presente a la figure 2.7. La partie gauche de 
la figure montre un routage optique intelligent des liens logiques sur les chemins optiques 
disponibles. La demande de connexion du lien IP (̂ 4, B) est routee sur le chemin optique 
[1,4,2]. Le lien IP (A, C) est route sur le chemin optique [1,3]. Le lien IP (C, B) est route 
sur le chemin optique [3, 2]. Si la fibre [1,4] est coupee, seul lien IP (A, B) est en panne 
et le trafic qui circulait sur (A, B) est reroute sur le chemin (A, C, B). La partie droite de 
la figure 2.7 montre que (A, B) est mis en place sur [1,4,2], (A, C) sur [1,4,3] et (C, B) 
sur [3,4,2]. Cette option reduit le cout du reseau optique en eliminant le besoin des fibres 
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[1,3] et [3, 2]. Une coupure de la fibre [1, 4] resultera en une panne des liens IP (A, B) et 
(A, C). Le reseau IP n'est plus connexe, le noeud A est completement isole du reseau et 
tout trafic de et vers A doit etre rejete. 
Les auteurs proposent dans (Kurant and Thiran, 2005) un nouveau concept de "piecewise 
survivability" en divisant la topologie IP en plusieurs sous-reseaux. Cette approche permet 
d'un cote de prouver l'existence d'un routage de survie pour une topologie de reseau 
donnee. Et d'un autre cote, 1'algorithnie permettra de retracer et de renforcer les endroits 
les plus fragiles d'un reseau IP/WDM. Les auteurs terminent en proposant un algorithme 
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FIG. 2.7 Routage de survie des connexions optiques 
OSPF-ECMP (Equal Cost Multipath) est une variante connue de OSFP qui exploite la 
presence de plusieurs chemins a couts egaux entre une source et une destination. Pour 
eviter d'encombrer un chemin avec la totalite du trafic, ce dernier est divise entre les 
chemins a couts egaux et est transmis par la suite a destination. 
Une extension a OSFP est proposee dans (Schneider and Nemeth, 2002). Se basant sur 
le concept de OSPF-ECMP (Equal Cost Multipath). Les auteurs etudient la performance 
de OSFP-OMP (Optimized Multiplath). L'algorithme essaie de trouver dynamiquement 
l'allocation optimale de trafic aux divers chemins a couts egaux trouves. Les auteurs de-
veloppent un simulateur a evenements discrets pour caracteriser leur approche. 
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Selon (Crochat and LeBoudec, 1998), la protection dans les reseaux WDM peut etre rea-
lisee a deux niveaux, l'un physique et 1'autre au niveau de la conception. La protection 
physique du niveau WDM fournit une base de transport fiable aux niveaux superieurs. 
Cette option est couteuse parce qu'elle propose une duplication de 1'infrastructure phy-
sique, mais reste tres simple a gerer. Le concept de protection par conception (Design 
Protection) maintient la connectivite entre toutes les paires de ports reseau, mais ne ga-
rantit pas que la totalite du trafic sera protegee suite a une panne de composante optique. 
La couche superieure du reseau (IP dans le cas d'un reseau IP/WDM) doit se reconfigurer 
de facon a ce que seuls les trafics de hautes priorites soient transporters en cas de pannes. 
Les auteurs de (Crochat et al., 2000) proposent l'algorithme PIW (Protection Interoperabi-
lity for WDM) pour apporter une solution aux problemes engendres par le phenomene de 
propagation d'une panne du niveau optique au niveau superieur d'un reseau. En conside-
rant un reseau IP/WDM, deux routeurs adjacents du niveau IP sont vus comme etant relies 
par un lien logique direct. Ce lien logique est etabli au niveau optique par une concatena-
tion de liens physiques. Cette concatenation est usuellement connue sous le nom de che-
min ou canal optique. Dans le cas d'une panne d'un lien physique, un ou plusieurs liens 
du niveau superieur peuvent, par phenomene de propagation, etre affectes. La connecti-
vite du reseau logique peut etre grandement affectee puisque la couche logique tentera de 
restaurer cette connectivite par reroutage des flots sur des liens fonctionnels. Ce rerou-
tage peut engendrer des problemes de congestion majeurs. Une possibilite sera de rendre 
invisibles les pannes du niveau optique au niveau superieur et cette option requiert l'utili-
sation des mecanismes de protection et restauration connus de la couche WDM. Une autre 
possibilite sera d'assurer un routage intelligent des connexions logiques sur les chemins 
optiques. Les auteurs suggerent ainsi un algorithme qui limite la propagation de pannes 
et s'assure que le reseau logique reste suffisamment connexe suite a une panne et garde 
suffisamment de ressources pour effectuer les operations de reroutage des flots sans causer 
de congestion majeure. 
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Les auteurs de (Veerasamy et al., 1994) explorent la notion de division de trafic sur plu-
sieurs chemins, mais seulement suite a une panne. Quand une panne affecte le chemin 
principal d'un flot, le trafic de ce flot est subsequemment divise sur un ou plusieurs che-
mins de protection. Une division egale a lieu quand la moitie du trafic est reroutee sur un 
chemin de protection, 1'autre partie sur un autre chemin. Une autre option serait de recher-
cher tous les chemins de protections possibles et envoyer une petite partie du flot affecte 
sur chaque chemin de protection. Les auteurs, evaluant la performance de chaque option, 
concluent que la seconde methode s'avere plus complexe que la premiere, mais resulte en 
une economie majeure en termes de surdimensionnement de la bande passante du reseau. 
2.3 Protection differenciee dans les reseaux 
La tendance courante dans le developpement des reseaux est d'offrir une solution unifiee 
qui offre support a differents types de trafic de voix, de donnees et de multiples services 
multimedias. Dans le but de garantir une capacite de survie differenciee aux diverses prio-
rites de trafics, il devient primordial d'unifier la differenciation de service avec la tolerance 
aux pannes dans les reseaux IP-Optique. 
2.3.1 Probability de protection et protection differenciee 
Une approche a la protection differenciee est presentee dans (Xiang et al., 2004). Les au-
teurs decrivent un reseau WDM comme etant un ensemble de commutateurs WDM relies 
par des liens de fibres optiques. Les auteurs citent plusieurs references, dont (Ramamurthy 
and Mukherjee, 1999b; Ramamurthy and Mukherjee, 1999a) qui ne specifient que deux 
nivaux de fiabilite par connexion optique, 100% protegee ou non protegee. Les auteurs 
citent aussi (Saradhi and Murthy, 2002) pour justifier leurs travaux. lis mentionnent que 
les pannes des composantes de reseau sont aleatoires surtout pour des reseaux de grande 
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taille. Dans cet environnement aleatoire, un fournisseur de service ne peut offrir a son tour 
que des garanties statistiques en cas de pannes. On appellera probabilite de protection, 
la probabilite avec laquelle une protection est garantie pour une connexion. II est aussi 
possible d'associer les differents niveaux de fiabilite requis par les differents services a 
des probabilites de protection. Xiang et al. proposent alors un algorithme, le QdS-Based 
Partial Protection algorithm based on wavelength layered graph (QPP-LG), qui optimise 
l'utilisation des ressources du reseau WDM en offrant une option de protection partielle 
aux differentes connexions du reseau. L'algorithme est inspire du probleme de Routing 
and Wavelength Assignement (RWA) pour attribuer les longueurs d'onde du niveau op-
tique aux connexions de la couche superieure. Chaque demande de connexion est routee 
de facon prioritaire au niveau optique. Si le chemin choisi est incapable d'offrir le niveau 
de fiabilite adequat, un chemin de protection partielle ou de bout-en-bout doit etre etabli 
pour cette connexion. L'algorithme essaie de trouver un chemin de protection partiel ade-
quat qui correspond a la probabilite de protection requise par la connexion. Si ce dernier 
n'est pas trouve, le chemin de protection de bout-en-bout est considere. 
Les auteurs de (Saradhi and Murthy, 2004) proposent a leur tour un algorithme pour l'eta-
blissement dynamique de canaux optiques a degres de survies differencies dans les reseaux 
WDM. La qualite de service fournie a un flot est definie par le type de chemin optique pri-
maire et de protection utilises. Le nombre de chemins de protections par chemin primaire 
definira le niveau de fiabilite offert a une connexion par la couche WDM. Les auteurs 
distinguent sept classes : 
- un chemin primaire dedie et un chemin de protection dedie; 
- un chemin primaire dedie et plusieurs chemins de protection dedies; 
- un chemin primaire dedie et un chemin de protection partage; 
- un chemin primaire partage et un chemin de protection partage; 
- un chemin primaire partage et plusieurs chemins de protection partages; 
- un chemin primaire dedie multisauts et un chemin de protection dedie multisauts; 
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- un chemin primaire partage multisauts et un chemin de protection partage multisauts. 
Les auteurs procedent par simulation pour montrer l'efficacite de leur methode en terme de 
tolerance aux fautes, aux delais, aux bandes passantes et aux disponibilites des ressources. 
2.3.2 Disponibilite des ressources et protection differenciee 
Les auteurs de (Zhang and Durresi, 2002) explorent la necessite, les methodes et les avan-
tages de la coordination des mecanismes de survie entre les differentes couches dans les 
reseaux IP/WDM. Zhang et al. citent les differents facteurs impliques dans la concep-
tion d'un reseau IP/WDM fiable : 1'utilisation efficace des ressources, le taux de blocage 
d'appel, le temps de restauration, le taux de retablissement, la complexity, la granularite, 
la tolerance aux pannes simples ou multiples et 1'extensibility. Les auteurs proposent un 
compromis entre la capacite de survie et l'utilisation des ressources du reseau. lis consi-
dered que, quand les ressources du reseau sont rares, a cause d'une panne de fibre par 
exemple, le taux de survie des trafics de basses priorites peut etre relaxe pour accom-
moder plus de trafic de haute priorite. lis justifient leur raisonnement par le fait que les 
coupures de fibres sont assez rares dans les reseaux IP/WDM. 
Suite a une description et une comparaison qualitative des differents mecanismes de pro-
tection et restauration dans les reseaux mailles IP/WDM, Zhang et al. proposent trois ni-
veaux de resilience a trois classes prioritaires de trafic. Bien qu'il soit souhaitable de four-
nir un niveau de resilience a 100% garanti a tous les types de trafic du reseau, cette solution 
est a la fois irrealiste, inefficace et parfois inutile pour du trafic courriel par exemple. 
Ainsi, les auteurs proposent de fournir une protection garantie a 100% aux trafics a haut 
niveau de resilience, quand les ressources du reseau le permettent, une protection 1+1 ou 
1 :1 est suggere pour ce cas. Une protection partagee 1 : N est suggeree pour le trafic a 
niveau de resilience moyen. Finalement, aucune protection immediate n'est prevue pour 
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le trafic a bas niveau de resilience. Ceci s'explique par le fait que ce dernier type de trafic 
est capable de tolerer les interruptions de service. lis suggerent par contre de prevoir des 
mecanismes de restauration dynamiques en cas de pannes. 
Les auteurs completent leur article en proposant pour les couches IP/GMPLS et WDM, 
un modele de protection adequat qui est exprime a la fois en fonction du type de trafic 
et de la disponibilite des ressources. lis terminent leur etude en suggerant un modele de 
coordination des mecanismes de survie des deux couches. Cette coordination doit etre 
minutieusement etablie pour eviter les effets indesirables de 1'activation parallele des me-
canismes de protection des deux couches suite a une meme panne dans le reseau. 
2.3.3 Protection differenciee par modelisation par arborescence 
Une architecture multicouche de services de protection differenciee est proposee dans (Na-
ser and Mouftah, 2004). Les auteurs modelisent leurs reseaux en utilisant une architecture 
a huit couches. Plusieurs flots de paquets IP sont multiplexes dans un lien MPLS (Label 
Switching Path ou LSP). Un ou plusieurs LSP passent dans un lien TDM de plus grande 
capacite. Un ou plusieurs liens TDM sont multiplexes dans une longueur d'onde. Plu-
sieurs longueurs d'onde sont regroupees dans un lien appele gamme de longueurs d'onde. 
Plusieurs gammes forment une fibre. Plusieurs fibres forment un cable. Plusieurs cables 
traversent un conduit, plusieurs conduits passent par, ce que les auteurs appellent, un Right 
of Way (RoW). Les couches fibre, cable, conduit et RoW forment les ressources physiques 
du reseau. Les couches superieures constituent les ressources logiques. 
Plusieurs proprietes emergent d'une telle architecture. Naser et al. citent par exemple, 
l'heritage de panne. Quand un lien d'une couche quelconque tombe en panne, tous les 
liens des couches superieures traversant le lien en panne en sont affectes. Cet heritage 
peut etre multiple. Un lien IP peut etre constitue d'une concatenation de LSP et si un 
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LSP tombe en panne, le lien IP partage le meme sort. Finalement, le concept d'heritage 
de bande passante est defini. Si une capacite C est reservee pour une connexion a un 
niveau superieur, cette meme capacite doit etre reservee au niveau des toutes les couches 
inferieures. L'heritage de panne se fait de bas en haut, l'heritage de bande passante se fait 
de haut en bas. Les auteurs proposent une arborescence (Shared Risk Link Group (SRLG)) 
pour modeliser cette architecture mutlicouche. La racine de l'arbre peut representer par 
exemple un lien IP, les descendances immediates de cette racine sont par exemple des LSP. 
Les descendances des LSP sont des liens TDM, etc. Les auteurs utilisent leur SRLG pour 
proposer un mecanisme capable de fournir plusieurs classes de protection differenciee 
dans un reseau multicouche. 
2.3.4 Qualite de service differenciee dans les reseaux WDM 
Une mise au point sur 1'importance de la fiabilite des reseaux et les differentes methodes 
capables de fournir une differentiation de service dans les reseaux WDM survivable est 
realisee dans (Saradhi et al., 2004). Ces methodes sont classifiees selon differents cri-
teres comme la fiabilite differenciee (Differentiated Reliability), les connexions-R (R-
Connexions), la qualite de protection (Quality of Protection), et la qualite de retablis-
sement (Quality of Recovery). Une grande tendance actuelle est de developper un reseau 
qui unifiera une multitude de services, la voix, la video, les donnees et d'autres trafics 
multimedias varies. Differentes applications exigent differents niveaux de tolerances aux 
fautes, temps de retablissement et le prix pour obtenir le niveau de service adequat. Les 
auteurs etablissent une dependance proportionnelle entre la fiabilite d'une protection et le 
cout associe a cette fiabilite. Plus une connexion est fiable plus son cout d'etablissement 
sera grand. II existe plusieurs options de protection dans les reseaux optiques, connues 
sous le nom de classes de fiabilite de service (Reliability of Service (RoS)) et les auteurs 
en distinguent 4 : 
- connexions a protection garantie : un canal optique de protection dedie par canal pri-
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maire; 
- connexions a protection meilleur effort: un canal optique de protection est disponible 
seulement si les ressources sont disponibles; 
- connexions non protegees : aucune protection n'est offerte a ces connexions; 
- connexions preemptables : ces connexions sont deliberement coupees suite a une panne 
pour liberer les ressources et assurer la protection d'autres connexions plus prioritaires. 
2.3.5 Fiabilite differenciee 
La premiere methode etudiee par les auteurs de (Saradhi et al., 2004) est celui des con-
nexions a fiabilite differenciee (Differentiated reliable connections DiR). Les auteurs font 
preuve d'un interet considerable envers le concept qui consiste a fournir des classes de fia-
bilite variee pour inclure toutes les classes de services sur un spectre continu de niveaux 
de protection. Utilisant DiR, chaque connexion apartient a une classe c et possede une 
probabilite P(c) maximale de panne (Maximum Failure Probability (MFP)). Cette valeur 
indique que dans le cas d'une panne simple, la connexion est maintenue avec une proba-
bilite 1 — P(c). Les auteurs citent (Fumagalli and Tacca, 2001) pour montrer l'application 
du concept de DiR dans la conception des reseaux optiques en anneau et (Fumagalli et al., 
2002) pour montrer l'extension et l'application du concept DiR aux reseaux WDM mailles 
avec protection partagee. 
Le deuxieme concept propose par les auteurs de (Saradhi et al., 2004) est celui des con-
nexions-R (Reliable connections ou R-connections). Les auteurs citent (Saradhi and Mur-
thy, 2002) pour exposer ce concept. Une connexion avec une exigence de fiabilite est 
appelee une connexion-R. Dans ce contexte, la fiabilite d'une ressource ou d'une com-
posante reseau est definie comme etant la probabilite que cette composante fonctionne 
pendant un intervalle de temps donne. Si r, represente le niveau de fiabilite requis par le 
lien i, fllLi ri e s t definie comme la fiabilite du chemin compose des liens i = \...n et 
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en supposant l'independance des evenements de panne. L'algorithme presente dans (Sa-
radhi and Murthy, 2002) etablit pour chaque connexion un chemin optique primaire et 
un chemin de protection optionnel. Le chemin de protection n'est envisage qu'au cas ou 
le chemin primaire n'offrirait pas le niveau de fiabilite voulu. Ce dernier est augmente 
quand le chemin primaire est muni d'un chemin de protection. Le chemin de protection 
peut etre de bout-en-bout ou partiel selon des besoins de la connexion. Un algorithme 
similaire est presente dans (Xiang et al., 2004). Les auteurs de (Saradhi and Murthy, 
2002) calculent la fiabilite d'un chemin primaire muni d'un chemin de protection par-
tielle ou totale, comme etant egale au produit du degre de fiabilite de la portion du che-
min primaire non couverte par le chemin de protection par le degre de fiabilite du seg-
ment primaire et du segment de protection ensembles. Si nous prenons l'exemple de la 
figure 2.8, soit rp la fiabilite du segment du chemin primaire, rs la fiabilite du segment 
primaire protege [A2 — A3 — AA — Ah] et rb la fiabilite du segment de protection partielle 
[Al — Bl — B8 — B9 — Ah]. La fiabilite totale du chemin principal muni de son chemin de 
protection partielle est de rc = (rp/rs)(rs + rj,(l — rs)). Si le chemin de protection n'existe 
pas rb = 0 done rc = rp. Si le chemin de protection est de bout-en-bout (protection totale) 
alors rs = rp et rc = rs + rb(l - rs). 
A1 A2 A3 A4 A5 A6 A7 
Chemin primaire 
FIG. 2.8 Protection Partielle Differenciee 
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2.3.6 Qualite de protection 
Les auteurs de (Saradhi et al., 2004) continuent leur revue de litterature en passant a la 
notion de Qualite de protection. Les auteurs resument les travaux de (Gerstel and Sasaki, 
2001) pour decrire la conception des topologies logiques utilisant la notion de qualite de 
protection. 
D'apres (Gerstel and Sasaki, 2001), les reseaux SONET/SDH en anneaux actuels uti-
lisent au moins 50% de leur bande passante en guise de protection garantie. Ce gaspillage 
de bande passante devient de plus en plus inacceptable et represente une motivation im-
portante pour delaisser la protection en anneau simple pour la protection en grille plus 
complexe, mais plus efficace. Les auteurs dans (Gerstel and Sasaki, 2001) proposent une 
approche quantified a la notion de qualite de protection (QoP). Quatre classes de protec-
tion sont discutees. La premiere offre une protection garantie typiquement a 99.999%. La 
deuxieme classe offre une protection probabiliste meilleur effort aux connexions optiques. 
Soit B(C) la bande passante requise par une connexion de cette classe. La QoP offerte a 
cette connexion est determined par la probabilite Q(C) avec laquelle le service sera im-
mediatement retabli suite a une panne. Une valeur de Q(C) — 1 indique que la connexion 
sera entierement retablie (protection garantie) suite a une panne alors qu'une valeur de 
Q(C) = 0 indique qu'aucune protection n'est offerte a la connexion en cas de panne. La 
classe Meilleur Effort specifie une valeur variable 0 < Q(C) < 1 pour ces connexions. 
Les differentes valeurs de Q(C) correspondent a differents niveaux de service offerts par 
cette classe. La troisieme classe proposee par les auteurs est celle des connexions non 
protegees ou Q(C) = 0. La quatrieme classe de service offerte est celle des connexions 
preemptables. Les liens reserves en guise de protection peuvent etre utilises par du trafic 
preemptable. Ce trafic est immediatement preempte par le trafic protege avec l'occurrence 
d'une panne. Differents niveaux de preemption sont proposes pour determiner la priorite 
de preemption des connexions qui utilisent le lien de protection. Cette priorite est definie 
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par une valeur — 1 < Q(C) < 0. Les auteurs proposent ainsi un paradigme unifie qui place 
toutes les classes mentionnees ci-dessus sur un spectre continu de niveaux de protection. 
A chaque connexion est assignee une QoP garantie. La probabilite qu'une connexion soit 
retablie suite a une panne est determinee par sa QoP. 
Les auteurs de (Gerstel and Sasaki, 2001) soulevent un point important a l'effet que la 
majorite des pannes se produisent au niveau IP et ne peuvent pas etre repares par des 
mecanismes de la couche optique. Nous pouvons alors nous demander pourquoi offrir des 
garanties de 99.999% de protection quand les autres elements reseaux sont tres loin de ce 
niveau de fiabilite. 
Les auteurs de (Ming et al., 2005) proposent deux algorithmes de routages, le MDQR (mi-
nimum delay QoP routing) et le MAQR (maximum aggregation QoP routing) pour assurer 
une allocation efficace des ressources reseaux parmi les connexions differenciees par leurs 
niveaux de QoP. lis montrent l'efficacite de leurs algorithmes en terme de performance de 
blocage et capacite a fournir des services a capacites de survie differenciees. 
2.3.7 Qualite de fiabilite 
Pour decrire la conception des topologies logiques utilisant la notion de qualite de fiabilite 
(Quality of reliability (QoR)), les auteurs resument les travaux de (Arakawa et al., 2003). 
Cet article definit la qualite de fiabilite comme etant la realisation de la QdS en respectant 
la fiabilite requise au niveau WDM des reseaux. Dans cet article, la QoR est definie par 
le temps de retablissement de service suite a une panne, soit l'intervalle de temps entre le 
debut de la panne et le moment de reroutage du trafic du chemin primaire en panne sur 
le chemin de protection. Les differentes classes de QoR sont identifiees par QoRi pour 
indiquer la classe de plus haute priorite. Le trafic de cette classe aura le temps de retablis-
sement le plus court suite a une panne qui affecte le chemin primaire qu'il utilise. QoRm{ 
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indique la classe de plus basse priorite qui ne fournit aucune protection optique particu-
liere au trafic concerne. Le retablissement de service au trafic de cette classe est delaisse 
aux soins des couches du niveau superieur. Les auteurs definissent le temps de retablis-
sement de la classe QoRn comme etant RT(QoRn) = a + bf(n) oil a, b et f(n) sont 
definis par l'administrateur reseau selon l'environnement du reseau. Dans sa plus simple 
forme, f(n) se definit de la facon suivante : f(n) — n — 1. a = Dmin est le temps de 
retablissement minimum incluant le temps necessaire pour transferer le trafic du chemin 
primaire (en panne) au chemin de protection, b = Dscaie inclut le temps de propagation de 
la panne et la reservation de la bande passante le long du chemin de protection. Arakawa 
et al. considerent que pour une topologie donnee, il existe une possibilite de ne trouver au-
cun chemin de protection capable de garantir un temps de retablissement maximal comme 
celui qui est requis par les connexions du chemin primaire. Ce probleme est contourae en 
proposant des classes de fiabilite point a point et non de bout-en-bout. Ainsi, un chemin 
primaire P est divise en plusieurs segments et protege par plusieurs chemins de protec-
tions Bx avec (1 < x < H) ou H represente le nombre de sauts du chemin principal. 
Le temps de retablissement associe a chaque segment de protection ne depasse pas une 
certaine valeur limite. Utilisant cette methode, le temps de retablissement maximal asso-
cie aP est RTmax(P) = maxRTX, 1 < x < B, First-fit, max-shared et layered-graph sont 
trois algorithmes heuristiques proposes dans (Arakawa et al., 2003). L'objectif du modele 
de conception de topologie logique est de minimiser le nombre de longueurs d'ondes par 
fibre necessaires pour le transport du trafic du reseau en respectant les besoins en fiabilite 
entre chaque pair de noeuds du reseau. Les trois algorithmes classent les paires de noeuds 
par ordre decroissant en besoin de qualite de fiabilite. Les chemins de protection sont cal-
cules utilisant des algorithmes de plus court chemin et l'assignation de longueurs d'onde 
est identique sur les deux chemins, principal et de protection. Les resultats montrent que 
l'algorithme layered-graph est plus performant que les deux autres. Ainsi nous proposons 
de reduire davantage la bande passante allouee en guise de protection en utilisant des 
mecanismes des couches superieures pour accomplir cette tache. 
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Les auteurs de (Saradhi et al., 2004) reprennent par la suite la notion de routage dynamique 
avec protection partielle du trafic initialement proposee dans (Ye et al., 2001). Le concept 
est de fournir une protection a seulement une fraction a du trafic en cas de panne. Quand 
une requete de connexion arrive, le routeur peripherique du reseau reserve la capacite 
necessaire a la connexion sur un chemin optique primaire. Le processus est repete, mais 
seulement une fraction a de cette capacite est allouee sur un chemin de protection. Dans 
le cas d'une panne qui affecte le chemin optique primaire, une portion a du trafic est 
protege. En prenant a = 0.7, les resultats de simulation du reseau NSF a 14 noeuds 
montrent que les probabilites de blocage et la quantite de capacite de protection reservee 
sont de loin inferieures a celles d'un reseau utilisant entierement une protection 1 :1. Un a 
different pour un service different peut etre propose pour fournir une qualite de protection 
differenciee. 
2.3.8 Une qualite de retablissement dynamique 
Si la differenciation est fournie par des methodes de restauration dynamique, elle est appe-
lee qualite de retablissement dynamique. Le parametre de qualite de service concerne peut 
etre le temps de restauration necessaire avant que le service ne soit retabli. Auparavant, 
la differentiation de service a ete etablie en fonction de divers parametres tel l'intervalle 
de temps separant 1'occurrence de deux pannes, la probabilite de succes de la restauration 
de service suite a une panne, la probabilite qu'une connexion soit retablie avec succes, la 
degradation de la bande passante et la quantite de trafic restaure suite a une panne. La qua-
lite de retablissement dynamique se base sur l'utilisation de temps de restauration d'une 
panne comme parametre de differenciation. 
Lors d'une panne de composante ou fibre optique, plusieurs connexions peuvent etre af-
fectees et des demandes de restaurations sont generees simultanement rentrant ainsi en 
collision. Un service de preemption peut etre mis en place pour fournir des services diffe-
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rencies en terme de priorite de restauration et de temps de restauration. Les auteurs (Wu 
and Negi, 2003) expliquent comment la differenciation de service peut etre appliquee a 
la probabilite de restauration reussie ainsi qu'au temps de restauration. Trois politiques 
de preemption sont ainsi proposees, preemption de restauration (Restauration Preemp-
tion (PR)), preemption fonctionnelle (Working Preemption(WP)) et finalement Preemp-
tion fonctionnelle de restauration (Restoration and Working Preemption (RWP)). 
Dans RP, les tentatives de restauration realisee par des connexions de haute priorite peuvent 
preempter les canaux optiques de protection deja choisis par des connexions de basse prio-
rite forcant ainsi ces dernieres a recalculer leurs chemins de protection. Dans WP, les ten-
tatives de restauration realisee par des connexions de haute priorite peuvent preempter les 
canaux optiques primaires deja utilises par des connexions de basses priorites forcant ces 
dernieres a activer leurs processus de restauration et calculer un chemin secondaire. RWP 
combine RP et WP. Le choix de la politique depend intrinsequement d'une probabilite 7. 
Le systeme commence en utilisant RP et si aucun chemin n'est trouve pour les connexions 
de haute priorite, WP est utilise avec une probabilite 7. 
2.3.9 Qualite de service differenciee dans les reseaux IP/WDM 
Les auteurs de (Saradhi et al., 2004) terminent en proposant GMPLS (Banerjee et al., 
2001) pour offrir une qualite de service differenciee, non seulement au niveau WDM mais 
au niveau IP. Le plan de controle de GMPLS permet non seulement la commutation de 
paquets au niveau IP (LSP) mais aussi au niveau des longueurs d'onde a la couche optique. 
Ceci permet de transposer les mecanismes de protection differenciee, fiabilite differenciee 
et restauration differenciee au niveau IP aussi. 
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2.4 Sommaire 
Le but de ce chapitre est d'explorer l'etat de l'art et de corroborer la necessite de la pro-
tection differenciee du trafic en cas de panne dans les reseaux de prochaines generations. 
Nous nous sommes apercu que la litterature exhibe une certaine Constance dans l'utilisa-
tion des termes "protection" et "differenciee". Le premier signifie generalement la protec-
tion des canaux ou connexions optiques principaux par des canaux secondaires qui sont 
utilises seulement comme releve en cas de panne. Le deuxieme indique la differencia-
tion de la protection de ces canaux et la litterature demontre une multitude de facons de 
complexite variee pour s'y prendre. II est alors clair que pour differencier la protection du 
trafic en cas de pannes, il faut en premier lieu differencier sa transmission sur des canaux 
physiques differents et par la suite, differencier la protection de chaque association canal 
physique/classe de trafic; ceci est a la base du modele DiffProtect qui impose, en plus, la 
separation sur chemins disjoints des canaux optiques d'un meme lien logique. 
La litterature nous a par la suite persuade d'un important consensus dans l'adoption de 
1'architecture de services differencies DiffServ comme outil de choix pour differencier la 
protection du trafic contre la congestion dans la couche logique des reseaux de prochaines 
generations. Etant donne que l'ultime objectif de ce projet est la proposition d'une tech-
nique innovatrice de protection differenciee du trafic en cas de pannes physiques, il nous a 
semble evident d'explorer la possibility de reutiliser DiffServ pour la protection du trafic 
dans ces situations. Surnommee DiffServ*, cette nouvelle pratique nous evite 
- le deploiement de deux mesures de protection differenciee, l'une logique contre la 
congestion et 1'autre physique contre les pannes; 
- la complexite et les couts eleves associee respectivement a la differentiation et la pro-
tection du trafic dans la couche physique etant donne qu'il existe un mecanisme logique 
deja capable de realiser ces taches plus facilement. 
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Pour eviter de modifier le fonctionnement de DiffServ de facon canonique et sans garantie 
de reussite, nous avons couple 1'architecture de differentiation de service au concept de 
routage de connexions optiques par separation sur chemins disjoints. Ceci permettra, entre 
autre, qu'une panne physique se manifeste en une congestion dans la couche logique et de 
laisser DiffServ accomplir sa fonction naturelle. 
En somme, nous proposons dans le cadre de ce projet la comparaison de deux modeles de 
protection differenciee du trafic en cas de pannes. Le plus fidele a la litterature est DiffPro-
tect et nous le proposons en tant qu'une modele de protection differencie physique concret 
et fonctionnel. Suite a une transmission differenciee du trafic dans la couche physique, le 
modele DiffProtect protege chaque trafic selon sa priorite en utilisant un des trois niveaux 
de protection, 1 :1, 1 :N et aucune protection (0 :1). Dans le but de reduire davantage la 
complexite et les couts, nous proposons DiffServ* qui est un modele innovateur qui ne re-
quiert aucun dedoublement de ressources physiques en guise de protection et qui protege 
le trafic selon sa priorite de facon directe et plus naturelle a la couche logique. 
II est a noter que les deux modeles DiffServ* et DiffProtect sont des techniques de protec-
tion de type lien-par-lien et qu'il est possible de les combiner sans le besoin d'aucune co-
ordination de protection particuliere entre les couches logiques et physiques. Ceci reduit 
la complexite de 1'implementation d'une protection, rapide, differenciee et multicouche 
comme peuvent le requerir nos reseaux actuels. Ce projet propose done un mecanisme 
MixProtect de protection multicouche rapide qui ne se base pas sur les mecanismes lents 
de restauration de la couche IP. Le trafic est immediatement protege par DiffProtect sur 
certains liens logiques, par DiffServ* sur d'autres mais dans aucun des cas, une panne 
de lien physique n'implique directement une panne de lien logique done nul besoin des 




METHODOLOGIE, SIMULATIONS ET RESULTATS 
Comme nous l'avons deja mentionne, la realisation de ce projet se divise en trois etapes 
principales. La premiere consiste en une approche par simulation. Elle permet d'analy-
ser et de comprendre le fonctionnement des modeles DiffServ* et DiffProtect sous dif-
ferents scenarios de pannes de chemins optiques. La deuxieme etape est detaillee dans 
le chapitre 5 et decrit une implementation pratique du modele DiffServ* pour en etudier 
sa faisabilite et son fonctionnement. La troisieme fait l'objet du chapitre 6 et comprend 
la conception d'un modele analytique qui permettra de generaliser le deploiement des 
modeles de protection DiffServ* et DiffProtect pour toute topologie IP/WDM. La sec-
tion 3.1 decrit les etapes de l'approche par simulation. Les sections suivantes 3.2, 3.3 
et 3.4 montrent respectivement les details et les resultats de simulation d'un reseau de 
deux noeuds, d'un autre lineaire de quatre noeuds et d'un dernier maille de 6 noeuds. 
3.1 Etude par simulation 
L'etude par simulation permet de comparer dans un premier temps les performances des 
deux modeles et de determiner leur faisabilite. Cette etape est essentielle pour en com-
prendre le fonctionnement pratique et pour faire la mise au point sur leur utilisation effi-
cace dans differents reseaux IP/WDM. Chaque modele reagit differemment a l'occurrence 
de pannes simples et multiples. La simulation permet de donner un apercu comparatif de 
la degradation de la qualite de service des deux modeles en cas de panne. La simulation 
permet une evaluation directe de cette degradation de QdS. Pour ce faire, les taux de perte, 
les delais et les gigues de chaque type de trafic sont calcules. 
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Un simulateur bien connu, NS-2, a ete utilise pour simuler les modeles DiffServ* et Diff-
Protect. NS-2 n'est con9u que pour simuler des topologies IP. II permet d'evaluer la per-
formance au niveau IP des trafics. Les modeles DiffServ* et DiffProtect ont ete concus 
pour reagir aux pannes du niveau optique mais NS-2 est incapable de simuler l'interaction 
IP-WDM necessaire. Pour resoudre ce probleme, NS-2 a ete couple avec un generateur 
de pannes. Ce logiciel genere une serie de pannes pour chaque lien physique selon les 
criteres suivants : 
- la duree de chaque panne est exponentielle et independante de la duree de celle prece-
dente et suivante; 
- le temps ecoule entre deux pannes successives est distribue exponentiellement et inde-
pendant des pannes. 
Le logiciel traduit ensuite l'effet de ces pannes physiques sur la couche IP par le pheno-
mene de propagation de panne. Avec DiffServ*, la panne d'un canal optique se propage de 
la couche physique a la couche logique et cause une diminution de la bande passante d'un 
lien logique. Avec DiffProtect, la propagation de panne d'un canal optique de la couche 
physique a la couche logique depend de la technique de protection utilisee pour ce canal 
et affecte differemment la bande passante allouee a la transmission de chaque classe de 
trafic. Le logiciel finit par en generer le code TCL (code propre a NS-2) correspondant, 
ce dernier sera integre au script de simulation des reseaux considered. Ainsi, chaque si-
mulation tient compte de la topologie IP, des sources de trafic, et des effets des pannes 
aleatoires des chemins optiques. 
Des traces de simulation de quelques dizaines de Giga-octets ont ete creees. Le stockage 
et la manipulation de ces traces se sont montres impraticables. Un analyseur de trace en 
temps reel a ete developpe pour resoudre ce probleme. Ce programme traite les lignes de 
trace generee par NS-2 au fur et a mesure qu'elles sont generees et renvoie a la fin des 
simulations les informations suivantes : 
- taux de pertes, delais, gigues moyens associes a chaque type de trafic; 
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- taux de pertes, delais et gigues de chaque type de trafic dans les differentes situations 
de pannes; 
- variances et intervalles de confiances des valeurs ci-dessus; 
- distributions des delais et gigues de chaque type de trafic dans les differentes situations 
de pannes. 
3.2 Simulations d'un reseau a deux noeuds 
Un reseau a deux noeuds est la plus simple topologie qui puisse etre utilisee pour etudier 
separement le fonctionnement des modeles DiffServ* et DiffProtect. Les details de cette 
etude sont presentes dans ce qui suit. 
3.2.1 Simulations avec trafic UDP 
Le figure 3.1 montre les topologies IP des modeles DiffServ* et DiffProtect simulees a 
l'aide de NS-2. Les sources de trafic se chargent de generer les fiots de voix, de videos et 
de donnees. Le noeud EDGE, El, se charge de classifier chaque flot sous sa priorite res-
pective. Pour DiffServ*, les classes sont les suivantes : EF, AF et BE. Quant a DiffProtect, 
il s'agit des classes de routage et de protection explicite. Dans le cas de DiffServ*, l'effet 
d'une panne simple ou multiple se traduit par une diminution de bande passante au niveau 
du lien logique de transmission sur le lien (CI, C2). 
La figure 1.10 montrait qu'il existe un lien IP qui relie les routeurs 1 et 2. Les ressources de 
ce lien sont divisees en trois. II existera ainsi un sous-lien IP reserve a chaque classe de tra-
fic. NS-2 ne permet pas de connecter deux routeurs IP avec plus d'un lien logique. L'ajout 
des routeurs intermediaires entre CI et C2 dans le modele DiffProtect de la figure 3.1 






FIG. 3.1 Topologies IP, DiffServ* et DiffProtect, simulees a l'aide de NS-2. 
chemin optique et done par classe de trafic, sont disponibles. Nous avons utilise le rou-
tage explicite pour assigner chaque classe de trafic a un chemin specifique. Une panne du 
chemin optique de haute priorite (protection dediee) n'entraine aucune consequence au ni-
veau IP et le trafic EF de cette couche n'est pas affecte. Une panne du chemin de moyenne 
priorite (protection partielle) entraine une diminution partielle de la bande passante du 
chemin IP correspondant. Finalement, la panne du chemin optique de basse priorite (non 
protege) cause une panne du chemin IP correspondant. 
La simulation des topologies DiffServ* et DiffProtect de la figure 3.1 permet 1'evaluation 
de la performance du sous-reseau a deux noeuds CI — C2. Ces sous-reseaux sont sujets 
a differents scenarios aleatoires de panne. La performance des mecanismes de protection 
DiffServ* et DiffProtect peut etre ainsi etudiee. 
Les resultats de simulation des section suivantes montreront que DiffServ* est un meca-
nisme IP de protection rapide, qu'il ne requiert aucun surdimensionnement physique et 
qu'il est capable de proteger adequatement les trafics de hautes priorites en cas de pannes 
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simples et, avec certaines limitations, multiples. DiffProtect requiert un dedoublement 
partiel des ressources physiques et bien que sa performance soit relativement inferieure a 
celle du modele DiffServ* en cas de pannes simples, il permet une meilleure protection 
des flots prioritaires en cas de pannes multiples. 
3.2.1.1 Sources de trafic 
Dans nos simulations, plusieurs sources de voix sur IP generent le trafic de haute priorite. 
Comme nous l'illustrons a la figure 3.2, chaque source est de type On-Off dans laquelle la 
longueur d'une periode On est distribute suivant une loi exponentielle de moyenne l//i = 
400 ms, la longueur d'une periode Off est aussi exponentielle de moyenne 1/A = 600 ms. 
La source est active durant une periode On et genere des paquets de taille fixe de 120 octets 
a des intervalles fixes de longueur 15 ms. Les periodes Off correspondent aux intervalles 
durant lesquels la source est silencieuse. Le debit maximal d'une source de voix sur IP 
est done de 64 Kbps alors que le debit moyen se maintient a un taux de 25.6 Kbps. Pour 
eviter la synchronisation des sources, chacune commence par une periode Off de longueur 
aleatoire T0. Pour evaluer la longueur de ce premier intervalle, un nombre aleatoire p est 
choisi suivant une distribution uniforme 17(0,1). Si p < Pon alors T0 — 0 et P0n est la 
probability que la source soit dans l'etat On. Pon est calcule en utilisant 1'equation : 
Si p > P0n alors T0 ^ 0 et est evalue en utilisant 1'exponentielle de parametre A. 
Nous utilisons une source de trafic video sur demande pour generer notre trafic de moyenne 
priorite. Le generateur est base sur le modele "Transform Expand Sample (TES)" de plu-
sieurs fichiers traces MPEG-4 (Matrawy et al., 2002). Ce modele genere du trafic qui pos-
sede des statistiques de premier et second ordre identiques a ceux d'une source MPEG-4 
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FIG. 3.2 Debit d'une source de VoIP 
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reelle. La taille des paquets generes est variable et varie entre 100 et 1000 octets. Nous 
suivons la proposition de (Koucheryavy et al., 2003) en assignant ce type de trafic a la 
classe AF de 1'architecture de DiffServ utilisee. 
Finalement, nous utilisons deux sources de trafic UDP pour simuler le trafic de basse 
priorite. Ce trafic est classifie dans la categorie BE de 1'architecture DiffServ puisqu'il 
ne requiert pas mieux qu'un service de type meilleur effort. Les sources utilisees dans ce 
cas sont aussi de types On-Off. Les periodes d'emission de trafic et de veille ont lieu en 
alternance et sont distribues exponentiellement de moyennes respectives 1 et 0.5 seconde 
pour la premiere source et 1.5 et 1 seconde pour la deuxieme source. Les deux sources 
generent des grands paquets de taille 1000 octets a des intervalles de 3.2 ms. 
Le nombre de sources et leurs caracteristiques ont ete choisis de facon a ce que la quantite 
de trafic genere par chacune soit approximativement la meme. Nous utilisons dans nos 
simulations 75 sources de VoIP, 1 source video et 2 sources de donnees. La figure 3.3 
montre la distribution du debit des sources de voix, nous pouvons voir que le debit moyen 
est pres de 3.39 Mbps alors que le debit maximum a atteint 4.58 Mbps tout en ayant un 
maximum absolu de 4.8 Mbps quand toutes les sources sont actives simultanement. 
La figure 3.4 montre la distribution du debit de la source video de cette simulation. Les 
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FIG. 3.3 Distribution du trafic de voix sur un lien DiffProtect 
paquets generes par cette source sont emis a un taux de 3.08 Mbps, le debit maximum de 
cette source est de 3.85 Mbps. 
Pendant ses periodes d'activite, chaque source de donnees UDP genere un debit constant 
de 2.5 Mbps. La figure 3.5 montre la distribution de trafic tel que genere par les deux 
sources simultanement. Elles generent en moyenne 3.16 Mbps de trafic et un debit maxi-
mum de 5 Mbps. 
Dans nos simulations, chacun des chemins optiques de la figure 3.1 est de 5 Mbps. Vu 
que le modele DiffProtect transmet le trafic d'une classe de trafic sur un chemin optique 
qui lui est propre, une capacite maximale de 5 Mbps est reservee a chaque classe. Puisque 
le debit maximum pour chaque source de trafic ne depasse pas 5 Mbps, chaque chemin 
optique possede assez de capacite pour transmettre la charge qui lui est soumise. 
Dans le modele DiffServ*, les trois chemins optiques qui relient les routeurs 1 et 2 sont 
regroupes pour former un seul canal de transmission de capacite superieure de 15 Mbps. 
Comme dans le cas de DiffProtect, le debit de chaque source ne depasse pas 5 Mbps et 
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FIG. 3.5 Distribution du trafic de donnees sur un lien DiffProtect 
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FIG. 3.6 Distribution du debit sur un lien DiffServ* 
done ne requiert pas plus que cette valeur en capacite de transmission. Les trois sources 
ensemble ne requierent done pas plus que 15 Mbps et la discipline d'ordonnancement du 
modele DiffServ* a pour effet que chaque trafic recevra approximativement une part egale 
des 15 Mbps disponibles. 
La distribution du debit des trois Sots de trafic combines est montree dans la figure 3.6. 
Le debit moyen des sources combinees est evalue a 9.63 Mbps alors que le taux maximal 
de trafic genere atteint 12.6 Mbps, une valeur qui ne depasse pas les 15 Mbps de capacite 
de transmission physique. 
3.2.1.2 Details de simulation et modelisation des pannes 
Le but de cette etude est de mesurer la performance du reseau en etat de pannes. Ainsi, 
au cours de chaque simulation, le reseau est soumis a une sequence de configurations de 
pannes dont chacune est definie comme etant un ensemble aleatoire d'elements reseaux ou 
dans ce cas, de chemins optiques en pannes. Pour un petit reseau tel celui simule dans cette 
Moyenne : 9630 Kbps 
Maximum : 12605 Kbps 
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etude, il est possible d'enumerer toutes les configurations de pannes possibles. Ayant trois 
chemins optiques qui relient les routeurs CI et C2, nous avons une configuration dans 
laquelle les trois chemins optiques sont fonctionnels, trois avec un chemin en panne, trois 
autres avec deux chemins en faute et une huitieme avec aucun chemin fonctionnel, done 
trois en pannes. Avec huit configurations de pannes il est possible de les enumerer et de 
les simuler une a une pour en etudier la performance du reseau dans chaque cas. Cepen-
dant, cette approche est difficilement extensible quand les reseaux deviennent plus grands 
et complexes. En considerant cette limitation, nous avons decide d'echantillonner les dif-
ferentes configurations de pannes possibles et d'en utiliser un sous ensemble aleatoire par 
simulation. 
Dans ce contexte, chaque chemin optique du reseau traverse en alternance une sequence 
d'intervalles de fonctionnement normal et de panne. Les temps entre les pannes et la du-
ree de ces dernieres sont independants et distribues exponentiellement. La duree d'un 
interval de temps de fonctionnement est distribue exponentiellement avec un parametre 
Xon = 0.01. La duree de celle d'un intervalle de panne suit une exponentielle de para-
metre \0ff = 0.1. En prenant 1'ensemble des trois chemins nous aurons pour chaque 
simulation un scenario de pannes qui est defini par une sequence aleatoire de configura-
tions de pannes simples, doubles, triples et d'intervalles sans pannes. 
Une simulation dure 2000 secondes durant laquelle nous recueillons des statistiques sur 
la performance. A la fin, nous calculons les statistiques de performance pour chaque sce-
nario de pannes qui a eu lieu au cours de la simulation. Au total vingt simulations ont ete 
faites par type de protection (DiffServ* ou DiffProtect), ceci nous a permis d'obtenir des 
statistiques de performances a des intervalles de confiances de 95%. 
Comme mentionne dans la section 3.2.1.1, chaque source de trafic ne requiert pas plus 
que le tiers de la capacite de transmission totale disponible entre les routeurs 1 et 2 du 
reseau. Les ressources physiques sont alors adequatement dimensionnees pour transporter 
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tous les flots de trafic a leur debit maximum quand il n'y a pas de pannes dans le reseau. 
Dans le modele DiffServ*, la panne d'un ou plusieurs des chemins optiques se traduit par 
une reduction de la bande passante disponible a la couche IP entre les routeurs CI et C2. 
Comme la capacite de chaque canal optique est de 5 Mbps done la bande passante IP est 
reduite d'un tiers, soit de 15 a 10 Mbps. II n'y aurait congestion que quand le debit de 
trafic depasse 10 Mbps soit dans au moins 50% du temps d'apres la figure 3.6. Dans cette 
situation de congestion, les mecanismes de 1'architecture DiffServ traitent la congestion 
en assurant un service prioritaire et adequat aux classes EF, AF et BE de trafic. 
Dans le modele DiffProtect, chaque trafic est protege separement. Le trafic EF n'est ja-
mais affecte par une panne optique puisque son chemin optique est muni d'une protection 
dediee. Le chemin IP EF est toujours fonctionnel quelque soit la situation et le trafic EF 
est toujours et completement servi en totalite. Le trafic AF n'est affecte par une panne 
que quand elle a lieu sur le chemin optique qui lui reserve. Nous simulons la protection 
partielle du chemin optique AF par la reduction de 50% de la capacite du chemin IP cor-
respondant en cas de panne. Nous ne protegeons ainsi qu'une partie du trafic AF en cas de 
panne. N'etant muni d'aucune forme de protection particuliere, la panne du chemin op-
tique BE implique la panne totale du chemin IP BE correspondant. Le trafic BE est ainsi 
perdu en totalite quand une panne a lieu sur son chemin optique. 
3.2.1.3 Performance en cas de pannes 
Les resultats de cette section sont publies dans (Sanso et al., 2006). La simulation des 
reseaux de la figure 3.1 nous permet d'etudier la performance des modeles DiffServ* et 
DiffProtect de facon separee et unitaire. Pour chaque categorie de trafic nous evaluons : 
- le taux de perte de paquets defini comme etant le nombre de paquets perdus sur le 
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FIG. 3.7 Taux de pertes moyen sous pannes 
- le delai moyen par source de trafic calcule comme etant la somme des delais de tous les 
paquets d'une source divisee par le nombre total de paquets recus a destination; 
- la gigue moyenne est calculee en utilisant 1'equation : 
n- 1 
le terme dt est le delai du paquet i,\di — dj_i | est la gigue du paquet i. 
Le taux de perte, le delai de bout-en-bout et la gigue moyenne pour chaque classe de 
trafic, chaque modele de protection et calcules a des intervalles de confiance de 95% sont 
montres respectivement dans les figures 3.7, 3.9 et 3.10. 
Nous pouvons voir de la figure 3.7 que le trafic EF de voix est presque completement 
immunise contre les pertes dans les deux cas de protection. Dans le cas de DiffProtect, la 
protection totale du trafic EF est due au chemin de protection dediee de meme capacite 
que le chemin principal et entierement reserve a ce trafic en cas de panne. Avec DiffServ*, 
cette qualite de protection contre les pertes de paquets est un resultat direct de l'ordonnan-
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Utilisation de bande passante sur un lien DiffServ en cas de pannes 
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FIG. 3.8 Taux d'utilisation du lien DiffServ* en cas de pannes 
cement prioritaire du module DiffServ de ce modele de protection. Ceci est encore plus 
visible dans la figure 3.8 qui montre qu'il existe une correlation directe entre la quantite 
de bande passante utilisee par chaque categorie de trafic dans chaque cas de panne avec la 
priorite de la classe de trafic en question. 
En termes de taux de perte des paquets AF et BE nous observons que : 
DiffServ* offre une meilleure performance que DiffProtect; 
avec DiffProtect, chaque flot utilise un chemin qui lui est propre; 
en cas de panne(s) dans le modele DiffProtect: 
- une classe de trafic n'est affectee que par une panne qui touche son propre chemin 
optique, 
- la protection partielle du chemin AF entraine automatiquement la perte d'une partie 
de ce flot, 
- 1'absence de la protection du chemin BE mene au rejet de tous les paquets de cette 
classe, 
- il n'y a aucun partage de ressources, les paquets sont rejetes plutot que mis en file 
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d'attente; 
- avec DiffServ*, tous les flots partagent les memes ressources de transmission; 
- en cas de panne(s) dans le modele DiffServ* : 
- la panne de n'importe quel chemin affecte potentiellement toutes les classes, 
- le modele tend a mettre les paquets en attente au lieu de les rejeter en cas de conges-
tion, 
- les paquets de plus hautes priorites sont servis en premier lieu, 
- les paquets de plus basses priorites sont mis en file d'attente et servis quand la situa-
tion le permet, 
- le partage de ressources de DiffServ* assure un taux de rejets plus bas aux flots AF 
et BE mais des delais d'attentes plus eleves. 
La comparaison entre DiffServ* et DiffProtect du delai de bout-en-bout moyen est illus-
tree dans la figure 3.9. II est possible de voir que : 
- la protection du trafic EF de voix est la meme dans les deux cas; 
- les paquets AF ont des meilleures garanties de delais avec DiffServ* qu'avec DiffPro-
tect: 
- avec DiffProtect, la bande passante disponible au trafic AF est celle d'un canal op-
tique et en cas de panne(s) elle est reduite de moitie, les delais AF augmentent, 
- avec DiffServ*, la panne reduit la capacite des ressources de transmission partagees 
et cette derniere reste superieure a celle disponible avec DiffProtect*, les delais AF 
sont plus bas; 
- le delai du trafic de donnees est plus bas avec DiffProtect qu'avec DiffServ*. Les raisons 
pour ceci sont: 
- nous calculons le delai seulement pour les paquets qui arrivent a destination, 
- dans le cas de DiffProtect, les taux de perte sont relativement grands, 
- moins de paquets qui arrivent a destination, mais quand il le font, ils arrivent a leur 
destination plus rapidement. 
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FIG. 3.9 Delai moyen sous pannes 
La figure 3.10 montre la gigue moyenne pour le paquets de tout type dans les deux cas de 
protection: 
- la variation du modele de protection n'affecte pas la gigue des paquets EF de voix; 
- la gigue des paquets AF de video est plus petite avec DiffServ* qu'avec DiffProtect; 
- celle des paquets BE de donnees est plus grande avec DiffServ* qu'avec DiffProtect. 
Dans le cas du trafic AF, nous avons remarque que la gigue des paquets d'une source 
qui emet des paquets en rafales est directement liee a la capacite du lien utilise pour 
transporter son trafic. Seul un lien avec une grande capacite, tel le cas de DiffServ*, est 
capable d'assurer une gigue minimale et proche de zero. Dans le cas de DiffProtect, la 
classe AF est servie par une portion de la bande passante disponible entre les routeurs 
1 et 2. Quand une panne affecte le chemin optique du trafic AF, la capacite du chemin 
IP correspondant est diminuee de moitie, et ceci resulte en une augmentation dramatique 
de la gigue du trafic video. Pour une source video comme celle que nous utilisons, les 
paquets d'une rafale arrivent au routeur 1 pratiquement au meme moment. En supposant 
que les paquets d'une rafale sont servis a tour de role et sans interruption, le delai d'attente 
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d'un paquet quelconque de ce groupe est egal a la somme des temps de service de tous 
les paquets de la rafale qui sont arrives avant lui. La difference entre les temps d'attente 
de deux paquets qui se suivent est egale au temps de transmission d'un paquet video. 
Cette difference depend done de la capacite de transmission du lien utilise et contribue 
a la gigue du paquet. Plus la capacite du lien est grande, moindre est la difference, plus 
petite sera la gigue. A remarquer que la gigue du premier paquet d'une rafale est calculee 
en fonction du delai de ce paquet qui est le premier du groupe a etre servi et le delai du 
dernier paquet de la rafale precedente, qui est tres grand parce qu'il est dernier a etre servi, 
cette difference est d'autant plus petite dans le cas de DiffServ* que DiffProtect. 
Remarquons que cette analyse est seulement valide pour des sources de trafic en rafales 
puisque dans le cas d'une source plus uniforme, les temps d'emissions des paquets sont 
decales. Cette difference entre les temps d'arrivee des paquets au routeur 1 donne assez 
de temps au systeme pour servir un paquet avant l'arrivee du suivant et le temps d'attente 
de ce dernier est de ce fait reduit puisqu'a son arrivee le serveur de transmission est deja 
libere. 
En ce qui concerne la gigue du trafic de donnees, le modele DiffProtect favorise le rejet 
les paquets BE en cas de pannes au lieu de leur mise en attente. Les paquets BE qui 
reussissent a traverser un systeme DiffProtect en etat de pannes le font seulement dans le 
cas ou le chemin optique qui leur est dedie est fonctionnel. Ces paquets BE ne subissent 
aucun temps d'attente supplemental, le delai bout-en-bout est minimal pour tous les 
paquets et la gigue est de ce fait reduite. Dans le cas de DiffServ*, toute panne d'un ou 
plusieurs chemins optiques reduit la capacite de transmission entre les routeurs 1 et 2. Les 
consequences de la congestion resultante sur la performance des paquets BE sont pires a 
cause de leur basse priorite. Le delai et la gigue de ces paquets sont tres grands puisque le 
taux de service est severement limite par le manque de capacite de transmission et par la 
quantite de trafic des classes de haute priorite. 
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FIG. 3.10 Gigue moyenne sous pannes 
En conclusion, nous pouvons deduire des resultats obtenus que les deux modeles de pro-
tection peuvent etre utilises pour proteger adequatement le trafic de voix le plus prioritaire. 
Le modele DiffServ* produit une meilleure performance pour le trafic video, surtout en 
terme de delai et gigue moyenne. Cette amelioration pour la classe AF dans DiffServ* 
est aux depends du trafic BE. Bien que le taux de pertes moyen de cette classe de trafic 
est reduit avec DiffServ*, la degradation de qualite de service en cas de pannes pour les 
mesures de delai et gigue est plus importante. 
3.2.2 Simulation d'un reseau a deux noeuds et du trafic TCP 
Dans ce qui precede, seules des sources qui utilisent le protocole UDP ont ete utilisees 
dans nos simulations. Contrairement a TCP, UDP poursuit remission du trafic au meme 
debit configure quelque soit l'etat du reseau et ne fournit aucun mecanisme de retrans-
mission en cas de congestion et de perte de paquets. Le choix d'UDP rend la protection 
du trafic totalement dependante des mecanismes DiffServ* et DiffProtect utilises dans le 
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reseau. Ces derniers sont etudies et compares sous la meme charge de trafic dans les deux 
cas de fonctionnement normal et de panne(s) et sans 1'influence d'aucun mecanisme de 
protection externe, tel TCP par exemple. Les resultats montres dans la section precedente 
sont alors evalues dans le pire cas ou aucune protection a la source n'est offerte aux flots 
de trafic et refletent avec plus d'exactitude la qualite de protection des deux mecanismes 
proposes. 
Une source TCP se base sur un mecanisme qui utilise les accuses de reception comme 
mecanisme de retroaction pour deduire l'etat du reseau et done ajuster le debit de trafic en 
fonction de ce dernier. Dans le cas de nos modeles de simulation, une panne causera une 
congestion dans le modele DiffServ* et, si elle touche le chemin optique BE, une perte 
totale de tous les paquets de cette classe. Une source BE TCP sera en mesure de detecter 
ces anomalies et reduira de ce fait son debit pour proteger son trafic. Nous aurons ainsi 
moins de trafic BE qui circule dans le reseau, done moins de congestion et moins de pertes 
pour cette classe. Ainsi, TCP peut etre considere comme un mecanisme de protection 
additionnel qui opere a un niveau superieur a ceux de DiffServ* et DiffProtect. Le but 
de cette section est de montrer 1'influence de l'utilisation de TCP sur la performance de 
DiffServ* et DiffProtect en cas de pannes. 
Nous reutilisons les memes topologies a deux noeuds de la figure 3.1, la seule difference 
dans ce cas est que les sources UDP de trafic BE sont maintenant remplacees par des 
sources TCP mais gardent les memes caracteristiques de trafic. Les figures 3.11, 3.12 
et 3.13 comparent respectivement les valeurs de taux de pertes, les delais et les gigues 
moyens des differentes classes de trafic. D'apres ces resultats, nous pouvons clairement 
voir que : 
- meme quand une partie du trafic est TCP, la protection offerte par DiffServ* est toujours 
meilleure que celle de DiffProtect; 
- les valeurs de delai et gigue dans les simulations sont meilleurs avec TCP qu'avec du 
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trafic tout UDP; 
- dans les deux cas de DiffProtect et DiffServ*, seule la gigue du trafic BE TCP semble 
etre inferieur que celle du trafic BE UDP; 
- le resultat le plus impressionnant est le taux de pertes des paquets. D'apres la figure 3.11: 
- les flots EF et AF sont proteges de facon similaire avec DiffServ* et DiffProtect, 
- le taux de perte du trafic BE est presque nul. 
Ces resultats confirment nos suppositions precedentes qu'une source TCP s'adaptera a la 
congestion causee par la panne et emettra moins de paquets dans cette situation. La source 
emet des paquets seulement quand le reseau possede assez de capacite ce qui explique 
pourquoi les taux de pertes observes ne sont pas significatifs. II faut noter que la protection 
offerte a la classe BE qui semble etre meilleure que celle de EF et AF dans certains cas 
n'est pas due a DiffServ* ou a DiffProtect mais bien au protocole TCP qui apporte un 
supplement de fiabilite quand la situation le requiert. 
























FIG. 3.11 Taux de perte moyen, Trafic BE TCP 
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FIG. 3.12 Delai moyen, Trafic BE TCP 
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FIG. 3.13 Gigue Moyenne, Trafic BE TCP 
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3.3 Simulations d'un reseau lineaire a quatre noeuds 
La section precedente a permis de comparer de facon directe la performance de DiffServ* 
a celle de DiffProtect. Les resultats ont permis d'identifier les forces et les faiblesses 
des deux modeles. Dans ce qui suit, nous etudions un reseau plus grand qui permet de 
combiner l'utilisation des deux modeles de protection. Dans ce type de reseau, certains 
liens IP sont proteges par DiffServ* alors que d'autres utilisent DiffProtect. La simulation 
de tels reseaux permet de combiner les avantages en performance des deux modeles et 
d'en etudier 1'interaction. 
Trois liens logiques sont necessaires pour interconnecter les routeurs d'un reseau lineaire 
a quatre noeuds. Deux possibilites de protection sont disponibles pour chaque lien. II 
existe alors 23 = 8 combinaisons de protection possibles. La methode par simulation 
permet de simuler chacune des 8 combinaisons et de trouver celle qui offre les meilleures 
garanties de qualite de service et qui potentiellement permet de reduire le cout attribue a 
la redondance optique. 
Un reseau qui combine l'utilisation de DiffServ* et DiffProtect est appele MixProtect. La 
figure 3.14 montre la version simulee d'un tel reseau. Les Hots IP traversent successive-
ment les routeurs 1,2,3 et 4. Le lien (1,2) est protege par DiffServ*, (2,3) par DiffProtect 
et fmalement (3,4) par DiffServ*, d'ou la nomenclature MixProtect DS-DP-DS. 
Les resultats de cette section sont publies dans (Awad et al., 2008) et montrent que l'uti-
lisation croissante de DiffServ* versus DiffProtect dans un tel reseau ameliore sa perfor-
mance moyenne en cas de pannes. Les resultats indiquent par contre que la combinaison 
DiffServ*-DiffProtect doit etre soigneusement choisie pour assurer une qualite de protec-
tion maximale aux differents types de trafic. La qualite de protection depend intrinseque-
ment du nombre et position des liens proteges par DiffServ* ou DiffProtect et de la nature 
du trafic injecte dans le reseau, debit constant, On-Off, en rafales, etc. 
95 
Protection MixProtect 
^ OXC ^ g Routeur IP 
FIG. 3.14 Reseau MixProtect (DS-DP-DS). 
3.3.1 Performance moyenne en mode normal 
Nous avons d'abord procede a la simulation des huit combinaisons de protection sans 
pannes. Pour cette etude, nous utilisons les memes modeles DiffServ* et DiffProtect et 
les memes sources UDP de trafic de voix, video et de donnees que ceux decrits a la 
section 3.2. 
Nous evaluons pour chaque simulation le taux moyen de rejet de paquets, le delai moyen 
de bout-en-bout ainsi que la gigue moyenne par flot et par combinaison de protection. 
Pour accroitre 1'exactitude de nos resultats, chaque combinaison de protection a ete si-
mulee dix fois. Les valeurs moyennes sont presentees dans les figures 3.15, 3.16 et 3.20. 
Nous constatons directement que les resultats different d'une combinaison de protection a 
l'autre. Bien que les liens de transmission sont adequatement dimensionnes dans les deux 
cas de DiffServ* et DiffProtect, la difference reside dans le transfert des paquets dans la 
couche optique. Dans DiffServ*, la bande passante est partagee entre les differents flots 
de trafic alors qu'avec DiffProtect, la capacite du lien IP est divisee entre les differents 
flots et chaque trafic utilise une partie qui lui est reservee de la capacite de transmission 
totale. 
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La figure 3.15 montre le taux de perte de paquets pour chaque classe de trafic et pour 
chaque combinaison de protection. Nous pouvons voir que : 
- il n'y a aucune perte de paquets de voix et de donnees UDP; 
- il y a de faibles pertes, moins de 1%, dans le cas de trafic video; 
- les pertes ont lieu : 
- malgre la simulation sans pannes des reseaux, 
- malgre la priorite des paquets AF qui est plus elevee que celle des paquets BE. 
Les sources de trafic video emettent leur trafic en rafales de differentes tailles. II est pos-
sible que le reseau soit incapable de contenir tous les paquets videos emis simultanement 
et soit force d'en rejeter quelques un. Des tests effectues subsequemment sur la taille des 
files d'attentes du reseau ont permis de verifier cette hypothese. Nous remarquons que le 
taux de perte des paquets video est plus eleve quand DiffProtect est utilise sur tous les 
liens du reseau que quand au moins un lien est protege par Diffserv. Ceci est du au fait 
que DiffServ* utilise un mecanisme de mise en forme qui assure la conformite d'un trafic 
a un certain profil predefini. Le profil contient des conditions, par exemple, sur le debit de 
trafic moyen ainsi que la taille maximale d'une rafale. Ce mecanisme est necessaire parce 
que dans le cas de DiffServ*, plusieurs trafics partagent les memes ressources de trans-
mission. II est done important de s'assurer qu'aucun trafic ne depasse les limites qui lui 
sont imposees et n'empiete done pas sur les ressources reservees aux autres flots. Ainsi, 
si le trafic emis par une source ne respecte pas ce profil, tout excedent est marque non 
conforme, voit sa probabilite de rejet augmenter et est rejete aux premiers signes de pro-
bleme. DiffProtect est plus efficace dans ce cas puisqu'il assigne au trafic video un chemin 
de transmission qui lui est reserve de la source jusqu'a la destination. 
La graphique de la figure 3.16 montre que le delai moyen du trafic de voix est constant 
quelle que soit la combinaison de protection utilisee, le trafic EF est toujours assure d'ob-
tenir la meilleure protection pour tous les MixProtect possibles. Nous pouvons voir aussi 
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FIG. 3.16 Delai moyen, sans pannes 
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que le delai moyen du trafic video est reduit quand DiffServ* est utilise sur un nombre 
croissant de liens. Le delai de ce trafic est seulement affecte par le nombre de liens qui 
sont proteges par DiffServ* et non leurs positions respectives sur le chemin utilise par le 
flot. Seul un reseau tout-DiffServ* permet de garantir la meilleure performance puisque 
dans ce cas, la bande passante disponible pour servir le trafic video a chaque partie du 
chemin est plus grande que celle offerte dans le cas de DiffProtect. En ce qui concerne le 
trafic de donnees, la figure 3.16 montre un comportement du delai tres different. En effet, 
quand DiffServ* est utilise au point d'entree du reseau, soit dans les combinaisons DS-
DP-DP, DS-DP-DS et DS-DS-DP, le delai du trafic de donnees augmente pour atteindre le 
meme niveau que le delai du trafic video en rafales. Ce comportement n'est pas observe 
dans le cas DS-DS-DS dans lequel DiffServ* est a l'entree du reseau, il est deploye sur 
tous les autres liens du chemin et le delai BE est a son plus bas niveau. Ceci nous permet 
de cone lure que la position de DiffServ* a l'entree du reseau est une condition neces-
saire, mais non suffisante puisqu'il est aussi necessaire d'avoir DiffProtect sur au moins 
un lien subsequent du reseau pour observer la degradation de performance mentionnee. 
Ainsi, nous pouvons deduire que le delai du trafic BE est grandement affecte par le chan-
gement de DiffServ* a DiffProtect le long d'un chemin donne et que la position relative 
des techniques de protection aura une grande influence sur la performance. 
Une analyse plus raffinee des effets de la combinaison de protection sur le delai est mon-
tree dans les figures 3.17, 3.18 et 3.19. Chacune de ces figures montre le delai moyen par 
classe de trafic sur chacun des trois liens du reseau. La figure 3.17 montre le delai moyen 
de paquets sur le lien qui relie les routeurs 1 et 2. Quand ce lien est protege par DiffPro-
tect, le delai moyen des paquets video est deux fois plus grand que celui observe quand 
ce meme lien est protege par DiffServ*. Ceci est une consequence directe de la capacite 
de transmission mise a la disposition du trafic video en rafales a l'entree su reseau. Avec 
DiffServ*, la capacite de transmission du lien a l'entree du reseau est plus grande, ceci 
implique que le temps de service des paquets d'une rafale video sera plus faible que quand 
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ces derniers doivent utiliser seulement une portion de la bande passante disponible comme 
dans le cas de DiffProtect. La variation de la protection du premier lien n'affecte pas la 
performance du trafic EF et a un impact mineur sur les fiots BE de donnees, les flots de 
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FIG. 3.17 Delai sur le lien (1,2) 
La figure 3.18 montre le delai encouru par les differents flots de trafic au lien (2,3) du 
reseau. Les resultats montrent que : 
- la technique de protection de ce lien n'a aucun effet sur le delai de la classe EF; 
- le delai des flots AF et BE est a son maximum quand : 
- le lien (2,3) est protege par DiffProtect, 
- le lien precedent (1, 2) est protege par DiffServ*. 
Nous expliquons ceci par le fait que chacun des flots video et donnees passe d'un lien a 
haute capacite, DiffServ*, a un sous-lien DiffProtect de plus basse vitesse. Les delais sont 
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FIG. 3.18 Delai sur le lien (2,3) 
que celle avec laquelle ils peuvent quitter ce noeud sur les canaux optiques qui leur sont 
reserves dans le lien (2,3). Cette transition n'a pas le meme impact sur les paquets de 
voix puisqu'ils sont de haute priorite et de taille plus petite et done mo ins affectes par le 
changement de capacite de transmission. 
Finalement, la figure 3.19 montre les delais encourus sur le dernier lien du reseau. Comme 
dans le cas du lien (2,3), nous avons que : 
- le delai des flots AF et BE est plus important quand une transition de DiffServ* a 
DiffProtect a lieu; 
- ces delais atteignent leur maximum quand les paquets traversent une portion tout-
DiffServ* du chemin avant d'arriver a un lien DiffProtect. 
Le comportement de la gigue est etudie dans la figure 3.20. Les resultats montrent que : 
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FIG. 3.19 Delai sur le lien (3,4) 
un nombre croissant de liens proteges par DiffServ* diminue la gigue des paquets video 
AF; 
la gigue du trafic BE augmente quand plus de liens sont proteges par DiffServ*. 
La gigue de la classe AF est pratiquement le double quand au moins un lien est protege 
par DifJProtect. Encore une fois, DiffProtect divise la capacite de transmission disponible 
au niveau physique entre les trois classes de trafic. Ceci implique que les paquets AF 
sont servis par un lien de plus faible capacite. Etant donne la nature en rafale de ce flot, 
la gigue sera d'autant plus importante. La situation est inverse avec DiffServ*, une plus 
grande capacite de transmission assure un service beaucoup plus rapide aux paquets AF 
et permet alors d'obtenir des valeurs de delai et de gigue plus faibles pour cette classe. 
Le figure 3.20 montre aussi que la gigue des paquets BE est plus grande quand DiffServ* 
est utilise a 1'entree du reseau. Cette observation est une autre indication que la position 
des mecanismes de protection est un facteur important qui peut affecter la performance. 
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Dans le reseau tout-DiffServ*, la gigue des paquets BE atteint son maximum en raison de 
la faible priorite de ces derniers dans l'acces du lien protege par DiffServ*. 












Gigue moyenne VS Protection 
o o o o 
• - jEF-Voix 
• AF-Video 
U : BE-Donnees 
o /* & 0 $ $ ? 0 
J # # # <§> # <¥ 
^ <i <l <b $ <5> e> 
O^ O^ <*T <$r <$* ^ T 
Protection du chemin 
FIG. 3.20 Gigue moyenne, sans pannes 
jr 
\°v 
3.3.2 Performance moyenne en cas de pannes 
Nous simulons pour cette etude les huit combinaisons de protection DiffServ*/DiffProtect 
possibles pour le reseau lineaire a quatre noeuds. Nous etudions la fiabilite de chaque com-
binaison et nous essayons d'identifier la combinaison qui offre la meilleure protection 
pour chaque classe de trafic et chaque mesure de performance. Nous simulons les combi-
naisons tout-DiffServ*, tout-DiffProtect et les six MixProtect sous differents scenarios de 
pannes. La generation des pannes se fait independamment pour chaque chemin optique 
d'un lien logique et pour chaque lien logique du reseau considere. Comme dans le cas du 
reseau a deux noeuds, la duree des pannes et des temps inter-pannes de chaque chemin 
optique sont tout deux distribues exponentiellement. La duree moyenne d'une panne est 
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de 10 secondes, celle de l'intervalle entre deux pannes successives est de 100 secondes. 
Les chemins optiques tombent en panne independamment les uns des autres, ceci permet 
d'avoir en altemance et dans n'importe quel ordre pour chaque lien logique des sequences 
de pannes simples, doubles, triples et des periodes sans aucune panne. Vu que le reseau est 
compose de trois liens, la panne la plus severe qui touche ces derniers determine l'etat du 
reseau. Ainsi, si le premier lien du reseau est en panne simple, le deuxieme est en panne 
double et le troisieme fonctionne normalement, nous disons que le reseau est en etat de 
panne double. A titre indicatif nous montrons dans le tableau 3.1 le nombre moyen de 
configurations de pannes simples, doubles, triples et aucune qui affecte chaque lien indi-
viduellement et le reseau entier pendant une simulation de 2000s. Les resultats montrent 
qu'en moyenne, 100 pannes simples, 15 pannes doubles et 1 panne triple affectent chaque 
lien logique du reseau. Le nombre de fois que le reseau est en etat de panne simple est de 
205, 44 pour l'etat de panne double et 2 pour l'etat de panne triple. Bien que la frequence 





















TAB. 3.1 Nombre moyen de configurations de pannes qui affectent les liens logiques et le 
reseau 
d'echantillonner les differents etats de pannes possibles au cours de chaque simulation. 
Sous l'effet des pannes, nous mesurons les moyennes de taux de perte de paquets, de delai 
de bout-en-bout et de gigue pour chaque classe de trafic et pour chaque combinaison de 
protection. Un trace des taux de perte de chaque classe de trafic en fonction des combinai-
sons de protection est montre a la figure 3.21. Etant donne qu'il y a une grande difference 
entre les taux de perte des classes AF et BE et celle de EF, nous tracons cette derniere 
en utilisant l'echelle de l'axe des ordonnees Y a droite du graphique, les resultats AF et 
BE sont traces en concordance avec l'echelle la plus grande de l'axe Y a gauche. Cette 
technique montre avec plus de details l'effet de la variation de protection sur le taux de 
perte des paquets EF. 
La figure 3.21 montre que : 
- a cause de sa faible priorite, le trafic BE subit le plus grand taux de perte; 
- le taux de perte AF est tres inferieur a celui de BE; 
- le trafic EF beneficie d'une protection proche de 99.9%; 
- un nombre croissant de liens proteges par DiffServ* diminue les taux de perte des 
classes AF et BE. 
Ceci montre encore l'avantage de DiffServ* qui permet le partage d'un lien de grande 
capacite entre differentes classes de trafic par rapport a DiffProtect qui divise la capacite 
de transmission de facon stricte et reserve des liens de capacite plus faibles a chaque classe 
individuellement. 
Le delai des differents fiots de trafic est montre dans la figure 3.22 ou nous voyons que 
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quand DiffServ* devient la forme principale de protection dans le reseau : 
- le delai des paquets de voix augmente faiblement; 
- le delai diminue de moitie pour les paquets de video; 
- le delai moyen des paquets BE est double par rapport au cas tout-DiffProtect. 
Dans le cas de DiffProtect, les pannes du niveau physique n'ont aucun effet sur la perfor-
mance du trafic EF. Quelle que soit la situation, ce modele a toujours un chemin optique 
de capacite garantie qui lui est reserve. Dans le cas de DiffServ*, toute panne au niveau 
physique se propage en tant qu'une diminution de la capacite de transmission totale dis-
ponible au niveau IP. Vu que nous utilisons un mecanisme d'ordonnancement prioritaire 
sans preemption au niveau de DiffServ*, les paquets EF ont toujours priorite absolue, 
mais seulement dans le cas ou le serveur est libre. Si un paquet EF arrive alors qu'un autre 
paquet de plus basse priorite est deja en service, le paquet devra attendre la fin du service 
de ce dernier avant qu'il ne soit transmis. Si la capacite de transmission est diminuee a 
cause d'une panne, le temps de transmission du paquet de basse priorite est plus long alors 
le delai d'attente du paquet EF sera allonge d'autant. Ceci explique la legere croissance 
du delai du trafic EF quand DiffServ* devient la forme de protection dominante dans le 
reseau. 
Dans le cas du trafic video, la figure montre que le delai decroit avec l'utilisation crois-
sante de DiffServ* dans le reseau et ce delai atteint son minimum dans le cas du reseau 
tout-DiffServ*. Pour les memes raisons evoquees dans le cas du reseau a deux noeuds, 
revolution decroissante du delai video est due a la disponibilite d'une capacite de trans-
mission plus grande et plus adaptee a un trafic en rafales. 
Nous savons que la tendance de DiffProtect est de rejeter les paquets de donnees en cas 
de pannes. Dans ces conditions, le delai moyen des paquets survivants est moindre avec 
DiffProtect qu'avec DiffServ* qui a la tendance de mettre les paquets de faibles priorites 
en attente en cas de problemes. 
106 
Si nous comparons les resultats de la figure 3.21 avec ceux de la figure 3.16 en fonction-
nement normal, nous pouvons voir Peffet des pannes et de la combinaison de protection 
sur la degradation du delai pour les trois classes de trafic. Nous pouvons observer que : 
- il est evident que le delai du trafic de voix est le meme en cas de pannes ou non; 
- le delai video est plus grand en cas de pannes cependant: 
- nous distinguons une evolution similaire de ce dernier dans les deux situations, 
- le delai video decroit quand l'utilisation de DiffServ* augmente, 
- seulement un reseau tout-DiffServ* garantit a ce trafic le meme niveau de perfor-
mance en fonctionnement normal et en cas de panne, 
- le comportement du delai du trafic BE est different en cas de panne, ce dernier augmente 
quand DiffServ* devient predominant. 
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FIG. 3.22 Delai moyen, avec pannes 
La figure 3.23 montre que l'utilisation croissante de DiffServ* : 
- augmente de facon negligeable la gique du trafic EF; 
- diminue la gigue de la classe AF et meme si DiffServ* est utilise plus frequemment: 
- l'utilisation de DiffProtect sur au moins un lien du reseau double la gigue AF; 
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FIG. 3.23 Gigue moyenne, avec pannes 
- la gigue du trafic BE augmente : 
- en comparant le cas tout-DiffProtect a tout-DiffServ*, la gigue BE est quadruple. 
3.3.3 Distributions de performance en cas de pannes 
Dans la section 3.3.2 nous avons analyse les valeurs moyennes du taux de pertes, de de-
lai de bout-en-bout et de gigue pour chaque classe de trafic. Ce type d'analyse ne donne 
qu'une vue generate sur le comportement du reseau en cas de pannes. Une analyse sup-
plemental des distributions des mesures de performance est presentee dans cette section. 
Elle donne plus de details sur l'effet des differentes pannes sur la performance du reseau 
percue par chaque flot individuellement. 
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3.3.3.1 Distributions de performance de voix et de donnees 
Nous analysons les distributions du delai et de gigue pour chaque combinaison de pro-
tection, chaque classe de trafic et dans les etats d'aucune panne, panne simple et panne 
double. L'enumeration totale resulte en un total de 144 graphiques (c.f. l'annexe II). Nous 
resumons done les resultats pour le trafic de voix et de donnees, seules les distributions 
les plus interessantes, celles du delai pour le trafic video en cas de pannes doubles sont 
montrees et analysees en detail. 
Quand le nombre de liens proteges par DiffServ* augmente, nous observons que les dis-
tributions de delai et de gigue du trafic de voix sont legerement plus dispersees. Etant 
donne que les differences sont tellement minimes, nous pouvons dire que la performance 
est toujours garantie pour le trafic de voix dans toute situation de panne et avec toute 
combinaison de protection. 
Dans un reseau tout-DiffProtect, le flot BE utilise un chemin optique qui lui est propre 
de l'origine a la destination. Quand le reseau est en etat de panne, le flot BE n'est affecte 
que quand la panne est sur le chemin qu'il utilise. Dans tout autre cas, le service au trafic 
de donnees demeure ininterrompu. Ceci resulte en un taux de perte plus eleve, mais des 
distributions de delai et de gigue etroites et limitees. Le comportement inverse est observe 
quand le nombre de liens qui utilisent DiffServ* augmente. En cas de pannes, le modele 
DiffServ* met plus de paquets en attente, les valeurs de delai et de gigue sont de ce fait 
plus elevees que celles observees quand le reseau est entierement protege par DiffProtect. 
Ce dernier protege le trafic de donnees contre des valeurs elevees de delai et de gigue, 
mais rejette plus de paquets de basse priorite. 
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3.3.3.2 Distributions de performance de video 
Aucune difference significative de performance de delai et de gigue AF n'a ete observee 
entre les huit combinaisons de protection en cas de fonctionnement normal et de pannes 
simples. Les resultats de performance du trafic video sont resumes ci-dessous : 
- en cas d'operation normale et quand DiffServ* devient predominant dans le reseau : 
- les resultats de delais sont similaires a des distributions exponentielles tronquees; 
- en cas de pannes simples, 
- seul un reseau tout-DiffServ* preserve la distribution de delai sous forme exponen-
tielle, 
- les autres combinaisons de protection entrainent des distributions de type bimodal. 
Distribution du delai video en cas de panne double (DiffProtect) 
1- 1 
0 0.1 0.2 0.3 0.4 0.5 
Delai (secondes) 
FIG. 3.24 FDP du delai avec DP-DP-DP 
Les resultats en cas de pannes doubles montrent par contre un comportement different. 
Les figures 3.24 a 3.31 montrent l'effet de l'usage additionnel de DiffServ* sur les distri-



















Distribution du delai video en cas de panne double (MixProtect) 
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FIG. 3.25 FDP du delai avec DP-DP-DS 
de protection a 1'autre et ceci est reflete dans les histogrammes de performance qui sont 
discutes prochainement. 
Pour un lien protege par DiffServ* et compose de trois chemins optiques de meme capa-
city, une panne double peut avoir lieu sur le premier et le deuxieme chemin, le deuxieme 
et le troisieme ou bien le premier et le troisieme. Quelle que soit la position de la panne 
double, le meme effet est observe au niveau IP, la bande passante du lien logique est di-
minuee au tiers de sa valeur originate, toutes les classes sont affectees par la congestion 
qui en resulte et la performance par classe depend seulement de sa priorite de service. La 
situation est differente dans le cas de DiffProtect. Une panne double peut avoir lieu sur 
les chemins EF et BE sans toucher le chemin reserve au trafic AF. Dans ce cas, la perfor-
mance en cas de pannes pour un flot donne depend non seulement de sa priorite et de la 
protection qui lui est offerte, mais aussi de la position de la panne dans le reseau. 
I l l 
0.25 
Distribution du delai video en cas de panne double (MixProtect) 


























FlG. 3.26 FDP du delai avec DP-DS-DS 
0.25r 




FIG. 3.27 FDP du delai avec DS-DP-DS 
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La position variable d'une panne double dans le cas de DiffProtect explique la forme 
bimodale de la distribution du delai de la figure 3.24. Quand une panne touche les chemins 
optiques de voix et de donnees, le trafic video n'est pas affecte et est transmis dans un 
delai minimal. Quand une panne touche le chemin optique video, sa bande passante est 
reduite de 50%, le delai de transmission des paquets ainsi que leurs temps d'attentes sont 
plus grands. Ceci explique la formation du second sommet dans la distribution du delai. 
D'autres resultats montrent que la hauteur du second sommet est plus grande quand la 
frequence de pannes doubles qui affecte le chemin optique video augmente. 
Distribution du delai video en cas de panne double (MixProtect) 
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FIG. 3.28 FDP du delai avec DP-DS-DP 
Les figures 3.25, 3.26, et 3.27 montrent respectivement les distributions du delai pour les 
combinaisons de protection qui se terminent par DS : DP-DP-DS, DP-DS-DS et DS-DP-
DS. Etant tous similaires, nous pouvons voir que l'utilisation de DiffServ* au point de 



































Distribution du delai video en cas de panne double (MixProtect) 
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FIG. 3.29 FDP du delai avec DS-DP-DP 
Les resultats pour les combinaisons DP-DS-DP et DS-DP-DP sont montres dans la fi-
gure 3.28 et 3.29 respectivement. Nous pouvons voir que l'utilisation de DiffProtect sur le 
dernier lien du reseau limite le delai a des valeurs inferieures a 300 ms. Des resultats as-
sez similaires sont observes dans la figure 3.30 pour le cas DS-DS-DP ou nous observons 
toujours deux sommets, des valeurs de delai limitees, mais pas a 100%. Ceci implique que 
l'utilisation seule de DiffProtect au point de sortie du reseau ne peut garantir des bornes 
sur le delai. II faut en plus limiter le nombre de liens proteges par DiffServ*, puisque son 
utilisation croissante offre de moins en moins de garanties sur le delai. 
Finalement, la figure 3.31 montre la performance dans le cas du reseau tout-DiffServ*. 
Pres de 50% des paquets ont des delais de moins de 100 ms. L'autre moitie est sujette 
a des delais tres superieurs et parfois plus grands que 500 ms. Un reseau tout-DiffServ* 
garantit une performance moyenne meilleure qu'un reseau avec au moins un DiffProtect 
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FIG. 3.30 FDP du delai avec DS-DS-DP 
Les figures 3.32 et 3.33 montrent les distributions cumulatives du delai du trafic video 
pour toutes les combinaison de protection en cas de pannes doubles. Nous pouvons voir 
des deux figures que : 
- pour les combinaisons de protection qui se terminent par DiffProtect: 
- le point limite P = 1 est atteint plus rapidement, 
- les courbes croissent relativement rapidement entre les points d'abscisses 100 ms et 
200 ms; 
- pour les combinaisons qui se terminent par DifiServ* : 
- la marque P — 1 est atteinte seulement pour des grandes valeurs de delai, 















Distribution du delai video en cas de panne double (DiffServ) 
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FIG. 3.31 FDP du delai avec DS-DS-DS 
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FIG. 3.32 FDC du delai pour combinaisons commencant par DifYProtect 
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FIG. 3.33 FDC du delai pour combinaisons commencant par DiffServ* 
3.3.3.3 Resume 
Les resultats des figures 3.21-3.23 montrent qu'une protection essentiellement basee sur 
DiffServ* est ideale pour garantir une meilleure performance globale en cas de pannes. 
Les conclusions principales de notre analyse : 
- la protection offerte au trafic EF est relativement invariable quelle que soit la nature de 
la protection utilisee; 
- quand DiffServ* devient predominant dans le reseau : 
- nous observons aussi une amelioration systematique de pratiquement toutes les me-
sures de performance du trafic AF, 
- le taux de perte du trafic BE est a la baisse, 
- ceci est a l'encontre du delai et de la gigue de ce trafic qui se deteriore. 
Cette penalite de performance peut etre acceptable etant donne la nature du trafic BE qui 
n'a pas besoin d'une QdS garantie. Si notre objectif est de maximiser la performance 
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moyenne du reseau, alors DiffServ* est la methode de choix. Si ce n'est pas le cas, il faut 
alors considerer des situations particulieres de performance, de trafic et de pannes comme 
dans l'exemple de la section 3.3.3. Nous pouvons avoir, a certains endroits du reseau, que 
la probability des pannes doubles est jugee inacceptable et qu'il faut absolument limiter le 
delai du trafic AF. II serait alors conseille d'utiliser une combinaison MixProtect, tel DP-
DS-DP et DS-DP-DP qui selon nos resultats aboutissent a une meilleure performance. 
Nous pouvons generaliser en suggerant deux directives dans le choix d'une combinaison 
MixProtect pour un flot ou un reseau. II faut que : 
- la derniere partie d'un chemin utilise par un flot AF video particulier soit protegee par 
DiffProtect; 
- le nombre de liens proteges par DiffServ* ne depasse pas le nombre de ceux proteges 
par DiffProtect. 
Ces conditions doivent etre appliquees avec prudence puisque, dans un grand reseau qui 
est utilise par plus d'un flot, il est possible d'avoir un lien protege par DiffProtect qui soit, 
par exemple, le dernier d'un chemin et le premier lien d'un autre. Ce conflit fera l'objet 
d'un modele d'optimisation detaille dans le chapitre 5. 
3.4 Simulations de grands reseaux mailles 
Le reseau de la figure 3.34 est simule pour montrer que la methode de protection MixPro-
tect est extensible et permet de proteger le trafic de facon adequate pour des topologies 
plus complexes utilisees par plus d'un flot. Le reseau comprend trois flots A, B et C qui se 
croisent. Les performances moyennes d'une protection toute-DiffServ*, toute-DiffProtect 
et celle de plusieurs combinaisons MixProtect ont ete evaluees. 
Les modeles DiffServ* et DiffProtect utilises dans 1'etude ci-contre sont identiques a ceux 
utilises dans les sections precedentes. Dans le cas de DiffServ*, chaque lien IP est un 
groupement de chemins optiques, aucune protection n'est disponible au niveau physique 
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et toute panne de chemin optique cause une reduction au niveau de la capacite du lien 
logique correspondant. Dans le cas de DiffProtect, trois chemins optiques sont utilises 
mais ceux-ci sont munis de chemins de protection qui sont disjoints des chemins optiques 
primaires. 
Pour cette etude, nous simulons la topologie de la figure 3.34. Ce reseau possede les 
caracteristiques suivantes : 
- topologie en maille a six noeuds et sept liens logiques; 
- tous les liens logiques sont des groupements de trois chemins optiques; 
- les chemins optiques d'un lien sont disjoints entre eux et de ceux de tout autre lien 
logique; 
- trois flots A, B et C croises et routes sur trois chemins logiques differents. 
Dans le cas du reseau de la figure 3.34, aucun multiplexage n'a lieu et tous les canaux 
optiques sont mis en place sur des chemins physiques differents. Dans ce cas, la coupure 
d'une fibre optique produit la panne d'un seul chemin optique et affecte un seul des sept 
liens logiques du reseau IP. Cette configuration n'est pas tres realiste puisque dans un re-
seau IP/WDM reel, les canaux optiques de deux liens logiques differents peuvent partager 
une ou plusieurs fibres optiques. Dans ces conditions, la coupure d'une fibre entraine la 
panne d'un ou plusieurs chemins optiques de deux ou plusieurs liens logiques simultane-
ment. Dans ce cas, les pannes des liens logiques deviennent dependantes entre elles, de-
pendantes de 1'assignation physique des canaux optiques et done de la topologie physique 
utilisee. Si nous voulions considerer tous ces details, nos simulations seraient non seule-
ment plus complexes, mais aussi dependantes de l'assignation optique des connexions et 
de la topologie physique utilisee. 
Notre interet principal est d'etudier I'effet des pannes optiques sur la couche logique sans 
contraintes sur la disposition des connexions optiques et de la topologie physique. Dans 
cette optique, nous considerons que les pannes des liens logiques ont lieu sur des chemins 
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physiques separes et sont done independantes. Cette pratique permet d'avoir des pannes 
de tout type qui peuvent affecter toute combinaison de liens logiques simultanement ou 
separement. Notre etude devient alors independante d'une topologie physique fixe et done 
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FIG. 3.34 Simulation d'un reseau en maille a noeuds. 
Dans nos simulations : 
- les flots A, B et C ont les memes caracteristiques de trafic et debits que ceux des sections 
precedentes; 
- le flot A est route sur le chemin (1,2,3); 
- le flot B utilise le chemin (1,4,5,2,3,6); 
- le flot C est mis sur le chemin (4,5,6); 
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- pour assurer un dimensionnement adequat du reseau : 
- les liens (1,2), (1,4), (2,5), (3,6) et (5,6) sont utilises par un seul flot et ont un debit 
de 15 Mbps, 
- les liens (2,3) et (3,4) sont utilises par 2 flots, leur capacite est de 30 Mbps chacun. 
L'objectif principal de cette etude et de verifier si les resultats obtenus precedemment 
restent valables pour des topologies de reseau plus generates. Nous nous concentrons aussi 
sur la performance percue par le flot B puisqu'il utilise un nombre relativement grand de 
liens et doit partager l'utilisation des ressources de transmission de deux des liens qu'il 
utilise. 
Nous etudions la topologie de la figure 3.34 sous differentes combinaisons de protection 
MixProtect. Une des combinaisons etudiees est quand tous les liens sont proteges par 
DiffServ*, une autre quand tous utilisent DiffProtect. En considerant le nombre de liens 
dans le reseau, le nombre total de combinaisons DiffServ* et DiffProtect possible est de 
27 — 2 = 126. Etant trop nombreux a simuler en totalite nous etudions la qualite de 
la protection des diverses combinaisons MixProtect en fonction du nombre croissant de 
liens qui utilisent DiffServ*. 
Nous considerons en premier un reseau entierement protege par DiffProtect, nous choisis-
sons ensuite au hasard, 6 combinaisons de protection dont: 
- deux ont 25% des liens proteges par DiffServ* et 75% par DiffProtect; 
- les deux MixProtect suivants sont a 50-50 entre DiffServ* et DiffProtect; 
- les deux derniers ont 75% des liens qui utilisent DiffServ* et le reste DiffProtect. 
Finalement, nous avons le cas ou le reseau est entierement protege par DiffServ*. La 
table 3.2 montre les differentes combinaisons de protection utilisees telles que percues par 
les differents flots. Chacune des huit combinaisons a ete simulee a vingt reprises a chaque 
fois soumise a un scenario de panne different. Nous calculons par la suite la moyenne, a 
des intervalles de confiance de 95%, des taux de pertes, delai et gigue de chaque combi-


































TAB. 3.2 Protection mixte des flots 
naison de protection. Les resultats sont presentes dans les figures 3.35, 3.36 et 3.37 pour 
le flot B et dans les figures 3.38, 3.39 et 3.40 pour le reseau complet. 
Pour plus de visibilite dans les figures 3.35 et 3.38, le taux de perte des paquets EF et 
ceux des flots AF et BE ont ete traces sur deux echelles differentes. L'echelle de droite est 
utilisee pour montrer avec plus de details les effets de la variation de la combinaison de 
protection sur les taux de pertes du trafic EF. A gauche nous avons l'echelle des pertes AF 
etBE. 
Les taux de pertes de paquets du flot B sont montres dans la figure 3.35 : 
Le passage d'un reseau tout-DiffProtect a un reseau tout-DiffServ* influence differem-
ment chaque classe de trafic du flot B. Quand plus de liens sont proteges par DiffServ*, 
nous avons : 
- une faible augmentation de taux de perte des paquets de voix EF; 
- un inconvenient mineur vu que nous observons en contre-partie que : 
- moins de paquets AF sont perdus, 
- le taux de perte BE diminue d'approximativement 50%. 
Le delai moyen des differentes classes de trafic du flot B est montre a la figure 3.36. Nous 
pouvons voir que : 
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Protection du chemin 























Delai moyen VS Protection 
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100DP 25DSa 25DSb 50DSa 50DSb 75DSa 75DSb 100DS 
Protection du chemin 
FIG. 3.36 Delai moyenne, flot B 
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Le delai des paquets de voix est constant quelle que soit la combinaison de protection 
utilisee. 
Celui du trafic AF diminue quand DiffServ* devient predominant dans le reseau. 
Le delai du trafic BE augmente quand le ratio DiffServ*/DiffProtect augmente. 
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100DP 25DSa 25DSb 50DSa 50DSb 75DSa 75DSb 100DS 
Protection du chemin 
FIG. 3.37 Gigue moyenne, flot B 
La gigue du trafic de voix, video et donnees du flot B est montree a la figure 3.37. Quand 
plus de liens sont proteges par DiffServ*, nous observons que : 
- la gigue du trafic EF n'est pas affecte par le changement de protection; 
- la gigue de la classe AF diminue; 
- celle du trafic de donnee augmente. 
Les conclusions de l'analyse ci-dessus et celles de l'etude du reseau lineaire a quatre 
noeuds sont tres similaires. Ceci nous permet de confirmer que les resultats restent valides 
pour des chemins dont la longueur depasse quatre noeuds et meme en presence de plus 
d'un flot qui l'utilise en totalite ou en partie. 
Les figures 3.38, 3.39 et 3.40 montrent respectivement le taux de perte moyen, le delai 
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moyen et la gigue moyenne pour le reseau entier. Ces resultats sont obtenus en calcu-
lant la moyenne des taux de perte, delais et gigues des flots A, B et C. Ces graphiques 
permettent de tirer les memes conclusions que nous avons obtenues precedemment. L'uti-
lisation croissante de DiffServ* comme mecanisme de protection dans un reseau ameliore 
les valeurs de la qualite de service moyenne telle que percue par les flots. 







































100DP 25DSa 25DSb 50DSa 50DSb 75DSa 75DSb 100DS 
Protection du reseau 
FIG. 3.38 Taux de perte moyen, reseau 
La figure 3.38 montre un taux de perte decroissant pour les flots AF et BE et croissant 
pour le trafic EF. 
Delai et gigue sont visualises dans les figures 3.39 et 3.40 respectivement. 
- pour le delai: 
- le delai moyen du trafic de voix est constant quelle que soit la combinaison de pro-
tection utilisee, 
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100DP 25DSa 25DSb 50DSa 50DSb 75DSa 75DSb 100DS 
Protection du reseau 
FIG. 3.39 Delai moyen, reseau 
- pour la gigue : 
- la gigue des flots de voix augment tres legerement quand DiffServ* est utilise davan-
tage; 
- pour le trafic video, la gigue : 
- reste constante tant que moins de la moitie des liens sont proteges par DiffServ*, 
- diminue de pres d'un tiers quand plus de 75% des liens utilisent DiffServ* ; 
- la gigue des paquets BE double quand on compare les protections tout-DiffProtect et 
tout-DiffServ*. 
Cette section confirme nos observations de performance precedentes pour des reseaux a 
flot unique : 
- le modele de protection de trafic DiffServ* est capable de fournir une meilleure fiabilite 
que DiffProtect; 
- pour une reduction tres faible dans la performance des flots EF : 
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100DP 25DSa 25DSb 50DSa 50DSb 75DSa 75DSb 100DS 
Protection du reseau 
FIG. 3.40 Gigue moyenne, reseau 
majeures de performance en cas de pannes. 
II est important de noter qu'avec DiffServ* la protection du trafic prioritaire en cas de 
pannes se fait aux depends du trafic BE de plus basse priorite. Nous avons remarque qu'il 
est possible de diminuer 1'impact de la panne sur cette categorie de trafic en utilisant 
ce que nous appelons le routage par deflexion; nous presentons une description de cette 
solution dans 1'annexe III. 
Nous montrerons dans le chapitre suivant que les benefices de DiffServ* se comptent au-
tant en gains en protection et performance, mais aussi dans des economies dans la quantite 
de ressources necessaires au deploiement d'un reseau de prochaine generation multiser-
vice et fiable. 
L'approche par simulation permet d'evaluer, pour des reseaux de petites failles, la combi-
naison de protection optimale aux differentes priorites de trafic. Une analyse exhaustive 
par simulation devient impossible quand on traite des grands reseaux. Ceci est du au fait 
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que le nombre de combinaison augmente exponentiellement avec le nombre de liens dans 
le reseau. Le reseau de la figure 3.34 necessitera la simulation de 27 = 128 combinai-
sons de protection differentes pour trouver exactement la meilleure. 32768 combinaisons 
existent pour un reseau contenant 15 liens. 
II est alors primordial de developper un modele analytique qui optimise le deploiement 
DiffServ*/DifiProtect de protection differenciee multicouche pour un reseau de toute 
taille. Cette combinaison maximise la qualite de service offerte aux trafics de hautes prio-
rites en cas de pannes et permet de minimiser considerablement le cout associe a la re-




ANALYSE DE FIABILITE, DE COUTS ET ETUDE DE CAS 
Nous avons evalue au cours du chapitre precedent, la performance de DiffServ* du point 
de vue du trafic. Pour cela, nous avons considere la qualite de service et le niveau de pro-
tection offerts a chaque classe de trafic comme metriques et nous avons conclu que Diff-
Serv* est assurement capable de proteger le trafic prioritaire en cas de pannes physiques 
dans le reseau. Nous avons aussi etabli que grace au deploiement lien-par-lien de Diff-
Serv*, la topologie logique devient pratiquement immunisee contre les pannes de liens. 
II faudrait une multitude de pannes simultanees de composantes optiques pour causer la 
panne totale d'un lien logique. Etant donne que nous voulons porter une attention parti-
culiere a ce supplement considerable en fiabilite, l'objectif principal de ce chapitre est de 
montrer qu'un deploiement generalise de DiffServ* sur tous les liens logiques d'un reseau 
permet non seulement d'accroitre leur robustesse face aux pannes mais aussi de realiser 
des economies importantes en ressources de transmission. Nous demontrons ce point de 
vue dans les section 4.1 et 4.2 dans lesquelles la fiabilite et le cout de deploiement d'un 
reseau logique protege par DiffServ* sont evalues. 
La section 4.1 compare la fiabilite de deux reseaux IP/WDM demunis de tout mecanisme 
de protection optique ou l'un applique la technique standard de routage de connexions 
optiques et l'autre celle de DiffServ*. Quant a la section 4.2, celle-ci montre la quan-
tity de ressources de transmission necessaire au deploiement des modeles DiffServ* et 
DiffProtect dans un reseau IP/WDM. Elle montre que, meme en terme d'utilisation des 
ressources de transmissions, les modeles DiffServ* et DiffProtect sont avantageux par 
rapport a une methode de protection plus traditionnelle. Par la suite, une etude de cas est 
realisee a la section 4.3 et a comme objectif d'etudier la position des nouveaux modeles 
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de protection differenciee DiffServ* et DiffProtect par rapport aux propositions et archi-
tectures recentes pour les reseaux de prochaine generation. Plus particulierement, cette 
section decrit le fonctionnement de MPLS DiffServ-TE et montre la compatibilite entre 
cette architecture et les modeles de protection DiffServ* et DiffProtect. Nous presentons 
par la suite une etude qui montre l'avantage en fiabilite qu'a l'integration de DiffServ* 
dans l'environnement MPLS-DS-TE. 
4.1 Fiabilite des reseaux logiques proteges par DiffServ* 
La grande difference entre un reseau IP/WDM standard et celui avec DiffServ* est le rou-
tage physique des connexions optiques d'un groupement logique. Dans le cas des reseaux 
IP/WDM reguliers, les canaux optiques qui forment chaque groupement de liens sont mis 
en place sur le chemin physique le plus court qui separe les extremites du lien logique 
en question. Ceci est illustre a la figure 4.1 dans laquelle les composants du lien logique 
(Rl, R2) sont mis en place sur le lien physique sous-jacent {CI, C2}. II en est de meme 
pour les liens (Rl, R3), (Rl, RA), (R3, R2) et (RA, R2) qui constituent la topologie phy-
sique. 
Avec DiffServ*, les canaux optiques d'un lien logique doivent etre separes et mis sur des 
chemins disjoints physiquement. Ceci est necessaire pour preserver leur independance en 
cas de pannes physiques. Un exemple du routage DiffServ* est illustre a la figure 4.2. 
Dans ce cas, un chemin optique du lien (.Rl, R2) est mis en place sur le lien physique 
direct {CI, C2}, un deuxieme sur {CI, C3, C2} et un troisieme sur {CI, C4, C2}. Le 
meme principe s'applique pour les autres liens du reseau logique. 
Les couches logiques des figures 4.1 et 4.2 sont topologiquement identiques mais different 
seulement dans la facon utilisee pour leur mise en place. II est necessaire de mentionner 
aussi que les deux reseaux n'emploient aucun mecanisme de protection physique. Nous 
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FIG. 4.2 Routage et assignation de longueurs d'onde DiffServ* 
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pouvons alors calculer les probabilites de pannes des liens logiques en fonction de celles 
des differents liens physiques du reseau. 
Si P[Cij] est la probability qu'un lien physique [i,j] soit en panne alors la probabilite 
qu'un chemin optique C0 soit en panne se calcule a l'aide de la formule : 
P[c0] = i- ( I I U-^CyD] C
4-1) 
\(*j)ec0 / 
Nous savons qu'un lien logique ne tombe en panne que si tous ses canaux optiques sont 
en panne. Dans le cas normal, la probabilite de panne d'un lien logique est egale a la pro-
babilite de panne du seul chemin optique utilise pour le routage de ses connexions. Avec 
DiffServ*, la probabilite de panne d'un lien logique est egale au produit des probabilites 
de panne de tous les chemins optiques sous-jacents. Le tableau 4.1 montre les resultats 
de ces calculs pour une valeur P[Cij] Vi,j. Dans la colonne de gauche nous voyons les 
probabilites de panne des differents liens de la topologie logique dans le cas normal sans 
protection, a droite se trouvent les probabilites de panne, nettement inferieures, des liens 
DiffServ*. A titre indicatif, la colonne du milieu montre la probabilite de panne des liens 
logiques dans le cas ou les canaux optiques de chacun sont munis de canaux de protec-
tion qui leur sont disjoints; la probabilite de panne du lien logique est dans ce cas egale 
au produit des probabilites de pannes du chemin optique principal et celui utilise pour la 
protection. 
II devient alors evident qu'une deuxieme consequence tres importante du deploiement 
generalise de DiffServ* sur tous les liens d'un reseau logique est une augmentation consi-
derablement de sa fiabilite et sa robustesse face aux pannes physiques. La coupure d'une 
fibre optique unique ne peut dorenavant causer la panne complete d'un ou plusieurs liens 
logiques mais seulement une diminution de son ou leur debit. Nous passons alors d'une 
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TAB. 4.1 Fiabilite des liens logiques 
complete a une situation ou plusieurs echelons de pannes sont possibles. La diminution 
du debit d'un lien logique depend du nombre de pannes simultanees au niveau physique 
et plus ce nombre est eleve, plus sa probability est petite. 
Une deuxieme difference importante entre le cas regulier et celui avec DiffServ* est que 
la connectivite entre les differents noeuds de la topologie logique est maintenue meme 
en situation de pannes physiques multiples. Ceci est d'une grande importance puisqu'il 
est possible, a l'aide de DiffServ* seul et sans recours a aucun mecanisme de protection 
physique, d'augmenter la fiabilite de la couche logique. L'alternative au deploiement de 
DiffServ* est 1'utilisation de mecanismes physiques de protection, cette protection peut 
etre differenciee comme c'est le cas de DiffProtect ou non dans le cas regulier. Ces meca-
nismes aideront certainement a l'accroissement de la fiabilite de la topologie logique mais 
comme nous le montrerons dans la prochaine section, DiffServ* demeure economique-
ment meilleur. II permet d'offrir un niveau de protection et de fiabilite similaire et parfois 
meilleur, tout en consommant moins de ressources physiques. 
4.2 DiffServ*, DiffProtect et ressources optiques 
Cette section compare la quantite de ressources optiques necessaires au deploiement des 
deux modeles de protection DiffServ* et DiffProtect dans un reseau IP/WDM a celle de 
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la technique de protection reguliere ou traditionnelle. Nous la defmissons comme etant le 
nombre de longueurs d'onde qu'il faut reserver sur chaque lien physique afin de garantir 
une capacite de transmission et de protection suffisante a la demande de trafic IP. 
4.2.1 Topologie etudiee 
Le deploiement des modeles de protection DiffServ* et DiffProtect se fait necessairement 
entre deux routeurs IP adjacents done relies par un lien IP de capacite supposee connue. 
Chacun de ces routeurs est relie a un commutateur optique. Les modeles DiffServ* et Diff-
Protect necessitent trois chemins physiquement disjoints entre ces commutateurs. Le de-
gre de chaque commutateur optique doit etre d'au moins trois pour satisfaire la contrainte 
topologique des deux modeles. 
FIG. 4.3 Reseau Optique 
La topologie optique considered pour cette etude est presentee a la figure 4.3. Le degre 
moyen par commutateur est de 3.5833. Ceci rend la topologie physique suffisamment 
connexe pour accueillir le deploiement des modeles DiffServ* et DiffProtect. 
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La figure 4.4 illustre la topologie logique utilisee pour cette etude. Pour simplifier, nous 
la supposons identique a la topologie physique done il n'existera un lien logique entre Ri 
et Rj au niveau IP que s'il existe un lien physique entre Q et Cj. Comme il est possible 
de constater, nous avons dans la majorite des cas trois chemins physiques disjoints de 
disponibles entre chaque paire de routeurs Ri et Rj adjacents. 
4.2.2 Demande de trafic IP et capacite de transmission optique 
Nous considerons pour l'instant que le dimensionnement de la couche IP est deja accom-
pli. Nous connaissons la capacite et la quantite de trafic EF, AF et BE de chaque lien 
logique. Nous considerons que la demande de chaque type de trafic entre deux routeurs 
adjacents ne requiert pas plus que la capacite d'un canal optique. 
FIG. 4.4 Reseau Logique (IP) 
La capacite de chaque lien IP de la figure 4.4 est egale a la somme des capacites des trois 
canaux optiques qui relient physiquement les deux routeurs. La question est de determiner 
comment et ou etablir ces canaux optiques au niveau physique. Le cas normal sera de 
reserver ces canaux sur le plus court chemin reliant les routeurs. 
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Ainsi, pour la topologie IP/WDM des figures 4.3 et 4.4, s'il existe un lien IP entre les 
routeurs Ri et Rj, trois canaux optiques sont reserves sur le lien physique [Ci, Cj] sous-
jacents car dans le cas de ce reseau, [Ci, Cj] est le plus court chemin (PCC) entre Ri et 
Rj. Nous calculons alors qu'il faut 129 longueurs d'onde sur 43 fibres optiques. Cette 
demande de trafic est transmise au niveau optique sans aucune protection. Toute coupure 
de fibre [Ci, Cj] entraine la panne du lien logique (Ri, Rj) et tout trafic entre Ri et Rj 
sera perdu s'il n'est pas reroute. 
II faut deployer plusieurs canaux de protection supplementaires si nous voulons augmenter 
la fiabilite de la couche IP. Si la demande de trafic entre Ri et Rj est acheminee sur le lien 
[Ci, Cj], les canaux de protection peuvent etre mis en place sur le deuxieme plus court 
chemin physique reliant C; et Cj. Cette protection, dite traditionnelle, peut etre totale. 
Dans ce cas, trois canaux supplementaires sont necessaires pour proteger les trois canaux 
principaux. La protection traditionnelle peut etre partielle si elle prevoit seulement deux 
canaux de protection pour les trois canaux principaux et pour une protection dediee des 
Hots EF et AF seulement. La figure 4.5-(b) illustre cette technique de protection tradition-
nelle. Trois canaux optiques sont necessaires entre R6 et Rll et ils sont etablis sur le lien 
[C6, Cl l ] . Le deuxieme plus court chemin entre C6 et C l l est [C6, C9, Cl l ] et deux ca-
naux sont reserves sur ce chemin. Le meme processus est repete pour le lien (RIO, R1S). 
Au total, 14 longueurs d'onde supplementaires sont necessaires pour deployer le cas de 
protection traditionnelle et partielle et 18 sont necessaires si nous decidons de proteger 
tout le trafic. 
4.2.3 Nombre de longueurs d'ondes, DiffServ* et DiffProtect 
La figure 4.5-(a) montre le routage des canaux optiques dans le cas de DiffProtect. Les 
trois plus courts chemins entre R6 et Rll sont [C6, Cl l ] , [C6, C9, Cll] et 
[C6, CI, C9, C12, Cll]. Dans ce cas, nous protegeons le canal optique EF a l'aide d'un 
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autre canal, etabli sur le deuxieme plus court chemin entre R6 et R\ 1 soit sur [C6, C9, CI 1] 
Le trafic de AF est protege a l'aide d'un canal de protection partagee etabli sur le troi-
sieme PCC entre R6 et Rll, soit sur [C6, C7, C9, C12, Cl l ] . La meme chose est repetee 
pour le lien IP (RIO, .R13). Le trafic AF entre RIO et R13 est protege par le chemin 
[CIO, C9, C12, C13]. Ce canal de protection partage le lien [C9, CI2] avec celui qui pro-
tege le trafic AF entre R6 et Rll. La protection partagee permet une economie de res-
sources en reservant une seule longueur d'onde de protection sur le lien [C9, C12] au 
lieu de deux. Cette longueur d'onde protege uniquement le trafic AF entre R6 et Rl 1 si 
[C6, C9, Cll] tombe en panne. Elle protege uniquement le trafic AF entre RIO et i?13 
si [CIO, C14, C13] tombe en panne. Seul un de ces Hots est protege si [C6, C9, Cl l ] et 
[CIO, C14, C13] tombent en panne simultanement. La protection partagee exige beaucoup 
moins de ressources que la protection dediee et elle permet de reduire de facon importante 
le taux de blocage des connexions en cas de pannes et offre une garantie de restauration 
de 100% en cas d'une panne simple dans le reseau. Plusieurs etudes montrent les bienfaits 
de la protection partagee (Zhang and Mukherjee, 2004), (Gowda and Sivalingam, 2003) 
et (Ramamurthy et al., 2003). 
Pour ce deploiement particulier, le modele DiffProtect requiert en tout 23 canaux optiques, 
un nombre nettement plus eleve que celui du routage traditionnel. Cependant, DiffProtect 
a l'avantage d'etre plus robuste en cas de pannes multiples. Supposons la panne simultanee 
des fibres {C6, C l l } et {C6, C9} (relativement proches geographiquement). Dans le cas 
du routage normal, tout le trafic entre R6 et .Rll est perdu alors que DiffProtect sera 
capable de proteger une partie de ce trafic. 
Le deploiement optique du modele DiffProtect decrit ci-dessus est different et plus eco-
nomique que celui propose dans le cadre de 1'etude de performance du chapitre 3. Cette 
derniere a permis d'evaluer la performance du modele DiffServ* en la comparant a la 
forme la plus fiable de DiffProtect qui requiert que les canaux de protection de EF et 
AF soient physiquement disjoints des canaux principaux. Evidemment, cette derniere op-
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tion requiert davantage de ressources de protection. Ayant deja montre que DiffServ* est 
meilleur que DiffProtect dans sa forme la plus robuste, notre but dans cette etude est de 
montrer que DiffServ* est plus avantageux que DiffProtect dans sa forme la plus econo-
mique qui est de reutiliser les memes chemins optiques principaux pour les canaux de 
protection. 
(a) Protection DiffProtect (b) Protection traditionnelle (c) Protection DiffServ* 
FIG. 4.5 Calcul du nombre de canaux optiques 
Finalement la figure 4.5-(c) montre l'allocation electro-optique du trafic dans le cas de 
DiffServ*. Trois chemins physiques disjoints sont necessaires dans ce cas aussi. Ces ca-
naux transportent un trafic mixte et la proportion de chaque type de trafic dans un meme 
canal est decidee par le serveur DiffServ et le module d'allocation electro-optique du 
noeud IP emetteur. 
Au total, treize canaux optiques sont necessaires pour satisfaire la demande de trafic IP 
ce qui est inferieur au cas traditionnel. De plus, meme en cas de pannes multiples, Diff-
Serv sera capable de maintenir une qualite de service et une protection adequate aux flots 
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de hautes priorites puisque la protection DiffServ* est independante de la localite de la 
panne. Les trafics de hautes priorites seront seuls a acceder au ou aux canaux optiques 
fonctionnels. 
Reprenons le cas ou les liens physiques [C6, Cl l ] et [C6, C9] tombent en panne simulta-
nement. Tout le trafic entre R6 et Rll est perdu dans le cas de protection traditionnelle. 
DiffProtect protegera les riots AF et BE entre ces memes routeurs. DiffServ* protegera en 
priorite le trafic EF en le transmettant sur le chemin fonctionnel qui reste. La capacite du 
chemin [C6, C7, C9, C12, Cll] reste partagee entre les flots EF, AF et BE, il sera possible 
pour DiffServ* de proteger les flots AF et a la limite BE seulement si la demande de trafic 
EF est inferieure a la capacite du canal optique fonctionnel. 
4.2.4 Nombre de longueurs d'onde et topologie complete 
Les resultats de la section 4.2.3 montrent deja qu'il existe un avantage clair dans l'utili-
sation du modele de protection differenciee DiffServ* tant pour la protection du trafic de 
haute priorite que pour son economie en terme de ressources de transmission. 
Le processus de calcul du nombre de longueurs d'onde a ete applique a toute la topologie 
IP de la figure 4.4. Cependant, certaines modifications sont necessaires quand il existe 
moins de trois chemins disjoints entre une paire de routeurs IP adjacents. 
4.2.4.1 Existence de 3 chemins disjoints entre deux routeurs 
S'il existe trois chemins physiques disjoints entre chaque paire de routeurs, la meme me-
thode de calcul precedente est appliquee. DiffServ* requiert la reservation de trois canaux 
optiques sur trois plus courts chemins, DiffProtect requiert la reservation de deux canaux 
de protection supplementaires pour les trafics de hautes priorites. La methode de protec-
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tion traditionnelle ne necessite que deux chemins dans ce cas, un pour les trois canaux 
principaux et un deuxieme pour les canaux de protection. 
4.2.4.2 Existence de 2 chemins disjoints entre deux routeurs 
Dans le cas de DiffServ*, deux des canaux optiques sont places sur le plus court chemin 
qu'on suppose etre plus robuste en raison de sa plus courte longueur et le troisieme est mis 
sur le deuxieme PCC. Dans le cas de DiffProtect, les canaux optiques principaux seront 
mis sur le PCC et les canaux de protection dediee et partagee sur le deuxieme PCC. Dans 
ce cas, le deploiement de DiffProtect est similaire a celui de la technique de protection 
traditionnelle. 
4.2.4.3 Existence d'un seul chemin disjoint entre deux routeurs 
S'il n'existe qu'un chemin entre une paire de routeurs, le routage sera le meme pour les 
trois methodes de protection : toute la demande de protection est mise sur le PCC et il 
n'existe aucun autre chemin pour realiser une redondance. 
4.2.4.4 Resultats 
Si nous considerons que DiffProtect est utilise partout dans le reseau, 420 longueurs 
d'onde sont necessaires. 275 longueurs d'onde canaux principaux, 104 canaux de pro-
tection dediee et 41 de protection partagee. Dans le cas de la protection traditionnelle, 
deux solutions sont possibles. Si nous decidons de proteger la totalite du trafic, 441 lon-
gueurs d'onde sont necessaires. 129 principaux et 312 longueurs d'onde pour la protection 
dediee. Si nous protegeons seulement deux des trois canaux principaux, 337 longueurs 




























TAB. 4.2 Utilisation des ressources : tableau recapitulatif 
sont necessaires quand la protection DiffServ* est appliquee a tous les liens du reseau 
logique. Le tableau 4.2 resume ces resultats. 
II est clairement avantageux de deployer DiffServ* partout a travers un reseau IP/WDM. II 
requiert le moins de ressources, il est capable de proteger les trafics prioritaires en cas de 
pannes et ne necessite pratiquement aucune redondance au niveau optique. Les modeles 
de protection traditionnelle et DiffProtect necessitent la reservation des canaux optiques 
utilises seulement pour la protection du trafic en cas de panne. Ceci constitue une depense 
parfois considerable en capacite. Un reseau protege par DiffServ* evite partiellement cet 
usage excessif des ressources dedies a la protection. En d'autres termes, considerons un 
reseau optique qui possede 441 longueurs d'onde. Cette capacite est sufHsante pour de-
ployer la methode de protection traditionnelle totale. 312 de ces longueurs d'onde ne sont 
utilises qu'en cas de pannes. DiffServ* requiert 285 longueurs d'onde, 441 — 285 — 156 
longueurs d'onde restent utilisables, pour accommoder toute augmentation ou surcharge 
de trafic IP. 
Nous generalisons notre etude a des reseaux IP/WDM ou les topologies logiques et phy-
siques sont generees independamment l'une de l'autre. Dans chacun des cas, le nombre 
de liens physiques est aleatoire mais suffisant pour assurer un minimum de deux che-
mins disjoints entre toutes paires de noeuds logiques du reseau. Le tableau 4.3 montre le 
nombre de longueurs d'onde necessaire aux protections tout-DiffServ*, MixProtect (70% 
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TAB. 4.3 Utilisation des ressources : tableau recapitulatif 
pologies de dix, vingt, cinquante et cent noeuds. Nous pouvons voir que DiffServ* reste la 
technique la plus economique quelle que soit la grandeur du reseau. La methode hybride 
MixProtect et meme DiffProtect requierent dans tous les cas moins de ressources que la 
protection traditionnelle. Ceci demontre encore l'avantage en fiabilite, en performance et 
en economie de ressources des methodes de protection differenciee que nous proposons. 
4.3 MPLS-DiffServ TE 
Les resultats obtenus au chapitre 3 et aux sections precedentes nous affirment que Diff-
Serv* est le mecanisme de protection differenciee favori autant par sa capacite de proteger 
le trafic en cas de congestion et panne, par predisposition a augmenter considerablement 
la fiabilite du reseau logique que par l'economie en ressources de transmissions physiques 
qu'il introduit. II existe cependant certains prealables au deploiement des modeles de pro-
tection differenciee DiffServ* et DiffProtect: 
- les deux modeles reposent sur 1'utilisation : 
- de la technique de groupement de liens par separation, 
- du partage de charge du trafic; 
- le modele DiffServ* requiert la presence de 1'architecture des services differencies dans 
la couche logique; 
- le modele DiffProtect requiert 1'utilisation de mecanismes de protection optiques dans 
la couche physique. 
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FIG. 4.6 Service, MPLS-DiffServ TE and Transport Planes 
Une analyse preliminaire de la proposition MPLS DiffServ-aware Traffic Engineering 
(MPLS DiffServ-TE) pour les reseaux IP/WDM de prochaines generations montre que 
celle-ci possede tous les elements de base requis par DiffServ* et au besoin, DiffProtect. 
En fait, MPLS DiffServ-TE a ete developpe pour combiner les avantages de MPLS, Diff-
Serv et de l'ingenierie de trafic (TE) dans le but de deployer un reseau capable d'offrir 
une qualite de service stricte a differentes classes de trafic. Comme nous le montrons dans 
la figure 4.6, MPLS-DS-TE joue le role d'interface entre la couche logique de service et 
la couche physique de transport de 1'information. Cette architecture permet entre autres 
d'optimiser l'allocation de la bande passante aux differentes classes de trafic d'un reseau 
IP/MPLS tout en leur garantissant les ressources qui leur sont necessaires pour maintenir 
leurs exigences minimales de QdS. Apres une description detaillee de renvironnement 
MPLS-DS-TE, nous etudions dans cette section la possibility de l'utiliser pour une im-
plementation directe et presque intuitive des deux modeles de protection. L'avantage de 
cette etude est double, d'un cote nous analysons un environnement qui remplit toutes 
les exigences de deploiement de DiffServ* et potentiellement DiffProtect et qui beneficie 
grandement des ajouts en fiabilite de ces derniers. 
143 
4.3.1 Description de MPLS-TE 
Dans les reseaux IP traditionnels, l'acheminement des paquets se fait a chaque noeud de 
fa9on independante. Chaque routeur intermediate examine la destination d'un paquet et le 
transmet sur le plus court chemin disponible; ce dernier est calcule a l'aide d'un protocole 
de routage interne tel Open Shortest Path First (OSPF). En general, cette pratique ne tient 
pas compte de la charge de trafic des liens et resulte en une utilisation sous-optimale de la 
bande passante disponible du reseau, certains chemins pouvant devenir surcharges alors 
que d'autres restent sous-utilises. 
Pour eviter les problemes de surutilisation, MPLS-TE permet de choisir le routage de 
certains Hots de facon explicite, favorisant ainsi explicitement certains chemins, potentiel-
lement sous-optimaux mais qui possedent les ressources necessaires, aux chemins les plus 
courts habituels. Ce routage explicite de l'information diminue la congestion, ameliore la 
performance et assure un meilleur taux d'utilisation de la bande passante du reseau. 
Un Label Switched Path (LSP) est etabli pour chaque fiot de donnees. Chaque LSP pos-
sede un LSR. source, un LSR destination et une bande passante requise minimale. Le 
LSP est etabli sur un chemin qui possede les ressources necessaires. La bande passante 
minimale requise par le LSP est reservee sur chaque lien (TE Link) du chemin choisi. 
MPLS-TE permet de garantir la disponibilite des ressources de transmission pour toute 
la duree de vie du LSP. MPLS permet en plus d'accroitre la fiabilite d'un reseau en of-
frant des mecanismes additionnels de reroutage rapide de LSP et de protection en cas de 
pannes. 
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4.3.2 Role de DiffServ 
L'ajout de DiffServ rend MPLS-TE conscient de la notion de classe de service (CoS). II 
permet la reservation de ressources et la protection du trafic par classe de service et non 
seulement par LSP. Combinant les fonctionnalites de DiffServ et de TE, MPLS DiffServ-
TE assure des garanties de services strictes repondant a des Service Level Agreements 
(SLA) strictes. Des mecanismes de controle d'admission de connexion (CAC) et de Traffic 
Policing assurent un respect rigoureux de ces SLA. 
4.3.3 Combiner MPLS-TE et DiffServ 
L'idee de combiner MPLS et DiffServ a ete definie dans plusieurs references notam-
ment (Faucheur and Lai, 2003; Faucheur et al., 2002; Minei, 2004). Un premier defi 
dans 1'integration des fonctionnalites de DiffServ dans un domaine MPLS est de rendre 
le DSCP d'un paquet visible dans l'entete MPLS. Dans un reseau DiffServ, le DSCP d'un 
paquet determine la classe d'un paquet, EF, AFxy ou BE, done son Per Hop Behavior 
(PHB). Le DSCP est generalement encode sur 6 bits dans l'entete IP d'un paquet et cette 
entete n'est pas accessible a la couche MPLS. II est alors necessaire d'encoder le DSCP 
au niveau du shim-Header MPLS. Le seul endroit possible est le champ EXP de longueur 
3 bits. Un probleme se pose sur l'encodage d'une information sur 6 bits dans un espace 
limite a 3 bits. 
Une premiere solution est de deduire le PHB d'un paquet d'apres les bits EXP seulement, 
ceci donne lieu a des E-LSP. Dans un tel reseau, seulement 23 = 8 classes de service 
sont possibles. Les paquets d'un meme E-LSP peuvent avoir des bits EXP differents, un 
meme E-LSP peut contenir des paquets appartenant a un maximum de 8 classes de service 
differentes. 
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Une deuxieme solution est celle des L-LSP dans laquelle le PHB d'un paquet est deter-
mine par l'etiquette {Label) d'un LSP et des bits EXP. Par exemple, l'etiquette du LSP 
peut determiner la classe EF, AFx ou BE d'un paquet, les bits EXP peuvent determiner sa 
preseance de rejet (le y dans AFxy). Dans ce cas, les paquets d'un L-LSP ne peuvent ap-
partenir qu'a une seule classe. Un reseau qui ne necessite pas plus de 8 classes de services 
differentes peut utiliser des E-LSP seulement. Un reseau a plus de 8 classes peut combiner 
les E-LSP et les L-LSP ou utiliser des L-LSP seulement. 
4.3.4 Technique de groupement de liens dans un reseau MPLS-TE 
La litterature montre que le groupement de liens est tres populaire au sein des reseaux 
IP/MPLS sur WDM. L'application de cette technique dans un reseau MPLS-TE est expli-
quee en detail dans (Kompella et al., 2005). Pour un reseau MPLS, un groupement de liens 
relie deux LSR. Ce lien est aussi connu sous le nom d'un lien TE. Un lien TE est fonc-
tionnel quand au moins un de ses liens composants est fonctionnel. Un LSP qui traverse 
un groupement de liens est affecte a un de ses liens composants, la capacite d'un LSP ne 
peut depasser celle d'un lien composant et tous les paquets d'un meme LSP sont transmis 
sur le meme lien composant. Ceci assure une transmission de bout-en-bout ordonnee des 
paquets. 
Selon (Widjaja and Elwalid, 2003), le groupement de liens est necessaire parce qu'il per-
met d'augmenter l'extensibilite du routage quand les LSR sont relies par plusieurs liens 
de communications paralleles qui possedent des attributs similaires. Selon les auteurs, une 
demande de reservation d'une limite en bande passante B d'un LSP ne peut etre acceptee 
a l'interieur d'un groupement de lien, que si au moins un lien composant possede une 
bande passante non reservee et superieure a B. Les auteurs proposent alors un algorithme, 
le Link Bundling with Distributed Traffic Assignement (LB-DA) qui permet d'etablir un 
LSP sur deux ou plusieurs liens composants si ces derniers possedent ensemble, la bande 
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passante necessaire. Le trafic d'un LSP est ainsi divise et cette division doit se faire par flot 
dans le but de respecter l'ordre de transmission et reception des paquets. Dans le cas du 
LB-DA, la bande passante requise par un LSP est comparee a celle non utilisee du grou-
pement de liens entier et non a celles de ses composantes unitaires. Le LB-DA ameliore 
la performance d'un reseau MPLS en reduisant le taux de blocage de LSP. 
Plusieurs references tel (Papadimitriou et al., 2003; Feng et al., 2003), demontrent l'utilite 
et detaillent le deploiement du groupement de liens au sein des reseaux MPLS/optique. 
D'ailleurs (Feng et al., 2003) montre qu'il est possible d'avoir des Component Links eta-
blis sur des chemins physiques separes. Ce resultat est essentiel au deploiement des mo-
deles DiffServ* et DiffProtect qui requierent un Link Bundling d'un minimum de trois 
canaux optiques etablis sur trois chemins physiquement disjoints. 
4.3.5 MPLS DiffServ-TE, DiffServ* et DiffProtect 
Nous considerons une topologie MPLS DiffServ-TE dans laquelle la capacite de chaque 
lien entre deux LSR adjacents est supposee connue. Etant donnee une matrice de trafic, 
MPLS DiffServ-TE permet de maximiser l'utilisation des ressources de transmission en 
optimisant la repartition de la demande de trafic sur toute la topologie logique pour four-
nir des garanties strictes en QdS a toutes les classes de service. MPLS-TE se charge de 
l'admission des LSP et de la reservation de la bande passante qu'ils requierent. DiffServ 
surveille le debit de trafic sur chaque lien et protege les flots de hautes priorites contre 
toute congestion eventuelle. Le resultat de toutes ces operations est une repartition du tra-
fic qui respecte les exigences des classes EF, AF et BE sur chaque lien logique du reseau. 
Dans le cas d'une panne de lien, MPLS-TE se charge de rerouter les LSP affectes par la 
panne et les protocoles de reservation de ressources, de controle d'admission et DiffServ 
s'occupent de gerer adequatement les ressources restantes et fonctionnelles du reseau pour 
assurer une meilleure survie des flots de hautes priorites. 
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Le processus MPLS DiffServ-TE depend intrinsequement de la topologie MPLS et plus 
specifiquement des capacites des liens TE. Soit un reseau MPLS-TE sur WDM ou chaque 
lien TE est un groupement de liens qui sont, dans ce cas, des canaux optiques. Le fonction-
nement de MPLS DiffServ-TE n'est affecte que par la bande passante de chaque lien TE et 
cette derniere ne depend que du nombre de canaux optiques regroupes et est independante 
de leur routage au niveau physique. 
L'ajout des modeles DiffServ* et DiffProtect n'implique aucun changement majeur au 
fonctionnement de l'architecture MPLS-DiffServ TE. En effet, la topologie MPLS de-
meure intacte et seul le routage des liens composants des liens TE est affecte. Le flot de 
trafic entre deux LSR est deja divise parmi plusieurs liens composants et un algorithme 
de RWA normal etablit ces liens composants sur le plus court chemin entre les LSR. Les 
modeles DiffServ* et DiffProtect proposent de separer ces meme liens composants sur des 
chemins disjoints. 
4.3.5.1 MPLS DifffServ-TE et DiffServ* 
La figure 4.7 montre le fonctionnement modulaire d'un routeur MPLS (LSR) dans un 
reseau MPLS DiffServ-TE. Un premier module (MPLS-TE) se charge d'admettre ou re-
fuser les LSP selon leurs priorites et les classes de services auxquelles ils appartiennent. 
L'allocation de la bande passante du lien logique aux classes de service, et incidemment a 
leurs LSP respectifs, peut se faire selon plusieurs methodes dont le Maximum allocation 
Model (MAM) (Faucheur, 2005a) ou le Russian Dolls Model (RDM) (Faucheur, 2005b). 
Pour MAM, les bandes passantes des CT sont separees, alors que pour RDM, les bandes 
passantes sont partagees. La figure 4.7 illustre les deux strategies. Avec RDM, la capacite 
reservee et non occupee par une classe de haute priorite peut etre utilisee par une classe 
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FIG. 4.7 MPLS DiffServ-TE : fonctionnement 
Quand un LSP est admis dans un reseau MPLS, la bande passante qu'il requiert est reser-
ved sur tous les liens qu'il traverse. Cette reservation est de type soft, ce qui signifie que le 
debit de trafic d'un LSP peut depasser la limite reservee. Le module DiffServ est en place 
pour s'assurer que le debit de chaque classe de trafic demeure conforme a sa priorite et a 
la bande passante qui lui est reservee. Si le debit des differentes classes des LSP depasse 
la capacite du lien logique, le module DiffServ assure un service differencie determine par 
la priorite EF, AF et BE des flots. Le debit du module DiffServ ne peut depasser la capa-
cite du lien logique auquel il est associe. Le trafic qui sort du module DiffServ subit une 
conversion electro-optique et est transmis physiquement vers le LSR adjacent. Comme le 
montre la figure 4.7, plusieurs canaux optiques peuvent etre regroupes pour former le lien 
logique en question et pour satisfaire la demande de trafic entre une paire de LSR adja-
cents. Comme nous le montrons a la section 4.3.4 le partage de charge entre les chemins 
optiques se fait par LSP ce qui evite tout probleme de desordre, car les paquets d'un meme 
flot sont contraints a suivre le meme chemin physique. 
Si les canaux optiques sont routes sur le meme chemin physique, une coupure de fibre en-
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traine une panne multiple de tous les canaux optiques qui la traversent. La communication 
entre les deux LSR adjacents est ainsi rompue. La bande passante maximale reservable 
de la figure 4.7 devient nulle, tout LSP traversant le LSR doit etre reroute sur un chemin 
secondaire et subir le processus d'admission de connexion et de reservation de ressource 
une deuxieme fois avant d'etre fonctionnel. 
L'ajout du modele DiffServ* ne change aucunement le fonctionnement des modules MPLS-
TE, DiffServ et d'allocation electro-optique du trafic. Le changement exige par ce modele 
est au niveau WDM. Les canaux optiques d'un meme groupement de liens sont separes et 
routes sur des chemins optiques differents. Le partage du trafic se fait ainsi sur plusieurs 
canaux optiques physiquement disjoints. 
Dans ce cas, une panne de fibre entraine une diminution partielle de la bande passante 
du lien logique. Nous proposons plusieurs scenarios envisageables. La diminution de la 
bande passante du lien logique entraine une diminution de la bande passante maximale re-
servable de la figure 4.7. Dans ce cas, un processus de restructuration de la reservation de 
ressources doit etre declenche. Le module d'allocation electro-optique deplace immedia-
tement les LSP du port en panne vers les autres et signale au module DiffServ de reduire 
son debit. Ce dernier assure une protection immediate des trafics de hautes priorites en at-
tendant l'accomplissement du processus de restructuration. Une fois acheve, un reroutage 
de certains LSP (surnumeraires) se fait s'il est requis. Le module MPLS-TE s'adapte a la 
nouvelle bande passante logique disponible et etablit un procede d'admission d'appels et 
reservation de ressources adequat. 
L'autre scenario sera de n'effectuer aucun changement au niveau de la bande passante 
maximale reservable de la figure 4.7. L'allocation des ressources (CT) reste la meme, 
avant et apres la panne. Dans ce cas : 
- seuls les LSP affectes par la panne sont deplaces immediatement vers les liens fonc-
tionnels; 
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- la capacite de transmission etant diminuee, le module DiffServ s'occupe de proteger le 
trafic prioritaire durant toute la duree de la panne; 
- le module MPLS-TE peut etre informe de n'accepter aucun nouveau LSP pendant la 
duree de la panne; 
- aucune signalisation et reroutage global de LSP ne sont necessaires. 
Une description detaillee de ce comportement est donnee a la section 4.3.6. II est toute-
fois possible de considerer un reroutage global seulement des LSP de basse priorite si la 
capacite residuelle du reste du reseau le permet. Cette option est consideree dans l'etude 
de fiabilite de la section 4.4. 
4.3.5.2 MPLS DiffServ-TE et DiffProtect 
Dans le cas ou DiffProtect est utilise, certaines modifications structurelles sont neces-
saires. La figure 4.8 montre un noeud MPLS DiffServ-TE adapte au modele DiffProtect. 
Le module DiffServ est remplace par un module DiffProtect qui se charge de separer les 
flots de trafic selon leurs classes. Chaque classe de trafic est transmise sur des ressources 
optiques qui lui sont dediees. La bande passante du lien logique est partagee de facon 
stricte par classe de service. 
Le modele d'allocation de ressources le plus appropries dans le cas de DiffProtect est le 
MAM. II y aura une association directe entre la bande passante reservee pour chaque CT et 
celle des canaux optiques reserves pour chaque classe de trafic. Plusieurs CT peuvent etre 
inclus dans un meme canal optique si la bande passante de ce dernier le permet. Quand la 
bande passante d'un CT depasse celle d'un ou plusieurs canaux optiques, ces derniers se-
ront reserves pour transporter seulement le trafic du CT en question. Dans l'une ou 1'autre 
des possibilites, le trafic d'un CT doit utiliser un canal optique adequatement protege au 
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FIG. 4.8 MPLS DiffServ-TE : fonctionnement avec DiffProtect 
stricte puisque les ressources de transmissions ne sont plus partagees. Les ressources de 
chaque classe de trafic sont garanties. Le module DiffServ n'est plus necessaire puisque 
la contrainte de conformite de chaque flot aux ressources qui lui sont reservees est assuree 
physiquement. 
4.3.6 Assignation optique du trafic dans un reseau MPLS-DS-TE 
Cette section donne un exemple de fonctionnement complet d'un LSR-DiffServ* et d'un 
LSR-DiffProtect. Dans MPLS, les paquets qui ont une meme etiquette et appartiennent a 
un meme LSP, suivent tous le meme chemin logique. Selon (Kompella et al., 2005), cette 
information est reutilisee pour definir aussi le chemin optique suivi par ces paquets. La 
figure 4.9 montre sous forme de diagramme modulaire, le fonctionnement complet d'un 
LSR avec DiffServ* ou DiffProtect. 
Un classiflcateur a 1'entree du LSR determine le LSP et la classe de service de chaque 
paquet qui arrive. Ce paquet est par la suite achemine vers le port logique du lien TE 
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correspondant. 
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FIG. 4.9 LSR DiffServ*, DiffProtect 
Chaque paquet est mis dans la file appropriee du port logique de sortie. Dans le cas de 
DiffServ*, un ordonnanceur DiffServ traite les paquets de facon prioritaire et ces derniers 
sont achemines via un module de decision A qui acheminera le paquet vers un des ports 
physiques de sortie. Le fonctionnement du module A est illustre a la figure 4.10 et en cas 
de pannes, a la figure 4.11. Dans le cas de DiffProtect, les paquets sont achemines par 
assignation directe via un module B vers le port de sortie approprie. Le fonctionnement 
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du module B est illustre a la figure 4.12. 
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FIG. 4.10 DiffServ* : association LSP/canal optique 
Nous supposons que le module A possede une table d'affectation <LSP-PortPhysique> 
predeterminee par le module MPLS-TE de la figure 4.7. Cette affectation est aleatoire et 
depend seulement de la bande passante disponible sur chaque lien optique. Dans le cas 
d'une panne d'un canal optique, une nouvelle affectation <LSP-PortPhysique> doit etre 
mise en oeuvre. Le processus de reaffectation doit etre aleatoire pour permettre au modele 
DiffServ* de garantir un temps de reponse minimal en cas de pannes. 
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FIG. 4.11 DiffServ* : association LSP/canal optique suite apres panne 
En temps normal, le module A determine le port de sortie de chaque LSP a partir de 
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l'element <LSP-PortPhysique> de la table d'affectation correspondant. Dans le cas d'une 
panne d'un des canaux optiques, tous les elements associes a ce port sont supprimes de la 
table. Plusieurs LSP ne seront plus assignes suite a la panne. Par phenomene de retroac-
tion, comme le montre la figure 1.7, le serveur DiffServ reduit son debit en fonction de la 
panne et le module d'assignation electro-optique se charge de creer une nouvelle entree 
<LSP-PortPhysique (fonctionnel)> a l'arrivee du premier paquet d'un LSP non affecte. 
Cette methode permet d'eviter tout retard excessif dans la redirection des LSP affectes par 
la panne vers un des canaux optiques fonctionnels. Dans le cas d'une panne, 1'interruption 
de service est reduite au temps de detection de la panne au niveau optique et de signali-
sation de cette panne aux modules logiques surjacents. Le reroutage d'un LSP est quasi 
immediat puisqu'il se fait d'un port optique vers un autre au sein du meme LSR. Aucun 
reroutage global n'est requis au niveau MPLS. 
Assoc ia t ion d i f f e renc ie 
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FIG. 4.12 DiffProtect: association LSP/canal optique 
La figure 4.12 montre l'assignation directe du trafic qui se fait au sein du module B d'un 
LSR. Comme nous l'illustrons a la figure 4.13, toute occurrence de panne est traitee au 
niveau optique par les mesures de protection appropriees. Les LSP de la classe EF sont 
proteges a 100%, un canal de protection assure la transmission ininterrompue et complete 
du trafic suite a une panne. Le trafic AF n'est protege que partiellement et il est possible 
dans ce cas de rerouter certains des LSP les plus affectes. Les LSP non proteges de basse 
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priorite pourront aussi etre reroutes au niveau MPLS quand une panne touche le canal 
optique qui leur est reserve. 
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FIG. 4.13 DiffProtect: association LSP/canal optique apres panne 
II est possible de voir a l'aide des figures 4.14 et 4.15 l'assignation electro-optique des 
LSP et l'effet d'une coupure de fibre dans ce cas. Pour un reseau MPLS-DS-TE normal, 
les canaux optiques d'un merae lien TE ne doivent pas etre disjoints et peuvent etre mis en 
place sur le meme chemin physique. Dans ce cas, une coupure de fibre provoque la panne 
de tous les canaux optiques et done du lien TE correspondant; tous les LSP qui etaient 
assignes a ce port logique de sortie doivent etre reroutes. 
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FIG. 4.14 MPLS standard : association LSP/canal optique 
Nous pouvons done conclure que MPLS-DS-TE possede tous les outils necessaires pour 
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ALSPs BE 
FIG. 4.15 MPLS standard : association LSP/canal optique apres pannes 
assurer une integration facile de DiffServ* et avec certaines petites modifications, DiffPro-
tect. DiffServ* se base sur un deplacement des LSP touches par la panne vers les canaux 
optiques fonctionnels et assure, a l'aide du module DiffServ, une protection adequate du 
trafic prioritaire. DiffProtect ne requiert aucun changement de 1'affectation electro-optique 
des LSP a Tissue d'une panne mais traite ses consequences directement au niveau phy-
sique. 
4.4 Fiabilite des reseaux MPLS-DS-TE 
Nous avons dans les sections precedentes : 
- decrit le deploiement des modeles DiffServ* et DiffProtect dans des reseaux MPLS-
DS-TE ; 
- explique qualitativement comment l'ajout des deux modeles peut ameliorer la fiabilite 
de MPLS-DS-TE dans des conditions de pannes simples et memes multiples. 
Nous presentons dans cette section des resultats de simulations qui appuient nos hypo-
theses et qui demontrent effectivement que l'ajout seul de DiffServ* permet d'augmenter 
la resilience et la performance des reseaux MPLS-DS-TE en cas de pannes. 
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Nous simulons pour notre etude, le reseau des parties superieures des figures 4.1 et 4.2. 
Ce reseau est compose de : 
- quatreLSR 1,2, 3 e t 4 ; 
- une topologie logique telle que trois chemins disjoints sont disponibles entre les LSR 1 
et2 : 
- tous les liens de la couche logique sont des groupements de trois canaux optiques; 
- le reseau de la figure 4.1 est simule pour etudier la fiabilite de MPLS-DS-TE dans le 
cas standard ou regulier; 
- le reseau de la figure 4.2 est simule pour etudier la fiabilite de MPLS-DS-TE avec 
DiffServ*. 
Comme nous l'avons demontre a la section 4.1, un lien TE logique protege par DiffServ* 
est plus robuste puisqu'une coupure de fibre optique ne peut causer par elle-meme la 
rupture totale de la communication entre les LSR adjacents. Ceci est mis en evidence 
dans la figure 4.16 dans laquelle nous montrons l'effet d'une panne de lien physique sur 
la topologie logique. Remarquons que dans les cas des deux techniques de groupement de 
liens, reguliere et DiffServ* : 
- aucune protection optique n'est disponible; 
- un lien physique qui tombe en panne reste dans cet etat jusqu'a sa reparation; 
- dans le cas de deploiement regulier, la panne du lien [CI, C2] : 
- induit la panne simultanee des trois composantes optiques de (LSR1, LSR2), 
- possede un effet localise (c.f. le cote gauche de la figure 4.16), 
- cause la rupture complete de toute communication directe entre les LSR 1 et 2 ; 
- dans le cas de MPLS-DS-TE avec DiffServ* : 
- trois chemins optiques de trois liens logiques differents traversent le lien physique 
[C1,C2], 
- en cas de coupure de la fibre optique entre C\ et C2 : 
- l'effet de la panne est distribue, 
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- trois liens logiques, (LSR1,LSR2), (LSR1,LSR3) et {LSR3,LSR2) sont af-
fectes, 
l'effet de la panne est seulement partiel puisque seul un des chemins optiques des 
liens mentionnes est touche, 
la panne cause une reduction de la bande passante partielle au niveau des trois liens 
logiques. 
R e s e a u M P L S - D S - T E L S R 3 
Regul ie r 
R e s e a u M P L S - D S - T E L S R 1 
avec p ro tec t ion D i f fServ * 
R e d u c t i o n de la c a p a c i t e 
des l i e n s ( L S R 1 . L S R 2 ) , L S R 3 
( L S R 1 . L S R 3 ) a n d » 
( L S R 3 . L S R 2 ) 
FIG. 4.16 Propagation de panne localisee VS distribute 
En somme, DiffServ* permet a plusieurs liens TE de partager un effet reduit de la panne 
physique. Nous comparons ceci au cas regulier dans lequel un lien-faisceau subit les 
consequences completes de cette meme panne. 
Nous illustrons a la figure 4.17 la reaction du reseau MPLS-DS-TE dans les deux cas re-
gulier et DiffServ*. Pour MPLS-DS-TE standard, le lien (LSR1, LSR2) tombe en panne, 
les mecanismes de protection de MPLS sont declenches et les LSP qui traversent le lien 
en faute sont reroutes. Le processus de reroutage est: 
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FIG. 4.17 Retourage des LSP en cas de panne 
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- Immediat pour les LSP qui sont deja assignes a des chemins de secours precalcules. 
- Plus lent si des LSP de secours doivent etre mis en place en temps et lieu apres la panne. 
- Dans ce cas, le temps de retablissement de service depend de : 
- La priorite des LSP considered pour le reroutage 
- La capacite residuelle disponible a d'autres parties du reseau. 
Dans le cas de DiffServ*, nous n'observons aucune panne de lien au niveau logique. La 
coupure de fibre cause une reduction partielle de la bande passante de certains des liens 
TE. Ceci resulte en une congestion et c'est le module DiffServ qui assure une protection 
locale et immediate ainsi qu'un service adequat aux flots de hautes priorites, et ce, sans 
recours a aucun reroutage. II est cependant clair que la degradation de performance en cas 
de panne sera plus ardue pour les flots de basses priorites. Etant donne que le reroutage de 
flots est beaucoup plus facile a r6aliser dans les reseaux MPLS-DS-TE, il est alors possible 
d'en profiter pour rerouter les LSP BE de facon a eviter les regions affectees par la panne 
et possiblement leur assurer un meilleur service. 
4.4.1 Simulation 
La configuration et les caracteristiques de la simulation realisee pour cette etude sont 
decrites. Dans ce qui suit: 
- 1' expression protection MPLS designe un reseau MPLS-DS-TE normal qui: 
- n'utilise pas DiffServ*, 
- ne possede que les mecanismes de reroutage MPLS pour proteger le trafic en cas de 
panne; 
- evidemment 1'expression "protection DiffServ*" designe celle qui utilise, en plus, Diff-
Serv*. 
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4.4.1.1 Les flots du reseau 
La topologie logique simulee est celle de la figure 4.17 et le trafic qui la traverse est 
decompose comme suit: 
- les LSP EFO, AFO et BEO appartiennent au flot 0 et sont mis en place sur le chemin 
(LSR1,LSR2): 
- le flot 0 est touche par la panne quelle que soit la technique de protection utilisee : 
- l'effet est seulement partiel avec DiffServ*, 
- la rupture est totale dans le cas de la configuration reguliere; 
- les LSP EF1, AF1 et BE1 font parties du flot 1 et sont mis en place sur le chemin 
(LSR1,LSR3,LSR2): 
- le flot 1 est seulement affecte dans le cas de DiffServ* et l'effet est partiel; 
- EF2, AF2 et BE2 sont les LSP du flot 2 et sont mis en place sur (LSRl, LSRA, LSR2): 
- a cause du processus de reroutage, la panne touche indirectement le flot 2 : 
- dans le cas standard, tous les LSP du flot 0 sont reroutes sur (LSRl, LSR4, LSRl), 
- seuls les LSP BE des flots 0 et 1 sont reroute sur ce chemin dans le cas de Diff-
Serv*. 
4.4.1.2 Les sources de trafic 
Les sources de trafic utilises dans cette etude sont les memes que celles des etudes du 
chapitre precedent: 
- des sources de VoIP sont utilises pour le trafic EF; 
- des sources video MPEG4 generent le trafic AF; 
- des sources on-off exponentielles sont utilises pour simuler le trafic de donnees de la 
classe BE. 
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La capacite totale disponible sur chaque lien logique du reseau est de 15 Mbps soit 5 Mbps 
par composante optique. La bande passante requise par le trafic des classes EF, AF et BE 
est la meme sur les chemins {LSR1, LSR2} et {LSR1, LSR3, LSR2}. Chacun des LSP 
EF, AF et BE des Hots 0 et 1 requiert pres de 5 Mbps ce qui produit un taux d'utilisation 
eleve d'approximativement 80% sur ces deux chemins. Le debit des sources qui generent 
le trafic du flot 2 est different des deux premiers et nous justifions ceci dans ce qui suit. 
4.4.1.3 Le scenario de pannes 
Dans le cas de la protection MPLS, le lien logique (LSR1, LSR2) tombe completement 
en panne suite a la coupure de fibre [CI, C2]. La capacite de transmission totale entre 
LSR1 et LSR2 est reduite de 45 Mbps a 30 Mbps et tous les LSP deja etablis sur ce 
chemin doivent etre reroutes. 
Dans le cas de DiffServ*, la panne du lien physique [CI, C2] diminue du tiers la bande 
passante de plusieurs liens TE. Dans ce cas, la capacite de transmission totale perdue entre 
les LSR 1 et 2 est de 10 Mbps et seuls les LSP de basse priorite sont reroutes. 
4.4.1.4 Reroutage des LSP et capacite residuelle du reseau 
Dans les deux cas de la protection MPLS et DiffServ*, nous utilisons les capacites de 
reroutage de MPLS pour tenter de retablir un meilleur service aux LSP les plus pe-
nalises par la panne. Dans les deux cas, les LSP sont reroutes sur le troisieme chemin 
{LSR1,LSR4,LSR2} qui: 
- represente le reste du reseau qui n'est pas touche par la panne; 
- definit la capacite residuelle du reseau disponible pour servir les LSP reroutes; 
- indique la quantite de bande passante disponible done le niveau de congestion qui peut 
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avoir lieu suite au reroutage des LSP touches par la panne; 
Les consequences sur la performance sont variables selon la charge du reseau. Nous etu-
dions la performance des deux methodes de protection pour differentes capacites resi-
duelles soit, 80%, 60%, 40% et 20% sur le chemin (LSR1, LSRA, LSR2). 
Dans le cas de la protection MPLS : 
- les LSP EFO, AFO et BEO sont reroutes sur le chemin (LSR1, LSR4, LSR2); 
- tous les LSR sur ce chemin sont configures avec DiffServ et doivent done etre capable 
de traiter ce supplement de trafic. 
Toutefois, si la nouvelle demande de trafic sur ce chemin depasse les limites de garanties 
de service configurees, il est possible d'observer une degradation de la qualite de service 
meme pour les Hots de hautes priorites. 
Quand DiffServ* est utilise, un chemin optique est perdu sur (LSRl, LSR2), un autre 
sur (LSR1,LSR3,LSR2). La bande passante restante sur ces chemins suffit a servir 
adequatement les Hots EF et AF de haute et moyenne priorite et seuls les LSP BEO et BE1 
sont reroutes sur le troisieme chemin. Dans ce scenario : 
- les flots EF et AF recoivent un service adequat; 
- selon la capacite residuelle sur le troisieme chemin, les flots BE subissent certaines 
degradations de qualite de service. 
4.4.2 Resultats 
Cette section montre les resultats des simulations. Le reseau a ete etudie dans les deux cas 
de protection DiffServ* et MPLS tout en considerant une capacite residuelle variable sur 
le troisieme chemin (LSR1, LSRA, LSR2) dans les deux cas. Nous evaluons la perfor-
mance des deux methodes par le taux de pertes des paquets, le delai moyen et la gigue 
pour les classes EF, AF et BE dans les deux situations normales et sous pannes. 
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Les figures 4.18, 4.19 et 4.20 montrent la moyenne sur l'ensemble du reseau et en cas 
de pannes du taux de pertes, du delai et de la gigue des trois flots 0, 1 et 2. Les resultats 
individuels pour chaque flot sont montres dans l'annexe IV. Nous pouvons voir qu'en cas 
de fonctionnement normal, la performance moyenne du reseau est identique dans les deux 
cas de le protection MPLS et DiffServ*. Ceci est normal vu que le comportement des deux 
reseaux differe seulement en cas de pannes. Dans ce qui suit, nous mettons en evidence la 
difference en performance en cas de pannes. 
Nous pouvons voir des figures 4.18(a) et 4.18(b) qu'en moyenne la performance de Diff-
Serv* est meilleure que celle de la protection MPLS. Avec DiffServ* : 
- les LSP EF et AF des flots 0 et 1 ne sont pas reroutes suite a la panne : 
- la bande passante residuelle sur leurs chemins d'origine est reduite, 
- mais elle reste suffisante pour assurer un service convenable; 
- les LSP BE de ces flots sont retablis sur le troisieme chemin : 
- la surcharge de trafic non prioritaire n'affecte pas les LSP EF et AF du flot 3, 
- elle affecte seulement BE quand la demande de trafic sur ce chemin est elevee. 
Dans le cas de la protection MPLS, le flot 1 n'est pas touche par la panne et le flot 0 
est reroute sur le meme chemin que le flot 2. La performance de ces deux flots depend 
intrinsequement de la capacite residuelle originale du troisieme chemin et done du niveau 
de congestion engendre par la surcharge de trafic a la fois EF, AF et BE sur ce chemin. 
Les conclusions sur le taux de pertes moyen pour les differentes classes de trafic sont: 
- trafic EF : meme niveau de protection dans les deux cas; 
- trafic AF : le taux de pertes est reduit a des valeurs presque nulles dans le cas de Diff-
Serv* ; 
- trafic BE : le taux de pertes est double avec la protection MPLS; 
- de tres grands taux de pertes, pres de 10% des paquets AF et 40% des paquets BE sont 
observes avec MPLS quand la capacite residuelle du reseau est de 20%. 
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FIG. 4.18 Taux de pertes moyen du reseau 
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Les figures 4.19(a) et 4.19(b) indiquent que le delai moyen des classes EF et AF sont 
similaires dans les deux cas des protection DiffServ* et MPLS, celui de la classe BE 
est meilleur dans le premier cas. Avec DiffServ*, la reduction de la bande passante des 
chemins des flots 0 et 1 : 
- n'a aucun effet significatif sur le delai EF mais cause une legere augmentation dans le 
cas de AF : 
- ceci est principalement du a la taille et a la transmission en rafales des paquets AF de 
la source video; 
- l'augmentation du delai dans le cas de BE est proportionnel au taux d'utilisation original 
du troisieme chemin {LSR1, LSRA, LSR2}. 
Dans le cas de MPLS, le flot 1 n'est pas touche par la panne et conserve les memes valeurs 
de delai avec et sans pannes. La situation differe pour les flots 0 et 2 qui sont maintenant 
en competition pour les ressources de plus en plus limitees du troisieme chemin d'ou 
une augmentation du delai. L'augmentation du delai des paquets BE est plus grande avec 
MPLS puisque ces paquets sont maintenant en competition avec une plus grande quantite 
de trafic EF et AF pour les memes ressources du troisieme chemin de protection. Les taux 
des pertes des paquets AF et BE eleves dans le cas 20% de la protection MPLS permettent 
d'expliquer la decroissance du delai moyen dans ce cas. 
Les resultats pour la gigue sont compares a l'aide des figures 4.20(a) et 4.20(b). La gigue 
moyenne du trafic AF est legerement meilleure avec MPLS, celle du trafic BE est plus 
basse avec DiffServ* et la gigue des paquets EF est la meme dans les deux cas. 
Avec DiffServ* et pour les memes raisons que le delai moyen : 
- les valeurs de gigue des paquets AF des flots 0 et 1 sont doubles quand la bande passante 
de leurs chemins respectifs est reduite suite a la panne; 
- la gigue AF du flot 2 reste la meme et les flots additionnels ajoutes sur ce chemin sont 
BE: 
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- ils n'affectent pas les paquets des autres classes; 
- la gigue des paquets BE est meilleure avec DiffServ* et ceci est principalement du aux 
quantites plus faibles du trafic EF et AF sur le troisieme chemin compare a MPLS. 
Avec MPLS, le flot 1 n'est pas touche par la panne done aucune degradation de perfor-
mance n'est observee. D'un autre cote, la gigue des paquets AF et BE des flots 0 et 2 est 
plus haute, mais constante en cas de pannes et quel que soit le niveau d'utilisation du re-
seau. Ces resultats confirment notre analyse qualitative sur 1'amelioration qu'apporte Diff-
Serv* sur la fiabilite et la performance des reseaux MPLS-DS-TE. Avec DiffServ*, l'effet 
de la panne est distribue sur plusieurs groupements de liens logiques done sur plusieurs 
flots, ce qui minimise l'impact des pannes physiques sur la couche de service superieure. 
Les flots de hautes priorites ne sont pas touches dans toutes les conditions et seul le trafic 
BE doit etre reroute en fonction de la capacite residuelle. 
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DiffServ* se base sur deux elements essentiels pour assurer une protection differenciee 
et adequate du trafic en cas de pannes dans un reseau. Le premier est l'architecture des 
services differenciees, DiffServ, qui peut proteger le trafic prioritaire en cas de conges-
tion des liens de la couche logique. Le second est la technique d'agregation de liens, qui 
permet de grouper plusieurs canaux de transmissions physiques en un lien logique de ca-
pacity superieure. La combinaison des deux elements doit en theorie faire de DiffServ* 
un modele fonctionnel puisqu'une panne physique se traduirait en une congestion sur des 
liens de la couche logique et ne necessiterait rien de plus que les mecanismes naturels de 
DiffServ pour proteger le trafic en fonction de sa classe de priorite. 
Etant donne que les simulations ont deja demontre l'efficacite du modele DiffServ* theo-
rique, nous avons procede en validant sa faisabilite et sa performance en laboratoire a 
l'aide d'equipement de communication actuellement disponible. Ceci est d'une grande 
importance puisque ca complete notre proposition et permet de l'ajouter au gabarit des 
modeles de protection differenciee efficaces des reseaux de prochaines generations. L'ob-
jectif de ce chapitre est alors de montrer que : 
- il est en pratique possible de deployer DiffServ* a l'aide de tout equipement reseau qui 
permettrait de combiner la differenciation de services avec la technologie d'agregation 
de liens; 
- DiffServ* est effectivement capable de proteger le trafic prioritaire en cas de vraies 
pannes physiques dans un reseau reel et avec des equipements actuellement disponibles 
sur le marche. 
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5.1 DiffServ* et type de reseau vise 
Le modele DiffServ* a ete initialement elabore pour etre deploye dans des reseaux IP/ 
WDM de prochaines generations. Ces reseaux contiennent tous les elements de base ne-
cessaires au bon fonctionnement de DiffServ* et, si la situation le requiert, DiffProtect. 
L'evaluation de la performance de DiffServ* et de DiffProtect au cours des chapitres pre-
cedents a ete realisee en simulant une couche logique protegee par l'un, l'autre ou une 
combinaison des deux modeles. La topologie physique dans la simulation n'a ete prise en 
compte qu'indirectement puisque nous ne tenions compte que de Veffet qu'ont les pannes 
physiques sur la couche logique. Ceci permet de montrer que la performance et la fiabilite 
de DiffServ* n'est pas reliee a une infrastructure physique particuliere mais seulement a 
la possibilite d'agregation de liens qu'une telle couche peut offrir. 
Dans le cadre de cette etude nous avons decide de deployer DiffServ* dans un reseau 
de type IP/Ethernet. Ces reseaux ont la particularite d'etre moins chers et techniquement 
plus faciles a utiliser que les reseaux optiques. Par exemple, nous savons que la capacite 
de transmission actuelle d'un canal optique se chiffre en gigabits et en dizaine de gigabits 
par seconde. II serait alors pratiquement impossible de generer une telle quantite de trafic 
en laboratoire et les reseaux Ethernet de plus basses vitesses sont alors mieux adaptes a ce 
contexte. 
Ethernet est une technologie reseau tres populaire et pratiquement la plus utilise dans 
la mise en place des reseaux regionaux locaux (Local Area Network, LAN) et certains 
reseaux metropolitains (Metropolitan Area Network (MAN)). Cette technologie repond 
a nos besoins puisqu'elle permet, par l'entremise du Link Agregation Control Protocol 
(LACP) (lac, 2002) defini par le standard d'agregation de liens IEEE802.3ad (IEEE, 
2000), de regrouper des liens Ethernet pour former un conduit logique de plus grande 
capacite. Cette pratique est courante dans les reseaux Ethernet car elle permet d'augmen-
ter la capacite de transmission des liens qui relient deux equipements reseaux. Dans le cas 
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des reseaux Ethernet multiservices, l'ajout de DiffServ* peut s'averer souhaitable pour 
assurer la fiabilite et la protection differenciee de trafic. 
5.2 Description de l'experience et des equipements reseaux necessaires 
L'objectif principal de cette experience est de valider la fonctionnalite et la performance du 
modele de protection DiffServ* dans un reseau reel. Nous voulons montrer que DiffServ* 
peut effectivement garantir la qualite de service des applications dans une situation de 
panne reelle. Nous avons mis en place le reseau de la figure 5.1. Le reseau dorsal est 
compose de deux commutateurs Cisco de type Catalyst 3750E-24-TD, surnommes Atlas 
et Hercules et relies par un Etherchannel. Cette technique de groupement de liens est 
1'implementation du LACP et une technologie de Cisco. De part et d'autre du reseau dorsal 
nous avons deux reseaux locaux d'ordinateurs qui serviront de generateurs, de recepteurs 
et d'analyseurs de trafic. Les machines du reseau A generent et transmettent en direction 
du reseau B trois types de trafic EF, AF et BE a un debit suffisamment grand pour saturer la 
capacite de 1'Etherchannel qui les relie. Toute panne dans ce groupement de liens entraine 
la diminution de la capacite de transmission disponible entre les reseaux A et B et les 
effets de la panne seront mesurables a l'arrivee au reseau B. 
5.2.1 Generateurs et analyseurs de trafic 
Nous avons genere trois types de trafic pour trois classes distinctes, du trafic de voix sur IP 
(VoIP) classifie EF, du trafic de video AF et du trafic UDP de donnees pour BE. Le trafic 
EF et BE a ete genere par le logiciel Distributed-Internet Traffic Generator (D-ITG) (Botta 
et al., 2007). Le trafic AF est genere par un logiciel de transmission video, le VLC media 
player (VideoLAN Project, 2009). 
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TAB. 5.1 Sources et debit de trafic par machine 
L'objectif est de saturer la capacite totale de 1'Etherchannel de 300 Mbps. Pour reproduire 
des conditions similaires a celles des etudes par simulation de DifflServ*, les differentes 
categories de trafic partagent a parts egales la capacite de transmission totale disponible. 
Ainsi, la totalite de trafic EF, AF ou BE qui circule du reseau A vers B doit etre proche, 
mais ne doit pas depasser, la limite de 100 Mbps. 
Le tableau 5.1 montre la composition du trafic genere par chacune des machines du re-
seau A ainsi que le debit total par source de chaque categoric Du trafic de voix sur IP 
forme la classe EF. Chaque source de voix utilise l'encodage G711.1 et genere un de-
bit constant de 108 kbps de trafic, incluant toutes les entetes de transmission du reseau. 
Chaque machine du reseau A utilise 130 de ces sources et genere un total de 14 Mbps. 
Deux sources video generent le trafic AF de debit variable qui tourne autour de 6.5 Mbps. 
Chaque poste dm reseau A genere an total 13 Mbps de trafic AF. FiBalement quatre sources 
de donnees sont utilisees pour generer le trafic de basse priorite BE. Chacune genere un 
debit constant de 4.14 Mbps, pour un total 16.56 Mbps par machine. Les graphiques des 
figures 5.2 et 5.3 montrent un exemple du debit de trafic genere par une machine source 
du reseau A et recu par une machine destination du reseau B. 
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FIG. 5.2 Debit normal de trafic EF, AF et BE 
Les 6 machines du reseau A sont identiquement configurees et nous avons alors en moy-
enne un total de 84.24 Mbps de trafic EF, 78 Mbps de trafic AF et 99.36 Mbps de trafic 
BE qui traversent FEtherchannel entre les reseaux A et B. Le total etant en moyenne de 
261.6 Mbps, la panne d'un des liens de l'Etherchannel reduit sa bande passante de 300 a 
200 Mbps. Ceci entraine une congestion et 1'activation des mesures de qualite de service 
dans cette partie du reseau. 
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FIG. 5.3 Debit normal de trafic EF, AF et BE 
5.2.2 Configuration des commutateurs Atlas et Hercules. 
Nous avons choisi la serie Cisco Catalyst 3750E-24-TD pour plusieurs raisons. Ces equi-
pements sont capables de differentiation de service, c'est-a-dire, peuvent classifier, sur-
veiller, marquer, mettre en files d'attente et ordonnancer leur service pour assurer un trai-
tement de trafic prioritaire en cas de congestion. En second lieu, ils peuvent agreger des 
liens Ethernet pour former un canal logique de plus grande capacite. Et finalement, parce 
qu'il est possible d'appliquer des mesures de qualite de service autant sur des ports phy-
siques individuels que sur des groupements de liens, ce type de reseau repond aux criteres 
de base de la protection DiffServ*. 
II existe cependant certaines differences entre le modele DiffServ* theorique tel que nous 
le proposons et 1'implementation pratique realisee a l'aide des commutateurs Cisco. Cette 
difference est illustree a la figure 5.4. Dans la partie du haut, nous pouvons voir le fonc-
tionnement de la proposition DiffServ* theorique dans laquelle le trafic de chaque classe 
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de service, essentiellement EF, AF et BE, est mis en attente dans une file qui lui est propre. 
Un ordonnanceur se charge de servir chaque file en fonction de sa priorite et le trafic sort 
de ce dernier a un debit inferieur ou egal a la capacite totale du groupement logique de 
liens et est divise par la suite de facon equilibree sur les ports de transmission sous-jacents. 
L'ordonnanceur est prioritaire, c'est-a-dire que la file associee au trafic AF n'est servie que 
quand la file EF est vide, la file BE n'est servie que quand les files EF et AF sont vides. 
Cette configuration est necessaire parce qu'elle permet de preserver, autant que possible, 
le meme taux de service aux flots de hautes priorites, en cas de pannes. Lorsqu'un des 
liens du groupement tombe en panne, la capacite de transmission totale du groupement 
logique et du debit de 1'ordonnanceur sont reduits de la meme quantite. Le service prio-
ritaire des files garantit que le trafic EF est toujours le premier a etre servi en totalite, le 
trafic AF est second et selon la capacite residuelle, BE est troisieme. En cas de pannes, la 
proportion de trafic EF transmis sur les liens physiques restants devient plus grande qu'en 
cas de fonctionnement normal. 
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FIG. 5.4 Partage de charge avant et apres la qualite de service 
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Etant donne qu'il n'est pas possible de realiser le deploiement de DiffServ* comme le pre-
vent le modele theorique, le bas de la figure 5.4 schematise 1'implementation de DiffServ* 
realisee dans les commutateurs Atlas et Hercules. Nous pouvons voir dans ce cas que le 
partage de charge du trafic se fait avant l'application de la procedure de qualite service 
et cette derniere se fait sur chaque port physique du groupement de liens et non sur le 
port logique, i.e. l'Etherchannel au complet. A priori, il ne devrait exister en temps nor-
mal aucune difference majeure entre le modele theorique et son implementation puisque 
le trafic est, dans les deux cas, toujours servi de facon prioritaire par les memes canaux 
de transmissions physiques. II existe cependant quelques differences essentielles quant a 
leur comportement en cas de pannes. Nous detaillons ces differences techniques dans ce 
qui suit. 
5.2.2.1 Differentiation de service 
Nous avons remarque que seule une configuration minutieuses des mecanismes de diffe-
renciation de services donnera une allure DiffServ aux comportement des commutateurs. 
Bien qu'il soit possible de classifier le trafic suivant les DSCP, la differenciation de ser-
vice ne se fait que par une configuration appropriee des politiques de surveillances, de 
marquage, de mise en file d'attente et d'ordonnancement de ces derniers. La configura-
tion doit se faire en fonction de la quantite et composition du trafic et de l'effet desire en 
cas de problemes. Dans notre cas, nous voulons une protection absolue pour le trafic EF, 
un minimum de garanties pour le trafic AF et aucune protection particuliere pour la classe 
BE. 
Ceci etant dit, il existera certaines differences techniques entre le modele DiffServ* theo-
rique et son deploiement pratique. Dans le premier cas, la differenciation de service est 
configured en fonction de la quantite de trafic et l'etat du groupement de liens, ou Ether-
channel dans ce cas, au complet. La quantite de trafic qui arrive au groupement de liens 
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est en moyenne constante et c'est la capacite de ce dernier qui varie en fonction de son 
etat entierement fonctionnel ou en cas de panne. Dans le deuxieme cas, la differentiation 
de service est configuree en fonction de la quantite de trafic qui arrive a chaque lien du 
groupement et depend alors de l'efficacite de l'algorithme de partage de charge et de l'etat 
de chaque lien. 
5.2.2.2 Taux de service maximal du trafic de haute priorite 
L'ordonnancement prioritaire prevoit generalement une limite maximale sur le taux de 
service de la file d'attente la plus prioritaire. Ceci est necessaire pour s'assurer que les 
classes de plus basses priorites recoivent un service minimal. Si DEF est la quantite maxi-
male de trafic EF qui arrive a la file prioritaire, il serait alors envisageable de limiter le 
taux de service de cette file d'attente a LEF = DEF. Si la quantite de trafic EF depasse 
cette limite, l'excedant est rejete pour garantir que les autres classes de trafic aient une 
chance d'etre servies. 
C'est pourquoi il faut reserver un debit LEF dans l'ordonnanceur du modele DiffServ* 
theorique pour qu'une quantite DEF soit toujours garantie un taux de service LEF quelque 
soit l'etat, fonctionnel ou en panne(s), de l'Etherchannel. 
La pratique equivalente dans le cas de 1'implementation pratique de DiffServ* serait de 
reserver un taux maximal LEF/3 pour une quantite DEF/3 sur chacun des ordonnan-
ceurs des trois ports physiques du groupement. Si un lien du groupement est en panne, un 
partage de charge equilibre mettra DEF/2 > LEF/3 sur chacun des liens fonctionnels res-
tants. La protection EF ne sera pas optimale dans ce cas puisqu'un tiers du trafic de cette 
classe est rejete. Le probleme est partiellement regie en limitant le taux de service EF sur 
chaque lien a LEF/2. Ainsi, en cas de pannes, le trafic EF sera entierement protege sans 
toutefois pouvoir empecher en temps normal la reduction de service des classes de plus 
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basses priorites aussi efficacement que dans le cas de DiffServ* theorique. II est alors clair 
que la garantie de service dont doit beneficier la classe EF est plus facilement realisable 
avec la proposition theorique de DiffServ* qu'avec son implementation pratique. 
5.2.2.3 Ordonnancement prioritaire non offert 
Nous choisissons 1'ordonnancement prioritaire dans le modele de DiffServ* theorique par-
ticulierement pour sa capacite a garantir le meilleur taux de service et en consequence une 
protection maximale au trafic prioritaire en cas de congestion. Cette methode est ideale 
dans la mesure ou il est possible de limiter la quantite de trafic prioritaire qui circule 
dans le reseau. Si cette quantite devient tres importante, les Hots de plus basses priorites 
risquent de ne recevoir aucun service. 
L'alternative a 1'ordonnancement prioritaire est le Weighted Round Robin (WRR) dans le-
quel chaque file d'attente est servie suivant un poids proportionnel a sa priorite, le service 
des flots prioritaires n'est pas absolu, mais WRR garantit toutefois un minimum de ser-
vice aux files de basses priorites. La version Cisco du WRR est le Shaped Round Robin 
(SRR). Quatre files d'attentes existent a chaque port physique de sortie et la methode SRR 
permet d'attribuer un poids a chaque file d'attente qui ultimement definira la portion de la 
bande passante a laquelle le trafic de file en question aura acces. Par exemple si le poids 
des files est 12, 9, 6 et 3, l'allocation de bande passante a chaque file est respectivement 
12/(12 + 9+6+3) , 9/(12 + 9 + 6 + 3), 6/(12 + 9 + 6+3) et 3/(12 + 9 + 6 + 3) oubien 40%, 
30%, 20% et 10%. La file 1 se voit attribuer quatre fois plus de capacite que la file 4, la file 
2 a trois fois la capacite de la file 4, etc... Le SRR peut fonctionner en deux modes, shaped 
ou shared. Dans le premier cas, l'allocation des pourcentages de capacite est rigide alors 
que le second permet un partage de la capacite allouee mais inutilisee d'une file avec les 
autres selon leur besoin. 
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II faut aussi mentionner que les commutateurs 3750E de cette experience permettent un 
ordonnancement hybride prioritaire-SRR dans lequel une des files a une priorite absolue 
sur les autres. Cette file est servie continuellement tant qu'elle n'est pas vide sans pour 
autant depasser un taux maximal de service defini par un pourcentage specifique de la 
capacite totale du lien du port en question. Les autres sont servies suivant les poids SRR 
qui leur sont attribues. 
Pour cette etude, nous avions choisi la configuration hybride : une file prioritaire pour 
la classe EF et un service SRR pour les files des classes AF et BE. Le taux maximal 
de la file EF ainsi que les poids attribues aux files AF et BE ont ete minutieusement 
choisis de facon a garantir une qualite de protection optimale en cas de panne au niveau 
de l'Etherchannel. La configuration technique des commutateurs Atlas et Hercules est 
expliquee dans 1'annexe V. 
5.2.2.4 Partage de charge equilibre 
Un autre probleme subsiste dans le partage de charge du trafic. Dans le cas de DiffServ* 
theorique, 1'application des mesures de qualite de service est faite avant le partage de 
charge. Le debit de l'ordonnanceur etant toujours egal a la capacite totale du groupement 
de liens, qu'il soit fonctionnel ou en panne, il reste simplement a assurer un partage de 
charge equilibre du trafic sortant de l'ordonnanceur sur les differents ports de transmission 
physiques pour eviter tout rejet inutile de trafic. 
Avec 1'implementation pratique de DiffServ*, non seulement faut-il partager le trafic de 
facon equilibree sur les liens physiques fonctionnel, mais il faut aussi que le partage soit 
equilibre par classe. II faut s'assurer que les memes proportions de trafic EF, AF et BE 
soient envoyes aux ordonnanceurs des ports physiques. Pour illustrer ce probleme, consi-
derons l'exemple de cette etude dans lequel le flot de donnees qui arrive a l'Etherchannel 
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est compose a parts egales de trafic EF, AF et BE. Un exemple de partage de charge valide 
et de mettre 100% du trafic EF sur le canal 1,50%AF + 50%BE sur le canal 2 et le reste sur 
le canal 3. Ayant toute la demande EF sur un meme port, la limitation de LEF/2 < DEF 
causera une perte inutile de la moitie de ce trafic. II faut ainsi s'assurer que le partage 
de charge soit equilibre en fonction du debit total de trafic et des debits particuliers des 
classes qui le composent. 
La technologie Etherchannel est dotee d'un algorithme de partage de charge qui ne tient 
pas compte de la classe de service d'un flot de donnees mais seulement de l'adresse IP ou 
MAC de sa source et/ou de l'adresse IP ou MAC de sa destination. Etant donne que cette 
experience est realisee dans un espace controle, il a ete possible d'assurer un partage de 
charge equilibre par classe de service. Cette tache peut etre difficilement realisable dans 
un environnement de reseau reel ou les proportions de trafic changent dynamiquement. 
D'ou un avantage clair de la methode utilisee par le modele theorique de DiffServ dans 
lequel le partage de charge se fait apres l'application des procedures de qualite de service. 
5.3 Performance et resultats en cas de pannes 
Le trafic decrit a la section 5.2.1 a ete genere et injecte dans le reseau de la figure 5.1. Tout 
le trafic genere par les machines 10 a 15 convergent vers 1'Etherchannel pour atteindre leur 
destination suivant le schema de la figure 5.5. Tout le trafic EF de VoIP et BE de donnees 
genere par les machines 10, 11, 12, 13, 14 et 15 a pour destinations respectives 17, 18, 
19, 20, 15 et 16. Chaque machine source transmet deux videos simultanement, le premier 
suivant le meme schema de transmission que les Hots EF et AF et, pour des simples raisons 
de diversite, la seconde transmission video des machines sources suit le schema du cote 
droit de la figure 5.5. La technologie de 1'Etherchannel se base sur les adresses IP ou 
physiques sources et/ou destination pour effectuer le partage de charge. Pour nos tests, 
nous avons choisi l'option qui tient compte a la fois des adresses IP source et destination 
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FIG. 5.5 Sources et Destinations des flots EF, AF, BE 
pour assurer un partage de charge le plus diversifie possible. Pour chaque paire d'adresses 
possibles, l'Etherchannel calcule un nombre entre 0 et 7 et associe ce nombre avec un 
lien fonctionnel de l'Etherchannel. Ainsi, chaque flot est identifie par l'adresse IP de sa 
source et celle de sa destination et tous les paquets de ce flot sont envoye sur le meme 
lien composant de l'Etherchannel de facon a eviter tout probleme de desordre de paquets 
suite au partage de charge. Tenant compte de nos configurations IP, seuls les schemas de 
transmission de la figure 5.5 ont permis un partage de charge equilibre du trafic quel que 
soit l'etat de l'Etherchannel fonctionnel ou partiellement en panne. 
Le tableau 5.2 donne plus de details sur cette configuration. Nous pouvons voir qu'avec 
le premier et le second schema de transmission, chacun des ports 22, 23 et 24 est utilise 
exactement 2 fois dans le cas normal et, en cas de panne du premier lien branche au port 
22 de l'Etherchannel, chacun des ports 23 et 24 restants est utilise exactement par trois 
flots. Ceci montre que, conformement a la condition de partage equilibre de charge de la 
section 5.2.2.4, les flots demeurent repartis de facon equilibree sur les ports fonctionnels 
de l'Etherchannel quel que soit son etat. Etant donne que toutes les machines generent les 
memes demandes en trafic EF, AF et BE, nous avons un meme debit de trafic EF, AF, BE 
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TAB. 5.2 Allocation Flot/Port, cas normal ou avec panne du port 22 
et total sur chacun des liens de l'Etherchannel. Cette derniere condition est essentielle au 
bon fonctionnement de la protection DiffServ*. 
5.3.1 Resultats : EF-voix, AF-video, BE-donnees 
Un premier test de performance a ete effectue avec la classification de base. Le trafic de 
voix, classifie EF, est le plus prioritaire et recoit des garanties strictes de taux de perte, de 
delai bout-en-bout et de gigue. Le trafic de video est considere de moyenne priorite et est 
classifie AF. Le trafic de donnees appartient a la classe BE. Nous evaluons la qualite de 
protection du deploiement de DiffServ* en mesurant la debit de chacune des classes avant, 
pendant et apres une periode de panne aux diverses machines destination du reseau. La 
panne a ete generee en debranchant physiquement un des cables qui forment l'Etherchan-
nel et ayant obtenu le meme comportement aux six machines destinations, nous presentons 
aux figures 5.6 et 5.7 deux exemples de resultats. 
Etant donne que le debit des classes EF et AF reste pratiquement constant quelle que 
soit la situation, ces figures nous permettent de conclure que la protection de ces flots 
est quasi-parfaite en cas de panne. Ceci constitue un resultat essentiel puisqu'a l'aide de 
DiffServ* seul nous avons reussi a proteger le trafic prioritaire de facon immediate et 
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facon exacte sur la qualite de la protection offerte a cette classe en cas de pannes. Quant 
au trafic BE, il est clair que cette classe subit en grande partie les effets indesirables de 
la panne. Nous observons une diminution moyenne de 10 Mbps de trafic BE par machine 
et un total de 60 Mbps pour les six, une valeur proche de la quantite totale de trafic de 
261.6 Mbps calculee precedemment moins la capacite de transmission de 1'Etherchannel 
a deux liens de 200 Mbps. 
Le logiciel D-ITG permet une evaluation quantitative de la qualite de service percue par 
les flots qu'il genere. Ainsi, pour le trafic des classes EF et BE, nous avons pu evaluer la 
qualite de service en termes de taux de pertes, du delai bout-en-bout minimum, moyen et 
maximum et par deux mesures de variation du delai, l'ecart type et la gigue. Les diverses 
mesures du delai sont evaluees grace aux temps de generation des paquet a la machine 
source et de la date de leur reception a la machine destination. Pour avoir des mesures 
exactes, il faut calibrer les horloges de toutes les machines du reseau en utilisant le proto-
cole Network Time Protocol (NTP) (Mills, 1992). Les resultats de taux de pertes, delai et 
gigue sont illustres aux figures 5.8, 5.9 et 5.10. 
Nous mesurons le taux de pertes des classe EF et BE en temps normal et sous l'effet d'une 
panne simple. Les figures 5.8(a) et 5.8(b) montrent qu' : 
- en regime normal, aucune perte de paquets n'est observee, le reseau est bien dimen-
sionne; 
- en cas de panne, la classe EF est effectivement immunisee contre tout rejet de paquets 
et que le systeme rejette pres de 70% des paquets de la classe BE. 
Des figures 5.9(a) et 5.9(b) nous pouvons voir que le delai minimum et moyen de la classe 
EF demeurent constants quel que soit l'etat du systeme et nous observons une legere 
augmentation dans le delai maximum observe pour cette classe. Du cote BE, le delai 
moyen augmente de facon considerable, ce qui implique que des temps d'attentes plus 
longs pour les paquets non rejetes de cette classe. 
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FIG. 5.8 Taux de pertes, EF et BE 
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En terarie de variation dm delai, les figures 5.10(a) et 5.10(b) niontrent qu'en temps normal 
et sous pannes, le systeme conserve une gigue et un ecart type de delai EF minimales. 
Les paquets BE sont encore les plus defavorises et la gigue et 1'ecart type augmentent 
considerablement en cas de pannes. 
Du point de vue d'un administrateur et concepteur de reseau, 1'evaluation quantitative 
des mesures de qualite de service EF et BE permet de dormer une indication claire sur la 
performance et essentielle a son amelioration. Cependant, il est aussi important d'evaluer 
la performance du reseau de facon qualitative du point de vue de l'usager. Nous prenons 
l'exemple de la qualite de service qualitative du trafic video AF evaluee visuellement et 
montree dans les figures 5.11 et 5.12. Bien que nous ayons etabli precedemment (c.f. les 
figures 5.6 et 5.7), que le trafic video semble etre protege de facon totale, ce resultat peut 
etre acceptable pour un administrateur systeme mais Test difficilement pour un usager. 
FIG. 5.11 Degradation de performance video visuelle, extrait de Starwars V 
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FIG. 5.12 Degradation de performance video visuelle, extrait de Matrix I 
5.3.2 Resultats : EF-video, AF-voix, BE-donnees 
Nous avons presente a la section 5.3.1 une analyse quantitative pour les classes EF et 
BE et seulement qualitative pour le trafic video AF. Pour avoir une idee plus claire de 
la qualite de la protection offerte a cette derniere, nous menons ici la meme etude que 
precedemment, a la seule difference que le trafic de video est maintenant EF, la trafic de 
voix, genere et analyse par le logiciel D-ITG est AF. 
Nous avons observe que, quel que soit la situation de l'Etherchannel, le trafic video main-
tenant EF est protege contre toute perte de paquets, tout delai excessif et toute degradation 
visuelle et sonore de la qualite de la transmission a l'ecran. Ceci confirme encore une fois 
que quel que soit la nature du trafic EF, DiffServ* lui offre une protection en cas de pannes. 
Nous comparons le debit de trafic a certaines machines destinations, en regime normal 
a la figure 5.13 et en cas de panne aux figures 5.14 et 5.15. Nous pouvons voir qu'en 
cas de panne, le debit du trafic EF n'est pas affecte, celui du trafic AF de voix diminue 
legerement et celui du trafic BE est grandement reduit. Une evaluation qualitative de la 
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FIG. 5.13 Debit de trafic en temps normal (EF=video) 
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FIG. 5.14 Debit de trafic en cas de panne (EF=video) 
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FIG. 5.15 Debit de trafic en cas de panne(EF=video) 
performance des classes AF et BE est montree aux figures 5.16, 5.17 et 5.18. 
Nous pouvons voir des figures 5.16(a) et 5.16(b) que le taux de pertes des paquets AF 
et BE est nul dans le cas normal et pres de 5% pour la classe AF et depasse 60% pour la 
classe BE. Ces resultats confirment encore nos resultats de la section precedente : 
- la classe BE subit un taux de rejets considerables; 
- la qualite de protection de la classe AF est relativement proche de celle de la classe EF 
mais n'est pas ideale pour le trafic de transmission video en temps reel. 
Les figures 5.17(a) et 5.17(b) montrent que le delai moyen de la classe AF augmente 
legerement alors que celui de la classe BE est largement superieur en cas de panne. Encore 
une fois, la configuration des poids et de l'ordonnancement des files d'attentes assure un 
service rapide au paquets AF aux depends des paquets BE qui sont mis en attente pour 
une duree plus longue en moyenne. 
Les figures 5.18(a) et 5.18(b) montrent que la gigue et 1'ecart type du delai des paquets 
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FIG. 5.16 Taux de pertes, AF et BE 
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FIG. 5.17 Delai, AFet BE 
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FIG. 5.18 Gigue, AFet BE 
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de la classe AF doublent en cas de panne. Ces memes valeurs pour la classe BE sont 
respectivement triple et quadruple. 
Nous concluons de ces resultats que le classement des applications est tres important et 
que la configuration des mesures de differentiation de service doit etre faite en fonction 
des exigences particulieres de chaque application. Un service video impeccable n'a ete 
obtenu qu'en utilisant la classe EF pour cette application. II est possible de garantir un 
minimum de protection en cas de panne avec la classe AF mais ce dernier depend grande-
ment de la configuration du SRR et peut s'averer inacceptable pour certaines applications. 
5.4 Deploiement Etherchannel de DiffProtect 
Cette etude demontre que les contraintes imposees par les equipements actuellement dis-
ponible n'empechent pas le deploiement et le bon fonctionnement de la protection diffe-
renciee de DiffServ*. Nous avons aussi tente de deployer DiffProtect a l'aide de la tech-
nologic de 1'Etherchannel. Pour ce modele de protection il faut: 
- un partage de charge differencie par classe de trafic sur les differents liens d'un grou-
pement; 
- une protection physique differente pour chacun de ces liens physiques. 
Nous savons que la technologie Etherchannel ne permet aucun controle sur la facon dont le 
partage de charge est fait mais il est possible de dejouer cette limitation en configurant les 
machines pour generer du trafic unique. Nous aurons ainsi deux machines sources dediees 
a la generation du trafic EF, deux autres a AF et les deux dernieres aux flots BE. Avec un 
partage de charge qui se fait en fonction des adresses sources et destination, il est possible 
d'avoir tout le trafic EF sur un lien, le trafic AF sur un autre et BE sur le troisieme, mais il 
n'existe toujours aucune garantie en cas de pannes. Si le lien Ethernet transportant le trafic 
de voix est debranche, rien ne garantit que ce trafic sera entierement mis sur un quatrieme 
cable fonctionnel. II est de meme pour la classe AF et particulierement BE qu'on ne peut 
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empecher le reroutage au sein de l'Etherchannel sur un cable fonctionnel. 
Nous concluons alors que bien qu'il ait ete possible de dejouer les limitations de la techno-
logie Etherchannel pour assurer un deploiement pratique et fonctionnel de DiffServ*, cette 
tache ne serait pas aussi evidente ni meme possible pour DiffProtect. Ceci demontre la 
simplicity de DiffServ* en comparaison a DiffProtect ou tout autre mecanisme de protec-
tion differenciee physique. L'un ne requiert que la possibilite de combiner differenciation 




DIFFSERV* ET DIFFPROTECT : PLANIFICATION ET DEPLOIEMENT 
Nous avons vu au cours des chapitres precedents que le deploiement des deux modeles 
DiffServ* et DiffProtect se fait separement pour chaque lien dans la couche logique et 
que tous deux utilisent une technique speciale de routage et d'assignation de longueurs 
d'onde dans la couche de transmission optique inferieure. La grande difference entre les 
deux modeles provient de la methode utilisee pour assurer une protection differenciee du 
trafic en cas de pannes simples et meme multiples. DiffServ* se base sur 1'architecture 
logique de differentiation de service de 1'IETF pour assurer la protection du trafic contre 
les pannes de la couche inferieure. Le modele DiffProtect combine l'utilisation de divers 
techniques de protection optique pour offrir un schema de protection differenciee similaire 
a DiffServ*. 
La performance des deux modeles a ete sujette a plusieurs etudes et les resultats montrent 
que DiffServ* offre, en moyenne, un niveau de protection superieur a celui de DiffProtect; 
il est done preferable de l'utiliser sur tous les liens IP du reseau. Les simulations ont aussi 
montre que dans certains cas de pannes extremes, et pour certains types de trafic, Diff-
Protect offre une meilleure protection. Nous pouvons deduire que bien qu'il soit conseille 
d'utiliser DiffServ* sur tous les liens du reseau, l'utilisation de DiffProtect peut etre ne-
cessaire a certains endroits ou les pannes multiples sont plus frequentes et les exigences 
en qualite de service et fiabilite sont plus strictes. 
Le deploiement combine de DiffServ* et de DiffProtect ne peut etre realise de facon ar-
bitraire et necessite la resolution d'un probleme d'optimisation multicouche qui apporte 
solutions aux problemes essentiellement nouveaux : 
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- de deploiement de deux types de protection sur les liens de la couche logique; 
- de routage de flot differencie par classe de trafic en fonction de la protection dans la 
couche logique; 
- de routage de connexions optiques et d'assignation de longueurs d'ondespar division 
qui separe les canaux d'un meme lien logique et les place sur des chemins disjoints 
dans la couche physique. 
Ce deploiement doit en meme temps tenir compte : 
- des caracteristiques de la topologie logique et de la topologie physique; 
- des exigences en qualite de service et du routage des differentes classes de trafic des-
servies par le reseau; 
- des contraintes topologiques de deploiement simultane de DiffServ* et DiffProtect; 
- des probability de pannes physiques et de la qualite de protection du reseau protege par 
MixProtect. 
Etant donne que la solution numerique ou mathematique d'un modele d'optimisation de 
cette ampleur n'est generalement pas faisable, nous proposons a la section 6.1 une pro-
cedure a trois etapes completee, a la section 6.2, par une modelisation mathematique qui 
realise le deploiement de DiffServ* et de DiffProtect dans un environnement bicouche tel 
IP/WDM. 
6.1 Procedure de deploiement de la protection MixProtect 
La conception d'un reseau de communication multiservice est devenu synonyme de pla-
nification et de deploiement d'une procedure de protection differenciee du trafic capable : 
- d'offrir un service preferentiel et adapte specifiquement aux besoins en qualite de ser-
vice de chaque application; 
- de garantir ce service quel que soit l'etat, normal, en congestion ou sous panne(s), du 
200 
reseau. 
Etant donne que la protection du trafic peut se faire aux niveaux physique et logique 
du reseau et qu'aucune methode n'est sans inconvenients, le probleme revient alors a 
deployer une protection multi-niveau qui combine le meilleur des deux couches reseaux. 
MixProtect est une solution de protection a la fois differenciee et multi-niveau du trafic 
en cas de pannes physiques. Cette solution combine Putilisation efficace et intelligente de 
DiffServ* et de DiffProtect pour garantir un optimum de protection quand la situation le 
requiert. Etant donnes les aspects innovateurs de DiffServ* et de son homologue DiffPro-
tect, le deploiement de la solution MixProtect requiert l'elaboration d'une procedure de 
planification particuliere. 
6.1.1 Donnees du probleme 
La figure 6.1 illustre le point de depart de notre approche. Nous considerons que seules 
la topologie physique du reseau et la matrice de demande de trafic sont connues a cette 
etape. Nous justifions ce choix par le desir d'elaborer une approche de solution realiste, 
applicable a tout reseau optique actuel ou une topologie fixe et une matrice de trafic connue 
sont generalement des conditions preexistantes. 
La topologie physique determine 1'emplacement des noeuds du reseau et des liens qui 
les relient et chaque lien physique est une fibre optique sur laquelle le multiplexage de 
longueurs d'onde est possible grace a la technologie WDM. La matrice de trafic indique 
le volume de trafic qui doit etre achemine d'une source vers une destination du reseau 
logique. 
L'objectif est ainsi de dimensionner la topologie logique en determinant 1'emplacement, 
la capacite, la quantite de trafic et la protection de chacun de ses liens logiques. Pour 
atteindre cet objectif, nous proposons une procedure a trois etapes : 
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FIG. 6.1 Initialisation : Demandes de trafic logique et topologie physique 
- le dimensionnement de la couche logique et deploiement de DiffServ* ; 
- 1'analyse de fiabilite et deploiement de DiffProtect; 
- le routage de flot differencie dans la couche logique protegee par MixProtect. 
Chacune de ces etapes permet de realiser une partie des objectifs et 1'ensemble doit etre 
applique dans un ordre donne. Le concepteur garde l'option d'arreter a la fin d'une etape 
quelconque si toutes ses exigences sont satisfaites. 
6.1.2 Dimensionnement DiffServ* de la topologie logique 
Cette etape a pour but de construire une topologie logique qui permettrait l'acheminement 
de la totalite de la demande de trafic entre les differentes sources et leurs destinations 
respectives du reseau. Une des variables de decision principales est la determination de 
l'emplacement des differents liens logiques. Chaque lien logique correspond a une de-
mande d'une ou plusieurs connexions optique entre les noeuds physiques correspondants. 
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Chaque connexion est etablie a l'aide d'un canal optique qui est assigne a une longueur 
d'onde particuliere le long d'un chemin physique choisi. La capacite d'un lien logique 
est egale a la capacite ou la somme des capacites du ou des canaux optiques qui lui sont 
reserves. Le choix des liens logiques, le routage du trafic au niveau logique, l'assignation 
des longueurs d'onde et le routage des canaux optiques dans la couche physique doivent 
se faire sous les contraintes de DiffServ* et avec objectif de minimiser la quantite de 
ressources de transmission physiques necessaire au deploiement. 
FIG. 6.2 Etape 1 : Deploiement de DiffServ*, dimensionnement et routage logique 
La figure 6.2 illustre l'exemple du lien logique (1,5) dont la mise en place serait souhai-
table pour satisfaire la demande de trafic entre ces deux noeuds. La protection DiffServ* 
du lien logique (1,5) impose certaines contraintes sur le nombre de canaux optiques mis 
en place pour chaque lien ainsi que sur le routage de ces derniers sur la topologie physique. 
II faut au minimum trois canaux optiques par lien logique mis en place, dans la mesure du 
possible, sur trois chemins physiquement disjoints. Ces contraintes ont pour consequence 
directe que les liens logiques ont tous la meme capacite egale a la somme de celle de trois 
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canaux optiques mais qui sont evidemment plus robustes face aux pannes physiques. En 
effet, l'exemple de la figure 6.2 montre une application directe de ces contraintes : 
- les trois canaux optiques du lien logique (1,5) mis en place sur les chemins physiques 
disjoints [1,3,5], [1,2,5] et [1,4,5]; 
- la panne de tout sous-ensemble de ces chemins cause au plus une diminution de capacite 
de (1,5) et permet a DiffServ* de proteger le trafic prioritaire sur ce lien. 
6.1.3 Deploiement de DiffProtect et protection multi-niveau 
Nous obtenons a la fin de l'etape 1 une topologie bicouche complete dans laquelle le trafic 
de la couche logique est entierement protege par DiffServ*. Si le concepteur du reseau 
juge la qualite de cette protection satisfaisante, il pourrait arreter a ce stade ou encore 
continuer avec le deploiement de DiffProtect la ou la situation l'exige. Cette tache est fa-
cilitee par le fait que les pre-requis topologique de DiffServ* sont egalement valables pour 
DiffProtect. Les deux modeles exigent trois canaux optiques disjoints pour la transmission 
du trafic mais DiffProtect requiert en plus des canaux de protection. 
II a deja ete etabli que le deploiement de DiffProtect et de DiffServ* doit etre accompli 
en se basant sur les exigences en qualite de protection de certaines classes de trafic. Bien 
que necessaire, cette regie demeure en principe insuffisante etant donne la nature de 1'ex-
perience par simulation realisee. Nous avons voulu une evaluation juste et equitable de 
la qualite de protection des deux modeles pour aboutir a des conclusions generates qui 
ne dependent d'aucune contrainte ou configuration topologiques de reseaux physiques 
particulieres. Nous avons dissocie 1'evaluation de la qualite de protection des deux mo-
deles des variables topologiques en considerant une abondance de ressources physiques 
qui assurerait un deploiement ideal des deux mecanismes de protection quelle que que 
soit la localite ainsi qu'une equiprobabilite et une independance entre les pannes des ca-
204 
naux optiques. Etant donne que ces suppositions refletent rarement la realite des reseaux 
actuels, il est alors necessaire de tenir compte des contraintes topologiques dans le choix 
de positionnement de DiffProtect dans le reseau. 
Une premiere tient compte des exigences topologiques de DiffProtect. En plus des trois 
canaux principaux qui forment un lien logique proteges par DiffServ*, DiffProtect re-
quiert la mise en place de deux canaux de supplementaires, l'un dediee a la protection 
du trafic de haute priorite du seul lien en question, l'autre a une protection du trafic de 
moyenne priorite d'un ou plusieurs autres liens logiques. Pour un maximum de perfor-
mance, ces canaux de protection doivent etre disjoints des trois premiers. Ceci impose 
une premiere contrainte topologique caracterisee par la necessite de trouver un minimum 
de quatre chemins physiquement disjoints pour le routage des canaux optiques d'un lien 
logique protege par DiffProtect. 
Une deuxieme contrainte vient du fait que nous utiliserons DiffProtect selon la probabilite 
des pannes simples et multiples qui peuvent affecter les canaux optiques d'un lien logique 
particulier. Nous savons deja que DiffProtect est plus avantageux que DiffServ* seulement 
dans certaines situations de pannes multiples et pour certaines classes de trafics particu-
lieres. Nous aurons done interet a tenir compte des probabilites des pannes multiples au 
sein des differents liens logiques dans le positionnement de la protection DiffProtect dans 
le reseau. 
La deuxieme etape de cette procedure se base essentiellement sur ces deux contraintes 
pour deployer DiffProtect. II s'agit en premier lieu de specifier les positions de DiffProtect 
par ordre de : 
- necessite quand la probabilite de panne est inacceptable; 
- possibilite quand la topologie physique le permet. 
Une fois accomplie, la mise en place de DiffProtect sur certains liens logiques doit se faire 
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C o u c h e Log ique 
C o u c h e O p t i q u e 
FIG. 6.3 Etape2 : Probability de panne et deploiement de DiffProtect 
en minimisant la quantite de ressources allouees a la protection physique du trafic en cas 
de pannes. 
La figure 6.3 illustre les realisations de cette etape. La topologie logique demeure inchan-
gee tout au long de cette etape et des modifications sont apportees a la seule topologie 
physique selon la methode de protection requise. Nous reprenons l'exemple du lien lo-
gique (1,5) prealablement protege par DiffServ*. Ce lien est forme par trois canaux op-
tiques mis en place sur les chemins physiques [1,2,5], [1,3,5] et [1,4,5]. En connaissant 
la probabilite de panne de chaque lien physique, il est possible d'evaluer la probabilite 
qu'une panne simple, double ou triple affecte le lien logique. Si P„ est la probabilite que 
le lien physique [i, j] soit en panne et en supposant que les pannes de liens et de chemins 
sont independants nous aurons : 
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- Probability Pa, Pb et Pc que les chemin [1, 2, 5] a [1, 4, 5] soient en panne : 
Pa = l - ( 1 - P 1 2 ) ( l - P 2 5 ) (6.1) 
Ph = l - ( 1 - P 1 3 ) ( l - P 3 5 ) (6.2) 
P c - 1 - ( 1 - P 1 4 ) ( l - P 4 5 ) (6.3) 
- Probabilite PF d'aucune panne dans le lien logique (1,5) done 100% fonctionnel: 
PF = (1 - Pa)(l - Pb)(l - Pc) (6.4) 
- Probabilite Ps d'une panne simple d'exactement 1 canal dans le lien logique (1,5) 
Ps = P a( l - Pb)(l - Pc) + P6(l - PQ)(1 - Pc) + Pc(l - Pa)(l - Pb) (6.5) 
- Probabilite PD d'une panne double d'exactement 2 canaux dans le lien logique (1,5) 
PD = PaPh{\ - Pc) + PaPc(l - Pb) + P6PC(1 - Pa) (6.6) 
-Probabilite PT d'une panne triple d'exactement 3 canaux dans le lien logique (1,5) 
PT = PaPbPc (6.7) 
Si le concepteur de reseau juge que la probabilite PD est inacceptable, DiffProtect devient 
alors necessaire sur le lien logique (1,5). Etant donne la disponibilite d'un quatrieme che-
min physique disjoint des trois premiers entre les noeuds 1 et 5, le deploiement de DiffPro-
tect dans sa forme la plus robuste est aussi possible. La figure 6.3 illustre ce deploiement 
ou les deux canaux de protection sont mis en place sur le chemin [1,6, 5] disjoints des 
trois premiers. 
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6.1.3.1 Protection multi-niveau lien par lien 
L'application de l'approche decrite a l'etape 2 resulte en un reseau dote d'une protec-
tion differenciee et multi-niveau assuree dans la couche logique par DiffServ* et dans la 
couche physique par DiffProtect. II faut noter que DiffServ* et DiffProtect sont tous deux 
des modeles de protection de type lien par lien. Les liens logiques sont done munis de 
l'une ou l'autre des techniques de protection resultant en une partie du reseau protegee 
par DiffServ* et une autre par DiffProtect. 
Dans cette optique, notre solution de protection MixProtect est a la fois non convention-
nelle et innovatrice puisqu'en general, la protection mutli-niveau, au sens traditionnel du 
terme, implique 1'elaboration de deux politiques de protection, l'une, physique, deployee 
sur 1'ensemble du reseau physique, l'autre, logique, deployee sur 1'ensemble de la topolo-
gie logique. Ainsi, la protection multiniveau peut se faire : 
- de facon sequentielle, premierement dans la couche physique et comme deuxieme re-
cours dans la couche superieure; 
- suivant une procedure de coordination et de collaboration, parfois complexe, dans la-
quelle la situation est analysee en but de decider sur le partage de la tache de protection 
entre les couches. 
D'un cote, nous proposons DiffServ*, un modele de protection logique rapide, perfor-
mant et fiable, qui permet d'eviter la necessite de passer en premier lieu par la protection 
physique. D'un autre, un flot circulant sur un chemin logique particulier est a certains 
endroits protege par DiffServ*, a d'autres DiffProtect. II s'en suit alors que la protection 
reste alors multi-niveau mais par partie puisqu'elle permet d'eliminer toute necessite de 
coordination de la protection entre les deux couches. 
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6.1.3.2 Routage du trafic en fonction de la protection 
Nous invoquons a l'etape 2, la necessite probabiliste et la possibility topologique comme 
seuls criteres lors du processus de deploiement de DiffProtect. Nous ne tenons pas compte 
pour I 'instant du routage dans la couche logique et des exigences en qualite de service des 
flots des differentes classes. Ceci est en effet une consequence directe de la nature du pro-
bleme a resoudre. La preexistence d'une topologie physique fixe introduit des contraintes 
de deploiement incontournables et plus fortes a ce stade que les criteres de qualite de ser-
vice de quelques flots particuliers. Ainsi, apres un routage preliminaire des flots a l'etape 1 
et le deploiement de DiffProtect a l'etape 2, une troisieme etape est necessaire pour raffiner 
le routage initial dans le but d'optimiser la protection MixProtect en fonction des besoins 
et caracteristiques de chaque classe de service du reseau. Le routage est alors reevalue en 
fonction de la protection et non 1'inverse. 
6.1.4 Differencier le routage pour maximiser la protection 
Nous illustrons a la figure 6.4 un exemple du resultat complet de la phase 2 de notre 
procedure de solution. Nous pouvons voir que DiffServ* est utilise sur un sous-ensemble 
des liens de la couche logique et DiffProtect sur le sous-ensemble complementaire. Nous 
allons specifier ulterieurement qu'une devaluation du routage des flots dans la couche 
logique est necessaire et doit etre realisee en fonction des nouvelles donnees de protection. 
Etant donne l'existence de plusieurs classes de trafic avec des exigences variees de niveau 
de protection, il serait souhaitable de mettre en oeuvre un processus de routage differencie 
qui depende a la fois de la qualite de service requise par un flot et de la combinaison de 
protection appliquee sur le chemin logique qu'il utilise. 
II est a noter que nous ne savons pas calculer une relation mathematique exacte et di-
recte entre les probabilites de panne sur un chemin, la combinaison de protection utilisee 
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et la qualite de service subsequente des classes de flots qui parcourent ce chemin. Nous 
proposons alors d'utiliser une methodeparpenalite basee sur les resultats de l'etude par 
simulations pour determiner un routage optimal des differents flots du reseau. Pour chaque 
paire origine/destination de trafic et pour chaque chemin logique qui les relie, nous eva-
luons deux parametres de penalites : 
- le premier depend du nombre de liens proteges d'un chemin par DiffProtect; 
- le second depend de la position relative des liens DifrProtect sur le chemin. 
Une penalite elevee indique que ce chemin est defavorable pour une classe de flot par-
culier et il serait souhaitable de reduire au maximum la quantite de trafic de cette classe 
prealablement route sur ce chemin. 
Si nous revenons a la figure 6.4, toute la demande de trafic entre les noeuds 2 et 6 a initia-
lement ete routee sur le chemin logique (2,1, 5,6). Apres le deploiement de DiffProtect et 
comme detaille a la section 6.2.3.1, il est possible d'evaluer les parametres de penalite de 
chacun des chemins (2,1, 5,6), (2,3,5,6) et (2,1,4,6). A l'aide de cette information, il 
devient alors possible de detourner certains flots, notamment AF dans ce cas, du chemin 
choisi a l'etape 1 sur le chemin (2,1,4,6) evalue comme etant plus favorable a l'etape 3. 
La procedure de detournement et consequemment de routage differencie du trafic est ap-
pliquee a tous les flots. Elle est sujette aux contraintes de capacite des differents liens de 
la couche logique et vise a minimiser la penalite globale du routage versus la protection 
du reseau entier. II est necessaire de mentionner que cette etape d'optimisation concerne 
uniquement la couche logique et qu'aucune modification n'est apportee a la structure de 
la topologie physique. Un avantage clair de cette approche est la possibilite de pouvoir 
reorganiser le routage en fonction d'une matrice de demande de trafic qui change dynami-
quement sans avoir besoin de modifier la structure du reseau sousjacent. 
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FIG. 6.4 Etape3 : Penalite de protection, routage differencie et detournement de flots 
6.2 Modelisation mathematique 
La modelisation mathematique de notre solution a trois etapes est decrite dans cette sec-
tion. La premiere partie est detaillee a la section 6.2.1. Elle montre un modele qui deploie 
DiffServ* sur tous les liens du reseau tout en minimisant la quantite de ressources optiques 
necessaire. Apres avoir identifie les liens du reseau logique les plus sensibles aux pannes 
multiples, la protection de ces liens doit etre changee pour DiffProtect. La deuxieme partie 
du modele est decrite dans la section 6.2.2, elle realise le deploiement de DiffProtect ou il 
est exige et le fait tout en minimisant la quantite de ressources optiques necessaire. Fina-
lement, la section 6.2.3 de ce chapitre utilise une technique de reroutage et detournement 
de Hot pour optimiser la performance du reseau en fonction de la combinaison MixProtect 
choisie. 
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6.2.1 Modele 1 : Deploiement de DiffServ* 
Le deploiement du modele de protection DiffServ* sur un lien (i,j) d'un reseau IP n'est 
possible que quand ce lien est un regroupement d'au moins trois chemins optiques etablis 
entre les routeurs i et j . Le modele mathematique de cette section est inspire de (Siva-
lingam and Subramaniam, 2000) et est ensuite modifie pour accommoder les contraintes 
supplementaires de DiffServ*. Etant donne une topologie optique connue ainsi qu'une 
matrice de demande de trafic IP, le modele a pour objectif 1) de definir la topologie IP cor-
respondante, 2) router la demande de trafic IP sur cette topologie, 3) d'assigner u> chemins 
optiques a chaque lien IP et finalement 4) de router ces chemins optiques sur le maximum 
de routes physiquement disjointes possible. La capacite des liens IP est fixe et egale a la 
somme des capacites des u chemins optiques qui lui sont associes. 
6.2.1.1 Variables et parametres du modele 
Nous montrons dans la figure 6.5 un reseau IP/WDM a deux couches. Au niveau de la 
couche physique nous avons un topologie en maille avec Np noeuds et plusieurs liens de 
fibre optique qui les relient. En correspondance avec la couche optique, on ne voit que 
Ni noeuds logiques, ou routeurs, dans la couche IP. Etant donne une matrice de demande 
de trafic entre les differentes paires de noeuds o et d logiques, le programme complete 
la topologie logique en choisissant la position de ses liens et decide de la quantite de 
trafic que ces liens doivent transporter de facon a respecter la demande. Pour la topolo-
gie physique, le programme doit utiliser certaines longueurs d'onde d'une serie de liens 
physiques [I, m] pour mettre en place UJ canaux optiques pour chaque lien logique. Pour 
garantir la protection DiffServ*, les canaux optiques doivent etre mis en place sur des 
chemins physiquement disjoints. En reference a la figure 6.5, si nous devons mettre en 
place un lien logique entre les noeuds logiques i et j alors les chemins en pointille de la 
couche physique montrent quels liens physiques les u> chemins optiques qui relient i a j 
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peuvent utiliser. Avec l'architecture DiffServ* sur le lien logique (i,j), les flots priori-
taires qui circulent sur ce lien sont toujours proteges contre une ou plusieurs pannes qui 
peuvent survenir sur un ou plusieurs des canaux optiques qui forment les liens logiques 
qu'ils traversent. 
Fibre optique 
FIG. 6.5 Un reseau IP/WDM a deux couches 
Les parametres et donnees 
- u) est le nombre de chemins optiques reserves a chaque lien logique. Dans l'exemple de 
la figure 6.5, u = 3. 
- W est le nombre maximal de longueurs d'onde que nous pouvons avoir sur un lien de 
fibre optique physique, k est un indice qui indique le numero de la longueur d'onde 
utilisee et varie entre 1 et W. 
- Ni est le nombre de noeuds logiques du reseau. 
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- les indices i et j indiquent une paire de noeuds logiques, i et j de 1 a Ni; 
- les indices o et d indiquent une paire de noeuds origine et destination de flot, o et d 
de 1 a ty. 
- Np est le nombre de noeuds physiques du reseau. Les indices I et m indiquent une paire 
de noeuds physiques, I et m varient de 1 a Np. Le nombre de noeuds logiques est egal a 
celui des noeuds physiques, chaque noeud logique i est directement associe a un noeud 
physique I quand i = I. 
- A est le degre maximal de chaque noeud de la topologie logique. Le degre d'un noeud 
indique le nombre de liens relies a ce noeud. 
- Kmax est la charge de trafic maximale d'un lien logique, c'est la somme des capacites 
des cu chemins optiques assignes a un lien logique. 
- A(°d) est un element de la matrice TV; x JV/ de trafic : A = [A^] ou \(od^ exprime en 
unites de trafic la demande entre le noeud logique o au noeud logique d. 
- pim est un indicateur de lien physique. Si pim = 1 un lien physique existe entre les 
noeuds physiques I et m, 0 sinon. 
- hij : Soit H = [hij] la matrice des nombres de liens maximal ou /i^ indique le nombre 
maximal de liens physiques dans un chemin optique reliant le noeud physique I = i au 
noeud physique m = j . 
- Pij est le nombre maximal de chemins physiques disjoints disponibles entre les noeuds 
logiques i et j . 
Les variables du decision 
- hij est un indicateur de canal optique, h^ = 1 si la solution met en place au moins un 
canal optique entre les noeuds logiques i et j , 0 sinon. 
- Xij est la charge de trafic ecoulee par le lien logique (i,j). Si b^ — 0, le lien (i,j) 
n'existe pas et X^ — 0. 
- \\° est la quantite de flot (od) ecoulee sur l'arc (i,j). 
- c\j indique le nombre de longueurs d'onde de numero k utilisees par les chemins op-
tiques mis en place pour creer le lien logique (i, j). bij = 0, le lien (i, j) n'existe pas et 
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cfc = 0 
- c%j[l, m] est le routage d'un lien logique (i, j) sur la longueur d'onde k du lien physique 
[I, m] utilisee. II indique qu'un des canaux optiques associes au lien logique (i, j) utilise 
la longueur d'onde k du lien physique entre les noeuds / et m. Cette variable permet le 
couplage entre les deux couches du reseau. 
Reprenons l'exemple du lien logique (1, 5) de la figure 6.2 mis en place a l'aide de trois 
canaux optiques routes sur les chemins physiques [1, 2, 5], [1, 3, 5] et [1,4, 5]. Les variables 
de decisions associees a cet exemple prendront les valeurs : 
&15 = 1 parce que le lien logique (1,5) existe; 
etant donne que la totalite de la demande A^15) est routee sur (1,5) alors A^5) = A^15); 
etant donne que la totalite de la demande A^26) est routee sur (2,1, 5,6) alors Â g — 
A(26) . 
la quantite totale de trafic sur (1,5) est Ai5 = A 5̂ ' + A 5̂ ' ; 
les canaux optiques de (1,5) sont mis en place sur des chemins disjoints. lis peuvent 
tous avoir le meme numero de longueur d'onde k ou des valeurs differentes. En suppo-
sant fc[i,2,5] = 22, £[1,3,5] = 22 et £[1,2,5] = 13 on aura : 
c?2 = 2, ci3 = 1 et c\t
3'22 = 0 
-15 -15 
4[1,2]=4[2,5] 
c*5[l,3] = c*5[3,5] = 
-4 [1 ,4 ]=4[4 ,5 ] 
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6.2.1.2 Le modele DiffServ* de routage et d'assignation de longueurs d'onde 
Le programme a pour fonction de dimensionner la topologie logique, router la demande de 
trafic sur cette topologie, deployer DiffServ* sur chacun de ses liens logiques et accomplir 
1'assignation correspondante des canaux optiques . L'objectif du modele est de minimiser 
le nombre total de longueurs d'onde utilisees dans le reseau. En minimisant cette valeur, 
nous reduisons le nombre d'interfaces optiques dans chaque noeud physique du reseau et 
de ce fait le cout total du reseau. 
mm Y^ <%j\lM (6-8) 
i,j,l,m,k 
Le design du reseau logique constitue un probleme de routage de fiot avec des contraintes 
topologiques de capacite et de degre. 
II est possible de limiter le degre de chaque noeud logique et les contraintes suivantes ga-
rantissent que le nombre le liens logiques bidirectionnels attaches a chaque noeud logique 
ne depasse pas une valeur A, ainsi: 
- le nombre d'arcs sortants du noeud i: 
^ % < A , Vi (6.9) 
3 
- le nombre d'arcs entrants au noeud i: 
^2bji<A,Vi (6.10) 
i 
Des contraintes sur le trafic sont necessaires. La capacite de chaque lien logique (i,j) 
est egale a la somme des capacites des u> chemins optiques mis en place entre i et j . La 
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demande totale trafic sur chaque lien (i,j) (s'il existe) ne doit pas depasser Kmax qui est 
la capacite maximale d'un lien logique ou bien de u chemins optiques. 
\j S. Kmaxi V(Z, J) (6.11) 
Le trafic sur le lien logique (i,j) est egal a la somme de toutes les demandes de trafic entre 
les noeuds odd qui utilisent le lien (i,j). 
^ = EASd)'v(^) 
od 
Un lien logique (i, j) qui n'existe pas ne peut transporter de trafic. 
(6.12) 
Ag* < M(od)> V(M) , (M) (6.13) 
Nous devons aussi imposer une contrainte de conservation de flot de trafic entre chaque 
paire de noeud o et d. Le programme permet la division d'un flot et l'envoi de chaque 
partie sur un chemin logique different. 
£^-£A od 
\(°d\ 0 = 1 
-\(°d\ d = i V(o,d),i 
0, o / i,d 7̂  i 
(6.14) 
Le design du reseau optique retrouve pour chacun des canaux optiques des liens logiques 
un chemin et une longueur d'onde. 
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Nous voulons mettre en place u> chemins optiques entre les noeuds i and j , chaque ca-
nal optique utilise une longueur d'onde specifique. Cette contrainte reserve u longueurs 
d'onde entre les noeuds logiques i et j et permet le couplage entre les deux couches lo-
gique et optique du reseau. La mise en place d'un lien logique (i, j) constitue une demande 
d'etablissement de u> canaux optiques au niveau physique et c^ donne le nombre de lon-
gueurs d'ondes de numero k qui sont requis. Cette contrainte assure le couplage entre les 
deux couches du reseau. 
J24=ujxblj: V(i,j) (6.15) 
k 
Si le lien logique (i,j) n'utilise pas la longueur d'onde k, alors aucune longueur d'onde 
ayant ce numero ne doit etre reservee sur aucun lien physique [l,m] pour (i,j). Cette 
contrainte s'exprime par: 
4[/ ,m]<c£, , V(i,j),[l,m],k (6.16) 
La longueur d'onde k du lien physique [I, m] est uniquement reservee pour un canal op-
tique mis en place entre les noeuds logiques i et j . Si le lien physique [I, m] n'existe pas, 
aucune longueur d'onde ne peut etre reservee sur ce lien. 
J24[l,m]<Pim, y[l,m],k (6.17) 
II faut assurer la continuity d'une longueur d'onde le long d'un canal optique sur un che-
min physique. u> chemins optiques sortent du noeud m — i et u chemins optiques rentrent 
dans le noeud m = j . II doit y avoir conservation des numeros de longueurs d'onde utili-
sees par le canaux optiques sur tout noeud intermediaire m / i et m ^ j 
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m = j 
m = i y(i,j),m,k 
m ^ i,m 7̂  j 
(6.18) 
Une contrainte qui limite le nombre de liens traverses par un canal optique est necessaire. 
La longueur moyenne en nombre de liens d'un chemin optique ne doit pas depasser une 
valeur specifique. 
^ 4 [ / , m ] < u x hij, V(i,j),k (6.19) 
II faut empecher la formation des boucle dans le routage des canaux optiques et s'assurer 
que les canaux optiques assignes a des numeros identiques de longueur d'onde soient sur 
des chemins disjoints. 
E4M< •"«?> 
i 
i = i 
V(i,j),l,k (6.20) 
l^i 
Le deploiement de DiffServ* sur le lien logique (i, j) est assure par repartition de ses 
canaux optiques sur le plus grand nombre possible de chemins physiquement disjoints. Si 
Pij chemins physiques disjoints existent entre les noeuds logiques i et j alors aucun lien 
du reseau physique ne doit etre utilise plus de uo — P^ + 1 fois pour le lien logique (i,j). 
^ 4 [ / , m ] < ( o ; - ^ i + l)6ij (6.21) 
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6.2.2 Modele 2 : Deploiement de DiffProtect 
Avec une certaine topologie physique et une matrice de trafic, le modele de la section 6.2.1 
est utilise pour completer 1'architecture du reseau en defmissant une topologie logique 
adequate, un routage du trafic sur cette topologie logique ainsi qu'une assignation de lon-
gueur d'onde qui respecte les conditions de deploiement du modele de protection Diff-
Serv* sur tout les liens de la topologie logique. En utilisant la probabilite de pannes des 
liens physiques, nous pouvons calculer la probabilite de pannes simples et multiples qui 
peuvent avoir lieu sur les canaux optiques des differents liens logiques et proteges par 
DiffServ*. Pour tous les liens logiques ou la probabilite de pannes est inacceptable, la pro-
tection DiffServ* peut etre remplacee par DiffProtect. L'objectif de ce modele est alors de 
deployer DiffProtect sur tous les liens ou la situation requiert specifiquement les garanties 
de fiabilite plus eleves de DiffProtect. 
Le modele doit conserver les canaux optiques obtenus par le deploiement de DiffServ* 
sur ces liens et y ajouter des canaux de protection additionnels qui sont preferablement 
completement disjoints des u> chemins originaux. Nous simplifions ce modele en consi-
derant que UJ = 3. Dans ce cas, deux canaux de protection doivent etre ajoutes, un canal 
optique pour la protection dediee du trafic EF et un autre canal de protection partagee pour 
le trafic AF. 
6.2.2.1 Les parametres et variables de decision du modele 
Ce programme utilise la solution du modele 1, i.e. le modele de deploiement de DiffServ* 
et il remplace DiffServ* par DiffProtect la ou la situation le requiert. Nous detaillons ci-
dessous les parametres et les variables requis. 
Les parametres du modele 
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- B — [bij] est la matrice indicatrice de liens logiques, si bij = 1 un lien logique existe 
entre les noeuds logiques i et j , 0 sinon. 
- 7JJ est un parametre binaire qui specifie la protection utilisee sur chaque lien logique, 
~fij = 0 si (i,j) est protege par DiffServ*, 7^ = 1 si le lien (i,j) doit etre protege par 
DiffProtect. 
- Cj ;Tl[Z, m] est un parametre binaire qui indique si la longueur d'onde k du lien physique 
[l,m] est utilisee pour le nieme canal optique de (i,j). Les canaux optiques sont tries 
par ordre de longueur des chemins physiques sur lesquels ils sont places. Si u — 3 alors 
n peut prendre les valeurs 1, 2 ou 3, le canal optique 1 est reserve pour le trafic EF, le 
deuxieme pour AF et le dernier pour BE. 
II faut noter que c^l[l, m], c^[l, m] et ^[l, m] represented la decomposition par canal 
optique de la variable c^[l, m) calculee par la premiere partie de ce modele. Cette decom-
position sert a identifier les canaux optiques, la classe de trafic transmis sur chacun et le 
type de protection qu'ils exigent. 
Les variables de decision 
- r^[l,m] indique si la longueur d'onde k du lien physique [l,m] est utilisee pour un 
chemin de protection dediee pour le trafic EF du lien logique (i,j) 
- £*j[Z,m] indique si la longueur d'onde k du lien physique [l,m] est utilisee pour un 
chemin de protection partagee pour le trafic AF du lien logique (i,j) 
- rfj indique si le lien logique (i,j) utilise k comme une longueur d'onde de protection 
dediee 
- t*lj indique si le lien logique (i, j) utilise k comme une longueur d'onde de protection 
partagee 
- sfm indique si la longueur d'onde k du lien physique [l,m] est utilisee comme une 
longueur d'onde de protection partagee 
Les variables rf et ^fc jouent le role de demande de connexion optique. Si (i, j) est protege 
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par DiffServ*, r^ = t^ = 0 et aucun canal de protection n'est requis. Si DiffProtect est 
utilise sur (i, j), deux canaux de protection sont requis, dedie avec r^ = 1 pour une seule 
valeur de k, il en est de meme pour t^ = 1 pour la protection partagee. Les variables 
r!fj[l, m] et t^[l, m] assurent la mise en place concrete des canaux de protection. 
6.2.2.2 Le modele de deploiement de DiffProtect 
L'objectifdu modele est de minimiser le nombre total de longueurs d'onde de protection 
utilisees dans le reseau. 
min J2 #>m] + I ] s L (6-22) 
i,j,l,m,j l,m,k 
II faut noter que l'objectif tient compte des variables r^[l,m], sfm et non de t^[l,m\. Pour 
expliquer ceci, nous considerons l'exemple de deux liens logiques (i, j) et (i', j') proteges 
par DiffProtect et qui requierent la mis en place de deux canaux de protection partagee. 
Supposons que ces canaux traversent le lien (/, m), il doivent alors partager l'utilisation 
d'une meme longueur d'onde k. Nous aurons d'un cote t^[l, m] = t^ljr[l, m] — 1 et d'un 
autre sfm — 1. Si le decompte de longueurs d'onde de la fonction objectif se faisait avec 
t^j[l, m] au lieu de sfm, nous compterions alors la meme longueur d'onde k du meme lien 
physique [I, m] deux fois, ce qui fausserait les resultats. 
Dans tout ce qui suit, nous considerons l'hypothese qu'il existe au minimum deux chemins 
physiques disjoints entre toute paire de noeuds. Cette hypothese est necessaire pour la 
mise en place des canaux de protection sur des chemins optiques disjoints de ceux utilises 
pour la transmission du traflc en temps normal. 
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6.2.2.2.1 Les contraintes de la protection dediee Cette contrainte assure la conti-
nuite d'une longueur d'onde le long d'un canal optique de protection sur un chemin phy-
sique. Si la protection du lien logique (i, j) est DiffProtect, alors un chemin de protection 
dediee sur une longueur d'onde doit etre mis en place entre i et j . 
^2 r j [I, m]pim - Y2
 rij(m' l)Pmi 
^Yijriji 
- T i j ^ - , 
0, 
m = j 
m — % V(i,j),m,k (6.23) 
m =£ i,m y£ j 
La contrainte definit le nombre de longueurs d'onde reservees pour la protection dediee. 
Si le lien (i,j) existe (by = 1) et sa protection est DiffProtect, ce nombre est egal a 1, sa 
valeur est 0 sinon. 
E 4 = 7*AV(^),M (6-24) 
k 
Nous pouvons avoir au maximum une longueur d'onde de valeur k du lien physique [I, m] 
qui peut etre reservee pour un chemin de protection dediee pour le lien logique (i,j). 
r%[l,m] <r£., V(i,j),[l,m],k (6.25) 
Puisque le chemin optique le plus court est utilise pour le trafic EF, le chemin de protection 
dediee doit etre disjoint de ce dernier. Nous exprimons cette contrainte par : 
J2rU^m}+c^[l,m}<iy(i,j),{l,m] (6.26) 
Si nous avons plus que v chemins physiques disjoints entre les noeuds i et j alors le canal 
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de protection dediee doit etre mis en place sur le (a; + \)ieme plus court chemin entre i and 
j et disjoint des UJ canaux optiques de trafic originaux. Cette contraint s'exprime par : 
Si Pij > u> alors 
Si nous avons exactement u> chemins physiques entre les liens logiques i et j , le chemin 
de protection dediee doit etre mis en place sur le deuxieme plus court chemin entre i et 
j , le meme chemin utilise pour le trafic AF. Aucune contrainte additionnelle n'est requise 
dans ce cas. Le canal optique de protection dediee est deja disjoint de celui du trafic EF et 
il sera mis en place sur le deuxieme plus court chemin, celui de AF. 
II faut aussi prevenir l'usage de la meme longueur d'onde d'un lien physique [I, m] comme 
une longueur d'onde primaire et de protection. 
£ { C y [l, m] + c*f[l, m] + of [I, m] + r* [Z, m]} + a*m < plm V[Z, m],k (6.28) 
ij 
6.2.2.2.2 Contraintes de la protection partagee II faut assurer la continuity d'une 
longueur d'onde le long d'un canal optique de protection sur un chemin physique. Si la 
protection du lien logique (i,j) est DiffProtect done un canal de protection partagee sur 
une longueur d'onde doit etre mis en place entre i et j . 
£fc4[Z,m] + C^[Z,m]<l 
V(i,j),[l,m] (6.27) 
£ f c r 6 M + cJr[Z,m]<l 
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Yl fU1' m}pi™ - Yl *£-(m> Ofe = 
liAp rn = j 
-li$j, m = i V(i,j),m,fe (6.29) 
0, m ^ i,m ^ j 
II faut definir le nombre de longueurs d'onde reservees pour la protection partagee. Si le 
lien (i, j) existe (6^ — 1) et sa protection est DifflProtect, ce nombre est egal a 1, sa valeur 
est 0 sinon. 
J]^- = ^A-V(i,j),[/,m] (6.30) 
k 
Nous pouvons avoir au maximum une longueur d'onde de valeur k du lien physique [I, m] 
qui peut etre reservee pour un chemin de protection partagee pour le lien (i,j). Cette 
contrainte s'exprime par: 
d [ Z , m ] < 4 V(i,j),[l,m],k (6.31) 
Puisque le deuxieme plus court chemin optique est utilise pour le trafic AF, le canal de 
protection partagee doit etre disjoint de ce dernier. 
^ ^ . [ / , m ] + 4 : 2 [ / , m ] < l V ( z , j ) , [ Z , m ] (6.32) 
Si nous avons plus que deux chemins physiques disjoints entre i et j , le chemin de protec-
tion partagee doit aussi etre disjoint du chemin utilise pour EF : 
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Si Pij > LO alors^2t^[l,m} + c^[l,m] < 1 V(i, j), [l,m] (6.33) 
k 
Si nous avons plus que UJ chemins physiques disjoints entre les noeuds i et j , le chemin de 
protection partagee doit etre mis en place sur le u> + Veme plus court chemin entre i and 
j . Dans ce cas, le chemin de protection partagee est disjoint des u chemins optiques de 
trafic originaux. 
Si Pij > oo alors J ^ t% [I, m] + off [I, m] < 1 V(i, j), [I, m] (6.34) 
k 
Plusieurs canaux optiques de protection partagee doivent utiliser la meme longueur d'onde 
s'ils traversent le meme lien physique. Puisque nous minimisons le nombre de longueurs 
d'onde total du reseau, le modele choisira d'utiliser la meme longueur d'un lien physique 
pour une protection partagee quand c'est possible. Cette contrainte specifie qu'il est pos-




Si la longueur d'onde de protection partagee du lien logique (i, j) utilise le lien physique 
[I, m], elle doit done utiliser la valeur de la longueur d'onde deja reservee a cet effet. Nous 
exprimons ceci par la contrainte : 
*£.[Z,m]<s?mV(i , j ) ,M,fc (6-36) 
II faut empecher la formation des boucles dans le routage des canaux optiques de protec-
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tion partagee : 
^^ . [Z,m]<lV(i , j ) ,Z , fc (6.37) 
m 
6.2.3 Modele 3 : Routage de flot avec MixProtect 
Une fois la deuxieme partie du modele completee, il faut minimiser la quantite de trafic 
EF, AF et BE sur tous les chemins logiques qui ne respectent pas les contraintes de pro-
tection de chemin combinee (MixProtect). Nous avons utilise une approche par penalite 
qui est conforme aux observations que nous avons recueillies par simulation. Ces regies 
d'ingenierie sont les suivantes : 
- la variation de la protection du chemin influence tres legerement la performance de la 
classe EF. En effet, nous observons une augmentation relativement negligeable du taux 
de perte EF quand le nombre de liens proteges par DiffServ* augmente. Si ces taux de 
pertes sont inacceptables, il est preferable d'avoir une dominance de DiffProtect sur les 
chemins utilises par les flots EF; 
- pour la classe AF, ces contraintes sont: 
- Le dernier lien d'un chemin utilise par un flot AF doit etre protege par DiffProtect; 
- Le nombre de liens proteges par DiffServ* sur un chemin particulier ne doit pas 
depasser de beaucoup le nombre de ceux proteges par DiffProtect; 
- seul le nombre de liens proteges par DiffProtect influence la performance percue par les 
flots BE. Pour diminuer le taux de perte BE, il faut done avoir un plus grand nombre de 
liens proteges par DiffServ*. Si le delai et la gigue sont plus importants, DiffProtect est 
le mecanisme de choix. 
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6.2.3.1 Notion de penalite de protection 
II existe pour chaque paire de noeuds origine/destination (o/d) un ensembles de chemins 
P0d qui peuvent etre utilises pour le transport du trafic. Chaque chemin est protege par 
une combinaison DiffServ*/DiffProtect connue. Nous utilisons une approche par penalite 
pour suivre les regies d'ingenierie qui influencent le deploiement de MixProtect dans un 
reseau donne. La penalite est calculee en utilisant la quantite et la classe de trafic route 
sur un chemin. La qualite d'un chemin est evalue en utilisant deux criteres, l'un, a°d, qui 
depend de la position des liens proteges par DiffProtect dans un chemin en particulier, 
l'autre, (3°d, qui est le nombre moyen de liens proteges par DiffProtect et par DiffServ*. 
Nous calculons a°p
d comme etant une valeur de penalite normalisee sur la longueur du 
chemin et associee a la position des liens proteges par DiffProtect sur un chemin p 6 Pod 
entre o et d a partir de 1'equation : 
, od Z-<(i,j)gp, lij
nij 
a „ a = c„, ^-JpePod ( 6 3 8 ) 
Ou np, rtfj et 7^ sont definis comme etant: 
- np est le nombre de liens, du chemin p e P0d 
- rtfj indique la position du lien (i,j) dans le chemin p e P0(i, nf • = 0 si le lien (i,j) ^ p, 
rtfj = 1 si (i, j) est le premier lien du chemin p, nf = 2 s'il est le deuxieme, etc. 
- jij est un parametre binaire qui specifie la protection utilisee sur chaque lien logique, 
jij — 0 si (i,j) est protege par DiffServ*, 7^ = 1 si le lien (i,j) doit etre protege par 
DiffProtect. 
Une valeur elevee de a°d indique que DiffProtect protege les liens qui se trouvent a la fin 
du chemin alors qu'une valeur faible indique que les liens proteges par DiffProtect sont 
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au debut. a°d = 0 quand tous les liens du chemin p sont proteges par DiffServ*. 
Le cout (3°d est le nombre moyen de liens proteges par DiffProtect et est donne par : 
• ^ = ^ 7 % g P r i (6.39) 
Ainsi, plus la valeur de f3°d est elevee plus le nombre de liens proteges par DiffProtect est 
v 
, "• = D rmnnH tn i 
P 
eleve. (3°d = 0 quand tous les liens sont proteges par DiffServ* 
La penalite d'un flot sur un chemin p £ Pod donne depend non seulement des valeurs 
de aod et (3°d mais aussi de la quantite et la classe de trafic X^ sur ce chemin ou k £ 
[EF,AF,BE]. 
6.2.3.2 Les parametres et variables du modele 
Les parametres du modele 
- P0d est 1'ensemble des chemins logiques qui relient tout noeud origine o a tout noeud 
destination d. 
- p £ P0d est un des chemins logiques entre o et d. 
- Xp est la portion originale de trafic de classe k £ [EF, AF, BE] entre la source o et la 
destination d routee sur le chemin p £ Pod. 
- \(°d)>k est la demande de trafic de classe k £ [EF, AF, BE] entre le noeud logique o et 
le noeud logique d. Nous avons : 
J2 \{od)'k = A(od) (6.40) 
k£{EF,AF,BE] 
a" est une valeur de cout normalisee sur la longueur du chemin et associee a la position 
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des liens proteges par DiffProtect sur un chemin p € Pod entre o et d. 
- f3°d est une valeur de cout associee au nombre de liens proteges par DiffProtect versus 
ceux proteges par DiffServ* sur un chemin p e P0a entre o et d. 
Les variables du modele 
- Xp est la quantite de trafic k e [EF, AF, BE] routee sur le chemin p e Pod 
6.2.4 Le modele d'optimisation 
II est necessaire de mentionner que nous choisissons une approche par chemin pour ce 
modele de routage multiflot avec contraintes de capacite plutot qu'une methode par lien 
comme celle utilisee precedemment dans le modele des sections 6.2.1 et 6.2.2. Nous jus-
tifions ceci par le fait que nous avons besoin de 1'information sur tout le chemin utilise 
par un flot particulier et non seulement de celle de chacun des liens individuels du reseau 
pour pouvoir evaluer adequatement la penalite due au routage et done la fonction objectif 
du modele. La modelisation par lien serait simplement inadequate puisque la penalite de 
protection par chemin est inaccessible dans ce cas. 
D'apres les resultats de simulation, nous savons que la performance d'un flot EF n'est pas 
affectee par la position des liens proteges par DiffProtect mais seulement et tres faible-
ment par leur nombre. En effet, le taux de pertes de paquets EF augmente tres legerement 
avec le nombre de chemins proteges par DiffServ*. Un flot AF est affecte autant par le 
nombre et la position des liens proteges par DiffProtect. Le nombre de chemins qui uti-
lisent DiffServ* doit etre proche du nombre de chemins qui utilisent DiffProtect et e'est 
ce dernier qui doit couvrir la derniere portion du chemin parcouru par un flot AF. Un flot 
BE est surtout affecte par le nombre de liens proteges par DiffProtect et non leur position. 
Si nous voulons minimiser le taux de pertes de ce flot, tous les liens doivent etre proteges 
par DiffServ*. Si e'est le delai de bout-en-bout et la gigue qui sont vises, DiffProtect doit 
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etre le mecanisme de choix. 
En utilisant ces regies de deploiement il faut: 
- minimiser la quantite de trafic EF sur les chemins ou 1 — f3 est eleve; 
- minimiser la quantite de trafic AF sur les chemins ou 1 — a et 1 — (3 sont eleves; 
- minimiser la quantite de trafic BE sur les chemins ou f3 est eleve. 
Nous pouvons ainsi deduire la penalite par chemin de chaque flot: 
Xp = (l- P°p
d)xk-EF + ((1 - < ) + (1 - (3°p
d))xk=AF + P°/xkp=
BE (6.41) 
Etant donne que la cout de chaque chemin n'est pas calculee en additionnant les couts 
individuels de tous ses liens, nous ne pouvons utiliser un simple algorithme de plus court 
chemin, Dijkstra par exemple, pour router les flots dans le reseau. Pour realiser le routage, 
nous utilisons le modele d'optimisation suivant dont la fonction objectif est definit par : 
mmJ2^2^P (6-42) 
(o,d) peP0d 
II faut en premier lieu s'assurer que la totalite de la demande de trafic de classe k entre 
deux noeuds o et d est acheminee, ainsi: 
Y^ x\ = A(od)'fc k e [EF, AF, BE] (6.43) 
P&Pod 
Ensuite, le routage par flot doit etre realise en respectant la capacite Kmax des liens lo-
giques du reseau. La charge de trafic de classe k e [EF, AF, BE] sur chaque lien se 
calcule par 
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A&= E ^V(«,j,A:) (6.44) 
p gui contient (i,j) 
Ayant Af •, nous pouvons calculer la quantite de trafic totale sur chaque lien (i, j) : 
Xv= E *vWJ) (6-45) 
La contrainte de capacite pour chaque lien (i,j) devient: 
kj < KmaxV(i,j) (6.46) 
Pour resoudre ce probleme, il faut calculer au prealable un sous-ensemble de chemins can-
didats Pod pour chaque paire de noeuds logiques o et d. Cette tache peut etre irrealisable 
et ineflicace pour des grands reseaux. La resolution par generation de colonne est alors 
envisageable pour resoudre des problemes de tres grande taille. Dans cette methode, les 
differents chemins possibles sont generes au fur et a mesure que le processus d'optimisa-
tion le requiert. 
6.2.5 Technique de solution par detournement de Hot 
Au cours de l'etape de deploiement de DiffServ* nous avons procede au design de la 
topologie logique et au routage de la demande de trafic sur cette derniere. Ce routage de 
flot est valide tant et aussi longtemps que la protection DiffServ* est utilisee sur tous les 
liens logiques du reseau. Apres avoir remplace DiffServ* par DiffProtect dans certains 
endroits, il est possible d'appliquer une technique de detournement de flot sur le routage 
calcule prealablement pour minimiser la penalite du reseau. Cette technique de solution 
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permet au concepteur du reseau de reevaluer le routage de facon progressive en fonction 
des changements singuliers ou multiples de la protection sur un ou plusieurs liens du 
reseau. 
II faut en premier lieu evaluer la solution de routage initiale pour ensuite proceder par le 
detournement de flot. La solution du modele de la section 6.2.1 nous donne le routage en 
termes de quantite de trafic par lien logique du reseau. Dans l'exemple de la figure 6.6, 
les valeurs de routage du flot de 12 unites de trafic d e o = l a d = 4 sont suivantes. 
_ \\j = 3 unites de trafic pour (i,j) e [(1,2), (3,4)]; 
- \}j = 12 unites de trafic pour (i, j) = 2,3); 




Totale V ^ . ^ ^ \ J ^ / * • - ^ " ^ E F ^ A F ^ B 
FIG. 6.6 Solution de routage par lien VS. par chemin 
Pour traduire cette information de routage en fonction d'une quantite de trafic par chemin 
logique attribuable a une paire (o, d) specifique, il faut: 
considerer un premier chemin (1,2,3,4) entre o et d; 
retrouver la quantite de trafic sur chacun de ses lien. Dans ce cas, nous avons respecti-
vement les valeurs 3, 12, et 3 ; 
calculer le minimum de ses valeurs et deduire 3 unites de trafic du flot entre 1 et 4 qui 
sont routes sur ce chemin; 
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- reduire de 3 la quantite de trafic sur chacun des liens de (1,2,3,4); 
- repeter le meme processus jusqu'a ce que la regie de conservation de flot soit satisfaite, 
c'est a dire que la somme des flots sur tous les chemins trouves soit egale a la demande 
(o, d) initiale. 
II est a noter qu'il peut exister plusieurs solutions de routage de flot par chemin qui corres-
pondent a une meme solution de routage de flot par lien. Pour l'exemple de la figure 6.6, 
deux solutions sont possibles. La premiere est telle qu'illustree, la demande totale est 
divisee sur deux chemins : 3 unites de trafic sur (1, 2, 3,4) et 9 sur (1, 5, 2, 3, 6, 4). La 
deuxieme solution est comme suit : 3 unites sur (1, 2, 3, 6,4), 3 sur (1, 5, 2, 3, 4) et 6 sur 
(1,5, 2,3,6,4). Les deux solutions sont valides et l'utilisation de l'un ou l'autre comme 
solution initiale n'affectera pas la solution finale parce que nous procedons ici par de-
tournement deflot. Quelle que soit la solution initiale, le routage sera reevalue de facon a 
obtenir une solution finale et optimale. 
La composition EF, AF et BE des differents flots en combinaison avec la valeur \°j nous 
permet de deduire A°-' , k G [EF, AF, BE] definies comme etant les portions respectives 
de flot EF, AF et BE de \j dues a la demande de trafic entre o et d avec : 
ke\EF,AF,BE\ 
En tenant compte de A°-' et de la discussion precedente sur la transition du routage par 
lien a celui par chemin, nous pouvons deduire la solution initiale de routage y^ comme 
etant la fraction de trafic de classe k G [EF, AF, BE] entre la source o et la destination d 
routee sur le chemin p e Pod. 
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Sachant que l'objectif est toujours : 
min J2^2XP (6-48> 
(o,d) p&P0d 
Avec : 
xp = ( i - p;
d)xkp=
EF + ((i - < ) + (i - p;d))xkp=
AF + p;dxkp=
BE (6.49) 
II faut maintenant tenir compte des variables de detournement de flot suivantes pour cal-
culer xp : 
- Ak+ est la quantite de trafic de classe k G [EF, AF, BE] ajoutee au chemin p e Pod. 
- (pp
+ est une variable binaire de valeur 1 si du trafic de classe k a ete ajoute au chemin 
p, 0 sinon. 
- Ap~ est la quantite de trafic de classe k e [EF, AF, BE] ajoutee au chemin p e P0d-
- 4>p~ est une variable binaire de valeur 1 si du trafic de classe k a ete ajoute au chemin 
p, 0 sinon. 
Nous avons : 
4 = ykp + 0j
+Aj+ + <%- AJ" (6.50) 
L'evaluation de la fonction objectif est sujette aux contraintes de detournement de flot. Les 
variables 4>p
+ et cf)p~ doivent etre mutuellement exclusives c'est a dire qu'il ne devrait pas 
etre possible d'enlever et d'ajouter du flot de type k 6 [EF, AF, BE] a un meme chemin 
en meme temps : 
4>kp
+ + <pkp-<lVpePodetV(o,d,k) (6.51) 
Etant donne que la quantite de flot de classe k G [EF, AF, BE] enlevee du chemin p E 




p Vp e Pod et V(o, d, k) (6.52) 
Nous reutilisons les equations 6.44 et 6.45 pour calculer la charge de trafic A^ du lien 
logique (i,j) et la contrainte de capacite s'exprime par : 
\j < Kmax, V(i,j) (6.53) 
II est possible de decomposer cette derniere contrainte en fonction de la proportion de 
trafic acceptable sur chaque lien logique pour chaque classe de trafic. Cette contrainte est 
beaucoup plus appropriee pour les liens proteges par DiffProtect puisque le trafic d'une 
classe k 6 [EF, AF, BE] de trafic est transmis sur un canal optique dedie, le partage des 
canaux de transmission entre les classes n'est pas permis. Dans le cas ci-contre nous avons 
trois classes de trafic sur u> — 3 canaux optiques. 
A* < ^ , V ( z , j , f c ) (6.54) 
u> 
Nous avons besoin aussi de contraintes qui connectent les variables binaires ^ + aux va-
riables de detournement de flot A^+. Seulement dans le cas ou <pp+ est egale a 1 qu'il est 
possible d'ajouter du trafic de cette classe a un lien et quelque soit la situation, la quantite 
de trafic maximale que nous puissions ajouter est toujours inferieure a la capacite nmax de 
tout lien du reseau. 
A j + < <j)kp
+Kmax Vp € Pod et V(o, d, k) (6.55) 
Une contrainte de conservation de flot finale est necessaire, la quantite de flot de classe 
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k e [EF, AF, BE] enlevee de certains chemins doit etre compensee par un ajout sur 
d'autres chemins entre o et d. 
P&Pod P&Pod 
6.3 Implementation et resultats 
Les trois modeles des sections precedentes ont ete implemented en utilisant le langage 
AMPL et resolus a l'aide de CPLEX. A l'aide d'une topologie physique fixe et d'une 
matrice de trafic IP, la premiere partie du modele dimensionne la topologie logique, ef-
fectue le routage du trafic sur cette derniere et deploie DiffServ* sur chacun de ses liens. 
Ce deploiement est sujet a la condition que les canaux optiques associes a chaque lien 
logique protege par DiffServ* doivent etre mis en place sur le plus grand nombre de 
chemins physiques disjoints disponibles. La solution de cette premiere partie est fournie 
comme parametre au deuxieme modele. En plus de l'assignation et du routage de lon-
gueurs d'onde calcule pour la topologie logique entierement protegee par DiffServ*, il est 
necessaire de fournir a ce modele l'emplacement de DiffProtect dans la topologie logique. 
Pour chaque lien maintenant protege par DiffProtect, le modele deploie deux canaux op-
tiques de protection disjoints l'un pour le trafic EF et l'autre pour AF. Les deux premiers 
modeles utilisent une approche de deploiement de DiffServ* et DiffProtect et de routage 
de trafic par lien, leur objectif est de minimiser la quantite de ressources optiques utilisees. 
Le troisieme modele requiert comme parametres le routage des flots initial et la protec-
tion MixProtect du reseau utilise une approche de routage differenciee par chemin pour 
optimiser la protection du trafic dans le reseau. 
Nous presentons dans cette section un exemple de solution pour un reseau de 10 noeuds 
pour lequel la topologie physique et la matrice de trafic IP ont ete generees aleatoirement. 
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L'objectif etant de demontrer que le modele mathematique en trois etapes est fonction-
nel et permet effectivement d'optimiser le deploiement de la solution multi-niveau Diff-
Serv*/DiffProtect a la fois en terme de cout et en qualite de protection 
6.3.1 Reseau et donnees initiaux du modele 
Le reseau physique genere aleatoirement pour cette etude est illustre a la figure 6.7. 
Chaque noeud de cette topologie est a la fois un commutateur optique et un routeur IP. 
Le tableau 6.1 montre la matrice des demandes de trafic entre les differentes paires de 
routeur s. 
FIG. 6.7 Topologie physique 
6.3.2 Routage de flot, topologie logique et deploiement de DiffServ* 
La resolution de cette partie du modele a necessite pres de 62 heures de calcul et la solution 
obtenue est a 4.55% de la solution de relaxation. La topologie logique calculee par le 
modele est illustree a la figure 6.8. La majorite des routeurs sont relies par des liens logique 
unidirectionnels de capacite 30 Gbps. Seuls les liens (5,6) et (8,10) sont bidirectionnels, 
leur capacite est de 30 Gbps dans chaque direction. 
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TAB. 6.1 Matrice de trafic (Gbps) 















1 ^ 9 ^ 5 
4 -> 10 - • 8 
6 ^ 4 -> 2 (12.75 Gbps) 
6 ->5->8->2(1 .25Gbps) 


























































































































TAB. 6.3 Matrice des taux d'utilisation des liens 
Un exemple du routage de la demande de trafic dans la couche logique est montre au 
tableau 6.2. 
Le tableau 6.3 montre le taux d'utilisation des differents liens logique du reseau. Ce taux 
est calcule en divisant la charge de trafic sur chaque lien par sa capacite. Un taux d'utilisa-
tion moyen de 0.94 montre que le routage a ete accompli de facon optimale en minimisant 
tout gaspillage de ressources de transmission. 
La figure 6.9 montre une partie de la solution du routage des canaux optiques sur le plus 
grand nombre de chemins physiques disjoints. Nous pouvons voir que les canaux optiques 
du lien logique (1,4) sont routes sur les chemins physiques [1,4], [1,2,4] et [1,9,4] et sont 
assignes aux numeros de longueur d'onde 26,21 et 2. Les canaux du lien (3,9) sont routes 
sur trois chemins disjoints; deux sont assignes a la longueur d'onde 27 et le troisieme au 
numero 8. Ceci montre que le programme permet a deux canaux optiques disjoints d'un 
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meme lien logique d'utiliser le meme numero de longueur d'onde. II n'est cependant pas 
le cas des deux canaux optiques non disjoints du lien logique (10,6). Les deux sont mis en 
place sur le chemin physique [10,6] et sont assignes a des longueurs d'ondes differentes : 
2e t8 . 
FIG. 6.9 Routage DiffServ* des canaux optiques 
6.3.3 Deploiement de DiffProtect 
La topologie logique, le routage et 1'assignation des longueurs des canaux optiques de tous 
les liens DiffServ* ainsi que la position des liens qui doivent etre proteges par DiffProtect 



























































































































TAB. 6.4 Matrice des positions de DiffProtect 
protege par Diffprotect, une valeur 0 est attribuee a un lien qui n'existe pas ou qui existe 
mais est protege par DiffServ*. 
La figure 6.10 montre un exemple de solution du deploiement de DiffProtect. La solution 
est optimale et a ete atteinte en approximativement 4 minutes. Pour le lien logique (1,4), 
les canaux de protection dediee et partagee sont mis en place sur le chemin physique 
[1,9,4] qui est disjoint des canaux EF et AF principaux. Etant donne qu'il existe plus 
que trois chemins disjoints entre les noeuds 2 et 7, les canaux de protection sont disjoints 
des trois canaux EF, AF et BE principaux. Les canaux de protection partagee des liens 
logiques (1,4) et (2, 7) traversent tous deux les chemins physiques [1,9,4] et sont assignes 
a la meme longueur d'onde. 
6.3.4 Reroutage des flots pour minimiser la penalite 
Nous avons utilise la technique de reroutage par detournement de flot pour tenter de mini-
miser la penalite du reseau et de maximiser la protection de chacun des flots du reseau. La 
penalite du routage des flots initial qui a ete evalue lors du deploiement de DiffServ*, etait 
de 264111. Apres avoir modifie la protection du reseau a l'etape 2 et apres avoir applique 
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TAB. 6.5 Detournement de flot, exemples 
la technique de detournement de flot de l'etape, cette penalite est devenue 260322. Cette 
solution est optimale et a ete obtenue presque instantanement. Seulement certains flots 
ont ete reroutes, le tableau 6.5 montre quelques exemples. Dans le cas du flot EF entre 
les noeuds 2 et 4, tout le trafic a ete detourne vers le chemin (2,1,4) protege entierement 
par DiffProtect. Pour le flot AF, une partie a ete detournee vers le chemin (5,6,3) aussi 
entierement protege par DiffProtect. Nous avons observe 1'inverse pour BE, les chemin 
(8,9,5) et (8,10,6,5) qui sont proteges par DiffServ* respectivement de facon totale et 
partielle sont maintenant privilegies. 
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CONCLUSION 
Le modele DiffServ* de protection differenciee se distingue par sa capacite de traduire 
toute panne physique en une congestion a la couche logique d'un reseau. Cette carac-
teristique innovatrice permet aux mecanismes naturels de 1'architecture des services dif-
ferenciees, parties integrantes de DiffServ*, de proteger chaque classe de trafic selon sa 
priorite et ses exigences en qualite de service. Ainsi, la proposition d'un modele de protec-
tion basee sur l'utilisation conjointe de DiffServ et de la technique d'agregation de liens 
est non seulement fonctionnelle, mais potentiellement moins complexe, moins couteuse 
et plus fiable que tout autre mecanisme de protection, notamment physique, presentement 
envisageable. La simulation separee du modele DiffServ* et de son homologue physique 
DiffProtect renforce cette hypothese et demontre que dans la majorite des cas, la protec-
tion DiffServ* est meilleure que celle offerte par les mecanismes de la couche physique. 
Nous avons generalise cette etude par la simulation de reseaux plus complexes, de tailles 
differentes qui sont entierement proteges par DiffServ*, par DiffProtect ou par une combi-
naison des deux, MixProtect. Les resultats ont encore une fois demontre que la qualite de 
protection de DiffServ* est en moyenne superieure a celle de DiffProtect; il existe cepen-
dant certaines situations particulieres ou la protection DiffProtect peut en partie s'averer 
plus desirable. 
En complement a 1'etude par simulation, nous avons analyse DiffServ* du point de vue 
de la fiabilite d'un reseau demuni de tout mecanisme de protection optique. Les resultats 
ont montre que DiffServ* permet d'augmenter considerablement la fiabilite et la robus-
tesse de la couche logique en cas de pannes physiques. Une analyse de cout a par la suite 
demontre que toute tentative d'augmenter la fiabilite d'un reseau IP/WDM par le biais de 
mecanismes de protection physiques ou par DiffProtect s'avere economiquement defavo-
rable; DiffServ* demeure toujours le plus avantageux en consommation de ressources. 
245 
Nous poursuivons ce projet de recherche doctoral par une demonstration de la faisabilite 
de DiffServ* a l'aide de 1'equipement reseau en laboratoire. L'inaccessibilite de la techno-
logie optique nous a pousse vers la technologie Ethernet. Malgre toutes les limitations et 
les divergences techniques de cette derniere et notre modele theorique, nous avons reussi 
a coupler la differentiation de service logique a l'agregation de liens physiques pour obte-
nir un DiffServ* pratique fonctionnel et capable de proteger le trafic de hautes priorites en 
cas de pannes dans le reseau. Ceci temoigne autant de la facilite et de la faible complexity 
du deploiement de DiffServ* que de son adaptability a toute technologie de reseau qui 
reponds a ses exigences de base. 
Finalement, les resultats de simulation de la protection multicouche MixProtect nous ont 
permis d'extraire des directives de deploiement combine de DiffServ* et DiffProtect dans 
un meme reseau. En lumiere des conclusions de ces etudes, nous avons elabore une etude 
theorique de planification completee par un modele mathematique qui a pour objectif 
d'optimiser le deploiement de DiffServ* et DiffProtect dans tout reseau IP/WDM pour 
assurer la meilleure protection possible. Cette procedure de deploiement solutionne trois 
problemes particulierement nouveaux; le premier porte sur le deploiement de deux types 
de protection sur les liens de la couche logique, le deuxieme sur le routage de connexions 
optiques sur des chemins physiques disjoints et le troisieme sur le routage differencie des 
flots dans la couche logique. En partant d'une topologie physique et d'une matrice de de-
mande de trafic, l'etape 1 de la procedure dimensionne la topologie logique, effectue un 
routage par lien de la demande de trafic et effectue un deploiement generalise de DiffServ* 
dans le reseau complet. En tenant compte des contraintes topologiques et de la vulnera-
bilite face aux pannes physiques de certains liens logiques du reseau, l'etape 2 substitue 
DiffServ* pour DiffProtect a ces endroits. Bien que l'objectif des deux premieres etapes 
etait de minimiser la quantite de ressources optiques necessaires au deploiement de Mix-
Protect, l'etape 3 utilise une approche par penalite pour maximiser la protection en cas de 
pannes de chaque classe de trafic en effectuant un routage differencie par flot. 
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Un deploiement generalise de DiffServ* au sein des reseaux multiservice permet a la fois : 
- d'offrir a chaque classe de service une protection contre la congestion logique et les 
pannes physiques faite sur mesure; 
- d'augmenter considerable la fiabilite de la topologie logique et sa robustesse face aux 
pannes multiples sans avoir recours a des mecanismes de protection physiques; 
- d'effectuer des economies importantes en ressources physiques de transmission; 
- de reduire la complexite et la gestion des reseaux puisque : 
- les exigences de DiffServ* sont facilement disponibles dans la plupart des reseaux 
contemporains, 
- l'occurrence d'une panne est traitee localement, en temps et lieu, par la couche lo-
gique et sans besoin de signalisation externe ou d'intervention humaine. 
Les resultats de cette recherche sont suffisamment concluants pour suggerer l'usage de 
DiffServ* comme mecanisme de protection differenciee principal pour le reseau Inter-
net de prochaine generation. Dans les situations particulieres ou la protection physique 
est absolument essentielle, nous proposons DiffProtect. Notre procedure de planification 
suggere une methodologie qui optimise le deploiement combine des deux types de pro-
tection dans un meme reseau. Etant donne que cette derniere est ultimement basee sur 
des resultats de simulations, il serait alors souhaitable d'elaborer un modele complet de 
deploiement de MixProtect qui soit entierement analytique et qui tienne compte d'une 
relation mathematique unique entre : 
- la probabilite des pannes; 
- les caracteristiques des deux modeles de protection; 
- les exigences en qualite de service et de protection de chaque classe de trafic. 
Ce modele analytique accompagne d'une preuve du deploiement et de la performance de 
DiffServ* dans un reseau optique reel constituent des axes de recherches future et forment 
les prochaines etapes dans revolution de la protection DiffServ* du trafic. 
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ANNEXE I 
PARTAGE DE CHARGE ET DESORDRE DES PAQUETS 
Les sections 1.2.1 montre l'existence et la popularity du Link Bundling au sein des re-
seaux IP sur WDM. Grace a cette pratique, les capacites de transmission et les protocoles 
de routages des couches logiques deviennent plus extensibles et facilement adaptables aux 
besoins de debit de trafic toujours croissants. Le partage de charge est une consequence di-
recte du Link Bundling puisqu'un flot entre deux noeuds logiques est partage sur plusieurs 
systemes de transmission physique. 
Le partage de charge peut se faire suivant deux methodes, par paquet ou par flot. Dans le 
premier cas, deux paquets consecutifs d'un meme flot peuvent suivre des chemins diffe-
rents. Ceci est montre dans la partie superieure de la figure 1.1. Chaque paquet est transmis 
aleatoirement sur un des trois chemins disponibles. Le paquet 1 du flot carre est envoye 
sur le plus court chemin, le paquet 2 sur le plus long chemin et le paquet 3 sur le che-
min de longueur intermediate. Si le temps d'interarrivee entre les paquets 2 et 3 est tres 
grand par rapport a la difference de delai entre les chemins quils suivent, le paquet 2 aura 
le temps d'arriver a destination, sinon le paquet 3 arrivera avant le paquet 2, il y aura 
ainsi un desordre au niveau de l'arrivee des paquets a la destination. Le partage de charge 
par paquet permet cependant d'obtenir une utilisation de ressource proche d'etre optimale 
mais peut causer un desordre relativement severe dans l'arrivee des paquets a destination. 
Le partage de charge peut egalement se faire par flot {hashing). S'il existe plusieurs flots 
de donnees entre une source et une destination, le reseau se charge de diviser le routage 
de ses flots entre les divers chemins possibles. Considerons le cas de la partie inferieure 
de la figure 1.1. Deux flots (1,2,3) et (a, b, c) existent entre la source et la destination. Le 
flot (1,2, 3) est transmis aleatoirement sur un des trois chemins, dans ce cas le plus court, 
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Transmission aleatoire par paquet 
Ordre d'emissron _ _ , 
I Delai de transimission + propagation 
1 _ • 
Transmission aleatoire parflot 
FIG. 1.1 Deux mecanismes de partage de charge 
le flot (a, b, c) est transmis sur le plus long. Cette methode de partage de charge ameliore 
grandement l'ordonnancement des paquets qui arrivent a destination mais resulte en un 
partage de charge sous-optimal. Plusieurs etudes (Chim et al., 2005), (Lee, 2006), (Yao 
et al., 2005) et (Shi et al., 2005) ont ete realisee dans le but de trouver une solution qui 
optimise l'equilibrage de charge entre plusieurs chemins candidats tout en minimisant le 
plus possible le desordre des paquets a l'arrivee. Les etudes prouvent sans equivoque que 
le partage de charge par flot reste meilleur puisqu'il est capable de garantir une livrai-
son ordonnee des paquets a destination. Cette technique est celle retenue dans le cas des 
reseaux (G)MPLS/WDM dans lesquels le partage de charge se fait par LSP. 
1.1 Partage de charge dans le modele DiffServ* 
Le modele DiffServ* exige un partage de charge equilibre du trafic IP sur plusieurs canaux 
optiques. Dans le cas ou les canaux optiques suivent des chemins disjoints, leur delai 
de bout-en-bout peut varier. Si DiffServ* est deploye au sein d'un reseau MPLS/WDM, 
aucun probleme de desordre des paquets n'existera puisque le partage se fera par LSP 
done par flot. 
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Un partage de charge par paquet serait ideal dans le cas de DiffServ*, puisqu'il lui permet 
de reagir le plus rapidement possible en cas de panne d'un des systemes de transmission. 
Rappelons que dans le cas de DiffServ*, la panne d'un des trois systemes de transmission, 
cause la reduction immediate du debit du serveur DiffServ*. Les paquets servis en priorite 
par ce serveur, seront immediatement distribues entre les systemes de transmission fonc-
tionnels restants. Si le partage de charge etait par flot, le modele DiffServ* devrait non 
seulement reduire son debit mais rerouter les flots affectes par la panne sur un des liens de 
transmissions restants (cf. section 4.3.6). 
Dans le cas ou le partage de charge doit absolument se faire par paquet, un probleme de 
desordre des paquets peut survenir. Cette section montre que le desordre des paquets ne 
cause pas une degradation de QoS dans le cas de certaines applications prioritaires, par 
exemple, de voix sur IP (VoIP). Dans le cas ou le desordre cause des problemes non tole-
rables, la section 1.2 montrent plusieurs solutions DiffServ* qui permettent de le reduire. 
II est important de noter que la severite du desordre depend de la difference entre la va-
riation des delais des chemins et celle de l'interarrivee des paquets. Dans le cas d'un Link 
Bundling entre la couche IP et celle WDM, la variation de delai entre les differents che-
mins est deterministe puisqu'elle n'inclut que les delais de propagation et de transmission 
sur les canaux optiques. II n'existe aucune attente au niveau transmission. II est possible 
de comparer cette variation de delai deterministe au profil du trafic implique et de predire 
le taux de desordre qui en resulte. Reste a etudier si le desordre et le reordonnancement 
des paquets a l'arrivee affectent grandement la qualite de service percue par 1'application. 
Pour repondre a cette question considerons le cas suivant. 
Le modele DiffServ* necessite trois canaux optiques disjoints entre chaque paire de rou-
teurs IP adjacents. Supposons le cas de la figure 1.2. Trois paquets d'une meme application 
doivent etre transmis simultanement. La longueur de chaque chemin est definie par le delai 
de bout-en-bout subi par chaque paquet qui le traverse. Ce delai tient compte uniquement 
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des delais deterministes de propagation et de transmission des paquets. Nous supposons 
en plus que les trois chemins ont meme capacite et les paquets sont de longueur fixe. 
A t = 0ms, les paquets sont transmis de facon aleatoire. Le paquet 2 est envoye sur le 
chemin de 40ms, 3 sur celui de 60ms et 1 sur celui de 80ms. A t = 40ms, la paquet 2 
arrive a destination. Comme cette derniere attend le paquet 1, 2 est mis en attente parce 
qu'il n'est pas arrive en sequence, elle considere qu'il est arrive trop tot. A t = 60ms, le 
paquet 3 arrive, il est mis en file derriere le paquet 2. Finalement a t = 80ms, le premier 
paquet arrive, il est immediatement transmis vers la couche application, les paquets 2 et 
3 sont maintenant en sequence (le paquet 1 etant deja recu) ils sont transmis directement 
apres. Le paquet 2 a eu un delai de 80ms au lieu de 40ms, le paquet 3 a subit un delai de 





FIG. 1.2 Processus de reordonnancement avec le modele DiffServ*. 
Selon (Kos et al., 2002), les tampons (Jitter Buffer) responsables de normaliser la gigue 
des paquets de voix sont deja capables de reordonner ces paquets. Le reordonnancement 
se fait selon le numero de sequence dans l'entete Real Time Protocol (RTP) du paquet. 
Supposons que l'application en question est une application de voix et qu'elle tolere un 
delai par paquet maximal de 100ms. Les trois paquets 1,2 et 3 sont finalement recus en 
ordre et a l'interieur de la limite de delai permise. Si le delai de bout-en-bout des trois 
chemins respecte le niveau de QoS permis par l'application, aucun effet negatif sur la QoS 
ne sera observe. Si le delai du troisieme chemin etait de 120ms, done superieur a 100ms, 
les paquets 2 et 3 qui attendent l'arrivee du paquet 1 seront transmis vers l'application a 
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t = 100ms, le paquet 1 est considere perdu, et sera rejete a son arrivee. 
Pour pallier a ce probleme, plusieurs contraintes peuvent etre imposee au modele Diff-
Serv*. L'une sera de limiter la transmission des paquets de voix (EF) au 2 plus courts 
chemins de facon a eviter le troisieme chemin. Une autre option sera de mettre en place 
le modele DiflServ* mais avec deux chemins physiques disjoints au lieu de trois. Une 
troisieme option sera d'imposer l'utilisation de DiffProtect. Les paquets de voix (EF) sont 
tous transmis sur le plus court chemin. Les paquets des classes restantes (moins priori-
taires) utiliseront les autres chemins. 
1.2 Solutions DiffServ* au probleme de partage de charge par paquet 
La raison pour laquelle le load sharing par paquet est conseille dans le cas du modele 
DiffServ* est qu'il garde le temps d'interruption de service a un strict minimum dans 
le cas d'une panne de canal optique. Le module de partage de charge par paquet n'a qu'a 
detecter la panne, eliminer un port de sortie de son processus de partage de charge aleatoire 
et aviser le serveur DiffServ* de reduire son debit. Alors que si le partage de charge se 
faisait par flot, il y aurait une certaine allocation flot-canal optique qui doit etre redefinie 
dans le cas d'une panne. Cette reallocation de flot semble plus longue. 
Dans le cas ou le desordre des paquets cause par le partage de charge par paquet affecte 
grandement la QoS percue par l'application, plusieurs solutions peuvent etre utilisees pour 
pallier a ce probleme. La premiere sera de faire un partage de charge aleatoire par groupe 
de paquets. Ceci est montre dans la partie superieure de la figure 1.3. Dans ce cas le serveur 
DiffServ fonctionne avec la politique d'ordonnancement Weighted Round-Robin (WRR). 
Chaque file d'attente a un poids proportionnel a sa priorite. La file EF aura le plus grand 
poids, la file BE, le plus petit. Le poids determine le taux de service de chaque file pendant 
une unite de temps. Plus le poids est eleve, plus le temps alloue au service de chaque file 
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est eleve, le nombre de paquets servis le sera aussi. 
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FIG. 1.3 Partage de charge et DiffServ 
Dans le cas de la figure 1.3, 3 paquets EF, 2 paquets AF et 1 paquet BE sont servis pendant 
une unite de temps par l'ordonnanceur DiffServ. Les paquets servis doivent etre transmis 
sur un des trois liens physiques disponibles. La transmission aleatoire peut se faire par 
paquet mais aussi par groupe de paquet. Ainsi la decision se fera par exemple, sur le 
groupe de 3 paquets EF. Ces paquets seront transmis en ordre sur un des trois chemins. 
Le groupe de paquets AF est suivant, le dernier sera le groupe de paquets BE. Au court de 
la prochaine unite de temps, une autre decision de transmission aleatoire sera faite sur le 
prochain groupe de paquet EF. Les resultats de simulation prouvent que cette option peut 
diminuer de facon considerable et parfois annuler le taux de desordre qui affecte chaque 
classe de paquet. Une configuration adequate des poids de chaque classe en fonction du 
taux d'utilisation du serveur DiffServ (done du lien IP) et de la difference de delai entre 
les chemins physiques peut rendre le taux de desordre nul. Le tableau 1.1 resume quelques 
resultats de simulation obtenus. 
La deuxieme option est montree dans la partie inferieure de la figure 1.3. Elle est adaptee 
au cas ou l'ordonnanceur DiffServ est de type prioritaire. Ce type d'ordonnancement sert 








du serveur WFQ de DiffServ 









TAB. 1.1 Performance de la decision aleatoire par groupe de paquets 
paquets AF sont servis. Les paquets BE sont les derniers a etre considered. La transmission 
sur les chemins physiques sera de type plus court chemin en premier. Les paquets EF sont 
les premiers a etre servis, ils seront transmis sur le plus court chemin en premier. Si le 
debit des paquets EF est superieur a la capacite du plus court chemin, les paquets EF 
restants sont transmis sur le deuxieme PCC. II en sera de meme pour les paquets AF et 
BE. Cette methode peut aussi diminuer le taux de desordre des paquets a l'arrivee. 
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ANNEXE II 
DISTRIBUTIONS DE DELAI ET GIGUE 








0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 
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0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 
Delai (secondes) 
Distribution du delai, trafic EF: Aucune panne (DPDSDS) 
0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 
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Distribution du delai, trafic EF: Aucune panne (DiffServ) 
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Distribution du delai, trafic BE: Aucune panne (DPDPDS) 
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Distribution du delai, trafic BE: Aucune panne (DSDPDS) 
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Distribution du delai, trafic BE: Aucune panne (DSDPDP) 
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!°'3i 
0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 
Delai (secondes) 
Distr ibution du dela i , trafic E F : Panne s imple ( D S D P D P ) 
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Distribution du delai, trafic BE: Panne simple (DiffServ) 
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Distribution du delai, trafic BE: Panne double (DiffProtect) Distribution du delai, trafic BE: Panne double (DPDPDS) 
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") 
Distribution de la gigue, trafic EF: Aucune panne (DiffProtect) 
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Distribution de la gigue, trafic EF: Aucune panne (DPDSDP) 
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Distribution de la gigue, trafic EF: Aucune panne (DSDPDS) 
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Distribution de la gigue, trafic EF: Aucune panne (DPDPDS) 
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Distribution de la gigue, trafic EF: Aucune panne (DSDPDP) 
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Distribution de la gigue, trafic EF: Aucune panne (DiffServ) 













°0 0.5 1 
Gigue (secondes) 
Distribution de la gigue, trafic AF: Aucune panne (DiffProtect) 
0.5r 
Distribution de la gigue, trafic AF: Aucune panne (DPDPDS) 
0.5r 
1 2 
Gigue (secondes) x 10-
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3 
la gigue, trafic AF: Aucune panne (DSDPDS) 
Distribution de 
0.5i 
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3 
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3 
Distribution de la gigue, trafic AF: Aucune panne (DPDSDS) 
0.5r 
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Distribution de la gigue, trafic BE: Aucune panne (DiffProtect) Distribution de la gigue, trafic BE: Aucune panne (DPDPDS) 
0.5 1 1.5 
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3 
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3 
Distribution de la gigue, trafic BE: Aucune panne (DiffServ) 
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0.5 1 1.5 
Gigue (secondes) 
Distribution de la gigue, trafic EF: Panne simple (DiffProtect) 









Distribution de la gigue, trafic EF: Panne simple (DPDPDS) 
0.2, , , 
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Distribution de la gigue, trafic EF: Panne simple (DPDSDP) 
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Distribution de la gigue, trafic EF: Panne simple (DSDPDS) 
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Distribution de la gigue, trafic AF: Panne simple (DPDPDS) 
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Distribution de la gigue, trafic AF: Panne simple (DiffServ) 
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Distribution de la gigue, trafic BE: Panne simple (DPDSDP) 
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3 
Distribution de la gigue, trafic EF: Panne double (DiffProtect) 
0.251 . . 1 
°c7 0.5 1 1.5 2 
Gigue (secondes) x 10-» 
Distribution de la gigue, trafic EF: Panne double (DPDSDP) 
0.25r 
0.5 1 1.5 2 
Gigue (secondes) x10"3 
Distribution de la gigue, trafic EF: Panne double (DSDPDS) 
0.25, , 1 , 
0 0.5 1 1.5 2 
Gigue (secondes) x 1 0
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Distribution de la gigue, traf c EF: Panne double (DSDSDP) 
0.25, 1 , , 
a o.i5 
0 ^ ^ ^ — ^ -
0.5 1 1.5 : 
Gigue (secondes) x 1t)-
3 
Distribution de la gigue, trafic EF: Panne double (DPDPDS) 
o.2Si • ' • 
0 0.5 1 1.5 2 
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Distribution de la gigue, trafic EF: Panne double (DSDPDP) 
0.251 . . 1 
2 0.15 
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0 0.5 1 1.5 2 
Gigue (secondes) x10-= 
Distribution de la gigue, trafic EF: Panne double (DPDSDS) 
0.25 . 1 1 
& 0.15 
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Distribution de la gigue, traf c EF: Panne double (DiffServ) 
0.25, , . , 
Gigue (secondes) 
Distribution de la gigue, trafic AF: Panne double (DiffProtect) 
0.45r 
Distribution de la gigue, trafic AF: Panne double (DPDPDS) 
0.451 . . 1 
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Gigue (secondes) 
Distribution de la gigue, trafic AF: Panne double (DPDSDP) 
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Gigue (secondes) 
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Distribution de la gigue, trafic AF: Panne double (DPDSDS) 
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Gigue (secondes) 
Distribution de la gigue, trafic AF: Panne double (DiffServ) 
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ROUTAGE PAR DEFLEXION POUR DIFFSERV 
L'architecture DiffServ a ete proposee comme methode extensible pour offrir, en cas de 
congestion, une qualite de service differenciee a differents types de trafics. Chaque trafic 
est privilegie suivant sa priorite, les trafics de hautes priorites (EF et AF) ont la garantie 
d'un acces immediat au lien a la congestion et ce au detriment du trafic de basse priorite 
(BE). Le trafic BE est le premier a etre mis en attente et rejete des les premiers signes 
de congestion. En nous inspirant du modele de routage par deflexion propose pour les 
Optical Burst Networks (OBS), nous voulons explorer la possibility de munir les routeurs 
DiffServ de fonctionnalites similaires. 
III. 1 Routage par deflexion et reseaux OBS 
Dans les reseaux de commutation par rafales optiques (Optical Burst Switching ou (OBS)), 
les paquets d'informations sont agreges ensemble pour former des rafales de grande taille. 
Chaque rafale est precedee d'un paquet de controle qui a pour role d'indiquer aux OXC 
parcourus par la rafale de reserver les ressources necessaires pour la transmission de cette 
derniere. L'etude de l'utilisation de OBS dans la transmission des reseaux optiques prend 
plus en plus d'importance. Cette augmentation est due au fait qu'elle permet d'eviter de 
dedier une longueur d'onde de bout en bout pour chaque connexion. Un probleme critique 
des reseaux OBS est de minimiser le taux de blocage des rafales (Lee et al., 2003). La re-
servation et la transmission d'une rafale se font noeud par noeud, un noeud intermediate 
peut facilement bloquer la transmission d'une rafale s'il ne possede pas les ressources 
necessaires a l'arrivee de cette derniere ou s'il est averti trop tard. 
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Le concept de routage par deflexion est connu pour etre une bonne solution qui reduit le 
taux de blocage dans les reseaux OBS. Considerons l'exemple de la figure III. 1. Deux ra-
fales sont preparees simultanement, l'une a l'OXC A en destination de D (rafale {A, D}), 
l'autre a l'OXC B en destination de D (rafale {B, D}). Les plus courts chemins etablis 
pour {A,D} et {B,D} sont respectivement [A, C, D] et [B, C, D\. Comme l'indique la 
figure III. 1, un paquet de controle a suivi de {A, D} arrive en premier au noeuds C. Le 
role du paquet de controle a est d'informer C de l'arrivee du rafale {A, D}, C reserve les 
ressources du lien [C, D] pour etre utilisees par {A, D}. A l'arrivee du paquet de controle 
b au noeud C, le lien [C, D] est deja reserve pour {A, D} et ne peut etre utilise par {B, D}. 
Le noeud C n'a pas la choix que de bloquer {B, D} et de demander a la couche logique 
de B de le retransmettre subsequemment. Le concept de routage par deflexion permettre 
a C de detecter la presence d'un autre chemin non utilise, dans ce cas [C, E] et de devier 
temporairement la trajectoire de {B, D} sur le lien [C,E]. {B,D} parcourra le chemin 
[B, C, E, D] au lieu du chemin [B, C, D). Certes, il sera recu a destination avec un leger 
retard, cependant ceci constitue une meilleure option que de bloquer au niveau du noeud 
C et de demander sa retransmission. Plusieurs travaux de recherche ont ete proposes pour 
optimiser le fonctionnement du routage par deflexion dans les reseaux OBS, (Hsu et al., 
2002), (Chen and Wang, 2003) et (Wang et al., 2005) en sont des exemples. Une evaluation 
de performance des reseaux IP-optiques avec capacites de routage par deflexion est eva-
luee dans (Pattavina, 2005). Ainsi, la litterature montre qu'etant donne que les OXC sont 
incapables de stocker 1'information photonique recue, le concept de routage par deflexion 
est une meilleure alternative au blocage du flot quand les ressources dont en manque sur 
le chemin principal. 
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B a D Deflection du burst [B,D] 
from path (CD) to path (C,E,D) 
FIG. III. 1 Routage par deflexion dans les reseaux OBS. 
III.2 Routage par deflexion pour DiffServ 
L'idee sera d'explorer la possibility d'adopter le routage par deflexion a la couche logique 
(IP) des reseaux, et plus specifiquement, dans les routeurs a capacite DiffServ de cette 
couche. Dans un reseau DiffServ, le trafic BE est le premier a souffrir des consequences, 
parfois desastreuses, de la congestion des liens de transmissions logique. La congestion 
peut causer un ralentissement considerable et meme une interruption du service. 
Supposons l'existence de deux flots de trafic et considerons l'exemple de la figure III.2. 
Les deux flots sont constitues des trois priorites de trafic, EF, AF et BE. Le premier flot 
genere par A, en destination de C, est route sur son plus court chemin (A, B, C). Le se-
cond, genere par D, en direction de C est route sur son plus court chemin (D, E, C). 
Une augmentation soudaine du trafic genere par A met B en etat de congestion, il ne peut 
simplement pas acheminer la totalite du trafic genere par A sur le lien (B, C). Les meca-
nismes DiffServ de protection contre la congestion s'activent. Le trafic de BE arrivant a 
B sera mis en attente et eventuellement rejete. L' option de routage par deflexion permet 
au routeur B de : 
- Detecter la congestion du lien (B,C). 
- Sonder tous ses ports de sortie dans l'eventualite de trouver un autre chemin non ou 
moins congestionne. 
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- Devier temporairement les paquets BE qui debordent sur un autre chemin a priori non 
congestionne (chemin (B, E, C)). 
L'etat des files d'attentes RED (Random Early Detection) des ports de sortie du routeur 
B permet a ce dernier de detecter l'etat de congestion de chacun de ses liens de sortie. 
Nous supposons la presence d'un module de deflexion separe qui se charge de recueillir 
les paquets BE rejetes au niveau du lien (B, C), sonder l'etat des autres ports de sorties 
du meme routeur. Renvoye les paquets BE recueillis sur un ou plusieurs autres chemins 
moins congestionnes. 
j ^ & Routeur DiffServ 
FIG. III.2 Routage par deflexion dans les reseaux DiffServ. 
Dans le cas de l'exemple de la figure III. 1, les paquets BE refuses au niveau du lien 
{B, C) sont devies et renvoyes sur le lien (B, E). Les paquets BE se meleront avec ceux 
du deuxieme flot considere dans ce systeme. En outre, ils seront transmis sur le lien de 
sorti (E, C). Le trafic BE excedant est de basse priorite, il ne pourra affecter que les flots 
BE de meme priorite. 
Si la surcharge des paquets BE ne cause pas de congestion au lien (E, C), les paquets BE 
excedentaires arriveront, avec un leger retard a destination. Le taux de perte des paquets 
BE sera ainsi reduit. Si (E, C) est deja congestionne, les paquets BE non rejetes au niveau 
de B, le seront au niveau de E. Dans ce cas, la performance moyenne du reseau DiffServ 
n'est pas amelioree, mais elle ne sera pas reduite. 
Un sujet similaire au routage par deflexion est aborde dans (Patek et al., 2001). Un al-
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gorithme de routage simple est propose. Les routeurs de bord d'un reseau DiffServ sont 
capables de devier une portion d'un flot de paquets non marques de son chemin original 
congestionne vers un chemin secondaire peu utilise. Les routeurs se basent sur une re-
troaction continuelle de la part du reseau sur son etat de congestion. Notre approche est 
differente. Chaque routeur, de bord (edge) ou de coeur (core) est dote des capacites de 
deflexions. Le routeur DiffServ detecte les pertes de paquets BE sur l'un de ses liens de 
sorties, recupere une partie des paquets rejetes et les transmet sur un ou plusieurs chemins 
secondaires. La retransmission est immediate et temporaire et n'affecte que les paquets 
BE deja rejetes. Cette etude peut etre etendue pour inclure la deflexion d'une portion des 
paquets de hautes priorites (EF et AF) d'un lien congestionne vers un autre chemin moins 
utilise. Une approche similaire est proposee dans (Zarifzadeh et al., 2004). Les auteurs 
proposent un algorithme de routage a chemins multiples du trafic de haute priorite dans 
un reseau DiffServ. Par sa nature prioritaire, la charge du trafic EF affecte grandement 
la performance fournie aux trafics de priorites inferieures. Les auteurs proposent un al-
gorithme pour la distribution efficace d'un flot de trafic prioritaire sur plusieurs autres 
chemins en but de garantir une meilleure performance aux autres classes de flots. 
III.3 DiffServ, DiffProtect et routage par deflexion 
L'idee de routage par deflexion prend beaucoup d'envergure quand elle est combinee avec 
les modeles de protection differenciee proposee par ce projet. Une panne de chemin op-
tique dans le modele DiffServ entraine une diminution considerable de bande passante 
au niveau IP. Une congestion en resulte, les paquets BE sont les premiers a souffrir des 
consequences. Les simulations montrent des taux de pertes tres eleves. Dans le modele 
DiffProtect, le taux de perte des paquets BE est de 100% si une panne affecte le chemin 
optique qui transporte ce trafic. Le routage par deflexion permettra de devier les paquets 
BE du lien affecte par une panne a un autre chemin fonctionnel et probablement ameliorer 
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la QoS fournie au trafic BE. Nos modeles de protection differenciee permettent de pri-
vilegier les trafics de hautes priori tes en cas de panne, 1'addition du concept de routage 
par deflexion equilibrera la balance en terme de protection additionnelle du trafic de basse 
priorite contre les pannes optiques. 
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ANNEXE IV 
PERFORMANCE DES FLOTS 0,1 ET 2 
Taux de pertes du flot 0 avec protection MPLS 
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Etat du reseau et charge de trafic sur le troisieme chemin 
(a) Normal vs Panne, Protection MPLS 
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Etat du reseau et charge de trafic sur le troisieme chemin 
(b) Normal vs Panne, Protection DiffServ* 
FIG. IV. 1 Taux de pertes du flot 0 
Delai du flot 0 avec protection MPLS 
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Etat du reseau et charge de trafic sur le troisieme chemin 
(a) Normal vs Panne, Protection MPLS 










Etat du reseau et charge de trafic sur le troisieme chemin 
(b) Normal vs Panne, Protection DiffServ* 
FIG. IV.2 Delai moyen du flot 0 
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Etat du reseau et charge de trafic sur le troisieme chemin 
(a) Normal vs Panne, Protection MPLS 
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Etat du reseau et charge de trafic sur le troisieme chemin 
(b) Normal vs Panne, Protection DiffServ* 
FIG. IV.3 Gigue moyenne du flot 0 
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Etat du reseau et charge de trafic sur le troisieme chemin 
(a) Normal vs Panne, Protection MPLS 
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FIG. IV.4 Taux de pertes du flot 1 
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Etat du reseau et charge de trafic sur le troisieme chemin 
(b) Normal vs Panne, Protection DiffServ* 
FIG. IV.5 Delai moyen du flot 1 
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Etat du reseau et charge de trafic sur le troisieme chemin 
(b) Normal vs Panne, Protection DiffServ* 
FIG. IV.6 Gigue moyenne du flot 1 
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FIG. IV.7 Taux de pertes du flot 2 
Delai du flot 2 avec protection MPLS 
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Etat du reseau et charge de trafic sur le troisieme chemin 
(a) Normal vs Panne, Protection MPLS 
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Etat du reseau et charge de trafic sur le troisieme chemin 
(b) Normal vs Panne, Protection DiffServ* 
FIG. IV.8 Delai moyen du flot 2 
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Etat du reseau et charge de trafic sur le troisieme chemin 
(b) Normal vs Panne, Protection DiffServ* 
FIG. IV.9 Gigue moyenne du flot 2 
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ANNEXE V 
CONFIGURATION DES COMMUTATEURS 
Les numeros des ports UDP destination de tous les paquets de voix sur IP sont de 10000 
a 10999, ceux d'AF sont de 11000 a 11999 et ceux de BE sont entre 12000 et 12999. 
La classification EF, AF et BE du trafic se fait en fonction du numero du port UDP des-
tination de chaque not. Les commandes suivantes font en sorte que les paquets de VoIP 
appartiennent tous a la liste d'acces 100; 101 est reservee pour le trafic video et 102 
utilisee par les paquets de donnees. 
access-list 100 permit udp any any range 10000 10999 
access-list 101 permit udp any any range 11000 11999 
access-list 102 permit udp any any range 12000 12999 
Tous les paquets de la liste d'acces 100 sont associes a la classe EF, ceux de la liste 101a 
la classe AF et le reste, les paquets de liste 102 sont associes a la classe BE. 
class-map match-all AFclass 
match access-group 101 
class-map match-all BEclass 
match access-group 102 
class-map match-all EFclass 
match access-group 100 
Nous definissons par la suite deux politiques de marquage. L'une, inPol est utilise par 
les interfaces 1 a 6 de Atlas et attribut les DSCP appropries aux classes de trafic definies 
precedemment. L'autre ECin est utilisee par les interface 22, 23 et 24 de l'Etherchannel et 
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specifie a celles-ci de faire confiance aux DSCP des paquets done de ne pas modifier leur 
classification dans cette partie du reseau. 
policy-map inPol 
class EFclass 
set dscp ef 
class AFclass 
set dscp af41 
class BEclass 








Les prochaines commandes sont des instructions de configuration globale de la differen-
tiation de services dans le commutateur. Chaque port de communication possede deux 
files d'attentes en entree et quatre en sortie. L'ordonnancement des files d'entrees est prio-
ritaire, le trafic EF utilise la premiere file et les classes AF et BE sont associees a la 
deuxieme file. En sortie, le trafic EF est associe a la file 1 prioritaire, notre trafic video AF 
est associe a la file 3, le trafic BE a la file 4 et la file 2 n'est pas utilisee. 
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mis qos srr-queue input bandwidth 1 3 
mis qos srr-queue input buffers 60 40 
mis qos srr-queue input priority-queue 2 bandwidth 0 
mis qos srr-queue output dscp-map queue 3 threshold 1 34 
mis qos srr-queue output dscp-map queue 4 threshold 1 0 
mis qos queue-set output 2 buffers 20 5 25 50 
mis qos 
Les prochaines commandes creent l'interface Etherchannel, lui donnent l'adresse 10.0.0.1, 
specifient la technique de partage de charge et y ajoutent les interfaces 22,23 et 24 de com-
mutateur Atlas. Nous pouvons voir que les interfaces fonctionnent a 100 Mbps chacune 
en mode full duplex. La file de sortie est servie toujours en priorite et etant donne que la 
file 2 n'est pas utilisee, la file 3 obtient 60/60 + 20 = 75% de la capacite de transmission 
restante, la file 4 du trafic BE est la moins prioritaire avec 25% de la capacite qui reste 
apres le service de trafic EF. 
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interface Port-channel 1 
no switchport 
ip address 10.0.0.1 255.0.0.0 
port-channel load-balance src-dst-ip 
interface GigabitEthernet 1/0/22 - 1/0/23 - 1/0/24 
no switchport 
no ip address 
speed 100 
duplex full 
srr-queue bandwidth share 10 10 60 20 
srr-queue bandwidth shape 20 0 0 0 
queue-set 2 
priority-queue out 
channel-group 1 mode active 
service-policy input ECin 
Les prochaines commandes permettent de configurer l'adressage IP et le protocole de 
routage IP utilise. Les interfaces 1 a 6 utilisent la politiques inPol qui permet de classifier 
correctement le trafic qui arrive du reseau A. 
hostname Atlas 
ip routing 
ip dhcp pool network l_pool 
network 172.136.0.0 255.255.0.0 
default-router 172.136.0.1 
lease infinite 
ip dhcp snooping vlan 10 
vlan internal allocation policy ascending 
interface Vlan 10 




interface GigabitEthernet 1/0/1 a 1/0/6 
switchport access vlan 10 
switchport mode access 
srr-queue bandwidth share 10 10 60 20 
srr-queue bandwidth shape 20 0 0 0 
mac-address-table aging-time 0 vlan 1 
queue-set 2 
priority-queue out 
service-policy input inPol 
ip dhcp snooping trust 
