It is long known that the Fokker-Planck equation with prescribed constant coefficients of diffusion and linear friction describes the ensemble average of the stochastic evolutions in velocity space of a Brownian test particle immersed in a heat bath of fixed temperature. Apparently, it is not so well known that the same partial differential equation, but now with constant coefficients which are functionals of the solution itself rather than being prescribed, describes the kinetic evolution (in the N → ∞ limit) of an isolated N -particle system with certain stochastic interactions. Here we discuss in detail this recently discovered interpretation.
Introduction
As is well known, [Ein05] , [UhOr30] , [Cha43] , [Bal75] , the ensemble average of the stochastic evolutions in velocity space of a Brownian test particle of unit mass, immersed in a drifting heat bath of fixed temperature T and constant drift velocity u, is governed by the Fokker-Planck equation with prescribed constant coefficients of diffusion and (linear) friction,
(1)
is the Green function for (1), see [UhOr30] , [Cha43] . In its standard form, i.e. with T = 1 and u = 0, (2) is known as the kernel of the adjoint Ornstein-Uhlenbeck semigroup (a.k.a. Fokker-Planck semigroup).
Over the years, the Ornstein-Uhlenbeck semigroup and its adjoint have come to play an important role in several branches of probability theory [HSU99] related, in some form, to Brownian motions. The fact that the explicitly known kernel (2) of the Fokker-Planck semigroup readily lends itself to analytical estimates has led to useful applications also outside the realm of probability theory. In particular, in recent years the Fokker-Planck semigroup has found applications in kinetic theory, the subfield of transport theory which is concerned with the approach to equilibrium and the response to driving external forces of individual continuum systems not in local thermal equilibrium; see, for instance, the review [Vil02] .
However, the linear Fokker-Planck equation (1) itself usually is not thought of as a kinetic equation for an isolated individual system of particles that obey some assigned microscopic autonomous dynamics, which may be deterministic or stochastic but should satisfy the usual conservation laws of mass (viz. particle number), energy and momentum. In fact, the very meaning of the parameters u and T in (1) voids this interpretation. Yet, with a re-interpretation of T and u it is possible to assign to (1) just such a new meaning.
To pave the ground for this re-interpretation, first note that by the linearity of
(1) we can scale up f to any positive normalization we want. We now introduce the following functionals of f , namely:
the "mass of f "
the "momentum of f "
and the "energy of f "
These functionals of f inherit some time dependence from the solution f ( . , t) of
(1), but to find this dependence explicitly it is not necessary to solve for f first.
Indeed, it is an elementary exercise in integration by parts to extract from (1) the following linear evolution equations with constant coefficients for m, p, and e,
which, beside the conservation of mass, i.e. m(f ) = m(f 0 ), describe the exponentially fast convergence to a stationary state p(f ) m(f 0 )u and e(f )
While all this is of course quite trivial and well known, the relevant fact to realize here is that whenever the energy and the momentum of the initial f 0 equal these asymptotically stationary values, viz. if p(f 0 ) = m(f 0 )u and Indeed, consider the formally nonlinear Fokker-Planck equation
where f ( . ; t) : R 3 → R + now is a particle density function on velocity space at time t ∈ R + . The right-hand side of (9) is a sum of a bilinear and a trilinear operator acting on f which now guarantee conservation of mass, momentum, and energy for all initial data f 0 0, as verified by repeating the easy exercise in elementary integrations by parts using (9) to findṁ = 0,ṗ = mp − pm = 0, anḋ e = 2em−|p| 2 m−2em+|p| 2 m = 0. After this fact of mass, momentum, and energy conservation in an isolated system, the a-priori nonlinear equation (9) in effect becomes just a completely and explicitly solvable linear Fokker-Planck equation
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(1), only with parameters u and T which are not prescribed but determined through
we also set m(f 0 ) ≡ m 0 and e(f 0 ) = e 0 . Accordingly, Eq. (9) inherits from
(1) the feature that, as t → ∞, its solutions f converge exponentially fast to the Maxwellian equilibrium state
with monotonically increasing relative entropy
which, in fact, approaches its maximum value 0 exponentially fast.
Since eq. (9) therefore displays all the familiar features of a kinetic equation (formal nonlinearity; conservation laws of mass, momentum, energy; an H-Theorem; approach to equilibrium; Maxwellian equilibrium states), at this point we may legitimately contemplate (9) as a kinetic equation of some spatially homogeneous, isolated N particle system with interactions. In fact, we will describe the underlying isolated N -particle system in the sequel, and show explicitly how (9) arises in the limit N → ∞. In the special case of velocity distribution functions f which are isotropic w.r.t. the drift velocity u, Villani [Vil98] has shown that (9) is identical to the space-homogeneous Landau equation for a gas with Maxwellian molecular interactions in the weak deflection (i.e. Landau) limit, which then provides the underlying model; for our general non-isotropic situations the interactions are somewhat more contrived, but in the limit of large N for isotropic velocity data our N body model becomes the weak deflection limit of the Maxwellian gas.
We derive (12) from an appropriate N -particle Markov process, using a strategy originally introduced by Kac in 1956 in the context of his work on a caricature of the Boltzmann equation [Kac56] . This is an intermediate step towards a full validation of (9) from some deterministic (say, Hamiltonian) microscopic model, which is in general a very difficult program as with any rigorous derivation of a kinetic equation Interestingly enough, as noted in our previous paper [KiLa05] , the Kolmogorov equation for an ensemble of our N -particle systems is simply the heat equation on the 3N − 4-dimensional manifold of constant energy and momentum. 3 Since therefore both the finite-N and the infinite-N equations are exactly solvable, the kinetic limit N → ∞ can be carried out and studied explicitly in great detail.
Such a study we have begun in [KiLa05] for the simpler case without momentum conservation. Here we treat the full problem, but also supply more details of the calculations than in [KiLa05] .
In what follows, for the sake of simplicity we set m 0 = 1, and accordingly 4 obtain
With these simplifications (9) now becomes
While (12) is essentially a linear PDE, it should just be kept in mind that ε 0 and u 0 are determined by the initial data f 0 and not chosen independently. 
u0,e0 is identical to a 3N − 4-dimensional sphere of radius
If the ensemble at time τ is characterized by a probability density
u0,e0 , let the evolution of F (N ) (V ; τ ) be determined by the heat equation
where
is the Laplace-Beltrami operator on M 3N −4 u0,e0 . Since all particles are of the same kind, we consider only solutions to Eq. (14) which are invariant under the symmetric group S N applied to the N components in R 3 of V . Accordingly, we ask that the initial condition lim t↓0
for the probability density F (N ) is permutation-symmetric. Clearly, permutation symmetry is preserved by the evolution; in what follows we will not enforce this symmetry explicitly for the sake of notational simplicity, but the reader should be aware that (for instance) all the eigenfunctions that appear below in the solution for F (N ) can be easily symmetrized, if desirable.
Our goal is to show that the heat equation (14) propagation of chaos holds. In this section we prepare the ground by discussing the finite N equation (14). The limit N → ∞ is carried out in the next section, while propagation of chaos is discussed in the final section. 
It is easily checked that the matrix associated with this transformation is indeed orthogonal, and that w N vanishes whenever V ∈ L 3N −3 . More generally, the affine subspace U + L 3N −3 is mapped to the linear manifold W :
u0,e0 is mapped to
which implies that the truncated vector (w 1 , . . . , w N −1 ) belongs to the sphere
in R 3N −3 . Thus, U transforms the N-particle system with energy and momentum conservation ("periodic box" setup) into a (N − 1)-particle system with only energy conservation (a "reflecting container" setup 6 ). For future reference, we also observe that for n fixed and N → ∞ the effect of U reduces to a translation by u 0 , in the following sense. Consider a consistent hierarchy of vectors of increasing size N , in which lower-N vectors can be obtained from the higher-N ones by truncation (i.e. projection). Suppose that the vectors belong to U + L 3N −3 for all N , apply the transformation in Eq. (15) and look at the n-th component. Since
It can be easily verified that the Laplacian ∆ M 
, and the Laplacian on the unit sphere S 3N −4 has spectrum j(j + 3N − 5), j = 0, 1, . . . , the spectrum of
The eigenspace on S 3N −4 for the j-th eigenvalue has dimension
and is spanned by a suitable orthogonal basis 
where W is given by Eq. (15) for n = 1, . . . , N − 1, and C (N ) j,ℓ is a suitable normalization constant. In what follows, it will be convenient to take Y 0,0 ≡ 1 and
Finally, the solution to equation (14) is given by the generalized Fourier series
where the F (N ) j,ℓ are the expansion coefficients determined by the initial condition.
Evidently, the ensemble probability density function on M 3N −4 u0,e0 decays exponentially to the uniform probability density G
as τ → ∞.
3 The Limit N → ∞
To study the limit N → ∞ for the time-evolution of the ensemble, we consider the hierarchy of n-velocity marginal distributions
where Ω
is given by all the (v n+1 , . . . , v N ) such that
and
Below, it will be convenient to calculate the marginals in terms of the rotated variables W . Changing the integration variables 7 gives
where the integral is over S
, and we abused the notation 
the desired basis is obtained [Mul98] by taking all the elements in the given lowerdimensional basis and multiplying them by associated Legendre functions of the "extra" variable. In our case the (3N − 3)-rd variable will be w 11 / √ 2N ε0, the first component of W / √ 2N ε0, and ξ 3N −5 will be a unit vector in the space of the remaining 3N − 4 components, denoted by (W ) 3N −4 / √ 2N ε0; thus, 
; 3N −3n−3 dw n+1 . . . 
The series solution for the n-th marginal F (n|N ) then follows from Eq. (22).
We are now ready to take the infinite-particle limit. First of all, observe that the spectrum of ∆ M 3N −4 u 0 ,e 0 in the limit N → ∞ yields
Thus, the limit spectrum is discrete and, in particular, there is a spectral gap separating the origin from the rest of the spectrum. As a result, the velocity densities
. . , v n ; τ ) will approach equilibrium exponentially fast as τ → ∞.
Coming to the eigenfunctions, the expression on the second line in Eq. (29) contains the well-known n-velocity marginal distribution of the uniform density
−1 (the j = 0 case). In the limit N → ∞ it converges to the n-velocity drifting Maxwellian (recall Eq. (17)) 29) is discussed in the Appendix and, together with Eq. (17), gives
for all ℓ ∈D j , where H m (x) is the Hermite polynomial of degree m on R, and we j,ℓ converge to an appropriate limit F j,ℓ , and if the initial infinite hierarchy of n-velocities marginal densities is given by
then the subsequent evolution of the n-velocity marginal density is given by
and describes an exponentially fast approach to equilibrium in the infinite system.
Next, we derive the equations satisfied by (34) in the same limit from Eq. (14). 
In order to have an explicit expression for P M . Clearly, such orthogonal complement is spanned by the four vectors V and E σ = (e σ , . . . , e σ ), σ = 1, 2, 3, where the e σ are the standard unit vectors in R 3 .
The vectors E σ are orthogonal to each other but not to V ; projecting away the the non-orthogonal component of V yields
Thus, the vectors {V − U , E 1 , E 2 , E 3 } form the desired orthogonal basis; they have magnitudes |E σ | = √ N and |V − U | = √ 2N ε 0 , respectively. Finally, Eq.
(14) becomes
In order to obtain an equation for the n-th marginal F (n|N ) (v 1 , . . . , v n ; τ ), we in-
The evolution equation for f (n) which obtains in the limit N → ∞ is the essentially
whose solution was obtained in Eq. (34).
Propagation of Chaos
Setting n = 1 in (39), and changing the time scale by setting τ = 
where . is the Hewitt-Savage [HeSa55] ensemble decomposition measure on the space of initial velocity density functions of individual physical systems with same mass, momentum, and energy, then at later times τ > 0 the n point density of the ensemble is given by
Now note that the Hewitt-Savage measure is of course invariant under the evolution, and by the linearity of (39) 
where w k is the k-th Cartesian component of W ∈ S 3N −4 ⊂ R 3(N −1) (note that in section 2 we used W ∈ S 3N −4 √ 2N ε0
, but note furthermore that r.h.s. (42) is invariant under W → λW ). Grouping the components of W into blocks of vectors w k ∈ R 3 , k = 1, ..., N − 1, the r.h.s. of (42) can be recast as
containing one-body terms as well as binary terms. Note however that the one-body terms with factor 3(N − 2) are binary terms in disguise, which survive in the limit N → ∞, while the true one-body terms drop out in that limit. This implies that the kinetic Fokker-Planck equation (12) 
Asymptotics of Associated Legendre Functions
In this appendix we discuss the asymptotic behavior as N → ∞ of the associated 
