The EM algorithm iteratively alternates between an E-step and an M-step until convergence.
The M-step maximizes separately (1.2), (1.3), and (1.4) to update the estimates of (α, β, θ) using 2
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the most recent estimates of the η i 's. The computational advantage of this application is obvious, since the full-data log-likelihood is the summation of (1.2), (1.3), and (1.4), each of which depends on only one of the three parameter vectors.
Let the initial values be α (0) , β (0) , and θ (0) . At the lth iteration of the algorithm with l 1 and the (l − 1)th estimates α (l−1) , β (l−1) , and θ (l−1) , the algorithm updates the estimates as follows:
Step. For i = 1, . . . , n, calculate η
.
M-
Step. Obtain α (l) , β (l) , and θ (l) by separately maximizing l 1 (α;
and l 3 (θ; N, η (l) |T, Z) in (1.1) with respect to α, β, and θ, respectively.
Under mild regularity conditions, the M-Step is equivalent to solving each of the estimating equations:
Section B. Asymptotics of Pseudo-Likelihood Estimator for the Latent Class Model
This section outlines a derivation of the consistency and the asymptotic normality for the pseudo-MLE with the latent class model presented in (3.3) of the main paper. 
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Assuming that the primary and supplementary data are independent, the conventional regularity conditions ensure the limiting joint distribution:
Partition F I(α, β, θ) as follows:
Recall that the pseudo-MLE (α,β) maximizes L(α, β,θ; N|T, Z) and is the solution to ∂logL(α, β,θ; N|T, Z) ∂(α, β) = 0 almost surely. Thus, the first-order Taylor expansion of the partial derivation of the log-likelihood function yields
Following the standard arguments for the consistency and asymptotic normality of an MLE, we can then establish the consistency of the pseudo-MLE (α,β) and its asymptotic normality with the variance given in (3.5) of the paper.
Section C. Asymptotic Variance Estimation for the Pseudo-MLE
Following the partition of (2.6), denote the blocks of F I (α, β, θ 
The following presents a consistent estimator for AVα ,β (α, β, θ) in (3.5) of the paper:
with (α, β, θ) substituted by (α,β,θ) and AVθ a consistent estimator of AVθ(θ).
Partition the variance matrix of the score function based on the primary data as follows: Z; α, β, θ) ∂θ
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Denote the block in the sample moment estimator for the variance matrix corresponding to Π 11 byΠ 11 (α, β, θ). It yields a robust variance estimator for AVα ,β (α, β, θ) replacingÎ
(3.8)
In fact, (3.8) is the Huber sandwich variance estimator for the MLE of (α, β) with a known θ.
4. Section D. Additional Simulation Results Table 1 presents a summary of the simulation outcomes in Cases (i) and (ii) of the Robustness Study. The simulation results in the further robustness study are summarized in Table 2 .
( Table 1 is about here.) (Table 2 is about here.)
Section E. Additional Analyses of CAYACS Data
We conducted the quasi-Poisson regression analysis separately for each set of physician records from the survivor cohort and the general population. To allow us to compare the analysis outcomes, together with the ln-transformed time length, we included in the regression analyses as explanatory variables the mutual factors in the data sets: sex, age at study entry, and SES. Table 3 presents the estimates of the regression model parameters along with their standard error estimates.
( Table 3 is about here.)
The likelihood function for (α, β, θ) based on the data of the survivor cohort combined with the data of the population sample is
In addition to the MLE with only the data from the survivor cohort and the pseudo-MLE, we evaluated the MLE with the CAYACS data derived from (5.9) along with the corresponding sandwich standard error estimates. For comparison, Table 4 presents the estimates together with the MLE for the primary data and the pseudo-MLE.
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Based on the three sets of parameter estimates and the corresponding standard error estimates, Figs. 1 and 2 show the estimated risk probabilities and the means of the visit counts over time, respectively.
( Fig. 1 [Received July XX, 2013; revised September XX, 2013 ; accepted for publication XXXXXX XX, 201X ] 
