The Comparison of the Algorithms for the Solution of Travel Sales Problem by Kopřiva, Jan
VYSOKE´ UCˇENI´ TECHNICKE´ V BRNEˇ
BRNO UNIVERSITY OF TECHNOLOGY
FAKULTA PODNIKATELSKA´
U´STAV MANAGEMENTU
FACULTY OF BUSINESS AND MANAGEMENT
INSTITUTE OF MANAGEMENT




AUTOR PRA´CE Ing. JAN KOPRˇIVA
AUTHOR
BRNO 2009
VYSOKE´ UCˇENI´ TECHNICKE´ V BRNEˇ
BRNO UNIVERSITY OF TECHNOLOGY
FAKULTA PODNIKATELSKA´
U´STAV MANAGEMENTU
FACULTY OF BUSINESS AND MANAGEMENT
INSTITUTE OF MANAGEMENT
SROVNA´NI´ ALGORITMU˚ PRˇI RˇESˇENI´ PROBLE´MU
OBCHODNI´HO CESTUJI´CI´HO
THE COMPARISON OF THE ALGORITHMS FOR THE SOLUTION
OF TRAVEL SALES PROBLEM
DIPLOMOVA´ PRA´CE
MASTER’S THESIS
AUTOR PRA´CE Ing. JAN KOPRˇIVA
AUTHOR




Diplomova´ pra´ce se zaby´va´ inovacı´ v modulu logistiky informacˇnı´ho syste´mu ERP. Prin-
cipem inovace je implementace heuristicky´ch algoritmu˚ rˇesˇı´cı´ch proble´m obchodnı´ho ces-
tujı´cı´ho (TSP). Pro analy´zu a testy zmı´neˇny´ch algoritmu˚ je vyuzˇit softwarovy´ na´stroj
MATLAB R©. Vy´chodiskem pra´ce je porovna´nı´ vybrany´ch algoritmu˚ s ohledem na ekono-
micke´ faktory rˇesˇenı´ (prˇesnost rˇesˇenı´, rychlost vy´pocˇtu a pameˇt’ovou na´rocˇnost).
Abstract
The Master Thesis deals with logistic module innovation of information system ERP. The
principle of innovation is based on implementation of heuristic algorithms which solve
Travel Salesman Problems (TSP). The software MATLAB R©is used for analysis and tests
of these algorithms. The goal of Master Thesis is the comparison of selections algorithm,
which are suitable for economic purposes (accuracy of solution, speed of calculation and
memory demands).
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Informacˇnı´ syste´m hraje v dnesˇnı´ podnikatelske´ sfe´rˇe nezastupitelnou roli. Jeho vy´znam
neusta´le vzru˚sta´ spolu se zvysˇujı´cı´m se tlakem na snı´zˇenı´ na´kladu˚, rozru˚stajı´cı´m se trhem
podnikajicı´ firmy, pozˇadavkem na propojenı´ vsˇech cˇinnostı´ souvisejı´cı´ch s chodem firmy
a prˇedevsˇı´m orientacı´ podnika´nı´ na za´kaznı´ka, jenzˇ je klı´cˇovy´m faktorem u´speˇchu. Z vy´sˇe
uvedeny´ch du˚vodu˚ nasazenı´ opovı´dajı´cı´ho ERP syste´mu ve firmeˇ prˇina´sˇı´ konkurencˇnı´
vy´hodu.
S rostoucı´ popta´vkou a s rostoucı´ konkurencı´ se kvalita informacˇnı´ch syste´mu˚ neusta´le
zvysˇuje. Ze teˇchto podmı´nek je v za´jmu firmy, zaby´vajı´cı´ se vy´vojem a prodejem takovy´chto
syste´mu˚ zava´deˇt prakticke´ inovace, ktere´ prˇedcˇı´ konkurenci a prˇesveˇdcˇı´ za´kaznı´ky v co
nejkratsˇı´ dobeˇ. Mezi takove´ inovace lze zarˇadit i zavedenı´ algoritmu˚ pro hleda´nı´ minima´lnı´
cesty mezi za´kaznı´ky (dodavateli) do logisticke´ho modulu informacˇnı´ho syste´mu ERP.
Firmu, jejı´zˇ produkt budeme obohacovat o vy´sˇe zmı´neˇne´ algoritmy popı´sˇeme v kapi-
tole Charakteristika podnikatelske´ho subjektu. Bude zde nastı´neˇno jejı´ podnikatelske´
prostrˇedı´ a prˇedevsˇı´m zachycen a popsa´n vyvı´jeny´ produkt informacˇnı´ho syste´mu.
Soucˇa´stı´ te´to pra´ce je take´ teoreticky´ rozbor rˇesˇene´ho proble´mu.Algoritmy, jenzˇ chceme
do moduluNa´kup a prodej prˇidat, se pouzˇı´vajı´ pro optima´lnı´ rˇesˇenı´ proble´mu obchodnı´ho
cestujı´cı´ho. Teto proble´m je vy´znamny´ i z matematicke´ho hlediska, kde prˇedstavuje NP-
u´plny´ proble´m. Vy´sˇe zmı´neˇnou problematikou se budeme zaby´vat v kapitole nazvane´
Teorie TSP proble´mu.
Na prˇedcha´zejı´cı´ kapitolu navazuje kapitola Algoritmy rˇesˇı´cı´ TSP proble´m. Je zde
uvedena charakteristika kazˇde´ho z 10 zkoumany´ch algoritmu˚. Soucˇa´stı´ charakteristiky je i
pseudoko´d algoritmu a mozˇnosti prˇı´padne´ paralelizace na vı´cevla´knove´m zarˇı´zenı´.
Vy´beˇrem algoritmu, ktery´ se stane soucˇa´stı´ logisticke´ho modulu informacˇnı´ho syste´mu
QI se zaby´va´ kapitolaTesty a dosazˇene´ vy´sledky. Kladen je du˚raz prˇedevsˇı´m na ekonomic-
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kou stra´nku inovace, cozˇ je prˇedevsˇı´m de´lka nalezene´ trasy mezi za´kaznı´ky (dodavateli),
cˇas potrˇebny´ pro vy´pocˇet, mnozˇstvı´ pameˇti vyuzˇı´vane´ zkoumany´m algoritmem.
V kapitole Vyuzˇitı´ vy´sledku v praxi je diskutova´no zacˇleneˇnı´ vybrany´ch algoritmu˚ do
syste´mu QI a jeho propojenı´ s databa´zı´ za´kaznı´ku˚ (dodavatelu˚).
V za´veˇru jsou shrnuty vy´sledky a vy´chodiska dosazˇene´ v diplomove´ pra´ci, kapitola





V te´to kapitole popı´sˇi za´kladnı´ charakteristiky zvolene´ho podnikatelske´ho subjektu, tj. firmu
DC Concept, a. s. Da´le pak rozepı´sˇi strucˇnou historii firmy, jejı´ pra´vnı´ formu podnika´nı´ a
prˇedevsˇı´m se zameˇrˇı´m na popis vyvı´jene´ho informacˇnı´ho syste´mu QI, jehozˇ se bude ty´kat
inovace uvedena´ v te´to diplomove´ pra´ci.
Obra´zek 2.1: Logo syste´mu QI a spolecˇnosti DC Concept
2.1 Obecne´ u´daje o spolecˇnosti
• Firma: DC Concept, a. s.
• Sı´dlo spolecˇnosti: Holandska´ 3 (Spielberk Office Centre), 639 00 Brno
• Zalozˇenı´ spolecˇnosti: rok 2001





2000 Zalozˇenı´ spolecˇnosti DC Concept, a. s.
2001 Spolecˇnost DC Concept vstupuje na trh s IT produktem - syste´mem QI. Na za´kladeˇ
neˇkolika let trvajı´cı´ho vy´voje a prˇı´pravny´ch pracı´ vznikl novy´ vy´vojovy´ na´stroj umozˇnˇujı´cı´
rychlejsˇı´ vy´voj a u´pravy informacˇnı´ho syste´mu podle pozˇadavku˚ za´kaznı´ku˚. Zaha´jena
pilotnı´ implementace syste´mu u prvnı´ho za´kaznı´ka.
2002 Postupne´ rozsˇirˇova´nı´ partnerske´ distribucˇnı´ sı´teˇ – v letech 2001 a 2002 pu˚sobı´ na
trhu 14 implementacˇnı´ch partneru˚, v jejich pe´cˇi je 35 za´kaznı´ku˚.
2003 Dokoncˇenı´ dalsˇı´ etapy vy´voje informacˇnı´ho syste´mu, ktera´ jizˇ zahrnuje za´kladnı´
aplikace pro vy´robnı´ organizace. Zaha´jena prvnı´ jedna´nı´ o vybudova´nı´ strˇediska podpory
na Slovensku. QI implementuje uzˇ 33 partneru˚, pocˇet za´kaznı´ku˚ dosa´hl 119. Informacˇnı´
syste´m QI a jeho technologie poprve´ zarˇazeny do vy´uky na univerzita´ch, zaha´jeno jejich
vyuzˇitı´ v neˇktery´ch akademicky´ch pracovisˇtı´ch. Je tak oceneˇno jeho modernı´ pojetı´ a
potvrzen spra´vny´ smeˇr vy´voje zdu˚raznˇujı´cı´ inovacˇnı´ prˇı´stup.
2004 Informacˇnı´ syste´m QI vstupuje na slovensky´ trh. Sı´t’ implementacˇnı´ch partneru˚
pu˚sobı´cı´ch na cˇeske´m a slovenske´m trhu je rozsˇı´rˇena na 46 firem, pocˇet za´kaznı´ku˚ roste
na 193. Rozsˇirˇuje se rozsah pouzˇitelnosti syste´mu QI - zacˇı´na´ by´t implementova´n i ve
specializovany´ch oborech, naprˇ. ve voda´rensky´ch spolecˇnostech. Spolecˇnost DC Concept
se zarˇazuje mezi nejvy´znamneˇjsˇı´ poskytovatele podnikovy´ch informacˇnı´ch syste´mu˚ na
cˇeske´m trhu.
2005 Vstup na dalsˇı´ strategicke´ zahranicˇnı´ trhy. Distribucˇnı´ sı´t’ zahrnuje 51 partneru˚,
pocˇet klientu˚ prˇekracˇuje hranici 270. Informacˇnı´ syste´m QI zacˇı´najı´ uzˇı´vat velcı´ za´kaznı´ci,
v portfoliu uzˇivatelu˚ prˇevazˇujı´ firmy z oblasti pru˚myslove´ vy´roby. Spolecˇnost DC Concept
je v Cˇeske´ republice oceneˇna titulem Firma roku 2005 - za vytvorˇenı´ a provozova´nı´
origina´lnı´ho obchodnı´ho modelu pro prodej podnikovy´ch syste´mu˚.
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2006 Prvnı´ u´cˇast spolecˇnosti na jednom z nejvy´znamneˇjsˇı´ch zahranicˇnı´ch veletrhu˚ infor-
macˇnı´ch technologiı´ CeBIT 2006. Prˇı´znive´ reakce a sˇiroky´ ohlas od za´kaznı´ku˚ a partneru˚
na prezentaci syste´mu QI na veletrhu. Koncem roku v Cˇeske´ a Slovenske´ republice jizˇ
pouzˇı´va´ 334 firem a organizacı´.
2007 Informacˇnı´ syste´m QI, byl uzˇ implementova´n prˇiblizˇneˇ u 700 za´kaznı´ku˚ v ra´mci
Cˇeske´ a Slovenske´ republiky.
2.3 Informacˇnı´ syste´m QI
Informacˇnı´ syste´m QI (obr. 2.2) je reprezentantem nove´ kategorie informacˇnı´ch syste´mu˚
nazy´vane´ elasticke´. ElasticitaQI spocˇı´va´ v jeho schopnosti rychle se prˇizpu˚sobovatmeˇnı´cı´m
se pozˇadavku˚m za´kaznı´ka. Soucˇa´stı´ QI syste´mu je vy´vojovy´ na´stroj QI Builder, ktery´
umozˇnˇuje vyvı´jet a upravovat databa´zove´ aplikace azˇ 8x rychleji nezˇ drˇı´ve pouzˇı´vane´
metody. Svy´m pojetı´m se produkt QI rˇadı´ ke sveˇtove´ technologicke´ sˇpicˇce. Je ojedineˇly´
svou celkovou koncepcı´ a vysokou koncentracı´ inovativnı´ch technologiı´.
Syste´m QI nacha´zı´ uplatneˇnı´ jako:
• Komplexnı´ informacˇnı´ syste´m pro rˇı´zenı´ organizacı´ v oblastech vy´roby, obchodu a
sluzˇeb s integrovany´m na´strojem pro snadnou a rychlou modifikaci syste´mu.
• Vy´vojovy´ na´stroj pro rychly´ vy´voj databa´zovy´ch aplikacı´, jehozˇ soucˇa´stı´ je obecny´
datovy´ model a prˇipravena´ sada hotovy´ch aplikacı´, ktere´ slouzˇı´ jako stavebnı´ kameny
pro tvorbu rozsa´hle´ zaka´zkove´ aplikace.
Kompexnı´ informacˇnı´ syste´m
Mezi obecne´ vlastnosti syste´mu QI z pohledu komplexnı´ho informacˇnı´ho syste´mu patrˇı´:
• Mozˇnost spousˇteˇnı´ vesˇkery´ch aplikacı´ syste´mu QI v prostrˇedı´ Windows nebo prˇes
Internet pomocı´ www prohlı´zˇecˇe.
• QI je vı´cejazycˇny´ syste´m, ktery´ doka´zˇe komunikovat s jednotlivy´mi uzˇivateli v
ru˚zny´ch jazycı´ch.
• Syste´m si mu˚zˇe prˇizpu˚sobit i sa´m uzˇivatel a to uzˇivatelsky´mi definicemi trˇı´deˇnı´, filtru˚,
exportu˚, tiskovy´ch vy´stupu˚ ale take´ modifikacı´ vzhledu obrazovkovy´ch formula´rˇu˚.
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Obra´zek 2.2: Informacˇnı´ syste´m QI
• QI je jako jeden z ma´la produktu˚ doda´va´n s kompletnı´m graficky´m datovy´m mode-
lem.
• Kompletnı´ aktua´lnı´ dokumentaci cele´ho syste´mu lze vygenerovat prˇı´mo z QI.
Implementacˇnı´ nebo vy´vojovy´ pracovnı´k je schopen pomocı´ integrovane´ho vy´vojove´ho
na´stroje QI Builder rychle prˇizpu˚sobit funkcˇnost syste´mu pozˇadavku˚m organizace. To vsˇe
v komfortnı´m graficke´m prostrˇednı´ i bez znalosti a potrˇeby programova´nı´.
Vy´vojovy´ na´stroj
• Integrovany´ QI Builder (obr. 2.3) je prvnı´ CASE na´stroj, ktery´ umı´ veˇrneˇ a objektoveˇ
modelovat realitu a to bez omezenı´. Vy´sledny´ model dosta´va´ vy´voja´rˇ okamzˇiteˇ k
dispozici ve formeˇ hotove´ aplikace.
• Extre´mneˇ rychly´ vy´voj novy´ch aplikacı´. Vy´vojovy´ pracovnı´k se soustrˇedı´ na funkcˇnı´
analy´zu rˇesˇene´ problematiky.
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• QI umozˇnˇuje u za´kaznı´ku˚ vytva´rˇet plneˇ integrovane´ specializovane´ aplikace, neza´-
visle na upgradech standardnı´ cˇa´sti syste´mu.
• QI zahrnuje silne´ na´stroje, ktere´ umozˇnˇujı´ analytiku˚m naprˇı´klad zprˇı´stupnit jimi
navrzˇenou funkcˇnost prˇes internet nebo vyuzˇı´t distribuovane´ho zpracova´nı´ dat nebo
vyuzˇı´t e-mail pro komunikaci syste´mu s okolı´m.
Obra´zek 2.3: QI Builder
Dalsˇı´ vy´hodou QI je Internet Konektor (2.4), ktery´ zajisˇt’uje on-line prˇenesenı´ vesˇkere´
funkcˇnosti hotove´ aplikace QI do prostrˇedı´ Internetu tak, zˇe prˇetransformuje uzˇivatelske´
rozhranı´ QI klienta ve Windows do html forma´tu a poskytne jej prostrˇednictvı´m http
serveru prˇipojeny´mwebovy´m prohlı´zˇecˇu˚m. Z toho plynou velke´ u´spory beˇzˇneˇ vynakla´dane´
na u´drzˇbu tzv. e-aplikacı´, ktere´ se udrzˇujı´ jako paralelnı´ informacˇnı´ syste´my k hlavnı´mu
informacˇnı´mu syste´mu cele´ organizace.
Vzhledem k tomu, zˇe vesˇkere´ aplikace QI jsou ulozˇeny v databa´zi syste´mu, vcˇetneˇ
popisu˚ jednotlivy´ch objektu˚, je mozˇne´ kdykoliv ze syste´mu tisknout jeho aktua´lnı´ doku-
mentaci (uzˇivatelske´ prˇı´rucˇky, technickou dokumentaci, projektovou dokumentaci, . . . ).
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Obra´zek 2.4: QI Internet Konektor
Tata´zˇ data jsou vyuzˇı´va´na syste´mem ke generova´nı´ on-line na´poveˇd. Pro vsˇe vy´sˇe uvedene´
platı´, zˇe lze pracovat v libovolne´m jazyce obsazˇene´m v databa´zi syste´mu. Z toho plyne
u´spora na´kladu˚ beˇzˇneˇ vynakla´dany´ch na dokumentaci zmeˇn v syste´mu a na´kladu˚ vynalozˇe-
ny´ch na duplicitnı´ tvorbu jednak uzˇivatelske´ dokumentace a jednak on-line na´poveˇd.
Vlivem jednoznacˇne´ internı´ identifikaci jednotlivy´ch datovy´ch objektu˚ syste´mumozˇnˇuje
pomeˇrneˇ snadno realizovat distribuovane´ zpracova´nı´ dat a take´ distribuovany´ vy´voj aplikacı´
QI. Je mozˇne´ databa´zoveˇ sehra´t vy´sledky vy´voje neˇkolika na sobeˇ neza´visle pracujı´cı´ch
vy´vojovy´ch ty´mu˚ do jedne´ databa´ze, z nı´zˇ se vytva´rˇı´ distribucˇnı´ sada nove´ verze syste´mu.
K tomuto u´cˇelu vyvinute´ prostrˇedky velmi snizˇujı´ celkovou financˇnı´ a cˇasovou na´rocˇnost
distribuovane´ho vy´voje cˇi u´prav aplikacı´.
Syste´m umozˇnˇuje, aby u jednotlivy´ch uzˇivatelu˚ informacˇnı´ho syste´mu probı´hal zaka´z-
kovy´ vy´voj aplikacı´ a aby bylo mozˇne´ kdykoliv upgradovat standardneˇ doda´vanou cˇa´st
syste´mu u vsˇech za´kaznı´ku˚ na jednu verzi. Zaka´zkova´ funkcˇnost u jednotlivy´ch za´kaznı´ku˚
je prˇitom bud’zcela zachova´na nebo i rozsˇı´rˇena o mozˇnosti, ktere´ prˇina´sˇı´ nova´ verze.
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2.3.1 Za´kladnı´ technicke´ a funkcˇnı´ parametry syste´mu QI
• QI je postaven na vı´cevrstve´ architekturˇe klient/server. Mu˚zˇe by´t variantneˇ provozo-
va´n ve dvou azˇ cˇtyrˇech vrstva´ch:
– SQL server - QI klient/server
– SQL server - QI aplikacˇnı´ server - QI klient
– SQL server - QI aplikacˇnı´ server - QI internet konektor + QI multi klient +
www prohlı´zˇecˇ
• QI je objektovy´ databa´zovy´ syste´m. Data jsou ulozˇena v relacˇnı´ SQL databa´zi a
pro potrˇeby QI jsou poskytova´na prostrˇednictvı´m objektove´ho serveru, ktery´ je bud’
soucˇa´stı´ QI klient/serveru nebo QI aplikacˇnı´ho serveru.
• Vesˇkere´ aplikace QI jsou ulozˇeny v databa´zi a uzˇivateli jsou poskytova´ny jednot-
livy´mi cˇa´stmi syste´mu QI. Tı´m je zajisˇteˇna ochrana vlozˇene´ investice do vy´voje
aplikacı´ prˇi potencia´lnı´ch zmeˇna´ch operacˇnı´ch syste´mu˚, databa´zovy´ch stroju˚, uzˇiva-
telske´ho rozhranı´, komunikacˇnı´ch protokolu˚ atd.
• Aplikacˇnı´ server QI je navrzˇen tak, aby nebyl za´visly´ na jednom databa´zove´m SQL
serveru, ale aby byl snadno portovatelny´ na databa´zove´ servery jiny´ch vy´robcu˚.
Aplikacˇnı´ server QI je navrzˇen tak, aby nebyl za´visly´ na jednom databa´zove´m SQL
serveru, ale aby byl snadno portovatelny´ na databa´zove´ servery jiny´ch vy´robcu˚.
• Komponenta QI mail konektor zajisˇt’uje komunikaci prostrˇednictvı´m e-mailu˚ mezi
dalsˇı´mi syste´my QI nebo jiny´mi informacˇnı´mi syste´my.
• Klient QI se doka´zˇe prˇipojit ke QI aplikacˇnı´mu serveru v ra´mci sı´teˇ LAN nebo i
WAN pomocı´ TCP/IP protokolu. Data v komunikacˇnı´m kana´le mezi QI klientem a
QI aplikacˇnı´m serverem je mozˇno komprimovat a sˇifrovat.
2.3.2 Za´kladnı´ moduly QI
Rozsah aplikacˇnı´ funkcˇnosti za´kladnı´ch modulu˚ QI pokry´va´ oblast prodeje, CRM, financı´,
u´cˇetnictvı´ a logistiky. Prˇi prˇı´praveˇ koncepce QI byl kladen du˚raz na to, aby QI v za´kladnı´ch
modulech zahrnoval funkcˇnost obecneˇ nazy´vanou CRM (Customer Relationship Manage-




Modul zajisˇt’uje podmı´nky pro pohodlne´ zpracova´nı´ u´cˇetnı´ch dokladu˚. Vazba mezi u´cˇetnı´m
za´pisem a prvotnı´m dokladem zajisˇt’uje nejen jejich 100 % vza´jemny´ soulad, ale u´cˇet-
nı´mu poskytuje i komfortnı´ pohled na doklady na jejichzˇ za´kladeˇ u´cˇetnı´ za´znam vznikl.
U´cˇtova´nı´ je mozˇne´ do neˇkolika u´cˇetnı´ch obdobı´ soucˇasneˇ, prˇicˇemzˇ obdobı´ nemusı´ nutneˇ
odpovı´dat kalenda´rˇnı´mu roku. Do QI Start Edition byl zarˇazen i na´stroj pro definici ”Prˇed-
kontacı´”umozˇnˇujı´cı´ vytva´rˇet definice prˇedpokla´dany´ch u´cˇetnı´ch vztahu˚ naprˇı´klad pro jed-
notlive´ druhy dokladu˚, druhy zbozˇı´, jednotlive´ sklady, pokladny atd. Na jejich za´kladeˇ
syste´m prova´dı´ u´plne´ nebo cˇa´stecˇne´ zau´cˇtova´nı´ jednotlivy´ch dokladu˚ cˇi jejich cˇa´stı´ nebo
nabı´zı´ me´neˇ kvalifikovane´ obsluze mozˇnosti zau´cˇtova´nı´ prˇipravene´ u´cˇetnı´m metodikem.
Tı´mto na´strojem docha´zı´ k velke´ u´sporˇe cˇasu prˇi tvorbeˇ jednotlivy´ch u´cˇetnı´ch za´pisu˚ a ke
snı´zˇenı´ chybovosti prˇi porˇizova´nı´ u´cˇetnı´ch dokladu˚.
Finance
Modul pokry´va´ vesˇkere´ cˇinnosti souvisejı´cı´ s financˇnı´mi toky v organizaci. Zahrnuje cˇa´sti
pro zpracova´nı´ pohleda´vek, za´vazku˚, bankovnı´ch i pokladnı´ch plateb, knihy bankovnı´ch
u´cˇtu˚ cˇi pokladnı´ knihy. Pokladny i u´cˇty mohou by´t vedeny v libovolny´ch meˇna´ch. Soucˇa´stı´
modulu jsou funkce pro pra´ci s vydany´mi a prˇijaty´mi fakturami, prˇijaty´mi a vydany´mi
drobnopisy, prˇijaty´mi i vydany´mi za´lohovy´mi listy cˇi proforma-fakturami, prˇevzaty´mi
pohleda´vkami a za´vazky (naprˇ. z jiny´ch starsˇı´ch informacˇnı´ch syste´mu˚), prˇijaty´mi JCD,
upomı´nkami, penalizacˇnı´mi fakturami, pokladnı´mi prˇı´jemkami a vy´dejkami, prˇı´kazy k
u´hradeˇ, bankovnı´mi vy´pisy atd. Vesˇkere´ doklady mohou mı´t charakter jak tuzemsky´ch
tak i zahranicˇnı´ch dokladu˚ a mohou by´t vystavova´ny v ru˚zny´ch meˇna´ch. Samozrˇejmostı´
je elektronicka´ komunikace s bankami. Stejneˇ samozrˇejma´ a prˇı´jemna´ je i na´vaznost na
evidenci DPH a ostatnı´ souvisejı´cı´ agendy.
Na´kup a prodej
Modul je nepostradatelny´m na´strojem pro efektivnı´ rˇı´zenı´ obchodnı´ch procesu˚ v oblasti
na´kupu a prodeje zbozˇı´. Prˇi tvorbeˇ jednotlivy´ch dokladu˚ lze velmi elegantneˇ vycha´zet z
dokladu˚ jizˇ existujı´cı´ch a jejich obsah postupneˇ prˇekla´peˇt do dokladu˚ na´sledujı´cı´ch. Ucelena´
rˇada dokladu˚ mu˚zˇe zacˇı´nat naprˇ. vydany´mi nabı´dkami, pokracˇuje prˇijaty´mi objedna´vkami
(papı´roveˇ, elektronicky nebo on-line prˇes web), na´sledujı´ vydane´ dodacı´ a za´rucˇnı´ listy,
vydane´ faktury a prˇijate´ platby v bankovnı´m vy´pisu. Podobnou rˇadu dokladu˚ lze vytva´rˇet i
na straneˇ prˇı´jmu. Vsˇechny doklady lze samozrˇejmeˇ vytva´rˇet v ru˚zny´ch dokladovy´ch rˇada´ch,
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meˇna´ch a jazycı´ch. Tiskove´ prˇedlohy ke vsˇem dokladu˚m jsou uzˇivatelsky definovatelne´. Prˇi
prodeji lze vyuzˇı´vat mozˇnostı´ tvorby cen, slev a prˇira´zˇek, zarˇazovat partnery do dealersky´ch
kategoriı´, trhu˚ atd.
CRM a marketing
Modul doplnˇuje mozˇnosti pra´ce s obchodnı´mi partnery. V ra´mci QI Start Edition je po-
skytnuta za´kaznı´kovi karta osoby, ktera´ prˇiva´dı´ k dokonalosti pra´ci s kontaktnı´mi osobami
obchodnı´ch partneru˚. Kromeˇ standardnı´ fotografie lze velmi dopodrobna evidovat detailnı´
informace o jednotlivy´ch osoba´ch, vcˇetneˇ rodinny´ch prˇı´slusˇnı´ku˚, osobnı´ch, telefonnı´ch a
e-mailovy´ch spojenı´, cˇasoveˇ strukturovany´ch pozna´mek, azˇ trˇeba po osobnı´ charakteris-
tiky a soukroma´ vy´rocˇı´. Ta lze sledovat i u jednotlivy´ch obchodnı´ch partneru˚ a take´ teˇm
zası´lat blahoprˇa´nı´ apod. Dispecˇer zodpoveˇdny´ za komunikaci se za´kaznı´ky a za koordinaci
u´kolu˚ souvisejı´cı´ch s plneˇnı´m jejich pozˇadavku˚ ma´ k dispozici efektivnı´ na´stroj k rˇı´zenı´
teˇchto cˇinnostı´. Ke kazˇde´mu obchodnı´mu partnerovi jsou k dispozici souhrnne´ prˇehledy
jeho pozˇadavku˚ s vazbou na u´koly zodpoveˇdny´ch pracovnı´ku˚. K veˇtsˇı´ u´cˇinnosti marke-
tingovy´ch kampanı´ lze s u´speˇchem vyuzˇı´t na´stroje pro segmentaci trhu a zarˇazenı´ partnera
do vı´ce obchodnı´ch segmentu˚ soucˇasneˇ. Je mozˇne´ detailneˇ zaznamena´vat vesˇkere´ cˇinnosti
souvisejı´cı´ s rˇı´zenı´m obchodnı´ho prˇı´padu, vcˇetneˇ cele´ historie jeho vy´voje. Je zde detailnı´
pohled na financˇnı´ i logisticke´ doklady souvisejı´cı´ s konkre´tnı´m obchodnı´m prˇı´padem
atd. Velmi zajı´mavy´m a uzˇitecˇny´m pomocnı´kem je na´stroj pro prˇı´pravu evidence a rˇı´zenı´
marketingovy´ch akcı´.
Skladove´ hospoda´rˇstvı´
Modul je urcˇen pro komplexnı´ rˇı´zenı´ hmotny´ch toku˚ mezi jednotlivy´mi sklady, ktery´ch
mu˚zˇe by´t definova´no neomezene´ mnozˇstvı´. Umozˇnˇuje vytva´rˇenı´ statistik souvisejı´cı´ch s
vesˇkery´mi pohyby zbozˇı´. Na kazˇde´m skladeˇ je mozˇne´ sledovat prˇı´jmy, prˇevody, vy´deje a
stav za´sob. Pro oceneˇnı´ skladovy´ch za´sob lze pouzˇı´t metodu FIFO nebo pru˚meˇrne´ skladove´
ceny. Databa´ze skladovy´ch polozˇek mu˚zˇe obsahovat obchodnı´ zbozˇı´, materia´l pro vy´robu,
hotove´ vy´robky, polotovary, atd. Stiskem jednoho tlacˇı´tka lze zjistit okamzˇity´ prˇehled
o stavu za´sob ktere´koliv skladove´ polozˇky hodnotoveˇ i v kusech, sledovat jejı´ pokles
pod limitnı´ mnozˇstvı´, blokovane´ i rezervovane´ mnozˇstvı´ a zobrazovat historii pohybu˚
vsˇech skladovy´ch polozˇek (skladova´ karta). U zvoleny´ch druhu˚ zbozˇı´ je mozˇne´ nastavit
detailnı´ sledova´nı´ jednotlivy´ch kusu˚, se´riovy´ch cˇı´sel, sˇarzˇı´ apod. Soucˇasneˇ umozˇnˇuje,
prova´deˇt uza´veˇrky a inventury skladu˚ i vytva´rˇet vsˇechny potrˇebne´ statisticke´ prˇehledy. Prˇi
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vystavova´nı´ jednotlivy´ch dokladu˚ lze respektovat rea´lne´ zpozˇdeˇnı´ financˇnı´ho toku za tokem
materia´lu.
Spra´va syste´mu
Bezpecˇnost prˇı´stupu k datu˚m chra´nı´ propracovany´ syste´m prˇı´stupovy´ch pra´v, ktera´ lze v
syste´mu nastavovat jednotlivy´m uzˇivatelu˚m nebo skupina´m uzˇivatelu˚. Pra´va se vztahujı´
k jednotlivy´m funkcı´m syste´mu (cˇtenı´, za´pis, modifikace, maza´nı´) a da´le k datu˚m, tj. k
datovy´m trˇı´da´m a jejich atributu˚m, prˇı´padneˇ je lze nastavit na vybrane´ mnozˇiny za´znamu˚,
jako jsou dokladove´ rˇady, sklady, u´cˇty, pokladny atd. Aby mohl uzˇivatel QI Start Edition
okusit a vyuzˇı´t elasticitu cele´ho syste´mu QI, ma´ k dispozici i funkce pro modifikaci a tvorbu
variant formula´rˇu˚ a tiskovy´ch sestav, pomocı´ ktery´ch ma´ mozˇnost si upravit nebo vytvorˇit
nove´ obrazovkove´ formula´rˇe nebo tiskove´ sestavy, ktere´ mu budou le´pe vyhovovat prˇi pra´ci
se syste´mem.
2.3.3 Modul Na´kup a prodej a jeho inovace
Modul umozˇnˇuje zpracova´nı´ vesˇkery´ch dokladu˚ spojeny´ch s objedna´va´nı´m a prodejem
zbozˇı´. Nabı´zı´ na´stroje a funkce, ktere´ podporujı´ uzˇivatele prˇi kazˇde´ operaci obchodnı´ho
procesu od tvorby cen zbozˇı´ azˇ po jeho distribuci.
Lze prˇena´sˇet obsah z existujı´cı´ch dokladu˚ do dokladu˚ na´sledujı´cı´ch (z popta´vky do
objedna´vky, z objedna´vky do faktury . . . ). Vsˇechny doklady lze vytva´rˇet v ru˚zny´ch dokla-
dovy´ch rˇada´ch, meˇna´ch a jazycı´ch. Tiskove´ prˇedlohy ke vsˇem dokladu˚m jsou uzˇivatelsky
definovatelne´ a vyplnˇova´nı´ je podporˇeno a usnadneˇno rˇadou uzˇivatelsky prˇedvyplneˇny´ch
cˇı´selnı´ku˚. Prˇi prodeji lze vyuzˇı´t mozˇnosti pro tvorbu cen, slev a prˇira´zˇek, zarˇazovat partnery
do dealersky´ch kategoriı´, k trhu˚m atd. Pomocı´ Internet konektoru mohou by´t objedna´vky
vlozˇeny do syste´mu prˇes Internet samotny´m za´kaznı´kem. Prˇehledy prˇijaty´ch, nevykryty´ch
a vykryty´ch objedna´vek stejneˇ jako detailnı´ prˇehledy nedodane´ho zbozˇı´ odbeˇratelu˚m a
polozˇek vsˇech objedna´vek umozˇnˇuje vyhledat cˇi vyfiltrovat pozˇadovana´ data, tisknout se-
stavy vcˇetneˇ volneˇ definovatelny´ch mezisoucˇtu˚. U kazˇde´ polozˇky objedna´vky je zobrazeno
mnozˇstvı´, ktere´ jizˇ bylo objedna´no a jake´ mnozˇstvı´ jizˇ bylo doda´no. Da´le jsou v modulu
prˇı´tomny sady na´stroju˚ pro da´vkove´ generova´nı´ objedna´vek podle definovany´ch podmı´nek
tak, zˇe vypocˇtene´ objedna´vane´ mnozˇstvı´ jednotlivy´ch komodit se objedna´ u teˇch dodava-
telu˚, kterˇı´ nejle´pe vyhovujı´ zadany´m podmı´nka´m. Samozrˇejmostı´ jsou ra´mcove´ objedna´vky





• Za´kladnı´ na´kup a prodej
• Automaticke´ vytva´rˇenı´ vydany´ch objedna´vek
• Rezervace a blokace zbozˇı´
• Komlety a Sestavy
• Pokladnı´ prodej
• Platebnı´ karty
• Vy´kup, vyva´zˇenı´, rozbory
• Prˇijate´ objedna´vky prˇes internetovy´ prohlı´zˇecˇ
• Cenova´ kalkulace zbozˇı´
• Rozlisˇovacı´ atributy
• Ra´mcove´ objedna´vky prˇijate´





• Balicı´ listy (tisky pru˚vodek DPD, PPL, ...)
• Rozvozove´ trasy
• Bonitnı´ skupiny zbozˇı´
My se budeme v diplomove´ pra´ci zaby´vat prˇedevsˇı´m jednotkouRozvozove´ trasy a roz-
vozy. Nasˇı´m u´kolem bude navrhnout nejoptima´lneˇjsˇı´ trasu s ohledem na de´lku rozvozove´
cesty a jeji ekonomicke´ na´klady. Samozrˇejmeˇ vy´sledkem bude rozvozovy´ pla´n urcˇujı´cı´
porˇadı´ mı´st rozvozu.
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2.4 SWOT analy´za firmy
Na za´veˇr kapitoly je vhodne´ uve´st SWOT analy´zu podnikatelske´ho subjektu.
SWOT je zkratkou slov z anglicˇtiny: Strengths (prˇednosti = silne´ stra´nky), Weaknesses
(nedostatky = slabe´ stra´nky), Opportunities (prˇı´lezˇitosti), Threats (hrozby). SWOT analy´za
tedy prˇedstavuje kombinaci dvou analy´z, S - W (S - W analy´za firmy tab. 2.1) a O - T (O -
T analy´za firmy 2.2).
Slouzˇı´ ke komplexnı´mu vyhodnocenı´ fungova´nı´ firmy a je soucˇa´stı´ strategicke´ho pla´-
nova´nı´ spolecˇnosti.
Analy´za spocˇı´va´ v rozboru a hodnocenı´ soucˇasne´ho stavu firmy (vnitrˇnı´ prostrˇedı´) a
soucˇasne´ situace okolı´ firmy (vneˇjsˇı´ prostrˇedı´). Ve vnitrˇnı´m prostrˇedı´ hleda´ a klasifikuje
silne´ a slabe´ stra´nky firmy. Ve vneˇjsˇı´m prostrˇedı´ hleda´ a klasifikuje prˇı´lezˇitosti a hrozby pro
firmu [18].
Tabulka 2.1: S - W analy´za firmy DC Concept
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Tabulka 2.2: O - T analy´za firmy DC Concept





Proble´m obchodnı´ho cestujı´cı´ho v anglicˇineˇ nazy´vany´ jako Travel Salesman Problem,
zkra´ceneˇ TSP, se snazˇı´me blı´zˇe teoreticky rozebrat v na´sledujı´cı´ch podkapitola´ch.
3.1 Historie TSP proble´mu
Matematicky´ proble´m vedoucı´ k soucˇasne´mu TSP proble´mu byl poprve´ zmı´neˇn na zacˇa´tku
19. stoletı´ v dı´lech irske´homatematikaWilliamaRowanaHamiltona a britske´homatematika
Thomase Penyngtona Kirkmana. Obeˇ postavy polozˇily za´klad oboru matematiky, ktery´ se
nazy´va´ teorie grafu˚.
Soucˇasny´ tvar TSP proble´mu byl prˇedstavem vı´denˇsky´m matematikem Karlem Men-
gerem v roce 1930. Od te´to doby se pocˇet vyrˇesˇeny´ch tras mezi meˇsty sta´le zvysˇuje (od
padesa´ty´ch let prˇedevsˇı´m dı´ky schopnostem vy´pocˇetnı´ techniky), avsˇak podstata matema-
ticke´ho proble´mu je dosud neobjasneˇna.
V roce 2000 byl Crayovy´m institutem v USA zarˇazen mezi sedm nejdiskutovaneˇjsˇı´ch
proble´mu˚ matematiky 21. stoletı´ (v soucˇasnosti jich zby´va´ pouze 6, 1 byl jizˇ vyrˇesˇen v roce
2004), na jeho rˇesˇenı´, prˇesneˇji doka´za´nı´, zda-li platı´ P = NP, cˇi vyvra´cenı´, byla vypsa´na
odmeˇna 1 mil. USD. Proto je vhodne´ sezna´mit cˇtena´rˇe s teoreticky´m za´kladem TSP, pokud
by se pokusil o zı´ska´nı´ te´to sumy.
Vy´voj rˇesˇenı´ TSP proble´mu je zobrazen v tabulce 3.1.
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Tabulka 3.1: Pocˇet meˇst rˇesˇenı´
Prˇı´klad rˇesˇenı´ TSP pro Neˇmecko, obsahujı´cı´ 15112 meˇst je zobrazeno na obra´zku 3.1.
Obra´zek 3.1: Propojenı´ mezi 15112 meˇsty
20
3.2 Turingu˚v stroj
Turingu˚v stroj (TS) je mysˇlenkovy´m syste´mem, ktery´ prˇestavuje na´stroj schopny´ vyrˇesˇit
jaky´koliv algoritmizovany´ proble´m. Podobnou schopnostı´ jako TS se vyznacˇuje stroj RAM,
RASP.
3.2.1 Deterministicky´ Turingu˚v stroj
Prˇeskocˇme forma´lnı´ definice a teorie o za´sobnı´kovy´ch automatech (vı´ce naprˇı´klad v [2])
a prˇejdeˇme rovnou k Church-Turingovy tezi, ktera´ pravı´, zˇe kazˇdy´ algoritmus je mozˇno
implementovat odpovı´dajı´cı´m Turingovy´m strojem. Forma´lnı´ definice deterministicke´ho
Turingova stroje [1]:
Usporˇa´dana´ sˇetice, tvaru M = (Q,Σ,Γ,δ,q0,qF), kde:
• Q je konecˇna´ mnozˇina vnitrˇnı´ch (rˇı´dı´cı´ch) stavu˚,
• Σ je konecˇna´ mnozˇina symbolu˚ nazy´vana´ vstupnı´ abeceda, ∆ /∈ Σ
• Γ je konecˇna´ mnozˇina symbolu˚, Σ⊂ Γ, ∆ ∈ Γ, nazy´vana´ pa´skova´ abeceda,
• parcia´lnı´ funkce δ : (Q \ {qF})×Γ→ Q× (Γ∪L,R), kde L,R /∈ Γ, je prˇechodova´
funkce,
• q0 je pocˇa´tecˇnı´ stav, q0 ∈ Q,
• qF je koncovy´ stav, qF ∈ Q.
Obra´zek 3.2: Turingu˚v stroj
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Turingu˚v stroj se zkla´da´ z hlavy cˇtoucı´ a zapisujı´cı´ na pa´sku. Ta se mu˚zˇe pohybovat ve
smeˇru doprava nebo doleva, vzˇdy o jedno polı´cˇko v jednom kroku. Bunˇka pod hlavou se
da´ cˇı´st, cˇi na ni mu˚zˇeme zapisovat. Turingu˚v stroj mu˚zˇe sche´maticky vypadat tak, jak je
zna´zorneˇno na obr. 3.2.
Konfigurace stroje je da´na stavem rˇı´zenı´ a konfiguracı´ pa´sky, forma´lneˇ se jedna´ o prvek
mnozˇiny Q× γ∆ω|γ ∈ Γ∗×N.
Konfigurace pa´sky je dvojice sesta´va´jı´cı´ se z nekonecˇne´ho rˇeteˇzce reprezentujı´cı´ obsah
pa´sky a pozice hlavy na tomto rˇeteˇzci, prˇesneˇji jde o prvek mnozˇiny γ∆ω|γ ∈ Γ∗×N.
De´lka pa´sky je nekonecˇna´, z toho plyne, zˇe prˇi vy´pocˇtu nejsme omezeni pameˇtı´. Symbol
∆ (obr. 3.2) znacˇı´ mı´sta, ktera´ Turingovy´m strojem nebyla dosud pouzˇita.
3.2.2 Vy´pocˇet Turingova stroje
Turingu˚v stroj procha´zı´ beˇhem sve´ho vy´pocˇtu konfiguracemi Ki, kazˇda´ konfigurace je
urcˇena stavem stroje a obsahem pa´sky, prˇechod mezi konfiguracemi je da´n prˇechodovou
funkcı´. Forma´lneˇjsˇı´ vyja´drˇenı´ vy´pocˇtu Turingova stroje [1]:
Meˇjme rˇeteˇzec γ ∈ Γω a cˇı´slo n ∈ N, pak n-ty´ symbol rˇeteˇzce oznacˇme jako γn.
Vy´pocˇet TS M zacˇı´najı´cı´ z konfigurace K0 je posloupnost konfiguracı´ K0, K1, K2, ...,
• ve ktere´ Ki `M Ki+1 pro vsˇechna i≥ 0 takova´, zˇe Ki+1 je v dane´ posloupnosti, a
• ktera´ je bud’:
– nekonecˇna´, a nebo
– konecˇna´ s koncovou konfiguracı´ (q,γ,n) prˇicˇemzˇ rozlisˇujeme na´sledujı´cı´ typy
zastavenı´ TS:
1. norma´lnı´ - prˇechod do koncove´ho stavu, q= qF a
2. abnorma´lnı´, kde q 6= qF a:
(a) pro (q,γn) nenı´ δ definova´na, nebo
(b) hlava je na nejleveˇjsˇı´ pozici pa´sky a dojde k posunu doleva,
tj. n= 0 a (q,γn) = (q′,L) pro neˇjake´ q′ ∈ Q
Da´le se budeme zaby´vat jen situacemi, kdy posloupnost je konecˇna´ a zastavenı´ stroje
norma´lnı´.
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3.2.3 Nedeteterministicky´ Turingu˚v stroj
Jeho forma´lnı´ definice je stejna´ jako deterministicky´ Turingu˚v stroj, pouze tvar prˇechodove´
funkce je na´sledujı´cı´ [1]:
• δ : (Q\{qF}×Γ)→ 2Q×(Γ∪L,R)
Oproti deterministicke´mu stroji se vyznacˇuje vlasnostı´, ktera´ prˇi stavech a obsahu pa´sky,
neda´va´ jediny´ stav na´sledujı´cı´, ale skupinu dalsˇı´ch stavu˚, z nich se zvolı´ jeden nebo neˇkolik
pro dalsˇı´ krok vy´pocˇtu.
3.2.4 Za´veˇr
Podle veˇt, ktere´ byly doka´za´ny a nebudeme je da´le rozebı´rat, platı´, zˇe zavedenı´m nede-
terminismu se nezvysˇuje schopnost prˇijı´mat jazyky (pocˇı´tat slozˇiteˇjsˇı´ u´lohy), ale prˇesto
se tato vlastnost mu˚zˇeme vyuzˇı´t prˇi sestavova´nı´ trˇı´d slozˇitosti, cozˇ si uka´zˇeme v dalsˇı´ch
odstavcı´ch.
3.3 Graf
Graf je v aplikacı´ch informatiky bezesporu velmi du˚lezˇity´. Pouzˇı´va´ se prˇi modelova´nı´
proble´mu˚, situacı´, procesu˚. Prˇi jeho pouzˇitı´ jde prˇedevsˇı´m o modelova´nı´ objektu˚ a vazeb
mezi nimi. Graf zdu˚raznˇuje prˇedevsˇı´m topologicke´ vlastnosti objektu˚. Vazby mezi objekty
mohou, ale nemusı´ by´t symetricke´. Da´le uvedememe, zˇe se budeme v diplomove´ pra´ci
zaby´vat pouze konecˇny´mi a nepra´zdny´mi grafy, tedy grafy jejichzˇ mnozˇina vrcholu˚ je
konecˇna´ a nepra´zdna´.
3.3.1 Definice grafu
Graf definujeme jako usporˇa´danou dvojici [8]:
• G= (V,E)
kdeV je nepra´zdna´ mnozˇina prvku˚, a E mnozˇina neˇjaky´ch dvojic prvku˚ zV . Prvkymnozˇiny
V nazy´va´me uzly, nebo take´ vrcholy grafu. Prvky mnozˇiny E pak hrany grafu.
Mnozˇinu uzlu˚ V definujeme jako mnozˇinu meˇst tvorˇenou jejich indexy, tedy:
• V = {1,2, ...,n}
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Mnozˇinu hran E definujeme jako usporˇa´danou dvojici - cestu, spojujı´cı´ meˇsto i s meˇstem
j, tedy:
• E = {(i, j)|i, j ∈V ; i 6= j}
da´le je pro na´s uzˇitecˇne´ cˇı´slo n rˇı´kajı´cı´ kolik ma´me meˇst:
• n= |V |
a cˇı´slo m urcˇujı´cı´ pocˇet hran:
• m= |E|
Neorientovany´ graf je urcˇen mnozˇinou V vsˇech vrcholu˚ grafu, mnozˇinou E vsˇech hran a
incidencˇnı´m zobrazenı´m ϕ:
• G= (V,E,ϕ)
Ktere´ prˇirˇazuje hraneˇ dva vrcholy, nebo jediny´ vrchol, ktery´ hrana spojuje (smycˇka). Prˇes-
neˇji: zobrazenı´ ϕ je zobrazenı´ mnozˇiny E vsˇech hran do mnozˇinyV1∪V2, kdeV1 je mnozˇina
vsˇech jednoprvkovy´ch a V2 mnozˇina vsˇech dvouprvkovy´ch podmnozˇin V .
U´plny´m grafem oznacˇuje takovy´ neorientovany´ graf, v neˇmzˇ jsou kazˇde´ dva vrcholy
spojene´ hranou. Je to tedy graf, pro jehozˇ hrany platı´ na´sledujı´cı´ vztah:
• E = ( |V |
2
)
Rovinny´ graf je takovy´ graf, prˇi jehozˇ nakreslenı´ se zˇa´dne´ dveˇ hrany nekrˇı´zˇı´, prˇesneˇji
existuje alesponˇ jedno rovinne´ nakreslenı´ tohoto grafu.
Da´le pro u´plny´ neorientovany´ graf G= (V,E) definujme ohodnocenı´ hran d:
• d : E→ N
cozˇ prˇirˇadı´ kazˇde´ hraneˇ prˇirozene´ cˇı´slo (v nasˇem prˇı´padeˇ de´lku cesty z meˇsta do meˇsta).
Na obra´zku 3.3 je zobrazen neorientovany´ u´plny´ graf s ohodnoceny´mi hranami.
Pro libovolnou mnozˇinu hran E
′
definujme:
• d(E ′) = ∑
E∈E ′
d(e)




je mnozˇina hran lezˇı´cı´ch
na cykluC.
Potom proble´m TSP mu˚zˇeme formulovat jako cyklus C procha´zejı´cı´ vsˇemy vrcholy
u´plne´ho neorientovane´ho grafu G, zˇe hodnota d(C) je minima´lnı´ mozˇna´. Na na´sledujı´cı´m
obra´zku 3.3 je zachycena nejkratsˇı´ cesta grafu.
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Obra´zek 3.3: Nejkratsˇı´ cesta v grafu
3.3.2 Reprezentace grafu v pocˇı´tacˇi
S grafem budeme pracovat ve vsˇech zkoumany´ch algoritmech, proto je vhodne´ se zaby´vat
i problematikou za´pisu grafu v pocˇı´tacˇi. Jako vhodny´ prostrˇedek za´pisu se jevı´ cˇtvercova´
matice rˇa´du n, kde vrcholy grafu jsou oznacˇeny cˇı´sly 1..n, kde v i-te´m rˇa´dku a j-te´m sloupci
je zobrazen pocˇet hran vedoucı´ch z i-te´ho vrcholu do j-te´ho vrcholu. Vy´sˇe popsany´ zpu˚sob
se ty´ka´ prˇedevsˇı´m orientovane´ho grafu, pro neorientovany´ graf je matice symetricka´ a
postacˇı´ na´m troju´helnı´kova´ matice. Zmı´neˇne´mu za´pisu matice se rˇı´ka´ matice sousednosti
grafu.
Da´le platı´, zˇe pokud majı´ dva grafy (jedno, jestli orientovane´ nebo neorientovane´),
stejnou matici sousednosti, pak jsou isomorfnı´ (obr. 3.4). Isomorfnı´ grafy se mohou lisˇit
porˇadı´m rˇa´dku˚, nebo sloupcu˚.
U hranoveˇ ohodnoceny´ch grafu˚, je mozˇne´ prˇı´mo zapsat do matice ohodnocenı´ hrany,
vznika´ vsˇak ota´zka jake´ cˇı´slo pouzˇı´t, pokud hrana mezi vrcholy neexistuje, pokud ohod-
nocenı´ mu˚zˇe naby´vat pouze kladny´ cely´ch cˇı´sel, mu˚zˇeme zvolit hodnotu 0. U algoritmu˚
hledajı´cı´h minima´lnı´ cestu, je vhodne´ prˇirˇadit neexistujı´cı´m hrana´m symbol ∞. S takovy´m
cˇı´slem, ale pocˇı´tacˇe nejsou schopny pracovat, proto se volı´ vhodneˇ zvolene´ cˇı´slo, aby takova´
hrana nebyla algoritmem vybra´na (naprˇı´klad soucˇet vsˇech hran).
Dalsˇı´ z mozˇnostı´, jak popsat graf, je matice incidence, vyuzˇı´vajı´ ji grafy bez smycˇek,
proto ji nebudeme da´le popisovat. Hojneˇ pouzˇı´vany´m zpu˚sobem popisu grafu je za´pis
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Obra´zek 3.4: Isomorfismus grafu˚
Obra´zek 3.5: Neorientovany´ graf
Obra´zek 3.6: Matice sousednosti grafu 3.5
vy´cˇtem hran a vrcholu˚. Tedy graf je zapsa´n usporˇa´danou trojicı´, tvorˇenou jme´nem hrany,
jme´nem jejı´ho pocˇa´tecˇnı´ho vrcholu a jme´nem koncove´ho vrcholu.
Podobne´ prˇedcha´zejı´cı´ metodeˇ je popis grafu seznamem vrcholu˚ a seznamem okolı´
vrcholu grafu. Popisujeme hrany po skupina´ch, kdy kazˇdou skupinu oznacˇuje vrchol a
hrany, ktere´ do neˇj vcha´zejı´, nebo z neˇho vycha´zejı´. Dajı´ se take´ pouzˇı´t jednorozmeˇrna´
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pole, kdy index oznacˇuje hranu a hodnota v prvnı´m poli s indexem hrany vrchol, z neˇhozˇ
vystupuje a hodnota v druhe´m poli s indexem hrany vrchol do neˇhozˇ hrana vstupuje (obr.
3.7). Do trˇetı´ho pole prˇı´padneˇ mu˚zˇeme ulozˇit ohodnocenı´ hrany. Nevy´hodou mu˚zˇe by´t
pomalost prˇi vyhleda´va´nı´ na´slednı´ku hrany (da´ se odstranit tak, zˇe pouzˇijeme dalsˇı´ pole
kde bude index hrany, ktera´ ma´ stejny´ pocˇa´tecˇnı´ vrchol jako popisovana´ hrana, cozˇ vsˇak
prˇehlednost usporˇa´da´nı´ a hleda´nı´ chyb komplikuje).
Obra´zek 3.7: Reprezentace grafu pomocı´ pole
Oblı´bene´ jsou take´ dynamicke´ struktury pouzˇı´vajı´cı´ ukazatel. Vyuzˇı´va´ se spojove´ho se-
znamu. Data popisujı´cı´ vrchol nebo hranu shlukneme do za´znamu a prˇida´me ukazatel
na dalsˇı´ za´znam. Vy´hodou tohoto prˇı´stupu je mensˇı´ pameˇt’ova´ na´rocˇnost a rozsˇı´rˇitelnost,
nevy´hodu slozˇitost (obr. 3.8).
Obra´zek 3.8: Reprezentace grafu pomocı´ ukazatele
27
3.4 Slozˇitost
V rea´lne´m sveˇteˇ je mnoho proble´mu˚, ktere´ nejsme schopni rˇesˇit algoritmicky. K rozhodnutı´
te´to skupiny proble´mu˚ nestacˇı´ ani Turingu˚v stroj s neomezenou pameˇtı´, cozˇ v praxi zna-
mena´, zˇe nikdy nebude mozˇne´ realizovat pocˇı´tacˇ, ktery´ by je vyrˇesˇil vy´pocˇtem algoritmu,
proto teorie vycˇı´slitelnosti deˇlı´ proble´my na algoritmizovatelne´ a nealgoritmizovatelne´.
V praxi se setka´va´me mnohdy take´ s proble´my jejichzˇ algoritmicke´ rˇesˇenı´ je prostoroveˇ
nebo cˇasoveˇ na´rocˇne´ (do te´to skupiny proble´mu˚ mu˚zˇeme zarˇadit proble´m obchodnı´ho
cestujı´cı´ho). Dosta´va´me se k definici vy´pocˇetnı´ slozˇitosti algoritmu. Ta pravı´, zˇe vy´pocˇetnı´
slozˇitost algoritmu je charakterizova´na cˇasem a pameˇtı´ potrˇebnou pro jeho vy´pocˇet.
Cˇas je urcˇen pocˇtem kroku˚ potrˇeby´ch pro vy´pocˇet (nelze pouzˇı´t jine´ jednotky, naprˇı´klad
sekundy, protozˇe je znacˇny´ rozdı´l mezi rychlostı´ vy´pocˇtu stejne´ho algoritmu pocˇı´tacˇem
prˇed 20 roky a pocˇı´tacˇem pouzˇı´vany´m dnes). Pameˇt je da´na pocˇtem pameˇt’ovy´ch buneˇk
(platı´ podobne´ prˇirovna´nı´ jako u cˇasu, pameˇt’ove´ schopnosti pocˇı´tacˇu˚ prˇed dvaceti lety
a nynı´ nejsou totozˇne´). Platı´ veˇta, zˇe pokud je cˇasova´ slozˇitost rovna n, pak prostorova´
slozˇitost te´hozˇ vy´pocˇtu nenı´ veˇtsˇı´ nezˇ n+1, du˚kaz lze nale´zt v ...
Prˇejdeˇme k proble´mu obchodnı´ho cestujı´cı´ho, slozˇitost proble´mu roste s faktoria´lem,
tedy n!, kde n znacˇı´ pocˇet meˇst, popsanou vlastnost si uka´zˇeme na prˇı´kladeˇ: pro dveˇ meˇsta
je pocˇet spoju˚ mezi meˇsty 2! = 21 = 2, pro trˇi meˇsta je to 3! pro cˇtyrˇi 4! a da´le... TSP je
prˇı´kladem proble´mu˚ s extre´mnı´m ru˚stem, veˇtsˇinou vsˇak proble´my (jako prˇı´klad mu˚zˇeme
uve´st serˇazenı´ do posloupnosti) rostou pomaleji, proto bylo potrˇeba proble´my od sebe
navza´jem rozlisˇit. Vliv slozˇitosti proble´mu na cˇas je uka´za´n v tabulce 3.2.
Tabulka 3.2: Vliv zrychlenı´ vy´pocˇtu na rozmeˇr u´lohy
Z vy´sˇe uvedeny´ch du˚vodu˚ se zavedl pojem asymptoticka´ omezenı´ slozˇitosti.
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3.4.1 Asymptoticke´ omezenı´ slozˇitosti
Prˇi popisu slozˇitosti algoritmu˚ se snazˇı´me vyloucˇit vliv aditivnı´ch a multiplikativnı´ch
konstant, cozˇ jsou konstanty, vznikajı´cı´ ”drobny´mi”u´pravami algoritmu˚, prˇı´kladem mu˚zˇe
by´t u´prava algoritmu na srovna´va´nı´ dvou rˇeteˇzcu˚, kdy budeme soucˇasneˇ porovna´vat 2,3,4
azˇ n za sebou jdoucı´ch znaku˚, cozˇ vsˇak nema´ za´sadnı´ vliv na rychlost na´rustu cˇasove´
slozˇitosti algoritmu.
Definice cˇasove´ a prostorove´ slozˇitosti algoritmu˚ [2]: Necht’ F je mnozˇina funkcı´
f :N→N. Pro danou funkci f ∈ F definujeme mnozˇiny funkcı´O( f (n)),Θ( f (n)),Ω( f (n))
na´sledovneˇ:
• Asymptoticke´ hornı´ omezenı´ funkce f (n) je mnozˇina:
O( f (n)) = {g(n) ∈ F | ∃c ∈ R+ ∃n0 ∈ N ∀n ∈ N : n≥ n0⇒ 0≤ g(n)≤ c. f (n)}.
• Asymptoticke´ dolnı´ omezenı´ funkce f (n) je mnozˇina:
Ω( f (n)) = {g(n) ∈ F | ∃c ∈ R+ ∃n0 ∈ N ∀n ∈ N : n≥ n0⇒ 0≤ c. f (n)≤ g(n)}.
• Asymptoticke´ oboustrane´ omezenı´ funkce f (n) je mnozˇina:
Θ( f (n))= {g(n)∈F | ∃c1,c2 ∈R+ ∃n0 ∈ N ∀n ∈ N : n≥ n0⇒ c1. f (n)≤ g(n)≤ c2. f (n)}.
Obra´zek 3.9: Vliv velikosti vstupu N na vy´stup u slozˇitosti
Prˇejdeˇme nynı´ k souvislostem mezi trˇı´dy slozˇitosti a Turingovy´mi stroji.
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3.4.2 Trˇı´dy slozˇitosti
Zavedeme trˇı´dy slozˇitosti, ty jsou definova´ny na´sledovneˇ[1]:
Meˇjme funkce: t,s :N→N a necht’TM znacˇı´ cˇasovou a SM prostorovou slozˇitost Turin-
gova strojeM. Definujeme na´sledujı´cı´ cˇasove´ a prostorove´ trˇı´dy slozˇitosti deterministicky´ch
a nedeterministicky´ch TS.
• DTime[t(n)] = L|∃k-pa´skovy´ DTS M : L(M) a TM ∈ O(t(n))}.
• NTime[t(n)] = L|∃k-pa´skovy´ NTS M : L(M) a TM ∈ O(t(n))}.
• DSpace[t(n)] = L|∃k-pa´skovy´ DTS M : L(M) a TM ∈ O(s(n))}.
• NSpace[t(n)] = L|∃k-pa´skovy´ NTS M : L(M) a TM ∈ O(s(n))}.
Kde k-pa´skovy´ stroj oznacˇuje TS pouzˇı´vajı´cı´ prˇi vy´pocˇtu vı´ce pa´sek, tento TS je schopen
jen polynomia´lnı´ho zrychlenı´ oproti za´kladnı´mu TS. L znacˇı´ jazyky prˇijı´mane´ TS a funkce
s(n) a t(n) cˇasoveˇ nebo prostoroveˇ zkonstruolovatelnou funkci, ktera´ pro libovolny´ vstup
w zastavı´ prˇesneˇ po t(|w|) krocı´ch nebo s(|w|) vyuzˇity´ch bunˇka´ch pa´sky vy´pocˇtu TS.
Pojem algoritmus pocˇı´tany´ Turingovy´m strojem mu˚zˇeme zameˇnit za pojem slozˇitost
proble´mu, ktera´ je vypocˇitatelna´ algoritmem v deterministicke´m, nedeterministicke´m cˇase,
nebo prostoru.
Dana´ konkre´tnı´ trˇı´da slozˇitosti je vzˇdy charakterizova´na neˇjakou vlastnostı´, kterou majı´
proble´my do nı´ patrˇı´cı´. Typicky´m prˇı´kladem takove´ vlastnosti je vlastnost, zˇe pro dany´
proble´m existuje neˇjaky´ algoritmus s urcˇity´m omezenı´m (naprˇ. cˇasove´ nebo prostorove´
slozˇitosti):
• Do dane´ trˇı´dy pak patrˇı´ vsˇechny proble´my, pro ktere´ takovy´to algoritmus existuje.
• Naopak do nı´ nepatrˇı´ proble´my, pro ktere´ zˇa´dny´ takovy´ algoritmus neexistuje.
Nynı´ tedy uved’me trˇı´dy jichzˇ se ty´ka´ proble´m TSP:










Proble´m patrˇı´ do trˇı´dy P prˇa´veˇ kdyzˇ vyrˇesˇı´ proble´m deterministicky´m Turingu˚v strojem v
cˇase nk.
Proble´m patrˇı´ do trˇı´dy NP prˇa´veˇ kdyzˇ vyrˇesˇı´ proble´m nedeterministicky´m Turingu˚v
strojem v cˇase nk.
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3.4.3 Trˇı´dy slozˇitosti N a NP
Podı´va´me-li se na tabulku 3.2, vidı´me, zˇe u algoritmu˚ se slozˇitostı´ Θ(nk) je pro veˇtsˇı´
hodnoty k je ru˚st doby zrˇejmy´, ale prˇi ru˚stu vy´konu vy´pocˇetnı´ techniky zvla´dnutelny´,
exponencia´lnı´, nebo faktoria´lnı´ slozˇitost vysˇsˇı´ vy´kon stroje nezachra´nı´. Vlastnost bude
patrneˇjsˇı´ v na´sledujı´cı´ tabulce 3.3, zobrazujeme slozˇitost polynomia´lnı´, exponencia´lnı´ a
faktoria´lnı´ v za´vislosti na pocˇtu meˇst. Prˇedpokla´da´me pocˇı´tacˇ, schopny´ 1 mil. operacı´ za
sekundu.
N (Pocˇet meˇst) N2(t) N8(t) 2N(t) N! (t)
1 /1s /1s /1s /1s
5 /1s /1s /1s /1s
10 /1s /1s /1s /1s
15 /1s 1 s /1s 15 min
20 /1s 10 s /1s 31 let
30 /1s 2 min 1 s 100 * Veˇk vesmı´ru
50 /1s 3 h 11 dnı´
100 /1s 3 meˇs Veˇk vesmı´ru
Tabulka 3.3: Doba vy´pocˇtu v prˇı´padeˇ proble´mu TSP
V prˇedcha´zejı´cı´ kapitole jsme si rˇekli neˇco o P a NP proble´mech.
Trˇı´da P je charakterizova´na skupinou rozhodovacı´ch proble´mu˚, pro neˇzˇ platı´, zˇe existuje
deterministicky´ sekvencˇnı´ algoritmus beˇzˇı´cı´ v polynomia´lnı´m cˇase, ktery´ proble´m rozhodne
odpoveˇdı´ ANO/NE.
Trˇı´da NP je skupina rozhodovacı´ch proble´mu˚, kdy existuje nedeterministicky´ sekvencˇnı´
algoritmus rˇesˇı´cı´ je v polynomia´lnı´m cˇase.
Proble´m nazy´va´me NP-teˇzˇky´m proble´mem, jestlizˇe existuje zpu˚sob, jak na neˇj prˇeve´st
libovolny´ proble´m trˇı´dy NP v polynomia´lnı´m cˇase. Zvla´sˇtnı´m typem proble´mu˚ jsou NP-
u´plne´ proble´my. Jsou to proble´my patrˇı´cı´ do trˇı´dyNP a jsouNP-teˇzˇke´. Tedy jsou to proble´my
pro neˇzˇ nenı´ zna´m deterministicky´ algoritmus rˇesˇenı´. Navı´c vsˇechny tyto proble´my jsme
schopni transformovat jeden na druhy´ v polynomia´lnı´m cˇase, cozˇ v du˚sledku vede k tomu,
zˇe pokud by byl pro jeden z teˇchto proble´mu˚ nalezen deterministicky´ algoritmus, vyrˇesˇili
bychom proble´m NP=P.
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Rˇekneˇme, zˇe proble´m P je polynomia´lneˇ prˇevoditelny´ na proble´m Q, zapı´sˇeme PJQ, pote´
platı´ mezi proble´my Q, P, R a trˇı´dami P a NP na´sledujı´cı´ vlastnosti [1]:
• ((PJ Q)∧ (QJ R))⇒ (PJ R)
• ((PJ Q)∧ (Q ∈ P))⇒ (P ∈ P)
• ((PJ Q)∧ (QJ NP))⇒ (P ∈ NP)
NP-u´pne´ proble´my jsou nejslozˇiteˇjsˇı´ proble´my trˇı´dy NP. Mezi nejzna´meˇjsˇı´ NP-u´plne´ pro-
ble´my patrˇı´:
• proble´m splnitelnosti vy´rokove´ formule
• proble´m neza´visle´ mnozˇiny vrcholu˚ v grafu
• proble´m nejdelsˇı´ spolecˇne´ vnorˇene´ posloupnosti
• proble´m alokace pameˇti
• proble´m trˇı´rozmeˇrne´ho sdruzˇenı´
Typickou vlastnostı´ NP-u´pny´ch proble´mu˚ je, zˇe pocˇet mozˇny´ch rˇesˇenı´ roste se slozˇitostı´
proble´mu.




Algoritmy rˇesˇı´cı´ TSP proble´m
4.1 U´vod
Proble´m obchodnı´ho cestujı´cı´ho rˇadı´me mezi NP-u´plne´ proble´my, u nichzˇ je velka´ pravdeˇ-
podobnost, zˇe nebude existovat algoritmus, ktery´ by je rˇesˇil v cˇase polynomia´lneˇ za´visle´m
na velikosti vstupnı´ch dat. Proto se da´le budeme zaby´vat prˇedevsˇı´m optima´lnı´m rˇesˇenı´m
TSP proble´mu.
Optimalizacı´ proble´mu lze obecneˇ nazvat rˇesˇenı´, vedoucı´ k nalezenı´ globa´lnı´ho extre´mu
(minima nebo maxima) u´cˇelove´ funkce f (x) definovane´ na stavove´m prostoru S a bodu, ve
ktere´m extre´mu naby´va´.
Stavovy´ prostor S je cˇtverˇice (N,A,S,G) charakterizovana´ na´sledovneˇ:
• N je mnozˇina stavu˚
• A je mnozˇina prˇechodu˚ mezi stavy
• S je nepra´zdna´ podmnozˇina N obsahujı´cı´ pocˇa´tecˇnı´ stavy
• G je nepra´zdna´ podmnozˇina N obsahujı´cı´ cı´love´ stavy
Rˇı´dicı´ mechanismus prohleda´va´nı´ stavove´ho prostoru realizuje rˇı´dicı´ strategii, poskytujı´cı´
na´vod pro vy´beˇr pravidel z konfliktnı´ mnozˇiny pravidel v kazˇde´m kroku prohleda´va´nı´
stavove´ho prostoru. Tento mechanismus generuje prˇi prohleda´va´nı´ stavove´ho prostoru
strom, ktery´ je podgrafem orientovane´ho grafu reprezentujı´cı´ho stavovy´ prostor.
Kazˇda´ strategie prohleda´va´nı´ musı´ splnˇovat na´sledujı´cı´ vlastnosti:
1. musı´ ve´st k prohleda´va´nı´ (zpu˚sobovat pohyb a zabranˇovat cyklu˚m v posloupnosti
pravidel),
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2. musı´ by´t systematicka´
Vzhledem k velikosti stavove´ho prostoru mu˚zˇe by´t i systematicke´ prohleda´va´nı´ stavove´ho
prostoru neefektivnı´ (zbytecˇneˇ se prohleda´va´ znacˇna´ cˇa´st stavove´ho prostoru, ktera´ ne-
vede k cı´li). Prohleda´va´nı´ lze omezit vyuzˇitı´m znalostı´ o rˇesˇene´m proble´mu. Podle toho,
zda jsou vyuzˇity znalosti o dane´ u´loze cˇi nikoliv, rozlisˇujeme algoritmy informovane´ a
neinformovane´.
4.1.1 Neinformovane´ metody
Neinformovane´ metody prohleda´va´nı´ nemajı´ k dispozici zˇa´dne´ vhodne´ znalosti o stavove´m
prostoru, ktere´ by jim umozˇnily urychlit cestu k cı´li. Jsou tak odsouzeny k systematicke´mu
procha´zenı´ vsˇech uzlu˚, dokud nenaleznou rˇesˇenı´. Jednotlive´ algoritmy se od sebe lisˇı´ jen
zpu˚sobem, jaky´m toto systematicke´ procha´zenı´ prova´deˇjı´. Patrˇı´ sem:
• Exhausive search
• Backtracking




Informovane´ metody prohleda´va´nı´ stavove´ho prostoru cˇasto prˇi rˇesˇenı´ proble´mu pouzˇı´vajı´
vy´beˇr nejvhodneˇjsˇı´ho vrcholu k expandova´nı´. Podle druhu vy´beˇru existujı´ ru˚zne´ typy
heuristik. Heuristika je postup, ktery´ rˇı´ka´, jak postupovat prˇi rˇesˇenı´ konkre´tnı´ situace.
Heuristika platı´ jen pro konkre´tnı´ hodnoty a konkre´tnı´ proble´my. Rozhodnutı´, kterou cestu
zvolit reprezentuje tzv. heuristicka´ funkce h(n). Cˇı´m nizˇsˇı´ hodnoty h(n) naby´va´, tı´m spı´sˇe
povede cesta k rˇesˇenı´ skrze stav n. Odtud je intuitivneˇ zrˇejme´, zˇe pokud hodnotı´cı´ funkce
dobrˇe postihuje vlastnosti a charakter u´lohy, budou vzˇdy expandova´ny ”nejperspektivneˇjsˇı´ “
uzly a zabra´nı´ se prohleda´va´nı´ cest, ktere´ nevedou k cı´li. Platı´, zˇe cˇı´m kvalitneˇjsˇı´ heuristicke´










Obecneˇ platı´, zˇe nalezenı´ optima´lnı´ho rˇesˇenı´ nezmeˇnı´ maxima´lnı´ vy´pocˇetnı´ slozˇitost algo-
ritmu, ani nezarucˇı´, zˇe neexistuje jine´ rˇesˇenı´ v rychlejsˇı´m cˇase. Optima´lnı´ rˇesˇenı´ obvykle
snizˇujı´ pru˚meˇrnou vy´pocˇetnı´ slozˇitost algoritmu azˇ na prˇijatelnou cˇasovou nebo prostorovou
u´rovenˇ.
4.2 Exhausive search
Patrˇı´ mezi neinformovane´ metody a je z na´mi studovane´ skupiny algoritmu˚ nejjednodusˇsˇı´.
V principu procha´zı´ cely´ stavovy´ prostor u´lohy TSP. Generuje postupneˇ vsˇechny mozˇne´
okruzˇnı´ cesty a nakonec z rˇesˇenı´ vybere nejkratsˇı´ okruzˇnı´ cestu. Jednoduchost ma´ vliv na
slozˇitost rˇesˇenı´, v prvnı´m kroku zvolı´me pocˇa´tecˇnı´ mı´sto, v druhe´m kroku ma´me na vy´beˇr z
n−1meˇst, ve trˇetı´m v n−2meˇst, ve cˇtvrte´m n−3... azˇ vybereme vsˇechny meˇsta, tedy pro
naprˇ. 5 meˇst musı´me projı´t celkem (n−1)! cest rˇesˇenı´. Cozˇ je mozˇne´ pouze pro maly´ pocˇet
meˇst, nebot’ cˇas vy´pocˇtu roste s faktoria´lem. Pokud budeme chtı´t zjistit velikost cele´ho






Naprˇ. pro 100!≈ 0.93∗10158
Pseudo ko´d algoritmu je na´sledujı´cı´:










Postup vy´pocˇtu je zna´zorneˇn na obra´zku 4.1.
Obra´zek 4.1: Algoritmus Exhausive search
Vy´hodou tohoto prˇı´stupu je prˇedevsˇı´m u´plnost rˇesˇene´ho proble´mu - pokud u´lohu vyrˇesˇı´me,
nalezneme vzˇdy minima´lnı´, tedy nejlepsˇı´ rˇesˇenı´.
4.3 Backtracking
Cˇasto by´va´ zameˇnˇova´na s Exhausive search. Metoda zpeˇtne´ho navracenı´ je specia´lnı´ meto-
dou prohleda´va´nı´ do hloubky, kdy mı´sto expanze vybrane´ho uzlu, tj. generova´nı´ vsˇech jeho
bezprostrˇednı´ch na´slednı´ku˚, se generuje pouze na´slednı´k jeden a teprve pokud dosˇlo k ne-
u´speˇchu se generuje na´slednı´k dalsˇı´, atd. Pokud uzel na cesteˇ k rˇesˇenı´ nenı´ (tj. tedy vsˇichni
jeho bezprostrˇednı´ na´slednı´ci byli neu´speˇsˇnı´, vracı´ uzel neu´speˇch sve´mu bezprostrˇednı´mu
prˇedchu˚dci a popsana´ situace se s postupnou generacı´ na´slednı´ku˚ opakuje v tomto uzlu.
Pseudoko´d algoritmu je na´sledujı´cı´ [19]:
try(v1,...,vi)
IF (v1,...,vi) is a solution THEN RETURN (v1,...,vi)
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FOR each v DO
IF (v1,...,vi,v) is acceptable vector THEN
sol = try(v1,...,vi,v)




Zpu˚sob pru˚chodu algoritmu si uka´zˇeme na prˇı´kladu s peˇti meˇsty (obr. 4.2)
Obra´zek 4.2: Algoritmus Bactracking
Metoda ma´ nı´zkou pameˇt’ovou na´rocˇnost, protozˇe v pameˇti jsou ulozˇeny pouze uzly
aktua´lnı´ cesty. Cˇasova´ na´rocˇnost je exponencia´lnı´.
4.4 Random search
Algoritmus rˇadı´me mezi stochastisticke´ algoritmy, kde patrˇı´ k nejjednodusˇsˇı´m. Je zalozˇen
na na´hodne´m vy´beˇru vzorku˚ prˇı´pustny´ch rˇesˇenı´ a vybra´nı´ toho rˇesˇenı´, jenzˇ ma´ optima´lnı´
funkcˇnı´ hodnotu. Jde tedy o matematickou aplikaci metody pokus-omyl.
Pseudoko´d algoritmu je na´sledujı´cı´:
while(i < max. number of iteration)
generate(random) a tour T
if T is first then
best_tour=T
i = i + 1
end while
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Algoritmus funguje tedy na´sledovneˇ: nejprve se generujeme na´hodneˇ vybrana´ cesta na
za´kladeˇ rovnomeˇrne´ho rozlozˇenı´. Ma´-li vygenerovana´ cesta lepsˇı´ ohodnocenı´ nezˇ pu˚vodnı´
zvolı´me ji jako referencˇnı´. Pokud byla vygenerovana´ cesta prvnı´, je zvolena jako refere-
ncˇnı´. Tı´mto zpu˚sobem pokracˇujeme do zvolene´ho pocˇtu iteracı´. Pru˚beˇh nalezenı´ rˇesˇenı´ je
zobrazen na obra´zku 4.3.
Obra´zek 4.3: Algoritmus Random search
4.5 Greedy algorithm
Greedy algoritmus [20] v kazˇde´m sve´m kroku vybı´ra´ loka´lnı´ minimum, prˇicˇemzˇ existuje
sˇance, zˇe takto nalezne´ minimum bude globa´lnı´. Obecneˇ se hladovy´ algoritmus uplatnı´
v prˇı´padeˇ, kdy je trˇeba z mnozˇiny urcˇity´ch objektu˚ vybrat takovou podmnozˇinu, ktera´
splnˇuje jistou prˇedem danou vlastnost a navı´c ma´ minima´lnı´ (prˇı´padneˇ maxima´lnı´) ohod-
nocenı´. Ohodnocenı´ je obvykle rea´lne´ cˇı´slo w, prˇirˇazene´ kazˇde´mu objektu dane´ mnozˇiny,
ohodnocenı´ mnozˇiny A je definova´no na´sledovneˇ:
w(A) = Σa∈Aw(A)
Algoritmus mu˚zˇeme v pseudo ko´deˇ zapsat takto [20]:
generate a tour T
best_cost = cost(T)
for each node k of T do
C: for each edge (i k) of T do
begin
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if there is j not equivalent k
such that cost(i,j) lower or equivalent cost(i,k)
then create a delta-path p by removing (i k) and adding (i j)
else goto B
A: construct a tour T from p
if cost(T) < best_cost then best_cost = cost(T)
store T
if there is a switch of p resulting
in a delta-path with cost not greater than cost(T)
then make the switch getting a new delta-path p goto A




Ve zjednudusˇene´ podobeˇ lze rˇı´ct zˇe algoritmus pracuje na´sledujı´cı´m zpu˚sobem: na´hodneˇ
vybere pocˇa´tecˇnı´ uzel x0 ∈V . Da´le pak platı´, zˇe prˇipojı´ aktua´lnı´ xk s nejblizˇsˇı´m nenavsˇtı´ve-
ny´m xk+1 spojem a udeˇla´ z neˇj aktua´lnı´ uzlel x = xk+1, takto pokracˇuje, dokud nenavsˇtı´vı´
vsˇechny x. Nakonec spojı´ prvnı´ a poslednı´ x.
Zrˇejmeˇjsˇı´ bude nastı´neˇnı´ pru˚beˇhu algoritmu na obra´zku 4.4:
Obra´zek 4.4: Algoritmus Greedy
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4.6 Hill climbing
Nejprve se zaby´vejme loka´lnı´m prohleda´va´nı´m. Metoda loka´lnı´ho prohleda´va´nı´ je varian-
tou gradientove´ metody nejveˇtsˇı´ho spa´du, gradient vsˇak nevyuzˇı´va´. Smeˇr nejprudsˇı´ho spa´du
se urcˇı´ numericky kompletnı´m prohleda´nı´m okolı´ bodu. Definujme tzv. relaci sousedstvı´
(Neighborhood Relation), ktera´ umozˇnˇuje pro kazˇde´ prˇı´pustne´ rˇesˇenı´ x pomocı´ mnozˇiny
transformacı´ S(x) stanovit mnozˇinu prˇı´pustny´ch bodu˚ U(x) sousedı´cı´h s x. Pro definici
relace sousedstvı´ je du˚lezˇita´ podmı´nka dosazˇitelnosti, ktera´ pozˇaduje, aby kazˇde´ prˇı´pustne´
rˇesˇenı´ bylo dosazˇitelne´ z libovolne´ho jine´ho prˇı´pustne´ho rˇesˇenı´ postupnou aplikacı´ relace
sousedstvı´.
Horolezecky´ algoritmus je modifikacı´ metody loka´lnı´ho prohleda´va´nı´, pouzˇı´va´ k ohod-
nocenı´ uzlu x, podobneˇ jako metoda Greedy search, pouze heuristiku h(x). Obvykle je
vsˇak touto heuristikou funkce, ktera´ ohodnocuje kvalitu spı´sˇe nezˇ vzda´lenost od cı´love´ho
rˇesˇenı´ – cˇı´m lepsˇı´ rˇesˇenı´ ohodnocovany´ uzel prˇedstavuje, tı´m vysˇsˇı´ je mu prˇirˇazena hodnota
a algoritmus vybı´ra´ k expanzi uzel s nejvysˇsˇı´m ohodnocenı´m. Princip metody mu˚zˇeme
zapsat na´sledovneˇ:
V kazˇde´m kroku vybı´ra´me ze sousednı´ch uzlu˚ ten nejlepsˇı´. Rozdı´l oproti loka´lnı´mu
prohleda´va´nı´ je v ukoncˇovacı´ podmı´nce - dosazˇenı´ pevne´ho pocˇtu iteracı´. Princip horo-
lezecke´ho algoritmu lze popsat na´sledujı´cı´mi kroky. Na pocˇa´tku se na´hodneˇ vygeneruje
pocˇa´tecˇnı´ rˇesˇenı´ x0 ∈ X a polozˇı´ se rovno vy´chozı´mu rˇesˇenı´ x= x0. Da´le se postupneˇ gene-
ruje pouzˇitı´m konecˇne´ho souboru transformacı´ k rˇesˇenı´ lezˇı´cı´ch v urcˇite´m okolı´ vy´chozı´ho
rˇesˇenı´ x : xi ∈U(x), i= 1..k. Z teˇchto rˇesˇenı´ se pak vybere takove´, jezˇ ma´ z hlediska u´cˇelove´
funkce nejvysˇsˇı´ ohodnocenı´ a prohla´sı´ se za novy´ strˇed okolı´. Pocˇet kroku˚ je prˇedem dany´
a algoritmus po jejich dosazˇenı´ koncˇı´. Beˇhem vy´pocˇtu se zaznamena´va´ nejlepsˇı´ nalezene´
rˇesˇenı´ a to se sta´va´ vy´sledkem.






for all x in L




if nextEval <= EVAL(currentNode)
//Return current node since no better neighbors exist
return currentNode;
currentNode = nextNode;
Nevy´hodou algoritmu je, zˇe beˇhem cele´ho vy´pocˇtu se akceptujı´ bud stejneˇ dobre´ nebo
lepsˇı´ rˇesˇenı´, nezˇ bylo rˇesˇenı´ vy´chozı´. Tı´mto zpu˚sobem vy´pocˇtu se mu˚zˇe metoda dostat k
nevy´razne´mu loka´lnı´mu minimu blı´zko od pocˇa´tecˇnı´ho na´hodneˇ vygenerovane´ho rˇesˇenı´ a
pote´ jizˇ nikdy nedosa´hne optima´lnı´ho rˇesˇenı´. Tento nedostatek je mozˇne´ odstranit tak, zˇe se
algoritmus opakovane spousˇtı´ v jine´m bodeˇ u´lohy. Za vy´sledne´ rˇesˇenı´ se pokla´da´ nejlepsˇı´
nalezeny´ vy´sledek. Stochasticˇnost te´to metody spocˇı´va´ pouze v na´hodne´m vy´beˇru pocˇa´tecˇ-
nı´ho rˇesˇenı´, nebot’na´sledneˇ pouzˇity´ optimalizacˇnı´ algoritmus postupuje zcela prˇı´mocˇarˇe a
systematicky.
Dalsˇı´m proble´mem je opakovany´ na´vrat k loka´lnı´mu optima´lnı´mu rˇesˇenı´, ze ktere´ho se
jizˇ vycha´zelo. Docha´zı´ k zacyklenı´.
Vy´razneˇjsˇı´m proble´mem algoritmu je take´ proble´m plosˇiny, kdy rozvı´jeny´ uzel i jeho
na´slednı´ci jsou stejneˇ kvalitnı´, nenı´ tedy jasne´, ktery´m smeˇrem postupovat.
4.7 Simulated annealing
Simulovane´ zˇı´ha´nı´ (neˇkdy te´zˇ ochlazova´nı´) vycha´zı´ z fyzika´lnı´ prˇedstavy procesu˚ probı´ha-
jı´cı´ch prˇi odstranˇova´nı´ defektu˚ krystalicke´ mrˇı´zˇky. Krystal se zahrˇeje na vysokou teplotu
a potom se pomalu zˇı´ha´ (ochlazuje). Defekty krystalicke´ mrˇı´zˇky majı´ prˇi vysoke´ teploteˇ
vysokou pravdeˇpodobnost za´niku. Pomale´ ochlazova´nı´ syste´mu zabezpecˇujemalou pravdeˇ-
podobnost vzniku novy´ch defektu˚. Prˇi zˇı´ha´nı´ se soustava snazˇı´ dostat do stavu s minima´lnı´
energiı´ tedy krystal bez defektu˚.
Na vyuzˇitı´ tohoto principu, prˇisˇli zacˇa´tkem osmdesa´ty´ch let Kirkpatrick, Gelatt a Vecchi
z vy´zkumne´ho centra IBM (Watson Research Center of the IBM, USA). Novy´ prˇı´stup k
hleda´nı´ globa´lnı´ho minima byl nazva´n simulovane´ zˇı´ha´nı´. Nejdrˇı´ve bylo zapotrˇebı´ nahradit
fyzika´lnı´ realizaci zˇı´ha´nı´ numerickou simulacı´. Inspiraci nasˇli v pouzˇitı´ numericke´ simula-
cˇnı´ metody Monte Carlo pro vy´pocˇet termodynamicky´ch konstant plynu. Simulovali vy´voj
fyzika´lnı´ho syste´mu smeˇrem k tepelne´ rovnova´ze pro urcˇitou konstantnı´ teplotu T.
Simulovane´ zˇı´ha´nı´ patrˇı´ mezi algoritmy vyuzˇı´vajı´cı´ch sekvencˇnı´ na´hodne´ prohleda´va´nı´.
Princip metody mu˚zˇeme zjednodusˇeneˇ popsat takto: Na´hodneˇ vybereme prˇı´pustne´ pocˇa´-
tecˇnı´ rˇesˇenı´ x a nastavı´me pocˇa´tecˇnı´ teplotu T = 1. Z bodu x se na´hodneˇ posuneme do bodu
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x′ a spocˇı´ta´me f (x) a f (x′). Je-li funkcˇnı´ hodnota v bodeˇ x′ stejna´ nebo lepsˇı´ nezˇ v x, posu-
neme se do bodu x, tedy x := x′. Je-li funkcˇnı´ hodnota horsˇı´, spocˇı´ta´me pravdeˇpodobnost
prˇijmutı´ tohoto bodu, i kdyzˇ se prˇesuneme k horsˇı´mu rˇesˇenı´. Tato pravdeˇpodobnost je funkcı´
rozdı´lu funkcˇnı´ch hodnot, aktua´lnı´ teploty a take´ funkcˇnı´ hodnoty v bodeˇ x. Prˇedpisu˚ pro
vy´pocˇet te´to pravdeˇpodobnosti je cela´ rˇada, jednou z nejpouzˇı´vaneˇjsˇı´ch je Metropolisovo
krite´rium. Pro pravdeˇpodonost na´hrady stare´ho stavu novy´m platı´ na´sledujı´cı´ vzorec:
P(x→ x′) = 1pro f (x′)≤ f (x)
P(x→ x′) = e
f (x′)− f (x)
T pro f (x′)> f (x)
kde T prˇedstavuje teplotu syste´mu. Na obra´zku 4.5 je zobrazen pru˚beˇh Metropolisova
krite´ria v za´vislosti na rozdı´lu funkcˇnı´ch hodnot f (x′)> f (x) a nastavene´ teploteˇ T .
Obra´zek 4.5: Metropolisovo krite´rium
Po kazˇde´m kroku snı´zˇı´me teplotu podle tzv. ochlazovacı´ho pla´nu. Nejjednodusˇsˇı´ ochla-
zovacı´ pla´n je vyna´sobenı´ teploty koeficientem α. Ze zkusˇenostı´ vyply´va´, zˇe α je vhodne´
volit mezi 0.8 a 0.99. Jinou mozˇnostı´ je pouzˇı´t tzv. simulovane´ hasˇenı´ dle vzorce T0 =
T/(1+αT ). Koefcient β je mala´ neza´porna´ konstanta, β< 1. Snı´zˇı´-li se teplota pod urcˇitou
mez, tzv. zmrazenı´ krystalu, nastavı´me opeˇt T = 1. Po prˇijmutı´ nebo odmı´tnutı´ bodu x′ opa-
kujeme popsany´ postup pro vy´beˇr nove´ho prˇı´pustne´ho rˇesˇenı´. Tı´m, zˇe s urcˇitou zmensˇujı´cı´
se pravdeˇpodobnostı´ prˇijı´ma´me i horsˇı´ rˇesˇenı´, jsme schopni opustit okolı´ loka´lnı´ho optima
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a prˇitom se sta´le blı´zˇit k optimu globa´lnı´mu. Pokud je ochlazovacı´ pla´n dostatecˇneˇ pomaly´
a metoda generova´nı´ novy´ch prˇı´pustny´ch rˇesˇenı´ pokry´va´ cely´ stavovy´ prostor, pak simulo-
vane´ zˇı´ha´nı´ konverguje v pravdeˇpodobnosti ke globa´lnı´mu optimu. Protozˇe se pohybujeme
ve stavove´m prostoru i smeˇrem k horsˇı´m rˇesˇenı´m, musı´me si pamatovat dosud nejlepsˇı´
nalezene´ rˇesˇenı´, nebot’toto rˇesˇenı´ mu˚zˇeme opustit a jizˇ se k neˇmu nevra´tit.
Pseudoko´d [22]:
T = determine a starting temperature
current = generate an initial solution
best = current
While not yet frozen do
While not yet at equilibrium for this temperature do
next = a random solution selected from Neigh(current)
delta E = f(next) - f(current)
if delta E<0 then current = next
if f(next) < f(best) then best = next
else
choose a random number r uniformly from [0.1]
if r < eˆ{-\Delta E/T} then current = next
end while
lower the temperature T
end while
Return best
Beˇhem poslednı´ho desetiletı´ se algoritmus uplatnil prˇi rˇesˇenı´ ru˚znorody´ch optimalizacˇnı´ch
proble´mu˚. Jeho vy´hodu je, zˇe kazˇde´ vola´nı´ u´cˇelove´ funkce se vyuzˇı´va´ prˇı´mo k prohleda´va´nı´
stavove´ho prostoru, nepotrˇebujeme zˇa´dna´ nadbytecˇna´ vola´nı´ u´cˇelove´ funkce.
4.8 Tabu search
Metoda zaka´zane´ho prohleda´va´nı´ vycha´zı´ z horolezecke´ho algoritmu, kde se snazˇı´ odstra-
nit proble´m zacyklenı´. Do horolezecke´ho algoritmu je zavedena´ tzv. kra´tkodoba´ pameˇt’,
ktera´ si po urcˇity´ kra´tky´ interval pamatuje inverznı´ transformace k loka´lneˇ optima´lnı´m
transformacı´m rˇesˇenı´, pouzˇity´m k zı´ska´nı´ novy´ch aktua´lnı´ch rˇesˇenı´. Zmı´neˇne´ inverznı´
transformace jsou pak zaka´za´ny (tabu) prˇi tvorbeˇ nove´ho okolı´ pro dane´ aktua´lnı´ rˇesˇenı´ a
tedy je zamezeno vyuzˇitı´ jizˇ jednou navsˇtı´vene´ho rˇesˇenı´. Zaka´zany´ seznam transformacı´
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je omezen svou maxima´lnı´ velikostı´ kmax, prˇi beˇhu algoritmu docha´zı´ k jeho obnovova´nı´.
Prˇi inicializaci algoritmu je zaka´zany´ seznam pra´zdny´, po kazˇde´ iteraci se do zaka´zane´ho
seznamu prˇida´ transformace inverznı´ k transformaci, ktera´ poskytla nejlepsˇı´ rˇesˇenı´ v ra´mci
sousedstvı´ v prˇedcha´zejı´cı´m kroku. Zaka´zany´ seznam musı´ by´t kratsˇı´, nezˇ je pocˇet mozˇ-
ny´ch transformacı´ v ra´mci sousedstvı´. Po kmax iteracı´ch zaka´zany´ seznam uzˇ obsahuje
kmax transformacı´ a kazˇde´ dalsˇı´ prˇida´nı´ nove´ transformace je doprova´zeno vyloucˇenı´m
momenta´lneˇ nejstarsˇı´ transformace v tabu seznamu. Zaka´zany´ seznam se tedy cyklicky
obnovuje.
Pseudo ko´d [23]:
s = random assignment of variables
num_moves = 0
initialise randomly the tabu list
while eval(s)>0 & num_moves<Max_Moves do
choose a move <V,v’> with the best performance
among the non-tabu
moves and the moves satisfying the aspiration criteria
introduce <V,v> in the tabu list,
where v is the current value of V
remove the oldest move from the tabu list




Empiricke´ zkusˇenosti s algoritmem ukazujı´, zˇe velikost kmax zaka´zane´ho seznamu je
du˚lezˇity´m parametrem pro prˇekona´nı´ loka´lnı´ho minima. Je-li kmax maly´, mu˚zˇe se vyskyt-
nout zacyklenı´ algoritmu, stejneˇ jako u klasicke´ho horolezecke´ho algoritmu, ale po vı´ce
krocı´ch. Je-li parametr kmax velky´, potom s velkou pravdeˇpodobnostı´ dojde k prˇeskocˇenı´
mozˇny´ch cest vedoucı´ch k optima´lnı´mu rˇesˇenı´.
Soucˇa´stı´ algoritmu je aspiracˇnı´ krite´rium. Toto krite´rium dovoluje pouzˇitı´ zaka´zane´
transformace v prˇı´padeˇ, zˇe vznikle´ sousednı´ rˇesˇenı´ by poskytlo lepsˇı´ hodnotu u´cˇelove´
funkce, nezˇ ma´ docˇasne´ nejlepsˇı´ rˇesˇenı´.
Technika zaka´zane´ho prohleda´va´nı´mu˚zˇe by´t pouzˇita i v kombinaci s jiny´mi algoritmy.V
teˇchto prˇı´padech vsˇak nenı´ natolik efektivnı´, nebot’metody neprohleda´vajı´ cele´ sousedstvı´




Optimalizace pomocı´mravencˇı´ kolonie (ACO) je algoritmus zalozˇeny´ na chova´nı´ mravencu˚
v kolonii. Princip je na´sledujı´cı´: zdrojem mravencu˚ je jejich mravenisˇteˇ a cı´lem je nalezenı´
potravy. Mravenci po urcˇite´ dobeˇ naleznou optima´lnı´ (nejkratsˇı´) cestu k cı´li a tuto trasu pote´
preferujı´ - mravenci si cestu znacˇkujı´ feromonem. Jeho intenzita urcˇuje smeˇr, ktery´m se
mravenec vyda´. Pokud dojde mravenec k rozcestı´, ktere´ nenı´ oznacˇeno feromonem, zvolı´
cestu na´hodneˇ. Prˇi procha´zenı´ po cesteˇ zanecha´ mravenec stopu a prˇi na´vratu touto cestou
ji oznacˇkuje podruhe´. Cˇı´m je je procha´zenı´ zvolenou cestou cˇasteˇjsˇı´, tı´m je veˇtsˇı´ intenzita
feromonu. Po urcˇite´m cˇase je intenzita feromonu na preferovane´ cesteˇ tak silna´, zˇe se se
stane preferovanou volbou i pro ostatnı´ mravence a zesilova´nı´ probı´ha´ i nada´le.
Pro u´cˇely implementace optimalizacˇnı´ch algoritmu˚ je vytva´rˇen umeˇly´ mravenec, jehozˇ
vlastnosti oproti skutecˇny´m mravencu˚m jsou upraveny tak, aby dosˇlo ke zlepsˇenı´ vy´sledku˚
algoritmu˚, ktere´ rˇesˇı´ konkre´tnı´ proble´my. Podobnosti se skutecˇny´mi mravenci jsou prˇede-
vsˇı´m v koloniı´ch spolupracujı´cı´ch mravencu˚, v pouzˇitı´ feromonove´ stopy, v neprˇı´me´ komu-
nikaci mravencu˚ pomocı´ feromonove´ stopy a v pravdeˇpodobnostnı´m rozhodova´nı´. Rozdı´l
oproti skutecˇny´ch mravencu˚m je v pamatova´nı´ vnitrˇnı´ch stavu˚ (jaka´si osobnı´ pameˇt’, ktera´
zaznamena´va´ doposud vykonane´ akce). Dalsˇı´m vy´znamny´m rozdı´lem oproti skutecˇny´m
mravencu˚m je, zˇe mnozˇstvı´ zanechane´ho feromonu je funkcı´ kvality nalezene´ho rˇesˇenı´.
Mravenci pouzˇitı´ v koloniı´ch fungujı´ jako stochasticke´ procedury vytva´rˇejı´cı´ nova´ rˇesˇenı´
interaktivnı´m prˇida´va´nı´m komponent (feromonova´ stopa) do cˇa´stecˇne´ho rˇesˇenı´. Mravenci
prˇi vy´beˇru kazˇde´ dalsˇı´ komponenty zvazˇujı´ informaci o rˇesˇene´m proble´mu, snazˇı´ se vyuzˇı´t
takovou informaci, ktera´ vede ke slibne´mu rˇesˇenı´ proble´mu. Jeden konkre´tnı´ mravenec
bere v potaz zkusˇenosti zı´skane´ v pru˚beˇhu vy´pocˇtu ostatnı´mi mravenci; tyto informace
jsou reprezentova´ny feromonovou stopou a neusta´le se vyvı´jı´ (pru˚beˇh rˇesˇenı´ s feromony je
zobrazen na obr. 4.6).
Feromon je vyja´drˇen vahou, ktera´ je prˇirˇazena dane´ cesteˇ vedoucı´ k cı´li. Tato va´ha je
aditivnı´, cozˇ umozˇnˇuje prˇida´vat dalsˇı´ feromony od dalsˇı´ch mravencu˚. V tomto algoritmu
je take´ zohledneˇn fakt, zˇe se feromony vyparˇujı´, pokud cesta nenı´ vyuzˇı´va´na docha´zı´
ke snı´zˇenı´ hodnoty vah u jednotlivy´ch spoju˚. Tento fakt pak zvysˇuje schopnost nalezenı´
globa´lnı´ho extre´mu.
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Obra´zek 4.6: Pru˚beˇh rˇesˇenı´ pomocı´ mravencˇnı´ kolonie
Pseudoko´d je na´sledujı´cı´ [24]:
Loop
Randomly position m artificial ants on n cities
For city=1 to n
For ant=1 to m
{Each ant builds a solution by adding one city
after the other}
Select probabilistically the next city according to
exploration and exploitation mechanism
Apply the local trail updating rule
End for
calculate the length Lm of the tour generated by ant m
End for
Apply the global trail updating rule
using the best ant so far
Until End_condition
Algoritmus zacˇı´na´ prˇirˇazenı´m na´hodne´ho rˇesˇenı´ kazˇde´mu mravenci a pote´ toto rˇesˇenı´
vylepsˇı´ za pomoci loka´lnı´ho prohleda´va´nı´. Na za´kladeˇ ceny nejlepsˇı´ho nalezene´ho rˇesˇenı´ se
inicializuje feromonova´ dra´ha (tedymatice vah) a pak kazˇdy´ mravenec provede urcˇity´ pocˇet
kroku˚ a to bud’exploatacı´ (ke zlepsˇenı´ hodnoty aktua´lnı´ho rˇesˇenı´ dane´ho mravence) nebo
exploracı´ (pro modifikaci aktua´lnı´ho rˇesˇenı´ dane´ho mravence – cˇa´stecˇneˇ na´hodneˇ, cˇa´stecˇneˇ
pomocı´ vah k rˇesˇenı´, ktere´ obsahuje vysoke´ hodnoty feromonu˚). Vy´sledne´ rˇesˇenı´ zı´skane´
modifikacı´ je pak vylepsˇeno pomocı´ loka´lnı´ho prohleda´va´nı´. Pokud se algoritmus nacha´zı´
ve fa´zı´ch zesilova´nı´ (zveˇtsˇova´nı´ intenzity feromonu), pak je nejlepsˇı´ rˇesˇenı´, ktere´ je nalezeno
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v pru˚beˇhu modifikace a po provedenı´ loka´lnı´ho prohleda´va´nı´ oznacˇeno jako aktua´lnı´ rˇesˇenı´
dane´ho mravence. Prˇedcha´zejı´cı´ zpu˚sob vy´pocˇtu se opakuje pro kazˇde´ho mravence. Pokud
jizˇ nenı´ nalezeno zˇa´dne´ zlepsˇenı´, fa´ze zesilova´nı´ se zastavı´ (prohleda´vany´ prostor nebude
prˇı´znivy´m pro nalezenı´ optima´lnı´ho rˇesˇenı´). Pokud vsˇak docha´zı´ k vylepsˇova´nı´ nejlepsˇı´ho
rˇesˇenı´, fa´ze zesilova´nı´ pokracˇuje (prostor prohleda´va´nı´ je slibny´). Nynı´ ma´ kazˇdy´ element
feromonove´ dra´hy svou hodnotu zredukova´nu (docha´zı´ k simulaci vyparˇova´nı´ feromonu˚).
V dalsˇı´m kroku se elementu˚m, ktere´ jsou obsazˇeny v nejlepsˇı´m nalezene´m rˇesˇenı´, zvysˇuje
hodnota jejich feromonu˚ (cozˇ vede k zesilova´nı´ vhodny´ch argumentu˚ rˇesˇenı´). Pokud po
urcˇite´m pocˇtu iteracı´ jizˇ neexistuje zˇa´dne´ dalsˇı´ zlepsˇenı´ nejlepsˇı´ho nalezene´ho rˇesˇenı´, pak
algoritmus nastavı´ vsˇechy mravencˇı´ch rˇesˇenı´ (azˇ na jedno) na nove´ na´hodne´ pocˇa´tecˇnı´
rˇesˇenı´. Zbyly´ mravenec si drzˇı´ nejlepsˇı´ nalezene´ rˇesˇenı´. Tento proces pokracˇuje do te´ doby,
dokud nenı´ porusˇena stra´zˇnı´ podmı´nka.
4.10 Genetic search
Geneticke´ algoritmy (GA) jsou inspirova´ny za´kony prˇirozene´ho evolucˇnı´ho vy´beˇru. V evo-
lucˇnı´m vy´voji se prosazujı´ jedinci, kterˇı´ majı´ jiste´ zˇa´doucı´ vlastnosti, ktere´ jsou na geneticke´
u´rovni determinova´ny kombinacı´ rodicˇovsky´ch chromozo´mu˚. Principem GA je tedy hle-
da´nı´ lepsˇı´ch rˇesˇenı´ slozˇity´ch proble´mu˚ kombinacı´ existujı´cı´ch rˇesˇenı´. Prˇestozˇe geneticke´
algoritmy nemajı´ prakticky s biologiı´ nic spolecˇne´ho, udrzˇujı´ si biologickou terminologii.
Evolucı´ jsou mı´neˇny postupne´ zmeˇny rˇesˇenı´ vedoucı´ k nalezenı´ extre´mu funkce. Konkre´tnı´
rˇesˇenı´ x tvorˇı´ jedince (neˇkdy je forma´lneˇ jedinec nazy´va´n chromozo´mem). V prˇı´padeˇ TSP
bude jedincem jedna vygenerovana´ hamiltonovska´ kruzˇnice. Hodnota fitness jedince odpo-
vı´da´ hodnoteˇ u´cˇelove´ funkce f (x) v tomto rˇesˇenı´. Nenı´ du˚lezˇity´ samotny´ jedinec, jako spı´sˇe
postupny´ vy´voj, kooperace a fungova´nı´ populace - souboru jedincu˚. Neu´speˇsˇnı´ jedinci mizı´,
u´speˇsˇnı´ prˇezˇı´vajı´ a reprodukujı´ se. Prˇi aplikaci GA na zkoumane´ proble´my kazˇdy´ jedinec
ko´duje jedno rˇesˇenı´ x proble´mu. Pro manipulace s chromozo´my se pouzˇı´vajı´ opera´tory
selekce (selection), krˇı´zˇenı´ (crossover) a mutace (mutation). Prˇi selekci se jedna´ o vy´beˇr
jedincu˚ z celkove´ populace, kterˇı´ se stanou rodicˇi. Du˚lezˇity´m hlediskem, jezˇ se uplatnˇuje
prˇi vy´beˇru alesponˇ jednoho z rodicˇu˚, je pra´veˇ jeho fitness. Zmeˇny v populaci jsou zpu˚sobo-
va´ny krˇı´zˇenı´m (vy´meˇna geneticke´ informace mezi jedinci) a mutacı´ (ma´lo pravdeˇpodobne´
provedenı´ na´hodne´ zmeˇny chromozo´mu, zabranˇujı´cı´ zdegenerova´nı´ populace). Geneticke´
algoritmy pracujı´ tak, zˇe se nejprve vytvorˇı´ pocˇa´tecˇnı´ populace o velikosti p jedincu˚ a pak
se tato populace meˇnı´ pomocı´ geneticky´ch opera´toru˚ tak dlouho, dokud nenı´ splneˇna neˇjaka´
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podmı´nka ukoncˇenı´.
Pocˇa´tecˇnı´ populace se veˇtsˇinou zı´ska´ na´hodny´m generova´nı´m. Prˇi nasazenı´ kvalitnı´ho
rˇesˇenı´ do pocˇa´tecˇnı´ populace se uka´zalo nebezpecˇı´ prˇedcˇasne´ konvergence do nekvalitnı´ho
loka´lnı´ho optima. Pokud jde o velikost p populace, je zrˇejme´, zˇe mala´ populace mu˚zˇe
zavinit sˇpatne´ pokrytı´ prostoru rˇesˇenı´, zatı´mco velka´ populace zvysˇuje vy´pocˇetnı´ na´rocˇnost.
Empiricke´ zkusˇenosti ukazujı´, zˇe pro veˇtsˇinu proble´mu˚ je dostacˇujı´cı´ populace o velikosti
50 azˇ 200 jedincu˚.
Selekcı´ jsou z populace vybra´ny zdatnı´ jedinci (s dobrou hodnotou fitness funkce), kterˇı´
se stanou rodicˇi. Rodicˇe se vybı´rajı´ pseudona´hodneˇ. Zdatneˇjsˇı´ jedinci majı´ veˇtsˇı´ sˇanci by´t
vybra´ni nezˇ me´neˇ zdatnı´ jedinci. Cˇı´m je jedinec zdatneˇjsˇı´ (cˇı´mma´ lepsˇı´ hodnotu fitness), tı´m
je pravdeˇpodobnost jeho vy´beˇru ke krˇı´zˇenı´ veˇtsˇı´. Pokud se vy´beˇr uskutecˇnˇuje v souladu s
rozdeˇlenı´m pravdeˇpodobnosti, pocˇı´tany´m jako podı´l hodnoty fitness chromozo´mu k celkove´
hodnoteˇ fitness populace, oznacˇujeme tento zpu˚sob vy´beˇru jako ruleta. Jiny´m zpu˚sobem
selekce je naprˇı´klad souteˇzˇenı´ (tournament). Souteˇzˇe se u´cˇastnı´ jen cˇa´st populace a jejı´
vı´teˇz se pak stane rodicˇem.
Krˇı´zˇenı´ (obr. 4.7) se pro vybranou skupinu rodicˇovsky´ch chromozo´mu˚ mu˚zˇe usku-
tecˇnˇovat neˇkolika zpu˚soby. Naprˇı´klad pro prˇı´pad, kdy je jedinec reprezentova´n sekvencı´
cˇı´sel u´loh, prˇedstavuje nejjednodusˇsˇı´ prˇı´stup tzv. jednobodove´ krˇı´zˇenı´, prˇi neˇmzˇ se zvolı´
na´hodneˇ bod, rozdeˇlujı´cı´ oba rodicˇovske´ chromozo´my na dveˇ cˇa´sti. Jeden potomek pak
zdeˇdı´ levou cˇa´st z prvnı´ho rodicˇe a na zby´vajı´cı´ pozice se mu doplnı´ chybeˇjı´cı´ prvky v
tom porˇadı´, v jake´m se vyskytujı´ ve druhe´m rodicˇi, druhy´ potomek vznikne analogicky s
obra´ceny´m porˇadı´m rodicˇu˚.
Obra´zek 4.7: Dvoubodove´ krˇı´zˇenı´ rˇesˇenı´ TSP o 10 meˇstech
Mutace (obr. 4.8) je mala´ na´hodna´ zmeˇna jedne´ cˇi neˇkolika promeˇnny´ch (prvku˚ chro-
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mozo´mu), ktera´ ovlivnı´ rˇesˇenı´, at’uzˇ kladneˇ nebo za´porneˇ. Pravdeˇpodobnost uskutecˇneˇnı´
mutace je nı´zka´ (obvykle mensˇı´ nezˇ 1 %). Mutace je nutna´ k tomu, aby se zamezilo prˇı´lisˇne´
specializaci – zapadnutı´ cele´ populace do jednoho loka´lnı´hominima; aby vzˇdy bylamozˇnost
vytvorˇenı´ za´sadneˇ novy´ch chromozo´mu˚ odpovı´dajı´cı´ch lepsˇı´mu rˇesˇenı´. Mutace prˇina´sˇejı´
do chromozo´mu˚ novou genetickou informaci. Pro mutaci mohou by´t pouzˇity stejne´ opera´-
tory, jaky´mi lze generovat sousednı´ rˇesˇenı´ v prˇedchozı´ch popsany´ch metoda´ch. Jednou z
mozˇnostı´ zmeˇny p-cˇlenne´ populace je vygenerovat pomocı´ krˇı´zˇenı´ a mutace novou generaci
p potomku˚ a nahradit jı´ rodicˇovskou generaci. Jine´ zpu˚soby umozˇnˇujı´ prˇekry´va´nı´ popu-
lace rodicˇu˚ a potomku˚ a populaci tedy meˇnı´ inkrementa´lneˇ. Naprˇ. vygenerovany´ potomek
nahrazuje pseudona´hodneˇ vybrane´ho slabe´ho prˇı´slusˇnı´ka aktua´lnı´ populace.
Obra´zek 4.8: Posuvna´ mutace rˇesˇenı´ TSP o 10 meˇstech
Pseudoko´d rˇesˇenı´ TSP pomocı´ geneticke´ho algoritmu [25]:
t = 0
initialize population P(t) with m individuals
evaluate population P(t)
while termination condition is not met
select parents from P(t)
generates new individuals using reproduction rules
some individuals die in P(t)
form a new population P(t+1)
evaluate population P(t+1)
t = t + 1
end while
return the best individual
4.11 Participle swarms
Princip Participle swarms optimalization - zkra´ceneˇ PSO vycha´zı´ z rojove´ inteligence po-
zorovane´ naprˇ. u vcˇelstev a napodobuje jejich chova´nı´. Cˇa´stecˇneˇ vycha´zı´ z algoritmu˚ ACO
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a GA. Syste´m je samoregulujı´cı´ a vykazujı´cı´ silne´ kolektivnı´ chova´nı´. Nad kazˇdy´m cˇlenem
hejna jsou definova´ny urcˇite´ operace, cˇlen mimo to disponuje cˇa´stı´ znalostı´ cele´ho roje. Na
pocˇa´tku prova´deˇnı´ algoritmu se stanovy´ prostor, nad ktery´m je definova´na optimalizovana´
funkce a v ktere´m se hleda´ jejı´ minimum. Protozˇe v mnoha aplikacı´ch nema´ rˇesˇenı´ mimo
stavovy´ prostor smysl, snazˇı´me se drzˇet agenty roje v stanovene´m prostoru.
Kazˇdy´ agent si pamatuje svu˚j dosavadnı´ nejlepsˇı´ objev (promeˇnna´ pbest). Nejlepsˇı´
objev cele´ho hejna (gbest) je nejlepsˇı´m objevem vsˇech osobnı´ch objevu˚.
Chova´nı´ agenta ovlivnˇuje jeho rychlost, ktera´ je stanovena v kazˇde´ iteraci, pro kazˇde´ho
agenta zvla´sˇt’ a ovlivnˇuje smeˇr, jı´mzˇ se pohybuje. Soucˇa´stı´ vy´pocˇtu rychlosti je va´hovy´
vektor, ten mu˚zˇe by´t konstantnı´, nebo se mu˚zˇe meˇnit v rozmezı´ hodnot max ... min.
Klesajı´cı´ koeficient zabranˇuje oscilacı´m a stimuluje hejno ke konvergenci nad nalezeny´m
globa´lnı´m minimem.
Pro agenta je te´zˇ du˚lezˇita´ pohybova´ rovnice, nova´ pozice se zı´ska´va´ jako soucˇet koor-
dina´tu˚ v minule´ iteraci pozmeˇneˇne´ o pohyb v soucˇasne´ iteraci.
Protozˇe vy´sˇe uvedene´ vztahy neomezujı´ pohyb agentu˚ je nutne´ zave´zt omezujı´cı´ pod-
mı´nky. Pouzˇı´va´ se neˇkolik ru˚zny´ch technik, mezi nejpouzˇı´vaneˇjsˇı´ patrˇı´:





Omezenı´ pomocı´ rychlosti se pouzˇı´va´ jen velmi zrˇı´dka, proto prˇejdeme k pouzˇitı´ zdı´. Je to
vlastneˇ zpu˚sob, jaky´m bude zacha´zeno s agentem , pokud se dostane na hranice stavove´ho
prostoru. My budeme preferovat neviditelnou zed’, pokud agent prˇekrocˇı´ hranice stavove´ho
prostoru, pak je nasmeˇrova´n zpeˇt a nedocha´zı´ k vyhodnocova´ni fitness funkce. Vy´hodou
tohoto rˇesˇenı´ je u´spora vy´pocˇetnı´ho cˇasu, kdy se vyhodnocujı´ pouze ti agenti, jejichzˇ
vy´sledky jsou po na´s podstatne´.








If the fitness value is better than the best fitness value
(pBest) in history set current value as the new pBest
End
Choose the particle with the best fitness value of all
the particles as the gBest
For each particle
Calculate particle velocity according equation (a)
Update particle position according equation (b)
End
While max. iterations or min. error criteria is not attained
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Kapitola 5
Testy a dosazˇene´ vy´sledky
Testy jsem prova´deˇl na pocˇı´tacˇi HP Pavilion, mikroprocesor Intel Core 2 Duo P8400
2.26GHz pro kazˇde´ ja´dro, 4 GB RAM, operacˇnı´ syste´m Windows Vista 32-bit, instancı´
programu Matlab 2008b 32-bit.
Protozˇe slozˇitost rˇesˇene´ho proble´mu roste s faktoria´lem velikosti vstupu n, provedl
jsem rozdeˇlenı´ vy´sledku˚ do dvou skupin, v prvnı´ skupineˇ jsou vy´sledky u´loh, ve ktery´ch je
zna´mominima´lnı´ rˇesˇenı´, a jsme schopni porovnat, jak se jednotlive´ vy´sledky srovna´vany´ch
algoritmu˚ od neˇj lisˇı´. Ve druhe´ skupineˇ minima´lnı´ rˇesˇenı´ zna´mo nenı´, tedy porovna´va´me
vy´sledky vzhledem k nejoptima´lneˇjsˇı´mu dosazˇene´mu rˇesˇenı´.
U kazˇde´ implementace algoritmu je uvedeno rˇesˇenı´ vzhledem k velikosti vstupu n. V
testech se zaby´va´me prˇedevsˇı´m prostorovou a cˇasovou za´vislostı´, v neposlednı´ rˇadeˇ take´
dosazˇenou minima´lnı´ cestou propojujı´cı´ nmeˇst. Da´le pak jsou v tabulce uvedeny pru˚meˇrne´
cˇasy vy´pocˇtu v prˇı´padeˇ osmi meˇst, tedy n= 8.
V prˇı´padeˇ hleda´nı´ prostorove´ za´vislosti, ktera´ nejde zobrazit v graficke´ aplikaci jsem
postupoval na´sledovneˇ. Nejprve jsem si vyvolal promeˇnne´ syste´mu obsahujı´cı´ informace
o velikosti zabrane´ pameˇti a ulozˇil do promeˇnne´ M1
>> [usr, sys] = memory;M1=usr.MemUsedMATLAB;
Po vy´pocˇtu s pozˇadovany´m pocˇtemmeˇst jsem znovu provedl vyvola´nı´ syste´move´ promeˇnne´
a ulozˇil do M2, pote´ jsem udeˇlal jejich rozdı´l.
>> [usr, sys] = memory;M2=usr.MemUsedMATLAB;
>> M2-M1
Popsany´m zpu˚sobem jsem urcˇil prostorove´ na´rocˇnosti u jednotlivy´ch rˇesˇenı´.
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5.1 Ovla´da´nı´ graficke´ho rozhranı´ algoritmu˚
Pro vsˇechny zmı´neˇne´ algoritmy jsem udeˇlal stejne´ graficke´ rozhranı´ v programu MATLAB
(obr. 5.1).
Obra´zek 5.1: Graficke´ rozhranı´ pro algoritmy MATLAB
Rozhranı´ je slozˇeno ze dvou polorovin. Vrchnı´ polorovnina slozˇı´ k zada´va´nı´ vstupnı´ch dat,
data mohou by´t nacˇtena ze souboru typu Microsoft EXCEL .xls tlacˇı´tkem LOAD a musı´
mı´t tvar zobrazeny´ na obr 5.2 (v prvnı´m sloupci jsou uvedeny sourˇadnice X, ve druhe´m
sourˇadnice Y). Data mohou by´t take´ vygenerova´na pomocı´ tlacˇı´tka RANDOM, kdy se
nejprve do polı´cˇka obsahujı´cı´ 0 zada´ pocˇet generovany´ch meˇst.
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Obra´zek 5.2: Forma´t zada´vany´ch dat v programu EXCEL pro 10 meˇst
Pro vy´pocˇet je urcˇeno tlacˇı´tko RUN, pokud algoritmus obsahuje vedlejsˇı´ parametry, ktere´ je
nutne´ zada´vat rucˇneˇ, je vy´zva na jejı´ch zada´nı´ a potvrzenı´ zobrazena v konzoli MATLABu.
5.2 Rˇesˇenı´ pro TSP do 11 meˇst
Nejprve se budeme zaby´vat rˇesˇenı´m, pro maly´ vstup, tedy n <= 11 meˇst, vy´hodu tohoto
prˇı´stupu je, zˇe jsme schopni otestovat vsˇechny popisovane´ algoritmy vcˇetneˇ teˇch procha´-
zejı´cı´ch vsˇechny mozˇnosti (naprˇ. Exhausive search).
5.2.1 Backtracking
Algoritmus prohleda´va´ cely´ stavovy´ prostor, proto z cˇasove´ho hlediska bylo neefektivnı´
prova´deˇt testy s vı´ce jak 11 meˇsty. Z tabulky 5.1 je videˇt, zˇe pameˇt’pro ukla´da´nı´ informacı´
se zvysˇuje linea´rneˇ, ale to neplatı´ o cˇasu ktery´ roste exponencia´lneˇ v za´vislosti na velikosti
vstupu. Vy´hodou algoritmu je prˇedevsˇı´m maly´ pameˇt’ovy´ prostor a nalezenı´ minima´lnı´ho
rˇesˇenı´(nejkratsˇı´ cesty) pro maly´ pocˇet meˇst.
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Tabulka 5.1: Backtracking
Pokud jsme prohleda´vali cesty mezi ru˚zneˇ rozmı´steˇny´ni meˇsty, byla de´lka cˇasu vy´pocˇtu
dle tabulky 5.2 velmi podobna´, z toho plyne, zˇe byl prova´deˇn stejny´ vy´pocˇet s jiny´mi daty
a ru˚zna´ de´lka cesty mezi meˇsty nema´ vliv na rychlost vy´pocˇtu.
Tabulka 5.2: Backtracking
5.2.2 Exhausive search
Algoritmus pracuje na principu prohleda´va´nı´ vsˇech mozˇny´ch rˇesˇenı´, jeho nevy´hodou je
prˇedevsˇı´m faktoria´lnı´ za´vislost cˇasu na velikosti vstupu n, z tohoto du˚vodu jsme neprova´deˇli
testy se vstupem veˇtsˇı´m jak 10 meˇst (tab. 5.3).
Tabulka 5.3: Exhausive search
Pru˚meˇrna´ doba vy´pocˇtu takte´zˇ trva´ pro stejneˇ rozmeˇrne´ vstupy podobnou dobu. Je to
da´no zbu˚sobem vy´pocˇtu, kdy procha´zı´me vsˇechny rˇesˇenı´. De´lky vy´pocˇtu jsou zobrazeny v
tabulce 5.4.
55
Tabulka 5.4: Exhausive search
5.2.3 Genetic search
Vy´sledky tohoto algoritmu byli da´ny prˇedevsˇı´m prˇesneˇ nastaveny´m stupneˇm iteracı´ (krˇı´zˇe-
nı´m), proto by vlivem jejich dynamicke´ u´pravy podle stanoveny´ch krite´riı´ mohlo docha´zet
k lepsˇı´m vy´sledku˚m. Narozdı´l od prˇedcha´zejı´cı´ch algoritmu˚ uzˇ nedocha´zı´ k cele´mu pro-
cha´zenı´ stavove´ho prostoru, proto je cˇasova´ slozˇitost mensˇı´ jak v prˇedcha´zejı´cı´h prˇı´padech.
Tento a na´sledujı´cı´ algoritmy se dajı´ nazvat jizˇ optimalizacˇnı´ a vybı´rajı´ nejlepsˇı´ nalezene´
rˇesˇenı´, prˇesto zˇe nemusı´ by´t minima´lnı´. Mnozˇstvı´ zabrane´ pameˇti, de´lka nalezene´ cesty a
rozdı´l oproti minima´lnı´mu rˇesˇenı´ je videˇt v tabulce 5.5.
Tabulka 5.5: Genetic search
Pru˚meˇrna´ de´lka vy´pocˇtu u 8 meˇst a 1000 iteracı´ je zna´zorneˇna v tabulce 5.6.
Tabulka 5.6: Genetic search
5.2.4 Greedy search
Algoritmus zalozˇeny´ na Lin-Kernighem optimalizaci je zajı´mavy´ prˇedevsˇı´m cˇasovou slozˇi-
tostı´ rˇesˇenı´, z tabulky 5.7 je mozˇne´ vypozorovat, zˇe cˇas roste mnohem pomaleji, nezˇ v
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prˇı´padeˇ prohleda´nı´ cele´ho stavove´ho prostoru (Eexhausive search a Backtracking), prˇesto
docha´zı´ pomeˇrneˇ cˇasto k nalezenenı´ minima´lnı´ho rˇesˇenı´ jak ukazuje tab. 5.7. Dobry´ vy´sle-
dek je take´ u pameˇt’ove´ na´rocˇnosti rˇesˇenı´.
Tabulka 5.7: Greedy search
V prˇı´padeˇ opakovane´ho prova´deˇnı´ vy´pocˇtu se lze prˇiblı´zˇit azˇ k minima´lnı´mu rˇesˇenı´, jak
ukazuje tabulka 5.8.
Tabulka 5.8: Greedy search
5.2.5 Hill Climbing search
Z pohledu cˇasu je algoritmus velmi rychly´, jak zna´zornˇuje tabulka 5.9. Pro dosazˇenı´ le-
psˇı´ch vy´sledku˚ zacˇı´na´ algoritmus z na´hodneˇ vybrany´ch pocˇa´tecˇnı´ch bodu˚ (je zde proble´m
loka´lnı´ho extre´mu, jenzˇ byl podrobneˇji rozebra´n v prˇedcha´zejı´cı´ kapitole).
Tabulka 5.9: Hill Climbing search
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V tabulce 5.10 jsou zaznamena´ny cˇasy a dosazˇene´ nejlepsˇı´ rˇesˇenı´, da´le jsou patrne´ spra´vne´
vy´sledky i prˇesto zˇe algoritmus patrˇı´ k jednodusˇsˇı´m.
Tabulka 5.10: Hill Climbing search
5.2.6 Random search
Tento zpu˚sob hleda´nı´ je nejjednodusˇsˇı´ ze zkoumany´ch zpu˚sobu˚ rˇesˇenı´ TSP. Provedeme
na´hodne´ rˇesˇenı´ a prˇi dostantecˇneˇ velke´m pocˇtu rˇesˇenı´, je mezi sebou porovna´me (prˇi
velikosti vstupu n se provede vy´beˇr (n−2)!). Se zvysˇujı´cı´m se pocˇtem vstupnı´ch dat roste
i faktoria´lneˇ cˇasova´ slozˇitost, jak je patrne´ z tabulky 5.11.
Tabulka 5.11: Random search
Cˇas hleda´nı´ je velmi podobny´, vlivem provedenı´ stejne´ho pocˇtu kroku˚, jak ukazuje tabulka
5.12.
Tabulka 5.12: Random search
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5.2.7 Simulted anheling
Hleda´nı´ je rychle´, jak ukazuje tabulka 5.13, avsˇak nalezenı´ optima´lnı´ rˇesˇenı´ je obvzla´sˇt’
citlive´ na volbeˇ pocˇa´tecˇnı´ch parametru˚, cozˇ se projevuje zrˇetelnou odchylkou od minima´lnı´
hodnoty stavove´ funkce. Vy´hodou algoritmu je zcela jisteˇ pameˇt’ova´ na´rocˇnost, ktera´ patrˇı´
k nejmensˇı´m z testovany´ch algoritmu˚.
Tabulka 5.13: Simultal anheling
Prˇi dostatecˇne´m pocˇtu opakovany´ch rˇesˇenı´ se lze dostat k celkem dobry´m vy´sledku˚m za
minimum cˇasu, jak ukazuje tabulka 5.14
Tabulka 5.14: Simultal anheling
5.2.8 Tabu search
Algoritmus je zna´m uzˇ prˇes 20 let, ale i prˇesto dosahuje dobry´ch vy´sledku˚, pouze jednou
dosˇlo k odchylce od minima´lnı´ho rˇesˇenı´. Tuto situaci zachycuje tabulka 5.15.
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Tabulka 5.15: Tabu search
Prˇi dostatecˇne´m pocˇtu opakova´nı´ se lze dostak k minima´lnı´mu rˇesˇenı´. Tuto situaci ukazuje
tabulka 5.17. Nevy´hodou algoritmu je jeho cˇasova´ na´rocˇnost.
Tabulka 5.16: Tabu search
5.2.9 Ant colony
Algoritmus patrˇı´ mezi pokrocˇile´ heuristiky a jeho implementace je na´rocˇneˇjsˇı´ nezˇ naprˇ.
Hill climbing. Z tabulky je patrne´, zˇe vy´sledky jsou velmi dobre´, do 11 meˇst byla nalezena´
optima´lnı´ cesta minima´lnı´ mozˇna´.
Tabulka 5.17: Ant colony
Cˇasy patrˇily k delsˇı´m oproti jiny´m heuristicky´m metoda´m. Tento za´veˇr lze vycˇı´st z tabulky
5.18.
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Tabulka 5.18: Ant colony
5.2.10 Particle swarms
Pro tento algoritmus (stejneˇ jako u geneticke´ho algoritmu) je rozhodujı´cı´ pocˇet provedeny´ch
iteracı´. Pokud jejich pocˇet je dostatecˇneˇ velky´ jsme schopni nale´zt rˇesˇenı´ u´cˇelove´ funkce,
ktere´ je velmi blı´zke´ minimu. Tuto situaci je mozˇno uka´zat na datech v tabulce 5.19.
Tabulka 5.19: Particle swarms
V tabulce 5.20 je zachyceno rˇesˇenı´ pro osm meˇst, je videˇt zˇe v tomto prˇı´padeˇ stacˇil pocˇet
itereacı´ i= 100 napevno nastaveny´ch v algoritmu, pro nalezenı´ minima u´cˇelove´ funkce.
Tabulka 5.20: Particle swarms
5.2.11 Shrnutı´ prˇedcha´zejı´cı´h testu˚ v grafu
V grafu na obra´zku 5.3 byla pouzˇita logaritmicka´ stupnice pro lepsˇı´ zachycenı´ stoupa-
jı´cı´ doby vy´pocˇtu algoritmu˚ v za´vislosti na velikosti vstupu n. Je videˇt zˇe u algoritmu˚
prohleda´vajı´cı´ch cely´ stavovy´ prostor (Backtracking a Exhausive search) roste doba mno-
hem rychleji, nezˇ u heuristicky´ch metod, proto jsou tyto metody pro veˇtsˇı´ velikost meˇst
nepouzˇitelne´.
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Obra´zek 5.3: Cˇasova´ na´rocˇnost algoritmu pro pocˇet meˇst n= 5..11
5.2.12 Pocˇet spusˇteˇnı´ algoritmu pro snı´zˇenı´ u´cˇelove´ funkce
Jak je videˇt z tabulky 5.21, pro snı´zˇenı´ u´cˇelove´ funkce je potrˇeba prove´st vy´pocˇet vı´ce jak
jednou, je to da´no prˇedevsˇı´m citlivostı´ na parametry u teˇchto algoritmu˚, naprˇ. u algoritmu
Particle swarms byla iterace nastavena na hodnotu i = 100, zveˇtsˇilo-li by se toto cˇı´slo,
vzrostl by cˇas vy´pocˇtu, ale dosa´hli bychom lepsˇı´ho vy´sledku u´cˇelove´ funkce.
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Tabulka 5.21: Snizˇova´nı´ u´cˇelove´ funkce pro 10 meˇst
5.3 Rˇesˇenı´ pro veliky´ pocˇet meˇst
V tomto prˇı´padeˇ, jizˇ nejsme schopni urcˇit minima´lnı´ cestu pomocı´ nasˇich metod prohle-
da´vajı´cı´ cely´ stavovy´ prostor a jsme odka´za´ni na knihovnu TSPLIB, ktera´ obsahuje sbı´rku
ru˚zny´ch pocˇtu˚ meˇst, spolu s jejich minima´lnı´m rˇesˇenı´m.
V te´to kapitole se budeme zaby´vat rˇesˇenı´m u´lohy s pocˇtem n= 29. Jejı´ minima´lnı´ cesta
je rovna cˇı´slu minRoute= 0,8971tis.km Rˇesˇenı´ je zobrazeno na obra´zku 5.4.
Obra´zek 5.4: Rˇesˇenı´ pro 29 meˇst
V grafu na obr. 5.5, je videˇt odchylka od minima´lnı´ cesty v procentech. Nejle´psˇı´ kvality
vy´sledku jsme dosa´hli algoritmy Greedy a Ant colony. Vy´pocˇet vsˇech rˇesˇenı´ probeˇhl do
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Obra´zek 5.5: Odchylka od min. cesty pro 29 meˇst uvedena´ v procentech
5.4 Celkove´ zhodnocenı´
Z testu jak pro male´ pocˇty meˇst, tak pro velke´ je patrne´, zˇe nejprˇesneˇjsˇı´ vy´sledky s prˇija-
telny´m cˇasem da´va´ heuristicky´ algoritmus Ant colony, bez zmeˇny parametru˚ pouzˇity´ch prˇi
vy´pocˇtu. Proto tento algoritmus navrhuji pro zarˇazenı´ do informacˇnı´ho syste´mu QI.
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Kapitola 6
Vyuzˇitı´ vy´sledku˚ v praxi
Z pohledu ekonomie maji pro na´s vy´sledky vy´znam v na´sledujı´cı´ch trˇech oblastech:
1. Hospoda´rnost zdroju˚ - pokud algoritmus prohleda´va´ cely´ stavovy´ prostor, rostou
na´roky na pameˇt’ s exponenciona´lnı´ slozˇitostı´, proto je vhodne´ takove´to algoritmy
zkoumat jen v teoreticke´ rovineˇ (prˇı´kladem mu˚zˇe by´t Exhausive search). V ostat-
nı´ch prˇı´padech je pameˇt’veˇtsˇinou postupneˇ prˇepisova´na novy´mi daty, a jejı´ velikost
se razantneˇ nezvysˇuje, toho si lze povsˇimnout u cˇasovove´ slozˇitosti zachycene´ v
tabulka´ch kazˇde´ho algoritmu v prˇedcha´zejı´cı´ kapitole. Pameˇt’ova´ na´rocˇnost ma´ sa-
mozrˇejmeˇ vliv na velikost operacˇnı´ pameˇti v pocˇı´tacˇi. Lze prˇedpokla´dat, zˇe pokud
budeme zvysˇovat velikost stavove´ho prostoru, bude nutne´ zvysˇit velikost operacˇnı´
pameˇt’i, cozˇ se projevı´ v porˇizovacı´ch na´kladech na vy´pocˇetnı´ stroj.
2. Minimalizace na´kladu˚ na prˇepravu - pokud zvolı´me spra´vnou za´sobovacı´ trasu, mini-
malizujme na´klady na spotrˇebu pohony´ch hmot, samozrˇejmeˇ bude mensˇı´ opotrˇebenı´
za´sobovacı´ho vozidla a nizˇsˇı´ prˇepravnı´ cˇas, cozˇ ma´ samozrˇejmeˇ vliv na spokojenost
nasˇeho za´kaznı´ka.
3. Optima´lnı´ poloha za´sobovacı´h skladu˚ - prˇi navrhova´nı´ logisticke´ho rˇeteˇzce hraje
nemalou roli vza´jemna´ poloha a dostupnost, kdy se snazˇı´me o optima´lnı´ vytı´zˇenı´
skladu˚ a dopravy mezi nimi.
4. Dostupnost distributoru˚ - je vhodne´, aby se oblasti pu˚sobnosti distributoru˚ v urcˇite´
mı´rˇe prˇekry´valy, prˇekrytı´ ma´ vy´znam v prˇı´padeˇ nedostupnosti jednoho z nich, kdy
ho druhy´ nahradı´.
Vybrane´ algoritmy (diskutovane´ v prˇedcha´zejı´cı´ kapitole) se da´le pouzˇijı´ pro inovaci mo-
dulu QI, nazvane´ho Na´kup a prodej. Inovace bude fungovat na´sledovneˇ: podle data, mapy,
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cˇi jiny´ch krite´riı´ si uzˇivatel syste´mu vybere seznam mı´st, jezˇ bude potrˇeba navsˇı´vit beˇhem
jednoho rozvozu, da´le pomocı´ tlacˇı´tka Vyber cestu spustı´ vy´pocˇet a posle´ze se objevı´
porˇadnı´k mı´st rozvozu. Soucˇa´stı´ vy´sledku bude cˇas celkove´ cesty, cˇas a vzda´lenost mezi
jednotlivy´mi u´seky, samozˇejmeˇ tato trasa bude ulozˇena do databa´ze a bude slouzˇit i jako
kontrolnı´ mechanizmus pracovnı´ka rozvozu. Dalsˇı´ mozˇnostı´ je propojenı´ databa´ze napla´-
novane´ cesty se systme´mem GPS, kdy se do zarˇı´zenı´ nahraje serˇazeny´ seznam meˇst a
pracovnı´k rozva´zˇejı´cı´ zbozˇı´ se podle nı´ bude orientovat. Prˇı´padna´ dalsˇı´ inovace je nahra´nı´
seznamu do spolecˇne´ databa´ze mezi dodavatelem a odbeˇratelem, kdy odbeˇratel bude veˇdeˇt,




Diplomova´ pra´ce se zaby´vala inovacı´ zalozˇenou na implementaci algoritmu˚ rˇesˇı´cı´ch pro-
ble´m obchodnı´ho cestujı´cı´ho do modulu Na´kup a Prodej informacˇnı´ho syste´mu QI.
Byly shrnuty a analyzova´ny algoritmy rˇesˇı´cı´ tento proble´m, take´ dosˇlo k jejich prakticke´
implementaci v softwarove´m na´stroji Matlab, kde byly provedeny testy vy´znamne´ pro
zarˇazenı´ do IS. Jednalo se prˇedevsˇı´m o dosazˇenı´ nejlepsˇı´ho ohodnocenı´ u´cˇelove´ funkce -
tedy o nalezenı´ nejkratsˇı´ cesty mezi meˇsty, cozˇ vede k minimalizaci na´kladu˚ na dopravu.
Dalsˇı´m neme´neˇ vy´znamny´m prˇı´nosem je urcˇenı´ nezbytne´ho cˇasu rˇesˇenı´, cozˇ vede k
informacı´m o na´kladech energiı´ a vy´pocˇetnı´ na´rocˇnosti zdroju˚. Vy´znamne´ jsou i prostorove´
na´rocˇnosti zkoumany´ch algoritmu˚, ktere´ informujı´ o velikosti pameˇti, jı´zˇ je nutno zahrnout
do na´kladu˚ vztahujı´cı´ch se ke koupi serveru urcˇene´ho pro provoz informacˇnı´ho syste´mu
ERP.
Pracı´ bylo uka´za´no, zˇe s vyuzˇitı´m prostrˇedku˚ umeˇle´ inteligence a programovacı´ho
prostrˇedı´ softwaruMatlab lze obdrzˇet optima´lnı´ rˇesˇenı´, vztahujı´cı´ se kminimalizaci na´kladu˚
na cestu mezi za´kaznı´ky (dodavateli), spra´vnou volbou jejich posloupnosti.
Obdzˇene´ vy´sledky a metody vy´pocˇtu mohou by´t za´kladem pro analy´zu paralelnosti
teˇchto algoritmu˚ a tı´m dalsˇı´ snizˇova´nı´ na´kladu˚ na vy´pocˇetnı´ zdroje informacˇnı´ho syste´mu,
vycha´zı´me-li z prˇedpokladu, zˇe je v dnesˇnı´ oblasti IT snaha zvysˇovat rychlost vy´pocˇtu a
tedy snizˇovat na´klady na provoz.
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