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Abstract 
In this paper a novel and scientific vehicle classification method is proposed, which is used on a new single-point 
magnetic sensor. The original waveform is transformed into numerical format by the data fusion technology for 
feature extraction. The extracted feature subsets are evaluated by Filter-Filter-Wrapper model, and then the non-
redundant feature subset which fully reflects the difference of various vehicle types and is adaptable to the vehicle 
classifier is determined. On the basis of the optimal feature subset, this paper provides a novel vehicle classification 
algorithm based on Clustering Support Vector Machines(C-SVM). Particle Swarm Optimization (PSO) is used to 
search the optimal kernel parameter and slack penalty parameter. The cross-validation result of 460 samples shows 
that the classification rate of proposed vehicle classification method is better than 99%. It demonstrates that the 
vehicle classification method would be able to enhance efficiency of data mining, capability of machine learning and 
accuracy of vehicle classification. 
© 2012 Published by Elsevier Ltd. Selection and peer-review under responsibility of Beijing Jiaotong 
University (BJU) and Systems Engineering Society of China (SESC).   
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1. Introduction 
As transportation system has become increasingly intelligent with the rapid increase of traffic demand 
in these years, applying Intelligent Transportation System (ITS) technology becomes one of the 
fundamental measures to make use of the existing transportation infrastructures reasonably and 
scientifically. Meanwhile, vehicle detection and classification technology is an important component of 
ITS, which provides initial and necessary information of the traffic for ITS. 
Current researches of the vehicle detection systems mainly focus on the induction coil sensor and the 
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video camera. However, compared with these devices the magnetic sensor has better development 
prospects owing to its advantages such as convenient installation, easy maintenance, weatherproof 
working ability and etc. In this research, a single-point magnetic sensor which integrates double detection 
units is put into use because of its low cost, small size, and good detection capacity. 
In recent years many scholars both at home and abroad have carried on researches about vehicle 
detection and classification based on magnetic sensor. Currently, research on vehicle classification using 
magnetic sensor has been developing a little slowly because of low classification accuracy and immature 
application on vehicle identification. Sing Y. C. et al proposed a vehicle classification method simply 
based on magnetic sensors to classify vehicle into several types (Sing, 2005). Based on the previous work, 
Saowaluck K. et al built up an automatic vehicle classification system using magnetic sensors (Saowaluck, 
2009). In (Lan, 2011), a vehicle detection and classification approach by the magnetic signal measured by 
a MEMS magnetic sensor. However, the accuracies of classification in these researches are not very high 
which are mostly between 70%-90%. What’s more, most methods lack reasonable feature extraction and 
selection process, which are of crucial importance to efficiency and result of classification. 
In the thesis, a novel and proper vehicle classification method has been presented using magnetic 
sensor data. Firstly, the original waveform signal is transformed into numerical format by the data fusion 
technology. After data fusion, the feature selection algorithm is established based on a multilevel 
processing model in order to get the optimal feature subset which is closely related to the characteristics 
of the vehicle type. Secondly, a new vehicle classification algorithm based on C-SVM is built up. Thirdly, 
as kernel parameter and the slack penalty parameter in calculation formula of C-SVM have important 
influence on capacity of the classifier and accuracy of vehicle classification, we use PSO to search for 
optimal parameters. 
We have conducted lots of outdoor experiments and collected 460 data as our samples in east Wuyi 
Road. We build binary decision tree as the pattern of vehicle classification where two kinds of vehicle 
types are classified in every step. For each step, a C-SVM classifier is established based on the 
corresponding feature subset. 
Finally, the classification ability of magnetic sensor with the embedded algorithms was tested. The 
practical experiment on the urban road showed that this method had a nice performance in vehicle 
identification. At present the vehicle classification method has been successfully applied in Lujiabang 
road in Shanghai as part of the bus priority demonstration project. 
2. Feature extraction and selection 
We observed and contrasted the waveforms of various vehicle types and made initial analysis of the 
shape of each kind. Hence, the original waveform is transformed into numerical format by the data fusion 
technology for feature extraction. And in order to get the optimal feature subset that is closely related to 
the characteristics of the vehicle type, we should organize feature selection process. 
2.1. Feature extraction 
The extracted features are to be expected containing three categories, which are structural features, 
spectrum features and numerical features. For normalizing the combination of features, we introduce the 
feature subset. Here is an assumption that the number of features is N. Consequently, those features form 
an N-dimensions feature subset named 1 2 3[ , , , , ]NX x x x x  , where ix  represents one feature. 
x Structural features 
The structural features are in name of the shape of the waveform. And these features can reflect direct 
differences of the waveform which are shown in Table 1. 
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Table 1. Structural features 
Name and 
definition
Num of 
local
maxima 
Num of 
local
minima 
Num of 
extreme 
points
Num of 
negative
local
minima 
Relative
time of 
minimum 
Relative
time of 
maximum  
Penult
minimum/minimum 
Symbol fn gn jn negn minp maxp  i
s
Fig. 1. Interpretation of structural features 
Here is interpretation of structural features with a waveform shown in Fig. 1. 
x Spectrum features 
The spectrum features are features that reflect the different frequency distribution of the waveform. 
After Fourier transform the two spectrum features can be obtained which are shown in Table 2. 
Table 2. Spectrum features 
Name and definition The highest spectrum power Corresponding frequency 
Symbol                  Pyy                                                        Hz
x Numerical features 
The numerical features (Table 3) are the information that hides too deeply in the waveform to 
distinguish directly whether they can reflect the difference of different vehicle types. 
Table 3. Numerical features  
Name 
and
definition
Maximum 
value
Minimum 
value
Sum of 
value
Average 
value
Max-
value/Min-
value
Max-
|value|/Avg-
value
Mean-square 
deviation Total time 
Symbol maxy miny sumy avgy ms as V T
In conclusion, we get the premier feature subset which contains seventeen features. 
min max max min[ , , , , , , , , , , , , , , , , ]f g j neg i sum avg m aX n n n p p n s Pyy Hz y y y y s s TV 
We use the Kruskal–Wallis Test to test whether different vehicles’ samples of a feature originate from 
the same clustering. The result showed that one of the spectrum features- Pyy , cannot fulfil the 
requirement of the K-W Test and owe no capacity to reflect the difference of vehicles. Therefore, we 
eliminate Pyy  from the premier feature subset and get a new feature subset EX .
2.2. Feature selection 
After the process of feature extraction, the dimension of the feature subset remains too high to classify 
vehicles effectively. Besides, the combination of features could affect the result of machine learning and 
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the accuracy of vehicle classification. For these reasons, feature selection is a must and it is also important 
to find effective and reliable algorithms to select features. Feature selection algorithms can be mainly 
divided into Filter and Wrapper. Filter is independent of the follow-up learning model, which makes 
Filter operates efficiently and costlessly. Wrapper uses a search algorithm to search through the space of 
possible features and evaluate each subset by running the follow-up learning model on the feature subset. 
Wrapper can be computationally expensive and have a risk of over fitting to the model. In this thesis, we 
propose a model that incorporates Filters and Wrapper, which is Filter-Filter-Wrapper model. 
(1) Feature selection by using Filter-Filter model 
In order to evaluate features, we use Filter-Filter model based on improved ReliefF algorithm. Kira 
and Rendell developed an algorithm called Relief in 1992, which was shown to be very efficient and 
robust in evaluating features (Kira & Rendell, 1992). Relief has been widely used in many areas owing to 
its small amount of calculation. The core idea of this algorithm is that a good feature should make two 
nearest neighbours from the same class (called nearest hit) have almost the same value and make two 
nearest neighbours from the different class (called nearest miss) differentiate from the value (Kononenko, 
1994). 
In this thesis, the ReliefF algorithm we use is an improved Relief algorithm. The ReliefF algorithm is 
not limited to two class problems, and is more robust which can deal with incomplete and noisy data 
(Marko, 2003). Similarly to Relief, ReliefF randomly selects an instance iR , but then searches for  of its 
nearest hits iH , and also k nearest misses iM . The weight of feature A can be estimated by the calculation 
formula (1) below. 
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(1) 
where ( , , ) (max( ) min( ))diff A x x x x A Ac c   , m represents the number of sample, i represents step, W
represents weight of feature. 
We can get the evaluation weight of every feature in no time by ReliefF algorithm. However, ReliefF 
algorithm cannot distinguish the redundant features which have strong relativities from each other. In 
order to eliminate the redundant features, the second Filter is brought in. In this process, we use possion 
correlation coefficient to assess the degree of correlation between two different features. The possion 
correlation coefficient of two features can be obtained in calculation (2). 
2 2
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( ) ( )
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 
¦
¦
                                                                                                     
(2) 
where ix  represents value of feature X, x  represents average value of feature X, iy  represents value of 
feature Y, y  represents average value of feature Y. 

In conclusion, the detailed process of the Filter-Filter model is given below: 
Step 1. Get weight wi of each feature by ReliefF algorithm and establish the weight 
subset [ , 1,2 16]iW w i   .
Step 2. A new weight subset ( )[ , 1,2...16]jW w jc   of negative sequence is gained. Where, j represents the 
order of weight from large to small.
Step 3. According to the distribution of the weight, the threshold of the weight cw  need to be set to 
take the features whose weights not less than the threshold out and combine into a new weight subset 
(1) (2) ( )[ , ... ]
c
d
wW w w wtc   as a result of low dimensional feature subset (1) (2) ( )[ , ... ]F w w w dX x x x .
Step 4. Following the calculation formula of poission correlation, the correlation coefficients between 
pairs of features in (1) (2) ( )[ , ... ]F w w w dX x x x  are computed.   
Step 5. According to the dimension of FX  and the degree of correlation, the threshold of Correlation 
Coefficient tC  needs to be set, and then pairs of features whose correlation is greater than tC  are 
622   Yao He et al. /  Procedia - Social and Behavioral Sciences  43 ( 2012 )  618 – 627 
found ( ) {( , ) | ( , ) }c F i j i j tPa X x x cor x x C ! .
Step 6. The feature with lower weight from the feature pairs ( )c FPa X is removed and a concise and non-
redundant feature subset 1 2[ , ... ]F F cX x x x  is determined. 
We take samples of small-medium cars and large cars as a computational example. Fig. 2 shows the 
weight of each feature. 
Fig. 2. Weights of features based on ReliefF 
Generally speaking, the degree of correlation comes at a high level when correlation coefficient 
reaches 0.8, which means this pair of features having the same significance to the vehicle classifier.      
According to computing result, a concise and non-redundant feature subset can be found. In addition, 
this subset is in order from large to small by feature weight. In this computational example, the feature 
subset is max max min[ , , , , , , , , , , ].F F sum neg i a mX y ni y n T s s p Hz p s  
(2) Feature subset selection by using Wrapper model 
Wrapper model is a way to search the feature subset which is most adaptable to the vehicle classifier. 
The model flow diagram is shown below in Fig. 3. 
Fig. 3. Flow diagram of wrapper model 
We set up nine feature subsets from the Top-3 features as searching objects based on subset-
F FX   .These nine searching objects are tested by the vehicle classifier as classification feature subset one 
by one. Fig. 4 shows the cross-validation accuracy of subsets from Top-3 to Top-9. We can easily find out 
the optimal feature subset from Fig. 4, which has the highest c-v accuracy and the smaller size. 
According to search strategy and result, Top-5 feature subset is the optimal subset in the 
computational example, which is max[ , , , , ]F F W sum negX y ni y n T   .
In summary, the process above is a novel feature extraction and feature selection method whose result 
is that the optimal feature subset for classification can be obtained. Even though the data process is 
complicated and multistage, we can obtain the subset with low dimension which can well represent the 
difference of two vehicle types and increase classification accuracy before getting used in the final 
vehicle classifier. In this way, we can also increase the efficiency of the vehicle classifier by reducing 
computation time thanks to the lower dimensional feature subset.  
Search objects: 
To-k features 
     Feature subset 
XF-F
Search model: 
Classifier 
Optimal 
feature subset 
Search strategy: C-V accuracy and 
subset size 
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Fig. 4. C-V accuracy of Top-K feature subset based on vehicle classifier
3. Vehicle classification algorithm 
On the basis of the optimal feature subset, we proposed a novel vehicle type classification algorithm 
based on Clustering Support Vector machine(C-SVM) improved by Particle Swarm Optimization (PSO). 
3.1. Vehicle classification using C-SVM 
SVM is a new pattern recognition technology based on statistical learning theory and the structure risk 
minimization principle. SVM theory has avoided the dimension disaster with the inner product operation 
(Cristianini, 2004). Applying C-SVM to classify vehicle can resolve some problems of traditional 
classifier effectively such as over-learning, nonlinear, bad generalization ability, dimension disaster, local 
minimum problems and etc. We establish the algorithm of vehicle classification based on C-SVM 
following theory of C-SVM. 
In consideration of classification pattern, the samples (the number is n ) which will be trained in C-
SVM are 1 1 2 2{ , } ( , ),( , ) ( , )
n
i i n nx y x y x y x y   where dix R  is a d-dimensional feature according to the 
optimal feature subset, and { 1, 1}iy    . The Decision function of vehicle classification (Burges,1998) is: 
2* 2 *
1
( ) sgn{ exp( / ) }
n
i i i
i
f x y x x bD V
 
   ¦
where, sgn means the symbol, to a one-against-one decision function,  ( ) 1sng x    when 0x   ,while 
( ) 1sng x    when 0x t ; n is the number of the samples; *iD  is a weighting factor; ix  is the value of support 
vectors; V  represents the width of the kernel.  
The effectiveness of C-SVM depends on the selection of kernel, the kernel parameters, and slack 
penalty parameter C. The kernel function we use is Gaussian radial basis function (RBF) which is 
superior to other kernels. The kernel parameter in this thesis is the kernel width V  which controls the 
performance of the kernel. In function of the dual problem, the penalty factor C is a very important soft 
margin parameter which can decides the ability of the classifier in a sense. In next step, we will search for 
these two optimal parameters using PSO. 
3.2. Search the optimal parameters of the classifier using PSO 
In conventional practice, each combination of parameter is checked by cross-validation(c-v), and the 
combination with highest c-v accuracy is picked. However, this searching method operates so slowly that 
the efficiency of searching reduces tremendously. 
Particle swarm optimization, a swarm intelligence optimization technique, is a metaheuristic as it 
makes few or no assumptions about the problem being optimized and can search very large spaces of 
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candidate solutions (Kennedy, 1995). In this thesis, PSO is used to search two parameters (slack penalty 
C and kernel width V  ) of classifier.  
Considering the purpose of searching is to improve the vehicle classification accuracy, so the fitness is 
related to the classification accuracy. 
2
1
1
( , )
( , )
N
k
k
f C N e
RMSE C
V
V  
  ¦                                                       (3) 
where N is the number of samples; ke

is error of classification. We regard the ten-fold c-v accuracy as 
fitness. The whole learning samples are divided into ten groups and c-v accuracy of these ten sample 
groups will be got. The average accuracy of the ten-fold c-v is ( , )f C V .
3.3. Vehicle classifier 
In east Wuyi Road, we installed the single-point magnetic sensor on the outside lane in the direction of 
south-north. Using the single-point magnetic detector and receiver, we have collected 460 valid data as 
samples for training and testing of the vehicle classification method. The create procedure of classifier is 
shown below. 
(1) Search the optimal parameters of the classifier by PSO 
In Fig. 5 we can see the process of searching for best particle. The best c-v accuracy and the average c-
v accuracy of each evolution in PSO can be got. 
Fig. 5. Process of searching for best particle 
Table 4 shows the searching result of  PSO. Two parameters which make the vehicle classifier owe the 
best performance are found. 
Table  4. Searching result and time 
Slack penalty factor C 
Kernel width ı
Ten-fold cross validation accuracy (%) 
Searching time(Seconds) 
4.215 
10
98.1395 
142
The result shows that the proposed particle swarm optimization algorithm has its high validity, 
robustness and efficiency. 
(2) Build classifier based on improved C-SVM 
Making use of MATLAB 7.8.0˄R2009˅and Libsvm 2.9, the paper compiles the algorithm of C-
0       5       10      15      20      25      30     35       40      45      50 
Evolution times 
100
98
96
94
92
90
88
80
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SVM and gets the support vectors of the classification problem. Fig. 6 shows the hyperplane and the 
distribution of the support vectors in two dimensions. 
Fig. 6. Hyperplane and the distribution of the support vectors 
The decision function  
51
2*
1
( ) sgn{ exp( 0.01 ) 2.0875}i i i
i
f x y x xD
 
   ¦
is established as a vehicle classifier after the machine learning process.  
(3) Build other classifiers following the method above 
As we build binary decision tree that classify two vehicle types in every step. In each step, we establish 
the one-against-one C-SVM classifier on the basis of the corresponding optimal feature subset. In 
consideration of the vehicle type distribution of urban traffic and the limited samples of medium cars, 
there are two steps of the binary tree for classifying small-medium cars, buses and large trucks. The first 
step of binary decision trees is to classify small-medium cars and large cars, and the second step is to 
classify buses and large trucks. 
4. Experimental results and analysis 
We test the application of the vehicle classification method in east Wuyi Road under Yan'an Elevated 
Road. We applied this method to recognize another 116 vehicles (Whole data-125; valid data-116; invalid 
data-9) in that road. The installation place of the sensor is on the middle of outside lane, and the magnetic 
receiver and the PC are placed about 5m distance from the sensor. During the test period, the weather was 
fine, with 21–25 °C temperature and 2–5 wind force level. 
The experimental results are shown in Table 5. The practical experiment on the urban road showed 
that this method had a nice performance in vehicle identification. 
Table 5. Experimental results of vehicle identification based on C-SVM 
RealityPSO-C-SVM 
Classifier Bus S &M  
Lager 
Truck 
Wrong 
Signal
Identification
Result
Accuracy 
Bus
Small and Medium 
Large Truck 
Sum 
22
0
0
22
0
89
0
89
0
0
5
5
1
8
0
9
23
97
5
125
95.65% 
91.75% 
100%
92.80% 
Recall 100% 100% 100% - - 
-2           -1           0          1            2           3           4             5          6
Dimension X 
5
4
3
2
1
0
-1
-2
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The outdoor experiment showed the recall of different vehicles all reached 100% and average accuracy 
was 92.8%. Some passing vehicle of next lane may trigger the magnetic sensor to result in wrong signal if 
they drive too closed to the detection lane where magnetic sensor is installed. In this experiment, the 
magnetic sensor collected 9 wrong signals. This kind of waveform has little information to analyse and 
cannot be used into vehicle classification.  
We also conducted an experiment to demonstrate whether the classification algorithm proposed in this 
thesis is superior to other algorithms. Given the same subset and the same samples, we use other 
classification algorithms to classify vehicles, including the Back Propagation Artificial Neural Network 
(BP-ANN), the Fuzzy Discrimination (FD) and the K-nearest neighbor (KNN) classifiers. The 
recognition rates of these classifiers are shown in Table 6. 
Table  6. Ten-fold cross-validation accuracy of different vehicle classifiers 
Vehicle classifier Ten-fold c-v accuracy 
KNN
FD
BP-ANN
PSO-C-SVM 
78.3% 
84%
93.75% 
99.07% 
The result demonstrates that the proposed vehicle classification method has a rate of accuracy about 
99.07%, which is higher than that of BP-ANN, FD and KNN classifiers. This experiment tests that the 
classification algorithm proposed in this thesis is superior to other algorithms. 
5. Conclusions 
In this paper, a novel and scientific vehicle classification method has been established based on a new 
single-point magnetic sensor and then applied into this device. The magnetic sensor owes good 
performance in vehicle detection, and the features of waveform can well represent the structure of 
vehicles. We propose a feature selection model that incorporates Filters and Wrapper, which is Filter-
Filter-Wrapper model. This model consist several algorithms that can take out the most representative 
features which make up the optimal feature subset. On the basis of the optimal feature subset, this paper 
proposed a novel vehicle classification algorithm based on C-SVM. Then we use PSO to search for the 
optimal kernel parameter and slack penalty parameter. Our two tests proved that the proposed vehicle 
type classification method based on Filter-Filter-Wrapper model and C-SVM improved by PSO would be 
able to enhance efficiency of data mining, capability of machine learning and accuracy of vehicle 
classificationˊ
This vehicle classification method can be applied to the research of classification for more vehicle 
types if we collect more data of all kinds of vehicle types, which will be our further research. In addition, 
under unstable and abnormal traffic conditions like traffic jam and accidents the performance of this 
device is not ideal. In future study, the types of vehicles need to be further expanded, and the unfavorable 
factors of the practical application of the single-point magnetic sensor should be paid much attention. 
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