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Die Weiterentwicklung heutiger Mikroprozessoren durch Fortschreiben der
Superskalartechnik l






at in einem konventionellen Befehlsstrom begrenzt






at zu einer weite










ur erfolgversprechend Ein mehrf

adiger supers





uhrungseinheiten zuordnen und ausf

uhren
In der vorliegenden Arbeit wird ein mehrf

adiger superskalarer Mikropro
zessor als Erweiterung des PowerPC  Prozessors vorgestellt Pro Takt
k

onnen Befehle aus 
 Kontrollf

aden bis zu einer maximalen Zuordnungs
bandbreite von 
 Befehlen den Ausf

uhrungseinheiten zugeordnet und von
diesen parallel ausgef





aden und mit einer Zuordnungsbandbreite von 
 Befehlen








at durch eine lange Befehlspi
peline und durch die Superskalartechnik DEC Alpha  PowerPC  und 
MIPS R Sun UltraSparc I und HP PA
 sind vierfach superskalare Prozesso
ren dh sie k











 oder mehr Befehle pro Takt zu erh

ohen Dies kann durch eine
Weiterf

uhrung der Superskalartechnik geschehen der IBM power Prozessor ist bereits
fach superskalar durch die VLIWTechnik Very long instruction word Beispiel Phi
lips TriMedia Prozessor durch die SIMDTechnik Single instruction multiple data

Beispiel HP PALC oder durch einen CISCBefehlssatz Complex instruction set
computer bei dem komplexe Befehle dynamisch in ihre RISCPartikel aufgespalten und
diese dann durch die Superskalartechnik ausgef

uhrt werden Beispiele AMD K und In




at die in einer konventionellen Befehlsfolge
vorhanden ist und lokal durch eine Befehlszuordnungseinheit entdeckt werden kann ist
jedoch begrenzt  Die Zuordnungsbandbreite kann deshalb schon von heutigen super
skalaren Mikroprozessoren selten vollst

andig ausgenutzt werden Unter Verwendung der
SPEC Benchmarks zeigte sich da der PowerPC  imMittel nur  bis  Befeh
le pro Takt ausf

uhrt  und sogar ein auf 
fach superskalar erweiterter AlphaProzessor







osung bietet sich die zus










ur sind der MultiprozessorChip
und der mehrf

adige Prozessor Ein MultiprozessorChip integriert zwei oder mehr voll
st

andige Prozessoren auf einem Chip Jede Funktionseinheit eines Prozessors wird ver
doppelt und unabh

angig von den Funktionseinheiten der anderen Prozessoren auf dem
Chip verwendet Beispielsweise werden beim Texas Instruments TMS	C
 Multimedia
Video Processor  vier Signalprozessoren und ein skalarer RISCProzessor auf einem
Chip vereint
Im Gegensatz zum MultiprozessorChip speichert ein mehrf

adiger multithreaded Pro
zessor die Kontexte mehrerer Kontrollf

aden in verschiedenen Registers

atzen auf dem
Chip Die Funktionseinheiten werden den Kontrollf

aden die auf den Chip geladen sind
im MultiplexVerfahren zugeordnet In Abh

angigkeit vom speziellen Entwurf des mehrf

a
digen Prozessors wird nur eine einzige Befehlspipeline verwendet oder eine Zuordnungs
einheit ordnet Befehle verschiedener Befehlspuer simultan den Ausf

uhrungseinheiten
zu Wegen des Vorhandenseins mehrerer Registers

atze geschieht ein Kontextwechsel bei
mehrf





onnen deshalb  im Ge
gensatz zum MultiprozessorChip  sowohl die Wartezeiten

uberdecken die beim Spei




Trotz der einfacheren Implementierbarkeit des MultiprozessorChips ist die Technik des
mehrf

adigen Prozessors in Kombination mit der Superskalartechnik ein vielversprechen




  Die CyclebyCycleInterleavingTechnik Mit jedem Prozessortakt wird ein Befehl
eines anderen Kontrollfadens in die Prozessorpipeline eingespeist Dieses bei den
Rechnern HEP  und Tera  eingesetzte Verfahren besitzt den Nachteil einer
geringen Leistung falls nur wenige Kontrollf

aden als Last zur Verf

ugung stehen
Denn im Regelfall kann ein Befehl desselben Kontrollfadens erst in die Prozessor
Pipeline eingespeist werden nachdem der Vorg

angerbefehl die Pipeline vollst

andig
durchlaufen hat die Anwendung der DependencelookaheadTechnik bei HEP

und Tera mildert diesen Nachteil Die Pipeline ist daf





  Die BlockMultithreadingTechnik  Die Befehle eines Kontrollfadens werden
solange aufeinanderfolgend ausgef

uhrt bis ein Ereignis eintritt das zu Wartezei
ten f

uhrt Dann wird ein Kontextwechsel durchgef

uhrt Dieses Ereignis ist beim
SparcleProzessor 
 ein CacheFehlzugri oder eine fehlgeschlagene Synchronisa
tion Der Nachteil dieser Technik ist da solche Ereignisse erst sp

at in der Pipe
line erkannt werden und nachfolgende bereits in der Pipeline vorhandene Befehle
nicht verwendet werden k

onnen Daraus resultiert ein Kontextwechselaufwand von
 Takten beim SparcleProzessor Der RhammaProzessor   nutzt ebenfalls
die BlockMultithreadingTechnik Im Gegensatz zu dem SparcleProzessor wird
bei jedem Lade Speicher oder Synchronisationsbefehl ein Kontextwechsel durch
gef

uhrt Die Kontextwechsel sind somit im Befehlsstrom codiert und k

onnen bereits
in der Decodierphase der Pipeline erkannt werden Dadurch kann der Aufwand f

ur
einen Kontextwechsel auf wenige Prozessortakte reduziert werden Allerdings wer
den Kontextwechsel h

auger als beim SparcleProzessor durchgef

uhrt
  Die SimultaneousMultithreadingTechnik 	 Die Ausf

uhrungseinheiten eines su
perskalaren Prozessors werden simultan aus mehreren Befehlspuern best

uckt Je
dem Kontrollfaden ist ein eigener Registersatz und ein eigener Befehlspuer zuge
ordnet Es wird die Superskalartechnik mit breiter Zuordnungsbandbreite mit der
mehrf

adigen Prozessortechnik kombiniert Bei gen

ugend Last kann die volle Zuord





uhrung bereitstehen Wartezeiten die bei der Ausf

uhrung eines Kontrollfadens
auftreten werden durch die Ausf





uckt Dieses Verfahren wurde in eingeschr

anktem Mae erstmals beim Ent
wurf des mehrf

adigen Prozessors des Media Research Laboratory der Matsushita
Electric Industrial Co  vorgestellt In der Arbeit von Tullsen Eggers und Le
vy 	 wird die SimultaneousMultithreadingTechnik als Erweiterung eines Alpha
 Prozessors untersucht
Unser eigener Ansatz eines mehrf

adigen superskalaren Prozessors nutzt eine

ahnliche
Befehlszuordnungstechnik wie der Ansatz von Tullsen Eggers und Levy basiert jedoch






achsten Abschnitt wird der mehrf

adige superskalare Mikroprozessor im Detail vor
gestellt Die Abschnitte 	 und  skizzieren den Simulator die Lastprogramme und die










adige superskalare Prozessor basiert auf dem PowerPC  Prozessor Die
meisten dort angewandten Implementierungstechniken moderner Mikroprozessoren wer
den

ubernommen Das betrit die Superskalartechnik mit einer Zuordnung in Pro
grammreihenfolge einer Ausf

uhrung auch auerhalb der Programmreihenfolge und ei
ner Vervollst

andigungsphase welche die urspr

ungliche Programmreihenfolge wiederher





uhrungseinheiten mit Reservation Stations
und Umbenennungspuerregister eingesetzt Wir verwenden die Pipeline des PowerPC







Als Basis des Befehlssatzes des mehrf

adigen superskalaren Prozessors wurde nicht der
komplexe Befehlssatz der PowerPCArchitektur sondern derjenige des einfacheren DLX
Prozessors  gew

ahlt Dieser wurde wie beim RhammaProzessor  um Synchro
nisationsbefehle Datentransferbefehle zwischen verschiedenen Registers

atzen und um
Befehle zum Management von Kontrollf

aden erweitert Vereinfachungen gegen

uber dem
PowerPC  sind insbesondere die Verwendung einer statischen Sprungvorhersage und
der Verzicht auf eine Gleitpunkteinheit





oe der internen Puer der Registers

atze und CacheSpeicher sowie die Anzahl
und Typen der Ausf

uhrungseinheiten werden nicht festgelegt Dies erm

oglicht es mit
verschiedenen Kongurationen zu experimentieren um eine der aktuellen Chipgr

oe
angepate Konguration zu ermitteln
Der Prozessor siehe Abb  kann in vier Teile aufgeteilt werden
  die Steuerpipeline die aus Befehlslade Fetch Decodier Decode Zuordnungs
Dispatch und Vervollst

andigungseinheit Completion mit den zugeh

origen Steu
erpipelinePuern Fetch Buer Issue Reservation Queue Completion Queue be
steht




uhrungseinheiten wie zB einfache und
komplexe IntegerEinheiten LadeSpeicher Verzweigungs und Kontrollfaden
Steuereinheit Thread Control Unit
  Befehls und DatenCacheSpeicher mit zugeh

origer Cachesteuerung und Speicher
zugriseinheiten sowie der SprungzieladreCache Branch Target Address Cache
  Registers

atze Register Files Umbenennungspuerregister Register Rename und
ein Aktivit

atsrahmenCache Activation Frame Cache





skalaren Prozessors mit einer einzelnen Steuerpipeline die mit dreifachen Zwischenpuf



































































Instruction Instruction Part Control Data
Data Cache
Abbildung  Der mehrf

adige superskalare Prozessor
Entsprechend zu der dreifachen Auslegung der SteuerpipelinePuer werden auch drei
Registers

atze verwendet In der Abbildung sind weiterhin zwei IntegerEinheiten eine
LadeSpeichereinheit eine KontrollfadenSteuer und eine Verzweigungseinheit einge
zeichnet
In der Steuerpipeline k

onnen auch mehrere Befehlslade und Decodiereinheiten verwen
det werden so da Anweisungen von mehreren Kontrollf

aden gleichzeitig geladen und
decodiert werden k

onnen Die Befehlslade und Decodiereinheiten k

onnen je nach Bedarf
dynamisch den einzelnen Kontrollf

aden zugeordnet werden
Der BefehlsCache ist als nicht blockierender Cache entworfen dh im Falle eines Cache
Fehlzugris kann die Befehlsladeeinheit trotzdem weiter Befehle f

ur einen anderen Kon
trollfaden laden Dies entkoppelt die Befehlsladeeinheit vom aktuellen Speicherzugri

Die Befehlslade und die Dekodiereinheiten arbeiten jeweils an kontinuierlichen An
weisungsbl

ocken Die aktuelle Gr

oe der geladenen Befehlsbl






oe ein Befehlsladezugri darf keine CacheZeilen

uber
lappen und durch falsch vorhergesagte Spr






oe entspricht der Gr

oe der SteuerpipelinePuer und ist entsprechend der
maximalen Zuordnungsbandbreite der aktuellen Prozessorauslegung gew

ahlt
Es wird nur jeweils eine einzelne Zuordnungs und eine Vervollst

andigungseinheit ver





andigungseinheit kann gleichzeitig Anweisungen beliebiger Kontrollf

aden
bis zu einer Maximalzahl abschlieen




uglich der Verteilung auf
mehrere Kontrollf

aden unterworfen sondern lediglich durch die maximale Zuordnungs
bandbreite begrenzt Diese wird vor allem durch die eingeschr

ankte Anzahl an Bussen










werden immer in Programmordnung den Reservation Stations der Ausf

uhrungseinhei
ten zugeordnet Sie werden dann in beliebiger Reihenfolge ausgef

uhrt Die Verwendung
von Reservation Stations die an die Ausf

uhrungseinheiten gebunden sind vereinfacht
die Aufgabe der Zuordnungseinheit da nur ein Mangel an Befehlen ein Mangel an











angigkeiten werden von den Reservation Stations beachtet die
daf

ur sorgen da ein Befehl erst dann ausgef

uhrt wird wenn alle Quelloperanden in
den Registern oder den Umbenennungspuerregistern bereit stehen Befehle k

onnen so
mit von der Zuordnungseinheit ohne Test auf Daten und Kontrollabh

angigkeiten den
Reservation Stations zugeordnet werden
Die Umbenennungspuerregister der SprungzieladreCache der Daten und der Befehls
Cache werden von allen aktiven Kontrollf

aden gemeinsam benutzt Dies erm

oglicht die
maximale Nutzung durch eine beliebige Anzahl von Kontrollf

aden kann aber im Falle
der CacheSpeicher zum Flattern von CacheZeilen f

uhren
Die Inhalte der Register eines Registersatzes beschreiben den kompletten Zustand ei





als aktiv bezeichnet wenn der zugeh

orige Kontrollfaden gerade durch den Prozessor
ausgef

uhrt wird also nur dann wenn der Aktivit

atsrahmen auch durch einen Regi
stersatz im Prozessor repr






der Prozessor auch einen Cache der die Aktivit






aden speichert Die Inhalte der Registers




















terprogrammaufruf wird ein neuer Aktivit

atsrahmen erzeugt Dies reduziert die Anzahl
an Zugrien auf den DatenCache
Mit Ausnahme der LadeSpeicher und der KontrollfadenSteuereinheit kann jede der
Ausf

uhrungseinheiten problemlos vervielfach werden Die KontrollfadenSteuereinheit ist
f






und Kommunikation zwischen den Kontrollf

aden verantwortlich Es w

are sehr schwierig
diese Einheit zu duplizieren zudem w

are der Gewinn aufgrund des seltenen Auftretens
von KontrollfadenSteuerbefehlen nur gering Ein Duplizieren der LadeSpeichereinheit
ist im Prinzip m

oglich jedoch wird die DatenCacheSpeicherverwaltung erheblich kom
plizierter im Falle des BefehlsCacheSpeichers gilt dies nicht in gleichem Mae da aus





uckgeschrieben werden und auch die CacheKoh

arenz nicht die gleiche
Rolle wie beim DatenCache spielt
Alle StandardIntegerOperationen werden in einem einzelnen Takt von den einfachen
IntegerEinheiten ausgef

uhrt Nur die Multiplikations und Divisionsbefehle werden in




otigen  bzw  Takte Das Multi
plikationswerk ist im Gegensatz zum Divisionswerk als Pipeline realisiert
Die Verzeigungseinheit kann pro Takt einen bedingten Sprung bearbeiten Die Sprung
vorhersage beginnt bereits in der Befehlsladeeinheit mit dem SprungzieladreCache Sie
wird in der Decodiereinheit mit einer statischen Vorhersage fortgef

uhrt Ein Sprung wird




arts verzweigt ein Sprung nach vorne wird
als nicht genommen angenommen Eine statische Sprungvorhersage vereinfacht den Pro







onnen die Latenzen die durch falsch vorhergesagte Spr

unge






uberdeckt werden so da diese
sich in der Prozessorleistung nicht so stark wie bei heutigen SuperskalarProzessoren
bemerkbar machen
Die Speicherschnittstelle ist in ihrer Breite und Geschwindigkeit frei kongurierbar so
da typsiche RAMs wie StaticColumn SDRAM oder EDO verwendet werden k

onnen
Alle CacheSpeicher sind ebenfalls frei als direktabgebildete oder nfach satzassoziative
Caches kongurierbar so da das Flattern von CacheZeilen das durch die Verwendung
mehreren Kontrollf





 Simulator und Lastprogramme
Um den mehrf

adigen superskalaren Prozessor zu optimieren und zu bewerten wurde eine
Softwaresimulation 	 durchgef

uhrt bei der alle im vorherigen Abschnitt beschriebe
nen Funktionseinheiten mit korrektem Zyklenverhalten simuliert werden Der befehls
gesteuerte Simulator erm






Funktionseinheiten und der Puer zu erfassen

Neben einigen kleineren von Hand erstellten Testprogrammen wurden synthetische von
einem Lastgenerator erzeugte Lastprogramme eingesetzt Diese Lastprogramme wurden
so erzeugt da eine Befehlszusammensetzung eingehalten wurde wie sie von einem Com
piler einer imperativen Hochsprache erzeugt wird Compileroptimierungen werden dabei
nicht ber















alt keine Gleitpunktbefehle Durch die relative H

aug
keit von  LadeSpeicherbefehlen ist bei Verwendung nur einer LadeSpeicherein
heit ein maximaler Durchsatz von ca  Befehlen pro Takt m

oglich
Die Simulationsergebnisse entstanden unter der Voraussetzung separater 
 KByte groer
fach satzassoziativer Daten und BefehlsCacheSpeicher mit 	 Byte groen Cache
Zeilen und einer CacheF

ullRate von  Takten Weiterhin wurden ein vollasso
ziativer 	 Eintr

age fassender SprungzieladreCache und pro Kontrollfaden ein Regi
stersatz mit 	 allgemeinen Registern gew

ahlt Es wurden bis zu  einfache und eine
komplexe IntegerEinheit eine LadeSpeichereinheit eine Verzweigungseinheit und ei
ne KontrollfadenSteuereinheit eingesetzt wobei jede Einheit mit je einer  Eintr

age











ur bis zu 




aden ausreichen siehe auch  Es zeigte sich weiterhin da der mehrf

adige
superskalare Prozessor unter der Annahme nur einer Befehlslade und nur einer Deco
diereinheit nicht gen

ugend Befehle laden und decodieren kann Deshalb wurden zwei
Befehlslade und zwei Decodiereinheiten eingesetzt welche die geladenen Kontrollf

aden
im MultiplexVerfahren bearbeiten  Die maximale Zuordnungsbandbreite und die
Anzahl der geladenen Kontrollf

aden wurden bei der Simulation jeweils zwischen  und 

variiert Die Anzahl der pro Takt von einer Befehlsladeeinheit geholten und von einer De






Unter diesen Voraussetzungen zeigten die Simulationen weiterhin da ein 
fach su
perskalarer Prozessor mit einem Kontrollfaden nur einen Durchsatz von  Befehlen


erreicht die pro Takt im Mittel ausgef

uhrt werden Ein vierfach superskalarer Prozessor
schneidet mit 
 durchschnittlich pro Takt ausgef

uhrten Befehlen sogar noch etwas
besser ab  da das Flattern von BefehlsCacheZeilen gegen

uber dem  bis 
fach
superskalaren Fall verringert wird
Bis zu einer Zuordnungsbandbreite von  Befehlen l

at sich ein linearer Anstieg erreichen
danach wird ein Maximum bei etwa  Befehlen pro Takt nicht mehr

uberschritten Das
gilt auch falls die Anzahl der Kontrollf

aden auf bis zu 
 erh

oht wird  Wie weite
re Simulationen zeigen ist dies gleichzeitig der maximale Durchsatz der mit nur einer
LadeSpeichereinheit unter der Voraussetzung einer Befehlszusammensetzung mit 
LadeSpeicherbefehlen erreicht werden kann Der Unterschied zwischen den erwarteten
 Befehlen pro Takt und den erreichten  Befehlen ergibt sich aus Leertakten beim Zu




ur einen realistischen Vergleich verschiedener Prozessorkongurationen m

ussen die
Hardwarekosten in Betracht gezogen werden Wir messen die Hardwarekosten auf der
Basis einer einfachen Formel  welche die Fl

achen der verschiedenen Einheiten auf
dem PowerPC  Chip zur Grundlage hat Unter Voraussetzung der so bewerteten
ChipKosten zeigt ein Prozessor mit  Kontrollf

aden und mit einer Zuordnungsband




In der Arbeit wurden Entwurf Simulator Lastprogramme und Simulationsergebnis
se eines mehrf











uhrungseinheiten zugeordnet und von diesen parallel ausgef

uhrt werden
Unsere Ergebnisse zeigen da ein Prozessor mit 
 Kontrollf

aden und mit einer Zuord
nungsbandbreite von 
 Befehlen einen Durchsatz von  Befehlen pro Takt erreicht Dies
ist gleichzeitig der maximale Durchsatz der mit nur einer LadeSpeichereinheit unter der
Voraussetzung einer Befehlszusammensetzung mit  LadeSpeicherbefehlen erreicht
werden kann Falls die ChipKosten in Betracht gezogen werden zeigt ein Prozessor
mit  Kontrollf

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