ABSTRACT
Introduction and Related Work
As early as the beginning of 1970s, buffer overflow has been wildly believed that it is caused by the defects of C language's design model. Array and pointer references are not automatically bounds-checked, so programmers must be up to do these checks by themselves. It is more important that many of the string operations supported by the standard C library such as strcpy(), strcat(), sprintf(), gets(), are unsafe actually. They directly copy data with unknown size to the fixed buffer (as shown in Figure 1 ), causing data overwriting in memory, access violation, or execution of malicious code designed by hackers. The data from CERT shows that 55 percent of general injection attacks are buffer overflow attacks [1] , and that among the thirty new vulnerabilities happened during April 19 to May 30 in this year, buffer overflow holds 40 percent [2] .
Currently, there are some problems to be solved. Tools with static buffer overflow detection based on string matching algorithms maintain a high rate of false alarms.
If the functions existed in the program match the vulnerability database carrying by themselves, they give the corresponding reports. Now, the common detection methods check the bound of arrays. They regard the memory space variable applied as integer range, for example, char e.g. [10] , and its range is [1, 10] . When data are copied into it, we must judge whether the buffer overflows. But problems are still existed. First, we are hard to know how many sizes of the buffer have been used. Because we used to call library function to operate the string, and almost all of the library // no buffer overflow void NoVulFunc(void) { char dest [6] ; …… strcpy(dest,"Hello"); …… } // buffer overflow void VulFunc(void) { char dest [6] ; …… strcpy(dest,"HelloWorld"); function's source code is private or existed in DLLs. Second, these tools are hard to deal with a program with multiple procedures. Lastly, tracking every variable's buffer is almost impossible in a large project.
To solve these problems, many researchers have presented methods and tools for detecting buffer overflows.
1) The static detection methods based on string matching. Through string matching, the UNIX's tool, grep, can be used to find the unsafe library function call. The tool RATS [3, 4] , developed by Secure Software inc., also studies the unsafe function call in the source code. It matches with the vulnerability database, and then gives the description of the vulnerabilities. Those tools as mentioned above can hardly analyze the semantics and grammar of a program, thus they have many limitations and high false positive.
2) The detection method based constraint analysis. Splint [5] , developed by university of Virginia, is a static analysis tool used to detect the vulnerabilities in the C program. It adds information of constraint to the source code, and then makes lexical, grammar and semantic analysis for the source. It judges the leaks that may happen in a program and gives the related instructions. From the workflow of the Splint, its limitation is that it requests analysts to be known the source well, and to add notations to the interesting variables and functions.
3) The dynamic detection methods. The dynamic detection tool of buffer overflows first inserts some detecting codes in the place where it may happen buffer overflow, then compiles and executes the codes after inserting, and finally, detects whether overflow happens during the execution. But the dynamic detection has defects of efficiency and coverage.
Against the problems described above, this paper proposes a novel method of program analysis, program slicing [6] [7] [8] , to detect the buffer overrun.
Program Slicing
Program slicing [6] , originally introduced by Weiser, has been widely used in maintenance of software, program debugging, software testing, code analysis, reverse engineering and so on. For example, during the program debugging, we hope to allocate the codes causing the error. But perhaps the program is too large to find by our hands. If we apply program slicing, we can exclude the codes that have nothing to do with the error, then allocate the error in a smaller range.
In general, program slicing technology has experience a lot: from static slicing to dynamic, from forward slicing to backward, from single procedure to multiple, from non-distributed slicing to distributed, etc.
The slice of a program with respect to program point p and variable x consists of all statements and predicates of the program that might affect the value of x at point p (see Figure 2 ). This concept, originally discussed by Mark Weiser, can be used to isolate individual computation threads within a program. In Weiser's terminology, a slicing criterion is a pair <p,v>, where p is a program point and v is a subset of the program's variable.
With the expansion of the program scale, it is inevitable that program contains multiple procedures. So it appears more important to study inter-procedural slicing. Regarding inter-procedural slicing as a question of graph's reachability, S.Horwitz et al. [8] introduce system dependence graph (SDG) to represent the program's dependence graph (PDG).
PDG is a directed graph connected by different kinds of vertexes and some edges (e.g. Figure 3 ). And the vertexes include function's entrance node, declaration node, assignation node, control predicate node, function's call site node, parameter node, the FINAL_USE node of every variable, etc. The edges include control dependence edge of program's circuit, parameter-in and parameter edges generated by call and other data dependence edges. If the definition of variable x in node n is a reachable definition of node m, node m is data dependent on n. Control dependents only exist in condition expression and inside the loop expression.
SDG (e.g. Figure 4 ) composes of procedure dependence graph, which is connected by edges that represent direct dependences between a call site and the called procedure and edges that represent transitive dependences due to calls. For every call site, we use four sorts of vertices to denote the parameter passing: on the calling side, information transfer is represented by a set of vertices called actual-in and actual-out vertices. These vertices, which are control dependent on the call-site vertex (see Figure 4) , represent assignment statements that copy the values of the actual parameters to the call temporaries and from the return temporaries, respectively. Similarly, information transfer in the called procedure is represented by a set of vertices called formal-in and formal-out vertices. These vertices, which are control dependent on the procedure's entry vertex, represent assignment statements that copy the values of the formal parameters from the call temporaries and to the return temporaries, respectively.
An Algorithm of Buffer Overflow Detection
In this section, we will show in detail an algorithm of detecting buffer overflow through program slicing. The algorithm includes four steps as follows.
Step 1. Constructing PDGs Through the lexical and syntax analysis (with Flex and BYACC) of the program to be detected, we first construct the vertices in PDGs. There are usually seven kinds of vertexes as follows.
1) The beginning vertex of compound statements which includes function, if-else, switch statements and so on;
2) The end vertex of compound statements; 3) Call-site vertex; 4) Actual-in and actual-out vertex; 5) Formal-in and formal-out vertex; 6) FinalUse vertex; 7) Others vertex such as ordinary definition statements (e. g.: int i), predicate vertexes (e. g.: the judgment part of a if statement) and jump statements (e. g.: break, goto and so on).
Then we construct the edges of PDGs by analyzing the program dependences (includes control dependences and data dependences, see Figure 4) .
Step 2. Constructing SDG According to the PDGs in Step 1, the SDG can be constructed by the following substeps: 1) For each call site, a call edge from the call-site vertex to the corresponding procedure-entry vertex, is added into the PDG related.
2) For each actual-in vertex v at a call site, we add in PDGs a parameter-out edge from v to the corresponding formal-in vertex in the call procedure;
3) For each actual-out vertex v at a call site, we add in PDGs a parameter-out edge to v from the corresponding formal-out vertex in the called procedure; 4) We finally add in PDGs an edge between actual-out vertex to actual-in vertex if they are reachable between the corresponding formal-out and the corresponding formal-in.
Step 3.
Computing program slices by traversing SDG in two phases
Supposing that we want to computer the inter-procedure slice of the variables in vertex n. Phase 1: Starting from the vertex n, we travel reversely the SDG through the control dependence edges and data dependence edges (not including parameter-in edges), and then mark all of reachable vertexes.
Phase 2: Starting from the vertexes marked in phase 1, through the control edges (not including call-site edges) and data dependence edges (not including parameter-out edges), we mark all of reachable vertexes.
The result of the inter-procedure slice is the union set of the marked vertexes in above two phases.
Step
Detecting Buffer Overflow
For each variable needed to analyze, we can use a data structure to store the information of usage. The data structure includes variables, the flags of overflow, the usage information and the total size of memory applied by a variable. For example, char p [10], the detection model about p is as follows (see Figure 5) .
From the abstract syntax tree obtained by lexical analysis and syntax analysis, we can get each call function. Through the inter-procedure slicing of the parameters of the vulnerable functions, we then can obtain a piece of executable code segment which may affect these parameters. At last, we watch the memory of the variable for judging whether the buffer related is overflow, by setting breakpoints in a debugger at the beginning of the main function and the vulnerable function.
Implementation
Through the intermediate representation AST of a program (from the lexical and syntax analysis of the program), we can construct some useful graphs such as PDGs and SDGs. In PDGs, the data structure of nodes and edges are as follows. According to the algorithm in above section, we can construct SDGs from PDGs by adding some edges with the following functions.
1) Adding control dependence edges from call-site to the callee's body, through the function AddEdge (CTRL_ EDGE, callSite, entry).
2) Adding data dependence edges from actual-in to formal-in, through the function AddEdge (DATA_EDGE, Actual_in, Formal_in)
3) Adding data dependence edges from formal-out to actual-out, through the function AddEdge (DATA_EDGE, Formal_out, Actual_out)
The function AddEdge inserts dependence edges to the dependence After constructing the SDG, we start to find the vulnerable function call with the matching. Then we can find the strcpy in the copy may cause overflow. So we make inter-procedure slicing for variable p, and obtain the result showed in Figure 7 .
Then we call the debugger, and set breakpoint at the beginning of the main function and at the place of the strcpy, by starting to execute by step. At last, we will find vulBuf [10] equals character of NULL (see Figure  8 ). This shows that vulBuf has been overflowed.
After debugging, we will give the corresponding report.
There are some advantages in our detection tool based on program slicing. First, this tool improves the accuracy greatly compared with the ITS4 and RATS which use string matching to detect the buffer overflows. Second, through program slicing, we can get rid of the useless codes. Compared with the detecting tool that sets a constraint for each variable and watches its value, our tool can reduce the variables needed to watch, improve the performance. Third, compared with the Splint, our tool needs not to insert information of constraint to the source. So the analyst needs not learn the program a lot.
Conclusions
This paper introduces inter-procedure slicing to solve the problem of detecting buffer overflow. Compared with the other methods, this method has the high performance and excellent precision. But our tool is only fit for the programs coded by C, and it is still blindness in the object-oriented languages. So eliminating the blindness will be our further work.
