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Abstract
In this article we introduce a new Gaussian proposal distribution to be
used in conjunction with the sequential Monte Carlo (SMC) method for
solving non-linear filtering problem. This proposal incorporates all the in-
formation about the to be estimated current state from both the available
state and observation processes. This makes it more effective than the
commonly used state transition density as a proposal, which ignores the
recent observation. The introduced proposal is completely characterized
by the exact moments obtained from the dynamical system. This is in
contrast with recent works where the moments are approximated either
numerically or by linearizing the observation model. Because of its Gaus-
sian nature, it is also very easy to implement. We show further that the
newly introduced proposal performs better than other similar proposal
functions which also incorporate both state and observations.
1 Introduction
Consider a nonlinear dynamic system given by
xk = f(xk−1) + wk, wk ∼ N (0, Q) (1)
yk = h(xk) + vk, vk ∼ N (0, R), k = 1, 2, . . . (2)
where (xk) are the unobservable system values (the state) with initial density
(prior) p(x0) ≡ p(x0|x−1) and (yk) are the observed values (the measurements).
Furthermore, the process noises (wk) are assumed to be independent of the
measurement noises (vk). The main statistical problem related to this type of
state-space model is to estimate the unobserved system value xn in some optimal
manner from all the observations y1:n ≡ (y1, y2, . . . , yn), up to time n. This can
be given by, for example, the conditional density or filtered density p(xn|y1:n).
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For a point estimate one can then consider the corresponding conditional mean.
A simple application of the Bayes rule leads to
p (xn|y1:n) = p (xn|y1:n−1) p (yn|xn)∫
p (xn|y1:n−1) p (yn|xn) dxn (3)
where p (xn|y1:n−1) =
∫
p (xn|xn−1) p (xn−1|y1:n−1) dxn−1 (4)
Equation (4) is generally referred to as the prediction equation and (3) as the
update equation. Thus, starting from the initial density p(x0) one can, at least
in principle, recursively arrive at the desired density p(xn|y1:n). However, except
in a few special cases such as when both the system and observation equations
(1)–(2) are linear (Kalman filter), it is not possible to obtain an analytical solu-
tion. As a result, analytical approximations such as Extended Kalman filter and
Gaussian sum filter have been developed (Anderson and Moore 1979, Jazwinski
1970, Bagchi 1993). Other approximate methods have also been proposed using
numerical integration (Kitagawa 1987), the unscented Kalman filter (Julier and
Uhlmann 1997, Wan and van der Merwe 2000) and the Gaussian quadrature
Kalman filter (Ito and Xiong 2000).
The sequential Monte Carlo (SMC) methods, on the other hand, use sim-
ulation techniques to reach a solution. Though the methods were introduced
in the 1960’s and 70’s (Handschin and Mayne 1969, Handschin 1970, Akashi
and Kumamoto 1975), severe computational limitations along with the issue of
’degeneracy’ may have stopped researchers to pursue that line. However, this
’degenaracy’ issue was successfully addressed in the seminal work of Gordon
et al. (1993) by introducing ’resampling’ step in the original particle filter algo-
rithm. Since then and with the advent of more and more powerful computers,
the SMC methods have started receiving enormous attention (West 1993, Liu
and Chen 1998, Pitt and Shephard 1999, Doucet et al. 2001, Arulampalam et al.
2002). The biggest advantage of the SMC is that the method can easily adapt to
the nonlinearity in the model and/or non-Gaussian noises. In the SMC methods,
often referred to as Particle Filters (PF’s), probability distributions are repre-
sented by a cloud of particles. Particles are recursively generated via Monte
Carlo simulation from a so called importance function, pi(·), also often referred
to as proposal distribution. Furthermore, each particle receives an importance
weight attached to it. Although the resulting distributions (represented by the
particle clouds) do converge to the true filtered density as the Monte Carlo sam-
ple size tends to infinity, for finite sample size the efficiency of the SMC method
depends heavily on the proposal density used.
Usually the ‘naive’ proposal p(xk|xk−1) is used as the importance function,
see Gordon et al. (1993; 1995). The main reasons behind this choice are the
ease of drawing samples from this Gaussian distribution and the simplicity of
weight update equation. However, if the measurement is very informative, a
lot of samples are wasted on exploring regions of low importance. To make the
method more effective importance functions of the form pi = p(xk|xk−1, yk),
i.e., the one which incorporates both the system and observation processes are
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suggested in Doucet et al. (2000), Liu and Chen (1998). It has been shown in
Doucet et al. (2000) that the aforementioned importance function is optimal in
the sense that the variance of the importance weights is minimum. There are,
however, two major, in practice prohibitive, drawbacks for using this type of
importance function. First, drawing samples according to p(xk|xk−1, yk) is, in
general, difficult. Secondly, it is also difficult to get an analytical expression for
the weight update. However, Doucet et al. (2000) have observed that if the errors
are additive Gaussian and the observation model (2) is linear, then the optimal
importance distribution p(xk|xk−1, yk) becomes Gaussian. Furthermore, the
weight calculation can be performed analytically. Subsequently, for the more
general case, the importance function is taken to be the one corresponding
to the linearized version of the observation model (2). In practice, however,
there are many situations where linearizing the observation equation by way of
differentiation is not possible, for reasons of nonsmoothness. For example, when
observation equation involves indicator function or when inequality constraints
are enforced by means of the likelihood.
In this article we propose another Gaussian importance function that is built
by first approximating the conditional distribution of (xk, yk) given xk−1, which,
according to the model, can be of any nature, by a Gaussian distribution whose
moments are matched exactly to the theoretical moments obtained from the
dynamic system equations (1)–(2). While both the importance functions in
Doucet et al. (2000) and in this article are essentially deduced from Gaussian
approximation of p(xk, yk|xk−1), the difference lies in the way the moments
of the distributions are calculated. In Doucet et al. (2000) they are based on
linearization of h(·) in (2), whereas we use exact moments. In a recent article
(Guo et al. 2005) similar importance functions are proposed based on Gaussian
approximations of p(xk, yk|xk−1) where the authors further approximate the
moments by different numerical methods such as Gaussian-Hermite quadrature
rule or Julier-Uhlmann quadrature rule. We emphasize here that our proposed
method of exact moment matching calculates the moments exactly and directly
without numerical schemes. As a result, our method enjoys the following distinct
advantages over the one in Guo et al. (2005), namely
(a) the moments obtained are exact
(b) it is computationally less demanding.
Though the proposed method requires the knowledge of exact moments of
(xk, yk) given xk−1, in many situations they are readily available, for example, if
the observation model (2) is a polynomial one. In this context it is worthwhile to
note that the observation model is not always given explicitly. Instead it is given
as a high fidelity algorithmic code such as in Finite element method (FEM) and
Computational fluid dynamics (CFD). Simulations using these codes, in general,
require huge computational time. To reduce the computational burden often a
so called “Surrogate model” is used. “Response Surface Methodology” (RSM)
is one such popular technique in which the true observation model (given by
the algorithmic code) is approximated by a lower order polynomial in state
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(Giunta et al. 1995, Kalnins et al. 2006, Koehler and Owen 1996). In this
case our method can be readily applied. When the exact moments are not
readily available, to obtain the proposal density, we can consider the importance
function corresponding to a polynomial approximation of the observation model
(2). In this case as well, we observe that our proposed method performs equally
well as the one in Guo et al. (2005) while taking less time.
The rest of the article is organized as follows. In section 2 the general SMC
method, and the construction of the importance function proposed in Doucet
et al. (2000) are briefly reviewed. We describe our proposed importance function
using exact moment matching in section 3 and compare it with the one in Guo
et al. (2005). Implementation issue of the proposed method is discussed in
section 4 with section 4.1 containing the description of the method for general
observation model. The differences between our method and the ones found
in Doucet et al. (2000) and in Guo et al. (2005) are also discussed. Section
5 contains the numerical comparison results of these methods based on two
examples – one with polynomial (section 5.1) and the other with non-polynomial
(section 5.2) observation equation. Finally, section 6 concludes the article.
2 Preliminaries
2.1 General SMC method
Suppose the system dynamics are given by (1)–(2). The sequential Monte Carlo
method which is based on importance sampling allows us to estimate recursively
in time the distribution p (x0:n|y1:n) and expectations of the form
I(gn) =
∫
gn (x0:n) p (x0:n|y1:n) dx0:n.
The basic idea is as follows. Draw N independent samples {x(i)0:n, i = 1, . . . , N}
from a normalized importance function (proposal distribution) pi (x0:n|y1:n),
whose support includes that of the true posterior. By associating (unnormal-
ized) importance weight w
(i)
n = p(x
(i)
0:n|y1:n)/pi(x(i)0:n|y1:n) to the i-th sample x(i)0:n,
one can estimate I(gn) by
ÎN (gn) =
N∑
i=1
gn
(
x
(i)
0:n
)
w˜(i)n , w˜
(i)
n =
w
(i)
n∑N
j=1 w
(j)
n
.
Furthermore, the (weighted) particle cloud
{(
x
(i)
0:n, w˜
(i)
n
)
, i = 1, . . . , N
}
can be
considered to be a representative of the conditional distribution p (x0:n|y1:n).
To make the method recursive one can choose the importance function of the
form
pi (x0:n|y1:n) = pi(x0)
n∏
k=1
pi (xk|x0:k−1, y1:k) .
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Then an application of equations (3) – (4) leads to the recursive evaluation of
the importance weights as successive observations yk arrive.
w(i)n =
p
(
x
(i)
0:n|y1:n
)
pi
(
x
(i)
0:n|y1:n
) ∝ w(i)n−1 p
(
yn|x(i)n
)
p
(
x
(i)
n |x(i)n−1
)
pi
(
x
(i)
n |x(i)0:n−1, y1:n
) . (5)
The sequential importance sampling procedure can be summarized as follows.
Recursively over time k = 0, 1, 2, . . .
For i = 1, . . . , N,
• sample x(i)k ∼ pi
(
xk|x(i)0:k−1, y1:k
)
and set x
(i)
0:k ,
(
x
(i)
0:k−1, x
(i)
k
)
• evaluate the importance weights (up to a normalizing constant) according
to (5)
To avoid carrying the trajectories with small normalized importance weights
and to concentrate upon the ones with large weights, the effective sample size
Neff = 1/
∑N
i=1
(
w˜
(i)
k
)2
can be used (see, e.g., Kong et al. (1994)). The above
algorithm is then further augmented by the following step
• If Neff is below a specified threshold,
resample from {x(i)k }Ni=1 with probabilities {w˜(i)k }Ni=1 keeping the sample
size still to be N and assign equal weights 1/N.
Usually in practice, the importance function is taken to be the transition
density, i.e., pi
(
xn|x(i)0:n−1, y1:n
)
= p
(
xn|x(i)n−1
)
. Since the transition density is
Gaussian, it is easy to draw sample from and to perform the weight update. It
is known that this algorithm suffers from the degeneracy problem, that is to say,
the variance of the importance weights can only increase over time. However,
It has been shown in Doucet et al. (2000) that an importance function of the
form
pi
(
xn|x(i)0:n−1, y1:n
)
= p
(
xn|x(i)n−1, yn
)
addresses this issue by minimizing the variance of the (unnormalized) impor-
tance weight w
(i)
k conditional upon x
(i)
0:k−1 and y1:k. The advantage can be seen
intuitively as well. When generating samples of xk one should use not only the
previous state (samples) but also the available current observation yk, as it also
contains information about xk. See Kong et al. (1994) and Liu and Chen (1998).
In general though this choice of importance function is difficult to implement
because generating samples from it is not at all easy. Furthermore, one needs
an analytical expression of the importance function to be used in weight update
equation, which is also in general difficult with this choice.
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2.2 Importance function by linearization
Suppose the observation model in the system dynamics (1)–(2) is linear, i.e.,
given by
yk = c1 + c2 xk + vk. (6)
Then from the theory of multivariate Gaussian distribution it follows that
p (xk|xk−1, yk) is Gaussian. Using this fact, Doucet et al. (2000) linearize the
general observation equation (2) to obtain
yk ≈ h(f(xk−1)) + Ck(xk − f(xk−1)) + vk (7)
where Ck =
∂h
∂xk
(f(xk−1)) and subsequently use the corresponding Gaussian
distribution as the importance function, i.e., pi
(
xk|x(i)0:k−1, y1:k
)
∼ N (m∗k,Σ∗k),
where
Σ∗−1k = Q
−1 + CTk R
−1Ck (8)
m∗k = ΣkQ
−1f(xk−1) + ΣkC
T
k R
−1 (yk − h(f(xk−1)) + Ckf(xk−1)) . (9)
See Appendix A for details.
3 Importance function based on moment match-
ing
3.1 Exact moment matching (EMM)
A close look at the importance function used in Doucet et al. (2000) reveals
that the authors have essentially approximated the conditional distribution of
(xk, yk) given xk−1 by the Gaussian distribution with mean µ
∗ and covariance
matrix Σ∗ given by
µ∗ =
(
f(xk−1)
h(f(xk−1))
)
and Σ∗ =
(
Q QCTk
CkQ CkQC
T
k +R
)
. (10)
Note that the exact moments are given as follows.
E (xk|xk−1) = f (xk−1) ; Var (xk|xk−1) = Q,
E (yk|xk−1) = E (h(xk)|xk−1) =: µh (11)
Cov (xk, yk|xk−1) = E (xk h(xk)|xk−1)− f (xk−1)µTh =: Σh (12)
Var (yk|xk−1) = Var (h(xk)|xk−1) +R = Σhh +R, where,
Σhh := E
(
h(xk)[h(xk)]
T |xk−1
)− µhµTh . (13)
We propose to approximate the conditional distribution of (xk, yk) given
xk−1 by the Gaussian distribution whose moments are exactly matched; in other
words, with mean µ and covariance matrix Σ, given by
µ =
(
f(xk−1)
µh
)
and Σ =
(
Q Σh
ΣTh Σhh +R
)
, (14)
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where µh,Σh and Σhh all depend on xk−1 and are as given above by equations
(11) – (13). Subsequently, we take the importance function to be given by
pi(xk|x(i)0:k−1, y0:k) ∼ N (mk,Σk), where
mk = f(xk−1) + Σh[Σhh +R]
−1(yk − µh) (15)
Σk = Q− Σh[Σhh +R]−1ΣTh . (16)
Further, the weight update follows according to (5).
3.2 Numerically approximated moment matching
Recently, Guo et al. (2005) also used similar techniques to determine the impor-
tance functions but instead of the exact values they approximate the conditional
moments in (11)–(13) by numerical techniques such as Gauss-Hermite quadra-
ture (GHQ) rule and Julier-Uhlmann quadrature (JUQ) rule. For example,
according to GHQ
∫
∞
−∞
g(x)
1
(2pi)
1
2
exp(−x2)dx =
m∑
i=1
ωig(xi),
where the number (m) and the location (xi’s) of the abscissas and corresponding
optimal weights (ωi’s) can be chosen beforehand (Golub 1973). For instance,
when m = 3 the xi’s and ωi’s are given by
xi 0 ±
√
3
ωi 2/3 1/6
.
According to JUQ (see, e.g., Julier et al. (2000)) an n-dimensional standard
Gaussian distribution is approximated by a discrete distribution taking values
in {z1, . . . , z2n+1} with corresponding probabilities P (zk) given by
zk =
√
n+ κek P (zk) =
1
2(n+ κ)
if 1≤ k ≤ n,
zk = −zk−n P (zk) = 1
2(n+ κ)
if n+ 1≤ k ≤ 2n,
zk = 0 P (zk) =
2κ
2(n+ κ)
if k= 2n+ 1.
Subsequently, ∫
g(x)
1
(2pi)
n
2
e−
|x|2
2 dx =
2n+1∑
k=1
g(zk)P (zk).
We shall see from our examples in section 5 that EMM performs better
than the method in Guo et al. (2005) in the sense that it is computationally
much less demanding whereas the quality of the filters (in terms of RMSE) are
comparable.
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4 Implementation of the EMM method
Clearly, EMM as described in section 3.1 can be implemented if the quanti-
ties µh,Σh and Σhh, given by equations (11) – (13), can be calculated. A
proper classification of the class of models for which this can be done is not
very easy. However, if the function h(·) in the observation equation (2) is a
polynomial function then EMM can be implemented. To see that, suppose
h(x) =
∑n
r=0 ar x
r. Note that, the conditional moments of xk given xk−1 can
be derived as follows.
E (xmk |xk−1) =
m∑
r=0
(
m
r
)
[f(xk−1)]
r E(wm−rk ) =
m∑
r=0
(
m
r
)
[f(xk−1)]
r µm−r,
(17)
where µj is the j-th (raw) moment of the N (0, Q) distribution, given by
µ2k+1 = 0 and µ2k =
(2k)!
2k k!
Qk, for k = 0, 1, 2, . . . . (18)
Now, since the quantities µh,Σh and Σhh only requires the evaluation of condi-
tional expectation of polynomial functions of xk we can calculate them easily.
µh =
n∑
m=0
amE (x
m
k |xk−1) =
n∑
m=0
m∑
r=0
am
(
m
r
)
[f(xk−1)]
r µm−r,
Σh + f (xk−1)µ
T
h =
n∑
m=0
amE
(
xm+1k |xk−1
)
=
n∑
m=0
m+1∑
r=0
am
(
m+ 1
r
)
[f(xk−1)]
r µm+1−r,
Σhh + µhµ
T
h =
n∑
m=0
n∑
l=0
am alE
(
xm+lk |xk−1
)
=
n∑
m=0
n∑
l=0
m+l∑
r=0
am al
(
m+ l
r
)
[f(xk−1)]
r µm+l−r.
When h(·) in the observation equation (2) is not a polynomial and the quan-
tities µh,Σh and Σhh cannot be calculated exactly, we can approximate the
function h(·) by a polynomial and take the corresponding conditional density
as the importance function. We describe this next in details.
4.1 EMM for general observation model
Consider a system dynamics given by (1) – (2), where the quantities µh,Σh and
Σhh cannot be calculated exactly. Assume further that the function h(·) is n
times differentiable. Then we can approximate h(·) locally by the n-th degree
Taylor polynomial around x∗k = f(xk−1) as
h (xk) ≈ hp (xk) =
n∑
m=0
am (xk − x∗k)m (19)
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where the coefficient am is given by
am =
1
m!
(
∂mh (xk)
∂xmk
)
xk=x∗k
(20)
Observing that the conditional distribution of (xk − x∗k) given xk−1 is N (0, Q)
we calculate the quantities µh,Σh and Σhh corresponding to hp.
µh =
n∑
m=0
amE [(xk − x∗k)m|xk−1] =
n∑
m=0
am µm, (21)
Σh + f (xk−1)µ
T
h =
n∑
m=0
amE [xk(xk − x∗k)m|xk−1]
=
n∑
m=0
amE
[
(xk − x∗k)m+1|xk−1
]
+ x∗k
n∑
m=0
amE [(xk − x∗k)m|xk−1]
=
n∑
m=0
am µm+1 + x
∗
k
n∑
m=0
am µm, (22)
Σhh + µhµ
T
h =
n∑
m=0
n∑
l=0
am alE
[
(xk − x∗k)m+l|xk−1
]
=
n∑
m=0
n∑
l=0
am al µm+l,(23)
where µj is given by (18).
Thus, when h(xk) is locally approximated by a Taylor polynomial, the Gaus-
sian proposal density using EMM method can be easily constructed by comput-
ing the moments using (11)-(13) in conjunction with (21)-(23). This, in essence,
extends the methodology used in Doucet et al. (2000) where the observation
equation is approximated by the 1st degree Taylor polynomial, whereas we con-
sider higher degree polynomial. A pseudo algorithm for non-polynomial h(xk)
can be given as follows.
Algorithm
• Set the degree (n) of Taylor polynomial in (19)
• Set the threshold sample size, Nthr
At time step k
• Compute all coefficients of polynomial using (20)
• Compute µh (xk−1), Σh (xk−1) and Σhh (xk−1) given by (11)-(13) using
(21)-(23)
• Construct Gaussian proposal density pi (xk|x0:k−1, y1:k) ∼ N (mk,Σk) from
(15) - (16).
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• For i = 1, ..., N, sample x˜(i)k ∼ pi
(
xk|x(i)0:k−1, y1:k
)
and set x˜
(i)
0:k ,
(
x
(i)
0:k−1, x˜
(i)
k
)
.
• For i = 1, ..., N, assign the importance weights upto a normalizing constant
w˜
(i)
k = w
(i)
k−1
p
(
yk|x˜(i)k
)
p
(
x˜
(i)
k |x˜(i)k−1
)
pi
(
x˜
(i)
k |x˜(i)0:k−1, y1:k
)
• For i = 1, ..., N, normalize the importance weights
w
(i)
k =
w˜
(i)
k∑N
i=1 w˜
(i)
k
• Evaluate effective sample size
Neff = 1/
N∑
i=1
(
w
(i)
k
)2
• If Neff > Nthr, resample.
At this point, it is worthwhile to note the main difference between the ap-
proach followed in Guo et al. (2005) and the one given by the algorithm above.
Guo et al. (2005) work with the given nonlinear model and while delivering a
Gaussian importance density, they approximate the moments in (11)-(13) by
different numerical integration schemes such as GHQ, JUQ. We, on the other
hand, first approximate the observation equation with a n-th degree polynomial
and further derive a Gaussian importance density using exact moments (based
on the polynomial model). In the following section we present illustrative nu-
merical examples.
5 Numerical simulation results
In this section we consider two examples – one with a polynomial observation
model and the other with non-polynomial model – and compare the filtered
estimates obtained by different methods.
5.1 Polynomial observation model
As in Doucet et al. (2000) we consider the system dynamics to be given by
(1)–(2) with
f(xk−1) =
xk−1
2
+
25xk−1
1 + x2k−1
+ 8 cos(1.2k) (24)
h(xk) =
x2k
20
. (25)
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We can then calculate the exact moments of p (xk, yk|xk−1) given in (14) by
calculating (11)–(13) as follows:
µh =
f2(xk−1)
20
+
Q
20
, Σh =
f(xk−1)Q
10
, Σhh =
f2(xk−1)Q
100
+
Q2
200
.
Also note that in this case, Ck =
∂h
∂xk
(f(xk−1)) =
f(xk−1)
10 . Then, a quick
comparison of these exact moments with the values, given by (10), used in
Doucet et al. (2000) reveals that the differences are as follows
µ = µ∗ +
(
0
Q
20
)
, and Σ = Σ∗ +
(
0 0
0 Q
2
200
)
.
For GHQ, we use 5 point quadrature rule with the following abscissas and
corresponding optimal weights (Golub 1973)
xi 0 ±0.958572 ±2.02018
ωi 0.945309 0.393619 0.0199532
.
For JUQ, setting n = 1 and taking κ = 2, we get z1 = −z2 =
√
3, z3 = 0 with
P (z1) = P (z2) = 1/6, P (z3) = 2/3.
In our analysis Q = 10 and R = 1. For all methods considered, the initial
distribution p(x0) is taken to be N (0, 5) and resampling was done when the
effective sample size became less than one-third of the original sample size N .
We have considered a time series data of length 100, that is to say, (x1, y1), . . . , (x100, y100).
We have applied different particle filter techniques (importance functions) on
these data – naive proposal p(xk|xk−1) (Naive); proposal by linearization (Lin)
as in Doucet et al. (2000); proposals in Guo et al. (2005) with GHQ approxi-
mation (GHQ) and JUQ approximation (JUQ) and the one proposed in sec-
tion 3.1 (EMM). For each method we have calculated the average (over time)
root mean squared error (RMSE) given by 1100
∑100
k=1(
1
M
∑M
j=1(xˆ
j
k − xjk)2)
1
2 ,
where M = 100 runs and xˆjk = E(x
j
k|y1:k) is the estimated state for the j−th
run. Each of these methods are implemented with different Monte Carlo sample
sizes N = 100, 250, 500 and 1000. In the following table the average RMSE’s are
presented. The average (over the 100 runs) CPU time, in seconds, to complete
a run and the average number of resampling steps (NRS) out of the 100 time
steps are also reported.
11
N Naive Lin GHQ JUQ EMM
RMSE 4.7564 4.6775 4.4872 4.4900 4.4759
100 CPU 0.0519 0.0647 0.1094 0.1077 0.0722
NRS 64.76 34.43 30.95 31.05 30.97
RMSE 4.4791 4.3970 4.3684 4.3914 4.3487
250 CPU 0.1006 0.1147 0.3038 0.2772 0.1506
NRS 64.65 36.72 31.98 31.96 32.07
RMSE 4.3520 4.3550 4.3188 4.3323 4.3224
500 CPU 0.1872 0.2022 0.7467 0.7033 0.2766
NRS 64.23 37.97 32.67 32.68 32.65
RMSE 4.3784 4.3688 4.3195 4.3116 4.3102
1000 CPU 0.3647 0.3758 2.0678 2.0072 0.5709
NRS 64.31 39.47 33.07 33.10 33.24
First of all, we see from the table that as expected, the performances (as
measured by RMSE) of all the methods become similar as sample size N in-
creases. After all, asN →∞ the particle filter converges to the true posterior for
any proposal distribution. For moderate sample size, the RMSE performance
of Lin is better than Naive. Performances of GHQ, JUQ and EMM are
more or less similar (which is better than Lin) but time taken to arrive at the
estimate is smaller in EMM than that by GHQ and JUQ. It appears that the
numbers of resampling steps are almost the same for GHQ, JUQ and EMM
which is slightly better than Lin, and about half of that required in case of
Naive proposal. So, the extra computational load for GHQ and JUQ relative
to our EMM method can be construed as a result of computing the moments
numerically. Thus one can conclude that the EMM method is more efficient
compared to GHQ and JUQ as the former is computationally less demanding
in arriving at the comparable level of efficiency.
5.2 Non-polynomial observation model
Let us consider the following model
xk =
xk−1
2
+
25xk−1
1 + x2k−1
+ 8 cos(1.2k) + wk, wk ∼ N (0, 10) (26)
yk = tan
−1(xk) + vk, vk ∼ N (0, 1), k = 1, 2, . . . (27)
The initial distribution p(x0) is taken to be N (0, 5). Effective sample size is
chosen as one-third of the original sample size N . The time series data con-
sidered is of length 100. We have applied the following proposal densities on
these data – Lin,GHQ, JUQ and EMM based on locally approximated Tay-
lor polynomial as described in section 4.1. Here, we have considered a second
degree polynomial. The other setup are as in the previous example in section
5.1. The performances – RMSE and CPU time (in seconds and within brackets)
– of different methods are presented below.
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N Lin GHQ JUQ EMM
100 4.1960 4.1459 4.1473 4.1521
(0.0594) (0.0970) (0.1013) (0.0817)
250 4.1519 4.1098 4.1141 4.1195
(0.1119) (0.2678) (0.2656) (0.1347)
500 4.1590 4.1045 4.0983 4.1142
(0.2117) (0.6670) (0.6634) (0.2236)
1000 4.1621 4.1123 4.1074 4.1117
(0.3836) (1.8719) (1.9684) (0.4352)
Again, we observe that the performances of GHQ, JUQ and EMM are fairly
similar and all are better than Lin. A very close look reveal that GHQ and
JUQ may produce slightly lower RMSE compared to EMM. However, this
relative gain is achieved at the expense of huge computational time. Thus,
considering the overall performance/computational cost trade off, EMM appears
to be a practical and efficient proposal density.
6 Conclusion
In this article a new importance density has been proposed which is based on
Gaussian approximation of the conditional distribution of (xk, yk) given xk−1
with the first two moments matched exactly to those of the true conditional
distribution. To use the proposed method one needs to know the moments of
the system dynamics up to the second order. When the exact moments are
not known one can use a polynomial approximation of the observation model
for which exact moments can always be calculated as noted in section 4. With
the help of two examples it has been shown that the proposed EMM method
provides a more practical and efficient proposal density considering the overall
performance (RMSE) and computational cost trade off.
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A Derivation of the equations used by Doucet
et al
Let us consider the system dynamics where the observation equation is linear:
xk = f (xk−1) + wk, wk ∼ N (0, Q)
yk = c1 + c2xk + vk, vk ∼ N (0, R).
We shall show that the conditional distribution of xk given xk−1 and yk is
Gaussian with appropriate mean and variance.
To that end, we first derive the joint distribution of (xk, yk) conditional upon
xk−1. Note that yk can be rewritten as yk = c1 + c2f (xk−1) + c2wk + vk, so
that (
xk
yk
)
=
(
f (xk−1)
c1 + c2f (xk−1)
)
+
(
I 0
c2 I
)
·
(
wk
vk
)
.
which is of the form (
xk
yk
)
= A+B
(
wk
vk
)
,
where A is a vector and B is a matrix given by
A =
(
f (xk−1)
c1 + c2f (xk−1)
)
and B =
(
I 0
c2 I
)
.
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Hence from the theory of multivariate Gaussian distribution it follows that given
xk−1 the conditional distribution of(
xk
yk
)
∼ N
((
µ1
µ2
)
,
(
Σ11 Σ12
Σ21 Σ22
))
,
where
µ1 = f (xk−1) , µ2 = c1 + c2f (xk−1) , (28)
Σ11 = Q, Σ12 = Qc
T
2 = Σ
T
21, Σ22 = c2Qc
T
2 +R. (29)
and furthermore, f(xk|xk−1, yk) ∼ N (mk,Σk), with
mk = µ1 +Σ12Σ
−1
22 (yk − µ2), and (30)
Σk = Σ11 − Σ12Σ−122 Σ21. (31)
Now, using the following matrix identity
(A−BD−1BT )−1 = A−1 +A−1B (D −BTA−1B)−1BTA−1
we see
Σ−1k =
(
Σ11 − Σ12Σ−122 Σ21
)
−1
=
(
Σ11 − Σ12Σ−122 ΣT12
)−1
= Σ−111 +Σ
−1
11 Σ12
(
Σ22 − ΣT12Σ−111 Σ12
)
−1
ΣT12Σ
−1
11
= Q−1 +Q−1QcT2
(
c2Qc
T
2 +R− c2QQ−1QcT2
)
−1
c2QQ
−1
= Q−1 + cT2 R
−1c2. (32)
Also, from (30), using (28), (29), (31), and (32) we have
mk = µ1 +Σ12Σ
−1
22 (yk − µ2) = µ1 − Σ12Σ−122 c2f (xk−1) + Σ12Σ−122 (yk − c1)
= f (xk−1)− Σ12Σ−122 c2f (xk−1) +QcT2 Σ−122 (yk − c1)
=
(
I − Σ12Σ−122 c2
)
f (xk−1) + ΣkΣ
−1
k Qc
T
2 Σ
−1
22 (yk − c1)
=
(
I − Σ12Σ−122 c2
)
QQ−1f (xk−1) + Σk
(
Q−1 + cT2 R
−1c2
)
QcT2 Σ
−1
22 (yk − c1)
=
(
Q− Σ12Σ−122 c2Q
)
Q−1f (xk−1) + Σk
(
cT2 + c
T
2 R
−1c2Qc
T
2
)
Σ−122 (yk − c1)
=
(
Σ11 − Σ12Σ−122 Σ21
)
Q−1f (xk−1) + Σkc
T
2 R
−1
(
R+ c2Qc
T
2
)
Σ−122 (yk − c1)
= ΣkQ
−1f (xk−1) + Σkc
T
2 R
−1Σ22Σ
−1
22 (yk − c1) = ΣkQ−1f (xk−1) + ΣkcT2 R−1(yk − c1)
= Σk
[
Q−1f (xk−1) + c
T
2 R
−1(yk − c1)
]
(33)
Now, to obtain the expressions (8) and (9) of section 2.2, recall, from (7), that
the linearized observation equation is given by
yk ≈ h(f(xk−1)) + Ck(xk − f(xk−1)) + vk,
so that
c1 = h(f (xk−1))− Ckf (xk−1) and c2 = Ck .
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