We introduce measures of volatility and jump risk constructed from S&P index option returns to examine the pricing of aggregate jump and volatility risk in the cross-section of stock returns. Using straddle returns to proxy for volatility risk, we find strong evidence that aggregate stock market volatility is a priced risk factor. This stands in contrast to the relatively weak results obtained when volatility risk is measured using the VIX index. We also find evidence that aggregate jump risk is a priced risk factor. Jump risk appears to be economically less important and statistically less significant than volatility risk. These results are robust to other cross-sectional determinants of returns. While index option returns seem useful for capturing volatility risk, accurately capturing time varying jump risk remains a challenge. However, a plethora of alternative jump risk measures used in the literature provide even weaker evidence that aggregate jump risk is priced in the cross-section of stock returns. Finally, there is little evidence that upside volatility risk is priced differently from downside volatility risk.
Introduction
Aggregate stock market volatility varies over time, which has important implications for asset prices in the cross-section and is the subject of much recent research, see e.g., Ang, Hodrick, Xing and Zhang (2006) . 1 Aggregate jump risk may also be time varying, with the degree of "crash fear" changing over time. For example, Bates (1991) shows that out-of-the-money puts became unusually expensive during the year preceding the crash of October 1987. His analysis reveals significant time variation in the conditional expectations of negative jumps in aggregate stock market returns. To the extent that time-varying systematic volatility and jump intensity induce changes in the investment opportunity set and are systematic risk factors, standard asset pricing models predict that they should also be priced in the cross-section of stock returns. Stocks with different sensitivities to changing volatility risk and crash fears should therefore have different expected returns.
The main objective of this paper is to provide a comprehensive empirical analysis of how time varying volatility and jump risk are priced in the cross-section of expected stock returns. 2 To that end, we consider market-based proxies for the volatility and jump risk factors that are directly observed in the market for S&P index options. Because traded S&P 500 futures options are highly liquid, their prices encode the precise assessment by market participants of expected aggregate volatility and jump risk. These prices should therefore contain forward looking information that we expect to be highly relevant for our analysis.
A straddle involves the simultaneous purchase of both a call and a put option, both of which are securities that do well when volatility increases; we thus use the return on at-the-money, market-neutral S&P index straddles as our main proxy for volatility risk. As an additional 1 There is considerable research that examines the time series relation between aggregate stock market volatility and expected market returns, e.g., Bali (2008) , Campbell and Hentschel (1992) , and Glosten, Jagannathan and Runkle (1993) . In addition, a growing body of research examines the time series relation beween aggregate jump risk and expected market returns, e.g. Santa-Clara and Yan (2010) . See also Barro (2006) and Gabaix (2008) . 2 Economic theory can explain why the market price of volatility risk should be negative (see, e.g., Chen (2002) ). For example, in the ICAPM framework, investors more risk averse than log utility seek to hedge against changes in the investment opportunity set. If the representative investor is more risk averse than log utility, assets that co-vary positively with market volatility can be used to hedge against changes in volatility and will therefore require lower expected returns. The same effect may hold for aggregate jump risk: stocks that co-vary positively with market jump intensity could earn lower returns in equilibrium, provided that the representative investor is more risk averse than log utility.
proxy for volatility risk, and to make our results directly comparable to existing research on the cross sectional pricing of volatility risk (e.g., Ang, Hodrick, Xing and Zhang (2006) ), we consider the first differences in the CBOE volatility index (VIX).
Out-of-the money puts perform well when crash fears increase or materialize and poorly when those fears subside. Therefore, one of our proxies for (downside) jump risk uses the returns on out-of-the-money puts on S&P 500 futures as factor mimicking portfolio returns. Besides these out-of-the-money put returns, we consider three additional proxies for aggregate jump risk: market neutral strangle returns, the change in the slope of the implied volatility skew, and the change in the Bakshi, Kapadia and Madan (2003) skewness measure. Interestingly these various proxies for aggregate jump risk do not perform equally well in our cross sectional asset pricing tests, highlighting the challenge in adequately capturing time varying jump risk.
Our strategy for finding a premium for bearing volatility and jump risk follows Ang, Chen and Xing (2006) . Specifically, we estimate jump and volatility risk factor loadings at the individual stock level, sort stocks on the realized factor loadings estimated within a given period and investigate whether stocks with higher volatility and jump betas contemporaneously have lower average returns, over the same period. Two requirements must be met for a factor risk explanation. First, there must be a contemporaneous pattern between factor loadings and average returns. Therefore, our analysis focuses on uncovering contemporaneous relations between volatility and jump risk loadings and average stock returns. Second, the pattern should be robust to controls for various stock characteristics and other factors known to affect the crosssection of expected stock returns.
We find that factor loadings based upon our main proxy for aggregate volatility risk, namely returns on at-the-money straddles, show a systematic and strong contemporaneous correlation with average stock returns; whereas volatility loadings based upon other proxies, particularly innovations in VIX, do not. We show that the contemporaneous relation between straddle loadings and stock returns is robust to using both a portfolio approach and Fama-MacBeth regressions, as well as to the inclusion of a battery of control variables (including controls for crash risk, size, downside risk, co-skewness, and conditional skewness, among others). For example, sorting stocks into quintile portfolios based on their contemporaneous market-neutral straddle return betas, the long/short portfolio that buys stocks with high straddle betas and sells stocks with low straddle betas has an annualized three-factor Fama-French alpha of −10.51% (t-statistic −3.00) for value-weighted portfolios and of −9.97% (t-statistic −6.41) for equally-weighted portfolios. Similarly, using Fama-MacBeth regressions, we find that a twostandard deviation increase across stocks in crash-neutral, market-neutral straddle loadings is associated with an 8% drop in expected annual returns. This effect is cut in half if we control for the Fama-French factors in the regressions and the magnitudes are very similar using market-neutral straddle returns as a proxy for aggregate volatility risk. In contrast, using changes in VIX to proxy for volatility risk, the associated economic effect is small (a 1.4% decrease in expected returns when ∆VIX loadings increase by two standard deviations).
Our empirical results regarding aggregate jump risk suggest that it is also priced in the crosssection of stock returns, but that it is economically less important and statistically less significant than volatility risk. The two proxies for aggregate jump risk that work best in our tests are market-neutral strangle returns and the change in the slope of the implied volatility skew. The former measure indicates that a two standard deviation in jump risk loadings is associated with a 2.4% decrease in expected returns and the latter suggests a 1.1% decrease. The other proxies for aggregate jump risk also produce negative estimates of the market price of jump risk, but with results that are statistically insignificant. Our results suggest that accurately capturing time varying jump risk remains a challenge.
This paper is most closely related to Ang, Hodrick, Xing and Zhang (2006, henceforth AHXZ) . They find that stocks that have high sensitivities to innovations in aggregate stock market volatility have low average returns, using the first difference in the CBOE VIX index as a proxy for these innovations in volatility. They note that using other measures of aggregate volatility risk, such as sample volatility, extreme value volatility estimates, and realized volatility estimates constructed from high frequency data, produces little spread in the crosssection of average stock returns. Our results differ from theirs in three important respects.
First, we show that while sensitivities to changes in VIX affect subsequent returns, there is no contemporaneous relation between VIX loadings and average returns. Second, and in contrast to using changes in the level of VIX, we find strong evidence that stocks that are highly sensitive to at-the-money S&P index straddle returns earn low contemporaneous returns. This relation is robust to different portfolio weighting schemes and to the inclusion of a battery of va-riables known to affect average returns in the cross-section. This distinction between uncovering evidence of a contemporaneous relation versus a lagged one is important because a contemporaneous relation is required for a risk factor explanation of the results. Third, AHXZ do not investigate whether jump risk is a priced risk factor in the cross section of stock returns and they also do not consider asymmetries in volatility risk.
In the case of jump risk, we are not aware of any other study that looks into the role of jump risk in understanding the cross-section of asset returns. The only study that is somewhat related is Chang, Christoffersen and Jacobs (2009) who consider market skewness estimated from option data and find a negative market price of market skewness. If one considers market skewness to be a measure of jump risk, then this result seems inconsistent with economic intuition, as it implies a positive market price of jump risk. We differ from their study by constructing option-based measures that aim explicitly at proxies for jump risk. Also, our results are different because we find evidence for a negative market price of jump risk, as suggested by economic theory.
The rest of this article is organized as follows. Section 1 presents a simple model that shows how aggregate jump risk might be priced in the cross-section. It also describes our data and empirical methodology. Section 2 presents our main empirical results on the relation between average returns and aggregate volatility and jump loadings, measuring volatility and jump risk using returns on at-the-money straddles and out-of-the-money puts, respectively. Section 3 considers additional tests and Section 4 concludes.
Aggregate Jump and Volatility Risk
This section presents the theoretical motivation for systematic volatility and jump risk being priced in the cross-section and describes our empirical methodology and data.
Theoretical Background
There is a substantial theoretical literature looking at the link between aggregate volatility and asset prices. In particular, Chen (2002) shows in a heteroskedastic asset pricing model that assets, whose returns co-vary positively with a variable that forecasts future market volatility, have low expected returns in equilibrium, provided that the representative investor is more risk averse than log utility. The underlying economic mechanism is that risk-averse investors reduce their current consumption in order to increase precautionary savings in the presence of increased uncertainty about market returns.
Put differently, time-varying market volatility induces changes in the investment opportunity set by changing the expectation of future market returns, or by changing the risk-return tradeoff (Campbell (1993 (Campbell ( , 1996 ). We can thus view market volatility as a state variable in a traditional multifactor asset pricing model (see Merton (1973) ): risk-averse agents demand stocks that hedge against the risk of deteriorating investment opportunities. This increases the prices of these assets, thereby lowering their expected return. The main difference between Campbell (1993 between Campbell ( , 1996 and Chen (2002) is that in Campbell's setup, there is no direct role for fluctuations in market volatility to affect the expected returns of assets because Campbell's model is premised on homoskedasticity.
In contrast to the literature on the pricing of aggregate volatility in the cross section of stock returns, we are not aware of theoretical work that analyzes the role of aggregate jump risk. In the Appendix, we sketch a "toy model" that shows that stocks that are more sensitive to market crashes should earn higher returns, provided that the representative agent is more risk averse than log utility. In the model, risk-averse agents demand stocks that provide insurance against crash risk, pushing the prices of these stocks up and their expected rates of return down. Thus, we would also expect to find a negative market price of risk for aggregate jump risk.
Empirical Methodology
Our research design follows Ang, Chen and Xing (2006, henceforth ACX) , who themselves follow a long tradition in asset pricing in considering the contemporaneous relation between realized factor loadings and realized stock returns (e.g., Fama and MacBeth (1973) , Fama and French (1992) and Jagannathan and Wang (1996) , among others)). Like Ang, Liu and Schwarz (2010) we focus on individual stocks rather than portfolios as our base assets when testing the pricing of aggregate volatility and jump risk using cross-sectional data, as they show that creating portfolios ignores important information (specifically stocks within particular portfolio having different betas) and leads to larger standard errors in cross-sectional risk premia estimates. Our tests thus employ Fama-MacBeth firm-level, second-stage regressions of returns on factor loadings, which are estimated in first stage regressions. To investigate the robustness of our findings we also report the results of portfolio sorts in which, like ACX, we work at the individual stock level and sort stocks directly on their estimated factor loading estimated over a given time period, computing realized average returns over the same time period.
We estimate factor loadings at the individual stock level using daily returns over rolling annual periods based on the following procedure. Factor loadings other than jump factor loadings are estimated per stock i in the following way:
where ܴ ௧ is the excess return over the risk free rate of stock i on day t, MKT t is the excess return on the market portfolio (the CRSP value weighted index) on day t and V t is a proxy for aggregate volatility risk. Jump risk betas are estimated from the regression
where CNMN t is a specific proxy for aggregate volatility risk that we describe below and J t is one of our jump risk proxies. In order to control for potential issues of infrequent trading, we also include lagged risk factors (in the spirit of Dimson (1979) ) and, subsequently, use the sum of the betas estimated for the contemporaneous and the one period lagged risk factors. Of course, other factors play a role in the cross-section of returns, e.g., the Fama-French factors, and we do not model these effects in estimating the ߚ loadings because doing so might add noise to the estimation and also because we want to closely follow AHXZ. We do control for the three Fama-French factors when assessing the time series performance of the quintile portfolios.
We work in intervals of twelve months and compute realized factor loadings using daily data.
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We evaluate annual returns at the monthly frequency, thus using overlapping information, which introduces moving average effects. To adjust for this, the reported t-statistics are com-puted using 12 Newey-West (1987) 
Proxies for Volatility Risk
We consider three main proxies for aggregate volatility risk: Market-neutral at-the-money straddle returns (MN), crash-neutral, market neutral at-the-money straddle returns (CNMN), and changes in the CBOE implied volatility index (∆VIX).
At-the-money straddle returns are computed as follows. At the close of trading on a given date, we pick the call and put option pair that is closest to being at-the-money among all options that expire in the next calendar month. We hold this position for one trading day, thus picking a new option pair the next day. Following Coval and Shumway (2001) and Driessen and Maenhout (2006) , we compute both market-neutral straddle returns (MN) and crashneutral, market-neutral straddle returns (CNMN). Specifically, market-neutral straddle returns are computed by constructing zero-beta straddles by solving the problem
where ‫ݎ‬ ெே is the market-neutral straddle return, ‫ݎ‬ is the return on the call, ‫ݎ‬ is the return on the put, ߠ is the weight invested in the call, and ߚ and ߚ are the market betas of the call and the put options, respectively. To implement this procedure we follow Coval and Shumway (2001) and solve for ߠ by using Black-Scholes option betas.
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The crash-neutral, market-neutral straddle returns are determined by combining the at-themoney straddle position with a short position in a deep out-of-the money put with a 0.85 strike to spot ratio (again following Coval and Shumway (2001)) 6 . The position in the out-of-the money put option is added to insulate the straddle from large negative jumps or crashes. By reducing the exposure of the straddle to crash risk, we are able to analyze the pricing of aggregate volatility and jump risk separately in the cross-section of expected returns.
Panel A of Table 1 presents descriptive statistics on the aggregate volatility risk proxies. Consistent with prior work (e.g., Coval and Shumway (2001) and Bakshi and Kapadia (2003)), we find that both straddles earn negative average returns. Since the series bear no market risk by construction, this suggests that some other factor is priced in option returns, namely stochastic volatility. The market-neutral straddle earns on average -0.45% per day, consistent with a negative market price of risk. Straddle returns are extremely volatile, skewed, and leptokurtic. The crash-neutral, market-neutral straddle earns returns that are somewhat less negative, at -0.34%
per day, consistent with a small negative market price of jump risk.
Proxies for Jump Risk
We consider three types of proxies for aggregate volatility risk: out-of-the money put option returns, market-neutral strangle returns, and changes in the slope of the implied volatility smirk. We include two out-of-the money put option return series in our analysis: a put with a 5 Currently, we do not account for the early exercise feature of these options. Driessen and Maenhout (2006) find very small early exercise premia of around 0.2% of the option price for short-maturity futures options. They also argue that early exercise premia are especially small for futures options, as the underlying futures prices do not necessarily change at dividend dates. Similarly, Coval and Shumway (2001) look at samples of European-style and American-style options and do not report significant effects of the early exercise feature on their results. If at all, the early exercise feature should add noise to our straddle returns and, thus, should make it more difficult for us to find an effect. 6 Specifically, replace r p by r p* and β p by β p* in the above equations that define a market-neutral straddle. The put leg of a crash-neutral market-neutral straddle, p*, consists of the put leg of the at-themoney straddle and a short position in an out-of-the money put. The number of contracts in the long put position matches the one in the short position.
0.85 strike-to-spot ratio (the weighted jump part of a crash-neutral market-neutral straddle return) and a plain put with a strike-to-spot ratio of 0.95 (OTM95).
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In computing the return on the market-neutral strangle (MN-Smirk), we apply the Coval and Shumway (2001) methodology to an at-the-money call option and an out-of-the money put option (with a 0.95 strike-to-spot ratio). Our smirk measure (∆IV-Smirk) is the difference between the implied volatility of an out-of-the money put option (0.95 strike-to-spot ratio) and an at-the-money call option. 8 As an additional jump risk proxy we employ the change in the Bakshi, Kapadia and Madan (2003) skewness measure (∆BKM-Skew).
Panel B of Table 1 presents the descriptive statistics on the jump risk proxies. Consistent with prior work, put option returns are negative and increase in the strike price. The returns on our jump risk proxies are consistently negative but these returns are harder to interpret because they are affected by factors other than jump risk (namely volatility risk).
Panel C of Table 1 shows the correlation matrix of the variables of interest. The correlation between the returns on the market-neutral straddle MN and the crash-neutral, market-neutral straddle CNMN equals 94%, and their correlations with changes in VIX are 58% and 51%, respectively. The various alternative proxies for downside jump risk have somewhat lower correlations. For example, the correlation between OTM95 and ∆IV-Smirk is 11% and the correlation between OTM95 and ∆BKM-Skew is 10%.
The Pricing of Volatility Risk
This section describes our main results on the pricing of volatility risk in the cross-section of stock returns. 7 We also ran our analyses for OTM put returns with strike-to-spot ratio of 0.98. The results are very similar to the ones for OTM95. Thus, we are not reporting them in the paper. 8 Bates (1991) argues that OTM puts become unusually expensive relative to ATM calls.
Thus, volatility smirks become especially prominent before big negative jumps in price levels (e.g., during the year preceding the 1987 stock market crash). Similarly, Pan (2002) shows within an option pricing model that investors' risk aversion towards large negative jumps is the driving force for volatility smirks.
Fama-MacBeth Regressions
In this section we investigate whether aggregate volatility risk is a priced risk factor through Fama and MacBeth (1973) Second, in contrast to this, when innovations in the VIX index (∆VIX) are used to proxy for aggregate volatility risk, the coefficients are consistently negative but never significant statistically, revealing that ∆VIX does not constitute a priced risk factor in the cross section of expected returns. This finding stands in seemingly stark contrast to the results in AHXZ, who show a pattern between lagged VIX betas and subsequent stock returns (and do not consider contemporaneous stock returns in that paper). The result that there is no relation between ∆VIX betas and contemporaneous returns could be due to differences in research design:
AHXZ estimate ∆VIX betas monthly, while we do so over annual intervals. If there is much time series variation in ∆VIX betas, extending the estimation to a year, as we do in Table 2, could result in a lack of power. We investigate this issue in detail in Section 3.3. There, we are able to closely replicate the AHXZ results for subsequent stocks returns. However, we find that our results regarding the lack of a contemporaneous pricing relationship between stock returns and their betas with respect to ∆VIX are robust to estimating ∆VIX betas monthly rather than annually.
To gauge the economic significance of the results, we also report in Panel A of Table 2 the time-series mean of the cross-sectional means and standard deviations of each of the factor loadings. Focusing on the results using crash-neutral, market-neutral straddle returns (CNMN), the average market volatility beta is −0.010 with an average cross-sectional standard deviation of 0.092. Together with the estimated market risk premium of -0.42, this implies that a two-standard deviation increase across stocks in ߚ ேெே is associated with a 8% drop in expected rate of return per annum (−0.42×2×0.0915 = −0.08). This effect is cut in half if we control for the Fama-French factors in the Fama-MacBeth regressions. We find very similar magnitudes using market-neutral straddle returns as proxies for aggregate volatility risk. In contrast, using changes in VIX to proxy for volatility risk, the associated economic effects are small, amounting to a 1.4% decrease in expected returns per annum if ߚ ∆ூ increases by two standard deviations.
Panel B of Table 2 shows the results of Fama-MacBeth regressions that include ∆VIX on top of the two option-based aggregate volatility risk factors, again with and without controls for the market factor or all three Fama-French factors. The results are consistent across the various specifications: innovations in the VIX index are not priced in the cross-section of expected
returns, yet at-the-money straddle returns are significantly and robustly associated with average returns in the cross-section.
Portfolio Sorts
The Fama-MacBeth regressions suggest that innovations in aggregate stock market volatility, proxied by the returns on either market-neutral or crash-neutral, market-neutral at-the-moneystraddles on the S&P index are a priced risk factor, since stock sensitivities to these innovations correlate with average returns contemporaneously. Our objective in this section is to continue this investigation through portfolio sorts.
For each volatility factor, at the beginning of each twelve month period, we sort stocks into quintiles based upon their realized betas with respect to the factor over the next twelve months and compute value-weighted and equally-weighted average returns over the same twelve months. Although we employ a twelve-month horizon, we again evaluate annual returns at a monthly frequency, constructing overlapping returns and adjusting standard errors accordingly using 12 Newey-West lags.
To ensure that our results are not driven by other factors or firm characteristics known to affect stock returns, we calculate abnormal returns (alphas) using the Fama and French (1993) three factor model. The estimated abnormal return is the constant ߙ in the regression
where R t is the excess return over the risk free rate to a quintile portfolio in year t, MKT t , SMB t and HML t are, respectively, the excess return on the market portfolio (the CRSP value weighted index) and the return on two long/short portfolios that capture size and book-tomarket effects. Since the twelve month horizon returns are evaluated monthly, the returns are correlated up to the degree of the overlap, i.e., the returns are correlated up to eleven lags.
Therefore, the reported t-statistics are computed using the Hansen and Hodrick (1980) and Newey and West (1987) autocorrelation correction. Table 2 reports average returns and alphas for a hedge portfolio that is long stocks with high loadings and short stocks with low loadings on the various volatility risk factors, reveal that, in all cases, there appears to be a strong and monotonic relation between aggregate volatility betas and portfolio returns across quintile portfolios sorted on betas with respect to straddle returns. Comparing the results using MN versus CNMN betas shows that they are quite similar, which suggests that crash-neutralizing the straddle returns has little effect, consistent with their 94% correlation.
Panel C in
Results using ∆VIX betas (the proxy for innovations in volatility that is examined in AHXZ)
do not show any pattern between quintile assignments and average returns, which is again consistent with our prior analysis using Fama-MacBeth regresions. Both value weighted and equally weighted long/short portfolios have returns that are insignificantly different from zero;
this is true for both average returns and abnormal returns. While stocks with high sensitivities to changes in the VIX earn lower returns than stocks with low sensitivities, the difference is small economically and not significant statistically. This finding stands in rather stark contrast to the results in AHXZ, and we investigate alternative explanations for what might be driving these differences in the following subsection.
Straddle Returns vs. VIX Changes
A surprising aspect of our results is the finding that aggregate volatility risk measured by innovations in VIX does not seem to be priced in the cross-section of stock returns. This finding is surprising because it seems to stand in contrast to the results in AHXZ. Our objective in this subsection is to shed light on why our results are different from those in AHXZ.
There are two important differences between our empirical design and that in AHXZ. First, we are mainly interested in uncovering factors that are priced risk factors in the cross-section of stock returns, and therefore our focus is on the contemporaneous relation between realized volatility betas over a time period and average returns measured over the same time period. In contrast, AHXZ are mostly interested in constructing investable portfolios and consequently only show that there is a relation between lagged betas and subsequent stock returns.
Another difference between this paper and AHXZ is that we work with annual returns and contemporaneous betas estimated based upon a year of daily returns. AHXZ, in contrast, work with monthly data and betas estimated based on a month of daily data, arguing that if coefficients vary over time, a one-month window is a natural compromise between estimating coef-ficients with a reasonable degree of precision and accurately accounting for the time-variation.
Therefore, we could potentially fail to find that VIX innovations constitute a priced risk factor precisely because we are losing power by averaging over time factor loadings that are timevarying within our annual intervals.
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To distinguish between these two alternative interpretations of our findings, we investigate in Table 3 whether volatility risk, proxied by ∆VIX, is a priced risk factor when factor loadings are estimated using one month of daily returns, as AHXZ do. Panel A of Table 3 In Panel B of Table 3 we repeat the analysis, except that the portfolios are now based upon contemporaneous, rather than lagged, betas. In other words, in Panel B, we sort stocks at the end of every month t based on their realized ∆VIX betas from t-1 to t and compute average returns over the same time period, t-1 to t. The results reveal no association between realized factor loadings and concurrent average returns. Looking across the quintiles does not show any pattern and the long/short portfolios do not earn negative average returns, as would be expected if the ∆VIX factor was a proxy for aggregate volatility risk in an environment in which volatility risk carries a negative market price of risk. On the contrary, the only significant contemporaneous relationship implies a counter-intuitive positive market price of aggregate volatility risk in the case of equally-weighted portfolios. Overall, the analysis in Table 3 is consistent with the ∆VIX factor not being a priced risk factor. While ∆VIX betas predict future returns, they are not associated with contemporaneous returns in the cross-section.
What could explain these strong differences between lagged and contemporaneous results?
First, the lagged relationship does not seem to be particularly strong in Panel A of Table 3 .
The abnormal returns of individual equal-weighted portfolios are all insignificant or only marginally significant; and only the long-short 5-1 portfolio strategy yields a significant abnormal return, while only two of the abnormal returns of individual value-weighted portfolios are clearly significant. Further, the relation between realized ∆VIX betas and abnormal returns is not monotonic for the value-weighted portfolios.
Second, for the case of value-weighted portfolios, the results in Panel A seem to be driven by the stocks with the highest sensitivities to ∆VIX (quintile 5). Thus, Panel C focuses on these firms and analyzes the contemporaneous and lagged link to performance in more detail. Specifically, we split the firms with 20% largest betas with respect to ∆VIX into quintiles based on contemporaneous, one-month returns. Panel C reports the average contemporaneous onemonth returns (i.e., the sorting criterion), lagged one-month returns, contemporaneous monthly FF3-alphas and lagged monthly FF3-alphas, for both value-weighted and equally- Our results imply that ∆VIX is not a good proxy for changes in expected market volatility.
Given the popularity of the VIX index as an indicator for future market volatility, this result seems puzzling. One potential shortcoming of VIX is that it is not a traded asset but rather a constructed index. The key question is whether changes in VIX or straddle returns predict future changes in realized volatility more accurately. This is a challenging question that falls largely outside the scope of this paper. Here, we only try to provide some preliminary evidence in this respect, as understanding the effectiveness of ∆VIX and our straddle returns in explaining changes in realized aggregate stock market volatility can help to shed light on the ∆VIX results.
Panel D of Table 3 summarizes results of our tentative investigation of how effective ∆VIX and straddle returns are in explaining changes in realized aggregate market variance. The dependent variable is the monthly change in realized standard deviation of MKT, estimated using daily excess returns. We regress this on monthly changes in the VIX, market-neutral straddle returns (MN) and crash-neutral, market-neutral straddle returns (CNMN). These regressions are contemporaneous, e.g., changes in realized volatility between July and June are regressed on the cumulative monthly change in VIX between June 30th and July 31 st and the straddle returns are compounded over the month. There are several interesting observations:
(i) all our proxies for changes in expected volatility are positively correlated with actual changes in realized volatility; (ii) using market-neutral straddle returns instead of VIX changes results in an increase in adjusted R-square of 17% (it jumps from 25.5% to 42.5%); and (iii) if we include both proxies, changes in VIX and market-neutral straddle returns, the latter proxy clearly wins and dominates changes in VIX. We view these results as evidence that straddle returns provide a better proxy for changes in expected market volatility than VIX changes.
Finally, to better understand the differences between VIX changes and straddle returns, we include both variables in a GARCH framework (Engle, 1982) . Specifically, we use the following EGARCH specification (Nelson, 1991) ,
which we estimate by maximum likelihood under the assumption that ߳ ௧ is conditionally normally distributed, implying that the estimated coefficient have the interpretation of quasimaximum likelihood estimates. First, we add to the variance equation of this basic EGARCH model the contemporaneous ∆VIX. The result in Specification 1 of Table 3 Panel E shows that ∆VIX by itself loads significantly and positively on volatility. Specification 2 considers CNMN in isolation, which is also positive and significant. Specification 3 considers ∆VIX and CNMN jointly. Interestingly, both variables remain positive and significant, implying that they contain distinct information about volatility, as neither variable drives the other away.
The last two specifications in Panel E of Table 3 investigate asymmetric effects. For this purpose, we generate two dummy variables: POS, which is equal to one if the market excess re-turn is positive and is zero otherwise, and NEG, which equals one if the market excess return is negative and is otherwise zero. We then interact CNMN and ∆VIX with these two dummy variables. The result in Specifications 4 and 5 for CNMN and ∆VIX are completely different.
CNMN is positively correlated with volatility in both up and down markets and introducing asymmetry makes no difference when including CNMN in the variance equation of the EGARCH model (the log-likelihood is similar and so are the coefficients). However, for ∆VIX, the sign of the coefficient flips: in down markets ∆VIX is positively correlated with volatility but in up markets the correlation becomes negative. A log-likelihood ratio test or a
Wald test of the restriction of equal coefficients in up and down markets strongly rejects the null.
This asymmetric pattern of ∆VIX seems very unintuitive if one views ∆VIX as a proxy for changes in the market's expectation of aggregate uncertainty. The most puzzling part is the negative correlation in the case of up markets implying that unexpectedly large positive returns result in a decrease of the VIX. We conjecture that this asymmetric pattern might explain why ∆VIX does not seem to be priced in our cross-sectional analysis. It also suggests that ∆VIX may proxy for downside volatility or crash risk. This interpretation is consistent with the practitioners' notion that VIX is a "fear index".
The Pricing of Jump Risk
This section describes our main results on the pricing of jump risk in the cross-section of stock returns. We investigate whether aggregate jump risk is a priced risk factor through FamaMacBeth regressions and estimate the cross-sectional price of aggregate jump risk.
As before, we run Fama-Macbeth two step regressions of individual stock excess returns on realized betas (with respect to the various jump risk factors) both with and without the FamaFrench factors. We continue to work with annual returns, which we regress on the contemporaneously realized betas, which are obtained for each stock using daily data and estimating the regression in equation (2). Thus, jump and volatility betas are jointly estimated in these tests.
Several interesting observations emerge from the results in Panel A of Table 4 . First, the market-neutral strangle return MN-Smirk and the change in the slope of the implied volatility skew (∆IV-Smirk) both capture jump risk well. Aggregate jump risk appears to be a priced risk factor in the cross-section of stock returns and carries a negative price of risk, as we would expect from theory. Second, the market price of volatility risk is consistently negative and significant across all the specifications. Third, three alternative jump proxies do not capture the pricing of aggregate market jump in the cross-section of stock returns: the jump part of the crash-neutral market-neutral straddle return (CNMN-J), the out-of-the-money put return (OTM95) and the change in the Bakshi, Kapadia and Madan skewness measure (∆BKM-Skew) all produce insignificant coefficient estimates in these cross-sectional regressions.
To gauge the economic significance of aggregate jump risk, we also report in Panel A of Table   4 the time-series mean of the cross-sectional standard deviations of each of the factor loadings.
The results for MN-Smirk imply that, controlling for MKT and CNMN, a two standard deviation increase in jump risk exposure is associated with a 2.4% decrease in expected returns and the results for ∆IV-Smirk imply that a two standard deviation increase in jump risk exposure is associated with a 1.1% decrease in expected returns.
An important byproduct of this analysis is that it enables us to estimate the economic effect, controlling for jump risk, of an increase in aggregate volatility exposure. Without controlling for jump risk, a two standard deviation increase in volatility beta results in a 5.9% decrease in expected returns. Controlling for MN-Smirk, the effect becomes a 6.0% decrease and controlling for ∆IV-Smirk the effect is accentuated to a 7.6% decrease. Overall, it thus seems that the economic effect of jump risk is small compared to the one of volatility risk.
Next, we investigate the pricing of jump risk through portfolio sorts. These portfolio sorts are less consistent with aggregate jump risk being priced in the cross-section of stock returns. The (5)- (1) hedge portfolio returns and alphas are always insignificant. In the case of MN-Smirk, (5)- (1) hedge portfolio returns are consistently negative and we observe monotonically decreasing patterns for raw returns (for equal-weighted and value-weighted portfolios).
Nevertheless, the weak results of the portfolio sorts are surprising and in stark contrast to the strong Fama-MacBeth results.
Further Interpretation and Discussion
This section describes several extensions of our basic analysis in Section 3. First, we analyze whether there are asymmetries in the pricing of volatility risk, i.e., we investigate whether up-side volatility and downside volatility are priced differently. Second, we consider a battery of robustness tests including controls for size, downside beta, idiosyncratic volatility, idiosyncratic skewness, and conditional skewness.
Upside and Downside Volatility
For at least half a century (see Roy (1952) and Markowitz (1959) ), economists have recognized that investors react differently to downside losses than upside gains. This stylized fact has been formalized, for example, in the behavioral frameworks of loss aversion (Kahneman and Tversky (1979)) and disappointment aversion (Gul (1991) ). More recently, Ang, Chen and
Xing (2006) and Bali et al. (2009) have empirically studied the relationship between different measures of downside risk and expected rates of return. In this section, we ask a similar question, namely whether upside and downside volatility risk are priced differently in the crosssection.
If an asset decreases in value in a declining market (i.e., high downside volatility) more than it increases in value in an increasing market (i.e., high upside volatility), it will tend to have low payoffs when investors are poorer (and thus marginal utility is high) and large payoffs when investors are richer (and marginal utility is low). This negative correlation between marginal utility and the asset's payoffs makes the asset less desirable, such that in equilibrium investors should require a premium for holding it.
In this section we investigate whether downside volatility risk and upside volatility risk are priced differently. We do this by decomposing the market-neutral, at-the-money straddle returns into its call and put option components, and start by considering whether at-the-money call option betas are associated with average returns in the cross-section. Specifically, we estimate call factor loadings ߚ through the time series regression
where C is the return on the call option that is closest to being at-the-money. Similarly, we estimate put factor loadings ߚ through regression
where P is the return on the put option that is closest to being at-the-money.
Panel A of Table 5 show the average returns and abnormal returns of long/short quintile portfolios that sort stocks based upon their call betas and put betas. For call betas, these univariate sorts result in long/short portfolios that earn negative returns, as they should in a world in which the price of volatility risk is negative, but while the point estimates are negative, none of the coefficients are statistically different from zero. Similarly, the long/short portfolio based on put betas earns returns that are indistinguishable from zero. It appears that sorting on put betas or call betas alone produces little spread in average returns.
Panel B of Table 5 shows the result of sorting stocks into twenty five portfolios in an independent double sort that forms five groups based upon the call betas and also five groups based upon put betas. For reasons of brevity, we only report the result of 5-1 portfolios along each dimension. Specifically, the stocks in portfolio (5,5) have large call option betas and also large put option betas, whereas the stocks in portfolio (1,1) have low call option betas and also low put option betas. A strategy that buys portfolio (5,5) and shorts portfolio (1,1) earns a FamaFrench three factor alpha of −15.6% per year (t-statistic of −7.30) on an equal weighted basis and −14.9% (t-statistic of −3.90) value-weighted. While aggregate volatility risk is priced in the cross-section and carries a negative market price of risk, it does not appear that upside and downside volatility are priced differently.
In Panel C of Table 5 , we investigate whether the market price of upside volatility differs from the market price of downside volatility through Fama-French regressions. In the first column of the panel, we run a cross-sectional regression of excess stock returns on both call and put factor loadings ߚ and ߚ without controlling for any other factors. Consistent with the double sort in Panel C, the estimated upside and downside volatility risk premia are economically large and statistically significant. A test of the null hypothesis that the estimated lambdas are equal cannot be rejected at conventional levels. Column 2 adds to the regression the three Fama-French factors. In column 4 we add the jump factor and in column 5 we add the jump factor and the three Fama-French factors. The estimated prices of (upside and downside) volatility risk are remarkably consistent across the various specifications that we consider.
To summarize, while we find strong evidence that volatility risk (as proxied by at-the-money straddle returns) is priced in the cross-section of expected stock returns, there is no evidence that upside and downside volatility are priced differently. Our findings are therefore inconsis-tent with a differential pricing of downside losses versus upside gains (see, for example, Dennis, Mayhew and Stivers (2006) and DeLisle, Doran and Peterson (2009)), though perhaps this result should not come as a surprise, in light of our finding that aggregate crash fears are not priced in the cross-section.
Robustness
In this section, we show that the contemporaneous relation between volatility risk loadings and returns is robust to the inclusion of various stock characteristics and other factors known to affect the cross-section of expected stock returns. The control variables we consider are firm size, down-side beta, idiosyncratic volatility, idiosyncratic skewness and co-skewness (or conditional skewness). , and ߚ ). Two important results emerge from this analysis. First, aggregate volatility risk is priced in all five size quintiles: the long/short portfolio earns economically large and statistically significant abnormal returns in all five size quintiles. Second, there is evidence of a size effect in the cross-sectional pricing of aggregate volatility risk: the spread due to aggregate volatility loadings appears larger in larger firms. For example, when stocks are sorted based on the marketneutral straddle beta loadings, ߚ ெே , in the fifth size quintile (largest stocks) the long/short portfolio earns a Fama-French three factor abnormal return of -12.6% per year (t-statistic -4.54) whereas in the first size quintile (small stocks) the same long/short portfolio earns only -4% per year (t-statistic -2.61). Similarly, when stocks are sorted based upon crash-neutral market-neutral straddle beta loadings, ߚ ேெே , in the fifth size quintile (largest stocks) the long/short portfolio earns a Fama-French three factor abnormal return of -13.1% per year (tstatistic -3.85) whereas in the first size quintile (small stocks) the same long/short portfolio earns only -4.1% per year (t-statistic -2.68).
It appears that aggregate volatility risk is priced more strongly among large stocks than among small stocks, though the alphas are statistically and economically significant across all size portfolios. Consistent with our earlier results, aggregate jump risk betas do not generate an alpha spread across the portfolios; the long/short jump risk portfolios all earn returns that are close to zero and insignificant.
In Panel B, we consider double sorts on downside beta (as in Ang, Chen and Xing, 2006 ) and each of the three factor loadings (ߚ ெே , ߚ ேெே , and ߚ ). We compute downside beta as the sample counterpart of the measure introduced in Bawa and Lindenberg (1977) , namely
where µ MKT is the average market return. The results in Panel B reveal that market-neutral and crash-neutral market-neutral straddles do not proxy for the same risk that is captured by downside betas: controlling for the straddle loading, downside betas matter, and more importantly, controlling for downside beta, the straddle loading matters.
In Panel C, we consider double sorts on idiosyncratic volatility (as in Ang, Hodrick, Xing and Zhang, 2006) and each of the three factor loadings (ߚ ெே , ߚ ேெே , and ߚ ). We compute idiosyncratic volatility relative to the Fama-French three factor model, defining it as ඥ‫ݎܽݒ‬ሺ߳ ௧ ሻ in the regression
The results in Panel C reveal that market-neutral and crash-neutral market-neutral straddles do not proxy for idiosyncratic volatility: controlling for idiosyncratic leaves the effect of the straddle loadings essentially unchanged. Interestingly, controlling for the straddle loading diminishes the importance of idiosyncratic volatility. Specifically, the effect of idiosyncratic volatility is only statistically significant when the straddle loading is high (in the fifth straddle beta quintile).
Finally, in Panel D of Table 6 , we consider double sorts on conditional skewness or coskewness (as in Harvey and Siddique, 2000) and each of the three factor loadings (ߚ ெே , ߚ ேெே , and ߚ ). We compute conditional skewness as the sample counterpart of the measure
where µ i is the average excess return on the stock. The results in Panel D reveal that marketneutral and crash-neutral market-neutral straddles do not proxy for the same risk that is captured by conditional skewness: controlling for the straddle loading, conditional skewness matters, and furthermore, controlling for conditional skewness, the straddle loading matters.
Conclusion
This paper introduces measures of volatility and jump risk that are constructed from index options to examine the pricing of aggregate jump and volatility risk in the cross-section of stock returns. Using market neutral as well as crash-neutral market-neutral straddle returns to proxy for volatility risk, we find strong evidence that aggregate stock market volatility is a priced risk factor. In contrast, we find no evidence that volatility risk is priced when volatility risk is measured based on the CBOE VIX index. Using a variety of jump risk measures constructed from option returns, there is evidence that aggregate jump risk is priced in the cross-section, but jump risk is economically less important and statistically less significant than volatility risk.
Appendix
In this appendix we discuss a toy model illustrating the role of aggregate jump risk in crosssectional asset pricing. The model we present is based upon Rietz (1988) . Consider a Lucas (1978) frictionless pure exchange economy with a single representative agent and a single perishable consumption good produced by a single "tree". Trading in a competitive market, the agent maximizes
where c t is the aggregate endowment at time t, β is the subjective discount factor of the representative agent, and ‫ݑ‬ሺܿሻ = ሺܿ^ሺ1 − ߛሻ − 1ሻ/ሺ1 − ߛሻ, where γ denotes the representative agent's coefficient of relative risk aversion. Standard arguments then imply that the unique stochastic discount factor is given by
In equilibrium the representative agent must find it optimal to consume the endowment, so the and the expected gross return on the stock is given by
Therefore an increase in ߨ in the bad states of the world (states with negative consumption growth, i.e., c i < 1) reduces the expected return on the stock. Similarly, a decrease in ߨ in the bad states of the world increases the expected return on the stock. In other words, stocks that are more sensitive to market crashes should earn higher returns. We form value weighted and equally weighted portfolios every month by sorting stocks based on their realized betas with respect to changes in the CBOE VIX index. For each month, we calculate the betas using daily returns during the month. For each factor loading we then rank the stocks into quintiles at the beginning of each monthly period. The column labeled 'mean return' reports the time series average return on the portfolio and the column labeled 'FF-3 alpha' reports the abnormal return with respect to the Fama-French three factor model. The indices (1), (2), (3), (4), and (5) refer to the sorted portfolios, with higher values of the indices designating portfolios of stocks with higher factor loadings, e.g., (1) designates the portfolio of stocks in the first quintile of loadings (with low loadings). The long/short portfolio is long (5) and short (1). ∆IV-Smirk is the difference between the implied volatility of an out-of-the money put option (0.95 strike-to-spot ratio) and an at-the-money call option. CNMN-J denotes the jump part of CNMN, i.e., the weighted return on a put with 0.85 strike-to-spot ratio.OTM95 is the return on an out-of the money put option with strike-to-spot ratio of 0.95.The change in the Bakshi, Kapadia and Madan (2003) skewness measure is denoted ∆BKM-Skew. In Panel A we run Fama-MacBeth regressions of twelve month excess returns on contemporaneous realized betas. Observations are at the monthly frequency. The columns CS SD reports timeseries means of the cross-sectional standard deviations. In Panel B we present the results of portfolio sorts. For each jump factor, at the beginning of each twelve month period, we sort stocks into quintiles based on their realized betas with respect to the factor over the next twelve months and compute value-weighted and equally-weighted average returns and alphas over the same twelve months. Because we use overlapping returns we adjust standard errors accordingly using 12 Newey-West lags. In Panel A, we form value weighted and equally weighted portfolios every month by sorting stocks based on their realized upside and downside betas. For each month, we calculate the betas using daily returns over the next twelve months. For each factor loading we then rank the stocks into quintiles at the beginning of each twelve month period. The column labeled 'mean return' report the time series average return on the long/short portfolio and the column labeled 'FF-3 alpha' reports the abnormal return with respect to the Fama-French three factor model. In Panel B we form twenty five portfolios, five along the call beta dimension and another five along the put beta dimension. In Panel C we run Fama-MacBeth regressions. The numbers in square brackets [·] are t-statistics computed using the Hansen and Hodrick (1980) and Newey-West (1987) 
Call part of MN straddle returns -0.462 [-3 .14] Table 6 . Robustness
We analyze independent double sorts between various factors known to affect the cross-section of returns and some of our proxies for aggregate volatility risk (MN and CNMN) and aggregate jump risk (CNMN-J). We report FF3-alphas of equal-weighted portfolios. 
