A new inversion method, devised by modification of the nonlinear iterative method originally proposed by Chahine ͓J. Opt. Soc. Am. 58, 1634 ͑1968͔͒ is applied to the inversion of low-angle elastic light-scattering data. The algorithm was tested by computer simulations carried out within the wave-vector range 2.5 ϫ 10 2 -2.5 ϫ 10 4 cm
Introduction
Low-angle elastic light scattering ͑LAELS͒ is one of the most suitable and widely used techniques for performing particle sizing 1 on samples with particles bigger than the wavelength of light. LAELS finds applications in many industrial problems and is also profitably used in many fields of applied sciences, such as atmospheric and aerosol science, or for emulsions and powder characterization. 2 As with other optical techniques such as dynamic light scattering and spectral extinction techniques, LAELS allows the characterization of the sample being carried out in situ and almost in real time. Probably the most important feature of LAELS is the very wide range of the accessible scattering angles, typically two decades with the currently available photodetectors. This is essential for recovering particle-size distributions over a correspondingly wide range of radii.
The main difficulty in retrieving the particle-size distribution from LAELS measurements is the solution of a first-kind Fredholm integral equation that describes the experimental data. This classic illposed problem, whose characteristics are common to many other indirect-sensing experiments, invariably leads to highly unstable solutions, because even arbitrarily small noise components in the measured quantities can give rise to extremely large spurious oscillations in the solution. 3, 4 Quite a number of methods have been developed over the past few years to tackle this problem, and a thorough review on this topic can be found in Ref. 5 and the references therein. One of the most popular inversion algorithms used in LAELS 6 -8 is a nonlinear iterative algorithm originally proposed in 1968 by Chahine. 9, 10 The main advantages of the Chahine method are that no a priori assumptions are needed for the distribution to be recovered, no constraints are imposed on the solutions, which are always positive, and large amounts of data can be processed efficiently. On the other hand, because the technique is sensitive to experimental noise, it is difficult to find a reliable criterion for stopping the inversion procedure, and noisy unstable solutions may occur. When the distributions recovered with the Chahine method are expressed as number distributions, they usually have a typical indented appearance characterized by the presence of many spurious peaks localized toward the small particle side of the radius range. If the same recovered distributions are expressed as weight distributions, their appearance is somewhat smoother and definitely much more reliable. The consequence of this susceptibility to noise therefore limits the use of the Chahine method for retrieving only weight distributions. However, even with weight distributions, the tendency of the Chahine method to become unreliable with noise persists, and its capability of fitting the data and accurately recovering the sample distribution deteriorates with increasing noise levels.
In this paper we propose the use of a new algorithm for the inversion of LAELS data. Such an algorithm was devised by modification of the classical Chahine method, and it has already been applied successfully to the inversion of spectral extinction data, on both simulated 11 and experimental data. 12 In Ref. 11 , we have shown that, for the inversion of spectral extinction data, such an algorithm is stable and reliable with respect to experimental noise and converges to a stable solution independently of the starting distribution. The same algorithm, whose effectiveness depends on the particular kernel of the integral equation, is investigated and tested here by means of computer simulations. Its accuracy, stability, and reliability are studied as functions of noise level, and a thorough comparison with the Chahine algorithm is carried out. The criterion adopted to stop the inversion procedure is also tested and critically discussed. The results show that the method proposed here allows a large variety of particle distributions and their parameters to be accurately reconstructed, both in weight and in number. Moreover, it greatly improves the stability of the solutions against noise and is able to suppress the typical indented and spiky-shaped appearance of the distributions obtained with the classical Chahine method. Finally, for this algorithm, the stopping criterion is rather objectively determined and is not left as an arbitrary parameter of the method.
Theory
The intensity distribution of light scattered by an isotropic sample is a function of two angles, the scattering angle , which is defined as the angle between the scattered wave vector k and the incident wave vector k 0 , and the polar angle , which is the angle between the polarization of the incident electric field and the projection of k onto a plane orthogonal to k 0 . Although the dependence on carries information on the sample structure and size, the dependence is due only to polarization effects and can be easily taken into account and worked out of the equations. Consequently the scattered intensity can be expressed as a function of only, or, as is customarily done in the theory of light scattering, as a function of the wave vector q that is equal to the difference between k and k 0 , i.e., q ϭ k Ϫ k 0 . The magnitude of q is related to the scattering angle by the relation
where is the vacuum wavelength of the light and n is the refractive index of the medium.
When elastic light-scattering data are used for performing particle sizing, they are usually taken at very low scattering angles, and the scattered intensity is measured with bidimensional sensors, such as annular arrays of photodiodes 8 or CCD's. 13 These sensors detect the scattered intensity over their entire sensitive area to which an overall scattering angular range ͑ min , max ͒ and a polar angular range ͑ 1 , 2 ͒ correspond. As shown in Fig. 1 , the sensitive area is usually subdivided into rings, each of them delimited by polar angles 1 and 2 and characterized by an average scattering angle and an angular spread ␦. The angles 1 and 2 are the same for all the rings, and for most of the commonly used detectors they are 1 ϭ 0, 2 ϭ 90°, which corresponds to quarters of rings, or 1 ϭ 0, 2 ϭ 180°, which corresponds to semirings. The range of the scattering angles is determined by the physical distance of the innermost and the outermost rings from the optical axis and by the optics used for collecting the scattered light. A typical sensor is made up of 50 rings or less and collects scattering angles from fractions of degrees to tens of degrees, with a dynamic range of approximately two decades. This implies that the angular spread corresponding to each ring is rather high ͑␦͞ ϳ 10% or larger͒ and only the scattered intensity averaged over the solid acceptance angle associated with each ring can be detected.
If the sample is a diluted homogeneous suspension of noninteracting polydisperse spheres, the average scattered intensity is given by
where N͑r͒dr is the number concentration of particles ͑in inverse cubic centimeters͒ with radii between r and r ϩ dr and I p ͑q, r͒ is the average intensity scattered by a particle with radius r. This is given by
where ⍀ is the acceptance solid angle that corresponds to q, dP͞d⍀ is the scattered intensity per unit solid angle provided by the Mie theory, 14 and the correspondence between and q is given by Eq. ͑1͒. In Eq. ͑3͒ dP͞d⍀ also depends on and on the refraction indexes of the particle and of the medium, but, for the sake of simplicity, it has not been reported explicitly. Equation ͑2͒ is a first-kind Fredholm integral equation in which I͑q͒ is provided by the experiment, N͑r͒ is the distribution to be recovered, and I p ͑q, r͒ is the known kernel. This is a typical example of an illposed problem, meaning that rather different distributions can fit the experimental data to the same level of accuracy, provided that there is some noise in the data. Consequently the solutions might be highly unstable and unreliable, and it is crucial to adopt a suitable inversion algorithm.
In this paper we carry out the inversion of Eq. ͑2͒ by using a nonlinear inversion algorithm that we have recently proposed for the inversion of spectral extinction data. 11 Although a detailed description of such an algorithm can be found in Ref. 11, here we recall only how this algorithm works and how it was devised from the original algorithm proposed by Chahine. 10, 11 According to our algorithm, the particlesize distribution is approximated by a histogram with a number of classes equal to the number of wave vectors q i at which the scattered intensity I͑q i ͒ is measured. Then the integral of Eq. ͑2͒ is transformed into a set of linear algebraic equations:
where N j is the number concentration of the particles that belong to the jth class and A ij is a M ϫ M matrix given by
where ͑r jϪ1 , r j ͒ is the interval of the jth class and I p ͑q i , r͒ is given by Eq. ͑2͒. The algorithm works in the following way: If a particle distribution has been recovered after p iterations, at the next iteration one has
where I meas ͑q i ͒ and I calc p ͑q i ͒ are, respectively, the measured intensity and the intensity calculated on the basis of the distribution N j p . H ij is a normalized weight function given by
Note that the retouching of the jth class is done by the multiplication of the population of the same class at the previous iteration by a factor that is given by the average value of the ratios I meas ͑q i ͒͞I calc p ͑q i ͒ averaged over the entire q range through the weight function H ij . Because H ij , in the limit of infinitesimal classes, has the same shape of intensity scattered by the jth class of particles, it weights the most the q i at which the scattered intensity given by the jth class presents its maximum.
Equation ͑6͒ was devised by modification of the algorithm originally proposed by Chahine, 10,11 which works in the following way:
Note that, differently from Eq. ͑6͒, in which the whole signal sequence I͑q i ͒ is used to correct the population N j p , in this case the correction of N j p is carried out by comparison of the measured and the calculated intensities only at a given q j . Therefore it is necessary to establish a one-to-one mapping between the class being corrected and the correspondent q j . In Chahine's original algorithm this correspondence was based on the existence of a maximum in the kernel of Eq. ͑2͒ when reported as a function of q. When this maximum exists, each class of particles with radii in the range ͑r jϪ1 , r j ͒ can be associated with a q j , chosen so that the behavior of I͑q͒ due to this class presents a maximum in correspondence of q ϭ q j . However, in the case of elastic light scattering, such correspondence cannot be established because, regardless of the particle radius, the maximum is always located at q ϭ 0. Nevertheless, the Chahine algorithm has been widely used in the past years for inverting scattering data. 6 -8 A way to overcome this difficulty is to rewrite Eq. ͑4͒ in terms of the integrated intensities, i.e., the product I͑q i ͒⍀ i , which is, incidentally, exactly the quantity measured in the experiment. In this case the kernel of the integral equation does exhibit a maximum at a value q*, which depends on the particle radius and also on the particular arrangement of the rings of the detector. As reported in Ref. 11 , such a correspondence permits us to estimate the range of radii over which the particle-size distribution can be recovered. If ͑q min , q max ͒ denotes the range of the wave vectors of the measurement, then the smallest radius r min is that one for which q* ϭ q max , whereas the largest radius r max is that one for q* ϭ q min . All the simulations reported in this work have been carried out with a radius range determined with this criterion.
One of the most critical problems that arises when iterative inversion algorithms are used is how to con-trol the convergence of the method and how to find a reliable criterion for stopping the iterative process. In our case the inversion procedure was stopped on the basis of the behavior, as a function of the number of iterations, of the root mean error ͑rme͒:
The rme describes the average rms relative deviation of the retrieved intensities I calc ͑q i ͒ from the measured intensities I meas ͑q i ͒.
In order to determine the stop criterion, we also monitored, as a function of the iteration number, the relative variation of the rme parameter, the average radius, the standard deviation, and the overall concentration of the reconstructed distribution. In most of the tests carried out by using our algorithm we observed that the inversion procedure is rather stable, meaning that the rme parameter monotonically decreases with the number of iterations and that the retrieved distribution matches better and better the expected one. However, in some cases, if the inversion procedure is pushed too far away, it may happen that an instability appears in the retrieved distribution. This occurs mainly when there is some noise present on the data, but it was also observed for noiseless data that corresponded to very narrow ͑͞r Շ 3%͒ or monodisperse distributions whose signal sequence exhibited secondary maxima and deep oscillations. This instability develops in a peculiar way and, in all the investigated cases, it always had the same appearance, regardless of the particular case that was being studied. After the inversion procedure has reached a point at which the rme parameter does not vary appreciably any more, the algorithm starts adding particles with very small radii. This produces a distribution with a high spurious peak at small particles, and in the next section we give an example of this instability. Here we point out that the onset of such instability was found to be strongly correlated to a slowdown in the rate of convergence, as we estimated by studying the behavior of the rme as a function of the iteration number. Indeed, soon after the instability has started to develop, either the derivative of the rme with respect to the iteration number or the rme itself attains a minimum. In the latter case the minimum is always shallow, and, if the inversion procedure is kept going, the rme eventually decreases again.
The above picture was observed in the large majority of the performed tests, and only a few exceptions were encountered. In these cases, in which the instability grows without the rme and its derivative reaching any minimum, the inversion procedure is stopped in connection with a maximum number of iterations, which is typically 10,000 iterations.
In conclusion, although we have no theoretical explanation for supporting this choice, the above criterion was adopted and used in all the simulations carried out in this work. As is shown in Section 3, the value of the rme at the stopping point is always comparable with the rms amount of noise present in the data, which is a fair indication that the data have been reconstructed as well as possible.
As far as the stopping criterion used in the classical Chahine algorithm is concerned, the same sort of consideration applies, but the situation is much more complex and the recovered distributions are characterized by much more irregular instabilities. The reason probably is because the Chahine algorithm is, at the same time, much faster and much more sensitive to noise than ours, with the instabilities developing at a rate comparable with the rate of convergence. For this algorithm there is only a loose correlation between the instability and a minimum in the rme and its derivative. With noisy data, the rme often reaches a minimum very soon ͑ϳ10 -100 iterations͒ in the course of the inversion procedure and then starts to increase indefinitely. Thus is it difficult to find a valid and reliable stopping criterion. In the simulations reported in this paper, we imposed a minimum number of iterations on the inversion method, and afterwards we adopted the same stopping criterion and applied it to our algorithm.
As a final comment for this section, we point out that Eq. ͑2͒ and successive formulas referring to the inversion algorithm have been worked out for particle-size number distributions. For characterizing the sample in terms of weight distributions, because the particles have a spherical shape, integral Eq. ͑2͒ becomes
where W͑r͒dr is the mass of particles with radii between r and r ϩ dr and is the particle density. Note that the kernel Eq. ͑10͒ has the same q dependence as the kernel of Eq. ͑2͒. This makes Eqs. ͑2͒ and ͑10͒ completely equivalent as far as the inversion algorithm is concerned. Indeed, it is easy to show that, in the limit of infinitesimal classes, the algorithm of Eqs. ͑4͒-͑8͒ is dependent on only the q dependence of the kernel and works in the same manner with either number or weight distributions. Therefore, once one of the two distributions is recovered, we can obtain the other one by simply multiplying or dividing the first one by the factor ͑4͞3 r 3 ͒. However, it should be recalled that, because the scattered intensity is strongly dependent on the radius of the particles, the largest contribution to the scattering comes from the larger particles. Consequently it may happen that the recovered number distribution exhibits spurious peaks at particle radii so small that they do not substantially affect the quality of the reconstructed data. On the other hand, the presence of these peaks usually alters rather strongly the quality of the recovered distribution, giving rise to a distribution with a shape, average radius, and width that might be far from the expected ones. However, if the same distribution is expressed in terms of a weight distribution, because of the factor ͑4͞3 r 3 ͒, the presence of these spurious peaks is strongly dampened and the weight distribution may accurately match the expected one. Thus weight distributions are somewhat intrinsically more stable than number distributions and definitely more suitable for reconstructing the data. This sort of dichotomy between number and weight distributions is a consequence of an ill-posed problem and it is what makes the classical Chahine algorithm work well only with weight distributions. Conversely, as is shown in Section 3, our method overcomes this limitation and allows us to recover accurately both number and weight distributions. Depending on the particular system being investigated, this can be a relevant advantage.
Computer Simulations
The computer simulations used for testing our inversion algorithm consist of two steps. First, simulated average scattering intensity ͑input data͒ are generated by computer according to Eq. ͑2͒ for a given number distribution ͑input distribution͒. Second, the input data are processed, and the retrieved distribution ͑output distribution͒ is compared with the input one. The comparison is carried out either on the basis of the number distribution or of the corresponding weight distribution. In particular, the first three moments of each distribution are evaluated: the average radius, the standard deviation, and the overall sample concentration. Below we use the symbols r inp nb , inp nb , and c inp nb to indicate the numberaverage parameters of the input distribution, and the symbols r out nb , out nb , and c out nb refer to the corresponding parameters of the output distribution.
The retrieved intensities ͑output data͒ reconstructed on the basis of the output distribution ͓ac-cording to Eq. ͑4͔͒ are compared with the input ones by means of the rme parameter defined in Eq. ͑9͒. In most cases random noise is added to the input data, with the rms amount of noise being proportional to the input data. The noise was chosen to have a flat probability distribution with no correlation between the data points. For each level of noise, the procedure was repeated with 100 different samples of noise. When the analysis against noise is carried out, the output distributions and the output data are characterized by means of the average and the standard deviations of the above parameters. The symbols ͗r out nb ͘, ͗ out nb ͘, and ͗c out nb ͘ indicate the average values of the parameters characterizing the output distributions, and the symbol ͗rme͘ represents the average relative root mean deviation of the output to the input data. Here ͗. .͘ stands for an average over 100 samples of noise. When weight-average parameters are considered, all the above symbols are used with the superscript wt instead of nb.
The simulations were carried out with a detector made of M ϭ 50 ring quarters ͑ 1 ϭ 0, 2 ϭ 90°͒ and capable of collecting the light scattered by the sample over a range of two decades in q vectors, from q min ϭ 2.5 ϫ 10 2 cm Ϫ1 to q max ϭ 2.5 ϫ 10 4 cm
Ϫ1
. The rings were supposed to be spaced so that the corresponding average wave vectors q i scale as a geometric progression:
where q 1 ϭ q min and a is the ratio of the geometric progression; a ϭ ͑q max ͞q min ͒ 1͞MϪ1 ϳ 1.10. The spread ␦q i of each ring was chosen to be proportional to q i , i.e., ␦q i ͞q i ϭ 10% for all the rings. This value corresponds to having the outer radius of each ring almost coincident with the inner radius of the next ring, so as to fill the entire area of the detector ͑filling ratio ϳ100%͒. The input data were generated by Mie theory 14 with a vacuum wavelength of 0.6328 m and refraction indexes of the particles and of the medium equal to 1.588 and 1.33, respectively. All the above figures were chosen in view of a possible comparison with the experiment in which the light of a linearly polarized He-Ne laser is scattered by a diluted aqueous suspension of latex spheres and detected with a standard photodetector for LAELS. The range of radii used for the inversion was chosen with the criterion of the maximum ͑see Section 2͒ according to which r min ϭ 0.70 m and r max ϭ 77 m. Within this range, the 50 classes were scaled according to a geometric progression, giving rise to classes with the same relative accuracy ␦ j ͞r j ϳ 10%, where ␦ j ϭ r j Ϫ r jϪ1 and r j ϭ ͑r jϪ1 ϩ r j ͒͞2. The zeroiteration distribution was chosen to be constant ͑N j ϭ constant͒, and the final results were checked to be independent of this starting distribution.
In the first test we show how the stopping criterion works. The input data corresponding to an input Gaussian distribution with r inp nb ϭ 10 m, inp nb ϭ 0.3 m, and c inp nb ϭ 10 6 cm Ϫ3 were processed, and the output distribution, as well as its number-average parameters r out nb , out nb , and c out nb , was studied as a function of the number of iterations. In this test no noise was added to the input data. Figure 2 shows the 
input distribution and the three output distributions recovered after 2000, 2636, and 5000 iterations. It can be noted that, although the input distribution ͑solid line͒ is well recovered for all three cases, only the output distribution corresponding to 2000 iterations accurately matches the input one over the entire radius range. If the inversion process is kept going, an instability arises with a spurious peak appearing at very small radii and growing with the number of iterations, as shown by the output distributions recovered after 2638 and 5000 iterations. This instability grows regardless of the fact that the matching between the input and the output data does not change anymore or improves slightly as the number of iterations increases. This is shown by Fig. 3 , in which the input and the output data corresponding to the recovered distributions of Fig. 2 are plotted as functions of q. In Fig. 3͑a͒ the input data correspond to circles; all three output data are shown as a single solid curve, being indistinguishable on the scale of the figure. To distinguish the small differences between them and also to emphasize their deviations from the input data, the percentage deviations between the input and the output data are plotted in Fig. 3͑b͒ . The reconstruction is accurate for low q values, whereas it is worse for high q values. This is because the distribution of the scattered intensity for a narrow distribution is structured and, for large q, exhibits deep oscillations with a peak-to-peak amplitude as high as almost an order of magnitude.
To investigate the onset of the instability, we show in Fig. 4 , as functions of the iteration number, the behaviors of r out nb , out nb , and c out nb , together with the rme and the derivative of the rme with respect to the iteration number, ‫͑ץ‬rme͒͞‫#͑ץ‬it.͒. At the beginning, the parameters r out nb , out nb , and c out nb vary smoothly with the iteration number and correctly converge with the expected values ͑indicated by the arrows͒. However, after ϳ2000 iterations, they suddenly start to change and, within a few hundreds iterations, they develop large deviations that are consistent with the appearance and growth of a large number of particles with very small radii. No sign of this instability is found in the behavior of the rme, which decreases monotonically and smoothly with the iteration number. Conversely, the rate at which the rme decreases changes and ‫͑ץ‬rme͒͞‫#͑ץ‬it.͒ exhibits a minimum at 2638 iterations, which is reasonably soon after the onset of the instability. Although this minimum occurs when the instability has already started to grow, it represents a strong marker for the instability and is a fair indication that the inversion procedure has to be stopped. As described in Section 2, the behavior shown in Figs. 2-4 is a typical example of the kind of instabilities observed when noiseless data that correspond to very narrow ͑͞r Շ 3%͒ or monodisperse distributions are inverted. For noisy data the situation is somewhat different. The instabilities are much more frequent, do not depend on the distribution's being recovered, and appear ear- lier in the course of the inversion procedure. Their onset is either correlated to a minimum in the rme or in its derivative. The higher the noise level on the data, the higher the chances of finding an instability earlier during the inversion procedure. The second test compares our inversion algorithm with the classical Chahine algorithm. Six Gaussian input distributions with average radii of 1, 2, 4, 10, 20, and 50 m were used to test the two algorithms over the entire range of recoverable radii. All the distributions were characterized by the same relative standard deviation inp nb ͞r inp nb ϭ 10% and the same concentration c inp nb ϭ 10 6 cm
Ϫ3
. No noise was added to the input data. The results of this test are given in Figs. 5 and 6 and in Table 1 . The input distributions ͑solid lines͒, the output distributions recovered with our algorithm ͑solid curve histograms͒, and the output distributions recovered with Chahine algorithm ͑dotted curve histograms͒ are shown in Fig. 5 . Although the reconstruction of all the input distributions is fairly accurate with our method over the entire radius range, the Chahine method correctly recovers only the distributions characterized by small average radii ͑1 and 2 m͒. For bigger particles, the output distributions are reconstructed accurately only with regard to the peak of the input distribution, but high spurious peaks appear at small particle radii. This indented shape is typical of the classical Chahine method and it is frequently observed when the data to be inverted exhibit secondary maxima and deep oscillations. This is essentially due to the limited capability of the Chahine algorithm to reconstruct the input data that correspond to these deep oscillations, as shown in Fig. 6 . The figure shows, for each of the distributions of Fig. 5 , the input and the output data obtained with the two methods as a function of q. In part ͑a͒ of each frame Fig. 5 . Comparison between the output distributions recovered with our algorithm ͑solid curve histograms͒ and with the Chahine algorithm ͑dot-ted curve histograms͒ for six input Gaussian distributions. All the input distributions ͑solid lines͒ were characterized by the same relative standard deviation inp nb ͞r inp nb ϭ 10% and the same number concentration c inp nb ϭ 10 6 cm
. The average radii were, from left to right, top to bottom, 1, 2, 4, 10, 20, and 50 m. No noise was added to the input data. Fig. 6 . Comparison between the reconstructed and the input data for the same distributions of Fig. 5 . ͑a͒ of each frame shows the input data ͑circles͒ and the reconstructed data obtained with our method and the Chahine method as a single solid curve. The differences between the two methods can be appreciated in ͑b͒ of each frame in which the deviations between output and input data are reported. Our method is indicated by open squares, and the Chahine method is indicated by filled squares. the input data are given as circles; the two output data, being indistinguishable on the scale of the figure, are shown as a single solid curve. To appreciate the small differences between the two methods, in part ͑b͒ of each frame we show the corresponding deviations obtained with our method ͑open squares͒ and with the Chahine method ͑filled squares͒. The data relative to the smaller particles ͑1 and 2 m͒ are smooth and are accurately reconstructed by both methods with deviations of approximately a few percent. Differences between the two methods begin to appear when the input data become more structured with one or more oscillations that correspond to secondary maxima. Whereas our method is substantially immune to this feature and reconstructs the data with deviations always Յ5% over the entire q range, the Chahine method becomes inaccurate precisely in correspondence to these oscillations, at which the deviations reach values of the order of ϳ10%-20% or even higher. This behavior is confirmed by the value of the rme that corresponds to the different distributions ͑as given in Table 1͒ . For the smaller particles the two methods are equivalent, with rme of the order of a few tenths of a percent. For bigger particles, the rme remains of the order of a few percent for our method, whereas it increases up to values of almost 10% for the Chahine method. These behaviors are correlated with the different accuracies by which the parameters of the output distributions are retrieved. With the exception of the 2-m particle, our method is able to recover, for all the distributions, the r out nb and c out nb with accuracies of better than 1% and 2%, respectively. The standard deviation is also recovered fairly well, with only an approximately 10% increase of the distribution width. On the other hand, the Chahine method works excellently for small particles ͑1 and 2 m͒, with accuracies of the order of tenths of a percent. However, as soon as larger particles are considered, the accuracy of all the recovered parameters deteriorates consistently, reaching values of approximately 40% as in the case of the parameter c out nb for the 50-m particle. All the results shown in Figs. 5 and 6 refer to number-recovered distributions, and the corresponding output parameters reported in Table 1 are number-averaged parameters. However, as has been already recalled at the end of Section 2, the Chahine method is more commonly used for retrieving weight distributions. In this case the method becomes more accurate because the spurious peaks present in the number output distributions are less pronounced or disappear. Correspondingly, the weight-average output parameters are recovered much better, with accuracies of the same order of magnitude of those attained for the number-average parameters, when our method is used.
So far we have considered ideal input data, i.e., noiseless data. In order to investigate how the method works with noisy data, a Gaussian input distribution characterized by r inp nb ϭ 10 m, inp nb ϭ 1 m, and c inp nb ϭ 10 6 cm Ϫ3 was exploited and a 3% rms noise was added to the input data. The results obtained with our method are shown in Fig. 7 , in which the input distribution ͑solid curve͒ and the output distributions that correspond to the first 30 samples of noise are shown ͑dotted lines͒. The output distributions are always retrieved excellently, as is also confirmed by the number-average output parameters: ͗r out nb ͘ ϭ ͑9.99 Ϯ 0.03͒ m, ͗ out nb ͘ ϭ ͑1.02 Ϯ 0.05͒ m, and ͗c out nb ͘ ϭ ͑1.004 Ϯ 0.01͒ ϫ 10 6 cm
. When the same test ͑with the same 100 samples of 3% rms noise͒ is carried out with the Chahine method, the recovered distributions are much noisier, with spurious peaks appearing at small radii. This is shown in Fig. 8 , in which the input distribution ͑solid curve͒ and the output distributions that correspond, for sake of clarity, to only the first three samples of noise ͑dashed, dotted, and dashed-dotted lines͒ are reported. Figure 8 shows the typical indented appearance of the number dis- Fig. 7 . Results of our inversion method when 3% rms noise was added to the input data, corresponding to a Gaussian input distribution ͑solid curve͒ characterized by r inp ϭ 10 m, inp ͞r inp ϭ 10%, and c inp ϭ 10 6 cm
. The output distributions that correspond to the first 30 different samples are shown as dotted lines. . The test was performed with no noise added to the input data.
tributions retrieved with the Chahine method and already encountered in the noiseless case. The corresponding output parameters are in this case much more poorly recovered: ͗r out nb ͘ ϭ ͑7.6 Ϯ 1͒ m, ͗ out nb ͘ ϭ ͑3.2 Ϯ 0.6͒ m, and ͗c out nb ͘ ϭ ͑1.7 Ϯ 0.4͒ ϫ 10 6 cm Ϫ3 . If the comparison between the two methods is performed on the basis of the weight distributions, the differences are not so striking, but are still appreciable. This can be inferred from Fig. 8 , in which the number distributions recovered with the Chahine method, besides the spurious peaks, show a somewhat indented appearance, which also correspond to the main peak of the input distribution. When our method is used, the weightaverage parameters are recovered excellently with accuracies given by ϳ0.1% for ͗r out wt ͘, ϳ0.5% for ͗c out wt ͘, and ϳ5% for ͗ out wt ͘. When the Chahine method is used, the parameters are recovered much more poorly, with accuracies given by ϳ2% for ͗r out wt ͘, ϳ7% for ͗c out wt ͘, and ϳ130% for ͗ out wt ͘. Therefore, although our method is able to recover all three parameters quite accurately, the Chahine method is fairly accurate for only the average radii, slightly overestimates the sample concentration, and completely fails in recovering the width of the distribution.
To investigate the overall effect of noise on the retrieved parameters obtained with the two methods, we added different levels of noise to the input data that corresponded to the same Gaussian distribution of Fig.  8 . The results for the number-average parameters obtained with our method are shown in Fig. 9 , in which the ratios ͗r out nb ͘͞r inp nb , ͗ out nb ͘͞ inp nb , ͗c out nb ͘͞c inp nb , and their respective error bars are plotted as functions of the noise level. Figure 9 shows that there are two effects of increasing the noise level. First, the mismatch between input and output parameters grows larger, implying that the accuracy of the method is deteriorating at high noise levels; the systematic trend to reduce the average radius and to increase both the standard deviation and the concentration is due to the presence of spurious peaks in the recovered distribution, whose density and height increase with the noise level. Second, the error bars associated with the output parameters become larger, meaning that the method is becoming more and more sensitive to noise, with out nb being the most critical parameter. This implies that, depending on the particular sample of noise being considered, the output distributions will be somewhat different from the input ones and their number will increase statistically with an increase in the noise level ͑for noise levels of 10% rms, this number is of the order of 20%͒. Figure 9 also shows that the above effects, i.e., the systematic and the statistical deviations between input and output parameters, are of the same order of magnitude. Therefore they are both to be taken into account when the performances of the method are to be ascertained on noisy data. In particular, the parameters ͗r out nb ͘ and ͗c out nb ͘ can be recovered quite well and, even with 10% rms noise, their accuracy is of the order of 1% and 2%, respectively. Differently, at the same noise level of 10% rms, the parameter ͗ out nb ͘ is recovered with an accuracy of less than 20% and with poor reliability, as indicated by the large error bars associated with this parameter. This is partially because the adopted stopping criterion is still to be optimized. As described above, when the inversion is stopped, although it is at its beginning, the instability has already started to develop, and this is sufficient to alter significantly the value of ͗ out nb ͘, as this parameter is the most sensitive to the presence of spurious peaks at small particles. When the same input data are inverted with the Chahine method, the recovered distributions are so spiky and indented ͑see, for example, Fig. 8͒ that all the parameters are recovered with huge errors, even at very low noise levels. As an example, a noise level of 5% rms is enough to Fig. 8 . Results of the Chahine inversion method in the case of the same Gaussian input distribution ͑solid curve͒ of Fig. 7 . The inversions were carried out on the same input data as those of Fig.  7 . For the sake of clarity, we show the output distributions for only the first three samples. produce, on the recovered average radius and concentration, errors of the order of 30% and 100%, respectively.
A much more meaningful comparison between the two methods is performed when weight distributions are considered. Figure 10 shows the ratio ͗r out wt ͘͞r inp wt and respective error bars as a function of the noise level for both our method ͑open circles͒ and the Chahine method ͑filled circles͒. Both methods recover ͗r out wt ͘ with rather high accuracy, even at very high levels of noise, but our method is definitely much more accurate with no systematic deviations and somewhat smaller error bars. The different performances of the two methods with respect to noise become more pronounced in Fig. 11 , in which the ratios of ͗ out wt ͘͞ inp wt are shown. In this case the Chahine method is highly inaccurate even at very low noise levels ͑1%, 3%͒ or for noiseless data. Conversely, our method is rather stable and accurate, with deviations that become of the order of 25% for noise level only near 10% or higher. Finally, when the recovering of the sample concentration is considered ͑Fig. 12͒, the two methods exhibit astonishingly different behaviors. Our method is able to recover the sample weight concentration even at noise levels of 20% rms, with no systematic deviations and error bars of the order of a few percent. The Chahine method, on the other hand, is extremely sensitive to the noise and systematically introduces errors that scale almost linearly with the noise, i.e., they are approximately twice the noise level. This result is paralleled by the similar behavior shown by the stopping value of the ͗rme͘ parameter as function of the rms noise ͑see Fig.  13͒ . Indeed, although for our method the ͗rme͘ is remarkably equal, within the error bars, to the rms noise for the entire range of noises, for the Chahine method, the ͗rme͘ is by far larger than the rms noise level. Asymptotically, for large noise levels, it scales linearly with the noise, reaching values that are approximately twice the noise level. One can explain this apparent coincidence between the deviations of ͗c out wt ͘ and ͗rme͘ by looking at Fig. 14 and recalling how the Chahine methods works. Figure 14 shows, as functions of q, the input data that correspond to a sample of 20% rms noise ͑circles͒, and the reconstructed data obtained with our method ͑solid curve͒ and the Chahine method ͑dotted curve͒. The curve corresponding to our method passes reasonably well through the data, whereas for the Chahine method it passes well above the input data. In the latter case, the input data are fitted correctly to only a few values of q, at which, actually, they are just barely larger than the reconstructed ones. This is a typical steady-state situation for the data reconstructed with the Chahine method and it is due to the fact that the algorithm corrects the population of each class by using only the information coming from one wave vector. Consequently the only stable condition of convergence is the one for which the ratio I meas ͑q͒͞ I calc ͑q͒ is either Ͻ1 or slightly Ͼ1 and approaches 1 with an increase in the number of iterations. In this way the population of the classes of particles for which I meas ͑q͒͞I calc ͑q͒ Ͻ 1 will be constantly lowered, whereas those for which I meas ͑q͒͞I calc ͑q͒ ϳ 1 will remain constant. This is the mechanism that accounts for the spikelike appearance of the distributions recovered with the Chahine method and also accounts for the huge deviations of Figs. 12 and 13. Indeed, when there is some noise in the input data, the reconstructed curve will pass through only the few points whose intensity has been strongly affected and enhanced by the effect of the noise. In the case of Fig. 14 , the rms level of noise was 20%, corresponding to peak fluctuations of ϳ35%, which is almost the same value of the deviations observed in Figs. 13 and 14 .
As a final test, we investigated the ability of our inversion algorithm to retrieve bi-Gaussian distributions. The two distributions were characterized by r inp nb-a ϭ 5 m, . It can be noted that all the parameters of the two distributions are recovered with similar accuracies, namely a few percent for the average radius and concentration and 10%-20% for the standard deviations. These accuracies are somewhat worse than those obtained with a single Gaussian distribution at the same noise level, but are still remarkably good.
Conclusions
In this paper we have applied an innovative algorithm to the inversion of low-angle elastic light scattering ͑LAELS͒ data. We devised the algorithm by modifying the nonlinear iterative method originally proposed by Chahine in 1968 and we tested it by computer simulations. The simulations were carried out within a wave-vector range of 2.5 ϫ 10 2 -2.5 ϫ 10 4 cm
Ϫ1
; the particle-size distributions were recovered in the 0.70 -77-m range of radii. All the tests were performed by simulation of the conditions of an experiment in which the light of a linearly polarized He-Ne laser is scattered by a diluted aqueous suspension of latex spheres and detected with a standard photodetector for LAELS.
A thorough comparison between our method and the original Chahine method was carried out by investigation of the accuracy, reliability, and stability of the two methods as functions of the noise level present in the data. Compared with the Chahine algorithm, our method is much more stable and reliable, reconstructs the input data much better, with rms deviations always of the order of the noise level, and allows both number and weight particle-size distribution to be retrieved accurately. Its major drawback is the somewhat reduced rate of convergence, which, on the other hand, is partially compensated for by the everincreasing velocity of modern computers ͑1000 iterations take less than 20 s on a 150-MHz Pentium PC͒.
Our method has one more relevant advantage over the Chahine method. Indeed, thanks to its high stability, its convergence is always smooth and when some instabilities occur, they develop in the large majority of the cases after the recovered distribution has already attained its final shape. Moreover, the onset of such instabilities is strongly correlated to a change in the rate of convergence, i.e., when the rme parameter or its derivative with respect to the iteration number reaches a minimum. Consequently, the stopping point is fairly clearly determined and is not a userdependent parameter of the inversion algorithm. Conversely, for the Chahine method the convergence is, at the same time, much faster and highly irregular. Indeed the convergence rate and the rate at which instabilities develop are fairly comparable, making the determination of the stopping point much more troublesome and somewhat arbitrary.
The results of the computer simulations show that our method can accurately recover narrow and broad bell-shaped distributions over the entire range of recoverable radii. Polydisperse distributions, such as bi-Gaussian distributions can be recovered as well. When noisy data are processed, the first three moments of the particle distributions, i.e., concentration, average radius, and standard deviation, can be recovered fairly well even at noise levels of several percent. For example, for a Gaussian distribution with an average radius of 10 m and a standard deviation of 1 m, the accuracies on the recovered average radius and concentration are always within a few percent, even at noise levels of 10%-20% rms. The overall shape of the input distribution is also reconstructed fairly well, without any indication of the noisy and indented appearance typical of the distributions recovered with the Chahine method. The distributions retrieved with our method are always smooth and their tendency to become unstable, with the appearance of a spurious peak at the small particle side of the range, is efficiently discriminated against by the adopted stopping criterion. Moreover, when weight distributions are considered, this residual deviation disappears completely.
As a final comment, we point out that our method, differently from the Chahine method, does not require any strict relation between the wave-vector range of the measure and the range of recoverable radii. In principle, for a given q range, one should be able to recover the particle-size distribution over a range of radii much larger than the one used in this work. Our preliminary results on this topic show that the range of recoverable radii can be substantially extended without affecting the performances of the algorithm too much. These findings will be the subject of a different paper.
