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Abstract
In this paper, we propose a novel partial order for binary discrete memoryless channels that we call
the symmetric convex ordering. We show that Arıkan’s polar transform preserves ‘symmetric convex
orders’. Furthermore, we show that while for symmetric channels this ordering turns out to be equivalent
to the stochastic degradation ordering already known to order the information sets of polar codes, a
strictly weaker partial order is obtained when at least one of the channels is asymmetric. In between,
we also discuss two tools which can be useful for verifying this ordering: a criterion known as the cut
criterion and channel symmetrization. Finally, we discuss potential applications of the results to polar
coding over non-stationary channels.
Index Terms
Polar coding, partial orders, convex ordering, increasing convex ordering, non-stationary memoryless
channels.
I. INTRODUCTION
To set up, let us think about the elegant principle behind the construction of the information
set of a polar code for a given binary discrete memoryless channel (B-DMC) W : F2 → Y . The
construction starts by combining and splitting independent copies of the channel by applying
Arıkan’s polar transform [1, Eqs (17) and (18)] in a recursive fashion. In the first stage, two
The material in this paper was presented in part at the IEEE International Symposium on Information Theory, Honolulu,
USA, July 2014.
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2new binary input channels W− : F2 → Y2 and W+ : F2 → Y2 × F2 are synthesized from two
independent copies ofW . Then, applying the polar transform to these new channels, the channels
W−− := (W−)−, W−+ := (W−)+, W+− := (W+)−, and W++ := (W+)+ are obtained. More
generally, the repeated application yields, at stage n = 1, 2, . . ., a set of 2n channels{
W s
n
: sn ∈ {+,−}n}. (1)
After a long sequence of such operations, the synthesized channels cluster eventually in two
states: almost perfect or completely noisy [1, Theorem 1]. As the main idea behind the con-
struction of the information set is to ensure that the overall error probability of the decoding
procedure is small, the information set of a polar code of block-length N = 2n for the channel
W , denoted as AN(W ), is specified by picking from the set {+,−}n the indices of the synthetic
channels which are good for uncoded transmission, i.e., the code designer is looking for the set
AN(W ) =
{
sn ∈ {+,−}n : W sn is ‘good’}. (2)
Although the information set is explicitly defined, a difficulty arises in accomplishing the
computation of the exact transition probabilities of the synthetic channels as their output alphabets
grow larger and larger with the application of the polar transform. Initially, this problem was
solved in [1] by proposing to approximate the computations by estimating the good channels via
their Bhattacharyya distance with the help of the Monte Carlo method. Though the computations
could be carried offline using the channel model at hand, this approach had two limitations:
complexity and reliability of the Monte Carlo estimates. The problem of finding an efficient
code construction algorithm for polar codes was first addressed by Mori and Tanaka in [2]
and [3]. Thanks to Tal and Vardy, an algorithm to carry the computations approximately (but
within guaranteed bounds) and efficiently was thought out later in [4]. Other methods such as
the Gaussian approximation for computing the bit error probabilities over Gaussian channels [5]
have been also proposed. Overall, the fact that polar codes can be explicitly defined and also
efficiently constructed are important for the practice of polar coding.
Another ‘not so hidden’ characteristic of (2) is the reliance of the definition on a specific
channel. This apparent observation led to a question of both theoretical and practical interest
after the invention of polar codes: How large is AN(W ) ∩ AN(V ), for two given channels W
and V . Two partial orders have been pointed out in [1] which order the information sets of
polar codes: Any binary erasure channel provides good indices for all other B-DMCs having
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3smaller Bhattacharyya parameters, and any channel which is degraded with respect to another
B-DMC provides good indices for the upgraded channel1. In this paper, we will show that these
partial orderings can be studied in the context of a stochastic order known as convex ordering.
Interestingly, it will turn out that the solution to the efficient computation problem found in [4]
is closely tied to the notion of convex ordering.
II. OVERVIEW OF THE RESULTS
Many channel parameters can be used to quantify “good” in (2). Originally, Arıkan chose
to define the information sets of polar codes in terms of the Bhattacharyya parameters of the
synthetic channels. Letting
Z(W ) =
∑
y
√
W (y|0)W (y|1) (3)
denote the Bhattacharyya parameter of a B-DMC W , [1] gives the following definition:
AǫN(W ) =
{
sn ∈ {+,−}n : Z(W sn) ≤ ǫ}, (4)
for ǫ ∈ (0, 1). Z(W ) is a well know upper bound to the average maximum likelihood decoding
error probability Pe, ML(W ) of a single bit transmission over the channelW . Thus, when the Bhat-
tacharyya parameter of a synthetic channel is small, the resulting error probability Pe, ML(W
sn) is
also small and the channel is good for uncoded transmission. Following this reasoning, it is not
difficult to see that any channel parameter appearing in a meaningful upper bound to Pe, ML(W )
is eligible, as this bound would apply individually to the synthetic channels and would serve to
upper bound the successive cancellation decoding error probability of polar codes via the union
bound2. For instance, the symmetric capacity of a channel, defined as
I(W ) =
∑
x,y
1
2
W (y | x) log W (y | x)
1
2
W (y | 0) + 1
2
W (y | 1) , (5)
is another possible choice used to quantify the information sets of polar codes, see [6].
1W is upgraded with respect to V if and only if V is degraded with respect to W .
2See [1, Section V] for an analysis of the error performance of polar codes.
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4In this paper, we will consider a family of such quantifiers generated by the following class
of functions:
Fcx,s = {fs : [−1, 1]→ [0, 1]; fs is symmetric3 and convex
such that fs(0) = 0 and fs(1) = 1}. (6)
The functions in Fcx,s will take as argument the following channel parameter:
∆W (y) =
W (y | 0)−W (y | 1)
W (y | 0) +W (y | 1) . (7)
Let us start by demonstrating the generated upper bounds. We first consider the absolute value
function from the class. Suppose the inputs of W are used with equal frequency. Then, the output
distribution of the channel is given by
qW (y) =
W (y | 0) +W (y | 1)
2
, (8)
for y ∈ Y , and the expectation of |∆W (Y )| evaluated under qW (y) gives
E[|∆W (Y )|] = 1
2
∑
y
|W (y|0)−W (y|1)|. (9)
Thus, this expectation computes the variational distance between the channel’s transition proba-
bilities W (y|0) and W (y|1). We denote this variational distance by T (W ) , E[|∆W (Y )|], and
note that it is related to the error probability as follows [7, e.g. Eq. 47]:
T (W ) = 1− 2Pe, ML(W ). (10)
So, to have a small Pe, ML(W ), the channel at hand must have a large variational distance (close
to 1). Equivalently, it would be sufficient that
Tfs(W ) , E [fs (∆W )]
is large for any fs ∈ Fcx,s, since
T (W ) ≥ Tfs(W )
always holds. Upon noticing that Tfs(W ) ∈ [0, 1], we conclude via (10) that the parameters
Tfs(W ) generate a family of upper bounds to Pe, ML(W ).
Based on this observation, we generalize the definition of the information sets of polar codes
as follows.
3A function f(δ) is called symmetric if f(δ) = f(−δ), for all δ ∈ R.
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5Definition 1. Let fs ∈ Fcx,s and ǫ ∈ (0, 1). W is called ‘ǫ-good’ if Tfs(W ) ≥ 1 − ǫ holds.
Accordingly, the information set definition is adapted as
Afs,ǫN (W ) =
{
sn ∈ {+,−}n : Tfs(W s
n
) ≥ 1− ǫ}. (11)
For instance, the particular choice of fs(δ) = 1−h(1+δ2 ), where h(.) denotes the binary entropy
function, or fs(δ) = 1−
√
1− δ2 lead to information set definitions based on the values of the
symmetric capacities and the Bhattacharyya parameters of the synthetic channels, respectively.
In Section III, we will show that, in essence, taking∆W (Y ) as argument, the class of symmetric
convex functions generates a partial ordering for B-DMCs which orders the information sets of
polar codes:
Afs,ǫN (V ) ⊆ Afs,ǫN (W ), ∀N, ∀ǫ if Tfs(V ) ≤ Tfs(W ), ∀fs ∈ Fcx,s.
This result will follow as a corollary to Theorem 1 which will show that the polar transform
preserves symmetric convex orderings.
Note that Theorem 1 will be stated for a slightly more general polar transform, denoted by
〈W1,W2〉±, that synthesizes two channels from two independent (but not necessarily identical)
binary input channels W1 : F2 → Y1 and W2 : F2 → Y2. Given two such channels, the
generalized polar transform synthesizes the channels W−1,2 = 〈W1,W2〉− : F2 → Y1 × Y2 and
W+1,2 = 〈W1,W2〉+ : F2 → Y1 ×Y2 × F2 with transition probabilities given by
W−1,2(y1y2|u1) =
∑
u2∈F2
1
2
W1(y1|u1 ⊕ u2)W2(y2|u2), (12)
W+1,2(y1y2u1|u2) = 12W1(y1|u1 ⊕ u2)W2(y2|u2). (13)
Once the theorem will be proved, we will compare in Section IV the symmetric convex
ordering with the stochastic degradation ordering already known to order the information sets
of polar codes: We will show that while for symmetric channels this ordering is equivalent to
stochastic degradation, a strictly weaker partial order is obtained when at least one of the channels
is asymmetric. We will illustrate this by a particular example which studies both orderings
between a Z-channel and a binary symmetric channel whose inputs are used with equal frequency.
In the process, we will also present tools which can be useful for verifying the symmetric convex
ordering: the cut criterion due to [8] and channel symmetrization.
In the following Section V, Lemma 1 will demonstrate that after the generalized polar transform
is applied, the created channels and the original channels are ordered with the symmetric convex
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6ordering. Next, Section VI will present two additional applications of the new ordering to polar
coding over non-stationary B-DMCs which was recently studied in [9]. We will first discuss
how the symmetric convex ordering can be useful for efficiently constructing polar codes in this
scenario. Then, we will show that Theorem 1 is also helpful when dealing with the problem
of universal polar coding with channel knowledge at the decoder over non-stationary channels.
Finally, Section VII will interpret the results in view of the state-of-the-art literature.
III. A NOVEL PARTIAL ORDERING FOR B-DMCS
First and foremost, we designate the novel ordering. We use capital letters to denote random
variables and lower-case letters to denote their realizations.
Definition 2. We say that two B-DMCs W and V satisfy the symmetric convex ordering if
E [fs(∆V )] ≤ E [fs(∆W )] ,
for all functions fs ∈ Fcx,s.
Next, we bridge this definition with a well known stochastic order. Let ∆1 and ∆2 be two
random variables with distributions F∆1 and F∆2 , respectively.
Definition 3. [10] ∆1 is smaller with respect to the increasing convex ordering (decreasing
concave ordering) than ∆2, written ∆1 ≺icx ∆2 (∆1 ≺dcv ∆2), if
E [f(∆1)] ≤ E [f(∆2)] , (14)
for all increasing convex (decreasing concave) functions f for which the expectations exist.
As any result involving the ≺icx ordering can be mapped to the ≺dcv ordering, we will stick
to the first one. Alternatively, the ≺icx ordering can be described by using only the class of
symmetric functions.
Proposition 1. |∆1| ≺icx |∆2| if and only if
E [fs(∆1)] ≤ E [fs(∆2)] ,
for all convex symmetric functions fs for which the expectations exist.
Proof. The proof follows by the fact that fs(|δ|) = fs(δ) holds for any symmetric function fs(δ),
δ ∈ R.
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7Thus, the new partial ordering introduced in Definition 2 is an increasing convex ordering for
the absolute value of the channels’ ∆W parameters.
Now, we are ready to state the main result.
Theorem 1. Let W1, W2, V1, and V2 be B-DMCs such that
|∆V1 | ≺icx |∆W1| and |∆V2 | ≺icx |∆W2|
hold. Then, the polar transform preserves this ordering, i.e.,
∣∣∆V ±
1,2
∣∣ ≺icx ∣∣∆W±
1,2
∣∣.
Proof of Theorem 1. We will use the characterization given in Proposition 1 in the proof. After
applying the polar transform to the channels, one can derive the following recursion
∆W−
1,2
(Y1Y2) = ∆W1(Y1)∆W2(Y2), (15)
∆W+
1,2
(Y1Y2U1) =
∆W1(Y1) + (−1)U1∆W2(Y2)
1 + (−1)U1∆W1(Y1)∆W2(Y2)
, (16)
where Y1Y2 ∼ qW1(y1)qW2(y2), and
Y1Y2U1 ∼ qW1(y1)qW2(y2)
1 + (−1)u1∆W1(y1)∆W2(y2)
2
.
See [11, Proofs of Lemmas 1 and 2] for a proof.
Let fs(δ) be a function which is convex and symmetric in δ ∈ [−1, 1]. Note that by the
convexity and the symmetry assumptions, the function will be increasing in δ ∈ [0, 1]. For the
minus polar transform, we write∑
y1y2
qW−
1,2
(y1y2)fs
(
∆W−
1,2
(y1y2)
)
=
∑
y1
qW1(y1)
∑
y2
qW2(y2)f
− (∆W1(y1),∆W2(y2))
where f− (δ1, δ2) = fs (δ1δ2), for δ1, δ2 ∈ [−1, 1]. As we assumed fs(δ) to be convex and
symmetric in its argument, so is f− in both of its arguments. Similarly for the plus polar
transform, we write∑
y1y2u1
qW+
1,2
(y1y2u1)fs
(
∆W+
1,2
(y1y2u1)
)
=
∑
y1y2
qW+
1,2
(y1y20)fs
(
∆W+
1,2
(y1y20)
)
+
∑
y1y2
qW+
1,2
(y1y21)fs
(
∆W+
1,2
(y1y21)
)
=
∑
y1
qW1(y1)
∑
y2
qW2(y2)f
+ (∆W1(y1),∆W2(y2)) ,
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8where
f+ (δ1, δ2) =
1 + δ1δ2
2
fs
(
δ1 + δ2
1 + δ1δ2
)
+
1− δ1δ2
2
fs
(
δ1 − δ2
1− δ1δ2
)
, (17)
for δ1, δ2 ∈ [−1, 1]. Lemma 2 in the Appendix shows that f+ is also a convex and symmetric
function in both of its arguments.
So, using the assumptions |∆V1 | ≺icx |∆W1 | and |∆V2 | ≺icx |∆W2|, we deduce that∑
y1
qV1(y1)
∑
y2
qV2(y2)f
± (∆V1(y1),∆V2(y2))
≤
∑
y1
qV1(y1)
∑
y2
qW2(y2)f
± (∆V1(y1),∆W2(y2))
=
∑
y2
qW2(y2)
∑
y1
qV1(y1)f
± (∆V1(y1),∆W2(y2))
≤
∑
y2
qW2(y2)
∑
y1
qW1(y1)f
± (∆W1(y1),∆W2(y2)) .
This proves our claim that both
∣∣∆V ±
1,2
∣∣ ≺icx ∣∣∆W±
1,2
∣∣ hold.
Using the generalized information set definition given in (11), we get the following corollary
to the previous theorem.
Corollary 1. Let W and V be two B-DMCs which satisfy the symmetric convex ordering as
defined in 2. Then,
Afs,ǫN (V ) ⊆ Afs,ǫN (W ), (18)
holds for all fs ∈ Fs,cx and for all N = 2n with n = 1, 2, . . ..
Proof. The assumption on the channels implies via Proposition 1 that |∆V | ≺icx |∆W | holds.
Then, (18) follows by Theorem 1.
As we pointed out earlier, it is stated in [1] that the information sets of polar codes are ordered
for stochastically degraded channels. See [12, Lemma 4.7] for a proof of the fact that stochastic
degradation is preserved under the original polar transform and [13, Appendix 2.B] for the fact
that two stochastically degraded DMCs are ordered in their E0(ρ) parameters for any ρ > 0.
(Note that for any fixed ρ > 0, E0(ρ) can be expressed as the minus logarithm of the expectation
of a function belonging to Fs,cx [11, Eq. (8) and Lemma 4]). It would therefore be of interest
to compare the symmetric convex ordering we introduced with stochastic degradation.
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9IV. EXPLORATION
A. Convex Ordering
The material up to and including Theorem 3 is drawn from [10, Section 1.3]. The following
definition introduces a special case of the increasing convex ordering.
Definition 4. [10, Theorem B] Suppose ∆1 and ∆2 have equal mean values. ∆1 is smaller with
respect to the convex ordering than ∆2, written ∆1 ≺cx ∆2, if and only if
E [f(∆1)] ≤ E [f(∆2)] ,
for all convex f for which the expectations exist.
Definition 5. [10] A Markov kernel is a function TM(δ, E), δ ∈ R, E ∈ B, such that TM(δ, .)
is a probability measure on R for each fixed δ and TM(., E) is a measurable function for each
fixed E. TM is mean value preserving if the mean value of the probability measure TM(δ, .) is
equal to δ.
An alternative description of convex ordering due to Blackwell [14] is given in [10, Theorem
C]. Below is the statement of this theorem.
Theorem 2. [14] ∆1 ≺cx ∆2 if and only if there exists a mean value preserving Markov kernel
TM such that F∆2 = TMF∆1 , i.e.,
F∆2(δ2) = E
[
TM
(
∆1, (−∞, δ2]
)]
.
Definition 6. A random variable ∆ is called symmetric if the distribution of ∆ satisfies F∆(δ) =
1− F∆(−δ), for all δ ∈ R.
In the next proposition, we exploit this symmetry property.
Proposition 2. For symmetric ∆1 and ∆2, ∆1 ≺cx ∆2 if and only if |∆1| ≺icx |∆2|.
Proof. The ‘only if part’ follows by definition. So, we only need to prove the ‘if part’. Let f(δ)
be a convex function in δ ∈ R. As ∆1 is symmetric, we can write
E [f(∆1)] = E
[
f(∆1) + f(−∆1)
2
]
= E [fs(∆1)] ,
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where fs(δ) = (f(δ) + f(−δ)) /2 is a convex symmetric function. In particular, fs(.) is increas-
ing on R+. Hence using |∆1| ≺icx |∆2|, we get
E [f(∆1)] = E [fs(|∆1|)] ≤ E [fs(|∆2|)] = E [f(∆2)] .
Now, we show that for symmetric channels convex ordering is equivalent to stochastic degra-
dation. Let V : F2 → Y be stochastically degraded with respect to W : F2 → Y . Then, by
definition, there exists a channel P : Y → Y such that
V (y|x) =
∑
z∈Y
W (z|x)P (y|z) (19)
hold for all y ∈ Y . In this case, one can derive the following:
∆V (y) =
V (y|0)− V (y|1)
V (y|0) + V (y|1) =
∑
z
P¯ (z|y)∆W (z),
where
P¯ (z|y) = qW (z)P (y|z)∑
z
qW (z)P (y|z)
corresponds to the inputs posterior probabilities given the output of the channel P . So, for any
convex function f(.), we obtain
E [f(∆V )] =
∑
y
qV (y)f(∆V (y))
=
∑
y
(∑
z
qW (z)P (y|z)
)
f
(∑
z
P¯ (z|y)∆W (z)
)
≤
∑
y
∑
z
qW (z)P (y|z)f(∆W (z))
=
∑
z
qW (z)f(∆W (z)) = E [f(∆W )] , (20)
where the inequality follows by Jensen’s inequality. In particular, the ordering holds with equality
for the function f(δ) = δ. Hence, degradation preserves the mean value, i.e., E[∆W ] = E[∆V ].
By Definition 4, we conclude the order relation ∆V ≺cx ∆W holds for stochastically degraded
channels.
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To show the reverse implication, suppose the channels satisfy ∆V ≺cx ∆W . By Theorem 2,
there exists a Markov kernel TM such that∑
z
TM(y, z) = 1, (21)
∆V (y) =
∑
z
TM(y, z)∆W (z), (22)
P [∆W (z) = δz] =
∑
y
TM(y, z)P [∆V (y) = δy] , (23)
for all y, z ∈ Y . Note that (23) is equivalent to
qW (z) =
∑
y
TM(y, z)qV (y), (24)
and from (22), we get
V (y|0)− V (y|1) =
∑
z
T˜M(y, z) (W (z|0)−W (z|1)) , (25)
where
T˜M(y, z) =
qV (y)
qW (z)
TM(y, z). (26)
Now, observe that via (26), we have ∑
y
T˜M (y, z) = 1.
Moreover, taking the denominator qW (z) in (26) to the other side, summing over z, and using
(21), we get
V (y|0) + V (y|1) =
∑
z
T˜M(y, z) (W (z|0) +W (z|1)) . (27)
Combining (25) and (27) gives
V (y|x) =
∑
z
T˜M(y, z)W (z|x),
for x ∈ {0, 1}. This proves that convex ordering implies stochastic degradation as T˜M(y, z) is
of the form of P (y|z) given in (19). This concludes the proof of the equivalence claim.
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B. Tools for Verifying the Symmetric Convex Ordering
As the symmetric convex ordering between two channels can be described via the increasing
convex ordering of their |∆W | parameters, we can borrow any tool from the literature used to
verify the latter. In the next theorem, a ‘simple’ criterion, known as the Karlin-Novikoff cut
criterion [8], is given for two random variables to satisfy the increasing convex ordering4.
Theorem 3. [10, Theorem E] Suppose that for ∆1,∆2 with finite first moments m∆1 = E[∆1]
and m∆2 = E[∆2], we have m∆1 ≤ m∆2 and
F∆1(δ) ≤ F∆2(δ), for δ ≤ c, (28)
F∆1(δ) ≥ F∆2(δ), for δ > c, (29)
for some c ∈ R, then ∆1 ≺icx ∆2.
The theorem provides a necessary and sufficient condition for the stop-loss order which is
the name given to the increasing convex ordering in the actuarial science literature.
In the comparison process, the following idea will also be useful for checking our ordering.
Definition 7. [12, Definition 1.3] For any B-DMC W : X → Y , the symmetrized B-DMC
Ws : X → Y ×X is defined as
Ws(y, z|x) = 1
2
W (y|x⊕ z).
C. Novelty of the Ordering by an Example
We saw that any channel V which satisfies the relation ∆V ≺cx ∆W with respect to any other
channel W is in fact stochastically degraded with respect to W . It is also clear by definition that
the convex ordering between the channels implies the symmetric convex ordering introduced
in Definition 2. So, we need to study the reverse implication to decide whether the symmetric
convex ordering condition of Theorem 1 gives a strictly weaker condition than convex ordering
(stochastic degradation). At this point, by recalling the equivalence stated in Proposition 2,
we notice that this is not the case for symmetric channels as the two orders ∆V ≺cx ∆W and
|∆V | ≺icx |∆W | are equivalent for symmetric channels. The purpose of this subsection is to show
4We also note that a more general version of the cut criterion called Karlin-Novikoff-Stoyan-Taylor crossing conditions for
stop-loss order can be found in [15].
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that no equivalence exists between the symmetric convex ordering and stochastic degradation if
one of the two channels is asymmetric. If we can find a pair of B-DMCs that does not satisfy
stochastic degradation, but satisfies the symmetric convex ordering, we will be done. Such a pair
is illustrated in the next example.
1
0
1
0
1− r
r
1
Fig. 1: W is a Z-Channel.
1
0
1
0
1− p
p
p
1− p
Fig. 2: V is a Binary Symmetric Channel.
Example 1. Let W be a Z-channel with crossover probability r ∈ [0, 1] and V be a binary
symmetric channel with crossover probability p ∈ [0, 0.5]. The channels are shown in Figure 1
and Figure 2, respectively. In this example, we will answer the following three questions:
(q1) Suppose V is a stochastically degraded version of W . What is the best possible binary
symmetric channel (with the smallest p) which satisfies this condition?
(q2) Suppose instead that the channels satisfy the symmetric convex ordering |∆V | ≺icx |∆W |.
What is the best possible binary symmetric channel which satisfies this condition?
(q3) Suppose we first symmetrize W according to Definition 7 to construct Ws. Suppose now
V is a stochastically degraded version of Ws. What is the best possible binary symmetric
channel which satisfies this condition?
Then, we will compare the three binary symmetric channels to decide which ordering results in
a better channel with a smaller crossover probability p, and thus leads to a polar code with a
September 20, 2018 DRAFT
14
larger information subset over the Z-channel. Note that the information sets of the polar codes
designed for each of the binary symmetric channels are all subsets of the information set of the
capacity achieving polar code designed for the Z-channel. Thus, the polar code designed for the
binary symmetric channel with a smaller crossover probability will achieve a larger rate over
the Z-channel. Here are the answers.
(a1) Stochastic degradation: Let us derive the range of possible values of p in terms of r
under this assumption. For this purpose, we define the asymmetric binary channel P degrading
W to V by
V (y|x) =
∑
z∈{0,1}
W (z|x)P (y|z). (30)
First we note that P (0|0) = 1 − p and P (0|1) = p are the only possibilities. Let P (0|1) = α.
Then, using (30), we get
V (0|1) = p = (1− r)α + r(1− p),
which implies
p =
r + (1− r)α
1 + r
. (31)
Noting that the right hand side of (31) is increasing in α ∈ [0, 1], we conclude that
r
1 + r
≤ p ≤ 1
1 + r
whenever we impose stochastic degradation on the channels. Picking the binary symmetric
channel having the smallest crossover probability p = r/(1 + r) answers the first question.
(a2) |∆V | ≺icx |∆W |: Now, we will derive the range of possible values of p in terms of r
under this assumption by using the cut-criterion given in Theorem 3. We start by computing the
values of E[|∆V |] and E[|∆W |] in terms of the channel parameters. For the binary symmetric
channel, we have E[|∆V |] = 1− 2p. For the Z-channel, we have
|∆W (y)| =

1− r
1 + r
, if y = 0
1, if y = 1
, (32)
qW (0) = (1 + r)/2, and qW (1) = (1 − r)/2. So, we compute E[|∆W |] = 1 − r. Note that any
B-DMC together with any binary symmetric channel with crossover probability p will always
satisfy the conditions (28) and (29) of Theorem 3 for c = |1−2p| and F∆1 corresponding to the
cumulative distribution of the binary symmetric channel. As a result, we can see by the theorem’s
statement that the condition E[|∆V |] ≤ E[|∆W |] is a necessary condition in our example for
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|∆V | ≺icx |∆W | to hold. This in turn implies that p ≥ r/2. Hence, the best possible binary
symmetric channel in this case has crossover probability p = r/2. This answers the second
question.
(a3) Channel symmetrization: We first note a more general result: a given B-DMC W ′ and
its symmetrized version W ′s always satisfy |∆W ′s(y, z)| = |∆W ′(y)| with |∆W ′s(y, z)| distributed
as 0.5qW ′(y), for z = {0, 1}. Therefore, for any function f(δ) defined for δ ∈ [0, 1], we have
E [f(|∆W ′|)] = E
[
f(|∆W ′s|)
]
.
We conclude that for any two B-DMCs W ′ and V ′: |∆V ′ | ≺icx |∆W ′| if and only if |∆V ′s | ≺icx
|∆W ′s|. Moreover, as the channels in this last condition are symmetric, we know the condition
holds if and only if ∆V ′s ≺cx ∆W ′s , i.e., the symmetrized versions of the channels are ordered by
stochastic degradation. So, we have the same answer as in the previous case: the best possible
binary symmetric channel in this case has also crossover probability p = r/2.
Let us compare the results. Noting that r/2 ≤ r/(1 + r) holds for any r ∈ [0, 1], and with
equality if and only if r = {0, 1}, we conclude that, for r ∈ (0, 1), the binary symmetric channel
with smallest crossover probability is found by the symmetric convex ordering and this binary
symmetric channel is not stochastically degraded with respect to the Z-channel. For instance,
when r = 0.5, the crossover probabilities of the best binary symmetric channel we found in the
second case is 0.25 compared to 1/3 in the first one. Finally, we also showed that one can verify
the symmetric convex ordering by first symmetrizing the asymmetric channels and then checking
for stochastic degradation. The example proves that for general B-DMCs the symmetric convex
ordering is strictly weaker than stochastic degradation.
D. Squeezing the Information Sets Between Binary Erausre Channels
Finally, we discuss two other orderings related to binary erasure channels. Recall that we
provided the definitions of the Bhattacharyya parameter Z(W ) and the symmetric capacity I(W )
of a B-DMC in (3) and (5), respectively, and we defined T (W ) = E[|∆W |]. First we note the
following property of the binary erasure channel.
Proposition 3. Amongst the set of symmetric B-DMCs with a given fixed value of the channels’
variational distance T between their own transition probabilities, the binary erasure channel U of
erasure probability 1−T (U) maximizes the symmetric capacity and minimizes the Bhattacharyya
parameter.
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Proof. The proof follows by noting T (U) = 1−Z(U) for the binary erasure channel and using
the following upper bounds to the uncoded error probability (1 − T (W ))/2 ≤ (1 − I(W ))/2
and (1− T (W ))/2 ≤ Z(W )/2.
For a channel W , we define5 ZW = |∆W |. Suppose a binary erasure channel BEC with
erasure probability ǫ ∈ [0, 1] and a B-DMC W satisfy E[ZW ] ≤ E[ZBEC ]. Note that ZBEC is
{0, 1} valued and satisfies P (ZBEC = 0) = ǫ. As a result, the random variable ZBEC and any
arbitrary random variable Z will satisfy the conditions (28) and (29) of Theorem 3 when ∆2 is
taken as the random variable ZBEC and F∆2 stands for its cumulative distribution. As a result,
the assumption T (W ) = E[ZW ] ≤ E[ZBEC ] = T (WBEC) implies ZW ≺icx ZBEC . By Theorem
1, we know that this ordering is preserved under the polar transform.
Another instance of the increasing convex ordering slightly different than Theorem 1 happens
when BEC and W are such that the Bhattacharyya parameters of the channels satisfy Z(W ) ≤
Z(BEC). Let us define the random variable BW =
√
1− Z2W . Then, Z(W ) = E[BW ]. Hence,
the channels satisfy E[BW ] ≤ E[BBEC ]. Letting this time the random variable ∆2 in Theorem
3 stand for the random variable BBEC and F∆2 for its cumulative distribution, we see that
E[BW ] ≤ E[BBEC ] implies BW ≺icx BBEC . Finally, it is well known from [1, Proposition 6]
that this ordering is also preserved under the polar transform.
Using these two binary erasure channel orderings, the following theorem shows that the
information set of a given symmetric B-DMC can be squeezed between the information sets
of two binary erasure channels.
Theorem 4. For any given symmetric B-DMC W with parameter values T (W ) and Z(W ),
define the binary erasure channel U such that T (U) = T (W ) and the binary erasure channel V
such that Z(V ) = Z(W ). Then, we have Z(Us
n
) ≤ Z(W sn) ≤ Z(V sn) for any sn ∈ {+,−}n
with n = 0, 1, . . . Furthermore, this implies the following ordering of the information sets:
Afs,ǫN (V ) ⊆ Afs,ǫN (W ) ⊆ Afs,ǫN (U), ∀ǫ ∈ [0, 1],
for N = 2n and the function fs(δ) = 1−
√
1− δ2.
5Note that this is not the Bhattacharyya parameter Z(W ).
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Proof. It is already known that the binary erasure channel V provides universally good indices:
AV ⊆ AW [1]. To prove the other claim, we first note that the following extremality results hold
by [16, Proposition 4]:
T (W−) = T (W )2,
T (W+) ∈ [T (W ), 2T (W )− T (W )2] .
The proof that the binary erasure channel U provides universally bad indices follows by Propo-
sition 3 and the above extremality result, upon noticing that being a binary erasure channel is
preserved under the polarization transformations with T (U+) = 2T (U)− T (U)2.
V. POLARIZATION PROPERTY
The following lemma proves that the polarization property of the polar transform holds for
all the channel parameters Tfs(W ), where fs ∈ Fs,cx.
Lemma 1. For any two B-DMCs W1 and W2,we have
Tfs(W
−
1,2) ≤ Tfs(W1) ≤ Tfs(W+1,2),
Tfs(W
−
1,2) ≤ Tfs(W2) ≤ Tfs(W+1,2),
for any fs ∈ Fs,cx.
Proof. The idea behind the proof of this lemma is exactly the same idea used in [11, Proof of
Lemma 3]. First, note that the channels W±1,2 and W
±
2,1 have the same Tfs values. Thus, it would
be sufficient to show the first set of inequalities.
As for any realizations δ1 and δ2 of the random variables ∆W1(y1) and ∆W2(y2), respectively,
|δ1δ2| ≤ |δ1| holds, we have
fs(δ1δ2) ≤ fs(δ1),
for any fs ∈ Fs,cx. Taking expectations of both sides, we get Tfs(W−1,2) ≤ Tfs(W1).
On the other side, we have
1 + δ1δ2
2
fs
(
δ1 + δ2
1 + δ1δ2
)
+
1− δ1δ2
2
fs
(
δ1 − δ2
1− δ1δ2
)
≥ fs
(
δ1 + δ2
2
+
δ1 − δ2
2
)
= fs(δ1),
by Jensen’s inequality. Taking expectations, Tfs(W1) ≤ Tfs(W+1,2) follows.
Using Definition 2, the following corollary follows from the lemma.
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Corollary 2. The channels W−1,2, W1, W
+
1,2 satisfy the symmetric convex ordering:∣∣∆W−
1,2
∣∣ ≺icx |∆W1 | ≺icx ∣∣∆W+
1,2
∣∣.
The same result holds for the channel W2.
VI. APPLICATIONS TO POLAR CODING OVER NON-STATIONARY B-DMCS
The original theory of polar coding is extended to non-stationary B-DMCs in [9]. It is
shown there that the recursive application of the generalized polar transform (which allow to
combine and split arbitrary independent channels) polarizes non-stationary memoryless channels
in the same way the polar transform polarizes stationary ones. In this section, we discuss
two applications of the order preserving property of the generalized polar transform shown
in Theorem 1.
A. Efficient Construction of the Information Sets of Polar Codes
In the beginning of the paper, we acknowledged the difficulty in computing efficiently the exact
transition probabilities of the synthetic channels when these have very large output alphabets.
Here, we make a quick look into how, despite this underlying difficulty, the information sets of
polar codes can still be efficiently constructed. The idea of the approximation algorithm used in
[4] for the stationary setting can be summarized as follows: Once the output alphabets of the
the synthetic channels become too large, they are replaced by channels (i) which are ‘close’
to the original channels, (ii) which have permissible output alphabet sizes, and (iii) whose
children synthesized by the sequence of polar transformations still remain ‘close’ to their exact
versions. Thus, the key point is to use an approximation algorithm inducing an ordering which
is preserved by the polar transform. In [4], stochastic degradation is used for that purpose, and
it is shown that the algorithm performs well —a further analysis of the algorithm carried out
in [17] bounds the maximum approximation loss of the algorithm and shows that the algorithm
works with almost linear complexity in the block-length.
As the symmetric convex ordering is a (weaker) partial order also preserved by the polar
transform, it can be used as an alternative approximation method for the asymmetric synthetic
channels. Although we have not implemented such an algorithm to evaluate its performance, we
claim that similar guarantees can be obtained given the fact that both convex ordering (stochastic
degradation) and symmetric convex ordering are induced via the fusion (merging) of the outputs.
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By Theorem 4, we can easily see how the exact and approximate computations can be abandoned
once the gap between the information sets of the two specific binary erasure channels defined
in the theorem’s statement is sufficiently small. In that case, the algorithm proceeds by using
the binary erasure channel recursion for some channel parameters such as the Bhattacharyya
distance, and eventually terminate.
More importantly, we claim that the results can be extended to non-stationary memoryless
channels. As it is shown in [9] that a construction combining non-identical channels with the
polar transform does still make sense, we believe that the idea of the algorithm proposed in [4]
should remain useful for approximating the transition probabilities of the synthetic channels in
the non-stationary setting. In particular, we claim that in the non-stationary setting the symmetric
convex ordering can be applied in order to efficiently approximate and reduce the output alphabet
sizes of both the symmetric and asymmetric channels synthesized by the sequence of generalized
polar transformations.
B. Universal Polar Coding with Channel Knowledge at the Decoder
In the introduction, we referred to an important problem related to the design of polar codes,
namely the size of the intersection AN(W ) ∩ AN(V ) for two given B-DMCs W and V . This
information would be highly useful to a code designer who wants to use the polar code designed
for one of the channels over the other one. Here, we are only interested in using the original
polar code design of Arıkan [1] and leave out any derivative design (in the stationary setting)
which are out of this scope. In the next corollary, we show that the symmetric convex ordering
induces the subset ordering for the information sets of polar codes over the non-stationary
memoryless B-DMCs it orders, and thus the smallest of the information sets can be used for
reliable communication over all of the ordered channels6.
Before we start the discussion, we need to introduce some notations from [9]. Suppose Wt is
the channel law at time instant t ∈ N. For a given block-length N = 2n with n = 0, 1, . . ., each
stage of Arıkan’s polar construction applying the generalized polar transform will successively
transform this collection of channels into a collection {Wk,t : t ∈ N} of channels, where k =
0, . . . , n indicates the corresponding stage of the recursion.
6Note that this will result in a code with a rate smaller than the capacities of all of the ordered channels, except the design
channel.
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Corollary 3. Let W be a set of B-DMCs and V be a B-DMC such that
|∆V | ≺icx |∆W |,
for all W ∈ W . Then, the polar code designed for the channel V is universal for the class W
in the sense that if W0,t ∈ W , for any t ∈ N, the following subset orderings hold:
Afs,ǫN (V ) ⊆ Afs,ǫN ({Wn,t : t ∈ N}) , (33)
for any N = 2n with n = 0, 1, . . ., any fs ∈ Fs,cx, and any ǫ ∈ (0, 1).
Proof. The result follows as a corollary to Theorem 1. For notational consistency, we denote
by {Vn,t : t ∈ N} the set of synthetic channels obtained from the n-fold application of the polar
transform to copies of the channel V , i.e, we have V0,t = V , for any t ∈ N. By the preservation
property shown in Theorem 1 and the recursive construction procedure, we conclude that∣∣∆Vn,t∣∣ ≺icx ∣∣∆Wn,t∣∣,
hold for all n = 0, 1, . . . and any t ∈ N. From this relation, the claim in (33) follows.
Assuming that the decoder knows the sequence of realizations of the non-stationary mem-
oryless channel, the corollary reveals that the universality arising from the symmetric convex
ordering, and hence from stochastic degradation, extends form the stationary setting to the non-
stationary one.
VII. FINAL REMARKS
This paper proposed the symmetric convex ordering as a novel partial ordering for communi-
cation channels. The study revealed that this ordering is a strictly weaker partial ordering than
stochastic degradation and leads to the subset ordering of the information sets of polar codes. The
subset ordering is a consequence of Theorem 1 which shows that the polar transform preserves
symmetric convex orderings. This final section closes the paper by highlighting the novelty of
our results in the light of the previous literature.
It was brought to the author’s attention that in the LDPC coding literature a well-known result
for symmetric channels states that stochastic degradation is equivalent to the increasing convex
ordering of |D|-densities, see for instance [18, Theorem 4.76]. However, the term (increasing)
convex ordering seems not to have been adopted by the researchers in the field, even though
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the theory of stochastic orders likely pre-dates sources such as [18]. Therefore, one distinctive
quality of this paper is the description of connections with the theory of stochastic orders.
In addition, up to our knowledge, the mentioned equivalence property has not been investigated
before for asymmetric channels. In that respect, this work contributes to the literature by showing
that such an equivalence does not hold if one of the channels is asymmetric. The readers familiar
with the coding and information theory literature might argue that the justification for not asking
about what happens to the equivalence in the case of asymmetric channels follows from the
channel symmetrization argument7. Let us explain what is missing in this approach. As far as we
know, channel symmetrization has been used in these fields as an argument to extend the results
derived for symmetric channels8 to asymmetric ones. The extension becomes straightforward
after realizing that the performance measures of asymmetric channels and their symmetrized
versions have the same value when evaluated under the uniform input distribution. For instance,
the idea has been used in [12, Lemma 1.4] in the context of source polarization and polar
codes. The important point to notice is the following: as opposed to this work, in these contexts
channel symmetrization was not explicitly viewed as a tool for ordering the channels. One can
see this more concretely by carefully looking at Example 1, so let use explore the idea of that
example. Suppose that we have an asymmetric channel W and we would like to find the set of
channels which are degraded with respect to W . Call this set S1 . Then, suppose we symmetrize
the channel to obtain Ws, and we find the set of channels which are degraded with respect
to Ws. Call this set S2. Now, we ask the following question: Is S1 = S2 , and why or why
not? This question we pose is critical in understanding how this work distinguishes itself from
the previous works. As we know now, this manuscript shows that in general S1 ⊂ S2, i.e.,
stochastically degrading the symmetrized version Ws will result in a larger set of channels, and
explains the reason: symmetrizing the channel and using stochastic degradation is equivalent to
degrading the channel in the sense of the symmetric convex ordering, and this latter ordering
is a strictly weaker partial ordering than stochastic degradation. Therefore, another merit of this
paper is in its application of channel symmetrization.
Another point worth commenting is related to the definition of the family of more general
information measures we denoted by Tfs(W ), for fs ∈ Fcx,s. The idea of studying a more general
7The origins of this argument are not clear to this author, but the argument has been used by multiple researchers in the field.
8i.e., those derivations facilitated by the use of the symmetry property of a symmetric channel.
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family of information measures is not a new one and has been a subject of interest to many
information theorists. One general family of information measures is the family of f-divergences:
the notion of divergence between two probability distributions p and q was generalized to f-
divergences by the authors of [19] and [20] as follows:
Df(p||q) =
∑
z∈Z
p(z)f
(
q(z)
p(z)
)
, (34)
where f(.) is a convex function. For instance, a well known f-divergence is the variational
distance T (W ) between p←W (y|0) and q ←W (y|1). Therefore, one could ask regarding our
definition whether the measures Tfs(W ) are all f-divergences. For simplicity, let us look at the
case of a symmetric channel W . In this case, the expression simplifies to
Tfs(W ) = E[fs(∆(W ))] =
∑
y∈Y
W (y|0) +W (y|1)
2
fs
(
W (y | 0)−W (y | 1)
W (y | 0) +W (y | 1)
)
=
∑
y∈Y
W (y|0)fs
(
h
(
W (y | 1)
W (y | 0)
))
, (35)
by using the symmetry property of the channel and the symmetry of the function fs and defining
h(t) =
1− t
1 + t
, (36)
for t ∈ [0,∞). By assumption, the function fs(.) is a convex and symmetric function in [−1, 1]
(decreasing in [−1, 0] and increasing in [0, 1]), and one can verify that the function h is a convex
decreasing function in [0,∞). Now, one can easily check that under these assumptions the second
derivative of the composite function fs(h(t)) is not necessarily non-negative, i.e., the composite
function is not necessarily a convex function in t ∈ [0,∞). As a result, we conclude that the
measures we focused in this paper —Tfs(W ) with the functions fs belonging to the family of
convex and symmetric functions Fcx,s— are not necessarily f-divergences.
Finally, we note that other partial orderings for communication channels that are strictly weaker
than stochastic degradation have been proposed in the literature. Ko¨rner and Marton defined the
less noisy and more capable channels in [21], and an application of these orderings in the context
of broadcast channels can be found in [22]. We note the work in [23] which study the subset
ordering problem for the information sets of polar codes over stationary memoryless channels
and show that the less noisy ordering also implies the subset ordering for the information sets
of polar codes.
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APPENDIX
In this appendix, we state and prove Lemma 2
Lemma 2. Let fs(δ) be a convex and symmetric function in δ ∈ [−1, 1]. Then, the function
defined in (17) is also a convex and symmetric function.
Proof. For simplicity, we first define
f1(δ1, δ2) = (1 + δ1δ2)fs
(
δ1 + δ2
1 + δ1δ2
)
,
f2(δ1, δ2) = (1− δ1δ2)fs
(
δ1 − δ2
1− δ1δ2
)
,
δ1, δ2 ∈ [−1, 1]. Hence, (17) equals to
f+(δ1, δ2) =
1
2
f1(δ1, δ2) +
1
2
f2(δ1, δ2).
As f+(δ1, δ2) = f
+(δ2, δ1), it is sufficient to prove the lemma for one of the variables. One
can easily prove that the function is symmetric in δ1 ∈ [−1, 1], i.e, f+(δ1, δ2) = f+(−δ1, δ2) by
using the symmetry of the function fs(δ) in δ ∈ [−1, 1].
We will prove the rest of the lemma for smooth functions fs. As such functions are dense,
this is without loss of generality. Let f ′′s denote the second derivative of fs(δ) with respect to
the variable δ. Then, we get
∂
∂δ1
f1(δ1, δ2) = δ2fs
(
δ1 + δ2
1 + δ1δ2
)
+
1− δ22
1 + δ1δ2
f ′s
(
δ1 + δ2
1 + δ1δ2
)
,
∂2
∂δ1
2
f1(δ1, δ2) = δ2f
′
s
(
δ1 + δ2
1 + δ1δ2
)
1− δ22
(1 + δ1δ2)2
− δ2 1− δ2
2
(1 + δ1δ2)2
f ′s
(
δ1 + δ2
1 + δ1δ2
)
+
1− δ22
1 + δ1δ2
f ′′s
(
δ1 + δ2
1 + δ1δ2
)
1− δ22
(1 + δ1δ2)2
=
(1− δ22)2
(1 + δ1δ2)3
f ′′s
(
δ1 + δ2
1 + δ1δ2
)
.
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Similarly, we get
∂
∂δ1
f2(δ1, δ2) = −δ2fs( δ1 − δ2
1− δ1δ2 ) +
1− δ22
1− δ1δ2 f
′
s(
δ1 − δ2
1− δ1δ2 ),
and
∂2
∂δ1
2
f2(δ1, δ2) =
(1− δ22)2
(1− δ1δ2)3f
′′
s (
δ1 − δ2
1− δ1δ2 ).
Summing these we obtain
∂2
∂δ1
2
f+(δ1, δ2) =
1
2
(1− δ22)2
(1 + δ1δ2)3
f ′′s
(
δ1 + δ2
1 + δ1δ2
)
+
1
2
(1− δ22)2
(1− δ1δ2)3f
′′
s
(
δ1 − δ2
1− δ1δ2
)
≥ 0,
where the sign of f+(δ1, δ2) can be deduced from the convexity of the function fs(δ) in δ ∈
[−1, 1]. This proves that f+(δ1, δ2) is convex in 5δ1 ∈ [−1, 1] and completes the proof.
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