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INTRODUCTION
De nos jours, le processus de conception des composants magnétiques dans le do-
maine ferroviaire devient de plus en plus complexe compte tenu des contraintes impo-
sées. Pour se conformer aux spécifications drastiques, trouver le compromis optimal :
compromis entre le poids, le volume, l’efficacité, le coût et la durée de vie ne suffit plus.
En effet, il est nécessaire à l’heure actuelle d’intégrer au cahier des charges les im-
pacts environnementaux comme l’éco-conception, l’assurance de la recyclabilité ou
les nuisances sonores. De plus, la miniaturisation nécessite de prendre en compte les
problèmes thermiques, voire aéro-thermiques, mais aussi vibratoires dès la phase de
conception. Ainsi, dans le domaine ferroviaire, la durée de vie des transformateurs, au-
tour de 20 à 30 ans, est proche de l’usure des isolants et vernis qui peut être accélérée
par des températures plus élevées. Il est alors nécessaire de trouver unemanière de dé-
terminer avec précision la température au niveau des bobines avec une discrétisation
suffisante afin d’éviter des points chauds. Une autre question essentielle concerne les
vibrations de ces composants qui sont sources de bruit d’origine électromagnétique.
Par exemple, quand un train est en attente dans la gare, le convertisseur auxiliaire
(comprenant une self et un transformateur associés à de l’électronique de puissance)
et la climatisation peuvent générer jusqu’à 90 dBA. Pour comparaison, lors du démar-
rage du train, le bruit émis par le moteur de traction électrique peut atteindre 110 dBA
ce qui correspond à la limite autorisée. Ainsi, pour le confort de l’être humain, le com-
portement acoustique de ces composants doit être prévisible afin d’en tenir compte
dès la phase de conception.
En conséquence, les fabricants ont la volonté d’améliorer les performances de leurs
produits en intégrant les aspectsmulti-physiques : électromagnétiquemais aussi aéro-
thermique et acoustique. La modélisation globale et multi-physique d’un système re-
groupant une association de composants comme par exemple le convertisseur associé
à un transformateur et sa charge impose de nouvelles approches de modélisation et
d’optimisation multi-objectif, mais aussi de représentation permettant au concepteur
de faire les bons choix. Lamodélisationmulti-physique de ces composants est en effet,
un enjeu important : l’optimum électromagnétique seul est bien souvent un non sens
thermique et inversement, sans parler du bruit émis et des vibrations. Pour prétendre
optimiser, il faut donc tenir compte simultanément d’un grand nombre de phéno-
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mènes physiques que ce soit en termes de performances attendues ou de contraintes
à respecter. Il serait tout aussi dangereux pour la conception de négliger la fiabilité, la
commande, les aspects économiques ou encore la trace écologique. Il est donc né-
cessaire de mettre au point des modèles couplés, avec pour chaque domaine phy-
sique ou disciplinaire la forme la plus adaptée de type circuits à constantes locali-
sées ou équations purement analytiques. Le nombre de variables multi-physiques im-
pose une bonne adéquation entre méthodologie d’optimisation et modèles adaptés et
malléables, ceci permettant de résoudre les multiples conflits qui résultent de la prise
en compte des exigences contradictoires typique de la démarche de conception. En
ce sens, les modèles analytiques ou semi-analytiques de type circuits sont les mieux
adaptés aux problèmes de conception. L’utilisation de modèles à constantes locali-
sées, comme un réseau nodal associé à un réseau de perméances, est particulièrement
intéressante réalisant un bon compromis entre rapidité et précision. Ce sont des mo-
dèles rapides et souples, et peuvent s’appliquer à différents domaines de la physique
comme : l’aérothermique, l’électromagnétique, l’acoustique. La facilité d’application à
ces différents domaines est liée à l’exploitation de la théorie des circuits pour la résolu-
tion. Une fonctionnalité importante pour développer l’usage de cette approche est de
faciliter la discrétisation et la construction des réseaux, voir automatiser cette tâche,
afin d’apporter toute la souplesse et la malléabilité indispensable à la génération de
ces modèles.
Dans ce contexte, notre travail réside dans le développement d’un outil de modé-
lisation multi-physique et d’optimisation de composants passifs concernant une ap-
plication ferroviaire. Cet outil sera une aide à la conception optimale offrant des élé-
ments de réponse sur le bon compromis performances – température – volume en y
intégrant les problématiques aérauliques et acoustiques. Des résultats sous forme de
fronts de Pareto associés à une étude de sensibilité faciliteront le choix des concep-
teurs. Dans la première partie, nous rappelons le contexte de l’étude, les probléma-
tiques de conception des composants passifs étudiés, ainsi que nos objectifs. Les dé-
marches de conception actuelles seront rappelées. Dans la seconde partie, un état de
l’art sur le sujet est présenté rappelant les différentes méthodes de modélisation ainsi
que les aspects multi-physiques de ces composants.Dans la troisième partie, nous ap-
pliquerons ces modèles à deux composants retenus : une self et un transformateur à
self intégrée. Nous veillerons à valider nos modèles à partir de nombreux essais, mais
aussi à partir de simulations éléments finis. Puis nous terminerons par une optimisa-
tion sur l’un des deux composants.
Première partie
Contexte de l’étude et objectifs
15

C
H
A
P
I
T
R
E 1
LE CONVERTISSEUR AUXILIAIRE
La tendance actuelle des équipements électriques ferroviaires est à une concentra-
tion de matériels dans des volumes de plus en plus faibles et pour des puissances de
plus en plus élevées. Ce progrès est permis par des composants rapides à faibles pertes
(IGBT), qui malheureusement génèrent des pertes harmoniques importantes dans les
composants magnétiques provoquant du bruit à forte composante tonale. En consé-
quence, les cahiers des charges deviennent de plus en plus drastiques et augmentent
la difficulté de conception optimale des transformateurs et inductances. Cette étude
s’intéresse plus particulièrement aux transformateurs et inductances présents dans les
convertisseurs auxiliaires du domaine ferroviaire. Ces composants bobinés sont indis-
pensables afin de réaliser une isolation galvanique, d’adapter les tensions et effectuer
dufiltrage. La conceptionde ces composants basse oumoyenne fréquence (fréquences
inférieures à 10kHz et d’une puissance comprise entre 100 et 400kVA) est rendue diffi-
cile par la présence d’un cahier des charges de plus en plus exigeant. En effet, celui-ci
fait apparaitre de nombreuses contraintes, telles que :
– Une masse et un encombrement restreints.
– Une durée de vie importante.
– Ues contraintes thermiques.
– Une émission acoustique limitée.
Ces contraintes remettent en cause la conception actuelle des composants magné-
tiques. Celles-ci laissent peu de marge de manœuvre aux concepteurs qui doivent res-
pecter toutes ces exigences. De nombreuses recherches ont apporté une part de ré-
ponse à cette problématique sans pour autant prendre le problème dans son intégra-
lité [HWB98]. L’obtention d’une solution optimale devient difficile de par :
– L’aspectmulti-physique fortement couplé du problème (électrique,magnétique,
17
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FIGURE 1.1: Appareils électriques reliés au convertisseur auxiliaire.
thermique, mécanique).
– L’imprécision des modèles actuels : celle-ci se traduit par la mise en place de
coefficients de sécurités obligeant le constructeur à surdimensionner ses trans-
formateurs afin de garantir leur bon fonctionnement. Ce surdimensionnement
implique un prix de revient supérieur.
– La variété des matériaux magnétiques, de types de conducteur et d’isolant dont
le prix peut varier rapidement. Ainsi une solution qui était économique, peut
devenir non compétitive et doit donc être réétudiée.
Le convertisseur auxiliaire occupe un rôle important au sein des véhicules ferroviaires
[Cha04]. Celui-ci a la lourde tâche de fournir de l’énergie électrique aux composants ne
faisant pas partie directement de la chaine de traction. On distingue ces composants
en deux catégories : les auxiliaires de confort et les auxiliaires de traction (Fig. 1.1).
La figure (1.2) illustre la localisation des composants électriques dans une appli-
cation ferroviaire. Ce placement peut varier selon les projets. Ainsi, les convertisseurs
auxiliaires peuvent être également placés à l’intérieur du train sous la forme d’une «
cabine ».
Dans le cas d’un convertisseur placé sous le train, la figure (1.3) montre la com-
position typique d’un coffret. Ces convertisseurs sont d’une puissance comprise entre
100 et 400 kVA, selon le type d’application ferroviaire développée, et alimentent des
charges 380V ou 220V ainsi que des batteries.
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FIGURE 1.2: Les Composants ferroviaires
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FIGURE 1.3: Vue d’ensemble d’un convertisseur auxiliaire
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FIGURE 1.4: Alimentation des caténaires en Europe
L’entrée de ces convertisseurs dépend de la caténaire du véhicule. Selon le pays, le
réseau électrique diffère. Deux catégories de caténaires se distinguent : les caténaires
AC et DC, de même pour le niveau de tension qui peut varier entre différents pays.
La figure (1.4) montre les réseaux électriques ferroviaires en Europe qui sont très hé-
téroclites et posent beaucoup de problèmes pour les trains internationaux. Ces choix
sont historiques et peuvent actuellement poser des problèmes. C’est le cas des réseaux
16.7Hz qui engendrent des composants magnétiques bien plus encombrants.
Le type de caténaire influe directement sur la topologie du convertisseur. La figure
(1.5) détaille la topologie du convertisseur suivant son type. La présence d’un trans-
formateur est obligatoire dans ces convertisseurs afin d’adjoindre une isolation galva-
nique. Il permet également, principalement pour les caténaires AC, d’abaisser la ten-
sion de la caténaire. De même, un filtre est placé en sortie du convertisseur. Celui-ci
est composé d’une self de lissage et d’un banc de capacité.
Le transformateur du convertisseur fait transiter toute la puissance de ce dernier.
De ce fait, pour des topologies du type de la figure (1.5), le poids, le volume et le prix de
ce composant sont considérables, vis-à-vis des autres composants du convertisseur.
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FIGURE 1.5: Topologie des convertisseurs pour caténaire AC et DC
filtres
650 V
FIGURE 1.6: Topologie avec étage moyenne fréquence
C’est pourquoi dans certains cas, il devient intéressant d’insérer un étage fonction-
nant à des fréquences de découpage plus hautes, afin de diminuer les dimensions du
transformateur. La diminution du transformateur engendrera donc en contrepartie un
surplus d’électronique à l’image de la figure (1.6). Il est également possible d’inclure la
fonction de filtrage du courant dans le transformateur que l’on appellera transforma-
teur à self intégrée.
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LES COMPOSANTS MAGNÉTIQUES PASSIFS
ET LES LIMITES DE CONCEPTION
ACTUELLE
Deux grandes catégories de composantsmagnétiques se distinguent dans les conver-
tisseurs auxiliaires. On y trouve en effet, des transformateurs et des inductances ainsi
qu’un composant hybride : le transformateur à self intégrée. Ces deux catégories de
composants, bien que leur principe de fonctionnement reste identique, n’apportent
pas les mêmes fonctions. Les transformateurs servent à transférer de l’énergie élec-
trique tout en introduisant une isolation galvanique et permettent grâce au ratio de
spires d’adapter les tensions. Les selfs quant à elles, stockent de l’énergie sous forme
magnétique. Grâce à cette propriété, les inductances servent principalement comme
élément de filtrage.
Tous les composants magnétiques du convertisseur auxiliaire ne sont pas étudiés.
Il a été choisi de développer cette étude uniquement sur des composants répondants
aux critères suivants :
– les bobinages sont concentriques et non en galette.
– les composants sont refroidis par une ventilation forcée.
– les composants possèdent un circuit magnétique.
Ces critères correspondent à une grande majorité des composants magnétiques du
convertisseur auxiliaire. De plus ce choix permet d’appliquer par la suite des modèles
généralisés pour les différents composants.
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1 Le composant “self”
Les selfs présentes dans les convertisseurs servent à filtrer, soit le bus DC, soit le
courant en sortie du convertisseur. Il est donc nécessaire de prendre en compte les selfs
monophasées et triphasées. La figure (2.1) montre l’exemple d’une self DC de 1.5mH
et parcourue par un courant de 230A. Plusieurs remarques peuvent être émises :
– les deux colonnes sont bobinées.
– les deux bobines seront couplées en série ou enparallèle selon le choix du bureau
d’étude.
Le seul cas où une seule colonne est bobinée correspond aux selfs cuirassées. Pour les
composants triphasés, chaque colonne du circuit magnétique correspond à une phase
électrique.
FIGURE 2.1: Exemple d’une self monophasée avec une vue en coupe
Les selfs monophasées sont dimensionnées afin de limiter l’ondulation de courant
sur le bus continu. Cette ondulation étant faible à la fréquence du convertisseur, ce
composant est de loin le plus simple à dimensionner. En effet, ses caractéristiques font
que le circuit magnétique ne dissipe aucune perte, et que les pertes du bobinage sont
facilement estimables. Les variations d’inductions générées par les harmoniques de
courant sont également faibles dans le circuit magnétique provoquant ainsi peu de
perturbations acoustiques.
Les selfs triphasées sont plus difficiles à concevoir. Celles-ci filtrent les harmoniques
générées par le convertisseur dues à la modulation de largeur d’impulsion. Le fonda-
mental est dans ce cas à 50 ou 60Hz.
La démarche de conception de ces composants, utilisée par une société, a été syn-
thétisée et est représentée sur la figure (2.2). Le point d’entrée est la spécification du
composant. Cette spécification ne définit pas seulement les aspects électriques du
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FIGURE 2.2: Algorithme de conception d’une self
composant. De nombreuses autres contraintes sont ajoutées, comme les contraintes
dimensionnelles, thermiques, diélectriques ou mécaniques. La spécification définit
également le milieu dans lequel la self sera utilisée. Ainsi la température ambiante, la
ventilation, les spectres harmoniques, le système de fixation sont aussi précisés dans
le document.
A partir de ces spécifications, le fabricant de composants magnétiques va essayer
de répondre au mieux à la demande en suivant la démarche présentée. Le premier
choix à définir est l’induction nominale du composant. Plus celle-ci sera haute plus le
composant sera petit. En contrepartie, les pertes seront élevées et la self saturera rapi-
dement. L’expérience de l’ingénieur d’études est forte dans cette démarche. En effet,
afin de respecter toutes les contraintes et d’optimiser le prix du composant, il est sou-
vent nécessaire d’effectuer plusieurs bouclages durant la démarche de conception. De
plus la démarche met souvent en avant la limite des modèles. Ainsi les pertes fer sont
limitées à une densité maximale de pertes garantissant des résultats thermiques ac-
ceptables. L’expérience montre que le dimensionnement des selfs réalisées par cette
société est souvent optimal grâce au savoir-faire du bureau d’étude, mais cette dé-
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FIGURE 2.3: transformateur triphasé 200kVA 50Hz
marche reste longue et séquentielle. De plus, il est très peu fréquent qu’un ingénieur
d’études reparte de zéro pour obtenir un dimensionnement différent et de comparer
les différentes solutions obtenues par manque de temps. Ainsi s’il converge rapide-
ment vers une solution acceptable, il ne peut garantir l’optimalité de la conception.
2 Le composant “ transformateur”
Le transformateur est généralement placé en sortie du convertisseur. Dans le cas
de convertisseur sans étage moyenne fréquence, ces composants sont généralement
imposants, car ils fonctionnent avec une fréquence fondamentale de 50 ou 60Hz. Ainsi
un transformateur triphasé de 200kVA comme montré sur la figure (2.3) pèse plus de
800kg.
Ces composants sont généralement couplés en triangle-étoile afinde créer unneutre
au secondaire et de supprimer les problèmes de courants homopolaires au primaire.
Parfois ces transformateurs possèdent un bobinage tertiaire afin d’alimenter un char-
geur de batterie. La montée en fréquence des convertisseurs utilisés en ferroviaire im-
pose des harmoniques de courants de plus en plus hauts en fréquence. Les courants
importants imposent cependant des conducteurs avec des sections importantes. Il
est donc nécessaire de faire très attention aux courants induits dans les conducteurs
créant des effets de peau et de proximité.
Laméthode de conception est illustrée sur la figure (2.4). L’algorithme a été simpli-
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FIGURE 2.4: Algorithme de conception d’un transformateur
fié et ne montre pas les aspects mécanique et diélectrique. Cette démarche est proche
de celle présentée pour les selfs. La complexité provient de l’ajout d’un ouplusieurs bo-
binages secondaires. Afin de limiter les forces exercées sur les bobines en cas de court
circuit, il est nécessaire que les hauteurs des différentes bobines soient identiques.
De même, le rapport de transformation définit un ensemble de couples de nombre
de spires respectant ce ratio. Les différents multiples de nombre de spires permettent
d’obtenir la répartition entre le nombre de spires par couche et le nombre de couches
de conducteurs. Il faut donc trouver à cela un conducteur fournissant une largeur per-
mettant de répondre à tous ces critères. L’aspect diélectrique est également plus diffi-
cile à gérer et l’adjonction d’un écran en laiton entre primaire et secondaire ne facilite
pas la conception de l’isolation électrique.
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Noyau principal
Noyau de fuite  
Primaire
Enroulements secondaires
Enroulement primaire
FIGURE 2.5: Schématisation de la coupe d’une colonne d’un transformateur à self in-
tégrée et représentation 3D des deux circuits magnétiques
3 Un hybride : le transformateur à self intégrée
Ce type de composant permet de supprimer la self de filtrage du convertisseur.
Pour cela, la valeur de la self de fuites du transformateur est fortement augmentée.
Cette self de fuites dépend en partie sur les transformateurs de la distance entre pri-
maire et secondaire. Afind’augmenter les fuites, il est possible demettre des cales entre
primaire et secondaire afin de les écarter l’un de l’autre. Cet écartement est générale-
ment insuffisant, un second circuit magnétique est donc ajouté entre les deux bobi-
nages (Fig. 2.5) dans le but d’augmenter et de canaliser les fuites magnétiques. Cepen-
dant la mise en place d’un circuit magnétique est coûteuse vis-à-vis du prix et de la
masse. Or, la valeur d’inductance entrainant la nécessité de placer un circuit supplé-
mentaire n’est pas parfaitement connue. Il peut donc arriver que le cahier des charges
impose une inductance légèrement supérieure à ce palier entrainant la mise en place
d’un noyau supplémentaire.
Le transformateur à self intégrée permet donc de s’affranchir d’un composant. Le
gain total en masse, prix et volume en font un composant de choix dans les convertis-
seurs auxiliaires. Cependant la complexité de ce composant est importante et le di-
mensionnement peu évident. La figure (2.6) montre cette démarche de conception
telle qu’elle est pratiquée chez un fabricant. Elle consiste à dimensionner la partie
transformateur et par la suite d’introduire un circuit magnétique permettant de ga-
rantir une self de fuites acceptable.
Cette méthode pose plusieurs soucis. En effet, cette dernière est très itérative et
l’adjonctiondu circuitmagnétique supplémentaire demandede repartir dans la concep-
tion du transformateur, car cela modifie grandement la géométrie du composant. Les
ingénieurs d’études passent donc énormément de temps sur le dimensionnement. De
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FIGURE 2.6: Algorithme de conception d’un transformateur à self intégrée
plus, cette démarche sépare la conception de la self et du transformateur. Le concep-
teur tente finalement d’optimiser un transformateur et ensuite cherche à le modifier
pour y intégrer un circuit magnétique supplémentaire. Cette démarche n’est pas op-
timale : il est possible que des transformateurs moins optimaux au niveau encombre-
ment ou prix, une fois le circuit magnétique ajouté, deviennent bien meilleurs. Dans
l’objectif d’obtenir un transformateur à self intégrée optimal, il est nécessaire d’inclure
la mise en place du circuit magnétique supplémentaire dès le début du dimensionne-
ment. La mise en place d’une méthode d’optimisation est cruciale pour ces compo-
sants, permettant ainsi de parcourir tout l’espace de recherche.
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OBJECTIFS DE LA THÈSE
L’objectif de cette thèse est d’améliorer la conception des différents composants
magnétiques présentés précédemment (Chap. 2). Or avant de chercher à améliorer
leur conception, il est nécessaire de les modéliser correctement. La méthodologie re-
tenue afin de concevoir de façon optimale les composants magnétiques est visible sur
la figure (3.1).
Une première étape consiste à modéliser correctement les transformateurs et in-
ductances. Ensuite une boucle d’optimisation sera ajoutée afin de trouver des concep-
tions optimales. Les modèles ainsi placés dans une boucle d’optimisation devront être
suffisamment rapides en temps de calcul afin de garantir des optimisations ne dépas-
sant pas une heure tout en gardant une précision suffisante. Le choix du type demodé-
lisation et les hypothèses prises sur les différentes parties du modèle multi-physique
permettront de limiter le temps de calcul tout en conservant un ratio temps de calcul
et précision correct.
Le développement d’un outil de modélisationmulti-physique et d’optimisation de
Algorithme 
d’optimisation 
Modèle 
Multi-physique 
Courant, fréquence 
 
Volume  max  … 
Spécifications Fonctions objectifs 
Pertes Poids 
  
Prix  … 
Variables de 
dimensionnement 
Thermique 
Electrique 
Acoustique 
FIGURE 3.1: Méthode de conception optimale
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ces composants passifs sera développé. Cet outil sera une aide à la conception op-
timale. Il évitera ainsi la démarche séquentielle actuellement exploitée. Les résultats
seront fournis sous forme de fronts de Pareto optimaux.
La thèse s’articule en deux parties. Dans un premier temps, les méthodes de mo-
délisation sont présentées et illustrées avec des exemples. Ensuite, l’approche multi-
physique appliquée aux transformateurs et inductances est introduite. Par la suite le
modèle multi-physique est validé grâce à des mesures expérimentales. La thèse fi-
nira sur la mise en place d’un algorithme d’optimisation agissant sur le modèle multi-
physique afin d’obtenir des composants optimaux.
Deuxième partie
Etat de l’art
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1 Problématique rencontrée : choix d’unmodèle
1.1 problème direct et inverse
Un modèle peut avoir principalement deux buts : déterminer le comportement
d’un composant ou permettre son dimensionnement. Dans le premier cas, on parlera
demodèle direct où les causes sont connues et l’on recherche à obtenir les effets. Dans
le second cas, il s’agit demodèle inverse. Ce dernier en fixant le comportement permet
d’obtenir une géométrie en sortie par exemple.
1.1.1 Modèle direct
Lesmodèles directs permettent de comprendre et d’analyser le comportement d’un
composant. Les données d’entrées sont connues telles que la géométrie ou les cou-
rants d’entrées. On cherche à déterminer les performances (prix, rendement ...) mais
aussi le comportement physique (niveaud’induction, température de fonctionnement,
etc.).
1.1.2 Modèle inverse
Les modèles inverses sont des modèles de conception où les entrées sont les per-
formances du composant et les sorties sa géométrie. Bien qu’idéal dans la théorie, ces
modèles ne sont pas toujours définissables et se cantonnent à des problématiques ana-
lytiques. De plus pour des performances données, il peut exister plusieurs solutions. Il
n’y a donc pas d’unicité de la solution et les modèles inverses ne garantissent pas l’op-
timalité de la solution fournie [Gil09, Bri07].
1.1.3 D’unmodèle direct à unmodèle de conception
Il est tout à fait possible de créer un modèle de dimensionnement en utilisant un
modèle direct. Pour cela, un algorithme d’optimisation est couplé avec le modèle di-
rect comme sur la figure (3.1). L’ensemble modèle direct et algorithme d’optimisation
forme finalement unmodèle inverse, à la différence que la résolution n’est pas directe,
car celle-ci demande un certain nombre d’itérations de la part de l’algorithme d’opti-
misation. En contrepartie, l’algorithme d’optimisation garantit une solution optimale.
C’est cette démarche qui a été retenue par la suite.
1.2 Granularité
La granularité d’unmodèle définit son niveau de détail et sa précision. Selon la gra-
nularité recherchée, les méthodes de modélisation seront plus ou moins adaptées. La
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précision recherchée est donc le premier élément à définir avant de choisir une mé-
thode de modélisation. Ce choix influencera directement le temps de calcul des mo-
dèles. Plus la granularité est fine, plus les temps de calcul sont importants (Fig. 4.1).
Afin de limiter le temps pris par l’optimisateur, il ne faut pas choisir inutilement des
modèles trop fins. Le choix de modèles trop grossiers engendrera par contre des ré-
sultats trop imprécis, et l’optimalité d’une solution peut être remise en cause. Dans le
cas d’une modélisation multi-physique la granularité des différents modèles doit être
compatible afin de ne pas limiter la granularité globale du modèle multi-physique.
Temps de calcul
Précision
Analytique Semi-analytique        Eléments finis
FIGURE 4.1: Compromis entre la précision et le temps de calcul
Les trois types de modélisation indiqués sur la figure (4.1) sont détaillés dans les
paragraphes suivants.
2 Méthode analytique
Laméthode analytique est très souvent utilisée pourmodéliser les transformateurs
et inductances[Pic65, McL04]. Le point fort de cette méthode est son temps d’exécu-
tion très faible. La granularité obtenue avec cette méthode dépend fortement des hy-
pothèses qui ont été posées. Il est tout à fait possible d’obtenir unmodèle très fin, bien
meilleur que par uneméthode éléments finis,mais les hypothèses émises sont souvent
incompatibles avec la modélisation souhaitée.
Ainsi il est tout à fait possible de calculer le champ magnétique et électrique exact
d’un conducteur de section ronde soumis à un courant alternatif haute fréquence et
d’observer l’effet de peau . Par contre il ne sera pas possible de modéliser des conduc-
teurs de sections rectangulaires sauf à faire l’hypothèse d’un conducteur infiniment
long sur une dimension.
La modélisation analytique est souvent employée avec de nombreuses hypothèses
simplificatrices permettant d’obtenir des lois de fonctionnement simples. La formule
de Boucherot est un exemple parmi tant d’autres, où les hypothèses données per-
mettent d’obtenir une loi de comportement, estimant l’induction moyenne B dans le
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circuit magnétique d’un transformateur en fonction de la tension d’alimentationU , la
section magnétique S et le nombre de spires N (Eq.4.1).
B = Up
2º.S. f req.N
(4.1)
La précisionde cette équation est très faible, donnant simplement l’inductionmoyenne
dans le circuit magnétique, négligeant les saturations locales. Un exemple de modéli-
sation d’un transformateur est présenté en section (5).
L’utilisation des méthodes analytiques demande donc d’analyser et de poser les
bonnes hypothèses et oblige donc le concepteur de très bien connaitre le comporte-
ment des composants magnétiques afin d’être sûr de la validité et des limites du mo-
dèle.
La modélisation analytique telle qu’elle a été présentée, se base sur les équations
physiques régissant le composant. D’autres méthodes analytiques existent permet-
tant de modéliser un système. Il est ainsi possible d’utiliser des surfaces de réponses
[VHAHB05, Viv02] obtenues par plan d’expérience. La transformation conforme est
également uneméthode analytique puissante, permettant de résoudre le problème en
partant d’une géométrie simple [MJP04, DT02]. Cette méthode a été beaucoup utili-
sée pour calculer analytiquement le champmagnétique dans l’entrefer d’unemachine
électrique .
3 Méthode semi-analytique
La méthode semi-analytique cherche à mettre le problème sous forme de circuit
électrique équivalent. Chaque élément du circuit est déterminé analytiquement et la
résolution est numérique en mettant le problème sous forme matricielle grâce aux
équations de Kirchhoff. Il suffit alors d’un schéma numérique d’inversion de matrice
afin d’obtenir les différents potentiels et flux inconnus.
Cetteméthode à constantes localisées se base sur la notion de tube de flux [Mak06].
Ce tube de flux unidirectionnel est conservatif. Toutes les lignes de flux entrant par une
extrémité en ressortent par l’autre, exprimant ainsi la notion de divergence nulle d’un
point de vue physique. Le tableau (4.1) donne la correspondance entre les potentiels
et les flux pour différentes physiques. Le lien entre potentiel et flux est donné par la loi
d’Ohm et permet de définir des résistances équivalentes pour chaque physique.
La complexité des réseaux à constantes localisées réside dans le fait que l’utilisateur
doit connaitre préalablement la direction des lignes de champ. La granularité de cette
méthode dépend grandement du nombre d’éléments constituant le réseau et les hypo-
thèses émises. La figure (4.2) montre la modélisation magnétique d’un électroaimant
par une méthode semi-analytique [DSR06]. Celle-ci reste simple avec peu d’éléments
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Potentiel Flux
Électrique V A
Thermique °K W
Magnétique A Wb
Mécanique m N
TABLE 4.1: Equivalence des flux et potentiels pour différents domaines physiques.
et beaucoup d’hypothèses. La précision est faible mais permet d’obtenir un modèle
facile à mettre en place, avec la possibilité d’insérer une courbe de non-linéarité du
matériau (élément en jaune sur la figure).
 
FIGURE 4.2: Modélisation d’un électroaimant par un réseau simple de perméances .
A l’opposé, on peut prendre l’exemple de l’étude du champ de fuites d’un transfor-
mateur [TTK90] (Fig. 4.3). La discrétisation et donc le nombre d’éléments permettent
dans ce cas d’obtenir des résultats proches d’uneméthode numérique avec un gain de
temps fort appréciable.
Avec cette finesse de modélisation, il devient nécessaire de mettre en place des al-
gorithmes permettant la création automatique du réseau et le calcul de chaque élé-
ment. L’emploi de cette méthode est très fréquent dans les démarches de conception
optimale en Génie électrique [Bra12, PHB+06], car les modèles garantissent souvent
un compromis idéal entre le temps de calcul et la précision.
4 Méthode des éléments finis et différences finies
Lesméthodes numériques permettent de résoudre les équations régissant les diffé-
rents domaines physiques. Pour cela, l’espace dimensionnel du composant est discré-
tisé en un ensemble d’éléments. Cette méthode limite très fortement le nombre d’hy-
pothèses et permet d’obtenir une très bonne granularité. A contrario, cette précision se
répercute sur le temps de calcul qui est élevé. C’est pourquoi lesméthodes numériques
ont longtemps été évincées desméthodes d’optimisation. Lamontée en puissance des
ordinateurs et l’amélioration des méthodes de résolution et d’optimisation rendent
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FIGURE 4.3: Réseau équivalent de perméances pour la détermination du champ de
fuites d’un transformateur.
maintenant possible une optimisation utilisant des modèles numériques importants
[BAGB+12]. La parallélisation desméthodes de résolution numérique permet actuelle-
ment de profiter de la puissance de gros clusters mettant en parallèle nombre de pro-
cesseurs. De même, le développement du calcul sur processeur graphique (GPGPU)
[GBWT09] va également dans ce sens. La démocratisation des superordinateurs rend
actuellement possible la location à l’heure de serveurs hautes performances, dépas-
sant le téraFLOPS, pour seulement quelques euros de l’heure [ama].
4.1 Laméthode des différences finies
La méthode des différences finies permet, dans le cas d’un problème aux limites,
d’obtenir facilement une solution grâce à la mise en équationmatricielle du problème
mono oumulti-dimensionnel. Cetteméthode estmoins performante que les éléments
finis et se limite à des géométries simples contrairement aux éléments finis. En contre-
partie, cetteméthode est simple àmettre enplace dans des outils tel queMatlab [QSG11].
Approximation :
Cette méthode de résolution se base sur la définition de la dérivée d’une fonction.
Ainsi, pour une fonction f(x), on peut écrire sa dérivée (Eq. 4.2).
d f (x)
dx
= l imh!0 f (x)° f (x°h)h (4.2)
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Ou la dérivée centrée :
d f (x)
dx
= l imh!0 f (x+h)° f (x°h)2h (4.3)
De même, la dérivée seconde peut s’écrire de la façon suivante :
d2 f (x)
dx2
= l imh!0 f (x+h)°2 f (x)+ f (x°h)h2 (4.4)
Par exemple la résolution temporelle d’un circuit RL classique régit par l’équation
4.5 peut se faire en discrétisant assez finement l’espace du temps t en éléments de lon-
gueur¢t (Fig. 4.4), il est possible de résoudre les problèmes aux limites par un schéma
numérique.
E = Ri (t )+Ld i (t )
dt
(4.5)
ǻt
t
t1 t2 tn
FIGURE 4.4: discrétisation de la variable x
Le temps est discrétisé en 9 intervalles de¢t seconde. En remplaçant h par¢t dans
l’équation 4.2 l’écriture de la dérivée du courant i peut se formuler comme sur l’équa-
tion 4.6.
d i (tn)
dt
= i (tn)° i (tn°1)
¢t
(4.6)
On obtient un systèmematriciel (Eq. 4.7). Le système se résout alors en inversant la
matrice du problème . En prenant pour valeur : L=1mH, R=100≠ et¢t=10µs, on obtient
le résultat présenté sur la figure (4.5).
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Figure 4.5: Résolution d’un circuit RL par différences finies
Méthode de la grille :
La méthode de la grille permet de résoudre des problèmes à deux dimensions. Le
domaine est divisé en une grille (Fig. 4.6). Les nœuds de la grille définissent les points
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où le problème sera résolu. Il est alors possible de définir les dérivées partielles de la
fonction f (x, y) (Eq.4.8 et 4.9).
f(xn,ym) f(xn+1,ym)
f(xn,ym+1)
f(xn,ym-1)
f(xn-1,ym)
ǻym
ǻxn
FIGURE 4.6: Grille pour un problème de dimension 2
@ f (xn , ym)
@x
= f (xn , ym)° f (xm°1, ym)
¢xn
(4.8)
@ f (xn , ym)
@y
= f (xn , ym)° f (xn , ym°1)
¢ym
(4.9)
Exemple enmagnétostatique :
L’exemple suivant décrit la résolution magnétostatique d’un transformateur en 2D.
Les équations magnétiques sont décrites par les équations deMaxwell qui seront défi-
nies dans la section (1.1) et rappelées dans le cas de la magnétostatique par l’équation
4.10.
rot H = J
di v B = 0 (4.10)
B = µH
L’écriture du rotationnel dans un espace à trois dimensions cartésien (x ;y ;z) est
définie par l’équation 4.11.
rot H =
0BBBBBB@
@Hz/@y °@Hy/@z
@Hx/@z°@Hz/@x
@Hy/@x°@Hx/@y
1CCCCCCA (4.11)
Dans le cas d’unproblèmemagnétostatique en 2d, le courant est considéré perpen-
diculaire au plan d’étude (x ;y) et le champ H est invariant selon l’axe z ce qui permet
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d’écrire :
@Hy
@x
° @Hx
@y
= J (4.12)
De plus l’équation 4.10, décrit la conservation du flux et permet d’obtenir, en déve-
loppant l’opérateur de divergence, l’équation 4.13 .
@Bx
@x
+ @By
@y
= 0 (4.13)
La caractéristique dumatériau donne le lien entre B et H :
Bx = µ.Hx (4.14)
By = µ.Hy (4.15)
Le système possède quatre inconnues et quatre équations sont bien présentes. Ces
inconnues sont discrétisées sur une grille de dimension (X ;Y) avec des éléments de
taille (dx ;dy). Le système d’équations peut se formuler alors comme sur l’équation
4.16.
Hy (xn+1, ym)°Hy (xn°1, ym)
2¢x
° Hx(xn , ym+1)°Hx(xn , ym°1)
2¢y
= J (xn , yn)
Bx(xn+1, ym)°Bx(xn°1, ym)
2¢x
+ By (xn , ym+1)°By (xn , ym°1)
2¢y
= 0 (4.16)
Bx(xn , ym) = µ(xn , ym ,H).Hx(xn , ym)
By (xn , ym) = µ(xn , ym ,H).Hy (xn , ym)
Afin de prendre en compte la saturation magnétique, la fonction µ est dépendante
du champ magnétique H. Le problème n’étant plus linéaire, il est nécessaire de ré-
soudre le problème par itérations avec un algorithme permettant de converger vers le
bon résultat.
En prenant par exemple une grille de dimension 500 par 500, on peut modéliser
un transformateur en magnétostatique en imposant des conditions sur les courants
d’entrée et sur la perméabilité du domaine (Fig. 4.7). Le primaire est constitué de trois
couches, tandis que le secondaire n’en comporte qu’une seule.
La résolution matricielle du problème permet ainsi d’obtenir une cartographie du
champmagnétique et de l’induction dans le domaine d’étude (Fig. 4.8).
Cette méthode de grille peut être utilisée pour résoudre des problèmes dans de
nombreux domaines physiques. Elle a l’avantage d’être simple à implémenter, mais de
par la nature de la grille, il est difficile de réaliser des géométries complexes.
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FIGURE 4.7: Définition des caractéristiques du domaine d’étude
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FIGURE 4.8: Champmagnétique et induction calculés pour un transformateur par dif-
férences finies
L’exemple en magnétostatique permet de visualiser les effets de saturation locale
dans le circuit magnétique, c’est dernier étant très difficilement étudiable avec une
méthode analytique.
4.2 Laméthode des éléments finis
La méthode des éléments finis repose également sur la discrétisation du domaine.
Mais contrairement à la méthode de la grille représentant unmaillage régulier, les élé-
ments finis permettent de définir des éléments de type triangle, rectangle, polyèdre,
de taille diverse et connectés ensemble par leurs nœuds. De plus, sur chaque élément,
une fonction d’interpolation est définie [Cra08].
Les éléments finis permettent ainsi de jouer sur la finesse dumaillage afin d’obser-
ver plus ou moins bien un phénomène local dans le domaine d’étude. L’étude magné-
tique d’une self en éléments finis s’effectuera en prenant desmailles fines à l’approche
des entrefers afin de bien modéliser les lignes de champ.
Cette méthode possède donc une très bonne granularité. De par sa formulation,
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elle produit moins d’erreurs que les différences finies, mais le temps de maillage doit
être pris en compte. Le maillage est une étape pouvant être aussi longue que la résolu-
tion du problème. Il est d’ailleurs intéressant dans ce cas de posséder un outil avec un
maillage auto adaptatif ce qui permet de corriger le maillage automatiquement dans
les zones ’sensibles’.
Ci-dessous, deux exemples de modélisations sont présentés. L’une est analytique
afin de dimensionner un composant et l’autre éléments finis afin d’étudier un phéno-
mène précis. Ces deux études sont multi-physiques. Leur intérêt est de présenter la
difficulté d’étude des composants passifs dans leur environnement.
5 Exemple d’unemodélisation analytique dans le cas
d’unemodélisation systémique d’un convertisseur
DC/DC
5.1 Objectifs
Cette partie décrit une méthode analytique basée sur le produit des aires [McL04,
VdBV05] permettant de dimensionner un transformateur pour un convertisseurDC/DC
à topologie demi-pont (Fig. 4.9).
FIGURE 4.9: Convertisseur DC/DC demi-pont
Cette démarche permet de dimensionner rapidement un transformateur ou une
self grâce à une méthode purement analytique. Cette méthode est rapide et permet
d’optimiser facilement l’ensemble convertisseur et transformateur. L’utilisationdupro-
duit des aires permet de limiter le nombre de variables du problème. Celui-ci lie la
puissance électrique qui transite dans le transformateur, au produit de la section ma-
gnétique et électrique.
Cette étude permet demettre en avant une approche systémique [Mes07]. Du point
de vue du transformateur, l’augmentation de la fréquence de découpage permet de di-
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minuer samasse. Du point de vue de l’électronique, l’augmentation de la fréquence de
découpage se caractérise par l’augmentation des pertes par commutations. Ces pertes
sont évacuées par un radiateur dont la masse évolue avec les pertes. Il existe donc un
compromis sur la fréquence de découpage permettant de limiter la masse totale du
convertisseur.
L’étude a porté sur plusieurs topologies ( pont complet, forward, etc) pour obtenir
un convertisseur de 100kVA, mais seul le demi-pont est présenté. Les pertes de l’élec-
tronique sont établies en se basant sur [MH03] et leurs formulations ne sont pas pré-
sentées.
5.2 Géométrie du transformateur
Afin de limiter le nombre de variables, une géométrie double tore [PPBH10], est
utilisée (Fig. 4.10) : un tore de conducteur ( aluminium ou cuivre) enroulé autour d’un
tore de circuit magnétique. Contrairement à une topologie plus classique, comme les
circuits EI, double C ou autre, le double tore peut simplement être décrit par deux va-
riables dimensionnelles : les rayons Rf er et Rcuivre .
 
Rfer 
Rcuivre
SpireMoyenne
FIGURE 4.10: Géométrie double tore d’un transformateur
Bien que cette géométrie soit arbitraire, un lien existe entre cette géométrie et des
géométries plus usuelles, comme le pot-core ou le transformateur torique en “dérou-
lant” respectivement le cuivre autour du fer, ou inversement (Fig.4.11).
5.3 Produit des aires
Les équations magnétiques permettent d’écrire les équations 4.17 et 4.18 :
e = N1 ddt ¡ (4.17)ˆ
e.dt = N1B.S f er .Phoi s f er (4.18)
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FIGURE 4.11: Du double tore aux géométries plus classiques
Avec :
¡ : Flux magnétique (Wb)
N1 : Nombre de spires primaire
e : tension aux bornes du bobinage
B : induction dans le circuit magnétique (T)
S f er : Section de fer (m²)
f oi s f er : Coefficient de foisonnement du fer [0 à 1]
La tension aux bornes du transformateur étant un signal carré d’amplitude Ve, et de
rapport cyclique Æ, l’équation 4.18 devient :
V s = Ve.Æ.T
V s = 2N1B.S f er . f oi s f er (4.19)
S f er = V s2N1B.Phoi s f er
De même, il est possible de lier la section du cuivre avec les courants du primaire
et du secondaire par l’équation 4.20.
Scuivre =
°
I1E f f .N1+ I2E f f .N2
¢
/J
Scuivre =
N1.
°
I1E f f + I2E f f .m
¢
J
f oi scui vre (4.20)
Avec :
I1E f f : Courant efficace primaire (A)
50 CHAPITRE 4. MÉTHODE DEMODÉLISATION ET EXEMPLES D’APPLICATION
I2E f f : Courant efficace secondaire (A)
m : Rapport de transformation (N2N1 )
N2 : Nombre de spires secondaire
J : Densité de courant (A/mm²)
f oi scui vre : Coefficient de foisonnement cuivre >1
Il en découle le produit des aires qui est la multiplication des deux sections (Eq. 4.21).
PAire = Scuivre .S f er
PAire = =
V s.
°
I1E f f + I2E f f .m
¢
2.B.J
£ f oi scui vre
f oi s f er
(4.21)
Le produit des aires est intéressant pour plusieurs raisons. La première est qu’il
fait disparaître le nombre de spires du primaire et du secondaire, éliminant ainsi deux
variables. La seconde est qu’il donne une relation entre une puissance et le produit de
deux sections.
5.4 Induction nominale
Afin de diminuer le volume du composant magnétique, il faut diminuer le produit
des aires. Pour cela une possibilité est de maximiser la valeur d’induction nominale
B . Or il n’est pas toujours raisonnable de se placer à la limite de saturation. En effet,
selon la fréquence de découpage et les harmoniques, les pertes fer peuvent devenir
trop importantes et entrainer des surchauffes. Une solution simple consiste à limiter
les pertes fer à une densité volumique limitée. Les pertes fer volumiques sont obtenues
par le modèle simplifié de Steinmetz (Eq. 4.22)
Pf er = Kp .BØmax .FreqÆ [W /kg ] (4.22)
avec Kp , Ø, et Æ des constantes liées au matériau magnétique.
Ainsi, on peut en déduire la valeur de Bmax applicable par l’équation 4.23.
Bmax = exp
0B@ ln( Pf erKp .FreqÆ )
Ø
1CA (4.23)
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5.5 Densité de courant
La densité de courant intervient directement dans le produit des aires. Une valeur
élevée va dans le sens d’une diminution de la masse. En contrepartie, les pertes Joules
augmentent drastiquement. Demême que pour la valeur d’induction, il est nécessaire
de limiter la densité de courant afin de ne pas endommager les isolants. Il est donc
important de mettre en place un petit modèle thermique analytique afin d’estimer la
température du bobinage.
5.6 Modèle thermique
Le modèle thermique est volontairement simple. Il ne prend en compte que la
convection et ne fournit que la température moyenne de fonctionnement. Les pertes
fer étant limitées par une valeur de perte volumique afin de garantir leur évacuation, il
en résulte que seules les pertes Joules viennent alimenter lemodèle thermique. Cemo-
dèle étant fortement lié à la topologie du transformateur, il en découle que son adap-
tation à un modèle double tore impose de faire de fortes approximations de par la dif-
ficulté, entre autres, d’y intégrer un canal de ventilation. En convection, l’élévation de
température ¢T est définie par l’équation 4.24.
¢T = P
Æ.S
(4.24)
avec :
P : Pertes cuivre (W )
Æ : Transmissibilité thermique surfacique (W.m°2.K°1)
S : La surface de convection (m2)
La surface d’échange est considérée comme sur la figure (4.12) et sa formulation est
donnée sur l’équation 4.25.
S = Sint +Sext
S = Spiremoy (2ºRcuivre +4Rcuivre) (4.25)
Spiremoy = 2º
°
Rf er +Rcuivre
¢
Le coefficient d’échange est obtenu en utilisant les nombres Reynolds et Nusselt
[Heu78].
5.7 Optimisation de la structure
Unemacro (Fig. 4.13) a été réalisée afin de fournir en sortie un transformateur res-
pectant le cahier des charges tout en minimisant sa masse. Pour cela, la macro ba-
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Figure 1: Surface d'échange thermique sur le tore de cuivre
 
 
Sinterieur
Sexterieur
Figure 4.12: Surface d’échange sur un tore de conducteur
laie les solutions en incrémentant la densité de courant et le rapport Cuivre/fer. La
meilleure solution obtenue est conservée au détriment des autres. Cette macro est
donc codée en imbriquant deux boucles afin de quadriller l’espace de recherche. Tout
le domaine est donc examiné grâce à cette méthode combinatoire. Cette méthodolo-
gie est parfaitement adaptée, car le nombre de variables est limité à deux et les bornes
de ces variables sont suffisamment réduites pour être en mesure de choisir un pas de
discrétisation faible.
Choix du matériau Magnétique
Calcul automatique de Bmax
Choix de la densité de courant
Calcul du produit des aires
Choix du rapport Cuivre/Fer
Obtention  d’une  géométrie  
double tore imbrigué 
 Choix matériau du bobinage
Détermination du bobinage
Calcul des Pertes cuivre, fer
et de la masse
Calcul Pertes cuivre et fer
Calcul de la température de 
fonctionnement
Masse min ?
Avec
Temp < Tmax 
Transformateur optimisé
Cahier des Charges
V.s ; Ieff, m ...
Figure 4.13: Méthode de bouclage utilisée
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5.8 Résultats
La fréquence de découpage du convertisseur ainsi que le matériau magnétique
employé, sont pris comme paramètres d’étude afin de montrer leurs influences sur
la masse du transformateur résultant. Quatre matériaux ont été étudiés :
– Fer-Silicium grain orienté M140-30
– Ferrite 3C92
– Nanocristallin Vitroperm 500 F
– Amorphe Metglas 2605SA1
Les matériaux magnétiques ont fortement évolué et il devient parfois difficile de dé-
terminer le plus approprié à l’application visée. Pour les basses et hautes fréquences,
respectivement inférieures à 100Hz et supérieures à 20kHz, le choix ne pose que peu
de problèmes et le concepteur s’orientera respectivement vers les tôles de fer et les
ferrites. Cependant entre ces deux extrêmes, il existe d’autres matériaux tels que les
nanocristallins et les amorphes. Il devient alors difficile de connaitre la plage d’utilisa-
tion optimale de chaque matériau et d’estimer la transition entre deux matériaux.
5.8.1 Masse du transformateur seul
10-1 100 101
101
102
103
104
Fréquence (kHz)
M
a s
s e
 ( k
g )
 
 
Ferrite
Amorphe
Fer Silicium
Nanocristallin
FIGURE 4.14: Evolution de la masse du transformateur en fonction de la fréquence et
du matériau magnétique.
La figure (4.14) montre l’évolution de la masse du transformateur en fonction de la
fréquence de découpage du convertisseur. Les deux extrêmes se retrouvent bien : fer
silicium et ferrite. Cette dernière devient dominante à partir de 30kHz. L’amorphe et le
nanocristallin permettent de compléter les fréquences intermédiaires.
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5.8.2 Ensemble transformateur - électronique de puissance
10-1 100 101
102
103
104
Fréquence (kHz)
M
a s
s e
 ( k
g )
 
 
Ferrite
Fer silicium
Amorphe
Nanocristallin
FIGURE 4.15: Evolution de lamasse totale du convertisseur en fonction de la fréquence
et du matériau magnétique.
L’augmentation de la fréquence a un impact bénéfique sur le poids du transforma-
teur, mais il en est tout autrement pour l’électronique du convertisseur. En effet, les
pertes par commutations des interrupteurs augmentent avec la fréquence de décou-
page. Afin d’évacuer ces pertes il faut par conséquent augmenter la surface d’échange
thermique de l’électronique ce qui engendre donc des radiateurs plus volumineux et
plus lourds. Ainsi à basse fréquence, lamasse du convertisseur DC-DC sera principale-
ment due au transformateur alors qu’à haute fréquence ce sera celle des radiateurs du
convertisseur qui dominera. Le poids des radiateurs est proportionnel aux pertes vues
par les interrupteurs et dépend de la résistance thermique du radiateur ainsi que de sa
masse volumique.
La figure (4.15) met en avant le compromis existant et fait apparaitre un optimum
de la masse entre 4 et 6 kHz. La technologie des interrupteurs évoluant rapidement, la
fréquence de l’optimumaugmentera avec le temps. La prise en compte de composants
en carbure de silicium, donnerait des fréquences plus hautes par exemple. Il apparait
dans ce cas que le nanocristallin est le matériau idéal, mais que toutefois l’amorphe
et la ferrite donnent de bons résultats comparés au fer silicium. Ce classement des
matériaux se retrouve bien pour cette bande de fréquence sur la figure (4.14). Dans le
futur, le nanocristallin fera place à la ferrite bien meilleure dans les hautes fréquences.
Demême, une amélioration du refroidissement par demeilleurs radiateurs, ou par une
meilleure ventilation permettrait d’augmenter cette fréquence optimale.
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5.9 Conclusion
Cette modélisation systémique très grossière a permis de trouver rapidement la
plage de fréquence optimale pour une application donnée. Les masses déterminées
sont plus qualitatives que quantitatives. La faiblesse des modèles fait que les masses
obtenues sont soumises à de fortes incertitudes : effets de peau non considérés, mo-
dèle thermique à un seul noeud, géométrie double-tore.
La comparaison entre les solutions reste cependant fiable, car les mêmes erreurs
sont commises pour chaque simulation.
L’exemple suivant repose quant à lui sur une étude fine d’un composant et plus
particulièrement sur l’insertion de caloducs dans son système de refroidissement. Ce
composant, situé dans un coffre fermé, est soumis à des contraintes thermiques im-
portantes.
6 Exemple d’unemodélisation éléments finis dans le cas
d’unemodélisationmulti-physique
Cet exemple montre une modélisation par éléments finis d’une self DC dont le but
est demodifier le type de refroidissement en passant d’un refroidissement par air forcé
à un refroidissent par caloducs.
Le fonctionnement des caloducs et son utilisation enGénie électrique est décrit par
[Kam07]. Contrairement à l’exemple précédent, où l’on cherchait à trouver des com-
promis entre les différents éléments d’un convertisseur et d’en déduire par exemple
une loi de masse approximative en fonction de la fréquence de découpage ; ici le but
est de s’intéresser uniquement à la self d’entrée du convertisseur et de modéliser fine-
ment son comportement magnétique et thermique.
La self, présentée sur la figure (4.16), est une self DC située juste derrière la caté-
naire d’un métro alimentée en DC. Cette self est refroidie par un moto-ventilateur dé-
bitant 0.53m3.s°1. La ventilation a pour but, dans ce cas, d’évacuer les 10kW de pertes
générées dans le bobinage. Chaque galette électrique dissipe 625W de pertes Joules et
la classe thermique de ce composant est la classe H, cad 120°K d’échauffementmoyen
maximum.
La figure (4.16) fait apparaitre un circuit magnétique. La self fonctionne en réalité
comme une self à air. Le circuit magnétique ne passe pas au centre des galettes. Son
but est de limiter les champs rayonnés qui doivent être maitrisés en ferroviaire.
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FIGURE 4.16: Self DC d’entrée d’un métro
6.1 Objectifs
Bien que le composant fonctionne parfaitement à l’heure actuelle avec une ven-
tilation forcée, l’idée est de supprimer le ventilateur et de compenser cette perte de
ventilation par une ventilation vent-vitesse crée par le déplacement du métro. Ainsi
un système de captation sur le train, permettra de diriger le flux d’air, sur le compo-
sant. Il n’est pas envisageable d’espérer obtenir des débits aussi importants que les
0.53m3.s°1actuels. Afin d’augmenter les surfaces d’échange et d’extraire au mieux les
calories dans le composant, des caloducs sont introduits dans le bobinage.
Bien que ce soit une self DC, parcourue par très peu d’harmoniques de courant, il
est nécessaire que cette self respecte un gabarit fournissant les bornes extrêmes ad-
missibles de la valeur de self en fonction de la fréquence. Cette contrainte permet
de garantir une impédance du métro vis-à-vis du réseau conforme aux spécifications
électriques du réseau de caténaires. La self actuelle présente une valeur d’inductance
représentée sur la figure (4.17).
L’introduction de caloducs dans le bobinage pose nombre de problèmes. En effet,
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FIGURE 4.17: Variation de l’inductance en fonction de la fréquence
ils sont constitués principalement d’aluminium et de cuivre. Or même si ces deux ma-
tériaux ont une perméabilité magnétique proche de l’air, ils n’en sont pas moins de
bons conducteurs électriques soumis aux courants induits.
Afin de limiter le temps de développement d’un démonstrateur, la géométrie ac-
tuelle de la self est reprise et sera modifiée afin de pouvoir y intégrer un système de
refroidissement passif. Le but est d’estimer l’impact magnétique des caloducs sur la
valeur de self, et d’estimer le refroidissement passif nécessaire.
Les caloducs placés entre les galettes sont plongés dans le champ magnétique de
la self. Il y a ainsi création de tensions (Eq. 4.26) et donc apparition de courants induits
(Eq. 4.27) dans les barreaux.
U = nd¡
dt
(4.26)
U = R.I (4.27)
Ces courants induits vont eux mêmes recréer un champ magnétique opposé au
champ qui traverse les caloducs (Eq. 4.28). Ainsi la valeur de la self, de par la diminu-
tion du champ (Eq. 4.29), va diminuer. Ce phénomène dépend de la fréquence et est
inexistant pour un courant d’excitation continu.
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rot H = J (4.28)
¡ = L.I (4.29)
Il est donc important de quantifier ce phénomène afin d’évaluer l’impact des calo-
ducs sur le gabarit (Fig.4.17). Pour cela des simulations éléments finis ont été réalisées.
6.2 Modélisationmagnétique de la self actuelle
Une simulation en magnétostatique a été effectuée sur la self afin de s’assurer que
l’on retrouve bien la bonne valeur de self nominale. Cette étape permet de vérifier en
partie de la validité des simulations.
6.2.1 Modèle géométrique
FIGURE 4.18: 1/8 de self modélisé sous Maxwell
Une géométrie simple a été modélisée. Chaque galette est représentée par un seul
conducteur. Le courant traversant le conducteur est réglé afin que les ampères-tours
soient équivalents à la self réelle.
Les cales amagnétiques sont représentées en vert sur la figure (4.18). Elles sont pla-
cées comme sur le dessin d’ensemble de la self. Elles n’ont aucune influence sur la
simulation, car leur perméabilité est équivalente à celle de l’air. Afin d’accélérer les
calculs, des plans de symétrie ont été mis en place permettant l’étude de seulement 18
de la self.
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6.2.2 Induction B
La figure (4.19) présente la valeur d’induction dans le circuit magnétique. Les va-
leurs correspondent bien à celles déterminées par le bureau d’étude lors de la concep-
tion de cette self.
6.2.3 Champmagnétique H
La figure (4.20) montre le champmagnétique dans la self. On y voit clairement l’in-
fluence du manteau magnétique qui limite fortement le champ en dehors de la self.
Les cales sont bien traversées par un champmagnétique important et le champ évolue
rapidement lorsqu’on s’approche du centre des galettes. C’est pourquoi le placement
des caloducs doit être bien réfléchi afin de permettre un bon refroidissement tout en
gardant une bonne valeur de self. En effet un placement au plus proche du centre per-
met de maximiser la surface de contact et de s’assurer que chaque couche de conduc-
teur touche un caloduc. Par contre, le fait d’approcher ces caloducs du centre entraine
une densité de courant induit plus élevée et donc plus de pertes et une valeur de self
moindre.
6.2.4 Valeur de self
Afin de calculer la valeur de self, la méthode de l’énergie est utilisée (Eq. 4.30).
E =
—
H .B dv (4.30)
Ainsi, il est possible d’en déduire la valeur de self grâce à la formule 4.31.
E = 1
2
LI 2 (4.31)
L’énergie calculée, pour une excitation nominale, permet de retrouver la valeur de
self avec une erreur de 1%.
6.3 Modélisation thermique de la self actuelle
Le design actuel a étémodélisé sous Ansys Fluent. Seul 14 de la géométrie est étudié
par la mise en place de plans de symétrie (Fig. 4.21). Seuls les phénomènes de convec-
tion et de conduction sont pris en compte. La zone d’air est maillée en insérant des
couches limites.
Les galettes et les cales sontmaillées également afindeprendre un compte la conduc-
tion dans ces éléments (Fig. 4.22). Les pertes Joules sont injectées dans les galettes
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FIGURE 4.19: Représentation de l’induction B sur un plan du circuit magnétique
FIGURE 4.20: Représentation du champmagnétique H
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Couches limites 
sur les parois
FIGURE 4.21: géométrie du modèle thermique de la self
Contact galette-cale 
Contact cale-air 
FIGURE 4.22: Maillage des solides et zones de contact
et des zones de contact sont établies afin de modéliser la connexion des différents
maillages.
Les résultats de simulation aéro-thermique sont donnés sur la figure (4.23). L’écou-
lement d’air y est représenté ainsi que la température des galettes. L’échauffement
maximal de 95°K est en accord avec les mesures faites à l’aide de thermocouples.
6.4 Introduction des caloducs dans la self
6.4.1 Géométrie des caloducs
La simulation sur la self d’origine étant validée, il faut maintenant intégrer les ca-
loducs dans la simulation. Les caloducs viennent remplacer une cale sur deux. Il n’est
pas possible de placer un dispositif entre chaque galette, car les cales actuelles font
10mm d’épaisseur. Il n’est pas envisageable de fabriquer des caloducs de cette épais-
seur pouvant extraire la bonne puissance thermique. Devant laisser de la place pour y
loger les tubes de cuivres, ceux-ci deviendraient trop petits pour être efficaces.
Il a donc été décidé de remplacer seulement une cale sur deux par un caloduc. Il
devient possible en diminuant les cales à 5mm d’épaisseur de faire des caloducs de
15mm d’épaisseur (Fig.4.24).
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9
FIGURE 4.23: Résultats de la simulation aérothermique de la self actuelle.
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FIGURE 4.24: Section d’un caloduc enmm
6.4.2 Modèle géométrique de la self
La géométrie de la self est donc modifiée comme le montre la figure (4.25). Tou-
jours 18 de la self est modélisé pour limiter les temps de calcul. Les caloducs sont en
aluminium et sont percés en leur centre d’un trou de 10mm. Cette simulation prend
en compte les effets fréquentiels sur les caloducs. Le bobinage et le circuit magnétique
sont calculés sans prendre en compte ces effets afin de limiter les temps de calcul.
A une fréquence de 2500Hz, l’épaisseur de peau de l’aluminium est de 1.6mm. Afin
de garantir des résultats valables, il est nécessaire de mailler dans l’épaisseur de peau
aumoins deux couches (Fig.4.26). Cela génère en contrepartie de lourdes simulations.
6.4.3 Courants induits dans les caloducs
La figure (4.27) présente la densité de courant qui est induite par le champmagné-
tique de la self. Les valeurs sont élevées, de l’ordre de 50A.mm°2 mais il faut garder
à l’esprit que les simulations sont réalisées avec un courant nominal. Or à cette fré-
quence le courant être beaucoup plus faible.
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FIGURE 4.25: Géométrie de la self avec caloducs
6.4.4 Champmagnétique H
La comparaison de la figure (4.28) avec la figure (4.20) est intéressante. On y voit
clairement les barreaux d’aluminium s’opposer au champ magnétique généré par le
bobinage commementionné dans le paragraphe (6.1). Cette réduction de champma-
gnétique va donc engendrer une réduction de la valeur de self.
6.4.5 Valeur de self
La méthode de l’énergie a été appliquée. Un balayage en fréquence a été effectué
afin d’obtenir le graphique suivant (Fig. 4.29). On constate une diminution de la valeur
de self de 56µH . Cette diminution ne prend pas en compte la chute due à la diminution
de la perméabilité du fer ni aux courants induits dans le conducteur.
Cette chute de la valeur d’inductance a été confirmée par un essai directement sur
la self. Après fabrication, des barreaux en aluminium d’une épaisseur de 10mm ont
été introduits derrière les cales isolantes. Les barres étaient donc dans un placement
défavorable, car plus proches du centre des galettes. De plus celles-ci étaient pleines.
La mesure a été effectuée sans le manteau magnétique à la fréquence de 2500Hz. La
valeur de self est passée de 2.316mH à 2.270mH après avoir introduit 16 barreaux. La
chute de 46µH est donc dumême ordre que celle calculée.
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FIGURE 4.26: Maillage d’un caloduc
FIGURE 4.27: courants induits dans un caloduc à 2500Hz
6.5 Modélisation thermique du refroidissement par caloducs
Une simulation thermique a été effectuée afin de déterminer le flux thermique que
doit évacuer chaque caloduc et d’en déduire la surface d’échange entre l’air et les ca-
loducs. Le but est de garder une température de fonctionnement identique à la self
actuelle. La figure (4.30) montre les résultats de cette simulation. De nombreuses hy-
pothèses ont été émises :
1. La convection naturelle est négligée.
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FIGURE 4.28: Champmagnétique dans la self à 2500Hz
2. Un faible rayonnement est imposé.
3. L’extrémité des caloducs est considérée à température ambiante.
4. Le phénomène thermodynamique à l’intérieur du caloduc n’est pas modélisé,
mais une résistance thermique est imposée sur le barreau.
5. Les galettes de conducteurs sont modélisées comme des disques pleins en alu-
minium.
Afin d’obtenir une température convenable de 128°C sur cette simulation, chaque
caloduc a dû extraire 400W. Le gradient de température entre les extrémités d’un calo-
duc est de 76°C. Le caloduc doit donc offrir une résistance thermique entre les galettes
et l’air ambiant de :
R = 76
200
= 0.38K .W °1 (4.32)
Le caloduc est quant à lui modélisable par une résistance de convection et une
résistance de conduction en série. En négligeant cette dernière, qui est très faible, et en
prenant un coefficient de convection thermique h de 20 Wm².K , la surface d’échange est
déterminable par l’équation 4.33 .
S = 1
R.h
= 0.13m2 (4.33)
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FIGURE 4.29: Calcul de la valeur de self en fonction de la fréquence sous Maxwell
FIGURE 4.30: Résultats de la simulation thermique pour la self refroidie par caloduc
Cette surface d’échange équivaut à 15 ailettes de 10x10cm par exemple position-
nées sur le caloduc ce qui est tout à fait envisageable.
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6.6 Etude de sensibilité
Une étude de sensibilité est effectuée sur deux variables de conception. La pre-
mière correspond à la position des caloducs entre les galettes. La seconde correspond
à la hauteur d’une ouverture faite dans le circuitmagnétique afin de diminuer lamasse
de la self.
6.6.1 Position des caloducs
Le choix du positionnement des caloducs a une importance capitale pour le bon
fonctionnement de la self d’un point de vue thermique et magnétique. Or le choix
d’uneposition favorisant la thermique se traduit par unebaisse de l’inductance à 2.5kHz.
La figure (4.31) donne les deux positions extrêmes des caloducs.
FIGURE 4.31: Positions extrêmes des caloducs : respectivement -20 et 70mm
Les résultats sont représentés dans le tableau (4.2) et sur le graphique (4.32).
Position (mm) Valeur de self à 2.5kHz (mH) Chute d’inductance (%)
-20 3.41 0.27
0 3.37 1.26
20 3.33 2.64
40 3.25 4.87
50 3.21 6.09
60 3.17 7.23
70 3.12 8.59
TABLE 4.2: Etude de la variation de la position des caloducs
La position actuelle des cales est de 0 mm. Placer les caloducs à 70 mm engendre
une perte trop importante de la valeur de self à 2.5kHz. Cette chute d’inductance ne
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FIGURE 4.32: Evolution de l’inductance de la self en fonction de la position des calo-
ducs
peut de plus se compenser par des tours de conducteur supplémentaires. En effet cette
réduction n’affecte que les hautes fréquences. Rajouter des tours revient à décaler la
courbe L(freq) vers le haut. Or la valeur de self, en courant continu, est déjà proche de
la limite haute. Cette marge de manœuvre est donc faible. Un décalage vers le centre
est tout de même envisageable : 20mm par exemple.
Une contrainte supplémentaire est la tenue mécanique de l’ensemble. En effet les
caloducs servent à caler les galettes. Ainsi les positions extrêmes de l’étude ne per-
mettent pas un bonmaintien des bobines, soit au centre.
6.6.2 Ouverture dans le circuit magnétique
Une piste envisagée afin de diminuer la masse de la self, est d’effectuer une ouver-
ture dans le circuit magnétique. En effet, une partie du circuit magnétique est peu sol-
licitée et peut donc être supprimée. La figure (4.33) montre l’extrusion effectuée ainsi
que les limites de l’étude. Les résultats sont présentés sur la figure (4.34).
L’ouverture du circuit magnétique, dans des limites dimensionnelles acceptables
(100mm par exemple), peut permettre un gain de masse non négligeable. Pour une
ouverture plus grande, il faut prendre des précautions avec les limites de champ ma-
gnétique extérieur autorisées. La diminution de la valeur de self peut ici se compenser
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FIGURE 4.33: Dimensions extrêmes de l’ouverture : respectivement 0 et 200mm
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FIGURE 4.34: Evolution de la valeur de self en fonction de la masse supprimée
par un nombre de spires supérieures.
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6.7 Conclusion
Les éléments finis ont permis demodéliser précisément le comportement de la self
après introduction de caloducs. Cette méthode permet de regarder avec une grande
précision les phénomènes physiques au sein du composant. Elle a également permis
de faire une étude de sensibilité sur certains paramètres, mais cette démarche ne tend
pas vers une conception optimale. A l’image de l’exemple du convertisseur DC/DC, il
faudrait prendre en compte les caloducs directement dès la conception de la self. En
contrepartie les résultats fournis sont cette fois-ci quantitatifs car, les simulations sont
en accord avec l’expérimentation.
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Introduction
Les composants magnétiques, tels que les transformateurs et les inductances, font
intervenir des domaines physiques très variés. En effet, il n’est pas possible de di-
mensionner convenablement ces composants en ne s’intéressant qu’à l’électroma-
gnétisme. D’autres domaines physiques comme la thermique ou la vibro-acoustique
doivent être pris en compte dès le début de la conception des composants. Négliger la
thermique entrainera des risques de dimensionner des composants qui surchauffent.
Certains domaines physiques sont très liés dans le cas de composants magnétiques,
comme les domaines électrique et magnétique, ou les domaines électrique et ther-
mique. Ces liens sont plus oumoins forts selon les physiques. Ainsi les domaines élec-
trique et magnétique sont très fortement couplés. On résoudra directement ces deux
physiques en prenant en compte les équations de couplage. A l’inverse, le couplage
thermique avec l’électrique peut être considéré comme faible. Une élévation de tem-
pérature engendre une modification des résistivités électriques et donc une modifica-
tion des pertes. Les constantes de temps thermiques et électriques étant très éloignées,
les deux physiques sont étudiées séparément et un critère de convergence est utilisé.
Une illustration des différents domaines intervenant dans les transformateurs et
inductances est présentée sur la figure (5.1). Cette figure montre également les diffé-
rents couplages qui existent au sein de ces composants. Ce diagramme pourrait être
complété avec d’autres domaines, physiques ounon commepar exemple l’éco-conception.
La suite décrit les différents domaines régissant le bon fonctionnement des trans-
formateurs et inductances.
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FIGURE 5.1: Aspect multi-physique des composants magnétiques
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1 Domaine “Magnétique”
1.1 Les équations deMaxwell
Les équations deMaxwell décrivent le comportement dudomainemagnétiquepour
des géométries et des conditions variées. Maxwell fut le premier à écrire le compor-
tement magnétique sous forme d’équations différentielles partielles [Syk95]. Celles-ci
peuvent s’écrire sous la forme suivante :
rot H = J + @D
@t
r ot E = °@B
@t
di v B = 0
div D = Ω
avec :
H : Champmagnétique (A.m°1)
E : Champ électrique (V.m°1)
B : Induction magnétique (T )
D : Induction électrique (C .m°2)
J : Densité de courant (A.m°2)
Ω : Densité volumique de charge (C .m°3)
Le domaine fréquentiel des composants magnétiques étudié étant fortement limité, le
terme @D@t peut être négligé. En effet dans cette plage de fréquence, les courants de dé-
placement sont très faibles. Il devient par contre primordial de les prendre en compte
dans les cas d’étude de filtres hautes fréquences ou de problématiques CEM [Bat09]
par exemple. Les équations de Maxwell se simplifient alors et donnent les équations
de la magnétodynamique (Eq. 5.1) :
rot H = J
rot E = °@B
@t
(5.1)
div B = 0
div J = 0
Les équations de Maxwell sont générales et ne prennent pas en compte les carac-
téristiques du matériau. Celles-ci doivent être complétées par des lois comportemen-
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tales du matériau qui sont aux nombres de trois :
J = æE
B = µH (5.2)
D = "E
Les paramètres æ, µ et " représentent respectivement, la conductivité, la perméa-
bilité et la permittivité. Dans le cas d’un matériau isotropique, ces paramètres sont
constants, mais certains matériaux ont des caractéristiques qui dépendent de la di-
rection. C’est le cas par exemple des tôles magnétiques à grains orientés dont la per-
méabilité est supérieure dans le sens de laminage. Ces lois de comportement peuvent
également devenir non linéaires. Ainsi pour unmatériau ferromagnétique, la perméa-
bilité relative dépend du champmagnétique dû à un effet de saturation.
Les équations de Maxwell combinées avec les lois comportementales offrent une
infinité de solutions. Pour un problème donné, il est nécessaire d’imposer des condi-
tions limites sur les frontières du problème afin de garantir l’unicité de la solution.
FIGURE 5.2: Frontière du domaine magnétique
La frontière ° du domaine D est décomposée en deux parties complémentaires no-
tées °H et °B telles que °B \°H = 0 et °B [°H = ° (fig. 5.2). Sur la frontière °H , on
impose des conditions aux limites de la forme :
H ^n |°H = 0 (5.3)
on en déduit que :
J .n |°H = 0 (5.4)
Sur la frontière °B , en général, on impose des conditions aux limites qui dépendent
de la nature du milieu en contact avec °B . Si le milieu est conducteur, on impose :
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E ^n |°B = 0 (5.5)
on en déduit que :
B.n |°B = 0 (5.6)
Par contre, si le milieu n’est pas conducteur, on impose seulement des conditions
aux limites sur B.
1.2 Lesmatériauxmagnétiques
La plupart desmatériaux sont demauvais conducteurs magnétiques, leur perméa-
bilité relative µr étant généralement faible et proche de 1. Les matériaux ferromagné-
tiques, quant à eux, possèdent une perméabilité bien supérieure. Deux grandes caté-
gories se distinguent dans ces matériaux : les matériaux “doux” et “durs”. Les premiers
sont difficiles à magnétiser ou à démagnétiser et servent donc généralement à la réa-
lisation d’aimants permanents que l’on retrouvera dans les moteurs électriques par
exemple. Les matériaux doux, au contraire, se magnétisent et se démagnétisent facile-
ment, permettant ainsi de stocker ou de transférer aisément de l’énergie magnétique.
Les matériaux durs ne seront pas décrits, car non utilisés sur les transformateurs et
inductances.
Les grandeurs importantes des matériaux magnétiques sont :
µr : Perméabilité relative
Bs : Induction de saturation
Ω : Résistivité électrique
Tc : Température de curie
Pv : Pertes fer par unité de volume
Les matériaux pris en compte dans cette étude sont :
– les tôles à grains orientés et non orientés en fer-silicium,
– les matériaux amorphes,
– les matériaux nanocristallins,
– les ferrites.
Les matériaux amorphes et nanocristallins ont un coût d’utilisation encore important.
Cependant, ces composants sont très performants pour les moyennes fréquences, car
les pertes générées sont faibles et offrent une induction de saturation bien supérieure
à la ferrite.
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Température de Curie
Le ferromagnétisme provient de la capacité du matériau à aligner les spins entre
atomes adjacents. Au-delà d’une température critique, appelée température de Curie,
les propriétés ferromagnétiques disparaissent. Ainsi unmatériaumagnétique peut de-
venir paramagnétique selon sa température d’utilisation. L’alignement des spins est
très sensible à la température, et l’agitation thermique peut empêcher ce phénomène
si la température devient trop excessive. Cette température dépend du matériau (Tab.
5.1).
Matériau Température de Curie (°C)
FeSi (3%) 750
Nanocristallin 600
Amorphe 358
Ferrite 220
TABLE 5.1: Température de curie de différents matériaux magnétiques
La ferrite possède une température de Curie très basse de l’ordre de 220°C. De plus,
les performances de ce type dematériaux décroissent rapidement avec la température,
avec de bonnes propriétés jusqu’à 100°C. Ainsi, il est très important de bien estimer la
température de fonctionnement de ces matériaux. Le passage par la température de
Curie n’est pas destructif pour le matériau et donc pour le composant lui-même. Par
contre une self dont le circuit magnétique n’est plus magnétique, peut être fortement
problématique pour les composants électriques placés en amont ou en aval. En effet la
self n’effectuant plus sa fonction de filtrage, et le champ rayonné devenant grand, les
harmoniques de courant peuvent générer des dommages et le champ provoquer des
problèmes de compatibilité électromagnétique.
2 Domaine “Electrique”
Les composants magnétiques sont soumis à deux types de pertes : les pertes Joules
et les pertes fer. Les premières se développent dans les bobinages à cause de la résisti-
vité électrique non négligeable des conducteurs et des courants induits. Les secondes
sont générées dans le circuit magnétique dues au phénomène d’hystérésis et des cou-
rants induits dans le matériau. La description des types de pertes est donnée dans les
paragraphes suivants et des modèles permettant leurs estimations sont présentés.
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2.1 Les pertes Fer
Les pertes fer sont générées dans le circuit magnétique du transformateur ou de
l’inductance. Celles-ci sont de deux natures différentes : les pertes par hystérésis et les
pertes par courant de Foucault [Kaz09]. Ces deux types de pertes coexistent dans le
circuit magnétique et dépendent principalement des caractéristiques du matériau, de
la fréquence d’utilisation et de la valeur d’induction employée.
2.1.1 Les pertes par hystérésis
Les pertes par hystérésis représentent la puissance nécessaire à l’aimantation cy-
clique alternative du fer qui se dissipe en chaleur . Les pertes sont directement liées à
l’évolution irréversible de la structure cristalline du matériau constituant les tôles. En
effet, l’organisation de la matière en domaine de Weiss se modifie sous l’effet de va-
riation en intensité et/ou en direction du champ magnétique. Les pertes engendrées
sont proportionnelles à l’aire du cycle d’hystérésis, au nombre de cycles d’aimanta-
tion par seconde et sont indépendantes de l’épaisseur de la tôle. La figure (5.3) illustre
les pertes par hystérésis. Dans un premier temps, le champs H augmente de zéro jus-
qu’à une valeur crête stockant ainsi de l’énergie. Quand le champmagnétique diminue
pour revenir à l’état nul, l’énergie est restituée. Mais la figure montre que cette énergie
est plus faible que l’énergie emmagasinée. La différence des deux surfaces représente
les pertes par hystérésis.
Dans le cas d’un transformateur, ou d’une inductance, alimenté en alternatif, le
cycle d’hystérésis est parcouru autant de fois par seconde que la fréquence d’alimen-
tation.
B B
H H
Energie 
stockée 
Energie 
restituée 
FIGURE 5.3: Pertes par hystérésis
Par exemple, le calcul des pertes par hystérésis dans le cas d’une inductance peut
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s’obtenir de la façon suivante :
¡ = Sc .B
U = N .Sc dB(t )dt (5.7)
i = H .lc
N
Avec :
U : Tension d’alimentation sinusoïdale
i : Courant d’alimentation sinusoïdale
B : Induction magnétique
H : Champmagnétique
¡ : Flux magnétique
Sc : Section magnétique
lc : Longueur du circuit magnétique
Vc : Volume du circuit magnétique
N : nombre de spires
L’énergie délivrée au circuit magnétique notéWH durant un cycle complet de l’hysté-
résis s’écrit :
WH =
Tˆ
0
i .U .dt =
Tˆ
0
i .Nd¡=
˛
HlCScdB =U
˛
HdB (5.8)
Ainsi les pertes peuvent s’écrire :
PH = WHT =U .Freq.
˛
HdB (5.9)
et les pertes volumiques, notées ph :
ph = PHVc = Freq.
˛
HdB (5.10)
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Les pertes par hystérésis sont doncproportionnelles à l’aire comprise dans la courbe
B(H) et la fréquence de fonctionnement. De même, plus l’induction de fonctionne-
ment sera grande, plus le cycle hystérésis sera volumineux.
L’utilisation d’un matériau ferromagnétique dur produit beaucoup plus de pertes
par hystérésis qu’un matériau doux. C’est pourquoi seuls ces derniers sont utilisés
dans les inductances et transformateurs.
En prenant comme simplification que le cycle d’hystérésis est rectangulaire (fig.
5.4), on obtient :
ph = Freq.
˛
HdB = 4
µr .µ0
.Freq.B2max (5.11)
Dans le cas d’un parallélogramme, les pertes volumiques s’écrivent :
ph = Freq.
˛
HdB = 4
µr .µ0
.Freq.B2max .sinÆ (5.12)
B
H
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FIGURE 5.4: Simplification du cycle d’hystérésis
2.1.2 Les pertes par courant de Foucault
Les pertes par courant de Foucault dépendent de la fréquence et de la résistivité
du matériau magnétique. A haute fréquence, des courants induits se créent dans le
matériaumagnétique. Dans ce cas, le fluxmagnétique n’est plus uniforme dans la sec-
tion magnétique. Afin de limiter ces pertes, l’augmentation de la résistivité électrique
peut être une solution. Cette augmentation de résistivité provient, par exemple dans
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les poudres de fer, de l’adjonction de résine. Celle-ci isole les grains des autres, rédui-
sant ainsi la création de courants induits. Les tôles magnétiques quant à elles, sont
composées d’unmélange de fer et de Siliciumpour augmenter la résistivité du fer pure.
Une seconde possibilité est de laminer le circuit magnétique. Cette solution est rete-
nue sur les circuits magnétiques en tôle. Les tôles ont une épaisseur comprise entre
0.23 et 1mm. Le choix de l’épaisseur de la tôle dépend ainsi de la profondeur de peau
et donc de la fréquence d’utilisation. La lamination du circuit magnétique a cependant
un coût non négligeable et l’on favorise généralement des tôles épaisses si les pertes le
permettent.
2.1.3 Lesmodèles de pertes fer
La modélisation des pertes fer, est décomposée en deux grandes catégories : les
modèles numériques, avec entre autres les modèles de Jiles-Atherton [JA86], Preisach
et les modèles analytiques généralement dérivés du modèle de Steinmetz. Un état de
l’art des modèles est donné dans [Fas07].
Preisach
La théorie de Preisach, reprise par Néel [SS98], est basée sur une représentation gra-
phique des phénomènes d’hystérésis. Le matériau ferromagnétique est discrétisé en
éléments infiniment petits, ou dipôles, dont le cycle d’hystérésis est rectangulaire (Fig.
5.5). La hauteur d’hystérésis est définie parMS qui est lamagnétisationmacroscopique
à saturation dumatériau et sa largeur est définie par les paramètres Ha et Hb . Ces der-
niers ont des valeurs qui dépendent des éléments.
FIGURE 5.5: Cycle d’hystérésis d’un élément élémentaire de Preisach
Seul le demi-plan Ha ∏ Hb correspond à des cycles réels, car l’énergie associée est
une perte. De plus, les valeurs sont bornées par les valeurs du champ à saturation Hs
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et -Hs. Finalement, l’ensemble des couples (Ha , Hb) se situe à l’intérieur du triangle
ABC de la figure (5.6). Dans l’état démagnétisé, lematériau peut être considéré comme
ayant autant de dipôles dans l’état positif que dans l’état négatif. A l’application d’un
champ magnétique, les éléments vont se magnétiser positivement ou négativement.
L’évolution de l’aimantation dumatériau résulte alors du changement d’état d’aiman-
tation des dipôles élémentaires.
FIGURE 5.6: Domaine d’évaluation des couples (Ha Hb)
La théorie de Preisach consiste à associer une fonction de distribution notée
j (Ha ,Hb).dHa .dHb qui représente la probabilité de trouver un élément dont les bornes
de la largeur d’hystérésis sont comprises entre [Ha ;Ha +dHa] et [Hb ;Hb +dHb]. Ainsi
pour une variation de champ ¢H il est possible de déterminer la variation de la ma-
gnétisation dumatériau magnétiqueM .
¢M = 2Ms
œ
j (Ha ,Hb).dHa .dHb (5.13)
De l’état de lamagnétisation, l’inductionpeut être obtenue. Ainsi l’intégrale
´
H .dB
effectuée sur chaque élément permet d’en déduire les pertes par hystérésis.
Steinmetz
Les pertes fer peuvent être déterminées par un modèle analytique simple tel que
fourni par Steinmetz [RBDD01]. L’équation 5.14, établissant les pertes, dépend sim-
plement de la fréquence, de la valeur d’induction et du volume du circuit Vc .
Pf er =VC £KC £FreqÆ£BØ (5.14)
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Le modèle de Steinmetz est très pratique, car les paramètres Æ, Ø et KC sont faci-
lement déterminables. Ainsi une méthode de régression linéaire permet de retrouver
ces paramètres en se basant sur les courbes fournies par les constructeurs.
Ce type demodèle suppose que l’induction est sinusoïdale. Dans le cas d’une exci-
tation complexe possédant des harmoniques, les pertes sont déterminées pour chaque
harmonique puis sont sommées. Cette méthode de superposition des pertes ne prend
pas en compte l’existence de cycles magnétiques mineurs. De plus, ce modèle sous-
estime fortement les pertes en cas de saturation et est donc inexploitable dans ces
conditions. Cependant les composants magnétiques étudiés ont un point de fonction-
nement nominal en dehors de la zone de saturation d’où l’utilisation de ce modèle.
2.2 Les pertes Joules
Les composants sont soumis à un ensemble de pertes dans les bobinages. Ces pertes
sont en premier lieu dues aux pertes joules, mais également aux courants de Foucault
qui peuvent se créer selon la fréquence des courants. Il se produit alors des effets de
peau et de proximité dans les conducteurs. Ce type de pertes dépend beaucoup du
spectre harmonique, et le choix d’une stratégie de modulation peut augmenter forte-
ment les pertes dans les composants magnétiques.[HWB98].
Les pertes Joules en DC, sans prise en compte de la fréquence, peuvent s’écrire (Eq.
5.15) :
Pj =RDC .I 2e f f (5.15)
2.2.1 L’effet pelliculaire
L’effet pelliculaire est la manifestation des effets quasi-statiques dans un conduc-
teur unique. Le courant sinusoïdal parcourant un conducteur, génère un champ ma-
gnétique dans et autour de ce même conducteur. A une fréquence suffisamment éle-
vée, ce champmagnétique fait lui-même apparaitre dans le conducteur un courant in-
duit qui se superpose au courant initialement appliqué. Compte tenu des équations de
Maxwell, la densité de courant a tendance à se concentrer sur la périphérie du conduc-
teur comme le montre la figure (5.7).
2.2.2 L’effet de proximité
Considéronsmaintenant qu’un second conducteur non alimenté se trouve à proxi-
mité du conducteur précédent.Un courant est également induit dans ce second conduc-
teur car il est également traversé par un champ magnétique variable dû au courant
porté par le premier conducteur, comme illustré sur la figure (5.8). Le courant total
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FIGURE 5.7: Effet pelliculaire dans un conducteur
reste nul dans le second conducteur, de sorte qu’il y circule deux densités de courant
de sens opposés.
La différence avec l’effet pelliculaire provient de l’origine du champ magnétique
variable qui provoque l’apparition de courants induits dans le conducteur. Dans le
premier cas (effet pelliculaire), le champ magnétique est dû au courant porté par le
conducteur lui-même où se produit l’effet quasi-statique. Dans le second cas (effet de
proximité), le champmagnétique a une origine extérieure quelconque, par exemple un
courant variable porté par un conducteur proche. Ainsi, un conducteur peut être sou-
mis à des effets de proximité et générer des pertes, même si celui-ci n’est pas soumis
ou alimenté par un courant.
FIGURE 5.8: Effet de proximité entre deux conducteurs
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2.2.3 Lesmodèles de pertes Joules
Il est possible de modéliser les courants induits dans les conducteurs de manière
analytique en reprenant les équations de Maxwell (Eq. 5.1) sous réserve de prendre
certaines hypothèses :
1. Les lignes de champ dans les bobines sont parallèles avec l’axe du noyaumagné-
tique (°!y ) et ceci sur toute la hauteur des bobines. Ainsi le champ est considéré
comme unidirectionnel.
2. Le champmagnétique ne varie pas selon l’axe du noyau magnétique.
3. Les courants sont perpendiculaires au plan d’étude (°!z ).
Les trois hypothèses permettent d’écrire :
H =
ØØØØØØØØØØØØ
0
Hy
0
ØØØØØØØØØØØØ
@H
@y
= 0 (5.16)
J =
ØØØØØØØØØØØØ
0
0
Jz
ØØØØØØØØØØØØ
En reprenant les équations 5.1 de la magnétodynamique, on peut écrire l’équation
5.18 en utilisant l’opérateur r défini par l’équation 5.17.
r =
ØØØØØØØØØØØØ
@
@x
@
@y
@
@z
ØØØØØØØØØØØØ
(5.17)
r^E = ° j!µH (5.18)
Le passage en écriture complexe impose que les excitations soient sinusoïdales. En
insérant la loi d’Ohm, dans l’équation 5.18, celle-ci devient :
r^ J = ° jæ!µH (5.19)
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En prenant le rotationnel de chaque coté de l’équation 5.19, sous condition que æ
et µ soient homogènes, on obtient :
r^ (r^ J ) = ° jæ!µJ (5.20)
et en développant le membre de gauche :
r (r · J )°r2 J = ° jæ!µJ (5.21)
L’équation 5.21 fait apparaitre la divergence de J :(r · J ). Or par définition, la diver-
gence de J est nulle d’où la formule (Eq. 5.22)
r2 J = jæ!µJ (5.22)
En utilisant les hypothèses émises sur l’équation 5.16, l’équation 5.22 se simplifie
en étant résolue seulement sur l’axe~z.
@2 Jz
@x2
+ @
2 Jz
@y2
+ @
2 Jz
@z2
= jæ!µJz (5.23)
Or, on sait que :
@Hy
@x
° @Hx
@y
= Jz (5.24)
En combinant les équations 5.24, 5.23 et 5.18, l’équation d’Helmholtz est finale-
ment obtenue (Eq. 5.25).
d2H (x)
dx2
= j!µwæwH (x) (5.25)
Les conditions limites à appliquer au bord des conducteurs s’obtiennent facile-
ment en reprenant le théorème d’Ampère issu des équations magnétostatiques en 1
dimension :
ˆ
H ·dl = I (5.26)
La figure (5.9) illustre la différence de répartition du champ magnétique dans le
cas d’un transformateur à deux enroulements pour les basses et hautes fréquences.
A basse fréquence, on retrouve une accumulation et une désaccumulation linéaires
des ampères-tours, contrairement à haute fréquence où le champ se retrouve expulsé
contre les bords du conducteur.
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FIGURE 5.9: Champ magnétique dans deux conducteurs plats et parallèles parcourus
par des courants opposés à faibles et hautes fréquences.
La détermination des densités de courant s’obtient en dérivant le champ magné-
tique ainsi déterminé (Eq. 5.27).
J (x)= dH (x)
dx
(5.27)
La figure (5.10) illustre par exemple le calcul du champmagnétique et de la densité
de courant pour un transformateur. Ce transformateur possède un primaire réparti en
5 couches et un secondaire en 3 couches et est alimenté par un fondamental à basse
fréquence et une harmonique haute fréquence. Le champ magnétique à basse fré-
quence s’accumule linéairement dans les couches, tandis qu’à plus haute fréquence,
les conducteurs repoussent le champ magnétique vers l’extérieur. Il apparait alors un
phénomène d’avalanche, où les densités de courant sont maximales entre primaire et
secondaire.
Les pertes Joules (Pj ) générées s’obtiennent en intégrant le carré de la densité :
Pj =
ˆ
J2
æ
dV (5.28)
Les hypothèses présentées ont été utilisées par Dowell [Dow66]. Celui-ci en déve-
loppant les équations analytiques permet d’écrire les pertes Joules sous la forme de
l’équation 5.29.
Pj = Fr .RDC .I 2e f f (5.29)
Il introduit ainsi un facteur de perte Fr obtenu en résolvant l’équation d’Helmholtz.
Ce facteur dépend du nombre de couches totales de conducteurm ,de l’épaisseur du
conducteur h, et de l’épaisseur de peau ± (Eq. 5.30).
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FIGURE 5.10: Densité de courant (-) et évolution du champ magnétique (-.-) dans un
transformateur pour des courants basses fréquences (bleu) et moyennes fréquences
(vert)
± =
s
Ω
º.µ. f req
X = h
±
(5.30)
Fr = G1 (X )+ 13
°
m2°1¢ (G1 (X )°2G2 (X ))
Les fonctionsG1etG2 sont définis respectivement par les équations 5.31 et 5.32.
G1 (X ) = sinh (2X )+ sin (2X )cosh (2X )° cos (2X ) (5.31)
G2 (X ) = sinh (X ) .cos (X )+ cosh (2) .sin (X )cosh (2X )° cos (2X ) (5.32)
La figure (5.11)montre l’évaluationdu coefficient de pertesFr en fonctiondunombre
de couches. Lemodèle deDowell permet de déterminer le coefficient de pertes Fr pour
des inductances et des transformateurs ne possédant pas plus d’un secondaire. Dans le
cas de plusieurs secondaires, il est nécessaire de repasser par l’équation d’Helmholtz.
Le modèle de Dowell a été amélioré par [Fer94, NS03] afin d’accroitre la précision de
calcul du facteur de pertes, surtout dans le cas de conducteurs ronds ou rectangulaires.
La thèse [Rob99] fait un état de l’art précis sur ces modèles.
3 Domaine “Thermique”
Les phénomènes thermiques dans les transformateurs et selfs doivent être pris en
compte dès la conception de composants. En effet, les physiques thermiques et élec-
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FIGURE 5.11: Facteur de pertes Fr dépendant de la fréquence et du nombre de couches
(M)
triques sont fortement liées. La résistivité dépendant de la température, les caracté-
ristiques du composant évoluent avec la température. De même, la température de
fonctionnement doit être conforme avec la classe thermique du composant (tableau
5.2). L’utilisation d’un isolant en dehors de sa classe entraine une usure rapide de ce
dernier et peut être la cause d’un incendie.
Classe thermique Echauffement admissible Echauffement maximum
H 125°C 180°C
F 105°C 155°C
B 80°C 130°C
TABLE 5.2: Classes thermiques
Dans le domaine ferroviaire, la durée de vie des composants magnétiques est de
l’ordre de 20-30 ans soit environ 200000 heures de fonctionnement. Or la durée de vie
est principalement liée à celles des isolants. Le circuit magnétique et les matériaux
conducteurs ne vieillissent pas. La décroissance de la durée de vie des isolants est liée
à leur température d’utilisation. Par exemple, la durée de vie du Nomex 411 est très
sensible à la température. Une augmentation de 10°K se caractérise par une réduction
de la durée de vie par deux. La figure (5.12) obtenue par uneméthode de vieillissement
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accéléré chez le fournisseur permet d’estimer la durée de vie du Nomex 411 en fonc-
tion de sa température d’utilisation. Cet isolant est très utilisé dans les composants
magnétiques.
FIGURE 5.12: Durée de vie du Nomex 411 en fonction de la température d’utilisation
Ainsi, afin de garantir le bon fonctionnement du composant, il est important de
savoir localiser et estimer la température des points chauds. Ce sont ces “hot spots”
qui vont définir la durée de vie du composant et une erreur de plus de 10°K peut s’avé-
rer dramatique. La tendance actuelle dans le monde ferroviaire est de dimensionner
au plus juste les composants en limitant fortement le coefficient de sécurité. Le mo-
dèle thermique doit donc être capable de fournir des résultats permettant de garantir
cette plage de sécurité. En cas d’erreur, il est très couteux pour l’exploitant de devoir
en cours de vie, stopper les trains et d’effectuer une maintenance sur les composants
défectueux.
Les composants de l’étude font partie du convertisseur auxiliaire. Ils sont refroidis
par une ventilation placée dans le coffre. Afin de bien évacuer les pertes, il est sou-
vent nécessaire de placer des canaux de ventilations dans le bobinage. Les trois phé-
nomènes physiques classiques : conduction, convection et rayonnement [PJHN08] se-
ront présentés bien que ce dernier soit négligé de par le fort aspect convectif des com-
posants. Il est à noter que les échauffements sont écrits en Kelvin et les températures
absolues en Celsius.
3.1 La précision de lamodélisation
La modélisation thermique des composants refroidis par air forcé est relativement
difficile à concevoir. En effet, plusieurs éléments viennent croitre drastiquement la dif-
ficulté d’obtenir des simulations justes et précises. Il apparaît qu’une précision infé-
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rieure à 10°K sur le point chaud semble nécessaire. Or deux grandes catégories de pro-
blèmes interviennent : les incertitudes sur les données d’entrées et de sorties, mais
également sur la complexité des modèles.
3.1.1 Les incertitudes
De nombreuses incertitudes apparaissent lors de la modélisation et de la valida-
tion. Celles-ci peuvent provenir d’unmanque de connaissances, ou de causes liées aux
dispersions de fabrication des composants. Dans le premier cas, la connaissance de la
constitution du composant ne suffit pas. Les caractéristiques de chaque élément sont
importantes. Or dans le cas des isolants électriques, l’évaluation précise des conducti-
vités thermiques est difficile. Cette difficulté découle d’une part d’un manque d’infor-
mation des fabricants et d’autre part de l’imprégnation des isolants avec une résine.
L’impact de la résine sur la conductivité thermique est difficile à estimer. Elle sera sou-
vent négligée.
Les dispersions de fabrication posent également problème. Comment garantir des
estimations thermiques inférieures à 10°K quand on peut observer des dispersions de
cet ordre sur une série de composants supposés identiques ?Demême, les composants
triphasés sont symétriques de par leur géométrie. Les résultats thermiques devraient
être également symétriques, pourtant il est courant d’avoir des disparités importantes
entre colonne gauche et droite. La figure (5.13) montre un exemple d’asymétrie que
l’on peut par exemple rencontrer sur un prototype. La différence est importante. Elle
peut s’expliquer par deux causes principales. La première est une ventilation non sy-
métrique, la deuxième est une colonne dont le bobinage présente plus de foisonne-
ment que les autres. Ainsi la précision absolue n’est pas possible à atteindre ou n’a fi-
nalement pas de sens sauf à introduire des probabilités sur les simulations, ou chaque
paramètre serait défini par une loi normale par exemple [CI10].
L’imprécision de mesure, causée par les thermocouples peut être supprimée par
l’utilisation de fibres optiques comme outil de mesure[Sar94]. L’emploi de cette mé-
thode est courante pour les mesures de température de gros transformateurs à huile
de plus d’un MVA. Dans le cas des composants ferroviaires, le coût de ce type de me-
sures est prohibitif.
3.1.2 La complexité du bobinage
Deux éléments importants apportent de la complexité. La première est l’isolation
des bobines. En effet, afinde garantir la tenue diélectrique nécessaire, parfois en condi-
tion humide, il est indispensable de placer des isolants sur les conducteurs, entre les
couches, en début et fin des bobinages par exemple. La figure (5.14) montre la topolo-
gie de l’isolation d’un transformateur à self intégrée. La diversité et la quantité d’iso-
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FIGURE 5.13: Températures mesurées en (°C) sur un transformateur à self intégrée
lants utilisés doivent être parfaitement simulées afin de garantir des simulations pré-
cises.
Le second élément perturbateur est l’estimation des vitesses d’air dans les diffé-
rents canaux. En effet, la géométrie des composants rend difficile l’estimation des vi-
tesses d’air. Demême, la présence de l’écrande ventilation est un élément clef à prendre
en compte dans la modélisation.
3.2 Les hypothèses
Seul le régime permanent est calculé en thermique. En effet, il est considéré que les
composants magnétiques atteignent leur température de régime permanent équiva-
lant à la pleine charge. De cette hypothèse, les températures dans le régime transitoire
ne sont pas calculées, car seul le régime permanent est dimensionnant sur la durée de
vie du composant. Cela se traduit mathématiquement par @T@t = 0.
3.3 La conduction
La conduction dans les matériaux est régit par l’équation de Fourrier. Elle se carac-
térise physiquement par un déplacement de charge dans les matériaux conducteurs.
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FIGURE 5.14: Complexité du système d’isolation
C’est pourquoi généralement les bons conducteurs électriques sont également de bons
conducteurs thermiques et inversement. Il existe toutefois des exceptions. Certains
isolants électriques sont très prisés pour leur bonne conductivité thermique, et se re-
trouvent abondamment utilisés en génie électrique. C’est le cas des produits micacés
par exemple.
P +∏4T = Ωc @T
@t
(5.33)
La conduction dans les composants magnétiques est très importante, ces compo-
sants étant composés majoritairement de fer, de cuivre et/ou d’aluminium. Cepen-
dant, afin de garantir les tenues diélectriques imposées par le cahier des charges, de
nombreux isolants sont intégrés dans le bobinage (Fig. 5.14). Les pertes Joules étant
générées au sein du conducteur, la quantité d’isolant va empêcher les pertes de s’éva-
cuer efficacement vers les canaux de ventilations.
3.3.1 La résolution analytique de l’échauffement d’une plaque
L’exemple suivant (Fig. 5.15) montre la résolution d’un cas simple : la conduction
thermique dans une plaque de longueur L, de section S et soumise à une densité de
pertes uniforme p. L’étude sera unidimensionnelle. En raison des hypothèses données,
l’équation 5.33 devient l’équation 5.34.
∏
@2T
@T 2
= °p (5.34)
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x
FIGURE 5.15: Echauffement d’une plaque
On en déduit l’évolution de la température le long de la plaque :
T (x) = °p
∏
x2+C1x+C2 (5.35)
AvecC1 etC2 deux constantes dépendantes des conditions limites.
Dans le cas où la source interne p est nulle, on trouve une température linéaire
entre les deux faces (x = 0 et x = L) . Si le terme p est non nul, la température dans la
plaque devient parabolique (Fig. 5.16).
T(0)
T(L)
T(0) T(L)=T(0)
p=0 p 0
)0(
4
max TpLT += λ
x x
FIGURE 5.16: Solution analytique de l’échauffement d’une plaque selon la présence
d’une source de chaleur interne ou non
L’obtention d’une solution analytique est simple dans le cas ou les variables p et ∏
sont des fonctions triviales. Or ces variables peuvent dépendre de la position, et selon
leur formulation, l’obtention d’une solution analytique peut devenir délicate.
3.3.2 La résolution par différences finies de l’échauffement d’une plaque
La méthode suivante consiste à construire un modèle thermique en réalisant une
analogie électrique. La plaque sera discrétisée en n éléments. La loi de Fourier (Eq.
5.36) permet d’en déduire l’analogie électrique de par la loi d’Ohm pour un modèle
unidimensionnel.
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~' = °∏°°°°°°!grad(T ) (5.36)
Ainsi les potentiels deviennent des températures, et les courants des flux de cha-
leurs.
4T = R.' (5.37)
R = e
∏S
(5.38)
x
R R R R R R R R
dx
P(1) P(2) P(n)P(n-1)
FIGURE 5.17: Modèle équivalent de plaque
Le modèle électrique équivalent est montré sur la figure (5.17). La plaque est di-
visée en n cellules de taille dx. Les éléments constitutifs sont déterminés de la façon
suivante (Eq. 5.39) :
R = L
2n∏S
[K .W °1] (5.39)
P (n) = p.L.S
n
[W ]
La figure (5.18) montre le détail d’une cellule électrique. En considérant ∏ uni-
forme, les équations suivantes (Eq. 5.40) sont obtenues d’après la loi des mailles et
des nœuds sur une cellule.
I (n)+P (n) = I (n+1) (5.40)
T (n+1)°T (n) = °R (I (n)+ I (n+1))
En écrivant les équations de la cellule suivante, on obtient :
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FIGURE 5.18: Détail d’une cellule électrique
T (n+2)°T (n+1) = °R (I (n+1)+ I (n+2)) (5.41)
En soustrayant l’équation 5.41 à l’équation 5.40 on trouve :
T (n+2)°2.T (n+1) +T (n)= °2RP (n)
Or :
2RP (n) = p.L
2
∏n2
(5.42)
2RP (n) = p
∏
dx2
D’où
∏
T (n+2)°2.T (n+1)+T (n)
dx2
= °p (5.43)
L’équation 5.43 correspond bien à l’équation 5.34 dans le cas où dx 7°! 0 cad n 7°!
1. La dérivée discrète du deuxième ordre qui apparait dans cette équation est très
utile, car permet d’écrire le problème sous une forme matricielle : [A] . [T ] = [B ]. La
taille des matrices dépend du nombre de cellules n. Pour une discrétisation n = 5 par
exemple, le systèmematriciel suivant est obtenu (Eq. 5.44) :
26666666666666666664
1 °2 1 0 0 0
0 1 °2 1 0 0
0 0 1 °2 1 0
0 0 0 1 °2 1
1 0 0 0 0 0
0 0 0 0 0 1
37777777777777777775
.
26666666666666666664
T (1)
T (2)
T (3)
T (4)
T (5)
T (6)
37777777777777777775
=
26666666666666666664
°p(n).dx2
∏(n)
°p(n).dx2
∏(n)
°p(n).dx2
∏(n)
°p(n).dx2
∏(n)
Condi tion l imi te
Condi t ion l imi te
37777777777777777775
(5.44)
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Une inversionde lamatrice permet d’obtenir les températures aux différents nœuds.
la figure (5.19) compare la solution matricielle à la solution analytique selon la va-
leur de la discrétisation. Les paramètres suivants ont été pris : p = 300W.m°3, ∏ =
1Wm°1K°1, L = 1m ainsi qu’une température aux limites fixée à 20°C. Le modèle dis-
crétisé converge rapidement vers la solution analytique. Pour une discrétisation de 10,
la différence avec le modèle analytique est minime.
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FIGURE 5.19: Influence de la discrétisation et comparaison avec le modèle analytique
Ce modèle montre tout son intérêt dans les cas où les sources de chaleur ne sont
pas uniformément répartis le long de la plaque, et que la conductivité thermique n’est
pas constante au sein de celle-ci. Il est aisé d’appliquer une fonction p(n) ou ∏(n) dans
l’écriturematricielle. Il n’est pas demême dans la formulation analytique, où il n’existe
pas forcément une solution évidente à l’équation différentielle.
La figure (5.20) illustre la résolution de la thermique en gardant les mêmes para-
mètres que précédemment, mais avec une répartition non uniforme des densités de
pertes. Ce type de résultats pourrait s’obtenir en analytique à condition de traiter le
problème par parties.
3.4 La convection dans les canaux de ventilation
Les composants magnétiques étudiés sont refroidis par air forcé. Une ventilation
placée en amont du composant permet d’injecter de l’air à grande vitesse (entre 4 et 25
m/s) dans les canaux de ventilation placés judicieusement dans le bobinage. Ainsi les
calories à l’intérieure du composant, générées par les pertes Joules et fer, sont trans-
férées par l’effet convectif dans l’air. Il en découle un échauffement de l’air. Le phé-
nomène convectif est régi par les équations de Newton (Eq. 5.45). L’échauffement de
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FIGURE 5.20: Résolution matricielle avec une densité de perte non uniforme
l’air est obtenu par l’équation 5.46. L’air est ainsi modélisé comme un ensemble de
strates indépendantes (pas de conduction entre deux strates) de largeur ¢x (Fig. 5.21).
Contrairement à l’exemple précédent où la température au bord de la plaque était
imposée, il est maintenant possible de les supprimer et de rajouter un phénomène
convectif à l’exemple de la plaque.
Lg
x
x
Thermal flow 
(Wi)
Vair Lc
La
z
yy
Tairi Tairi+1
Twi Twi+1
FIGURE 5.21: Convection dans un canal de ventilation
Twi °Tairi = Wi £Rh (5.45)
Rh = 1
h(La,Lc,Vair )£La£¢x
Tairi+1°Tairi = Wi £Rair (5.46)
Rair = 1Vair £ cp £Ω£La£Lc
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La condition limite devient la température d’entrée de l’air Tair0 . En contrepartie,
il est nécessaire de connaitre la vitesse d’air Vair et le coefficient d’échange h. Ce der-
nier s’obtient en utilisant les équations deNusselt et Reynolds (Eq. 5.47) en considérant
un écoulement turbulent [Heu78].
Re = Ωair .Vair .D
¥air
Nu = h.D
∏air
(5.47)
Nu = 0.02.Re0.8
Avec :
Ωair : Masse volumique de l’air
¥air : Viscosité dynamique
D : Diamètre hydraulique
∏air : Conductivité thermique de l’air
3.4.1 L’analogie électrique
La figure (5.22) donne l’analogie électrique déduite des équations 5.45 et 5.46. Il
est nécessaire d’utiliser des sources de tension pilotées pour décrire l’échauffement de
l’air. Ces sources pilotées peuvent prendre la forme d’amplificateurs opérationnels. Ce
montage suiveur permet de rendre indépendantes les strates d’air grâce à l’impédance
d’entrée théoriquement infinie de l’A.O.P.
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FIGURE 5.22: Schéma électrique équivalent pour la convection
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3.4.2 Un exemple d’une plaque refroidie par un canal de ventilation
L’exemple de la plaque est repris, mais celle-ci est maintenant en contact avec un
canal de ventilation comme le montre la figure (5.23).
Lg
x
dx
e Pertes linéiques (p)
Vair Lc air
cuivre
La
y
FIGURE 5.23: Plaque en contact avec un canal de ventilation
En passant par une analogie électrique, il devient relativement facile de résoudre le
problème. Le modèle est discrétisé selon l’axe x avec un pas dx. La figure (5.24) donne
le schéma électrique équivalent pour une maille de dimension dx avec :
Ua(x) : La température de l’air
Uc(x) : La température du cuivre
I0 : représente les pertes injectées par unité de longueur
R1 : la résistance thermique de convection du cuivre dans le sens de l’écoulement
R2 : la résistance de convection qui a lieu entre le cuivre et l’air
R3 : lie l’échauffement d’une strate d’air aux pertes évacuées
R3
R1
R2
Ua(x)
Uc(x)I(x)
I3(x)
I2(x)
I0
R3
R1
R2
I(x+dx)
I3(x+dx)
I2(x)
I0 I(x+2dx)
R3
R1
R2
I(x-dx)
I3(x-dx)
I2(x)
I0Uc(x-dx) Uc(x+dx)
Ua(x+dx)Ua(x-dx)
FIGURE 5.24: Schéma électrique équivalent de la plaque en contact avec un canal de
ventilation
Les hypothèses émises sont les suivantes :
– Les bords sont adiabatiques, soit I (0)= 0 et I (Lg )= 0.
3. DOMAINE “THERMIQUE” 101
– Pas de résistance thermique dans le cuivre selon l’axe y.
– La conduction ne dépend pas de la température.
– Le coefficient de convection h est constant le long du canal.
– Les pertes injectées sont constantes le long du canal, soit I0(x) constant.
La figure (5.25) présente les résultats du modèle pour les paramètres donnés sur le ta-
bleau 5.3. Le flux thermique s’évacuant dans le canal d’air est plus important au début
qu’à la fin de la plaque. Cela se justifie par un gradient de température entre l’air et la
plaque supérieure au début. C’est pourquoi les températures de l’air et de la plaque
n’évoluent par linéairement.
Variables Valeur
Lg 50cm
La 1cm
Lc 5cm
Pertes totales 100W
Vitesse de l’air 10m.s°1
TABLE 5.3: Paramètres pris pour l’exemple de la plaque refroidie par un canal de venti-
lation
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FIGURE 5.25: Pertes évacuées dans le canal de ventilation ainsi que la température de
la plaque et du canal en fonction de la position
3.5 Le rayonnement
Le rayonnement thermique permet de transférer des calories par ondes électroma-
gnétiques. La longueur d’onde est située principalement dans la zone infrarouge du
spectre. En raison de sa nature, le rayonnement n’a pas besoin de support physique
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solide ou gazeux. L’air ambiant est constitué principalement d’oxygène et d’azote qui
sont des gaz n’émettant et n’absorbant pas les radiations. Ainsi le rayonnement entre
le composant et son entourage n’a lieu qu’entre les surfaces d’échanges.
Le rayonnement des composants magnétiques est étudié par [PJHN08]. Ce phéno-
mène est non linéaire et ne peut se mettre sous la forme d’un circuit électrique. Il est
cependant possible de le négliger dans le cas de composant à refroidissement forcé.
4 Domaine “Aéraulique”
4.1 Lamécanique des fluides appliquée aux composants
magnétiques
Les transformateurs et inductances du convertisseur auxiliaire sont refroidis par
une ventilation forcée. Afin d’augmenter les surfaces d’échanges, des canaux de ven-
tilation sont insérés dans les bobinages. Un élément mécanique est également ajouté
sur le composant que l’on appelle écran de ventilation (Fig. 5.26). L’écran fait toute la
largeur et la hauteur du coffre. Le flux d’air est ainsi prisonnier forçant ce dernier à
s’échapper par les canaux de ventilation. Sans ce dispositif, les canaux de ventilation
ne seraient pas alimentés, l’air préférant passer tout autour du composant, là où les
sections de passage sont importantes. De plus, l’écran permet demettre en pression la
ventilation. Cette propriété permet à l’air en sortie d’écran d’être diffusé partout dans
le composant.
La figure (5.27) montre quelques lignes de courant calculées pour un transforma-
teur à self intégrée. L’influence de l’écran y est visible. De par sa présence, les canaux de
ventilations sont bien alimentés en air. De plus, celui-ci permet de plaquer les lignes de
courant contre le composant sur les faces extérieures afin de bien ventiler également
ces surfaces.
Une coupe entre les deux bobines, dans le plan (y,z), donnant le champ de vitesses
est fournie sur la figure (5.28). La zone entre les deux bobinages est difficilement ac-
cessible. En effet, celle-ci est obstruée par la culasse du composant. Le cas d’un trans-
formateur à self intégrée est encore plus difficile, car il y a deux culasses. Cependant,
cette figure montre que par la mise en pression du système, l’air se propage dans cette
zone. Il y apparait également des zones tourbillonnaires derrière l’écran de ventilation.
Ce sont ces tourbillons qui permettent d’obtenir des vitesses d’air importantes sur la
surface extérieure du composant.
L’estimation des vitesses d’air dans les différents canaux de ventilation doit être
précise, car de ces vitesses sont obtenus les coefficients de convection (Eq. 5.47). Il est
courant dans le dimensionnement des composantsmagnétiques d’estimer une vitesse
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Ecran de ventilation
Canal de ventilation
FIGURE 5.26: Transformateur à self intégrée fonctionnant en ventilation forcée
FIGURE 5.27: Lignes de courant dans un transformateur à self intégrée
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FIGURE 5.28: Champ de vitesses entre les deux bobines
moyenne de façon empirique et de l’affecter à chaque canal de ventilation. Or les ca-
naux n’ont pas tous la même capacité à évacuer les pertes (Fig. 5.29).
De par la géométrie du composant, les canaux ne possèdent pas la même sec-
tion. Le dimensionnement des canaux est très important et délicat car le placement
d’un canal de dimensions trop importantes limitera l’efficacité des autres. Cet effet
peut cependant être recherché afin d’optimiser le refroidissement du composant. Ainsi
un modèle aéraulique précis couplé avec un modèle thermique performant peut per-
mettre de trouver le triplet optimal ( Nombre de canaux - Placement - Dimension ).
La mécanique des fluides dans le cas du refroidissement des composants passifs
magnétiques, s’écrit sous la forme de l’équation de Navier–Stokes (Eq. 5.48) en régime
établi.
u ·ru°∫r2u = rp (5.48)
r ·u = 0 (5.49)
Avec :
u : Le vecteur vitesse
∫ : La viscosité
p : La pression
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FIGURE 5.29: Vitesses d’air dans les canaux
4.2 Le théorème de Bernoulli
Les équations de Navier-stoke sont, en raison de leur formulation, divergentes. Il
est nécessaire de passer par une méthode de résolution numérique pour les résoudre.
Ces simulations sont très longues, car la taille du maillage est grande avec une grande
finesse dans les canaux. De plus, la mise en place deméthodes numériques est obliga-
toire afin de converger, ce qui demande beaucoup de boucles d’itérations.
Il est important de poser certaines hypothèses afin de diminuer le temps de calcul
du modèle aéraulique et d’être en mesure d’intégrer ce modèle dans une boucle d’op-
timisation. En prenant comme hypothèse que le champ de vitesses est irrotationnel et
que l’air est incompressible, on retrouve le théorème de Bernoulli (Eq. 5.50).
1
2
Ωu2+Ω.g .z+p = constant (5.50)
pd = 12Ωu
2 (5.51)
La notiondepressiondynamique pd est introduite dans l’équation 5.51.Deux types
de pertes de charge existent : les pertes de charge singulières et linéaires. La variation
de pression ¢p est proportionnelle à la pression dynamique (Eq. 5.52). Les pertes de
charges singulières sont engendrées par des changements de géométrie ( coude, rétré-
cissement ...). Les coefficients d’accident ≥ sont obtenus à l’aide d’abaques. Les pertes
de charge linéaires sont définies par le coefficient deDarcy§. Ce coefficient est obtenu
grâce à la formule de Colebrook [CW37].
106 CHAPITRE 5. APPROCHEMULTI-PHYSIQUE
¢p = pd
µX
≥+§L
d
∂
(5.52)
Avec :
L : la longueur d’un canal.
d : Le diamètre hydraulique
4.3 L’approche semi-analytique
En introduisant le débit d’air Q dans l’équation 5.51, l’équation 5.53 est obtenue
et une loi d’Ohm équivalente en est déduite (Eq. 5.54) en considérant ¢p comme le
potentiel,Q2 le courant et Z la résistance aéraulique [Fri99].
¢p =
≥ Ω
2S2
¥µX
≥+§L
d
∂
Q2 (5.53)
4p = Z .Q2 (5.54)
Z = Ω
2S2
µX
≥+§L
d
∂
(5.55)
Les différentes résistances sont facilement estimables dans le cas des transforma-
teurs et inductances, car la géométrie des canaux est simple. En effet, les sections sont
rectangulaires. Il est alors possible de créer un circuit électrique équivalent. La figure
(5.30)montre le placement des résistances par exemple sur un plan de coupe du trans-
formateur à self intégrée.
Il est ainsi possible de résoudre facilement les vitesses d’air dans les différents ca-
naux. Cependant les hypothèses appliquées sont difficilement valides.
5 Domaine “Bruit et Vibration”
Le sous-système de traction électrique d’un train inclut de nombreux équipements
d’électronique de puissance qui assurent le pilotage des moteurs en vitesse variable
ainsi que la fourniture de nombreuses alimentations électriques destinées à la sécurité
(freinage) ou au confort (climatisation, éclairage, . . . ).
Les convertisseurs électroniques utilisent des transistors de puissance travaillant
comme des interrupteurs qui commutent à des fréquences allant de quelques cen-
taines de Hz à plusieurs kHz. Ces commutations sont sources de vibrations au cœur
même des matériaux magnétiques comme les tôles utilisées pour les inductances, les
transformateurs, les moteurs ou les rhéostats de freinage.
Les contraintes de réduction des volumes allouées aux équipements électriques de
propulsion, pour laisser plus d’espace aux voyageurs et à des équipements de confort
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FIGURE 5.30: Circuit électrique équivalent sur un plan de coupe d’un transformateur à
self intégrée
et/ou de services aux passagers, conduisent à une concentration des matériels dans
des espaces de plus en plus restreints pour des puissances de plus en plus élevées.
Cette évolution d’augmentation de la puissance massique, en partie basée sur le
développement de technologies innovantes, n’a pas que des avantages. En effet, les
composants à fort rendement, présentent la caractéristique de générer des pertes har-
moniques importantes qui peuvent provoquer des bruits électriques gênants. Ces émis-
sions acoustiques, à fortes composantes tonales, sont à l’origine de nuisances sonores
capables de gêner les passagers en toutes circonstances et les riverains lorsque le véhi-
cule est à l’arrêt ou lorsqu’il circule à faible vitesse.
L’amélioration du confort des passagers et la réduction des nuisances sonores ex-
ternes constituent d’importants critères de qualité ; qui doivent être pris en compte en
amont dès la phase de conception des équipements ferroviaires et notamment celle
des trains.
Les contraintes acoustiques, dans le domaine ferroviaire, sont de plus en plus éle-
vées. Les clients-opérateurs se montrent de plus en plus sévères, allant même en deçà
des valeurs établies dans la STI Bruit (SpécificationTechniqued’Interopérabilité) concer-
nant le sous-système « Matériel roulant-bruit » du système ferroviaire trans-européen
conventionnel [2006/66/CE]) qui est devenu une loi suite à l’Arrêté du 9 juin 2006.
Les contraintes de bruit ne se limitent plus au seul critère de niveau de pression
acoustique, il existe maintenant de nouveaux critères d’émergence tonale applicables
à l’intérieur et à l’extérieur du véhicule.
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5.1 Les bruits dans la chaine de traction ferroviaire et ses auxiliaires
Dans le cas du bruit émit dans l’environnement par les véhicules circulant sur une
voie ferrée, les études précédentes ont mis en avant 3 sources prépondérantes :
– le bruit de roulement (issu des vibrations engendrées auniveaudu contact roue/rail)
qui est la source prédominante du bruit ferroviaire pour les vitesses inférieures à
300Km/h.
– le bruit aérodynamiquepour les hautes vitesses (au-dessus de 300Km/h, la contri-
bution aérodynamique prend le pas sur celle du roulement).
– le bruit des équipements de traction (moteurs, . . . ) et des auxiliaires.
En France, les recherches sur le bruit de roulement remontent aux années 1980/1990.
La modélisation et la compréhension des phénomènes physiques qui gouvernent les
comportements vibratoires de la voie et ceux de la roue, ont abouti au développement
de solutions industrielles ayant permis d’abaisser les émissions sonores en jouant sur
les paramètres les plus influents (sur certains matériels roulants, la contribution du
contact roue/rail a diminué de plus de 5dB).
L’impact du roulement étant réduit, les bruits des organes de traction et des équi-
pements auxiliaires sont de plus en plus perceptibles notamment à l’arrêt en gare, aux
faibles vitesses dans les phases de démarrage entre 0 et 30Km/h et dans les phases de
freinage où ils peuvent être alors parfois très gênants.
Le bruit émis par divers composants électriques d’une chaîne de traction et des
auxiliaires, peut avoir deux origines :
– Électrique : les forces électromagnétiques agissant sur les composants produisent
des vibrations se transmettant soit directement dans l’air, on parlera alors de «
bruit aérien », soit via les organes de liaison et dans ce cas c’est le terme « bruit
solidien » qui est employé.
– Aéraulique/aérodynamique : les convertisseurs de puissance sont en général ven-
tilés pour assurer leur refroidissement. La composante de bruit générée par les
ventilateurs est très présente au niveau du bruit global, voire dans certains cas
dominante (cas des moteurs de traction auto ventilés pour des régimes élevés).
La figure (5.31) illustre l’impact relativement important que peuvent avoir certains
composants électriques tels que les selfs ou les transformateurs sur les performances
acoustiques des équipements de traction ferroviaire. Leurs contributions peuvent être
très élevées et occasionner une émergence tonale susceptible de représenter une nui-
sance pour l’être humain.
Dès lors, le développement de méthodes et d’outils logiciels permettant la com-
préhension des origines des bruits électriques des équipements ferroviaires et la re-
cherche de solutions efficaces de réduction à la source de ces bruits dès le stade de
conception des équipements, devient une nécessité. D’une part pour respecter les rè-
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FIGURE 5.31: Puissance acoustique d’un convertisseur Traction/Auxiliaires (train inter-
cités) avec contribution des différents composants
glementations en vigueur et d’autre part pour rester compétitif par rapport à la concur-
rence.
5.2 Le phénomène générant le bruit d’origine électromagnétique
Les convertisseurs électroniques utilisent des transistors de puissance dont la tech-
nologie évolue constamment. On dispose actuellement de transistors capables de tra-
vailler sous des tensions et des courants jusqu’à 6kV et 2000A, avec des flancs de com-
mutation très raides. Cela permet de faire des convertisseurs plus fiables, car conte-
nant moins de composants. Toutefois, la progression des performances de tels tran-
sistors est en partie responsable d’un problème qui se fait sentir avec de plus en plus
d’acuité : les nuisances sonores. En effet, à de tels niveaux de puissance, les fréquences
de commutation des semi-conducteurs se situent entre quelques centaines de Hz et
quelques kHz soit un spectre auquel l’oreille humaine est très sensible. Ce sont prin-
cipalement les éléments réactifs (inductances de lissage ou transformateurs avec self
intégrée) qui sont le siège de l’émission de bruits souvent désagréables. La figure (5.32)
ci-dessous illustre un spectre type de bruit enregistré à proximité d’un élément réactif
critique. Ce spectre montre clairement l’émergence de raies (> 85 dB) situées dans la
bande où l’oreille humaine est très sensible.
L’induction magnétique est la grandeur clé car elle est à l’origine de forces de La-
place, Maxwell, et des effets magnétostrictifs. Le fondamental et les harmoniques de
l’inductionmagnétique sont à l’origine d’efforts à diverses fréquences, celles-ci seront
plus ou moins importantes selon leurs amplitudes et selon qu’elles excitent ou non
une résonance mécanique de la structure.
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FIGURE 5.32: Niveau de pression acoustique (LpAeq,t=15s) enregistré à 1m d’une self
DC.
5.3 Les vibrations à l’origine des bruits électriques dans les
transformateurs et les inductances
Ces vibrations peuvent provenir des forces de Laplace qui agissent sur les conduc-
teurs électriques, des forces de Maxwell agissant au niveau des entrefers et/ou des
micro-entrefers et des forces de magnétostrictions agissant sur le matériau[PAM+08],
(Fig.5.33).
FIGURE 5.33: Forces excitatrices mises en jeu
Les forces de Laplace sont généralement limitées et les vibrations des bobines peuvent
devenir négligeables avec une réalisation mécanique appropriée (par exemple, une
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forte imprégnation des bobines et un contact avec le noyau sans transmission de vi-
brations). Par contre, les vibrations du noyau ferromagnétique générées par les forces
de Maxwell et les effets magnétostrictifs sont plus difficiles à combattre.
Des travaux précédents [LBLHB08, AH05] sur le bruit des machines électriques ont
montré la grande importance du couplage avec le convertisseur électronique de puis-
sance (source d’harmoniques).
Dans le cas de l’inductance (la taille de l’entrefer dimensionne la valeur de l’in-
ductance), l’entrefer est soumis aux forces de Maxwell qui peuvent être de grande am-
plitude. Dans le cas des transformateurs, il n’y a en théorie pas d’entrefer et ce sont
les phénomènesmagnétostrictifs qui interviennent [Mos74, WPA00, YPMA08]. Cepen-
dant, pour des raisons pratiques de tolérances de fabrication, il existe de petits entre-
fers d’assemblage sièges de forces de Maxwell [WPA00].On notera que les transforma-
teurs sont majoritairement moins bruyants que les inductances
Identifier la proportion de bruit due à lamagnétostriction ou aux forces deMaxwell
dans les entrefers d’assemblage reste à l’heure actuelle un point difficile. Cela néces-
site une bonne connaissance de l’ensemble des phénomènes considérés et demande
de coupler les compétences des domaines électromagnétiques et mécaniques (répar-
tition des efforts complexes dans une structure mécanique hétérogène). D’une part
pour réduire le bruit à la source et d’autre part maîtriser les voies des transferts vibra-
toires et acoustiques.
Le rapport d’ingénieurs de Kawasaki Steels [IOS97] propose de calculer les dif-
férentes composantes harmoniques des forces de magnétostriction analytiquement
ainsi que la pression acoustique. Le terme source utilisé est la décomposition en série
de Fourrier des forces de magnétostriction. Il reste la difficulté de lier celles-ci à l’exci-
tation électrique.
[HVM07] proposent des formulations permettant de calculer les forces de magné-
tostriction à l’aide de la méthode des éléments finis.
Notre travail concernant cette partie « bruit et vibrations » s’est orienté sur des es-
sais expérimentaux, présentés dans la partie III pour les équipements possédant des
entrefers comme les inductances de lissage.

Troisième partie
Définition et validation desmodèles
appliqués aux composants
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Le modèle électromagnétique choisi est entièrement analytique. Ce modèle prend
en compte l’influence de la fréquence. La validation a été réalisée sur une self mono-
phasée DC de 4.5mH fonctionnant à un courant nominal de 150A (Fig.6.1). Le spectre
harmonique injecté dans cette self étant négligeable, la self a été conçue avec de la tôle
magnétique de faible qualité M400-50. Demême, la self est bobinée en 6 couches avec
un conducteur méplat de 15x5 mm. Ainsi les pertes fer et les effets de proximité sont
très visibles sur une étude fréquentielle. Pour l’étude fréquentielle, un pont d’impé-
dance HP4294A a été utilisé pour mesurer l’impédance complexe de la self (Fig.6.1).
Celui-ci permet demesurer l’impédance complexe Z de 20Hz jusqu’à 110MHz. L’étude
s’est limitée à une bande de fréquence restreinte [20Hz 200kHz]. Cette bande est am-
plement suffisante dans le cas des composants ferroviaires, les harmoniques ne dépas-
sant pas 100kHz.
FIGURE 6.1: Self DC de 4.5mH et pont d”impédance HP4294A
1 Schéma électrique équivalent
Le schéma électrique classique du transformateur est utilisé [SN77]. La figure (6.2)
montre le schéma électriquepour un transformateurmonophasé. Ce schéma est seule-
ment composé de résistances et d’inductances. Ces éléments dépendent de la fré-
quence d’alimentation pour prendre en compte les effets engendrés par les moyennes
fréquences. Cependant le schéma n’inclut pas de condensateurs, car les effets électro-
statiques sont négligés. Cemodèle devient donc insuffisant dépassé les 100kHz, car les
composants étudiés commencent à résonner électriquement une fois dépassé cette
limite de fréquence. Les harmoniques de tension n’atteignant pas ces fréquences, la
pertinence dumodèle reste valable.
Les transformateurs triphasés sont étudiés de la même manière en adoptant le
schéma électrique monophasé équivalent. Il est également possible de modéliser des
transformateurs à plusieurs secondaires. La figure (6.3) montre le placement des in-
ductances pour le cas d’un transformateur à deux secondaires. Ce schéma est généra-
lisable pour des transformateurs à n secondaires [Ker08].
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lf1(Ȧ)
lµ
r1(Ȧ)
rµ(Ȧ)
lf2(Ȧ)r2(Ȧ)
U1 U2
FIGURE 6.2: Schéma électrique d’un transformateur monophasé
L2
L4
L5
L3
L6
U1
U2
U3
L1
FIGURE 6.3: Schéma électrique d’un transformateur monophasé à deux secondaires
Par simplification, il est possible de déplacer les éléments en parallèle lµ et rµ en
prenant l’hypothèse selon laquelle la chute de tension crée par la résistance de bobi-
nage et par l’inductance de fuite reste faible. Afin de valider le modèle électrique, la
résistance rµ représentant les pertes fer sera déplacée en amont du schéma (Fig. 6.4).
lf1(Ȧ)
lµ
r1(Ȧ)
rµ(Ȧ)
lf2(Ȧ)r2(Ȧ)
U1 U2
FIGURE 6.4: Simplification électrique du transformateur monophasé
Les parties suivantes montrent le calcul des différents éléments du circuit équi-
valent. Seule l’inductance magnétisante lµ ne prend pas en compte la fréquence.
2 Résistance de bobinage r
La connaissance précise de la résistance permet d’évaluer correctement les pertes
joules présentes dans les conducteurs. En effet, celles-ci sont proportionnelles à la ré-
sistance du bobinage. Ainsi une erreur de 10% sur l’estimation des résistances entrai-
nera à peu près 10% d’erreur sur la simulation thermique.
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2.1 Résistance à basse fréquence
Formulation
Les conducteurs ayant une section constante, il est possible d’écrire la résistance
d’une bobine par l’équation 6.1.
r = ΩL
S
(6.1)
avec : L la longueur de la bobine et S la section du conducteur.
Longueur de spire L
Les transformateurs et inductances utilisés dans le ferroviaire possèdent des canaux
de ventilation, et parfois un circuit magnétique supplémentaire. La forme des bobi-
nages s’écarte souvent des formes classiques, telles qu’un cylindre par exemple. Les
formules classiques donnant la longueur de spiremoyenne globale[McL04, Pic65] sont
donc peu précises, et des erreurs de l’ordre de 10% sur la résistance du bobinage sont
fréquentes. De plus, l’utilisation de la spire moyenne globale d’un bobinage ne per-
met pas de prendre en compte le fait qu’une spire extérieure est source de pertes plus
importantes que la spire intérieure, car étant plus longue.
Un modèle basé sur les courbes de Bézier a été développé [Far02]. Celui-ci permet
de fournir la longueur de conducteur pour chaque couche. Il prend en compte la mo-
délisation des canaux de ventilation et la possibilité de rajouter un second circuit ma-
gnétique pour modéliser des transformateurs à self intégrée comme l’illustre la figure
(6.5).
P0
P1
P3P2
FIGURE 6.5: Modélisation d’un bobinage de transformateur à self intégrée
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Les courbes de Bézier permettent de décrire une courbe par 4 points. Ce type de
courbes est énormément utilisé dans de nombreux domaines tels que l’infographie,
la CAO, les polices de caractères ... Celles-ci peuvent se modéliser de manière géo-
métrique et récursive comme le montre l’exemple de la figure (6.6). Il est également
possible de décrire ces courbes par une équation paramétrique comme sur l’équation
6.2
8>>>>>>><>>>>>>>:
Pi =
8<: xiyi
9=;
B(t ) = P0 (1° t )3+3P1t (1° t )2+3P2t2 (1° t )+3P3t3
t 2 [0;1]
(6.2)
Ainsi les points d’encrage, P0et P3, sont placés au niveau des cales . Le couple P1
et P2 est placé de façon à ce que les vecteurs
°°°!
P0P1 et
°°°!
P3P2 soient respectivement ver-
ticaux et horizontaux. Ces vecteurs sont représentés sur la figure (6.5) dans le cas de la
dernière couche et plus précisément pour la zone du quart supérieur gauche.
P0
P1
P2
P3
FIGURE 6.6: Création d’une courbe de Bézier par une méthode récursive
résistivité électrique Ω
La résistivité électrique est une caractéristique du matériau. Dans les composants
magnétiques, l’emploi du cuivre et de l’aluminium est généralisé. L’aluminium est de
plus en plus utilisé pour des raisons économiques, car le cuivre devient de plus en plus
rare et cher, comparé à l’aluminium. Toutefois les différents alliages d’aluminium ne
possèdent pas les mêmes conductivités électriques. L’aluminium grade 1, tel que l’alu-
minium 1370 est généralement utilisé comme conducteur, car sa teneur en aluminium
dépasse les 99%.
Influence de la température
La conductivité des matériaux évolue avec la température. Un accroissement de la
température dégrade généralement la conductivité thermique. Les conducteurs voient
leur résistivité augmenter tandis que les isolants deviennent demeilleurs conducteurs.
Dans une plage de température restreinte de [0 200°C] il est possible de linéariser ce
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phénomène. Pour un échauffement de ¢T du conducteur par rapport à une tempéra-
ture de référence de 20°C, la résistance se détermine avec l’équation 6.3.
R = R20 (1+Æ¢T ) (6.3)
Avec :
Æ : un coefficient dépendant du matériau.
Validation parmesure expérimentale
Le bobinage de la self DC a été modélisé. Cette modélisation peut être observée sur
la figure (6.7). Le bobinage de ce composant est simple. On notera la présence d’un
canal de ventilation après la troisième couche. A l’aide d’une mesure de résistance à
quatre fils, la résistance du composant a été mesurée à 34.7m≠.
FIGURE 6.7: Modélisation du bobinage de la self DC
Le tableau 6.1 donne l’évaluation de la résistance de chaque couche. Pour obte-
nir la résistance totale, il suffit de sommer les couches. Comme les deux bobines du
composant sont en séries, il faut multiplier la résistance par deux. Ainsi on retrouve la
valeur de 34.7m≠. La précision est donc excellente dans ce cas présent, mais cette self
possède un bobinage simple. Ce modèle a été confronté à des composants plus com-
pliqués. La précision reste bonne avec une erreur inférieure à 1m≠. Toutefois, dans
les cas où le bobinage est peu résistif (< 8m≠), l’erreur peut devenir importante et su-
périeure à 10%. Pour augmenter la précision dans le cas de faibles résistances, il faut
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Numéro de la couche 1 2 3 4 5 6
Résistance de la couche (m≠) 2.3 2.5 2.6 3.1 3.3 3.5
Erreur par rapport à la résistance moyenne (%) -24.5 -16.3 -9.1 7.7 12.1 16.4
Table 6.1: Résistance de chaque couche de la self DC
prendre également en compte les résistances de connexions qui intègrent les fils de
connexions entre les différents bobinages, mais également la résistivité des soudures.
Le tableau 6.1 met en avant également la différence entre la résistance réelle de la
couche et la résistancemoyenne des couches. Cet élément est important, car il montre
que la couche intérieure étant moins résistive, produiramoins de pertes que la couche
extérieure. C’est pourquoi lemodèle thermique prendra en compte les couches dema-
nière indépendante et les pertes seront calculées pour chaque couche de bobinage.
2.2 Influence de la fréquence
L’influence de la fréquence a été montrée dans la partie 2.2.3 page 85. Le modèle
présenté est celui qui a été employé et permet de prendre en compte les effets pellicu-
laires et de proximités.
3 Inductance de fuite l f
L’estimation correcte de la self de fuite ou de la self dans l’air dans le cas d’une
inductance est primordiale. Dans le cas d’un transformateur, la self de fuite modifie
le coefficient de couplage. Ce coefficient est important car certaines applications de-
mandent un couplage primaire et secondaire très fort et donc une fuite minime. C’est
souvent le cas pour les convertisseurs DC/DCmoyenne et haute fréquences. Dans cer-
tains cas, une valeur de fuite importante peut être utile afin de réaliser un filtrage entre
le primaire et le secondaire comme avec les transformateurs à self intégrée. Ces der-
niers, par l’adjonction d’un circuit magnétique entre primaire et secondaire, ont une
self de fuite très forte.
3.1 Détermination pour un transformateur
Un modèle analytique est utilisé afin de déterminer les selfs de fuite. De nom-
breuses hypothèses sont émises :
1. La réluctance est négligeable en dehors des bobines. Cette hypothèse est prise,
car la section du flux s’élargit rapidement en sortie des bobines et que la perméa-
bilité du fer est grande.
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2. Les lignes de champ dans les bobines sont parallèles avec l’axe du noyaumagné-
tique et ceci sur toute la hauteur des bobines.
3. Dans le primaire, les ampères-tours s’accumulent de l’extérieur vers l’intérieur
de 0 à n1i1 (Fig. 6.9).
4. Dans le secondaire, les ampères-toursn2i2 s’accumulent et s’opposent aux ampères-
tours primaires. Ainsi les ampères-tours décroissent de n1i1à 0 de l’extérieur vers
l’intérieur (Fig. 6.9).
5. Les ampères-tours restent constants dans les canaux de ventilation ( entre pri-
maire et secondaire sur la figure (6.9).
De par ces hypothèses, le modèle devient unidimensionnel. La figure (6.8) reprend
l’exemple de la partie 4.1 et valide les hypothèses posées. Le champ calculé correspond
bien à la figure (6.9). En effet, le champ magnétique est faible en dehors des bobines,
l’accumulation des ampères-tours est linéaire dans les conducteurs et le champ reste
constant dans les canaux de ventilation.
On note' f1 le flux de fuite du primaire traversé par toutes les spires du primaire et
aucune spire du secondaire. De même on note ' f2le flux de fuite secondaire traversé
par toutes les spires secondaires et aucune primaire. L’inductance totale rapportée au
secondaire notée L2 peut s’écrire :
L2 = l f 1+
µ
n2
n1
∂2
l f 2 (6.4)
L2 = n2i2 ' f2+
µ
n2
n1
∂2 n1
i1
' f1 (6.5)
L2 = n2i2
°
' f1+' f1
¢
(6.6)
L’équation 6.6 s’obtient en considérant n1i1 = n2i2.
Calcul du flux dans le primaire
Le champmagnétique, évoluant linéairement le long de l’axe x, peut se formuler :
H(x) = n1i1
h
.
x
e1
(6.7)
L’induction s’écrit alors :
B(x) = µ0n1i1h .
x
e1
(6.8)
Le flux magnétique dans un volume de conducteur d’épaisseur dx se détermine
par l’équation 6.9.
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FIGURE 6.8: Evaluation du champ magnétique par différences finies le long d’une
droite perpendiculaire à l’axe des bobines
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FIGURE 6.9: champmagnétique simplifié dans un transformateur
d'p(x) = longspire(x).dx.µ0.n1i1h .
x
e1
(6.9)
La fonction longspire(x) représente la longueur des spires en fonction de la posi-
tion. Cette fonction s’obtient précisément en utilisant les courbes de Bézier comme
vue précédemment. Cette méthode permet d’améliorer fortement la précision com-
parée à la formule classique de self de fuite qui utilise l’équation 6.10, avec R1 le rayon
extérieurmoyen du primaire. Les courbes de Bézier permettent ainsi demieux estimer
la surface dans le cas ou les bobinages ne sont pas cylindriques.
longspire(x) = 2º (R1°x) (6.10)
Le flux total est obtenu en intégrant l’équation 6.9 le long de l’axe x. Il faut cepen-
dant pondérer l’équation d’un facteur xe1 . En effet, le flux d'p(x) n’est perçu par au-
cunes spires secondaires, mais est seulement perçu par xe1 spires primaires. Ainsi le
flux total capté par le primaire s’écrit :
'p = µ0n1i1h
e1ˆ
0
µ
x
e1
∂2
longspire(x).dx (6.11)
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Calcul du flux dans les canaux
Le flux présent entre le primaire et le secondaire n’est vu que par le primaire. Il est
perçu par toutes les spires du primaire. Si le canal est placé à l’intérieur du primaire, le
flux ne sera capté que par une fraction de spires du primaire. dans le cas de la figure
(6.9), le flux entre primaire et secondaire 'canaux s’écrit :
'canaux = µ0n1i1ah longcanaux (6.12)
Aveclongcanaux La longueur du canal de refroidissement.
Calcul du flux dans le secondaire
La mêmeméthode est utilisée que pour le primaire. Ainsi le flux de fuite secondaire
's se formule de la façon suivante (Eq 6.13) :
's = µ0n1i1h
e2ˆ
0
µ
y
e2
∂2
longspire(y).dy (6.13)
Inductance de fuite totale
En reprenant l’équation 6.6, l’inductance de fuite totale vue du secondaire s’écrit :
L2 = n2i2
°
's +'p +'canaux
¢
(6.14)
L2 = µ0
n22
h
0@ e1ˆ
0
µ
x
e1
∂2
longspire(x).dx+
e2ˆ
0
µ
y
e2
∂2
longspire(y).dy +a.longcanaux
1A(6.15)
En considérant que les bobines sont cylindriques et que les épaisseurs de celles-ci
sont faibles devant R1 et R2, l”équation 6.15 se simplifie fortement :
L2 = 2ºµ0
n22
h
r
µ
a+ e1+e2
3
∂
(6.16)
Avec r le rayon passant au milieu du canal de ventilation.
Cette formule, bien que souvent employée, est fortement imprécise dans les cas ou
le bobinage s’éloigne d’une forme cylindrique.
3.1.1 influence de la fréquence
Avec l’augmentation de la fréquence, le champ magnétique ne s’accumule plus li-
néairement dans les couches de conducteur. L’équation 6.7 n’est plus valable et il faut
reprendre le calcul de champ en magnétodynamique en résolvant l’équation l’Helm-
holtz (Eq. 5.25)
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Dans le cas extrême où l’on prend une fréquence infiniment grande, le champma-
gnétique dans les conducteurs est nul. Le flux de fuite n’est alors seulement présent
que dans les canaux.
La démarche reste donc identique pour calculer la self de fuite mais il faut écrire :
d'p(x) = longspire(x).dx.µ0.H(x). xe1 (6.17)
d's(x) = longspire(y).dy.µ0.H(y). ye1 (6.18)
Le champ est déterminé par l’équation d’Helmholtz dont la solution est donnée
par :
H(x) = H1e∞x +H2e°∞x (6.19)
∞ = p j!µwæw (6.20)
Avec H1 et H2 déterminés par les conditions limites aux bords des conducteurs.
3.2 Détermination pour une self
La démarche est identique. La différence vient du fait que les ampères-tours ne sont
pas désaccumulés. L’inductance de fuite revient à déterminer seulement 'p et 'e .
4 Inductancemagnétisante lµ
L’inductancemagnétisante lµ représente l’inductance engendrée par le circuit ma-
gnétique. Celui-ci ayant une forte perméabilité, il engendre des inductances de fortes
valeurs. Dans le cas d’une self, la valeur d’inductance est réglée par la mise en place
d’entrefer dans le circuitmagnétique. Généralement pour un transformateur, on cherche
à obtenir une valeur de self magnétisante la plus élevée possible afin de diminuer le
courant magnétisant, et augmenter le couplage entre primaire et secondaire. Il est ce-
pendant parfois utile de placer un léger entrefer dans le circuit magnétique du trans-
formateur. En effet si le transformateur est placé derrière un convertisseur, ce dernier
peut fournir une petite composante continue. L’ajout d’un entrefer permet d’éviter que
le transformateur se polarise magnétiquement près de sa saturation. L’évaluation de
cette self est donc importante pour les transformateurs et les inductances. Les cir-
cuits magnétiques ayant une courbe de magnétisation non linéaire, il est primordial
de considérer l’effet de la saturation sur la valeur de lµ. L’aspect fréquentiel ne sera pas
pris en compte sur cette inductance. Il faudrait pour cela modéliser la perméabilité du
circuit en complexe.
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4.1 Calcul de lµ
L’estimation de lµ se fait de manière analytique en utilisant le calcul des réluc-
tances. Ainsi le circuit magnétique peut être décomposé en deux réluctances. La réluc-
tance d’entrefer Re et la réluctance de circuit magnétique Rf er . Ces deux réluctances
sont en série. La réluctance équivalente Req vaut donc la somme des deux. En prenant
une colonne de hauteur h, de section S et contenant un entrefer e, la réluctance équi-
valente s’écrit :
Req = h°e
µ f erµ0S
+ e
µ0S
(6.21)
Req =
h+e °µ f er °1¢
µ f erµ0S
(6.22)
En considérant la hauteur totale h, il est possible d’écrire :
Req = h
µeqµ0S
(6.23)
µeq =
hµ f er
h+e °µ f er °1¢ (6.24)
L’inductance lµ vue du primaire s’écrit alors :
lµ =
n21
Req
(6.25)
Ce calcul fonctionne bien sous plusieurs hypothèses :
1. Les lignes de champ dans les bobines sont parallèles avec l’axe du noyaumagné-
tique et ceci sur toute la hauteur des bobines.
2. Les entrefers sont suffisamment répartis et donc petits pour que la section ma-
gnétique S n’évolue pas trop dans les entrefers.
Ces hypothèses sont valables sauf dans le cas de très grands entrefers, car dans ce cas
les lignes de champ peuvent dévier .
4.2 Prise en compte de la saturation
Problématique :
Afin de réduire la dimension des composants magnétiques, le point de fonctionne-
ment nominal est choisi relativement haut en induction. Cependant, la perméabilité
des matériaux magnétiques décroit rapidement avec l’induction. Ainsi, à faible cou-
rant le matériau magnétique possède une perméabilité importante qui se voit dimi-
nuer progressivement jusqu’à une perméabilité relative égale à 1. Complètement satu-
rée, l’inductance se comporte comme une inductance dans l’air. Les deux extrêmes se
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calculent facilement. Entre ces deux bornes, la modélisation de la chute d’inductance
en fonction du courant impose unmodèle de courbe B(H) précis.
On parle d’inductance AC LAC , ou incrémentale quand on regarde la variation de
flux magnétique par rapport à l’origine, et d’inductance différentielle Ldi f f quant on
utilise la dérivée du flux par rapport au courant (Fig. 6.10). En raison de leur définition,
il apparait que l’inductance incrémentale chute moins vite. On utilisera de préférence
l’inductance différentielle dans le cas d’une inductance DC. En effet, le circuit magné-
tique étant polarisé, les harmoniques de courant voient l’inductance différentielle car,
les courants évoluent autour du point de fonctionnement nominal.
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FIGURE 6.10: Inductance AC et différentielle en fonction du courant
Modélisation :
Pour prendre en compte les effets de la saturation, il suffit alors de reprendre l’équa-
tion 6.25 mais dans ce cas µ f er devient une fonction qui dépend de H et donc du cou-
rant. Le modèle de Marrocco [Rem07] est très bien adapté dans ce cas. Celui-ci per-
met d’approcher une courbe B(H) par l’équation 6.26. Les quatre constantes peuvent
d’être déterminées en utilisant un algorithme d’optimisationminimisant l’erreur qua-
dratique entre le modèle et la courbe théorique.
H = B
µ0
.
C1C2+C3B2.C4
C2+B2C4 (6.26)
Par exemple, pour de la tôle M235-35 il est possible de recaler un modèle B(H)
comme le montre la figure (6.11).
Ainsi pour la self DC présentée en figure (6.1), on obtient les courbes de la figure
(6.12). A très fort courant, le circuit est totalement saturé. La valeur de self tend dans
les deux cas vers la valeur de self dans l’air, soit la valeur de self l f plus la valeur lµavec
un µ f er = 1.
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FIGURE 6.11: Modélisation de la courbe B(H) ainsi que de la perméabilité différentielle
et incrémentale
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FIGURE 6.12: Modélisation de l’inductance différentielle et incrémentale pour la self
DC
4.3 Validation
Une mesure de valeur de self a été effectuée sur la self DC. Une composante conti-
nue que l’on fait évoluer est appliquée, tandis qu’une composante alternative de 300Hz
est superposée. En mesurant la variation de tension et de courant, la valeur d’induc-
tance différentielle est obtenue. La figure (6.13) permet de comparer le modèle et la
mesure sur cette self. Il est à noter que la self de fuite a été ajoutée à la self magnéti-
sante afin de comparer la même chose.
Le modèle et la mesure sont proches. Les extrêmes sont bons, validant ainsi la self
de fuite et la valeur de self magnétisante à faible courant. On observe une divergence
au niveau du coude. Pour améliorer la précision, il faut améliorer la modélisation de la
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FIGURE 6.13: Comparaison de la self différentielle entre le modèle et la mesure
courbe B(H).
5 Résistance pertes fer rµ
La résistance rµ permet de prendre en compte les pertes fer dans le composant
magnétique. Afin d’estimer cette résistance, il faut repartir dumodèle de pertes fer. En
prenant par exemple le modèle de Steinmetz, les pertes fer se formulent comme sur
l’équation 6.27 :
Pf er = VC .K . f reqÆ.BØ (6.27)
Or en utilisant les équations électriques, et en considérant la tension et le courant
sinusoïdaux, on peut montrer que :
B = U1
2º.n1.S. f req
(6.28)
AvecU1 la tension crête.
La combinaison de l’équation 6.27 et 6.28 permet d’écrire :
Pf er = VC .K . f req(Æ°Ø)£
µ
U1
2º.n1.S
∂Ø
(6.29)
En prenant l’hypothèse de la figure (6.4), les pertes vues par la résistance rµ valent :
Pf er =
U21
2rµ
(6.30)
6. VALIDATION FRÉQUENTIELLE DUMODÈLE 131
Ainsi la valeur de la résistance peut être déduite par l’équation 6.31 :
rµ = (2º.n1.S)
Ø
2K .VC
. f req(Ø°Æ)£U (2°Ø)1 (6.31)
La valeur de cette résistance dépend donc à la fois de la fréquence, mais égale-
ment de la tension d’alimentation. Cependant, le coefficient
°
2°Ø¢ étant proche de
zéro pour les matériaux magnétiques, l’influence de la tension est faible.
6 Validation fréquentielle dumodèle
La self présentée sur la figure (6.1) a été passée sur un pont d’impédance. Ce dernier
est configuré pour fournir la partie réelle et la partie imaginaire de l’impédance Z de
la self. Connaissant le circuit électrique équivalent, il est aisé de calculer l’impédance
équivalente. Le schéma électrique de la self est indiqué sur la figure (6.14). La résistance
rµ est placée en amont du circuit par simplification.
lf(Ȧ)
lµ
r(Ȧ)
rµ(Ȧ)
lf(Ȧ)
lµ
r(Ȧ)
rµ(Ȧ)
a) b)
FIGURE 6.14: Circuit électrique équivalent pour la self DC
Les résultats sont représentés sur la figure (6.15). La partie imaginaire est divisée
par ! afin d’obtenir une mesure en Henri. Ainsi les courbes permettent de déduire le
modèle constitué d’une résistance et d’une inductance en série.
Les mesures font apparaitre une résonance vers 150kHz. L’absence de condensa-
teur dans le schéma électrique limite donc la validité du modèle jusqu’à 100kHz pour
cet exemple. Dans la plage [10Hz 100kHz] lemodèle est fidèle à lamesure. On constate
tout d’abord que la résistance DC du bobinage est bien estimée. Par la suite le modèle
donne la bonne évolution de la résistance équivalente.
Il est intéressant de tracer les résultats du modèle en négligeant dans un premier
temps les pertes fer (Rµ!1) et dans un second temps de négliger les effets de peau et
de proximité (r ! Rdc). Ainsi la figure (6.15) permet d’observer que les effets de peau
et de proximité sont dominants dans la plage [200Hz 2kHz] et que les pertes fer de-
viennent supérieures dépassé les 2kHz. La somme des deux courbes donnant les ré-
sultats du modèle complet.
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FIGURE 6.15: Comparaison du modèle et des mesures pour la partie résistive (a) et in-
ductive (b) de l’impédance de la self DC
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La partie inductive présentée sur la figure (6.15) montre les limitations du modèle.
En effet, l’erreur entre la mesure et le modèle reste négligeable jusqu’à 3kHz, au-delà
l’écart devient important. Le modèle tend à haute fréquence vers une self dont la fuite
est réduite par les effets de peau et de proximité. Or, il apparait que la self équivalente
continue de baisser. Une des grosses limitations du modèle provient du fait que l’in-
ductance magnétisante est indépendante de la fréquence. Le modèle prend bien en
compte l’augmentation du cycle d’hystérésis qui augmente les pertes fer, mais pas le
fait que la courbe B(H) se “couche” avec l’augmentation de la fréquence. Un modèle
décrivant la perméabilité du fer en complexe permettrait d’améliorer le modèle dans
la bande [3kHz 100kHz]. Au-delà des 100kHz, une résonance apparait également né-
cessitant de modéliser les capacités parasites.
Toutefois, la bonne correspondance de la partie résistive permet de valider les mo-
dèles de pertes utilisés que ce soit pour les pertes fer ou les pertes Joules. Cette pré-
cision est importante, car ces pertes sont en entrée du modèle thermique. Il est donc
nécessaire de minimiser les erreurs commises en entrée afin de limiter les erreurs du
modèle thermique.
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Le modèle thermique est basé sur un modèle nodal [Pie94]. Le but est de décrire
par un réseau de résistances thermiques les comportements thermiques qui se dé-
roulent dans les composants magnétiques. Les entrées de ce modèle sont les pertes
fer, la répartition des pertes joules ainsi que les vitesses d’air dans les différents canaux
de ventilation.
1 Réseau nodal
La composition du réseau nodal dépend de la topologie du composant. Le modèle
doit donc être capable d’adapter le réseau en fonction de la géométrie de la self ou
du transformateur. En effet, le modèle doit pouvoir être en mesure de s’adapter à tous
types de composants, quel que soit le nombre de couches, de canaux, etc. Un algo-
rithme a donc été mis en place afin que celui-ci, en fonction de la géométrie et des
caractéristiques du composant, génère le réseau thermique.
Le réseau est défini pour pouvoir fournir les températures selon deux plans per-
pendiculaires par colonne. Ainsi, le modèle doit pouvoir calculer une cartographie
thermique selon trois plans comme l’illustre la figure (7.1) pour un composant à deux
colonnes.
FIGURE 7.1: plans thermique d’étude
1.1 Modélisation d’une couche de conducteurs
Au sein d’une couche de conducteur, le flux thermique possède deux chemins pos-
sibles. Grâce à la bonne conductivité du cuivre ou de l’aluminium, le flux thermique
peut se mouvoir le long du conducteur. Les composants étudiés étant bobinés de ma-
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nière hélicoïdale, on se retrouve avec un premier réseau thermique en forme d’hélice :
résistance orange Rw sur la figure (7.2). L’étude se limite à diviser une spire en quatre
résistances. Cette division permet de respecter la contrainte sur les plans d’étude. Le
flux thermique peut également passer d’une spire à une autre. En effet les spires sont
en contact entre elles, c’est pourquoi les résistancesmauvesRn sont ajoutées au circuit
(Fig. 7.2). Bien que les résistances Rn possèdent une grande section de contact et une
faible épaisseur, la présence d’isolants possédant une mauvaise conductivité fait que
ces résistances peuvent selon les cas d’études être plus faibles ou plus élevées que les
résistances Rw .
Afinde classer les différents éléments (résistancesR, températuresT , flux', sources
de pertes P ), un système polaire (m,n,p) est utilisé. Ainsi, le vecteur m décrit le nu-
méro de la couche, n la spire, et p, sa position angulaire dans une spire. Ces trois
axes prennent des valeurs discrètes. L’axe p peut ainsi prendre les valeurs discrètes
suivantes :
£
0; º2 ;º;
3º
2
§
. De par cette méthode, chaque élément est classé et peut être
stocké dans une matrice.
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FIGURE 7.2: Modélisation d’une couche de conducteur sans les sources de pertes
Afin de simplifier les équations mathématiques, la convention suivante est prise
(Eq. 7.1)
¢mTi (m,n,p) = Ti (m+1,n,p)°Ti (m,n,p)
¢nTi (m,n,p) = Ti (m,n+1,p)°Ti (m,n,p) (7.1)
¢pTi (m,n,p) = Ti (m,n,p+1)°Ti (m,n,p)
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Les équations 7.2 et 7.3 sont obtenues d’après le schéma figure (7.2)
¢nTw (m,n,p) = Rn(m,n,p)£¡n(m,n,p) (7.2)
¢PTw (m,n,p) = Rw (m,n,p)£¡w (m,n,p) (7.3)
1.2 Connexion entre couches de conducteurs
Les couches de conducteurs ne sont pas adiabatiques. Les flux thermiques peuvent
entrer ou sortir d’une autre couche oud’un canal de ventilation. C’est pourquoi chaque
noeud peut recevoir un flux thermique de la couche suivante et de la couche précé-
dente. La figure (7.3) illustre la connexion de deux couches successives. Des résistances
Rm sont ajoutées afin de prendre en compte les isolants entre couches.
R
w(m+1,n,S)
Tw(m+1,n, )
Tw(m+1,n,3 )
Tw(m,n,3 )
Tw(m,n, )
mo(m,n,0)
mi(m,n,0)mi(m+1,n,0)
Rm(m,n,E)
p
m
mo(m+1,n,0)
FIGURE 7.3: Modélisation de deux couches successives de conducteur sans les sources
de pertes
Pour deux couches consécutives, les équations 7.4 sont déduites. Le schéma fait
apparaitre une redondance dans la notation des flux. Ainsi il faut rajouter l’équation
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7.5. Cette redondance facilite la création du réseau.
¢mTw (m,n,p) = °Rm(m,n,p)£¡mo(m,n,p) (7.4)
¡mo(m,n,p) = ¡mi (m+1,n,p) (7.5)
Si la couche de conducteurs est connectée à un canal de ventilation, le modèle dif-
fère. Pour cela, on se base sur les schémas présentés dans la partie 3.4. Le circuit élec-
trique devient alors comme sur la figure (7.4) et les équations 7.6 sont obtenues, avec
Tair , la température de l’air et d un indice représentant le numéro du canal de venti-
lation.
¢nTair = Rair (m,n,p)£
£
¡mo(m,n,p)°¡mi (m+1,n,p)
§
Tair (d ,n,p)°Tw (m,n,p) = °Rm(m,n,p)£¡mo(m,n,p) (7.6)
Tair (d ,n,p)°Tw (m+1,n,p) = °Rm(m+1,n,p)£¡mi (m+1,n,p)
FIGURE 7.4: Modélisation d’une couche de conducteur en contact avec un canal de
ventilation
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1.3 Modélisation du circuit magnétique
Le circuitmagnétique estmodélisé en utilisant le réseau présenté sur la figure (7.5).
Les pertes fer PC sont injectées au centre du circuit Pc . En raison de cette topologie,
il est possible d’affecter des conductivités thermiques différentes selon la direction.
Cette faculté est intéressante dans le cas des circuits magnétiques laminés, car la pré-
sence d’isolants électriques entre les tôles magnétiques fait qu’une colonne est aniso-
tropique. La différence de conductivité thermique peut être très importante. La tôle
M235-35 a par exemple une conductivité thermique de 28W.m°1.K°1 dans le plan de
la tôle une conductivité de seulement 0.37W.m°1.K°1 dans la direction normale au
plan de la tôle.
Tc(n,0)
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Tc(n,3 )
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c(n,S)
cn
(n+
1)
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(n)
Tc(n+1, )
Pc(n)
Rc(n,W)
Rcn
(n+
1)
T
cc (n)
T
cc (n+1)
T
cc (n+2)
p
m
Tc(n+2, )
n
FIGURE 7.5: Réseau nodal pour une colonne de circuit magnétique
Les équations 7.7 et 7.8 sont tirées du circuit électrique équivalent (Fig. 7.5). Comme
pour les couches de conducteur, ce circuit équivalent peut être connecté, soit directe-
ment à une couche de conducteur en utilisant les équations 7.4 et 7.5, soit connecté à
un canal de ventilation en reprenant les équations 7.4.
1. RÉSEAU NODAL 141
Tcc(n+1)°Tcc = °Rcn(n)£¡cn(,n) (7.7)
Tcc(n)°Tc(n,p) = Rc(n,p)£¡c(n,p) (7.8)
1.4 Conditions limites
Une fois le schéma équivalent obtenu, un certain nombre de conditions limites
doivent être imposées. Ainsi, il est nécessaire de fixer la température d’entrée des ca-
naux de ventilation. Cette valeur définit la température ambiante de fonctionnement.
Les paragraphes précédentsmontrent la création du circuit électrique équivalent pour
une colonne. Pour les composants possédant deux ou trois colonnes bobinées, il est
nécessaire d’appliquer des conditions limites sur les flux thermiques. Dans le cas d’un
composant à deux colonnes, une seule colonne est modélisée et l’on impose un flux
thermique nul sur la dernière couche de conducteur entre les deux bobines afin de
créer une condition de symétrie.
De plus, les différentes couches de conducteur sont interconnectées entre elles
pour unmême bobinage. Il existe ainsi un pont thermique dont la position est alternée
entre le début et la fin de la couche comme le souligne la figure (7.6).
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Tw(1,n,3ʌ/2)=Tw(2,n,3ʌ/2)
Tw(2,1,0)=Uw(3,1,0)
FIGURE 7.6: Connexion thermique entre couche au début et fin de couche
1.5 Résolution
Pour chaque noeud du circuit, il est nécessaire de rajouter la loi des noeuds (Eq. 7.9)
ou Pi représente les sources de pertes et 'i les flux thermiques entrants ou sortants
d’un noeud.
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X
i
¡i +Pi = 0 (7.9)
Le problème ainsi posé est mis sous forme matricielle où les inconnues sont les
températures Ti et les flux thermiques 'i . Un bouclage a été également mis en place
afin d’intégrer le couplage électrique-thermique. A chaque itération, la résistance du
bobinage est recalculée et les pertes réévaluées jusqu’à convergence. Les résultats ob-
tenus peuvent être visualisés comme l’illustre la figure (7.7).
Canaux de ventilations
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FIGURE 7.7: Exemple d’une résolution thermique
2 Difficultés de validation dumodèle thermique
Afin de valider lemodèle aéro-thermique, il est nécessaire de s’appuyer sur desme-
sures d’échauffements réalisées sur les composants de présérie. Ces composants sont
généralement équipés d’un nombre important de thermocouples placés à des endroits
diversifiés dans les bobinages. Les essais sont généralement effectués à vide, en court-
circuit et en fonctionnement nominal.
Aucune mesure physique n’est par contre disponible afin de valider le modèle aé-
raulique. Il aurait fallut pour cela développer des maquettes de composants magné-
tiques en plexiglas et visualiser les écoulements d’air par uneméthode de vélocimétrie
laser (fig. 7.8), ou plus simplement utiliser un tube de Pitot. La qualité des résultats aé-
rauliques sera donc estimée sur la justesse des résultats dumodèle thermique. De plus,
dans le cas où le composant a été testé à des puissances différentes, mais à ventilation
identique, il est possible de quantifier la justesse du modèle thermique.
Afin de montrer la fiabilité du modèle, deux composants très différents ont été si-
mulés. Il s’agit d’une self monophasée DC et d’un transformateur à self intégrée. Ces
deux composants sont très différents dans leur conception, leur taille, leur débit de
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FIGURE 7.8: Vélocimétrie laser
ventilation et représentent les extrêmes du panel de composants pris en compte dans
ce mémoire de thèse.
La démarche consiste à comparer les résultats de simulations avec les essais réa-
lisés sur le composant de présérie. La détermination de la valeur du point chaud et
l’évaluation du gradient de température dans le bobinage sont les deux éléments im-
portants à valider, car le premier critère définit la durée de vie du composant.
3 Validation thermique d’une self monophasée DC
La self DC est un composant simple à modéliser d’un point de vue thermique.
En effet, les selfs DC ne sont soumises qu’à très peu d’effets harmoniques. De plus,
contrairement à un transformateur, il n’y a qu’un primaire. Ainsi ce composant est sou-
mis à moins de difficultés de conception.
3.1 Spécification
Cette self est placée en entrée du convertisseur (Fig. 7.9) sur le bus continu. De
ce fait, elle ne voit principalement qu’un courant continu et une petite ondulation de
courant à 100Hz (tableau 7.1). Ce composant n’est donc pas soumis aux pertes supplé-
mentaires dans les conducteurs et les pertes fer sont pratiquement insignifiantes.
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FIGURE 7.9: Schéma du convertisseur et placement de la self DC
Fréquence (Hz) Courant (Ae f f )
50 1.1
100 30.2
200 0.14
300 0.17
TABLE 7.1: spectre harmonique de la self
La self doit tenir une durée de vie de 160’000 heures de fonctionnement. Durant sa
vie, celle-ci va être parcourue principalement par un courant de 230Ae f f . Elle doit tout
demême être capable de subir des courants bien supérieurs en cas de fonctionnement
dégradé (tableau 7.2).
pourcentage d’utilisation Fonctionnement nominal ( 98.5%) fonctionnement dégradé ( 1.5%)
50% 230Ae f f / 78’800h 247Ae f f / 1’200h
35% 254Ae f f / 55’160h 274Ae f f / 840h
15% 286Ae f f / 23’640h 308Ae f f / 360h
TABLE 7.2: Courants d’entrée de la self avec les temps de fonctionnement
Le produit réalisé est présenté sur la figure (7.10). Ce composant est refroidi par une
ventilation délivrant 500 l/s. Cette self a été testée à 230 et 308Ae f f . De plus, un nombre
important de thermocouples est présent dans le bobinage. Ce dernier est réalisé sans
placer de canaux à l’intérieur. Les phénomènes de conduction seront donc importants
dans les bobines afin que les pertes puissent atteindre les surfaces convectives. Cet
exemple permet de tester efficacement le modèle thermique nodal.
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FIGURE 7.10: Self monophasé
3.2 Calcul de l’aéraulique
Lemodèle géométrique de la self est automatiquement généré sous le logiciel Gmsh
grâce à un couplage entre celui-ci et Matlab (Fig. 7.11). La géométrie prend bien en
compte l’écran de ventilation tel qu’il a été conçu. Une des grandes limitations de ce
type d’écran est la présence de trous entre l’écran et la jupe, car celui-ci est simplement
découpé de façon rectangulaire. Le but de l’écran est de contraindre l’air à aller dans
les canaux de ventilation en lieu et place de l’extérieur du composant. Or la présence
de ces ouvertures aux angles limite cet effet. Dans le cas de cette self, suffisamment
d’air passe dans les canaux grâce à un débit d’air conséquent.
FIGURE 7.11: Modélisation 3D de la self DC
La simulation aéraulique n’est réalisée que sur 1/4 du composant de par les symé-
tries du composant et son placement dans le coffre du convertisseur. Un plan de coupe
des vitesses d’air se trouve sur la figure 7.12. Les vitesses d’air sont assez élevées avec
une vitessemaximale de 24m/s. Onpeut observer que les vitesses au centre de la coupe
sont plus faibles. Ce phénomène est dû à la présence de la culasse qui obstrue les ca-
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naux de ventilation. L’air doit ainsi contourner cet obstacle. Cela est d’ailleurs rendu
possible uniquement par la présence de l’écran. Sans ce dernier et la mise en pression
qu’il crée, l’air ne passerait simplement pas dans ces canaux.
FIGURE 7.12: Plan de coupe dumodèle aéraulique pour la self DC
On constate une déperdition importante dans les ouïes de l’écran. La figure (7.13)
montre l’allure des vitesses d’air dans les canaux horizontaux. Ces vitesses sont inté-
grées dans le modèle thermique nodal.
X
FIGURE 7.13: Evaluation des vitesses d’air dans les canaux
3.3 Calcul thermique
Le calcul thermique est effectué pour les deux courants extrêmes : 230 et 308Ae f f .
La self est équipée de nombreux thermocouples comme l’illustre la figure (7.14). Leur
placement est intéressant, car il y a une redondance entre la colonne gauche et droite
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et le placement permet d’observer une “coupe” du bobinage. De par la symétrie du
composant, les mesures gauches et droites devraient être identiques. Des différences
sont toutefois constatées. Elles s’expliquent principalement par les imprécisions des
thermocouples et par des tolérances dues à la fabrication pouvant influencer la ther-
mique.
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FIGURE 7.14: Position des thermocouples dans la self DC
3.3.1 Courant nominal de 230Ae f f
Pour cet essai, la température ambiante est de 20°C. Le circuitmagnétiquene chauffe
pas, car les pertes fer sont insignifiantes. De plus, un canal de ventilation existe entre
le bobinage et le circuit magnétique. Les pertes Joules peuvent difficilement chauffer
le circuit magnétique. Le point chaud calculé est de 74°C et la température moyenne
du bobinage est de 69°C
La comparaison entre la mesure et la simulation a été effectuée. Celle-ci est re-
présentée sur le graphique (7.16). Les mesures gauches et droites ne donnant pas les
mêmes températures pour une même couche, elles ont été intégrées sous forme de
barres d’erreur. Le marqueur représente dans ce cas la moyenne des températures
gauches et droites. On constate de grosses incertitudes sur lesmesures pour les couches
extérieures. Toutefois, la simulationdonnedes résultats probants. L’estimationdupoint
chaud est correcte avec une erreur d’un degré pour ce cas. Par contre, la localisation du
point chaud est légèrement décalée. Lamesure donne un point chaud entre la 3ème et
4ème couche alors qu’il se positionne en 5ème position par simulation.
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FIGURE 7.15: Cartographie thermique obtenue par simulation (Température en °C)
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FIGURE 7.16: Essais à 230Ae f f
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3.3.2 Courant nominal de 308Ae f f
Cet essai est fait dans les mêmes conditions hormis le courant, qui cette fois-ci est
réglé à 308Ae f f . Les résultats de simulation donnent un champ de température sem-
blable avec bien sûr des températures plus élevées. Le rapport des températures entres
les deux essais est proche du rapport des pertes : 308
2
2302 . La différence subsiste dans le
fait que le bobinage est plus résistif dans l’essai à 308Ae f f . De même la comparaison
entre le modèle et la simulation est plutôt favorable.
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FIGURE 7.17: Cartographie thermique obtenue par simulation (Température en °C)
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FIGURE 7.18: Essais à 308Ae f f
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3.4 Constatations et conclusions
Lemodèle thermique a permis d’obtenir une estimation des températures très pré-
cise avec des erreurs sur le point chaud inférieures à 3°C. Le comportement des tem-
pératures dans le bobinage s’aligne correctement dans les intervalles d’erreur des me-
sures. De plus, cette simulation est effectuée sans recalage ni ajustage d’un quelconque
paramètre. La partie suivante permet d’évaluer la performance du modèle sur un cas
plus complexe, voir le plus complexe que l’on rencontre en auxiliaire ferroviaire : le
transformateur à self intégrée.
4 Validation thermique d’un transformateur à self
intégrée
Le transformateur à self intégrée est le composant le plus difficile à modéliser. En
effet, les deux circuits magnétiques obstruent une grande partie des canaux de venti-
lation. Le composant présenté devant supporter d’être enmilieu humide, celui-ci pos-
sède beaucoup d’isolant. Ainsi la conduction et la convection sont difficiles à simuler.
De plus, le faible débit de ventilation de 500l/s engendre de faibles vitesses d’air dans
les canaux. Une imprécision sur ces vitesses cause rapidement de grosses erreurs ther-
miques.
4.1 Spécification
Ce Transformateur à self intégrée de 170kVA est placé juste derrière le convertis-
seur (Fig. 7.19). Le convertisseur fonctionne à une fréquence de découpage de 1150Hz
et fournit une tension sinusoïdale de 50Hz, le transformateur à self intégrée va être
parcouru par un courant fondamental de 50Hz (tableau 7.3) et par un ensemble d’har-
moniques de courant (Fig. 7.20).
pourcentage d’utilisation Fonctionnement nominal fonctionnement dégradé
Primaire 157Ae f f 171Ae f f
Secondaire 270Ae f f 285Ae f f
TABLE 7.3: Courants fondamentaux 50Hz parcourus dans le transformateur à self inté-
grée
Le secondaire est réalisé avec de la bande en aluminium de 0.3mm. Celui-ci ne voit
donc que peu d’effets harmoniques. Au contraire, le primaire est réalisé avec du mé-
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FIGURE 7.19: Schéma du convertisseur et placement du transformateur
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FIGURE 7.20: Harmoniques de courant traversant le transformateur à self intégrée
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plat de 1.7mmd’épaisseur. Cette épaisseur bien que faible est source de pertes supplé-
mentaires. Les pertes fer sont également importantes dans ce composant (Fig. 7.22).
De plus, le secondaire est directement bobiné sur le circuit magnétique principal. Le
circuit magnétique et le secondaire ne sont ainsi plus découplés thermiquement et les
pertes fer viennent chauffer également le bobinage.
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FIGURE 7.21: Pertes dans les différentes couches du bobinage en fonction de la fré-
quence
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FIGURE 7.22: Pertes fer dans les deux circuits magnétiques en fonction de la fréquence
Le produit réalisé est partiellement visible sur la figure (7.24). Ce composant est re-
froidi par une ventilation délivrant 500l/s. Le bobinage de ce transformateur contient
beaucoup d’isolant comme l’illustre la figure (7.23). Ils garantissent une isolation di-
électrique nécessaire et suffisante. En contrepartie, ces isolants forment une impor-
tante barrière thermique dans ce cas-ci.
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Plusieurs essais thermiques ont été effectués. Deux essais : un à vide et un second
en court circuit ont été réalisés chez le fournisseur. Le client, quant à lui, a réalisé les
tests directement sur le convertisseur en charge nominale.
CM CM
sup
Isolant 1
Isolant 2
Isolant 3
Isolant 4
Aluminium
Secondaire Primaire
FIGURE 7.23: Complexité du système d’isolation
FIGURE 7.24: Transformateur à self intégrée dans le coffre auxiliaire
4.2 Calcul aéraulique
Le modèle géométrique du transformateur est automatiquement généré sous le
logiciel Gmsh (Fig. 7.25). La géométrie prend bien en compte l’écran de ventilation tel
qu’il a été conçu et qu’on observe sur la figure (7.24).
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FIGURE 7.25: Modélisation 3D Transformateur à self intégré
La simulation aéraulique n’est réalisée que sur la moitié du composant. Un plan de
coupe des vitesses d’air est représenté sur la figure (7.26). Les vitesses d’air sont faibles,
ne dépassant pas les 5m/s. La figure (7.27) donne l’allure des vitesses d’air dans les
canaux dans les trois directions présentées sur la figure (7.26). Les vitesses d’air de la
colonne centrale sont plus faibles à cause de la présence des deux culasses. Ainsi, sur
les canaux latéraux (vecteur x), le canal entre primaire et secondaire est parcouru par
un flux d’air de 3.4m/s à l’extérieur du circuit magnétique et passe à 2.2 m/s lorsque
celui-ci est caché par la culasse.
4.3 Calcul thermique
Le calcul thermique est effectué pour les trois essais. Le transformateur est ins-
trumenté avec des thermocouples (Fig. 7.28). Les trois colonnes sont instrumentées
et certains thermocouples sont redondants. Les thermocouples mesurant le primaire
sont placés entre la 3ème et 4ème et pour le secondaire entre la 18e et 19e couche. Ainsi
placés au coeur des bobines, ils captent au mieux les plus hautes températures.
La figure (7.29) montre l’acquisition des températures lors d’un essai d’échauffe-
ment. Les températures du primaire et du secondaire dans ce cas sont bien distinctes.
Le décrochage de la courbe à 150min provient d’un bref arrêt du convertisseur lors de
la mesure.
Les essais vont montrer une des limitations du modèle thermique utilisé. En effet,
en raison de la construction, et les hypothèses prises, les colonnes extérieures doivent
avoir les mêmes températures. Or on constate pour ce composant que les colonnes
extérieures ne donnent pas les mêmes échauffements. Après inspection, on observe
qu’une des bobines extérieures est plus volumineuse que les deux autres et que la ven-
tilation du coffre n’est pas symétrique. Ces observations montrent les limites des mo-
dèles qui ne peuvent prendre en compte ces phénomènes.
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FIGURE 7.26: Plan de coupe dumodèle aéraulique pour la self DC
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FIGURE 7.27: Evaluation des vitesses d’air dans les canaux
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FIGURE 7.28: Position des thermocouples dans le transformateur
Secondaire
Primaire
FIGURE 7.29: Mesure par thermocouples de l’échauffement du transformateur
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4.3.1 Essai sur convertisseur à charge nominale
Un essai a été réalisé sous condition réelle de fonctionnement. Le transformateur
est placé dans le coffre auxiliaire et le convertisseur débite sur une charge à sa puis-
sance nominale. La comparaison de la simulation avec les mesures est donnée sur la
figure (7.30). Il apparait que la colonne droite est la plus chaude. De même, les diffé-
rences entre colonnes gauches et droites sont importantes et peuvent atteindre 16°K.
Une des mesures par thermocouples semble également douteuse. De par la bonne
conduction de l’aluminium, il n’est pas possible d’obtenir une température de 146°C,
soit une différence de 20°K par rapport au thermocouple opposé. L’estimation du point
chaud reste toutefois bonne, avec une température maximale mesurée de 174°C et
138°C pour respectivement le primaire et le secondaire, comparé au 168°C et 132°C
calculé. Cette erreur de 6°K est très acceptable, bien que sa localisation ne se trouve
pas sur la bonne colonne.
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FIGURE 7.30: Comparaison de la simulation thermique avec lesmesures pour l’essai en
charge
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4.3.2 Essais en court circuit et à vide
Ces deux essais ont été réalisés chez le fournisseur. La température ambiante est de
21°C et la ventilation est réglée à 500l/s. Dans un premier temps, le transformateur est
alimenté à vide avec une tension sinusoïdale, puis une seconde mesure est réalisée à
courant nominal avec le secondaire en court-circuit. Les résultats sont illustrés sur la
figure (7.31).
Lamesure à vide, où les pertes Joules sont négligées,montre que les pertes fer s’éva-
cuent par le secondaire. En effet, le peu de canaux de ventilation oblige les pertes à pas-
ser dans le secondaire pour pouvoir s’évacuer par le canal entre primaire et secondaire.
Une erreur de 8°K est obtenue sur cet essai. La simulation du primaire ne donne pas
d’élévation de température, car il n’y a pas de pertes Joules et que le primaire et le se-
condaire sont suffisamment isolés thermiquement par un canal de ventilation entre les
deux. Lesmesures, quant à elles, montrent une petite élévation de température dans le
primaire. Cette élévation est due au courantmagnétisant qui n’a pas été pris en compte
dans la simulation créant une différence de 8°K
La mesure en court-circuit et la simulation se corrèlent bien, l’erreur ne dépassant
pas 3°K. On trouve cependant que la colonne droite est toujours la plus chaude comme
sur l’essai en charge nominal.
(a) en court circuit (b) à vide
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FIGURE 7.31: Comparaison de la simulation thermique avec lesmesures pour l’essai en
court-circuit et à vide
4.4 conclusion
Le transformateur à self intégrée, bien que complexe, a été modélisé avec une pré-
cision acceptable. Certaines erreurs, inhérentes aux incertitudes de fabrication, ne sont
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pas modélisées. Les trois essais permettent de conclure sur la fiabilité du modèle, car
plusieurs points de fonctionnement ont été traités.
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Les travaux mentionnés dans cette partie ont pour but l’étude des phénomènes vi-
bratoires et acoustiques ainsi que la première ébauche d’unmodèle permettant l’étude
« vibro-acoustique » des selfs. Nous nous sommes limités à l’étude des selfs sachant
que c’était le composant qui posait le plus de problèmes.
Ce travail fut réalisé en parallèle avec un post-doctorant, Guillaume Parent. De
nombreux essais ont été réalisés au L2EP, chez Alstom et chez Transrail Boige et Vignal
afin d’évaluer les facteurs influents sur le bruit d’origine électromagnétique. Différents
composants (self d’entrée DC ou AC, inductance de filtrage) ont été testés afin d’avoir
une gamme représentative de composants passifs rencontrés sur une chaine de trac-
tion.
Dans cette partie nous allons exposer les différents essais de vibrations réalisés au
cours de l’étude. Tout d’abord, nous définirons les différents types d’analyses habi-
tuellement réalisées pour la caractérisation du comportement dynamique des struc-
tures. Puis, dans un deuxième temps, nous présenterons les différents systèmes (selfs
et transformateurs) que nous avons pu tester. Enfin, nous conclurons cette partie avec
les résultats de ces essais.
1 Analysemodale
L’Analyse Modale d’un système [Pir01] a pour but l’identification des paramètres
modaux (fréquence de résonance, mode ou déformée modale associée et amortisse-
ment) de ce système à partir d’essais dynamiques. Pour déterminer ces différents pa-
ramètres, deux types d’analyses sont principalement employés : l’Analyse Modale Ex-
périmentale (EMA : Experimental Modal Analysis) et l’Analyse de la Déformée Opéra-
tionnelle (ODS : Operational Deflection Shape). Ces deux types d’analyses sont com-
plémentaires comme nous le verrons par la suite.
1.1 Analysemodale expérimentale
L’Analyse Modale Expérimentale permet d’identifier les paramètres modaux d’une
structure tels que :
– Le nombre de modes présents à l’intérieur d’une bande de fréquence donnée lié
à la déformémodale.
– La fréquence et l’amortissement associés à chaque mode.
Pour obtenir lemode de la structure, celui-ci peut être défini comme unemodélisation
dynamique qui représente le déplacement relatif de toutes les parties de la structure.
De plus, chaque mode est associé à une fréquence de résonance. Ainsi, on attribue à
unmode, une ou plusieurs fréquences de résonance selon les propriétés de la structure
étudiée : on parle alors demode “redondant”. Grâce à cetteméthode d’analyse, on peut
1. ANALYSEMODALE 163
déterminer l’amortissement de la structure par un calcul de coefficient qui varie en
fonction dumatériau et de sa géométrie.
Les étapes nécessaires pour le traitement de l’information sont les suivantes :
1. On observe la réponse (mesurée par l’accéléromètre) en un point.
2. On excite la structure à un certain nombre de points avec le marteau de choc
équipé d’un capteur d’effort (séparés par une distance d).
3. La fonction de réponse en fréquence peut être alors observée : c’est le signal
compris entre le point d’excitation et le point de mesure.
4. Les modes de la structure peuvent être ensuite identifiés (comme cela est repré-
senté sur la figure suivante) .
FIGURE 8.1: Identification des modes d’une structure (mode 1 à 3)
Chaque mode est appelé par un numéro qui correspond au nombre de sommets
visibles sous l’excitation de la structure à une fréquence donnée. Par exemple, la re-
présentation d’un mode 2 et 3 pour une forme cylindrique est donnée sur la figure
(8.2).
Mode 2 Mode 3
FIGURE 8.2: Mode 2 et 3 d’un cylindre
Un essai nécessite par conséquent la mesure de la réponse vibratoire de la struc-
ture à l’aide d’accéléromètres ainsi que la mesure de la force d’excitation (pot vibrant
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oumarteau de choc) afin de calculer la Fonction de Réponse en Fréquence (FRF). Cette
analyse se fait en libre-libre : composant suspendu et l’excitation de la structure se fera
par un marteau de choc. Une série d’accéléromètres permettra d’enregistrer le dépla-
cement en différents points de la structure.
Par ailleurs, il est également possible de réaliser une analysemodale par simulation
numérique, à l’aide d’un logiciel de type éléments finis.
1.2 Analyse de la Déformée Opérationnelle
Connaître parfaitement les modes propres d’une structure est essentiel pour com-
prendre son comportement vibratoire. Néanmoins, quid du comportement de ladite
structure lorsque son point de fonctionnement ne correspond pas à l’un de ses modes
propres ?
L’Analyse de la Déformée Opérationnelle (ODS : Operational Deflection Shapes)
permet précisément d’étudier le comportement d’une structure à une excitation don-
née. Il s’agit dans ce cas d’étudier lemouvement d’un point par rapport à un autre avec
une excitation réelle (excitation électrique dans ce cas). On peut ainsi observer la dé-
formée opérationnelle du composant à une fréquence donnée en lien avec une force
excitatrice d’origine électromagnétique.
2 Essais expérimentaux
La self DC présentée au chapitre 6 a été utilisée afin de réaliser des essais vibro-
acoustiques. Ces caractéristiques géométriques et électriques sont données dans le ta-
bleau (8.1).
Caractéristiques Valeurs
Hauteur 335mm
Largeur 370mm
Profondeur 320mm
Inductance 4.5mH
courant efficace 150A
TABLE 8.1: Caractéristiques de la self DC
Comme nous l’avons vu précédemment, une analyse modale expérimentale per-
met de déterminer les modes propres d’une structure ainsi que les fréquences asso-
ciées à ces modes.
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Pour la partie opérationnelle, dans un premier temps, le système est excité à l’aide
d’un balayage en fréquence afin de déterminer les « points chauds » (fortes vibrations
et/ou forte émission sonore). Puis, dans un deuxième temps, la fréquence de l’excita-
tion est fixée soit sur un de ces « points chauds », soit au contraire sur un point quel-
conque.
2.1 Analysemodale expérimentale
Afin de visualiser les déformées modales de la self DC, un maillage est réalisé et
présenté ci-dessous (Fig. 8.3) sous le logiciel PULSE. La bande de fréquence étudiée
est réduite à [0 Hz – 5 kHz]. L’étude a permis de référencer 4 modes propres.
FIGURE 8.3: Maillage de la self DC
Premiermode propre à 468Hz
Comme l’on peut le constater sur la figure (8.4), le premier mode propre déterminé
dans la bande de fréquence considérée est un mode de torsion. La fréquence associée
est de 468 Hz.
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FIGURE 8.4: Premier mode propre
Deuxièmemode propre à 988Hz
Comme l’on peut le constater sur la figure (8.5), le deuxièmemode propre déterminé
dans la bande de fréquence considérée est plan. Celui-ci s’apparente à unmode 2 pour
les colonnes. Sa fréquence associée est de 988 Hz.
FIGURE 8.5: Deuxièmemode propre
Troisièmemode propre à 2100Hz
De même que le deuxième mode, le troisième mode propre de la structure est plan
(Fig. 8.6). Sa fréquence associée est de 2100 Hz.
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FIGURE 8.6: Troisièmemode propre
Quatrièmemode propre à 2320Hz
Le quatrième mode propre de la structure est également plan. Celui-ci s’apparente
à un mouvement de « pompe » ou mode 0. Sa fréquence associée est de 2320 Hz. On
verra par la suite que cemode peut être particulièrement gênant au niveau acoustique.
FIGURE 8.7: Quatrièmemode propre
2.2 Comparaison avec une analysemodale éléments finis
Une analysemodale réalisée aumarteaude chocpermet d’obtenir la liste desmodes
propres, et leurs fréquences associées, pour une structure réelle complète. Néanmoins,
il n’est pas possible dans ce cas d’étudier l’influence de telle ou telle partie de la struc-
ture sur son comportement global. Aussi, nous avons réalisé une simulation numé-
rique d’une self de type « U/I » en ne modélisant que le circuit magnétique.
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FIGURE 8.8: Comparaison entre simulation numérique et essai pour le deuxièmemode
de la structure
FIGURE 8.9: Comparaison entre simulation numérique et essai pour le troisièmemode
de la structure
FIGURE 8.10: Comparaison entre simulation numérique et essai pour le quatrième
mode de la structure
On constate sur les figures précédentes que l’on retrouve les modes propres déter-
minés précédemment. On peut donc en conclure que les modes propres d’une self de
type « U/I » sont essentiellement lié à la déformation du circuit magnétique.
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De plus, on retrouve bien le mouvement de « pompe » ou mode 0 pour une fré-
quence de 2320 Hz.
2.3 Analyse des déformées opérationnelles
L’analyse des déformées opérationnelles n’a malheureusement pas été effectuée
sur le même composant. Ce composant possède un mode de pompe à 4000Hz iden-
tique au mode 4 de la figure (8.10).
Pour cet essai, le système est excité par un signal sinusoïdal pur de fréquence va-
riable. La bande fréquence balayée va de 100Hz à 6kHz. On peut constater sur la figure
(8.11) l’absence de « point chaud » au niveau vibratoire jusqu’aux environs de 3 kHz,
puis une forte réponse de 3 kHz à 5 kHz.
FIGURE 8.11: Réponse en fréquence de l’accélération sur la culasse de la self
ODS à 1500 Hz :
Pour cet essai, le signal d’excitation a les caractéristiques suivantes :
– Fréquence=1500 Hz
– IDC= 30 A
– Amplitude de la tension : 30 V
La figure (8.12) montre les déflexions minimum et maximum de la structure dans le
plan normal à culasse de la self ainsi que la FRF. On relève sur cette figure les déplace-
ments à la fréquence de 1500Hz et ses multiples.
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FIGURE 8.12: Déflexions minimums et maximums de la structure et FRF
ODS à 2700 Hz :
La fréquence est dans ce cas fixée à 2700Hz. La figure (8.13) montre les déflexions
minimum etmaximum de la structure dans le plan normal de la culasse de la self ainsi
que la FRF. Sur cette seconde mesure, on relève des déplacements d’amplitude simi-
laire à la courbe précédente à la fréquence de 2700Hz.
FIGURE 8.13: Déflexions minimums et maximums de la structure
ODS à 4000 Hz
Ce relevé est donné pour une fréquence de 4000Hz. Cette fréquence est une fré-
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quence de résonance visible sur la figure (8.11). La figure (8.14) montre les déflexions
minimum et maximum de la structure dans le plan normale de la culasse de la self.
Sur cette dernière mesure, on voit effectivement l’effet de la coïncidence entre la force
d’excitation et la fréquence de résonance qui nous donne undéplacement conséquent.
FIGURE 8.14: Déflexions minimums et maximums de la structure
2.4 Conclusion des essais
Différentes structures ont été testées et ces essais ont permis de montrer que les
forces de Maxwell (situées au niveau des entrefers) entrainaient une déformation de
la colonne. En effet, à partir de l’analyse des déformées opérationnelles, on a montré
que ce composant avait un mode 0 (mode de respiration) qui correspond à l’allonge-
ment des colonnes (exemple figure 8.12). En ce qui concerne les autres composants
comme le transformateur, il faut poursuivre l’expérimentation afin d’estimer l’effet de
la magnétostriction.
3 Premiermodèle de prédétermination du bruit émis
par ces selfs
Apartir de ces analyses d’essais, on peut considérer lemouvement de culasse décrit
comme sur la figure (8.15) :
Ce dernier représente les mouvements observés sur les différentes ODS réalisées
sur différentes selfs. Sur cette figure, on assimile le haut de la culasse à une plaque
qui oscille autour de son point de repos. Son mouvement est donc sinusoïdal. Dans
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FIGURE 8.15: Oscillations en surface de la culasse
ces conditions, la puissance acoustique émise par une telle plaque peut être exprimée
selon l’équation 8.1 :
PAC = Z0
°
v2
¢
Sæ (8.1)
Avec :
z0 : l’impédance acoustique
v : la vitesse quadratique
S : la superficie de la surface oscillante
æ : le coefficient de radiation.
Ainsi, le niveau de puissance sonore peut être calculé selon l’équation 8.2 :
Lw = 10.log10
µ
PAC
P0
∂
(8.2)
Où P0 représente la référence de puissance à 0 dB, et est égale à 10°12W .
A partir des différentes déformées précédemment décrites, il est donc possible de
calculer le niveau de puissance sonore selon l’équation 8.2. Les résultats de ses calculs
sont comparés aux mesures réalisées à l’aide d’un micro dans le tableau (8.2) :
Fréquence Mesures Calculs
1500Hz 50.8dB 47.1dB
2700Hz 52.9dB 50.7dB
4000Hz 62.9dB 66.7dB
TABLE 8.2: Comparaison entre mesures et calculs du bruit émis par la self DC
Sur ce tableau, les relevés et les calculs concordent validant ainsi le fait que les 2
colonnes se déformant entraînent un bruit d’origine électromagnétique.
4. CONCLUSION ET PERSPECTIVES DE TRAVAIL 173
Néanmoins, ce premier résultat n’est valable que dans le cas d’un mode 0 entrai-
nant le déplacement de la colonne.
4 Conclusion et perspectives de travail
Lemodèle de plaque permet de déterminer le bruit produit par les selfs. Unmodèle
semi-analytique de type masses-ressorts peut être développé [PRH+10] comme sur la
figure (8.16). La prise en compte des effets magnétostrictifs reste àmettre en place afin
de modéliser les vibrations et bruits des transformateurs.
FIGURE 8.16: Modèle masses-ressorts équivalent
Les differents essais ont montré qu’en fonctionnement en dehors des fréquences
de résonnances, les inductances se déforment par un mouvement de pompe. Ces ef-
forts sont d’ordre 0 et peuvent facilement exciter le mode de résonnance 0.

Quatrième partie
Optimisation des composants passifs
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1 Processus d’optimisation
La conception des systèmes en génie électrique devient de plus en plus complexe
en raison de la nature des composants et des systèmes à concevoir. La présence de
fortes interactions au sein d’un systèmeoù les forts couplagesmulti-physiques rendent
difficile la détermination d’une solution optimale. Il est donc nécessaire que le concep-
teur maîtrise tous les domaines physiques du composant ou du système afin de pou-
voir le modéliser correctement.
Durant la phase de modélisation, les différents critères sont exprimés entre autres,
en fonction des paramètres géométriques. L’objectif est de trouver le couple de para-
mètres qui permet de respecter les contraintes et de minimiser les différents objec-
tifs. Dans ce genre d’approche, l’idée est de poser le problème de dimensionnement
comme un problème d’optimisation sous contraintes.
Pour un cahier des charges donné, il existe plusieurs solutions réalisables. Le choix
de la solution finale reposera sur la décision et les compétences du concepteur vis-à-
vis des critères qu’il considère les plus importants. Le nombre de solutions optimales
dépend principalement des contraintes imposées dans le cahier des charges. Plus le
nombre de contraintes est élevé, plus le nombre de solutions optimales sera restreint.
L’écriture d’un cahier des charges cohérent est donc importante afin de ne pas limiter
l’espace des solutions.
La méthodologie employée afin de mettre en place une démarche de conception
optimale est présentée sur la figure (9.1) [Sar99, Reg03].
FIGURE 9.1: La démarche d’une conception optimale
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1.1 Elaboration du cahier des charges
Le cahier des charges est la donnée d’entrée de la boucle d’optimisation. Celui-ci
définit à la fois :
– des contraintes à respecter.
– les grandeurs physiques d’entrée du système ou du composant (tensions d’ali-
mentations, fréquences, etc).
– des objectifs à atteindre.
Une difficulté apparait quand le rédacteur du cahier des charges n’est pas lemême que
le concepteur. Les objectifs ne sont pas toujours clairement définis. Par exemple, lors
de la commande d’un composant magnétique à un fournisseur, il est clair que le pre-
mier objectif àminimiser est le prix.Mais le concepteur est souvent peu informé sur les
autres objectifs qui sont souvent simplement mis sous forme de contraintes ( masse,
rendement ...). De même, ce manque de communication et l’aspect client-fournisseur
ne permet généralement pas de revenir sur les spécifications du cahier des charges.
Ainsi, une contrainte spécifiée dans le cahier des charges peut devenir un critère forte-
ment limitant sur la conception. Or, l’émetteur du cahier des charges n’intervient pas
sur la conception du composant et ne peut donc effectuer une analyse de sensibilité
sur les objectifs vis-à-vis des contraintes.
Un cahier des charges peut aussi comprendre des contraintes liées à l’interaction
du système avec son environnement (rayonnement thermique oumagnétique du sys-
tème), ou encore des contraintes écologiques (utilisation de matériaux recyclables).
1.2 Formulation du problème d’optimisation
La seconde étape consiste à écrire le problème d’optimisation en un problèmema-
thématique. Pour cela, il est nécessaire de modéliser le composant ou le système, afin
de pouvoir évaluer les objectifs à atteindre. De la précision des modèles va dépendre
la validité et la pertinence des solutions obtenues. Il est très difficile de prendre en
compte tous les phénomènes physiques existants au sein des éléments du système
ainsi que leurs couplages et leurs interactions avec l’environnement. Il est donc impé-
ratif de fixer un certain niveau d’hypothèses pour limiter la complexité du problème.
Résoudre un problème d’optimisation multi-objectifs consiste à optimiser (mini-
miser oumaximiser) simultanément plusieurs fonctions objectifs généralement contra-
dictoires, tout en respectant un certain nombre de contraintes d’égalités et d’inégalités.
Dans le but de simplifier l’écriture des problèmes d’optimisation, les objectifs se-
ront toujours considérés à minimiser. Le passage d’un problème de minimisation à
maximisation est possible en multipliant simplement par (-1) la fonction objectif. Le
problème à optimiser s’écrit alors (Eq. 9.1) :
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8>>>>>>><>>>>>>>:
min fm(x) m = 1,2, ....,M
g j (x)∏ 0 j = 1,2, ......, J
hi (x)= 0 k = 1,2, ......,K
xLi ∑ xi ∏ xUi i = 1,2, ......,N
(9.1)
Le problème consiste alors à minimiser lesM fonctions objectifs fm en respectant
les J contraintes d’inégalités g j et les K contraintes hi . Tout comme les fonctions ob-
jectifs, il est possible de passer d’une inégalité d’infériorité à une égalité de supériorité
par le principe de dualité en multipliant celle-ci par (-1).
Demême, il est possible de transformer une contrainte d’égalité par deux contraintes
d’inégalité [Sar99]. Il est également envisageable d’imposer la valeur de certaines va-
riables d’optimisation en fonctiondes valeurs des autres de façon à respecter les contraintes
d’égalité [Deb01]. Le vecteur x= (x1, . . . ,xN )T est appelé “vecteur de décision” et cor-
respond à l’ensemble des N variables du problème. Ces dernières sont bornées afin de
limiter l’espace de recherche du problème.
Les fonctions objectifs étant généralement contradictoires, la recherche d’un opti-
mum global ne converge généralement pas vers une solution unique. Le compromis
entre les différents objectifs à atteindre crée un ensemble de solutions toutes opti-
males.
1.3 La dominance des solutions
Afin de définir les solutions optimales, il est indispensable de classer les différentes
solutions du problème d’optimisationmulti-objectifs. Ces solutions sont ainsi classées
selon leur degré de dominance. Plusieurs types de formulations existent permettant
d’estimer les dominances [CS02]. La plus utilisée reste cependant la relation de domi-
nance au sens de Pareto [Bar03].
Une solution x(i ) domine ainsi une solution x( j ) si les deux relations de l’équation
9.2 sont respectées.
8<: fm
°
x(i )
¢∑ fm ≥x( j)¥ 8m 2 {1, ...,M }
9m 2 {1, ...,M } tel que fm
°
x(i )
¢< fm ≥x( j)¥ (9.2)
Dans le cas où l’une de ces deux relations n’est pas respectée, alors on ne peut affir-
mer que la solution x(i ) domine x( j ). Ainsi une et une seule des affirmations suivantes
est possible pour un couple de solutions x(i ) et x( j ) :
– x(i ) domine x( j ).
– x(i ) est dominé par x( j ).
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– x(i ) et x( j ) sont équivalentes au sens de la dominance.
Afin d’illustrer le principe de dominance, considérons un problème d’optimisation à
deux objectifs où les fonctions f1(x) et f2(x) sont à minimiser. Cinq solutions de ce
problème sont représentées dans l’espace des objectifs à la figure (9.2). Il est ainsi pos-
sible de montrer que :
– La solution 2 domine la solution 4, car les fonctions objectifs au point 2 sont
inférieures au point 4.
– La solution 2 et la solution 1 sont équivalentes au sens de la dominance car la
solution 1 est plus performante que la solution 2 du point de vue de la fonction
f1mais elle est moins performante que la solution 2 pour la fonction f2. Aucune
de ces deux solutions ne minimise simultanément f1 et f2 vis-à-vis de l’autre
solution.
De cette méthode de classification, il est possible de définir un critère d’optimalité.
1
2
3
4
5
 1f x
 2f x
FIGURE 9.2: Principe de dominance
1.4 Optimalité des solutions
Les solutions optimales d’unproblèmemulti-objectif, sont composées de l’ensemble
des solutions qui ne sont jamais dominées par rapport à l’équation 9.2. Ces solutions
représentent ainsi les meilleurs compromis du problème multi-objectif et forment le
front de Pareto dans l’espace des objectifs. Ce front est représenté sur la figure (9.2) par
l’ensemble des points bleus et sur la figure (9.3). Deux points particuliers sont égale-
ment mis en évidence sur cette dernière figure. Ces deux points sont déterminés par
rapport au front de Pareto. Le premier, appelé Point idéal, correspond aux meilleures
valeurs de chaque objectif du front de Pareto. A l’inverse, le second appelé point Nadir,
correspond aux moins bonnes valeurs.
Il est possible également de classer les solutions par rang de dominance. Les solu-
tions non dominées sont affectées au rang 1. Ces solutions sont enlevées de l’espace
des objectifs et le font de Pareto est redéterminé. Ces nouvelles solutions optimales
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 1f x
 2f x
Point Nadir
Point Idéal
Front de Pareto
FIGURE 9.3: Front de Pareto
sont affectées au rang 2. Cette procédure est ainsi effectuée jusqu’à ce qu’il ne reste
plus de points de solution. Ce classement est parfois utile pour les algorithmes d’opti-
misation comme il sera vu par la suite.
Le front de Pareto n’est pas toujours continu. Il peut être composé d’un ensemble
discret de fronts de Pareto continus. Cette discontinuité peut avoir plusieurs origines.
Tout d’abord les contraintes du problème peuvent supprimer des zones dans l’espace
des objectifs créant des cassures dans le front. Ce problème peut également être la
cause de variables discrètes, ou la présence de zones optimales locales (Fig. 9.4).
 1f x
 2f x
 1f x
 2f x
Co
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FIGURE 9.4: Fronts de Pareto discontinus
2 Lesméthodes d’optimisation
Les méthodes d’optimisation peuvent être caractérisées selon les critères suivants
[Bri07] :
La sensibilité ou la robustesse :
Une méthode est dite robuste si le résultat de l’optimisation est peu sensible aux
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paramètres de contrôle et aux conditions initiales.
Les opérateurs de recherche fondamentaux :
La recherche de l’optimum d’une fonction se fait généralement en deux étapes fon-
damentales : l’exploration et l’exploitation [Sar99]. L’exploration a pour objectif de lo-
caliser un optimum de la fonction tandis que l’exploitation a pour objectif de trouver
l’optimumglobal. Certainesméthodes de résolution n’utilisent qu’une des deux étapes
pour converger vers l’optimum.
Lemode de recherche de l’optimum :
Deux modes de recherche existent. Le mode déterministe et le mode stochastique.
Le premier donnera toujours les mêmes résultats pour des conditions et des para-
mètres identiques tandis que le mode stochastique fait appel au hasard et aux pro-
babilités. Ainsi deux optimisations avec les mêmes paramètres peuvent amener à des
résultats différents.
L’ordre de laméthode d’optimisation :
L’ordre définit le besoin de connaître les différentes dérivées des fonctions objectifs.
Ainsi une fonction d’ordre zéro n’a besoin que de connaître les valeurs des fonctions,
alors qu’uneméthode d’ordre deux nécessite de pouvoir estimer les dérivées secondes
des fonctions objectifs
Lesméthodes d’optimisation sont généralement classées selon lemodede recherche
de l’optimum. Les méthodes déterministes seront en premier étudiées, puis les mé-
thodes stochastiques seront présentées.
2.1 Lesméthodes déterministes
Comme leur nom l’indique, pour un problème donné et pour un point de départ
donné, ces méthodes convergent toujours vers le même optimum en parcourant de la
même manière l’espace des solutions. Cette famille peut être, à son tour, scindée en
deux sous-familles : les méthodes de gradient et les méthodes géométriques ou heu-
ristiques
Lesméthodes de gradient
La recherche de l’optimum est orientée à l’aide du calcul des dérivées partielles de la
fonction objectif, permettant de s’orienter rapidement vers la direction de l’optimum
le plus proche. Parmi cesméthodes, on peut citer notamment lesméthodes deNewton
ou quasi-Newton.
Ces méthodes présentent principalement trois inconvénients :
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– Elles nécessitent le calcul des dérivées partielles qui ne sont pas toujours évi-
dentes à obtenir notamment dans les cas de modèles numériques où leur éva-
luation par différences finies n’est pas aisée.
– Elles ne garantissent réellement qu’une convergence locale et se laissent aisé-
ment piégées par des optimums locaux dans le cas de problèmes multimodaux.
Cette caractéristique oblige généralement l’utilisateur à réaliser plusieurs opti-
misations avec des configurations initiales différentes pour s’assurer de la conver-
gence.
– Elles sont applicables à des problèmes continus ; elles ne permettent donc pas
de tenir compte directement d’éventuels paramètres discrets tels que le nombre
de paires de pôles ou le nombre d’encoches dans une machine électrique.
Les méthodes de gradient présentent toutefois deux avantages très intéressants. Le
premier étant qu’elles convergent rapidement surtout quand on dispose d’une expres-
sion symbolique exacte des dérivées partielles[Wur96]. Le second est qu’elles possèdent
des critères exactes de convergence. Il est donc possible de dire avec quelle précision
un optimum est atteint. Ceci permet d’obtenir de bonnes solutions en ajustant la pré-
cision de convergence.
Lesméthodes géométriques ou heuristiques
Cesméthodes utilisent uniquement les valeurs de la fonction objectif. Elles explorent
l’espace des solutions par essais successifs en recherchant les directions les plus fa-
vorables. Comme pour les méthodes gradient, la convergence des méthodes géomé-
triques reste locale, mais la robustesse est meilleure, en particulier si la fonction à op-
timiser est faiblement bruitée ou discontinue. Le principal inconvénient de ces mé-
thodes réside dans l’augmentation du coût de calcul lorsque le nombre de variables de
conception augmente. Parmi les heuristiques les plus couramment employées, nous
trouvons lesméthodes deHooke and Jeeves [BD95], de Nelder etMead, de Rosenbrock
et de Powell [Kon93].
2.2 Lesméthodes stochastiques
Lesméthodes stochastiques utilisent desméthodes aléatoires et probabilistes pou-
vant mener à des résultats différents pour des paramètres identiques. Les algorithmes
les plus utilisés en génie électrique sont : le recuit simulé, les algorithmes génétiques
[Deb01]. D’autres méthodes peuvent être utilisées, comme les essaims de particules
[KE95], ou les colonies de fourmis [DBS06](Fig. 9.5).
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Méthodes stochastiques
employées en Génie Électrique
Algorithmes
génétiques
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simulé
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Tabou
Essaims
particulaires
Colonie
De fourmis
FIGURE 9.5: Différentes méthodes stochastiques employées en Génie électrique
2.3 Les algorithmes génétiques
Les algorithmes génétiques sont des méthodes d’optimisation qui se basent sur les
règles de la génétique et de la sélection naturelle. Ceux-ci partent d’une population de
solutions générées aléatoirement. Chaque individu de la population décrit une solu-
tion, et est représenté par ses variables de conception ou par un codage de celles-ci
(chromosome).
Ainsi des opérateurs génétiques (croisement, mutation) sont employés sur la po-
pulation pour en créer une nouvelle. Ces opérateurs permettent d’obtenir des géné-
rations de population plus performantes que les précédentes. Meilleur est l’individu,
plus grandes seront ses chances de survivre et se reproduire, jusqu’à ce qu’un critère de
convergence soit satisfait, typiquement un nombre de générations fixé ou une valeur
cible atteinte par les fonctions objectifs (Fig. 9.6).
Test d'arrêt
  vérifié ?
 Evaluation de
l'adaptation des
     individus
Initialisation de
  la population
0gen =
Fin
oui
non
Croisement
Mutation
Sélection
1gen gen= +
 Evaluation de
l'adaptation des
     individus
Remplacement
parents
parents
parents géniteurs
enfants
  parents 
+ enfants
Principal coût en temps CPU
Opérateurs Darwinien
Opérateurs d'évolution
FIGURE 9.6: Algorithme Génétique
Parmi les avantages des algorithmes génétiques, on peut mentionner que :
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– LaMéthode est applicable aussi bien aux problèmes continus qu’aux problèmes
discrets ou mixtes.
– Les algorithmes génétiques n’utilisent que la valeur de la fonction objectif (et non
pas sa dérivée ou un calcul intermédiaire).
– Les éventuelles discontinuités de la fonction objectif ont peud’effets sur la conver-
gence de ces algorithmes ; ils se laissent difficilement piéger par des optimums
locaux.
– Ils peuvent traiter un grand nombre de paramètres, et sont très bien adaptés au
calcul en parallèle.
Toutes ces caractéristiques contribuent à ce que les algorithmes génétiques soient ef-
ficaces pour une grande variété de problèmes d’optimisation.
2.3.1 Codage Binaire des individus
A l’origine, les algorithmes génétiques utilisaient un codage binaire afin de décrire
chaque individu. Les différentes variables de chaque individu étaient écrites en binaire
et concaténées sous la forme d’une chaine de longueur fixe, donnant naissance à un
chromosome (Fig. 9.7).
1 2
1
2
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0100001010
10
Décodage
x x
x
x
 
FIGURE 9.7: Exemple de chromosome à deux variables
Ce type de codage s’adapte bien aux problèmes où les variables d’optimisation sont
discrètes ou booléennes. Dans le cas de variables continues, l’écriture sous forme bi-
naire et la limitation de la taille de la chaine entrainent une discrétisation de la variable
pouvant limiter la justesse des solutions optimales. Il est donc recommandé d’écrire les
chromosomes sous une forme linéaire [Ver12].
Le croisement
Le croisement est un processus aléatoire appliqué séquentiellement à des couples
de parents pris au hasard dans la population issue de la sélection . Il consiste à échan-
ger une partie dumatériel génétique des parents pour former deux nouveaux individus
appelés enfants et est vu comme l’opérateur d’exploration essentiel des algorithmes
génétiques (Fig. 9.8). Les parents après croisement peuvent soit être retirés de la po-
pulation des parents géniteurs (croisement avec replacement) soit être conservés pour
avoir une nouvelle chance de se reproduire (croisement sans replacement).
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FIGURE 9.8: Croisement de deux parents
Lamutation
La mutation est une altération aléatoire des bits d’un chromosome comme l’illustre
l’exemple de la figure (9.9) où un seul bit est altéré. La mutation est associée avec une
probabilité qui est généralement très faible. Son rôle principal est de garantir une di-
versité au sein de la population. La mutation permet ainsi d’éviter de converger trop
vite vers un optimum local.
010 001010 010 001 10 010Mutation
FIGURE 9.9: Mutation d’un individu
2.3.2 Codage réel des individus
En raison de l’aspect linéaire de l’écriture des individus, cette méthode de codage
permet d’améliorer la justesse des solutions obtenues et permet de limiter la taille des
chromosomes dans le cas de problèmes avec beaucoup de variables. Cependant, les
opérateurs de croisement et de mutation ne sont plus aussi intuitifs qu’avec le codage
binaire. Ce codage linéaire est décrit dans [Ver12]
3 L’algorithme NSGA-II
L’algorithme NSGA-II, proposé au début des années 2000 par [DPAM02], s’affirme
actuellement comme l’algorithme évolutionnaire le plus populaire et un des plus utili-
sés grâce à sa simplicité et son efficacité [Deb07]. Il s’agit d’un algorithme élitiste ainsi
dénommé afin d’indiquer les origines de la nouvelle approche. En fait, seul le principe
de calcul de la performance des individus de cet algorithme est hérité de son prédéces-
seur : le NSGA. En effet, le NSGA-II utilise un opérateur de sélection, basé sur la notion
de distance de surpeuplement, bien différent de celui utilisé dans le NSGA.
3.1 Distance de surpeuplement
La distance de surpeuplement di a été introduite dans NSGA-II afin d’estimer la
densité des solutions qui sont situées dans le voisinage d’une solution particulière x(i ).
Celle-ci se calcule sur la base d’un hypercube ayant comme sommets les solutions les
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plus proches de la solution x(i ) (c’est-à-dire celle dont on cherche à calculer sa dis-
tance de surpeuplement). La distance di apparaît alors comme le demi-périmètre de
cet hypercube.
Le but de la distance de surpeuplement est d’obtenir des fronts de Pareto les plus
uniformes possible avec une bonne répartition des solutions. Il est inutile que trop de
solutions similaires restent dans la population. Ainsi les individus présents dans des
zones désertes sont favorisés afin de développer ces zones.
Combinée à la procédure de « ranking », la notion de distance de surpeuplement
crée un opérateur de sélection conservant les individus de rangs les plus faibles, c’est-
à-dire les mieux adaptés, tout en maintenant la diversité. En effet, pour des individus
appartenant à un même front, la diversité des solutions est maintenue en sélection-
nant les individus ayant la plus grande distance de surpeuplement, c’est-à-dire ceux
appartenant aux régions les moins peuplées.
3.2 Opérateur de sélection
L’opérateur de sélection utilisé dans le NSGA-II est basé sur le rang et la distance de
surpeuplement des individus.
Chaque individu x(i ) de la population possède un rang non dominé ri dans la po-
pulation et une distance de surpeuplement di . Sur la base de ces deux propriétés, un
individu x(i ) remportera le tournoi contre un individu x( j ), si une des conditions sui-
vantes est respectée :
– La solution x(i ) possède unmeilleur rang, c’est-à-dire si ri < r j .
– Les deux solutions possèdent le même rang mais la solution x(i ) possède une
distance de surpeuplement plus grande, c’est-à-dire si ri = r j et di > dj .
Autrement dit, ce mode de sélection favorise soit l’individu de rang le plus faible, soit
l’individu situé dans la région la moins peuplée si les deux individus appartiennent
aumême rang. Ainsi, les meilleurs individus seront sélectionnés en priorité et ensuite,
ce sont ceux appartenant aux zones les moins peuplées qui le seront. L’élitisme et le
maintien de la diversité des solutions dans la population sont donc garantis.
3.3 Algorithme
Le schéma de principe du fonctionnement général du NSGA-II est identique à ce-
lui d’un algorithme évolutionnaire présenté à la figure (9.6). Tout d’abord, la première
population P0 (de taille Npop) est aléatoirement créée et l’adaptation de ces individus
évaluée. A ce stade, chacun d’entre eux se voit attribuer un rang et une distance de
surpeuplement. A partir de l’opérateur de sélection présenté au point précédent, des
parents géniteurs sont alors sélectionnés pour donner naissance à la première popu-
lation enfantQ0 (également de taille Npop). Pour ce faire, les opérateurs de croisement
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FIGURE 9.10: Algorithme NSGA-II
et de mutation discutés précédemment sont utilisés. A ce moment, deux populations
coexistent : la population parent P0 et la population enfant Q0. Une fois l’adaptation
de cette dernière évaluée, les deux populations sont combinées pour en créer une nou-
velle R0 de taille 2 ·Npop . Afin de sélectionner les Npop meilleurs individus qui consti-
tueront la population parent P1 de la génération suivante, deux étapes sont néces-
saires. Celles-ci sont illustrées à la figure (9.10). Dans un premier temps, la procédure
de « ranking » est appliquée afin de classer les individus de R0 en fronts non dominés
Fi . La seconde étape consiste, quant à elle, à construire la population P1 contenant les
Npop meilleurs individus de R0. Il faut pour cela inclure intégralement les meilleurs
fronts Fi tant que le nombre d’individus présents dans R1 est inférieur à Npop (c’est le
cas des deux premiers fronts de la figure 9.10).
4 Conclusion
L’algorithme NSGAII a donc été choisi pour effectuer une demarche de conception
optimale. De part ses caractéristiques, cet algorithme est très adapté à ce type de pro-
blème. Un exemple d’optimisation est donné dans le chaptitre suivant.
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Dans cette partie, le modèle multi-physique présenté dans la partie III est couplé
avec un algorithme d’optimisation (Fig. 10.1). Le but est de trouver des solutions de
composants respectant les contraintes imposées et minimisant les objectifs.
L’algorithme NSGA-II présenté précédemment est utilisé. De par le nombre im-
portant de simulations nécessaires, il n’est pas possible d’inclure de modèle éléments
finis. Le modèle multi-physique qui a été présenté utilise dans le cas de l’optimisation
un modèle aéraulique semi-analytique. Celui-ci, bien que moins précis que le modèle
élément finis, suffit afin de réaliser un pré-dimensionnement [RPH+10].
1 Optimisation bi-objectif d’une self triphasée
Une optimisation bi-objective d’une self triphasée est présentée dans cette partie.
Le but de cette optimisation est d’illustrer le compromis Poids-Pertes qui existe dans
ce type de composant, ces deux fonctions objectifs étant antagonistes. Le spectre du
courant est imposé et comporte beaucoup d’harmoniques liés aux effets des conver-
tisseurs. Ce spectre est imposé comme étant le plus défavorable : valeur limite imposée
sur chaque harmonique. (Fig. 10.2).
Deux contraintes sont imposées sur le problème d’optimisation :
– Une température maximale inférieure à 90°C,
– Les couches de conducteur ont le même nombre de spires.
A cause de cette dernière contrainte, le nombre de couches se doit d’être un diviseur
du nombre de spires par colonne. Cela limite, entre autre, les efforts exercés sur les
bobines en cas de court circuit. Les contraintes de volumes ne sont pas imposées afin
de laisser le plus de liberté possible à l’algorithme.
Dix variables de conception ont été choisies. Le tableau (10.1) montre ces variables
ainsi que leurs bornes. D’autres variables auraient pu être ajoutées telles que le type de
matériaux conducteur, le choix du type d’isolant, etc.
Algorithme 
d’optimisation 
Modèle 
Multi-physique 
Courant, fréquence 
 
Volume  max  … 
Spécifications Fonctions objectifs 
Pertes Poids 
  
Prix  … 
Variables de 
dimensionnement 
Thermique 
Electrique 
Acoustique 
Figure 10.1: Modèle multiphysique imbriqué dans une boucle d’optimisation
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FIGURE 10.2: Spectre d’harmoniques de courant de la self
Table 10.1: Variables de dimensionnement
Variable Description Limites
B (T ) Induction maximale [0.5;1.8]
Ns Nombre de tours de conducteur [10;100]
J (A.mm2) Densité de courant ]0;4]
Æwire Facteur de forme du conducteur ]0;1]
Æmag Facteur de forme du circuit magnétique [0.3;3]
Nduct s°side Nombre de canaux latéraux [0;10]
Nduct s°up Nombre de canaux inférieurs et supérieurs [0;10]
Ductthick (mm) Epaisseur des canaux [5;20]
Ns/m Ratio entre le nombre de spires et le nombre de couches ]0;200]
Nconductor s Nombre de conducteurs en parallèle [1;10]
Les géométries (largeur et hauteur) du conducteur
°
xw ; yw
¢
et du circuit magné-
tique
°
xm ; ym
¢
ne sont pas directement imposées par l’algorithme d’optimisation,mais
obtenues grâce à un facteur de forme (Eq. 10.1 et 10.2).
xw =
s
Ie f f
Æwire .J
yw = Æwire .xw (10.1)
Æwire 2 ]0;1]
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xm =
s
L.Ie f f
Ns .B
ym = Æmag .xm (10.2)
Æmag 2 [0.3;3]
Un certain nombre de paramètres sont quant à eux imposés :
– Matériau électrique : Cuivre
– Matériau isolant : Nomex 414
– Matériau magnétique : M6X
– Forme du conducteur : Méplat ou bande.
Une des difficultés dans une procédure d’optimisation concerne le choix des variables
de conception. Un choix judicieux de ces variables peut permettre d’améliorer la ro-
bustesse et la rapidité de l’optimiseur. Par exemple, utiliser un facteur de forme pour le
conducteur permet demaximiser l’espace de recherche des solutions valides. La figure
(10.3) met en avant la comparaison du domaine de validité entre l’utilisation directe
des variables
°
xw ; yw
¢
et de l’utilisation des variables (J ;Æwire). Il est inutile que l’al-
gorithme perde son temps à chercher à employer des conducteurs trop petits engen-
drant des températures de fonctionnement trop importantes. La même approche est
employée avec la géométrie du circuit magnétique en liant la sectionmagnétique avec
l’induction.
J
wire
yw
xw
    Solutions 
réalisables Solutions 
réalisables
Conducteur
carré
Limitation
thermique
0 1
Figure 10.3: Amélioration de l’espace des solutions valides
L’algorithme NSGA-II a été configuré avec une population initiale de 250 individus
et 40 générations ont été nécessaires. Le compromis entre le poids et les pertes totales
est présenté sur la figure (10.4) qui est obtenue après 10 minutes de calculs sur un
processeur Core 2 Duo. Deux solutions indiquées sur la figure sont détaillées par la
suite
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Figure 10.4: Compromis entre le poids et les pertes d’une self triphasée
2 Analyse des résultats
Deux solutions sont présentées sur la figure (10.5). Ces deux solutions sont oppo-
sées vis-à-vis des critères d’optimisation. Le premier composant est lourd, mais pro-
duit peu de pertes contrairement au deuxième composant qui est bien moins encom-
brant, mais en contrepartie son rendement est inférieur.
Les deux solutions respectent la contrainte de température imposée et le premier
reste assez froid, car ses pertes sont faibles et les surfaces d’échanges importantes.
La géométrie des deux solutions s’approche de la forme d’un cube, limitant ainsi le
volume et le donc le poids des deux selfs.
La figure (10.6) reproduit trois fois le front de Pareto de la figure (10.4). Ce graphique
montre l’évolution de trois paramètres le long du front. Il apparait que la valeur d’in-
duction et la densité de courant évoluent dans le même sens afin de réduire la masse
du composant. La valeur d’induction ne dépasse cependant pas 1.6T pour valider la
contrainte thermique.
L’intérêt d’unmodèle couplé avec une boucle d’optimisationmontre tout son inté-
rêt ici, car il est possible d’ajuster finement les paramètres d’induction et de densité de
courant tout en garantissant une solution fonctionnelle. Cette démarche de concep-
tion permet de s’abstenir de poser une limite de densité de pertes volumiques comme
dans la partie 5
Contrairement aux deux autres paramètres, le nombre de spires n’évolue pas beau-
coup et les solutions optimales semblent converger vers une valeur d’environ 70 spires.
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FIGURE 10.5: Détail des deux solutions étudiées
Figure 10.6: Evolution de trois variables sur le front de Pareto
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3 Analyse de sensibilité
Les méthodes d’optimisation multi-objectifs fournissent plusieurs solutions opti-
males respectant les contraintes imposées. Il est cependant important de vérifier la
robustesse des solutions proposées. Il est en effet possible que les fonctions objectifs
évoluent fortement sous l’action d’une faible variation d’un paramètre. Or durant la
fabrication d’un composant magnétique, des paramètres peuvent évoluer à cause des
dispersions de fabrication.
L’analyse de sensibilité répond à cette problématique. Si la sensibilité est trop im-
portante, la fabrication du composant devra être très soignée pour garantir le bon fonc-
tionnement du composant. Une analyse de sensibilité est effectuée sur la seconde so-
lution. La méthode des plans d’expériences est utilisée [VHAHB05]. L’étude s’est limi-
tée à quatre variables présentées dans le tableau (10.2) et l’analyse a été effectuée en
employant des plans complets demandant ainsi 24 simulations.
Table 10.2: Variables de l’analyse de sensibilité
Variable limites
Section magnétique +/- 10 %
Section électrique +/- 10 %
Epaisseur des canaux +/- 10 %
Position des canaux +/- 2 couches
L’étude de la position des canaux peut être importante. L’algorithmed’optimisation
étant réglé pour placer uniformément les canaux dans le bobinage, le déplacement des
canaux peut être bénéfique ou non. L’impact de ces quatre paramètres est donné sur
les deux fonctions objectifs et sur la contrainte thermique (Fig. 10.7).
Les “barres” représentent la variation des objectifs (pertes, poids et température)
quand une variable passe de sa valeur nominale à sa valeur maximale imposée dans le
tableau (10.2).
Il apparait que la position des canaux n’est pas significative pour ce composant.
Un compromis sur la section du conducteur apparait : l’augmentation de cette section
diminue les pertes, mais augmente la masse du composant. De plus, on constate que
la section du conducteur est la variable ayant le plus d’influence sur la thermique.
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Figure 10.7: Analyse de sensibilité du design n°2
4 Conclusion
Une méthode d’optimisation a été couplée avec un modèle multi-physique afin
d’obtenir des solutions optimales. Les temps de calcul sont faibles, et prennent en
compte un certain nombre de contraintes. Il serait intéressant d’intégrer des contraintes
d’industrialisation (optimisation en fonction du stock des matières disponibles, prise
en compte des contraintes liées aux tours de bobinage, etc.). De même l’intégration
d’un modèle acoustique permettrait de trouver des géométries et des conceptions li-
mitant les nuisances sonores. D’autres algorithmes sont égalements à tester. On notera
par exemple les algorithmes par essaimsparticulaires ( PSO) qui sont très performants.
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CONCLUSION
La première partie de ce mémoire de thèse a décrit la problématique actuelle vis-
à-vis des composants magnétiques (transformateurs et inductances) dans le domaine
ferroviaire et plus particulièrement pour le convertisseur auxiliaire. La démarche de
conception actuelle ne suffit plus, il est nécessaire demodéliser plus finement et d’abor-
der une démarche de conception optimale afin de respecter les critères du cahier des
charges. Les modèles doivent donc prendre en compte leur environement et les as-
pects pluridisciplinaire mais également posséder une granularité suffisante.
Ainsi la deuxième partie développe les différentes méthodes de modélisation et
étudie les domaines physiques impliqués dans le fonctionnement des composants
magnétiques passifs. Les avantages et inconvénients des différentes méthodes de mo-
délisation ont été développés et deux exemples ont permis demontrer deux approches
opposées : une approche systémique analytique et une étude entièrement réalisée avec
par éléments finis. L’étude du transformateur d’un convertisseur DC/DC a permis de
souligner l’utilité et les avantages des méthodes analytiques possédant une granula-
rité grossière. La fréquence optimale minimisant le poids du convertisseur a ainsi pu
être déduite. Le deuxième exemple a montré tout l’intérêt des éléments finis permet-
tant d’appréhender les phénomènes locaux. Les résultats obtenus sont très proches
du comportement réel du composant. La modélisation analytique, quant à elle, per-
met d’intégrer facilement une méthode d’optimisation donnant rapidement des ten-
dances. Cependant, les solutions sont peu précises contrairement au second exemple.
Mais l’intégration d’une modélisation éléments finis est souvent incompatible avec
une optimisation d’un système.
Par la suite, chaque domaine physique intervenant dans les transformateurs et in-
ductances (électromagnétique, thermique, acoustique, aéraulique) a été détaillé. Les
pertes Joules intégrant les effets de peau et de proximité ont été décrites et une dé-
termination analytique a été présentée. Ce calcul analytique, bien que demandant de
poser un certain nombre d’hypothèses, donne des résultats satisfaisants. Les phéno-
mènes convectifs et conductifs ont été également abordés et la mise en forme d’un
modèle semi-analytique thermique a été présentée. La difficulté à estimer les vitesses
d’air dans les canaux de ventilation a étémise en avant en exploitant un outil éléments
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finis.
La troisième partie consiste en une combinaison des deux chapitres précédents. A
chaque domaine physique est associé un type de modélisation. Les différentes hypo-
thèses nécessaires à la modélisation ont été posées et justifiées. La validation des dif-
férents modèles permet de conclure qu’ils sont suffisamment précis par rapport à nos
attentes : respect d’un bon compromis entre la précision et le temps de calcul. Lesmo-
dèles sont essentiellement analytiques et semi-analytiques en vue d’un couplage avec
un algorithme d’optimisation. De plus, le modèle thermique semi-analytique couplé
avec une méthode éléments finis estimant les vitesses d’air permet de modéliser fine-
ment le comportement thermique des transformateurs et des inductances.
La quatrième et dernière partie reprend le modèle multi-physique présenté dans
la partie précédente et l’insère dans un algorithme d’optimisation. La démarche d’une
conception optimale est tout d’abord discutée, les différentes méthodes d’optimisa-
tion sont rapidement présentées. Les algorithmes génétiques sont par la suite détaillés
en s’intéressant plus particulièrement à l’algorithme NSGA-II.
Un exemple d’optimisation bi-objectif est ensuite illustré portant sur la minimi-
sation des pertes et de la masse d’une inductance triphasée. Cet exemple montre le
compromis existant entre ces deux critères. Le choix de la solution finale reviendra
au concepteur qui s’aidera du front de Pareto issu de l’optimisation pour effectuer un
choix. De plus, une étude de sensibilité peut permettre au concepteur de s’assurer que
la solution optimale est suffisamment robuste.
Enfinunoutil reprenant les différentsmodèles et les diversesméthodes d’optimisa-
tion a été développé. Cet outil permet de dimensionner un composant selon un cahier
des charges ou d’étudier un composant existant. Le but principal de cette application
était de capitaliser les modèles et les méthodes au sein d’une seule et même appli-
cation tout en fournissant une interface graphique accueillante afin d’être facilement
intégrée à un bureau d’étude.
PERSPECTIVES
Les travaux réalisés durant cette thèse permettent d’optimiser la conception des
composantsmagnétiques pour une application ferroviaire. Cependant, de nombreuses
améliorations peuvent venir compléter ces travaux afin d’améliorer la précision et la
justesse des solutions.
L’utilisation de méta-modèles, tels que des surfaces de réponses sur le modèle aé-
raulique éléments finis permettrait avec l’aide d’un algorithme d’optimisation de type
Output Space Mapping multi-niveau d’améliorer grandement la précision des résul-
tats d’optimisation.
Le modèle multi-physique doit être complété et amélioré. Par exemple, la prise en
compte des aspects diélectriques et capacitifs est très importante dans le dimension-
nement des composants magnétiques. Les problèmes de tenue diélectrique humide
doivent être intégrés afin de concevoir un bobinage capable de garantir une bonne du-
rée de vie. Le modèle vibro-acoustique doit, quant à lui, être amélioré afin de pouvoir
estimer le bruit pour les selfs et les transformateurs. Le modèle magnétique pourrait
être également amélioré en utilisant un réseau de réluctances afin de mieux estimer
les lignes de champ dans les entrefers et d’en évaluer l’impact sur les conducteurs.
De même, les solutions obtenues par la méthode d’optimisation ne sont pas direc-
tement exploitables par un concepteur. Le front de Pareto lui donne des orientations,
celui-ci devant retravailler la solution afin de la rendre industrialisable. Ces contraintes
d’industrialisation doivent être ajoutées afin de s’approcher au plus près d’une solu-
tion réalisable. Le couplage avec une gestion des stocks permettrait également de favo-
riser desmatières qui sont disponibles et ainsi limiter les coûts dematières premières.
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CONCEPTION OPTIMALE ET MULTI-PHYSIQUE DE COMPOSANTS 
PASSIFS DE PUISSANCE EXPLOITES DANS LE DOMAINE 
FERROVIAIRE 
 
La tendance actuelle des équipements électriques ferroviaires est une concentration de matériels 
dans des volumes de plus en plus faibles et pour des puissances de plus en plus élevées. Ce progrès  
est permis par des composants à fort rendement (IGBT) qui ont la caractéristique de générer des  
pertes harmoniques importantes dans les composants magnétiques, provoquant du bruit à forte 
composante tonale. En conséquence, les cahiers des charges deviennent de plus en plus drastiques et 
augmente la difficulté de conception optimale des transformateurs et inductances.  C’est  pourquoi   il  
est nécessaire de développer des modèles multi-physiques  afin  d’intégrer   les  différents  phénomènes  
tels que la thermique, le bruit ou les effets de la PWM.  Cette thèse porte plus  précisément sur le 
dimensionnement optimal des transformateurs et inductances présent dans les convertisseurs 
auxiliaires  ferroviaires.  L’intérêt  de  la  mise  en  place  d’une  boucle  d’optimisation  sur  un  modèle  multi-
physique est montré.  
Pour cela il est important de développer  des modèles possédant un bon compromis entre le temps de 
calcul et la précision. Dans cette thèse, seule les composants magnétiques refroidis par une ventilation 
forcée sont étudiés. Un modèle thermique 3D semi-analytique couplé avec un modèle 
électromagnétique   est   utilisé.   Le   choix   de   l’optimiseur   s’est   porté   sur      l’algorithme   NSGA-II 
permettant  d’effectuer  des  optimisations  multi-objectifs (poids et pertes) en incluant des contraintes 
thermiques. Pour finir une étude de sensibilité est effectuée  grâce  à  une  méthode  de  plan  d’expérience  
afin de juger de la robustesse des solutions optimales. 
 
Mots clés : Conception optimale, Optimisation, Thermique, Multi-physique, Transformateur, Inductance, 
Ferroviaire. 
 
 
 
 
OPTIMAL AND MULTI-PHYSIC DESIGN OF INDUCTORS – 
TRANSFORMER ASSOCIATED TO RAILWAY APPLICATION. 
 
Nowadays, power converters in railway domain are more and more compact and powerful. This 
progress is due to the use of fast efficient components, working at high frequency like IGBT. But this 
evolution generates many harmonic losses in different components as inductors or transformers, and 
complicates their design. In addition, for the design stage, acoustics comfort is an increasingly 
important factor. Hence, it is necessary to develop multi-physic models in order to integrate different 
phenomena as the PWM effects, the temperature, and the noise. These models are coupled to an 
optimization tool in order to define the design rules of passive components: inductors or transformers 
coupled with inductor for the railway application 
It’s   necessary   to  develop   fast  models  with   a   good   compromise  between   the   accuracy   and field 
calculations. In this thesis, only transformers and inductors with an air forced cooling are studied. A 
3D thermal model based on a nodal network linked to electromagnetic model is used. In order to 
optimize this structure, NSGA-II algorithm is chosen. Some global optimizations, with respect to 
several objectives (weight and losses), including thermal constraint are finally presented. 
Experimental design method is applied to know how these response functions behave in the 
neighborhood of the optimal point. 
Keywords: Optimal design, Optimization, Thermal phenomena, multi-physic models, transformer, 
inductor, railway domain. 
