ABSTRACT Asteroseismology with the Kepler space telescope is providing not only an improved characterization of exoplanets and their host stars, but also a new window on stellar structure and evolution for the large sample of solar-type stars in the field. We perform a uniform analysis of 22 of the brightest asteroseismic targets with the highest signal-to-noise ratio observed for 1 month each during the first year of the mission, and we quantify the precision and relative accuracy of asteroseismic determinations of the stellar radius, mass, and age that are possible using various methods. We present the properties of each star in the sample derived from an automated analysis of the individual oscillation frequencies and other observational constraints using the Asteroseismic Modeling Portal (AMP), and we compare them to the results of model-grid-based methods that fit the global oscillation properties. We find that fitting the individual frequencies typically yields asteroseismic radii and masses to ∼1% precision, and ages to ∼2.5% precision (respectively 2, 5, and 8 times better than fitting the global oscillation properties). The absolute level of agreement between the results from different approaches is also encouraging, with model-grid-based methods yielding slightly smaller estimates of the radius and mass and slightly older values for the stellar age relative to AMP, which computes a large number of dedicated models for each star. The sample of targets for which this type of analysis is possible will grow as longer data sets are obtained during the remainder of the mission.
INTRODUCTION
The Kepler mission is using a 0.95-m telescope and an array of CCDs to monitor the brightnesses of more than 156,000 stars with high precision for at least 3.5 years (Borucki et al. 2010) . Some of these stars have planetary systems whose orbits are oriented such that they periodically pass in front of the host star. Such a transit of an exoplanet produces a photometric signal that contains information about the size of the planet relative to the size of the star. To obtain the absolute radius of the exoplanet, a precise estimate of the stellar radius is required. Since we do not generally know the precise size of the host star, the mission design includes a revolving selection of 512 stars monitored with the short cadence (1-minute sampling, Gilliland et al. 2010) that is necessary to detect short period solar-like oscillations, allowing us to apply the techniques of asteroseismology (Christensen-Dalsgaard et al. 2007; Aerts et al. 2010) . Even a relatively crude analysis of such data can lead to reliable determinations of stellar radii to help characterize the extrasolar planetary systems discovered by exoplanet missions (e.g. Christensen-Dalsgaard et al. 2010; Gaulme et al. 2010; Moya et al. 2010; Ballot et al. 2011b ), and (modeldependant) stellar ages to reveal how such systems evolve over time. For the asteroseismic targets that do not show evidence of planetary companions, these data allow a uniform determination of the physical properties of hundreds of solartype stars, thousands of red giants and members of clusters, providing a new window on stellar structure and evolution (e.g. Stello et al. 2010; Basu et al. 2011; Bedding et al. 2011; Chaplin et al. 2011) . By comparing the asteroseismic properties of exoplanet host stars with the sample of Kepler stars without known planets, we can also search for correlations between stellar properties (e.g. composition) and the presence of planetary systems.
The excitation mechanism for solar-like oscillations is turbulent convection near the stellar surface, creating a broad envelope of power in the frequency domain with a peak that scales approximately with the acoustic cutoff frequency (Brown et al. 1991; Belkacem et al. 2011) . Within this envelope a large fraction of the predicted low-degree oscillation modes are excited to detectable amplitudes, leading to readily identifiable patterns. Without any detailed modeling, these overall patterns (characterized by the so-called large and small frequency separations, ∆ν and δ 02 ) immediately lead to an estimate of the mean density of the star and can indicate the presence of interior chemical gradients that reflect the stellar age (see Brown & Gilliland 1994) .
A more precise analysis would include a detailed comparison of the observed frequencies with the output of theoretical models. One complication with such a comparison is the existence of so-called surface effects, which appear as systematic differences between the observed and calculated oscillation frequencies that grow larger with increasing frequency (Christensen-Dalsgaard & Thompson 1997) . Surface effects arise primarily due to incomplete modeling of the nearsurface layers of the star where convection plays a major role, and they are evident even in the best standard solar models. Addressing this inherent deficiency in our 1D models would require that we substitute the results of extensive 3D calculations (Trampedach & Stein 2011) for the parameterized mixing-length treatment of convection (Böhm-Vitense 1958) that is currently used in nearly all stellar evolution codes and include detailed treatments of rotation and non-adiabatic effects in the models (e.g. Grigahcène et al. 2005; Suárez et al. 2010) . Alternatively, we can make an empirical correction to the calculated frequencies following Kjeldsen et al. (2008) , who devised a method for calibrating surface effects using solar data, and then scaling by the mean stellar density for other models.
Using such an approach, Metcalfe et al. (2010) recently determined a precise asteroseismic age and radius for the Kepler target KIC 11026764. By matching the output of stellar models to the observed oscillation frequencies of this star, Metcalfe et al. determined an asteroseismic age and radius of t = 5.94 ± 0.05(stat) +0.05 −0.95 (sys) Gyr and R = 2.05 ± 0.03(stat) +0.04 −0.02 (sys) R ⊙ , where stat corresponds to the statistical uncertainty (also called "precision") and sys refers to the systematic uncertainty (also called "accuracy"). The results obtained for KIC 11026764 represent an order of magnitude improvement in the statistical precision of the age determination over model-grid-based methods-which use only the global oscillation properties-while achieving comparable or slightly better precision on the radius. The systematic uncertainties on the radius are almost negligible, while the model-dependence of the asteroseismic age yields impressive accuracy compared to other age indicators for field stars (see Soderblom 2010) .Whatever the limitations on absolute asteroseismic ages, studies utilizing a single stellar evolution code can reliably determine the chronology of stellar and planetary systems.
In this paper we apply several analysis techniques to the asteroseismic data sets for a sample of 22 solar-type stars observed by Kepler during the survey phase of the mission. The primary objective of this work is to quantify the internal statistical precision and absolute systematic accuracy of asteroseismic determinations of the stellar radius, mass, and age that are possible using various methods-from empirical scaling relations, to model-grid-based methods, to automated methods that attempt to match the individual oscillation frequencies. The results include a uniform analysis of these asteroseismic data sets, yielding the first large sample of stellar properties derived from detailed modeling with up-to-date physics. In §2 we describe the photometric data from Kepler and the stellar atmospheric parameters derived from spectroscopy, while §3 includes the details of the stellar modeling methods. In §4 we present the results of the uniform analysis, quantifying the precision and relative accuracy of the different approaches and presenting the derived properties for each star. Finally, in §5 we summarize our conclusions and reflect on the future of asteroseismology for solar-type stars.
2. DATA ANALYSIS 2.1. Kepler photometry During the first year of the Kepler mission, a survey was conducted of nearly 2000 solar-type stars observed for 1 month 16 each with 1-minute sampling to search for evidence of solar-like oscillations Verner et al. 2011) . Clear detections were made in 642 of these targets, but only the brightest stars with the largest intrinsic amplitudes permitted the extraction of individual oscillation frequencies from these survey data. Based on the signal-to-noise ratio of their oscillation modes, we selected a sample of 22 of the best stars, for which we could extract the individual frequencies and which covered a broad range of properties in the H-R diagram. Before analyzing the data, the light curves were processed following García et al. (2011) to remove jumps, outliers, and other instrumental effects. The raw light curves (Jenkins et al. 2010) were then subjected to a high-pass filter with a cut-off frequency at 1 cycle per day.
The oscillation power spectra of the 22 stars were analyzed independently by eight teams to produce sets of observed acoustic (p)-mode frequencies with associated uncertainties for each star. The techniques used by each of the teams, which have been widely tested on simulated and real data, varied in the way the optimization was carried out [e.g. classical maximum-likelihood estimation (Anderson et al. 1990; Toutain & Appourchaux 1994) or Markov Chain Monte Carlo (e.g. Handberg & Campante 2011)] and in the number of free parameters and assumptions made for the analysis. The results were used to form frequency sets for each star in an updated version of the method described by Mathur et al. (2011) and Campante et al. (2011) . The aim was to provide two lists of frequencies: a minimal list that contains frequencies where most of the teams agreed, and a maximal list where at least two teams agreed on the frequency of a mode. This method first applied Peirce's Criterion (Peirce 1852) for the rejection of outliers for each (n, ℓ) mode. If more than half of the estimates remained then the mode was added to the minimal list. The root-mean-square (RMS) deviation was then determined for the frequency sets of each team, relative to the mean frequencies in the minimal list (e.g. Mathur et al. 2011) , and the frequency set with the minimum RMS deviation was adopted as the best frequency set. While this method provides a robust way of determining which modes can be reliably extracted, the frequencies in the best set for the 22 stars can end up being determined with different techniques, depending on the team that gave the best frequency set. To provide a uniform set of frequencies and uncertainties for all of the stars, the frequencies in the best sets were used as input to a classical maximum-likelihood optimization to produce the final sets of observed frequencies and uncertainties for each star. This final extraction was performed by fitting the oscillation power spectrum to a simplified global spectrum composed of symmetric Lorentzian peaks and a three-component background-two Harvey-like profiles (Harvey 1985) plus constant white noise. The fit was iterated using a BFGS optimization algorithm (Broyden 1970; Fletcher 1970; Goldfarb 1970; Shanno 1970) , which is a widely-used quasi-Newton "hill-climbing" nonlinear optimization method. We fitted one mode height and linewidth per radial order, with the height ratios of the ℓ = 1 and ℓ = 2 modes relative to the nearest radial order fixed at 1.5 and 0.5 respectively. These ratios were validated with modeling by Ballot et al. (2011a) . The fit was performed twice, initially with no rotational splitting and the inclination angle fixed at zero and then with both as free parameters. The likelihood-ratio test was used to iden- tify cases where the extra parameters significantly improved the fit. When the likelihood-ratio test favored the fit including rotation above the 99% level 17 , we used the extra parameters. Where this was not the case, the fit using no rotation was adopted. Formal uncertainties were obtained from the inverse of the Hessian matrix determined when the optimization converged. The final frequencies were then checked both visually and statistically before being accepted. For the power spectrum of each star, we compiled a list of significant frequencies according to two different statistical tests. The first was the simple null hypothesis "false alarm" test that assumes an underlying negative exponential probability distribution. The second was a Bayesian odds ratio test which takes into account some structure in the peak (e.g. Broomhall et al. 2010) . When a candidate frequency coincided with a significant peak from either test and passed our visual inspection, we treated the frequency as a confirmed detection. We used these final lists of frequencies as input for the modeling of each star (see §3). Tables of the observed and model frequencies are provided for each target in Appendix A (available in the online material). Results for KIC 4914923 are shown in Table 1 , including the corrected model frequencies ν corr and the size of the empirical correction for surface effects on each frequency a ν (see §3). From the peak bagging results, we estimated the frequency of maximum power, ν max , by fitting a Gaussian to the extracted radial mode amplitudes as a function of frequency. We then took the 4 radial orders 18 closest to ν max to perform a weighted linear regression as a function of the order n to compute the mean large frequency separation, ∆ν . Figure 1 presents a modified H-R diagram, where we substitute ∆ν as a proxy for the luminosity and use the effective temper-17 The choice of the 99% level corresponds to a 3-σ result, which we want to reach with the large number of stars analyzed ensuring that there are no false-positive detections. 18 The choice of the number of radial orders is a trade-off between reducing the error bar (large number of modes) and restricting the frequency range of the calculation to reduce the contribution of the frequency variation of ∆ν. Using 4 orders was appropriate given the variation in ∆ν observed in the stars of our sample.
Table 2
Non-seismic constraints adopted for the modeling and the corresponding model properties from AMP Brown et al. (2011) ature obtained from the spectroscopic analysis described in §2.2. Note that most of the stars selected for our analysis are hotter and more luminous than the Sun.
2.2. Non-seismic constraints The atmospheric parameters T eff , log g, and [Fe/H] were determined by analyzing high-quality spectra acquired from two service observing programs during the summer of 2010 ) using the ESPADONs spectrograph at the Canada-France-Hawaii Telescope and the NARVAL spectrograph at the Bernard Lyot telescope. The spectra have a resolution of 80,000 and a typical signal-to-noise ratio in the continuum of 200-300. We employed the Versatile Wavelength Analysis (VWA) technique (Bruntt et al. 2010a,b) in which several hundred individual lines are iteratively fit by calculating synthetic profiles. We verified that our derived T eff values agreed with the photometric calibration using the V T − K index (Casagrande et al. 2010) . Uncertainties on the parameters T eff , log g, and [Fe/H] are typically 70 K, 0.08 dex, and 0.07 dex, respectively, including statistical and systematic errors combined in quadrature. The values we used were the preliminary results of the spectroscopic analysis presented by Bruntt et al. (2011) but agree with the final results within the uncertainties. We did not have spectroscopic data for KIC 10018963 and KIC 11713510, so we used the T eff values from Pinsonneault et al. (2011) . To be sure that this does not introduce any bias in our analysis, for ∼ 15 stars we checked that the T eff from the two methods agree within the error bars. For KIC 10018963 we also adopted the [Fe/H] value from the Kepler Input Catalog (KIC; Brown et al. 2011) , but for KIC 11713510, we did not impose a constraint on [Fe/H] . For seven stars, we also had constraints on the luminosity via the parallaxes from van Leeuwen (2007a,b) , and the Johnson V and galactic extinction E(B − V ) from the Tycho catalog (Ammons et al. 2006 ). We applied the bolometric correction of Flower (1996) as tabulated in Torres (2010) , adopting a solar bolometric absolute magnitude M bol,⊙ = 4.73 ± 0.03 to ensure internal consistency. All of the non-seismic constraints adopted for the stellar modeling are listed in Table 2 , along with the corresponding properties of the optimal models from AMP (marked with an asterisk, see §4) and the value of the normalized χ 2 spec from Eq. (5).
STELLAR MODELING METHODS
Four teams modeled the 22 stars using different methods. Three of the methods (RADIUS, YB, and SEEK) used model grids to fit the global oscillation properties, yielding the asteroseismic radius, mass, and age. One method (AMP) fit the individual oscillation frequencies to provide additional information such as the composition and mixing-length for each star. Below we describe the details of these four model-fitting methods.
3.1. RADIUS The RADIUS method (Stello et al. 2009b) uses T eff , log g, [Fe/H], L, and ∆ν to find the optimal model. The method is based on a large grid of Aarhus STellar Evolution Code (ASTEC; Christensen-Dalsgaard 2008a) models using the EFF equation of state (Eggleton et al. 1973) . It uses the opacity tables of Rogers & Iglesias (1995) and Kurucz (1991) for T < 10 4 K with the solar mixture of Grevesse & Noels (1993) . Rotation, overshooting, and diffusion were not included. The grid was created with fixed values of the mixinglength parameter (α = 1.8) and the initial hydrogen mass fraction (X i = 0.7). The resolution in log Z was 0.1 dex with 0.001 < Z < 0.055, and the resolution in mass was 0.01 M ⊙ from 0.5 to 4.0 M ⊙ . The evolution begins at the ZAMS and continues to the tip of the red-giant branch. To convert between the model values of Z and the observed [Fe/H], we used Z ⊙ = 0.0188 (Cox 2000) . We made slight modifications to the RADIUS approach described by Stello et al. (2009b) . First, the mean large frequency separation was derived by applying the scaling relations based on solar values (Kjeldsen & Bedding 1995) instead of calculating it directly from the model frequencies. Although there is a known systematic difference between these two ways of deriving ∆ν , the effect is at the 1% level (Stello et al. 2009a; Basu et al. 2010; White et al. 2011a) . Second, for each star, we pinpointed a single optimal model based on a χ 2 formalism that was applied to all models within ± 3 σ of the observational constraints. The uncertainties were computed as described by Stello et al. (2009b) based on the smallest and largest values of each parameter among the selected stellar models.
YB
The YB method uses a variant of the Yale-Birmingham code (Basu et al. 2010) , as described by Gai et al. (2011) . The method finds the maximum likelihood of the stellar radius, mass, and age from several grids of models using the values of ∆ν , ν max , T eff and [Fe/H] as input. For each set of observational constraints, YB generates 10,000 new sets by adding different realizations of random Gaussian noise to the observed values. It then evaluates a likelihood function for each model in every grid:
where
with q ≡ { ∆ν , ν max , T eff , [Fe/H]}, N is the number observables and the σ i are the uncertainties on the observational constraints. The oscillation properties ( ∆ν and ν max ) of the models are derived from scaling relations (Kjeldsen & Bedding 1995) . All points from the 10,000 sets of constraints with L greater than 95% of the maximum likelihood form a distribution function for each stellar property, with the median indicating the estimated value and the 1σ limits providing a measure of the errors. This method uses four different model grids for determining the properties of each star, which were derived from the Yale Rotating Evolution Code (YREC; Demarque et al. 2008) in its non-rotating configuration with up-to-date physics (for details, see Gai et al. 2011) , the Yonsei-Yale isochrones (Demarque et al. 2004) , the Dartmouth Stellar Evolution Database (Dotter et al. 2008) , and the Padova code (Marigo et al. 2008) . Each grid produced a set of results for each star, and the final result was taken to be the median of the results returned by the different grids with an additional contribution to the uncertainty from the dispersion in the individual results.
SEEK
The SEEK method uses a large grid of stellar models computed with ASTEC. The models in the grid were constructed using the OPAL equation of state (Rogers & Nayfonov 2002) , OPAL opacity tables (Iglesias & Rogers 1996) augmented at low temperatures by Alexander & Ferguson (1994) , and the solar mixture of Grevesse & Sauval (1998) . The treatment of convection is based on mixing-length theory (Böhm-Vitense 1958) with the convection efficiency parameter α. Diffusion and overshooting were not included. The grid consists of 7300 evolution tracks that are divided into 100 subsets with different combinations of metallicity (Z), initial hydrogen mass fraction (X i ), and α, where: 0.0075 ≤ Z ≤ 0.03 and 0.68 ≤ X i ≤ 0.74, and 0.8 ≤ α ≤ 2.8. To identify the best model, SEEK compares the observational constraints with every model in the grid and makes a Bayesian assessment of the uncertainties. The oscillation properties of the models are derived by computing the individual frequencies with the Aarhus adiabatic pulsation code (ADIPLS; Christensen-Dalsgaard 2008b). Note that, unlike RADIUS and YB, the SEEK method includes the small separation (δ 02 ) as a constraint. Complete details of the method are provided in Quirion et al. (2010) .
AMP
The Asteroseismic Modeling Portal (AMP) is the only method that attempts to fit the individual oscillation frequencies. This method is based on ASTEC models and the ADIPLS code, and it uses a parallel genetic algorithm (GA; Metcalfe & Charbonneau 2003) to optimize the match between the model output and the observational constraints. The evolution code uses the OPAL 2005 equation of state (Rogers & Nayfonov 2002) with the most recent OPAL opacities (Iglesias & Rogers 1996) supplemented by Alexander & Ferguson (1994) opacities at low temperatures. Convection is treated with the mixing-length theory (Böhm-Vitense 1958), and diffusion and gravitational settling of helium is included following the prescription of Michaud & Proffitt (1993) . The GA searches a broad range of model parameters, including the mass from 0.75 to 1.75 M ⊙ , the metallicity (Z) from 0.002 to 0.050, the initial helium mass fraction (Y i ) from 0.22 to 0.32, and the mixing-length parameter (α) from 1 to 3. The stellar age is optimized internally for each model by matching the observed value of ∆ν 0 using a binary decision tree (for details, see Metcalfe et al. 2009 ). While the methods presented above are based on grids of models that have been computed just once, AMP generates around 10 5 models for each star. An empirical correction for surface effects (a ν ) was applied to the model frequencies (ν mod ) following Kjeldsen et al. (2008) before comparing the corrected frequencies (ν corr ) with observations. The correction for each model frequency was calculated from:
where a 0 is the size of the correction at ν max and the exponent was fixed to a solar calibrated value of b = 4.823. The value of a 0 for each model is determined from Kjeldsen et al. (2008, their Eq. (10) ). To quantify the differences between each model and the observations, we calculate a normalized χ 2 separately for the asteroseismic and the spectroscopic constraints:
and
where ν obs,i are the N f observed frequencies with corresponding uncertainties σ obs,i , and ν corr,i are the model frequencies from AMP after applying the empirical surface correction. The P obs,i are the N s non-seismic constraints (T eff , log g,
are the values of the corresponding observables from the optimal model. AMP minimizes the mean of the two χ 2 values, and the uncertainties on the adjustable model parameters are determined using singular value decomposition (SVD).
The AMP pipeline is available through a TeraGrid Science Gateway (Woitaszek et al. 2009 ). AMP consists of two components: a web-based user interface that supports submitting new jobs and viewing existing results, and a back-end workflow automation engine (called GridAMP) that manages the execution of the underlying science codes on Grid-enabled clusters and supercomputers such as those on the TeraGrid (Hazlewood & Woitaszek 2011) . The AMP Science Gateway greatly simplifies the use of the pipeline by automating the many calls of the Fortran code that are required to propagate the genetic algorithms to completion; it also prepares initial échelle and H-R diagrams for inspection, notifies the user when the processing is complete, and archives the results with appropriate catalog cross-references for later comparison.
RESULTS
For many purposes, the most interesting quantities to emerge from asteroseismology are the radius, mass, and age of the star. In the case of an exoplanet host star, the stellar radius is needed to establish the absolute planetary radius from transit photometry. The mass provides the absolute scale of the orbit and when combined with radial velocity measurements can lead to an estimate of the mass of the planet. The age is important for assessing the dynamical stability of the system and establishing its chronology with respect to other planetary systems. There are several levels of asteroseismic analysis that can provide some of these quantities, and all of them need to be exploited to provide as much information as possible for a wide range of Kepler targets.
For the faintest targets, where only the global oscillation properties ( ∆ν , ν max ) can be determined from the data, empirical scaling relations can be used in conjunction with an inferred T eff to estimate the stellar radius and mass. Modelgrid-based methods can use additional information from spectroscopy (log g, [Fe/H]) to provide more precise estimates of the radius and mass, along with some information about the stellar age. The most precise constraints on all of these properties-as well as information about the stellar composition and mixing-length-come from fitting the individual oscillation frequencies, which can only be extracted for the best and brightest targets. In this section we describe the results of applying all of these analysis methods to our sample of 22 stars, allowing us to quantify the relative precision of these techniques. The results from AMP are expected to be the most precise, so we use them as the reference when evaluating the other methods and we define and quantify the systematic uncertainties as the offsets from the AMP results, hereafter called relative accuracy.
Scaling relations
The empirical scaling relations of Kjeldsen & Bedding (1995) can be used to provide first estimates of the stellar radius and mass without any stellar modeling:
where ∆ν is the observed mean large frequency separation, ν max is the observed frequency of maximum power, and T eff is the effective temperature. These relations have recently been tested for solar-type stars and red giants (Huber et al. 2010) and overall they appear to be in good agreement with the observations. The median statistical uncertainties from our sample of 22 stars suggest that these scaling relations typically provide a radius precision of 3% and a mass precision of 9%.
In Figure 2 , we compare the values of the radius and mass estimated from these scaling relations with the results obtained from AMP (see §4.3). In the top of each panel we plot the actual values from each method, while in the bottom we show the differences between the methods in units of the statistical uncertainty, σ, computed as the quadratic sum of the uncertainties from the two methods being compared. The stellar radii from the two methods are in very good agreement, suggesting that observations of the global oscillation properties combined with an effective temperature can provide reliable estimates of the radius, though with lower precision than when using stellar models to fit the individual frequencies (0.8%, see §4.3). The exponents on the scaling relations for the stellar mass are a factor of 2-3 higher on each observable compared to the scaling relations for the radius, so we expect a larger scatter. Even so, the agreement between methods is good. The scaling relations tend to overestimate the radius by + 0.3 σ and the mass by + 0.4 σ relative to the values from AMP, where σ depends on the uncertainties given by the scaling relations. The largest deviations are found for subgiants that exhibit mixed modes (KIC 5512589, 7976303, 8228742, 10018963, 11244118) , suggesting that the measurement of ∆ν and ν max with our method can be slightly biased in such cases or that the scaling relations may be less reliable for these stars.
Model-grid-based results
The three model-grid-based methods yielded estimates of the radius, mass, and age for most of the stars in our sample, except for one case where [Fe/H] was not available. These results are listed in Table 3 , along with the global oscillation properties that were used as observational constraints. In Figure 3 we compare all of these results to the values obtained by AMP, again comparing the actual values and the differences in units of the statistical uncertainty, σ, computed as the quadratic sum of the uncertainties from the two methods being compared. The horizontal coordinates for YB and SEEK have been shifted slightly to the left and to the right respectively (by ± 0.02 R ⊙ , ± 0.02 M ⊙ and ± 0.1 Gyr) to prevent the points from different methods overlapping.
The top panel of Figure 3 shows that the different results for the radius agree quite well. By using additional information from spectroscopy, these methods generally improve upon the precision that is possible from empirical scaling relations. The median statistical uncertainties on the radius are 1.4% for RADIUS, + 3.0% − 1.6% for YB, and + 4.9% − 2.1% for SEEK. Although there are some outliers, the absolute level of agreement between the various methods is also quite encouraging. The mean systematic offsets (or relative accuracy) for each of the methods relative to AMP are − 1.4 σ for RADIUS, − 1.2 σ for YB and + 0.01 σ for SEEK, implying a general tendency for the model-grid-based methods to slightly underestimate the stellar radius. These differences are related to the method used to find the best fit and to the different physics included in the stellar models. Note that SEEK and AMP use very similar input physics (See § 3.4).
The middle panel of Figure 3 shows a larger dispersion in −0.10 a νmax is the frequency of maximum power and ∆ν is the mean large frequency separation computed as described in § 2.1. For each star and method, we list the radius (R), the mass (M), and the age (t). Quoted errors include only the statistical uncertainties. See §4 for a discussion of the systematics. the values of the mass derived from model-grid-based methods compared to the radius, but the overall agreement is still reasonable. The three methods all yield a median mass precision in the range 4-6%, again providing some improvement over empirical scaling relations. There is some indication of a mass-dependent systematic error in the results from model-grid-based methods compared to the values obtained with AMP, with the former more severely underestimating the mass at higher masses. However, the relative accuracy is still reasonable with mean systematic offset relative to AMP of −1.5 σ for RADIUS, −1 σ for YB and −0.2 σ for SEEK. Most of the stars that show significant disagreement between the values of the radius and mass derived from model-grid-based methods and those derived from fitting the individual frequencies with AMP are evolved stars with mixed modes. This underscores the potential for slight biases in the analysis of such targets when fitting only the global oscillation properties with stellar models. The larger systematic offsets in radius and mass for the grid-based methods compared to the scaling relations, in terms of σ, is related to the fact that σ depends on the internal uncertainties.
Finally, the bottom panel of Figure 3 compares the stellar ages estimated by the different methods. The scatter in the derived values is even larger than for the mass, but when the differences are normalized by the quoted uncertainties the overall agreement looks more reasonable. The median age precision from the model-grid-based methods ranges from 15 to 21%, and the mean offset relative to AMP is +1.5 σ for RADIUS, +0.8 σ for YB and −0.2 σ for SEEK. Once again there is some indication of a trend in the systematic errors, with the model-grid-based methods more seriously overestimating the age for the youngest stars. For main sequence stars, the small separation provides the strongest constraint on the age in the absence of fitting the individual frequencies (White et al. 2011a ). However, not all of the model-gridbased methods include the small separation as a constraint. This is the case for RADIUS, which exhibits the largest mean systematic offset in the ages compared to AMP. Only one of the four grids employed by the YB method tabulates the small separation, so this method is known to provide less reliable ages for single stars (Gai et al. 2011) . SEEK is the only method that fully incorporates the observed small separation in the fitting, yielding ages that are most consistent with AMP.
AMP results
The most precise results for the radius, mass, and age came from using AMP to fit the individual oscillation frequencies, along with the spectroscopic and other observational constraints (see §2). The empirical correction for surface effects and the corrected model frequencies are tabulated in Appendix A (available in the online material) with the observed frequencies for each target. An example is shown in Table 1 , where we include the model frequencies for several radial orders above and below the range of observed modes to facilitate the identification of newly detected modes in the longer data sets that are expected for these stars in the future.
In Figure 4 we show a sample échelle diagram where the observed and model frequencies are compared graphically. In this representation of the data, we divide the oscillation spectrum into segments of length ∆ν and stack them so that modes with the same spherical degree are aligned almost vertically, with quadrupole (ℓ = 2) and radial (ℓ = 0) modes together on one side of the diagram and dipole (ℓ = 1) modes on the other side. Against the background of the smoothed power spectrum, the observed frequencies are shown as solid pink symbols with error bars and the model frequencies are shown as open white symbols. Without the empirical correction for surface effects, the offset between the observations and the model at high frequencies would be up to ∼8 µHz, so incorporating this correction into our model-fitting procedure was essential to obtain a reasonable agreement. The example shown in Figure 4 is typical of the quality we obtained with AMP, and similar échelle diagrams are included in Appendix B (available in the online material) for each of the 22 stars in our sample.
The properties of the optimal models from AMP are listed in Table 4 , including the values and statistical uncertainties of the adjustable model parameters (M, Z,Y i , α,t), as well as the stellar radius, the magnitude of the surface correction at ν max (a 0 ), an estimate of the model fractional radius at the base of the surface convection zone (r CZ ), and the value of the normalized χ 2 seis from Eq. (4). The spectroscopic and other properties of the models obtained by AMP are listed in Table 2 with the corresponding observational constraints and the value of the normalized χ 2 spec from Eq. (5). By fitting the individual oscillation frequencies instead of the global oscillation properties, we have further improved the precision on the radius, mass, and age. The median value of the internal uncertainties on the radius is 0.8%, a factor of two better than the best of the model-grid-based methods. For the mass AMP yields a median precision of 1.2%, a factor of five improvement over the model-grid-based results. Most significantly, the asteroseismic ages from AMP have a median statistical uncertainty of 2.5%, nearly an order of magnitude more precise than the model-grid-based methods. Indeed, the strongest constraints on the stellar age come from the observation of mixed modes in subgiants Deheuvels et al. 2010) , where the age precision can be better than 1%.
The absolute accuracy of the derived stellar properties (i.e. the influence of possible systematic errors) is more difficult to assess than the internal precision. However, the level of agreement between the results from AMP and the empirical scaling relations and model-grid-based methods (see Figures 2 and 3) 
Table 4
Properties of the optimal models and surface correction from AMP results 1 For each star, we give the radius (R), the mass (M), the age (t), the metallicity (Z), the initial He mass fraction (Y i ), the mixing-length parameter (α), position of the base of the convection zone (r CZ ), and the size of the surface correction at νmax (a 0 ) in µHz for the optimal model from AMP. The normalized χ 2 seis is calculated from Eq. (4). Quoted errors include only the statistical uncertainties. See §4 for a discussion of the systematics.
suggests that the systematic errors are comparable to the statistical uncertainties on the differences between various methods. The largest offsets from the AMP values for the radius, mass, and age were ∼1.5 σ for the RADIUS method, which uses models with the simplified EFF equation of state. The smallest differences (∼0.2 σ) came from the SEEK method, which uses nearly the same models as AMP but without including diffusion and gravitational settling of helium. The uncertainties quoted by the YB method include a contribution from the dispersion of the results across four different model grids, and thus incorporate some systematics which typically agree with the AMP results at the ∼1 σ level. Even so, we note that there may be additional uncertainties and errors in the modeling methods and physics, which could contribute to systematic errors on the inferred properties. We attempted to quantify the possible systematic errors arising from our treatment of surface effects by modifying the weighting scheme that AMP uses when fitting the oscillation frequencies. The default scheme is to weight each frequency according to its statistical uncertainty. An alternative is to treat the empirical surface correction as a systematic error in the models (Guenther & Brown 2004) , and to combine half of this systematic in quadrature with the statistical uncertainty before determining the value of the normalized χ 2 seis . The surface correction is calculated and applied just as before, but the weights of the highest frequencies are dramatically reduced and AMP is essentially biased towards fitting the low frequencies, where the surface correction is almost negligible. For unevolved stars in the asymptotic regime where the ridges in the échelle diagram are nearly vertical, models that fit well at lower frequencies will usually also fit the higher frequency modes. The alternate weighting scheme is not appropriate for stars that do not show asymptotic ridges (e.g. subgiants with mixed modes) because a fit to the low frequency modes will not generally lead to a reasonable match at higher frequencies. We repeated our fitting with AMP using this alternate weighting scheme for the subset of stars in our sample that showed clean vertical ridges in the échelle diagram (KIC 5184732, 6106415, 6116048, 6603624, 8006161, 10516096, 10963065) . The mean offsets between the resulting sets of model parameters were ∆M = + 0.01 M ⊙ , ∆t = − 0.25 Gyr, ∆Z = + 0.0005, ∆Y i = + 0.008, and ∆α = − 0.06 suggesting that the changes are comparable to the mean uncertainties and our treatment of surface effects does not strongly bias the results. Note that the mean offsets may not be appropriate in every case and at best represent a fraction of the true systematic uncertainties, so we only include the statistical uncertainties in Table 4 .
Fitting the individual frequencies gives AMP access to information that is not available from the global oscillation properties, so it can provide additional information such as the composition and mixing-length for the optimal models. The metallicity is primarily constrained by the spectroscopic [Fe/H], but it also has a strong influence on the stellar structure. If there is a conflict between the spectroscopic and asteroseismic constraints, the result will be an optimal model that does not satisfy either set of constraints very well. In both cases AMP identified a reasonable match to the asteroseismic constraints (normalized χ 2 seis ∼ 7, see Table 4 ), but only by deviating significantly from the spectroscopic constraints. These problems could be related to the observed spectra, the abundance analysis or inadequacies in the stellar models underlying AMP.
Extreme values of the derived stellar properties are generally the sign of a problem with one or more of the observational constraints. In addition to the lowest metallicity, KIC 8760414 also has the lowest derived mass and the oldest inferred age in the sample, and it is one of several stars with an initial helium mass fraction well below the standard Big Bang nucleosynthesis value of Y i = 0.248 (Spergel et al. 2007 ). We allowed AMP to search these low values of Y i to allow for possible systematic errors, which is a common problem in stellar modeling (Casagrande et al. 2007; Troisi et al. 2011) . Low values of Y i are also found for KIC 8228742 (the highest derived mass) and KIC 7976303 (the largest radius and lowest mixing-length). The largest value of Y i is found for KIC 11244118, which also has the highest mixing-length.
The radial extent of the convection zone (r CZ ) is important to characterize dynamo processes and to determine the surface amplitudes of gravity modes. The values of r CZ listed in Table 4 are estimates from the optimal model of AMP, thus for a given physics. Their internal errors have been computed with the 1 σ models. An analysis of the acoustic glitches is necessary to yield a more precise and accurate estimate (Mazumdar et al. in preparation) .
The stars with the largest values of the normalized χ 2 seis in Table 4 either have exceptional precision for some frequencies or a potential misidentification of one or more oscillation modes. For example, the échelle diagrams of KIC 6116048 (see Figure B7 ) and KIC 12258514 (see Figure B22 ) in Appendix B show that the AMP model is in very good agreement with the observed frequencies, but the disagreements involve some frequencies with very small error bars. For KIC 10018963 (Figure B16 ), the AMP model reproduces the observed pattern of frequencies almost exactly (including an ℓ = 1 avoided crossing) except for the highest frequency ℓ = 0 mode and the second highest ℓ = 1 mode, which both deviate significantly from the expected asymptotic behavior. Even with the careful procedure for identifying a minimal list of frequencies for model-fitting (see §2.1), the low signal-to-noise ratio at the highest and lowest frequencies sometimes leads to confused or spurious mode identifications. Longer data sets with better signal to noise will ultimately resolve such ambiguities.
With this first application of the empirical surface correction to a large sample of solar-type stars, we can explore the behavior of the derived surface correction amplitude a 0 . We performed linear regressions to search for any correlation of a 0 with various combinations of log T eff , log g, and [Fe/H]. We identified a strong correlation with the asteroseismic log g (see upper panel of Figure 5 ), and statistically insignificant correlations with T eff and metallicity. There may still be a correlation with T eff , but the small 0.07 dex-range of T eff in this sample (compared to the 0.6 dex-range in log g and 1.6 dex-range in [Fe/H]) makes it undetectable. In the lower panel of Figure 5 we show a 0 / ∆ν versus log g, revealing that the distribution is relatively flat. This finding, that a 0 is roughly a fixed fraction of ∆ν for most stars, is entirely Whether these results will provide some insight into the deficiencies of stellar models relative to 3D convection simulations (Trampedach & Stein 2011) remains to be seen.
CONCLUSIONS
We have completed the first uniform asteroseismic analysis of a large sample of 22 solar-type stars with the highest signalto-noise ratio, observed for 1 month each during the first year of the Kepler mission. By fitting the individual frequencies instead of the global oscillation properties, we have improved the internal statistical precision on the derived values of the stellar radius, mass, and age. This result has implications for the study of exoplanet host stars, where these quantities can improve the characterization of the transiting planetary system. Although the absolute accuracy is more difficult to assess, the excellent agreement between the empirical scaling relations and several different fitting methods suggests that the systematic uncertainty is comparable to the statistical precision.
Adopting the results from the Asteroseismic Modeling Portal (AMP) as the reference for our comparisons, we quantified the precision and accuracy relative to AMP of asteroseismic determinations of radius, mass, and age that are possible using various methods. Empirical scaling relations based on the global oscillation properties ( ∆ν , ν max ) and T eff can provide estimates of the stellar radius to a precision of 3% and the stellar mass to a precision of 9%. There is a tendency for scaling relations to slightly overestimate both the radius (+ 0.3 σ) and the mass (+ 0.4 σ) relative to AMP results (where σ is the quadratic sum of the uncertainties from the two methods being compared). Model-grid-based methods can use additional observational constraints (log g, [Fe/H] , L) to achieve a radius precision as good as 1.4%, a mass precision of 4-6% and an age precision of 15-21%. These methods tend to slightly underestimate the radius (up to −1.4 σ) and the mass (up to − 1.5 σ), while slightly overestimating the age (up to + 1.5 σ) compared to AMP results. AMP incorporates an empirical correction for surface effects (Kjeldsen et al. 2008) to provide a fit to the individual frequencies instead of the global oscillation properties by computing ∼ 10 5 models for each star, yielding a radius precision of 0.8%, a mass precision of 1.2% and an age precision of 2.5%. These results demonstrate that the precision gradually improves as more information is used in the fitting. An attempt to quantify the possible systematic errors associated with our treatment of surface effects resulted in mean offsets for the values of the adjustable model parameters for stars with clean mode ridges, (∆M = +0.01 M ⊙ , ∆t = − 0.25 Gyr, ∆Z = + 0.0005, ∆Y i = + 0.008, and ∆α = − 0.06) that are comparable to the statistical uncertainties. By using the additional information contained in the individual frequencies, AMP also yields the stellar composition and mixing-length. Further improvements of the physics of the models such as including rotation and non-adiabatic effects may eliminate the necessity of using an empirical surface correction. The AMP website 19 contains an archive with complete details for the 22 models we present in this paper, including profiles of the interior structure and a full list of low-degree oscillation frequencies. The source code is also available 20 , but as a service to the community it can be run directly on TeraGrid supercomputers from the website.
The largest outliers from our uniform model-fitting approach with AMP (see Tables 2 and 4 ) appear to arise from complications in the data analysis. Even with a careful procedure for validating the frequencies and the identification of modes extracted from the oscillation power spectrum, there remain some difficulties at the highest and lowest frequencies where the signal-to-noise ratio becomes marginal. One or two misidentified or spurious frequencies can boost the value of χ 2 seis and bias the resulting model-fit. The longer data sets on these targets that will be obtained by Kepler in the future promise to improve the signal-to-noise ratio and resolve these few ambiguities. The typical values of the normalized χ 2 seis are still larger than 1, which may be due to the physics used in the models but also to the influence of stellar magnetic cycles or underestimated uncertainties on the frequencies. Stellar activity is known to induce systematic shifts in the p-mode frequencies Salabert et al. 2011 ) with a magnitude comparable to the typical statistical uncertainties for our sample. Stars observed near the the maximum of their magnetic cycles may show elevated values of the normalized χ 2 seis and slight biases in their derived properties. The stars in our sample with the lowest metallicities ([Fe/H] < − 0.3) presented the greatest challenge for AMP to reconcile the asteroseismic and spectroscopic constraints. This may be due to complications in the spectroscopic analysis for metal-poor stars, deficiencies in our stellar models at low metallicity, or both. Additional spectroscopic data and independent modeling efforts will ultimately address the source of these issues with low metallicity stars. The feedback loop between new asteroseismic observations and model development will gradually improve our understanding of stellar evolution.
After completing an asteroseismic survey of nearly 2000 solar-type stars during the first year of its mission, Kepler began collecting longer data sets for several hundred of the best targets. A preview of what is possible with extended obser-vations can be found in Mathur et al. (2011 ), Creevey et al. (2012 , Brandão et al. (in preparation) and Dogan et al. (in preparation) , who performed analysis and modeling of several stars that were observed for 8 months during the survey phase of the mission. These targets are relatively faint compared to the brightest stars that are being observed during the specific target phase of the mission, so we can expect many new surprises as Kepler continues its census of the galactic neighborhood.
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