Abstract: Proper statistical analysis of data from subchronic and chronic studies is a key aspect of their data analysis and interpretation. We discuss the motivation and illustrate the use of trend tests for continuous quantitative data from such studies. Because responses are often more severe (increase or decrease) with increasing dose, trend tests are the most appropriate statistical procedures to apply. Several parametric and nonparametric trend tests are defined and applied to a small set of male liver weight data from a 14-day rat study. Shortcomings of more standard statistical procedures applied to data from such studies are discussed as well. We recommend the use of trend tests as the customary method for analyzing data from these studies. Key Words: Statistical methods-Data analysis-Subchronic study-Chronic studySafety testing.
Statistical analyses of data from animal safety studies have commonly been part of the routine data analysis and interpretation in such studies for many years. However, despite the advances in statistical science and particularly with respect to the analysis of data from studies of this kind, many organizations and investigators continue to utilize statistical methods that are more familiar, but whose application to animal safety study data is not optimal. In this article, we discuss and illustrate the use of trend tests to analyze continuous quantitative data from animal safety studies. These methods would be applicable to data such as body weights, food consumption, organ weights, and many parameters for clinical chemistry, hematology, and urinalysis data as well. While such methods can also be applied to data that are discrete (i.e., take on only a limited number of values), the issue of the number of values and the span of the distribution necessary to qualify as nearly continuous is a difficult one and will not be covered here. If the data to be processed are of a discrete nature, we will assume that there are a sufficient number of different values for the data to be considered continuous.
Similarly, it is often the case that data of a particular type (e.g., body weights) will be collected over time. We do not discuss the issue of analyzing such longitudinal data either by repeated measures analysis of variance (ANOVA) or multivariate techniques, but concentrate instead on the analysis of data at each individual time point.
The goal of such an analysis will be to define, if possible, a no-observable-effect level (NOEL) for the parameter in question. The methods that we describe here are useful for continuous data from subchronic and chronic studies in which the treatment groups are ordered according to dose level. For example, a common design in many such studies is to have four groups representing a vehicle control, a low dose, an intermediate dose, and a high dose of the test compound.
In the next section, we provide the motivation for the use of trend tests in situations of this kind. The strategy for implementing trend tests in the context of such studies is then discussed. We next present a numerical example of liver weight data from a range-finding study in rats that is used to illustrate these methods. Subsequently, particular parametric and nonparametric trend tests are presented and discussed and their use illustrated by reference to the rat liver weight data. The shortcomings of traditional statistical approaches are reviewed. In the final section of the article, we present our concluding remarks and recommendations.
MOTIVATION FOR TREND TESTS
If we consider the appearance of likely dose-response relationships in animal safety studies, several probable representations are as depicted in Fig. 1 . In Fig.  la , the dose-response is approximately linear. In Fig. Ib , the relationship exhibits a threshold; i.e., no response above control is evident at the low dose, but higher doses show an effect over and above that of the control level. In Fig. lc , there is a decreasing response that plateaus at the intermediate dose.
What these dose-response relationships have in common is that they are monotonic; i.e., increasing levels of the test compound lead to a more severe (increasing or decreasing) response. There can be thresholds or plateaus, but the response does not increase and then decreaPe or vice versa. Monotonic dose-response relationships are probably the most common treatment-related effects in animal safety studies in which the treatment groups are ordered by increasing dose. Accordingly, statistical procedures to analyze such data should take this premise into account. This motivates the use of tests for trend.
The idea of a monotonic dose-response relationship as an alternative to the null hypothesis can be expressed in terms of the population means. With four treatment groups with population means p,, pz, p3, and p4, the null hypothesis is specified as (2) with at least one inequality. If the null hypothesis is rejected in favor of the alternative hypothesis, then this implies a difference in the means of the high-dose group (p4) and the control group (p& Either an increasing or a decreasing trend will be implied by one of the two inequalities in Eq. 2. The reason this is true is that if either of the inequalities in Eq. 2 holds with at least one strict inequality (> or <), then either p1 < p4 or p1 > p4.
STRATEGY FOR TREND TESTS
Once the null hypothesis of equality of means is rejected in favor of a trend among all the dose groups, further tests are conducted to determine if a similar trend exists after the highest dose level is excluded. If the original overall test indicates an increasing trend, then all follow-up tests should be for increasing trends. If the overall trend test indicates a decreasing trend, then follow-up tests should be for decreasing trends. With four dose groups in the study, the scheme for follow-up tests is depicted in Fig. 2 .
As indicated in Fig. 2 , there are four possible outcomes in the sequential implementation of these trend tests. These are denoted A-D in the figure. If the overall trend test is not significant (A), then the high dose is a NOEL and no follow-up tests are conducted. If there is a statistically significant overall trend, but none after the high-dose group is eliminated (B), no further comparisons take place, and the intermediate dose is called a NOEL. If, in the final comparison (low versus control), the result is not statistically significant (C), the low dose becomes a NOEL. Finally, if all comparisons are statistically significant (D), there is no NOEL for this particular parameter in the study.
This strategy is internally consistent. If there is a significant effect at a given dose level, then all higher dose levels also show significance. Similarly, if there is not a significant effect at a given dose level, then all lower doses are considered equivalent to control. The interpretation of these results is therefore much simpler and more straightforward than with other schemes, e.g., pairwise comparisons with control. Figure 3 illustrates male liver weight data from a 14-day-study in rats. Five dose groups including a vehicle control were included, with each group containing eight rats. Mean values increased with increasing dose.
EXAMPLE

PARAMETRIC AND NONPARAMETRIC TREND TESTS
Perhaps the simplest trend test to implement is a test based on linear contrasts in the sample means. The term ''linear'' is used because the means are combined linearly, The term "contrast" implies that the coefficients multiplying the sample means sum to zero. If all data are assumed to come from normal (Gaussian) distributions with equal variances, then the resultant test statistic is a t statistic. With k groups, the statistic is of the form where (I~, I,, . . . , I , ) are the sample means in the k groups, (c,, c2, . . . , ck) are the contrast coefficients, s2 is the pooled within-group sample variance given by (VETiii) t = equaling 2.85 with a two-sided p value of 0.008. Following the sequential strategy for testing described previously, the linear contrast test including the first four groups is also significant (p = 0.016), but none of the other comparisons is significant (at p < 0.05). We therefore conclude that the second nonzero level (25 mg/kg/day) is a no-effect level for liver weight changes based on the linear contrast test. Because we do not usually know the exact form of the dose-response function, we seek tests that do well for any monotonic alternative. A general-purpose approach to obtaining a test statistic in this and other contexts is the likelihood ratio method. Again, assuming that the underlying data are normal with equal within-group variances, the likelihood ratio test of Ho vs. H A is the E2 test (Barlow et al., 1972) with test statistic (for k groups):
where XT is the mean of the ith group after amalgamation (defined and illustrated in Appendix), x' is the grand mean, and SStotal is the total sum of squares about the grand mean. The numerator of the E2 statistic clearly indicates how group means differ after some smoothing is done to preserve monotonicity. Under H,, the one-sided p value for the overall trend test is calculated as where Y = E2/( 1 -E2) and P(4, k) is the probability of exactly 4 groups remaining after amalgamation, given k groups initially, and the probability on the extreme right side of Eq. 6 is the tail area of an F-distribution.
Application of the E2 trend test to the sample data gives p = 0.024 (increasing trend) as a two-sided test including all groups, p = 0.038 for the first four groups, and no other statistically significant findings.
While this is a fine procedure, it makes the critical assumption that all group variances are equal. This is often violated in practice. To overcome this shortcoming, Roth (1983) developed the Welch trend test. It is similar to the E2 test, but uses a test statistic proportional to where Wj is the sum of the weights of all groups contributing to thejth group after amalgamation, each group's weight is the sum of terms of the form nZ/sZ (inversely proportional to the estimated variance of the sample mean), r;j* is the estimated mean after amalgamation in the jth amalgamated group, and & is the weighted average of the amalgamated means. As can be seen by comparison with the E2 statistic (Eq. 5 ) , this trend test uses sample variances as well as sample sizes to assign weights. Not only does this test allow for unequal group variances, it is also robust to nonnormality, i.e., situations with long-tailed (symmetric) distributions as shown in computer simulations by Roth. However, as mentioned by one of the referees, the p value calculation is especially difficult with more than four groups.
In practice, the Welch trend test also performs well in situations as depicted in Fig. 4 , in which a single group (in this case, the intermediate group) has a larger variance than other groups, perhaps due to a single or a limited number of unusual observations. Because the Welch trend test and other similar procedures downweight the importance of such groups in the statistical analysis, they automatically adjust when certain groups contain less information (i.e., have higher variances) than others. Application of the Welch trend test to the sample data gives p = 0.028 (increasing trend) for the overall two-sided trend test and no other statistical findings (p = 0.104, one-sided, for the first four groups). Thus, the Welch trend test results in a higher NOEL (100 mg/kg/day) than the other trend tests in this situation.
A simple nonparametric trend test is Jonckheere's test (Jonckheere, 1954; Terpstra, 1952) . To illustrate this method, suppose that we just have two groups: control and treated. For each observation in the control group, count the number of treated observations that are greater; assign a value of V2 for ties. Sum over all observations in control. Large values of this test statistic indicate a positive shift due to treatment.
For example, consider the two groups of data in Table 1 . With four observations in the control group and five observations in the treated group, we see that the value of the test statistic is 14. The significance of this value would be determined from a table of critical values in small samples or from a large sample normal approximation (e.g., see Hollander and Wolfe, 1973 Application of Jonckheere's trend test to the sample data gives p = 0.004 (increasing trend) as a two-sided test including all groups, p = 0.016 for the first four groups, and no other statistically significant findings.
TREND VERSUS NONTREND TESTS
Although the trend tests as described herein seem useful, one might ask why more standard statistical approaches could not be used. For example, suppose one first conducted an ANOVA and performed additional pairwise comparisons if the F-statistic from the ANOVA was significant at p = 0.05, a procedure sometimes referred to as Fisher's protected least-significant-difference test. Suppose we configure our data so that the linear contrast test using coefficients ( -3, -1, + 1, + 3) has -90% power. What is the power of the F-test? With means exactly linear in dose (e.g., 0, 1, 2, 3), the power of the F-test is -73%. With a threshold effect (e.g., means proportional to 0, 0, 1,2), the power of the F-test is 79%. Even with a very extreme plateau model (e.g., means proportional to 1, 0, 0, 0), the power of the F-test is only 92%, negligibly higher than the linear contrast test. It is clear that under many configurations of interest, there is possibly a large loss of power when a global test such as the F-test is used rather than a trend test. The reason is that such global tests do not take into account the group ordering and the likely forms of the dose-response (frequently monotonic).
There are many possible approaches to the statistical analysis of data from animal safety studies. Sometimes a scheme such as the one depicted in Fig. 5 is employed. First, a preliminary test of normality and/or equal group variances is performed. Depending on the outcome(s), either a parametric (normal theory) or a nonparametric avenue is then pursued. Often a global test such as ANOVA or its nonparametric counterpart, the Kruskal-Wallis test (Hollander and Wolfe, 1973) , is done next. If the global test is significant, then follow-up tests are performed comparing each treated group to vehicle control using a multiple comparison procedure such as Dunnett's test (1955 Dunnett's test ( , 1964 for the normal theory approach or Dunn's test (1964) , its nonparametric complement.
Although, on the face of it, this scheme seems reasonable, it has a great many shortcomings when applied to data from animal safety studies. First, because many parameters are often measured, some for multiple time points, and often for both males and females, a preliminary test with either subsequent parametric and nonparametric analyses will necessitate a great deal of record keeping, documentation, and sometimes confusion as to which paths were chosen and why. Comparisons from one time point to another or across like parameters may also be harder to assess. The preliminary tests may themselves have low power, especially when sample sizes are small. They may have very high power with extremely large sample sizes and lead to rejection, even when the departures from the nominal assumptions (normality, equal group variances) are minor and would have minimal effect on the overall test procedure. Even the concept of using a preliminary test for equal variances to determine whether a parametric or nonparametric test should be applied is technically incorrect. Typically, nonparametric tests require equal group variances, as all populations are assumed to have the same (unspecified) distributional form but with potentially different mean values.
We have already indicated that global tests such as ANOVA have lower power to detect monotonic alternatives than do trend tests. For example, the F-test applied to the rat liver weight data results in an F-statistic of F4,35 = 2.11 (p = 0.10). Thus, with use of the scheme depicted in Fig. 5 , none of the parametric follow-up tests would be performed. Even if they were performed, none of the pairwise comparisons with controls would be significant (at p = 0.05) using Dunnett's test.
CONCLUDING REMARKS AND RECOMMENDATIONS
Trend tests are very useful in analyzing data from animal safety studies. Unlike global or pairwise comparison tests, they take into account the ordering of the treatment groups. They provide an overall test of treatment effects at a predefined false-positive rate (0.01,0.05, or 0.10). They allow for subsequent tests comparing subsets of groups (e.g., C, L, I) and thus lead to the determination of a NOEL. The results of this strategy will be internally consistent. Trend tests have high power when means are approximately ordered (increase or decrease) with dose; i.e., they even perform well with mild violations of monotonicity.
Both parametric and nonparametric trend tests are available. For moderate sample sizes (n 3 6 per group), we recommend the Welch trend test because of its ability to handle unequal variances and its robustness against mild departures from nonnormality .
The investigator should always examine raw data and suitable summary statistics and be alert to situations in which trend tests will not be applicable. Although we believe that dose-response functions that are U-shaped or that would otherwise preclude the use of trend tests are rare, the investigator should be ready for this possibility, especially if there is prior information that such responses are likely in the present study. In such cases, procedures other than trend tests might be used.
Instead of performing preliminary tests for each parameterhmehex combination and analyzing data parametrically or nonparametrically based on the outcome of each preliminary test, it is probably advisable to build up a data base from experiments of the same kind (duration, species, and strain, etc.) and to examine the distribution of each parameter periodically, perhaps every 6 months or so or after a fixed number of new studies. If there is sufficient evidence of nonnormality or other conditions that would make a previously used statistical approach seem suspect, then some alternative could be implemented to alleviate this condition. For example, data that were clearly right-skewed might be log-transformed and the resulting distribution examined again to ensure that the appropriate assumptions were met.
