ABSTRACT. Over the Great Moderation period in the United States, we find that corporate credit spreads embed crucial information about the one-year-ahead probability of recession, as evidenced by both in-and out-of-sample fit. Furthermore, the incidence of "false positive" predictions of recession is dramatically reduced by utilizing a bivariate model that includes a measure of credit spreads along with the slope of the yield curve; indeed, these bivariate models provide much better forecasting performance than any combination of univariate models. We also find that optimal (Bayesian) model combination strongly dominates simple averaging of model forecasts in predicting recessions.
Introduction
Central banks watch financial markets closely, at least in part because financial data may embed valuable signals about the state of the economy and risks to the macroeconomic outlook. For example, conventional wisdom holds that negative term spreads-that is, a downward-sloping yield curve-generally reflect an elevated risk of recession over the subsequent year. 1 Furthermore, a long tradition has emphasized the extent to which a widening of credit spreads-that is, the difference in yields between low-and high-grade securities-can provide advance warning of a deterioration in macroeconomic conditions. 2 However, recent research has cast significant doubt on the extent to which statistical models can provide robust signals in forecasting economic growth or assesssing the near-term risk of recession. For example, several studies have documented a weakening link in the relationship between term spreads and economic activity over the past couple of decades.
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More generally, the analysis of Stock and Watson (2003) -henceforth referred to as SW03-has highlighted the unsatisfactory performance of statistical models in forecasting GDP growth, although their study focused on univariate models and did not include any measures of corporate credit spreads.
In this paper, we perform a systematic comparison of statistical models of U.S. recession risk over the Great Moderation period. In particular, we consider monthly data for the period 1988 to 2007 for 54 different financial-market variables, including all of the series considered by SW03 as well as a variety of corporate credit spreads and several other distinct measures of market liquidity. Furthermore, we examine the entire space of bivariate statistical models to determine whether any of these models can provide a substantial improvement in the Bayesian information criterion or out-of-sample forecasting performance of the best univariate models.
Finally, we investigate the benefits of combining individual model forecasts via either simple unweighted averaging or Bayesian model averaging (which places relatively greater weight on models with higher posterior probability).
Our analysis indicates that corporate credit spreads embed crucial information about the one-year-ahead probability of recession, as evidenced by both in-sample fit and out-of-sample 1 See Estrella and Hardouvelis (1991) , Estrella and Mishkin (1998) , and Estrella, Rodrigues, and Schich (2003) . 2 See Bernanke (1983) , Friedman and Kuttner (1992) , Gertler and Lown (2000) , and Bordo and Haubrich (2004) . 3 See Dotsey (1998) , Potter (2002, 2005) , and Giacomini and Rossi (2006) . More recently, Wright (2006) investigated the extent to the predictive performance of a univariate yield-curve model can be improved by including a measure of the current level of interest rates. 1 forecasting performance. Furthermore, the incidence of "false positive" predictions of recessions is dramatically reduced by utilizing a bivariate model that includes both a creditspread measure and a term-spread measure. In 2006, for example, the yield curve was generally flat or inverted and hence models based solely on this variable signaled an alarmingly high probability of recession, whereas our data-preferred bivariate model is consistent with survey evidence indicating that financial-market participants perceived a very small risk of recession. 4 Moreover, we find that Bayesian model averaging produces results far superior to simple model averaging in our out-of-sample forecasting exercises, in contrast to some previous studies that have found it to be inconsequential or even counterproductive. Because a large proportion of the models we consider turn out to have no meaningful forecasting ability, simple model averaging swamps the predictive power of the few informative models with overwhelming amounts of noise. On the other hand, because the models that fail at out-ofsample forecasting also generally have poor in-sample fit, Bayesian model averaging assigns them relatively little weight. The Bayesian model average thus discriminated quite strongly between the 2001 recession and the subsequent expansion, while the simple model average produced only slightly higher probabilities prior to the recession than afterwards.
We begin the sample in 1988 in light of the evidence for a structural break in term-spread models mentioned above, as well as for practical considerations of data availability and reliability prior to the mid-1980s. However, there are also good economic reasons to limit attention to a relatively recent sample. The well known drop in real-side volatility that began in the 1980s-the "Great Moderation"-appears to have involved a decline in the frequency and duration of recessions, which is likely to have altered reduced-form forecasting relationships.
5 Furthermore, financial markets developed at an unprecedented pace during this time, giving market access to a much larger class of investors and providing those investors increasingly diverse ways to place bets on their perceptions of the economic 4 The business press paid close attention to the yield curve's behavior around this time and fretted about its 
Methodology
We follow Estrella and Trubin (2006) and others in modeling the probability that the economy will be in a recession exactly twelve months ahead, conditional on a vector of currently observable explanatory variables x t :
(1)
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where R s is a dummy indicating a recession in month s, λ(.) is the logistic function, and θ m is a vector of parameters defined on the space Θ m . The subscript m indexes different possible models, which, for our purposes, is simply defined by zeros in different positions among the elements of θ (or different choices of variables in x). Given a maximum-likelihood (ML) estimate of the parameters θ m * , the usual point estimate of P m in any period is computed as
Two alternatives to this basic model that are popular in the literature are (a) to use a probit, rather than a logit function, and (b) to model the cumulative probability over the twelve-month period-i.e., the probability of being in a recession at any time over the next year. The choice between logit and probit makes very little difference in the outcome of these models. The choice of whether to examine cumulative or marginal probabilities can make a difference, although we found qualitatively similar results for our sample when considering cumulative models. We focus on the one-year-ahead specification in equation (1) for ease of interpretation and to avoid introducing serial correlation through an overlapping dependent variable.
Our general approach to comparing various logit models of recessions builds on work by Mishkin (1998) and , recently, by Wright (2006) . In making these comparisons, we focus on Bayes factors. Let X ≡ {x 1 , x 2 , …, x T } denote the time series of the explanatory variables and R ≡ {R 13 , R 14 , …, R T+12 } be the series of recession dummies. For two competing models a and b (not necessarily nested) with parameter vectors θ a and θ b , the Bayes factor is defined as
where μ m is the marginal likelihood of model m, 
Although the likelihood function in (4) can be computed analytically for any given value of θ m , the integral in equation (3) cannot. Under normality, the log of this integral is proportional to the commonly used Bayesian Information Criterion:
where K m is the number of parameters in model m. 6 The BICs forms the basis for our insample model comparison. We compute these measures for each of the univariate and bivariate logit models discussed below, using monthly financial data from February 1988 We also perform (pseudo) out-of-sample tests. It is of interest to know both how well the models do in predicting recessions and how well they do in predicting expansions-that is, their type-I and type-II errors. We thus consider two test periods: (1) 
Univariate Models
We first examine the performance of financial variables one at a time. The list of 54 variables we consider appears in the first column of Table 1 . The list includes all of the financial variables used by SW03, as well as spreads on 5-and 10-year corporate bonds with various credit ratings. We also include three other variables that are only available since the mid1980s-the spread between on-and off-the-run Treasury notes (a measure of market liquidity) and option-implied volatilities on the S&P 500 and the 10-year Treasury rate. 8 Following SW03, we transform the variables in various ways. First, for many of the nominal quantities, we deflate by a measure of inflation expectations from the Survey of Professional Forecasters, matched to the closest relevant maturity. 9 Second, depending on the time-series properties of the variable, we consider logs, first differences (Δ), percentage changes (%Δ), or log second differences (%Δ 2 ). 6 Although the BIC provides a good asymptotic approximation to the marginal likelihood, the relatively small sample that we use, together with the nonlinearity of the logit model, raises the concern that the likelihood may be non-normal. Consequently, the BIC may provide incorrect rankings and weights for the various models. To account for this possibility, we also estimated the marginal likelihoods numerically, for the models ranking highest by BIC. In particular, we ran a Metropolis-Hastings algorithm, using a number of simulations equal to 10,000K m and computed the marginal likelihoods using a modified harmonic-mean estimator (Geweke, 1999) . This procedure produced results that were very similar to those given by BIC. 7 We note that 1 and 0 probabilities do not necessarily correspond to a "perfect fit." Presumably, the true recession probability was something less than 100% prior to the recession and something greater than 0% prior to the recovery. Since we cannot observe these true probabilities, we cannot precisely measure the model's accuracy, and these exercises must therefore be somewhat informal. 8 Our variables are monthly averages of daily values. The implied-volatility measures are constructed from atthe-money options using the Black-Scholes formula. 9 We interpolate the quarterly Survey to get monthly expected-inflation values.
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The BIC produced by each univariate logit model is shown in the second column. (For comparison, as shown in the last row, the BIC produced by a model with no regressors-i.e., a constant probability-is 121.0.) The two models ranked highest by this criterion are those based on the AA 10-year and AA 5-year credit spreads. Beyond these, models based on various term spreads have BIC's that are moderately higher. All of the other variables perform relatively poorly as univariate forecasters. The third column shows the Bayes factor for each model (using the BIC approximation), relative to the top model. Taking these numbers literally, the AA 10-year model is 5,000 times as likely to be "correct" as the best of the term-spread models, and over 1 million times as likely as most of the other models in the table.
The final two columns of the table report the results of out-of-sample tests. Of all of the variables, the 10-year AA spread produced the highest out-of-sample recession probability for We note, however, that even the best credit spreads, by themselves, are not perfect predictors. In addition to the spike in 1998, the AA spread produces some false positives in the 2002-03 period. In other words, while term spreads may ignore important information about default risk, credit spreads may be overly sensitive to financial-market noise that is not necessarily linked to macroeconomic fundamentals. Presumably, information from both sources is potentially useful. This is precisely our motivation for considering bivariate models in the following section.
Bivariate Models
In light of the recent difficulties the term-spread model has had, some research has suggested that additional variables may more fully capture market perceptions. Most of this work has focused on other aspects of the yield curve itself. For example, Hamilton and Kim (2002) decompose the yield curve into components due to short rates and interest-rate volatility, and Wright (2006) examines models including inflation, interest-rate levels, and term premia. In general, accounting for the level, in addition to the slope, of the yield curve adds significant forecasting power for recession models. On the other hand, SW03 conclude that adding financial variables to the term spread does not significantly enhance its success in forecasting GDP growth. Our exercises below build on these approaches but consider a more comprehensive list of possible financial factors.
Our 54 variables offer a total of 1,431 possible bivariate models. Of these, the 25 models that rank highest by BIC are presented in Table 2 . All of these models dominate even the best-performing univariate model. The best of the bivariate models, which includes the AA 5-year credit spread and the 2-to 10-year term spread, is over half a million times more likely to have produced the data than the model with the AA 10-year spread alone. The solid line in Figure 3 , which plots the recession probability generated by this model, shows why this is the case. The bivariate model produces in-sample probabilities of around 90 percent for the two recessions, and its false positives are minor. Note that this is a considerably different picture than that which would be provided by a simple averaging of the two corresponding univariate models, as can be seen qualitatively by comparing Figure 1 . Thus, the interaction between the term and credit spreads appears to matter.
The bivariate models also do a better job in terms of out-of-sample predictability. All of the models in Table 2 would have predicted the 2001 recession with greater than 50 percent probability, and most would have given probabilities of over 90 percent. During the expansion, nearly all of these models would have produced recession probabilities of less than 10 percent, with several producing less than 5 percent. Again, the models including both term and credit spreads generally do the best job in the out-of-sample tests.
Model and Parameter Uncertainty
From a Bayesian perspective, the marginal likelihood of each model can be used to infer the probability of that model having generated the data. In this section, we exploit this idea to quantify the probabilities of different types of models and to produce optimally weighted (Bayesian) forecasts. The weights are constructed as
where p m is our prior probability for model m, discussed below. Given these weights, we can combine the posterior distributions produced by the various models and summarize their features.
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Priors
These exercises require us to specify prior probabilities p m across models. (These were not necessary to compute the Bayes factors discussed above.) It is tempting to specify a prior that that each of the possible models is equally likely, but this would implicitly give more prior weight to the bivariate models (which are far more numerous). Similarly, certain types of variables-e.g., credit spreads-are overrepresented among our candidate regressors, so weighting all models equally would implicitly give high weight to such variables.
To avoid stacking the odds in this way, we adopt a hierarchical prior across models that incorporates, first, equal probabilities of bivariate versus univarite models; second, uniform beliefs over whether different types of variables enter the model; and, third, uniform beliefs over which variables enter within each type. Specifically, we use equal probabilities that at least one of each of the following types of variables enters the model (non-exclusively): a credit spread, a term spread, a measure of the level of interest rates, a measure of the change in interest rates, a measure of commodity-price levels or changes, and one of the remaining variables. We then assign equal probability to each variable within each of these groups. Table 3 summarizes these priors for the univariate and bivariate models considered separately, and for all of the models considered jointly.
Posterior Probabilities of Regressors
The posterior probability of each variable x i entering the model with a non-zero coefficient is computed as otherwise. These probabilities are reported in the "posterior probability" columns of Table 3 .
In all cases, there is nearly a 100% posterior probability that some credit spread belongs in the model. If a second variable is to be included, there is an 87 percent probability that it should be a term spread. As noted in the last row, the posterior probability that only one variable belongs in the model is negligible. Thus, as was suggested by the earlier results, we find strong support for a bivariate model containing both a credit spread and a term spread. 9
Model Averaging
This section asks whether additional performance can be gained by considering the various models' predictions in combination. For the moment, we ignore parameter uncertainty-that is, we consider only linear combinations of the models' maximumlikelihood forecasts. Thus, the model-average recession probabilities are of the form Table 4 presents the results of out-of-sample forecasting tests using these combinations.
Again, we test the univariate and bivariate models separately and jointly. The simple average generally does not perform well. For the univariate models, it provides nearly the same probabilities, on average, prior to the recession and the expansion. The bivariate models do only slightly better. Considering the median forecasts, rather than the averages, generally produces results that are even worse. The failure of the simple averages and medians is not surprising, given that most of the financial indicators we consider seem to have little individual forecasting power, as was demonstrated in Table 1 .
On the other hand, the Bayesian model averages do a good job of out-of-sample prediction. Among the univariate models, the 10-year AA spread receives the majority of the weight, and so the Bayesian average is similar to that of the top model in Table 1 , with average recession probabilities of 86 percent during the recession and 22 percent during the expansion. For the bivariate models, the respective probabilities were 92 percent and 9 percent. Since the bivariate models receive the bulk of the posterior weight, the performance of the average across all models is similar to that of the bivariate-model average.
The Bayesian model average stands in contrast to results in other studies (including SW03) suggesting that simple averages tend to perform at least as well as Bayesian averages out of sample. However, it is clear from Figure 3 why this cannot generally be true. The dashed line shows the simple model average, and the dotted line shows the Bayesian model average. Because many of the models that we consider-for example, those depicted in Figure 2 -provide very poor forecasts, the simple average is extremely damped around the unconditional mean. On the other hand, the Bayesian average tends to give the poorly performing models less weight, and it thus looks very similar to the output of the best models.
Parameter Uncertainty
Due to the relatively short sample, the parameters in some of our models are estimated with substantial uncertainty. Parameter uncertainty in these models can translate into large confidence regions around the maximum-likelihood point estimates of the recession probabilities, and-due to both the non-normality of the parameters and the nonlinearity of the logistic transformation-these confidence intervals are generally asymmetric. Thus, simply reporting maximum-likelihood values may be misleading.
To account for this problem, we estimate the distribution of recession probabilities using Monte Carlo methods. Specifically, we draw 200,000w m times from the posterior parameter distribution of each model (rounding the number of draws to the nearest integer) with a Metropolis-Hastings algorithm. These draws constitute a numerical approximation to the posterior distribution across both models and parameters and allow us do derive the timevarying distribution of recession probabilities, accounting for both model and parameter uncertainty. Figure 4 tracks the resulting estimates of the mean recession probability (solid line), together with the middle 90 percent of the mass (shaded area). Due to the asymmetry, the mean recession probabilities tend to be closer to 50 percent than the ML probabilities. Thus, for example, as of April 2007, the ML estimates from the preferred bivariate model and the Bayesian average of the ML estimates both produce recession probabilities of essentially zero.
However, accounting for the distribution across models and parameters, the mean probability was 12 percent, and the middle 90 percent of the distribution spanned 0 to 83 percent.
The fourth row of Table 4 shows the forecasting performance of the posterior mean, with both the parameter distributions and the model weights reestimated for each of the two out-of-sample periods. Although this measure outperformed the simple averages in predicting the recession, it fared less well in predicting the expansion. Moreover, in neither period did it dominate the Bayesian average of the maximum-likelihood estimates reported above.
However, the skewness of the distribution implies that forecasting performance will be sensitive to the central-tendency measure used. Since we are evaluating forecast performance by mean absolute error-and thus assuming a linear loss function-the median is arguably more appropriate than the mean. The performance of the median across the distribution of models and parameters is shown in the last line of the table and as the dashed line in the figure. At least for the bivariate models, this measure outperforms any of the alternatives in terms of its prediction of the post-2001 expansion, with performance during the recession comparable to the Bayesian average of the ML estimates. Qualitatively, it looks quite similar to the Bayesian average of the ML forecasts that was presented in the previous section.
Conclusion
This paper has considered models of recession risk based on 54 variables that reflect financial markets' perceptions. Our main findings are as follows. First, we find that credit spreads on risky debt have been at least as informative as term spreads over the past two decades for predicting recessions. Indeed, among both the univariate and bivariate models we considered, the models most preferred by the data all incorporate such spreads, and these models also tend to perform well out of sample. Second, bivariate models fit the data much better than univariate models, both in and out of sample. In particular, the best-fitting bivariate models incorporate both credit and term spreads-over the last twenty years, the simultaneous occurrence of a flat or inverted yield curve and a high credit spread has been a strong signal of an imminent recession. Finally, weighting the models' estimated recession probabilities by their relative odds of having produced the data-i.e., the Bayesian model average-results in substantially better out-of-sample forecasts than simple averages. This is due to the high weight that the data place on a relatively small number of the possible models.
To keep the analysis focused, we have confined our attention to univariate and bivariate models of recessions estimated on post-1987 data. Possibilities for future work would be to relax these restrictions. For reasons suggested above, focusing only on the recent data appears appropriate, but an interesting extension would be to trace the performance of credit spreads in earlier periods. Examining other measures of economic performance, such as GDP growth, may also provide additional insight. Finally, it may be that including more than two variables could improve the performance of the logit models even further. 
