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Resumo
Este texto tem como objetivo o estudo de um tipo de co´digo que pos-
sui relac¸o˜es com as teorias de curvas alge´bricas e de formas quadra´ticas.
Comec¸aremos introduzindo as definic¸o˜es e resultados sobre as treˆs teorias que
sera˜o necessa´rias a este estudo. Depois apresentaremos os co´digos a serem
estudados bem como as relac¸o˜es entre seus sub-co´digos e curvas alge´bricas
e entre suas palavras e formas quadra´ticas. Observando que sub-co´digos de
peso mais baixo correspondem a curvas com mais pontos, nos dedicaremos a
obter um processo para a descoberta de sub-co´digos de peso mı´nimo dentro
deste tipo de co´digo. Tal processo sera´ poss´ıvel atrave´s de investigac¸o˜es sobre
as formas quadra´ticas associadas a palavras. Finalizaremos com exemplos de
aplicac¸o˜es do processo em alguns co´digos, o que permite tambe´m calcular
seus pesos de Hamming generalizados de ordem mais baixa.
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Abstract
This text’s objective is the study of a kind of code wich has relations with
the theories of algebraic curves and quadratic forms. We start by introducing
definitions and results about the three theories we will need in such study.
Later, we present the codes wich will be studied along with relations between
its subcodes and algebraic curves and between its words and quadratic forms.
Noting that lower weight subcodes correspond to curves with more points,
we research a process to find minimum weight subcodes in this kind of code.
This process will be possible through investigations on the quadratic forms
related to words. Finally we set examples of applications of the process on
some codes, and that gives us their lower order generalized Hamming weights.
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Introduc¸a˜o
Curvas alge´bricas e co´digos lineares sa˜o dois objetos matema´ticos tradicional-
mente interligados. Neste trabalho veremos que tambe´m e´ poss´ıvel utilizar
a teoria de formas quadra´ticas para se obter informac¸o˜es adicionais sobre os
dois temas. O entrelac¸amento entre as treˆs teorias abordadas neste texto
sera´ feito atrave´s de um tipo de co´digo bina´rio peculiar, o qual sera´ um sub-
co´digo de um co´digo de Reed-Muller perfurado. Os pesos das palavras deste
co´digo estara˜o relacionadas ao nu´mero de pontos de curvas planas de Artin-
Schreier. Com base nesta relac¸a˜o, estabeleceremos uma nova entre pesos de
sub-co´digos e nu´mero de pontos de curvas, que desta vez na˜o sera˜o mais pla-
nas. Observando que sub-co´digos de peso mais baixo sera˜o ligados a curvas
com mais pontos, torna-se interessante calcular os pesos de Hamming gene-
ralizados deste co´digo. Esta tarefa sera´ facilitada pela criac¸a˜o de sub-co´digos
de peso mı´nimo, o que sera´ feito atrave´s da criac¸a˜o de formas quadra´ticas
que induzem palavras de peso mı´nimo dentro do nosso co´digo.
No primeiro cap´ıtulo definiremos e apresentaremos a teoria que se fara´
necessa´ria sobre os treˆs conceitos a serem trabalhados: curvas alge´bricas,
co´digos lineares e formas quadra´ticas sobre um corpo de caracter´ıstica 2. E
como tudo sera´ feito sobre corpos finitos, explicitaremos tambe´m alguma teo-
ria a respeito. A maioria dos resultados sera˜o apenas citados, com excec¸a˜o
das sec¸o˜es referentes a co´digos e formas quadra´ticas. Sobre a teoria de co´digos
sera˜o elaborados resultados visando facilitar o ca´lculo dos pesos de Hamming
generalizados. Ja´ no caso da teoria de formas quadra´ticas, como a carac-
ter´ıstica 2 na˜o e´ ta˜o facilmente abordada bibliograficamente, teremos sobre
ela algumas demonstrac¸o˜es.
Ja´ no segundo cap´ıtulo, apresentaremos o co´digo que e´ o tema central
deste texto, o qual sera´ determinado por dois nu´meros naturais m e h, com
h ≤ m/2. Uma vez escolhidos estes dois nu´meros, toma-se o conjunto dos
polinoˆmios linearizados, com coeficientes no corpo com 2m elementos, cujos
1
graus sa˜o limitados por 2h e o co´digo esta´ completamente determinado por
este conjunto. Este cap´ıtulo tambe´m incluira´ as relac¸o˜es das palavras deste
co´digo com as curvas de Artin-Schreier e com func¸o˜es quadra´ticas, bem como
a construc¸a˜o de curvas ligadas a sub-co´digos, junto com a fo´rmula que liga o
peso destes ao nu´mero de pontos daquelas.
Concluiremos com o terceiro cap´ıtulo onde sera´ elaborado um me´todo
para se obter sub-co´digos de peso mı´nimo no nosso co´digo. Este me´todo
consiste em construir um conjunto de func¸o˜es quadra´ticas que induzem pa-
lavras de peso mı´nimo e avaliar a dimensa˜o do co´digo constitu´ıdo por estas
palavras. Sera˜o necessa´rias abordagens ligeiramente diferentes quanto a` es-
colha de m, nos casos deste nu´mero ser par ou ı´mpar. Tambe´m ilustraremos
a aplicac¸a˜o do me´todo com alguns exemplos para certas escolhas de h, in-
cluindo exemplos mais espec´ıficos ainda onde escolhe-se h e m.
O texto aqui escrito foi baseado no artigo [G-V 3], de Gerald van der
Geer e Marcel van der Vlugt. Tambe´m foram utilizados conteu´dos dos artigos
[G-V 1] e [G-V 2] dos mesmos autores, ja´ que muito do primeiro artigo citado
se baseia neles.
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Cap´ıtulo 1
Noc¸o˜es ba´sicas
Faremos neste cap´ıtulo a introduc¸a˜o dos conceitos ba´sicos que sera˜o explora-
dos e interligados neste trabalho: as curvas alge´bricas, os co´digos lineares e
as formas quadra´ticas. Antes de tudo, pore´m, precisaremos introduzir alguns
conceitos sobre corpos finitos.
1.1 Corpos finitos
Como este trabalho sera´ todo desenvolvido sobre corpos finitos, va´rios re-
sultados sobre o assunto sera˜o necessa´rios, os quais sera˜o apresentados aqui
junto com a notac¸a˜o que adotaremos para os objetos relacionados ao tema.
A refereˆncia ba´sica para o assunto e´ [L-N].
Todo corpo finito e´ uma extensa˜o alge´brica finita do corpo Zp das classes
de congrueˆncia mo´dulo p, onde p e´ um primo. Sendo extensa˜o alge´brica, ele e´
tambe´m um espac¸o vetorial sobre Zp, tendo, portanto, pm elementos, onde m
e´ a sua dimensa˜o. Denotaremos por Fq o corpo com q elementos, onde q = p
m
para algum primo p e um nu´mero natural m. Desta forma escreveremos
Fp no lugar de Zp. Podemos utilizar esta notac¸a˜o sem problemas pois o
corpo com q elementos e´ u´nico a menos de isomorfismo. Outra caracter´ıstica
importante de Fq como extensa˜o alge´brica de Fp e´ que este e´ o corpo de
ra´ızes do polinoˆmio Xq −X ∈ Fp[X].
Dado um corpo finito Fq, qualquer extensa˜o finita deste e´ um corpo Fqn
com n natural, ou seja, um corpo com pmn elementos. Por outro lado temos
tambe´m que qualquer sub-corpo de Fq e´ um corpo Fpn onde n divide m.
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Dado Fqn extensa˜o de Fq, o grupo dos Fq-automorfismos de Fqn e´ c´ıclico de
ordem n, gerado pelo automorfismo σ : Fqn → Fqn definido por σ(x) = xq.
Um paraˆmetro importante relacionando Fqn a Fq e´ a chamada func¸a˜o trac¸o,
definida por:
TrFqn/Fq : Fqn → Fq
x 7→
n−1∑
j=0
σj(x) =
n−1∑
j=0
xq
j
.
Esta func¸a˜o exercera´ um papel central neste texto, e algumas das carac-
ter´ısticas dela que sera˜o u´teis se encontram na proposic¸a˜o abaixo, que e´
fruto dos Teoremas 2.23, 2.25 e 2.26 de [L-N].
Proposic¸a˜o 1.1.1: Dado Fqn extensa˜o de Fq, a func¸a˜o TrFqn/Fq satisfaz:
1. TrFqn/Fq e´ uma transformac¸a˜o linear sobrejetiva quando consideramos
os dois corpos como Fq-espac¸os vetoriais.
2. TrFqn/Fq(α) = 0 se, e somente se, α = β
q + β para algum β ∈ Fqn.
3. TrFqn/Fp(x) = TrFq/Fp [TrFqn/Fq(x)] para cada x ∈ Fqn.
Como a func¸a˜o que mais utilizaremos sera´ TrFq/Fp , esta sera´ tratada
apenas por Tr.
1.2 Curvas alge´bricas
Apresentaremos brevemente aqui o conceito de curvas alge´bricas, que sera˜o
apresentadas como um caso particular de conjuntos alge´bricos. Tambe´m sera´
enunciado um crite´rio para o isomorfismo entre variedades alge´bricas.
Dado um corpo K denotaremos por An(K) o conjunto das n-uplas de
elementos de K. An(K) (ou An quando estiver claro qual e´ o corpo em
questa˜o) sera´ chamado o n-espac¸o afim sobre K. Em particular nos referimos
a A2 por plano afim. Chamamos conjunto alge´brico afim sobre K a um
conjunto do tipo
V (I) = {(a1, . . . , an) ∈ An(K); f(a1, . . . , an) = 0 ∀f ∈ I}
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onde I e´ um ideal de B = K[X1, . . . , Xn]. Dado um conjunto alge´brico afim
V , definimos o ideal I(V ) em B por
I(V ) = {f(X1, . . . , Xn) ∈ B; f(a1, . . . , an) = 0 ∀(a1, . . . , an) ∈ V }.
Temos que V (I(V )) = V . Mais ainda, I(V ) e´ o maior ideal I que cumpre
V (I) = V . Quando I(V ) e´ um ideal primo, chamamos V de variedade
alge´brica afim ou, mais sucintamente, apenas variedade. Dadas duas varie-
dades V e W em Am e An, respectivamente, uma func¸a˜o f : V → W e´ dita
uma func¸a˜o polinomial se existem polinoˆmios p1, . . . , pn ∈ K[X1, . . . , Xm]
tais que
f(a1, . . . , am) = (p1(a1, . . . , am), . . . , pn(a1, . . . , am))
para cada (a1, . . . , am) ∈ V . Dizemos que V e W sa˜o isomorfas quando
existem func¸o˜es polinomiais f : V → W e g : W → V tais que f ◦ g e g ◦ f
sa˜o as identidades em V e W , respectivamente. A cada conjunto alge´brico
afim V esta´ associado o anel K[V ] = B/I(V ), que recebe o nome de anel de
coordenadas de V. Assim, quando V e´ uma variedade, K[V ] e´ um domı´nio de
integridade. Abaixo enunciamos o resultado, de uso comum, que caracteriza
o fato de duas variedades alge´bricas serem isomorfas.
Proposic¸a˜o 1.2.1: Duas variedades alge´bricas afins sa˜o isomorfas se, e so-
mente se, seus ane´is de coordenadas sa˜o K-isomorfos.
A dimensa˜o de um conjunto alge´brico V e´ definida como a dimensa˜o de
Krull de K[V ]. Um conjunto alge´brico de dimensa˜o 1 e´ chamado de curva
alge´brica, ou apenas curva. Quando tal curva esta´ definida no plano afim,
a chamamos de curva alge´brica plana. No caso em que V e´ uma variedade
alge´brica, o Teorema da normalizac¸a˜o de Noether diz que a dimensa˜o de
V e´ dada pelo grau de transcendeˆncia, sobre K, do corpo de frac¸o˜es de
K[V ]. Ale´m disso, a uma variedade alge´brica de dimensa˜o 1 chamamos
curva alge´brica irredut´ıvel.
Toda curva plana C = V (I) pode ser definida a partir de uma equac¸a˜o
f(X, Y ) = 0,
onde f e´ um polinoˆmio tal que I = (f), ou seja,
C = {(x, y) ∈ K2; f(x, y) = 0}.
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Evidentemente a curva C sera´ irredut´ıvel quando f for irredut´ıvel. Mais
geralmente, todo conjunto alge´brico V = V (I) ⊂ An pode ser definido a
partir de um sistema 
f1(X1, . . . , Xn) = 0
...
fk(X1, . . . , Xn) = 0
com f1, . . . , fk polinoˆmios tais que I = (f1, . . . , fk). Uma boa refereˆncia para
o que acabamos de descrever e´ o livro [F].
1.3 Co´digos
O objeto principal deste texto e´ um co´digo linear, um conceito que sera´
apresentado nesta sec¸a˜o. Estamos principalmente interessados nos pesos de
Hamming generalizados, que como o pro´prio nome ja´ diz, sa˜o a generalizac¸a˜o
do peso mı´nimo, um importante invariante de um co´digo.
Dados n ∈ N e um conjunto finito A, que chamaremos de alfabeto, uma
palavra de tamanho n e´ um elemento de An. Um co´digo de tamanho n sobre
A e´ um subconjunto na˜o vazio de An. Vejamos agora duas definic¸o˜es centrais
na teoria de co´digos.
Definic¸a˜o 1.3.1: Em um co´digo C ⊂ An:
1. A distaˆncia de Hamming e´ a func¸a˜o
d :C × C → {0, . . . , n}
(x, y) 7→ #{i ∈ {1, . . . , n}; xi 6= yi}.
2. A distaˆncia mı´nima de um co´digo e´ o mı´nimo que a distaˆncia de
Hamming assume entre duas palavras distintas deste co´digo.
Como a func¸a˜o acima e´ uma me´trica em An, um co´digo forma um espac¸o
me´trico quando considerada sobre ele a distaˆncia de Hamming. Em um
co´digo corretor de erros, sua distaˆncia mı´nima d e´ um paraˆmetro importante
pois nele e´ poss´ıvel corrigir ate´ [d− 1/2] erros de uma palavra recebida.
Quando o alfabeto e´ um corpo finito Fq e o co´digo e´ um sub-espac¸o
vetorial de (Fq)n, dizemos que este e´ um co´digo linear de tamanho n. A um
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sub-espac¸o vetorial de um co´digo linear chamamos sub-co´digo. Seja C um
co´digo linear de tamanho n sobre Fq. Chamamos w(c) = d(c, 0) o peso da
palavra c de C , e o peso mı´nimo de C o mı´nimo que a func¸a˜o peso admite
nas palavras na˜o nulas. Temos enta˜o que em C o seu peso mı´nimo e´ igual a`
sua distaˆncia mı´nima. Tambe´m podemos definir o peso de um sub-co´digo D
de C da seguinte forma:
w(D) = #{i ∈ {1, . . . , n}; ∃ c ∈ D tal que ci 6= 0}.
Finalmente, definimos o r-e´simo peso de Hamming generalizado de C por
dr(C ) = min{w(D); D sub-espac¸o r-dimensional de C }.
A seguir teremos o primeiro dos dois u´nicos resultados apresentados nesta
sec¸a˜o, os quais nos dara˜o uma vantagem computacional.
Proposic¸a˜o 1.3.2: Para cada D sub-co´digo de C vale
w(D) =
1
qd − qd−1
∑
c∈D
w(c),
onde d = dim(D).
Demonstrac¸a˜o: Seja pii : (Fq)
n → Fq para cada i ∈ {1, . . . , n} a projec¸a˜o
na i-e´sima coordenada e ρ : Fq → Z≥0 definido por ρ(x) = 1, se x 6= 0, e
ρ(0) = 0. Deste modo, para cada c ∈ (Fq)n,
w(c) =
n∑
i=1
ρ ◦ pii(c).
Agora tomando Z = {i ∈ {1, . . . , n}; pii(c) = 0 ∀c ∈ D} temos que i 6∈ Z
implica dim(ker(pii) ∩D) = d− 1, ou seja, #ker(pii) ∩D = qd−1, e assim∑
c∈D
ρ ◦ pii(c) = qd − qd−1.
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Com isso ∑
c∈D
w(c) =
∑
c∈D
n∑
i=1
ρ ◦ pii(c)
=
n∑
i=1
∑
c∈D
ρ ◦ pii(c)
=
∑
i 6∈Z
∑
c∈D
ρ ◦ pii(c)
=
∑
i 6∈Z
(qd − qd−1)
= w(D)(qd − qd−1).
Quando num sub-co´digo toda palavra na˜o nula tiver o peso mı´nimo do
co´digo, o chamaremos de um sub-co´digo de peso mı´nimo. E´ fa´cil ver que
sub-co´digos de um sub-co´digo de peso mı´nimo tambe´m sa˜o de peso mı´nimo.
Ainda a respeito desta definic¸a˜o temos o corola´rio abaixo.
Corola´rio 1.3.3: Se em C existe um sub-co´digo D de peso mı´nimo e di-
mensa˜o r, enta˜o vale a seguinte fo´rmula:
dr(C ) =
qr − 1
qr − qr−1d1(C ).
Demonstrac¸a˜o: Basta observar que se c ∈ C \ {0} tem o peso mı´nimo, enta˜o
d1(C ) = w(Fq · c) = w(c)
e
dr(C ) = w(D) =
1
qr − qr−1
∑
d∈D
w(d) =
qr − 1
qr − qr−1w(c)
Os co´digos que exploraremos neste trabalho sa˜o todos pertencentes a`
famı´lia dos co´digos de Reed-Muller, que sera˜o apresentados agora. Tomando
a func¸a˜o de avaliac¸a˜o
β : Fq[X1, . . . , Xm]→ (Fq)qm
f 7→ (f(v))v∈(Fq)m ,
e o conjunto
Pr = {f ∈ Fq[X1, . . . , Xm]; grau(f) ≤ r},
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definimos o co´digo de Reed-Muller de r-e´sima ordem sobre Fq de compri-
mento qm por
R(r,m) = β(Pr).
Este conjunto e´ de fato um co´digo linear pois a aplicac¸a˜o avaliac¸a˜o e´ Fq-
linear. Fazendo uma ligeira alterac¸a˜o nesta aplicac¸a˜o de modo a obter
β∗(f) = (f(v))v∈(Fq)m\{0},
podemos definir o co´digo de comprimento qm − 1
R∗(r,m) = β∗(Pr),
que chamaremos de co´digo de Reed-Muller perfurado.
1.4 Formas quadra´ticas sobre um corpo de
caracter´ıstica 2
Existe uma vasta bibliografia abordando a teoria de formas quadra´ticas.
Pore´m, como o caso de interesse e´ sobre um corpo de caracter´ıstica 2, que
nem todos os livros escolhem contemplar, aqui sera˜o desenvolvidos alguns
resultados sobre o assunto.
Uma n-forma quadra´tica sobre um corpo K e´ um polinoˆmio homogeˆneo
de grau 2 em ate´ n varia´veis com coeficientes neste corpo ou o polinoˆmio
nulo, ou seja, um polinoˆmio da forma
n∑
i=1
j≥i
aijXiXj,
onde os coeficientes aij ∈ K esta˜o unicamente determinados. Deste modo,
uma n-forma quadra´tica pode ser vista como k-forma quadra´tica para cada
k > n, o que faz sentido ja´ que sempre podemos incluir K[X1, . . . , Xn] em
K[X1, . . . , Xn+1].
Mais abrangente que o conceito de forma quadra´tica e´ o de func¸a˜o quadra´tica,
o qual sera´ mais utilizado neste texto do que o anterior. Dados V um K-
espac¸o vetorial e ϕ : V → K uma func¸a˜o, dizemos que ϕ e´ uma func¸a˜o
quadra´tica se ela satisfaz as condic¸o˜es:
9
(i) ∀(a, x) ∈ K× V , ϕ(ax) = a2ϕ(x);
(ii) Bϕ(x, y) = ϕ(x+ y)−ϕ(x)−ϕ(y) define uma forma bilinear sime´trica
de V × V em K.
Neste caso nos referimos ao par (V, ϕ) por espac¸o quadra´tico. E´ fa´cil ver que
se tivermos α e β funcionais lineares de V em K e definirmos, para cada
x ∈ V , ϕ(x) = α(x) · β(x), enta˜o (V, ϕ) forma um espac¸o quadra´tico. Dada
uma n-forma quadra´tica Q tem-se que
Q : Kn → K
(x1, . . . , xn) 7→ Q(x1, . . . , xn),
e´ uma func¸a˜o quadra´tica, a qual sera´ frequentemente tratada como a pro´pria
forma, uma vez que duas formas quadra´ticas sa˜o iguais se, e somente se, elas
coincidem como func¸o˜es. Tambe´m e´ verdade que cada func¸a˜o quadra´tica
cujo domı´nio e´ Kn determina uma u´nica n-forma quadra´tica, um fato que
sera´ verificado mais a frente no caso de corpos de caracter´ıstica 2.
Chamamos dois espac¸os quadra´ticos (V, ϕ) e (W,ψ) de isome´tricos, de-
notado por (V, ϕ) ∼ (W,ψ), quando existe um isomorfismo T : V → W tal
que ϕ = ψ ◦ T . Ale´m disso, duas n-formas quadra´ticas Q e R sera˜o ditas
equivalentes, ou Q ∼ R, quando tivermos (Kn, Q) ∼ (Kn, R). Em outras
palavras, duas formas quadra´ticas sa˜o equivalentes se existe uma mudanc¸a
linear na˜o singular de varia´veis que transforma uma na outra. Chamamos de
posto da forma quadra´tica Q o inteiro na˜o negativo
min{n ∈ Z≥0; existe R n-forma quadra´tica tal que Q ∼ R}.
Ale´m disso, uma n-forma quadra´tica e´ dita degenerada se seu posto e´ menor
que n. Extenderemos este conceito para espac¸os quadra´ticos dizendo que uma
func¸a˜o quadra´tica ϕ : V → K e´ degenerada quando existe um isomorfismo
T : Kn → V , n = dim V , tal que ϕ ◦ T na˜o depende de xn.
Dadas (V, ϕ) e (W,ψ) espac¸os quadra´ticos sobre K podemos definir
ϕ⊕ ψ : V ⊕W → K
v + w 7→ ϕ(v) + ψ(w)
e assim temos o espac¸o quadra´tico (V ⊕W,ϕ⊕ ψ).
Consideremos de agora em diante K um corpo com caracter´ıstica 2. Co-
mecemos verificando um resultado ja´ prometido anteriormente.
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Proposic¸a˜o 1.4.1: Dada ϕ : Kn → K func¸a˜o quadra´tica existe uma u´nica
n-forma quadra´tica Qϕ tal que
ϕ(x1, . . . , xn) = Qϕ(x1, . . . , xn) ∀(x1, . . . , xn) ∈ Kn.
Demonstrac¸a˜o: Considere e1, . . . , en a base canoˆnica de K
n e Bϕ a forma
bilinear sime´trica associada a ϕ. Agora tome para cada (i, j) ∈ {1, . . . , n}2
com j ≥ i
aij =
{
ϕ(ei), se i = j
Bϕ(ei, ej), se j > i
Tomando
Qϕ(X1, . . . , Xn) =
n∑
i=1
j≥i
aijXiXj
temos que para cada (x1, . . . , xn) ∈ Kn
ϕ(x1, . . . , xn) = ϕ
(
n∑
i=1
xiei
)
= ϕ(x1e1) + ϕ
(
n∑
i=2
xiei
)
+B
(
x1e1,
n∑
i=2
xiei
)
= a11x
2
1 + ϕ
(
n∑
i=2
xiei
)
+
n∑
j=2
a1jx1xj
e prosseguindo com o mesmo racioc´ınio chegamos a
ϕ(x1, . . . , xn) =
n∑
i=1
aiix
2
i +
n−1∑
i=1
n∑
j=i+1
aijxixj
=
n∑
i=1
n∑
j≥i
aijxixj
= Qϕ(x1, . . . , xn).
Chamamos Bϕ, definida em (ii), de forma bilinear associada a (V, ϕ).
Para cada S sub-espac¸o vetorial de V , definimos o sub-espac¸o ortogonal a S
por
S⊥ = {x ∈ V ; Bϕ(x, y) = 0 ∀y ∈ S}.
Chamamos o radical de ϕ, ou rad ϕ, o conjunto V ⊥.
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Teorema 1.4.2: Dado (V, ϕ) espac¸o quadra´tico sobre K e U ⊂ V sub-espac¸o
tal que V = U ⊕ rad ϕ. Enta˜o tem-se:
1. rad (ϕ|U) = {0}
2. rad ϕ e´ soma ortogonal de sub-espac¸os unidimensionais;
3. U e´ soma ortogonal de sub-espac¸os bidimensionais.
Demonstrac¸a˜o: Para se provar 1 basta observar que rad ϕ|U = (rad ϕ) ∩ U .
O item 2 e´ consequeˆncia imediata do fato de qualquer base de rad ϕ ser
ortogonal.
A prova de 3. sera´ feita por induc¸a˜o sobre a dimensa˜o de U . Se dim(U) = 0
na˜o ha´ nada a fazer. Supondo dim(U) > 0 e tomando v1 ∈ U \ {0}, como
v1 6∈ rad ϕ|U , existe v2 ∈ U tal que Bϕ(v1, v2) 6= 0. Ale´m disso,
Bϕ(v1, v1) = ϕ(v1 + v1) + ϕ(v1) + ϕ(v1) = 0,
logo v1 e v2 sa˜o linearmente independentes, por onde segue que o sub-espac¸o
U1 = Fq · v1 + Fq · v2 tem dimensa˜o 2. Tomando U2 = U1⊥ ∩ U temos
U = U1 ⊕ U2. Da´ı segue que rad ϕ|U2 = 0 e aplicando a hipo´tese de induc¸a˜o
em U2 temos o resultado.
Esta descric¸a˜o de V em sub-espac¸os ortogonais e´ u´til pois para cada
x ∈ V , se y ∈ rad ϕ, enta˜o
ϕ(x+ y) = ϕ(x) + ϕ(y) +Bϕ(x, y) = ϕ(x) + ϕ(y),
donde temos que ϕ = ϕ|U ⊕ϕ|rad ϕ para cada U tal que V = rad ϕ⊕U . Tal
observac¸a˜o sera´ u´til na demonstrac¸a˜o da pro´xima proposic¸a˜o.
Proposic¸a˜o 1.4.3: Uma func¸a˜o quadra´tica ϕ : V → K e´ degenerada se, e
somente se, existe z ∈ rad ϕ \ {0} tal que ϕ(z) = 0.
Demonstrac¸a˜o: Suponha que existe T : Kn → V isomorfismo linear tal que
ψ = ϕ ◦ T independe de xn. Como
ψ(x1, . . . , xn−1, xn) = ψ(x1, . . . , xn−1, 0)
para todo (x1, . . . , xn−1, xn) ∈ Kn,
ψ(0, . . . , 0, 1) = ψ(0, . . . , 0, 0) = 0.
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Enta˜o tomando z = T (0, . . . , 0, 1), temos que ϕ(z) = 0 e
Bϕ(x, z) = ϕ(x+ z) + ϕ(x) + ϕ(z)
= ϕ(T (T−1(x) + T−1(z))) + ϕ(x)
= ψ(T−1(x) + (0, . . . , 0, 1)) + ϕ(x)
= ψ(T−1(x)) + ϕ(x)
= ϕ(T (T−1(x))) + ϕ(x)
= ϕ(x) + ϕ(x) = 0,
para cada x ∈ Kn, ou seja, z ∈ rad ϕ. Agora para a volta, tome U ⊂ V tal
que V = rad ϕ⊕U , T1 : Km → U e T2 : Kn−m → rad ϕ isomorfismos. Segue
que
T : Kn → V
(x1, . . . , xn) 7→ T1(x1, . . . , xm) + T2(xm+1, . . . , xn)
e´ isomorfismo e ϕ ◦ T = ϕ ◦ T1 + ϕ ◦ T2. Portanto, podemos nos restringir
ao caso em que rad ϕ = V . Neste caso, tomando v1, . . . , vn base de V e
di = ϕ(vi), temos para cada (x1, . . . , xn) ∈ Kn
ϕ
(
n∑
i=1
xivi
)
=
n∑
i=1
dix
2
i .
Com isso, se ϕ(z) = 0 com z 6= 0, e aqui podemos supor z = ∑ni=1 zivi com
zn 6= 0,
n∑
i=1
diz
2
i = 0.
Considerando
T : Kn → V
(x1, . . . , xn) 7→
n−1∑
i=1
(
xi +
zi
zn
xn
)
vi + xnvn
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temos para cada (x1, . . . , xn) ∈ Kn
ϕ(T (x1, . . . , xn)) =
n−1∑
i=1
di
(
xi +
zi
zn
xn
)2
+ dnx
2
n
=
n∑
i=1
dix
2
i +
x2n
z2n
n−1∑
i=1
diz
2
i
=
n∑
i=1
dix
2
i +
x2n
z2n
dnz
2
n
=
n−1∑
i=1
dix
2
i
Os resultados apresentados ate´ aqui foram baseados na sec¸a˜o 1.4 de [P].
Tambe´m utilizaremos, para cada n-forma quadra´tica Q, a notac¸a˜o N(Q)
para a cardinalidade do conjunto soluc¸a˜o da equac¸a˜o Q(X1, . . . , Xn) = 0. A
proposic¸a˜o enunciada abaixo e´ derivada dos Teoremas 6.30 e 6.32 de [L-N] e
na˜o sera´ demonstrada neste texto.
Teorema 1.4.4: Seja Q uma n-forma quadra´tica na˜o degenerada sobre Fq.
Se n e´ ı´mpar,
Q ∼ X1X2 +X3X4 + . . .+Xn−2Xn−1 +X2n
e N(Q) = qn−1. Se n e´ par, enta˜o
Q ∼ X1X2 +X3X4 + . . .+Xn−1Xn,
e N(Q) = qn−1 + (q − 1)q(n−2)/2 ou
Q ∼ X1X2 +X3X4 + . . .+Xn−1Xn +X2n−1 + aX2n,
e N(Q) = qn−1 − (q − 1)q(n−2)/2, onde a ∈ Fq satisfaz Tr(a) = 1.
Como na˜o trataremos apenas de formas quadra´ticas na˜o degeneradas,
precisaremos da proposic¸a˜o abaixo.
Proposic¸a˜o 1.4.5: Sejam Q uma n-forma quadra´tica sobre Fq de posto k e
R uma k-forma tal que Q ∼ R. Enta˜o N(Q) = qn−kN(R).
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Demonstrac¸a˜o: Tomando T automorfismo linear de (Fq)
n tal que R = Q◦T ,
como a func¸a˜o quadra´tica induzida por R na˜o depende das n − k u´ltimas
coordenadas, o conjunto soluc¸a˜o de Q ◦ T (X1, . . . , Xn) = 0 e´ dado por
{(x1, . . . , xn) ∈ (Fq)n; R(x1, . . . , xk) = 0}
e este conjunto esta´ em bijec¸a˜o com N(Q).
Podemos adotar, para uma func¸a˜o quadra´tica ϕ : V → K,
N(ϕ) = #{x ∈ V ; ϕ(x) = 0}.
Para generalizar os dois resultados acima para func¸o˜es quadra´ticas basta
tomar um isomorfismo T : Kn → V e considerar a func¸a˜o quadra´tica ϕ ◦ T ,
que tera´ uma forma quadra´tica associada, pela Proposic¸a˜o 1.4.1, equivalente
a ϕ. As soluc¸o˜es desta forma quadra´tica sera˜o trazidas a` func¸a˜o quadra´tica
original por interme´dio de T .
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Cap´ıtulo 2
O co´digo Ch
Este cap´ıtulo se dedicara´ a` construc¸a˜o de um tipo particular de co´digo e
ao estudo de suas relac¸o˜es com as teorias de curvas alge´bricas e formas
quadra´ticas. Tais relac¸o˜es permitem um intercaˆmbio de informac¸o˜es entre
sub-co´digos deste co´digo e algumas curvas alge´bricas. Fazemos aqui a breve
apresentac¸a˜o deste co´digo para tratar das relac¸o˜es com as outras teorias nas
sec¸o˜es que seguira˜o. Seja q = 2m com 1 < m ∈ N. Para algum 0 < h ≤ [m/2]
considere
Rh =
{
h∑
i=0
aiX
2i ; ai ∈ Fq
}
.
Este conjunto, por ser um espac¸o vetorial sobre Fq, tambe´m o e´ sobre F2.
Os polinoˆmios que o constituem sa˜o ditos linearizados pois f ∈ Rh implica
f(x+ y) = f(x) + f(y) ∀x, y ∈ Fq.
Temos enta˜o o co´digo bina´rio de tamanho q − 1
Ch = {CR = (Tr[xR(x)])x∈F∗q ; R ∈ Rh}
sobre o qual trabalharemos de aqui em diante ate´ o final do cap´ıtulo.
2.1 Co´digos e curvas
Palavras de Ch se identificam com curvas planas assim como sub-co´digos de
dimensa˜o d com curvas em Ad+1. Estas identificac¸o˜es ligam sub-co´digos de
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peso menor a curvas com mais pontos.
A cada palavra CR deste co´digo associamos a curva de Artin-Schreier CR
em A2(Fq) definida pela equac¸a˜o
Y 2 + Y = XR(X).
Verificamos a irredutibilidade do polinoˆmio Y 2+Y +XR(X) observando que
para termos um polinoˆmio do tipo Y 2+Y +f(X) redut´ıvel sobre (Fq[X])[Y ]
deve existir g(X) ∈ Fq[X] tal que g(X)2 + g(X) = f(X), implicando num
f(X) de grau par. A associac¸a˜o feita entre CR e CR se justifica em virtude
da proposic¸a˜o abaixo.
Proposic¸a˜o 2.1.1:
w(CR) = q − #CR
2
Demonstrac¸a˜o: Sabemos que
#CR =
∑
x∈Fq
#{y ∈ Fq; xR(x) = y2 + y}.
Pore´m, observe que o polinoˆmio Y 2 +Y tem 2 ra´ızes, 0 e 1. Ale´m disso, para
cada t ∈ Fq, se yp + y = t, enta˜o (y+ 1)2 + (y+ 1) = t. Ou seja, o polinoˆmio
Y 2 + Y + t, quando tem ra´ızes em Fq, tem exatamente 2. Segue pelo item 2
do Teorema 1.1.1 que
#{y ∈ Fq; xR(x) = y2 + y} =
{
2, se Tr[xR(x)] = 0,
0, se Tr[xR(x)] 6= 0.
Tem-se enta˜o que
#CR = 2(#{x ∈ Fq; Tr[xR(x)] = 0})
= 2(1 + #{x ∈ Fq∗; Tr[xR(x)] = 0}).
E como
w(CR) = q − 1−#{x ∈ F∗q; Tr[xR(x)] = 0},
conseguimos
#CR = 2(q − w(CR)).
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Tambe´m para um sub-co´digo D de Ch associamos uma curva. Tomando
CR1 , . . . , CRt base de D , definimos a curva afim C(D) ⊂ At+1(Fq) dada pelo
sistema 
Y 21 + Y1 = XR1(X)
...
Y 2t + Yt = XRt(X).
Pore´m, esta definic¸a˜o depende da escolha de uma base. E´ necessa´rio saber
ate´ onde a curva esta´ determinada por esta escolha.
Lema 2.1.2: A curva C(D), a menos de isomorfismo, independente da base
de D .
Demonstrac¸a˜o: Sejam CR1 , . . . , CRt e CS1 , . . . , CSt bases de D . Devemos ter
R1, . . . , Rt linearmente independentes, ja´ que a func¸a˜o R 7→ (Tr[xR(x)])x∈F∗q
e´ F2-linear. O mesmo ocorre para S1, . . . , St, portanto, temosR1...
Rt
 = A
S1...
St
 .
para algum A ∈ GL(t,F2) ⊂ GL(t,Fq). Com isso, consideremos o homo-
morfismo induzido da Fq-transformac¸a˜o linear
ϕ : Fq[X, Y1, . . . , Yt]→ Fq[X, Y1, . . . , Yt]
definida por ϕ |Fq [X]= Id eϕ(Y1)...
ϕ(Yt)
 = A
Y1...
Yt
 .
Este sera´ automorfismo, ja´ que o seu inverso pode ser obtido de maneira
semelhante utilizando A−1 no lugar de A. Agora tome, em Fq[X, Y1, . . . , Ys],
I o ideal gerado pelos polinoˆmios Y 2i + Yi + XRi(X), e J o gerado pelos
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polinoˆmios Y 2i + Yi +XSi(X). Comoϕ(Y
2
1 + Y1 +XR1(X))
...
ϕ(Y 2t + Yt +XRt(X))
 = A
Y
2
1 + Y1
...
Y 2t + Yt
+X
R1(X)...
Rt(X)

= A
Y
2
1 + Y1 +XS1(X)
...
Y 2t + Yt +XSt(X)

e A ∈ GL(t,Fq),
ϕ
(
t∑
i=1
Fq · [Y 2i + Yi +XRi(X)]
)
=
t∑
i=1
Fq · [Y 2i + Yi +XSi(X)],
donde, por ϕ ser automorfismo, segue que ϕ(I) = J . Temos enta˜o o iso-
morfismo entre Fq[X, Y1, . . . , Ys]/I e Fq[X, Y1, . . . , Ys]/J , que sa˜o os ane´is
de coordenadas de C(D) com as bases CR1 , . . . , CRt e CS1 , . . . , CSt , respectiva-
mente.
Desta vez, relacionamos a curva determinada por D e seu peso.
Proposic¸a˜o 2.1.3: Dado D sub-co´digo de dimensa˜o t de Ch, a cardinalidade
da curva C(D) definida por este co´digo e seu peso satisfazem a equac¸a˜o
w(D) = q − #C
(D)
2t
Demonstrac¸a˜o: Sejam Z = {x ∈ F∗q; pix(C) = 0 ∀C ∈ D} e z = #Z. Assim,
w(D) = q − 1− z. Tem-se
x ∈ Z ⇔ Tr[xR(x)] = 0 ∀R ∈ F2 ·R1 + . . .+ F2 ·Rt
⇔ #{(y1, . . . , yt) ∈ (Fq)t; xRi(x) = y2i + yi ∀i ∈ {1, . . . , t}} 6= 0
⇔ #{(y1, . . . , yt) ∈ (Fq)t; xRi(x) = y2i + yi ∀i ∈ {1, . . . , t}} = 2t.
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Com isso
#C(D) =
∑
x∈Fq
#{(y1, . . . , yt) ∈ (Fq)t; xRi(x) = y2i + yi, 1 ≤ i ≤ t}
= 2t +
∑
x∈F∗q
#{(y1, . . . , yt) ∈ (Fq)t; xRi(x) = y2i + yi, 1 ≤ i ≤ t}
= 2t +
∑
x∈Z
2t
= 2t(1 + z)
Conclui-se enta˜o que quanto mais baixo for o peso de um sub-co´digo mais
pontos a curva relacionada a este tera´.
2.2 Co´digos e formas quadra´ticas
Aqui sera˜o ligadas palavras a func¸o˜es quadra´ticas de maneira bem direta,
relacionando os pesos daquelas ao nu´mero de soluc¸o˜es destas.
A uma palavra na˜o nula CR ∈ Ch tambe´m podemos associar a func¸a˜o
quadra´tica sobre F2, com domı´nio em Fq, definida por
QR(x) = Tr[xR(x)],
uma vez que
BR(x, y) = Tr[xR(y) + yR(x)]
e´ bilinear sime´trica. Portanto, se fixarmos um isomorfismo de (F2)
m em
Fq, temos pela Proposic¸a˜o 1.4.1 que cada QR pode ser representado por um
polinoˆmio homogeˆneo de grau 2 em F2[X1, . . . , Xm]. Assim podemos ver que
Ch e´ sub-co´digo do co´digo bina´rio R∗(2h,m).
Temos de imediato que
w(CR) = q −N(QR)
que combinando com a Proposic¸a˜o 2.1.1 leva a
#CR = 2N(QR).
Agora vamos investigar o radical das func¸o˜es quadra´ticas obtidas desta ma-
neira.
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Proposic¸a˜o 2.2.1: rad QR tem dimensa˜o w com (m− w) par.
Demonstrac¸a˜o: Segue do item 3 do Teorema 1.4.2.
Proposic¸a˜o 2.2.2: Se R =
∑h
i=0 aiX
2i ∈ Rh, enta˜o
rad QR = {x ∈ Fq; E(x) = 0},
onde E(X) = (R(X))2
h
+
∑h
i=0(aiX)
2h−i.
Demonstrac¸a˜o: Para cada i,
Tr
[
aixy
2i
]
= Tr
[
(aixy
2i)2
m−i
]
= Tr
[
(aix)
2m−iy
]
,
portanto,
Tr[xR(y)] =
h∑
i=0
Tr
[
aixy
2i
]
=
h∑
i=0
Tr
[
(aix)
2m−iy
]
= Tr
[
h∑
i=0
(aix)
2m−iy
]
donde segue que
Tr[xR(y) + yR(x)] = Tr
[
y
{
h∑
i=0
(aix)
2m−i +R(x)
}]
.
Da´ı temos que x ∈ rad QR se, e somente se,
h∑
i=0
(aix)
2m−i +R(x) = 0,
que equivale a
h∑
i=0
(aix)
2h−i + (R(x))2
h
= 0
Corola´rio 2.2.3: Para cada R ∈ Rh \ {0}, dim(rad QR) ≤ d+ h onde 2d e´
o grau de R.
Demonstrac¸a˜o: O polinoˆmio E(X) tem grau 2d+h, da´ı #rad QR ≤ 2d+h, ou
seja, dim(rad QR) ≤ d+ h.
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O espac¸o vetorial rad QR conte´m o sub-espac¸o
ΩR = {x ∈ rad QR; QR(x) = 0},
que na˜o e´ necessariamente nulo pois estamos trabalhando sobre um corpo de
caracter´ıstica 2. Sobre a dimensa˜o de Ω temos:
Proposic¸a˜o 2.2.4: Sejam w = dim(rad Q) e ω = dim(Ω). Temos:
1. ω = w ou ω = w − 1.
2. Se R ∈ Rh \ {0}, enta˜o o posto de QR e´ dado por m− ω.
Demonstrac¸a˜o: 1. Segue do fato de de QR|rad QR ser um funcional linear.
2. Decorre da Proposic¸a˜o 1.4.3.
Agora uma consequeˆncia das generalizac¸o˜es para func¸o˜es quadra´ticas do
Teorema 1.4.4 e da Proposic¸a˜o 1.4.5 :
Teorema 2.2.5: Seja w = dim(rad QR). Se QR tem posto m−w+1 (´ımpar),
QR ∼ X1X2 + . . .+Xm−w−1Xm−w +X2m−w+1,
e N(QR) = 2
w−1 · 2m−w = q/2. E se QR tem posto m− w (par),
QR ∼ X1X2 + . . .+Xm−w−1Xm−w
e N(QR) = 2
w · (2m−w−1 + 2(m−w−2)/2) = (q +√q2w)/2, ou
QR ∼ X1X2 + . . .+Xm−w−1Xm−w +X2m−w−1 +X2m−w
e N(QR) = 2
w · (2m−w−1 − 2(m−w−2)/2) = (q −√q2w)/2.
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Cap´ıtulo 3
Construc¸a˜o de sub-co´digos de
peso mı´nimo
Neste cap´ıtulo investigaremos o co´digo Ch para encontrar nele sub-co´digos
de peso baixo. Para a construc¸a˜o deste co´digo bina´rio devemos escolher o
subconjunto Rh dentro de Fq[X] com q = 2
m e sa˜o necessa´rias abordagens
diferentes para quando este m e´ par ou ı´mpar.
3.1 O caso m ı´mpar
Esta sec¸a˜o trara´ uma se´rie de resultados que culminara˜o num processo para
a construc¸a˜o de sub-co´digos de peso mı´nimo dentro de Ch atrave´s de formas
quadra´ticas que se identificara˜o com palavras neste co´digo.
Para esta sec¸a˜o consideraremos m ı´mpar com m ≥ 3. Encontramos sub-
co´digos de peso mı´nimo em Ch, com 0 < h ≤ (m−1)/2 atrave´s da observac¸a˜o
que segue.
Proposic¸a˜o 3.1.1: Dados 0 ≤ w ≤ 2h− 1 com (m− w) par e um conjunto
{ai, bi; i ∈ {1, . . . , (m − w)/2}} ⊂ Fq linearmente independente sobre F2, a
expressa˜o
(m−w)/2∑
i=1
Tr(aix)Tr(bix), (3.1.1)
e´ uma func¸a˜o quadra´tica, a qual e´ equivalente a` forma X1X2+. . .+Xm−w−1Xm−w
e tem (q +
√
q2w)/2 zeros em Fq.
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Demonstrac¸a˜o: Comec¸amos tomando para cada i ∈ {1, . . . , (m− w)/2}
ϕi : Fq → F2
x 7→ Tr(aix) e
ψi : Fq → F2
x 7→ Tr(bix).
Como cada uma destas func¸o˜es e´ F2-linear, ϕi · ψi e´ func¸a˜o quadra´tica para
cada i, donde segue que (3.1.1) tambe´m o e´. Agora observando que para
qualquer {αi, βi; i ∈ {1, . . . , w}} ⊂ F2
(m−w)/2∑
i=1
αiϕi + βiψi = 0
⇔
(m−w)/2∑
i=1
Tr [(αiai + βibi)x] = 0 ∀x ∈ Fq
⇔
(m−w)/2∑
i=1
(αiai + βibi) = 0
⇔ αi = βi = 0 ∀i ∈ {1, . . . , (m− w)/2},
segue que A = {ϕi, ψi; i ∈ {1, . . . , (m−w)/2}} e´ um conjunto F2-linearmente
independente de funcionais lineares. Tomando τi : Fq → F2 funcional linear
para cada i ∈ {1, . . . , w} de tal forma que A ∪ {τi; i ∈ {1, . . . , w}} forme
uma base do espac¸o dual de Fq, temos que a transformac¸a˜o linear
T : Fq → (F2)m
x 7→ (ϕ1(x), ψ1(x), . . . , ϕ(m−w)/2(x), ψ(m−w)/2(x), τ1(x), . . . , τw(x))
e´ injetiva, ja´ que se todas as coordenadas se anulassem para algum x ∈ F∗q,
ter´ıamos τ(x) = 0 para todo τ no dual de Fq, que seria um absurdo. Portanto
T e´ o isomorfismo que nos da´ a equivaleˆncia desejada. O nu´mero de zeros
segue do Teorema 2.2.5.
De agora em diante chamaremos Q(a1, . . . , a(m−w)/2, b1, . . . , b(m−w)/2), ou
mais simplesmente Q(a, b), a` func¸a˜o quadra´tica definida em (3.1.1). Ao ser
avaliada em F∗q, esta func¸a˜o quadra´tica define uma palavra em (F2)
q−1, a
qual frequentemente sera´ tratada como a pro´pria func¸a˜o. Assim, quando o
conjunto {a1, . . . , a(m−w)/2, b1, . . . , b(m−w)/2}, que sera´ denotado por {a, b}, e´
linearmente independente, temos pela proposic¸a˜o anterior que:
w(Q(a, b)) = (q −
√
q2w)/2. (3.1.2)
24
Podemos encontrar palavras de Ch escolhendo o conjunto {a, b} de acordo
com o resultado abaixo.
Proposic¸a˜o 3.1.2: Se o conjunto {ai, bi; i ∈ {1, . . . , (m − w)/2}} ⊂ Fq
satisfaz o sistema
(m−w)/2∑
i=1
(ai
2jbi + aibi
2j) = 0 (3.1.3)
para cada j ∈ {h+ 1, . . . , (m− 1)/2}, enta˜o Q(a, b) ∈ Ch.
Demonstrac¸a˜o: Comec¸amos observando que para cada a, b, x ∈ Fq
Tr(ax)Tr(bx) = Tr(Tr(ax)bx) = Tr
(
m−1∑
j=0
a2
j
bx2
j+1
)
.
E como, para cada j,
Tr(a2
j
bx2
j+1) = Tr[(a2
j
bx2
j+1)2
m−j
]
= Tr(ab2
m−j
x2
m−j+1),
obtemos
Tr
 m−1∑
j=m+1
2
a2
j
bx2
j+1
 = Tr
 m−1∑
j=m+1
2
ab2
m−j
x2
m−j+1

= Tr
m−12∑
j=1
ab2
j
x2
j+1
 ,
por onde chegamos a
Tr(ax)Tr(bx) = Tr
(
m−1∑
j=0
a2
j
bx2
j+1
)
= Tr
m−12∑
j=0
a2
j
bx2
j+1
+ Tr
 m−1∑
j=m+1
2
a2
j
bx2
j+1

= Tr
m−12∑
j=0
a2
j
bx2
j+1
+ Tr
m−12∑
j=1
ab2
j
x2
j+1

= Tr
abx2 + m−12∑
j=1
(a2
j
b+ ab2
j
)x2
j+1
 .
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Da´ı conclu´ımos que
(m−w)/2∑
i=1
Tr(aix)Tr(bix)
= Tr
(m−w)/2∑
i=1
aibi
x2 + m−12∑
j=1
(m−w)/2∑
i=1
ai
2jbi + aibi
2j
x2j+1

e, como o polinoˆmio entre colchetes pertence a Rh se, e somente se, satisfaz
(3.1.3), temos o resultado.
Corola´rio 3.1.3: Para um conjunto {a1, . . . , a(m−w)/2} ∈ Fq fixo, as palavras
Q(a, b) induzidas pelas soluc¸o˜es (b1, . . . , b(m−w)/2) de (3.1.3) formam um sub-
co´digo de Ch.
Demonstrac¸a˜o: Para a fixo, as equac¸o˜es de (3.1.3) sa˜o polinoˆmios lineariza-
dos nas varia´veis bi. Da´ı, se (a, b) e (a, c) sa˜o soluc¸o˜es, (a, b + c) tambe´m e´.
Agora basta observar que
Q(a, b+ c)(x) = Q(a, b)(x) +Q(a, c)(x) ∀x ∈ Fq.
Consideremos, de agora em diante, w = 2h−1, ja´ que assim, se conseguir-
mos satisfazer as hipo´teses da Proposic¸a˜o 3.1.1, obtemos, por (3.1.2), Q(a, b)
com o menor peso poss´ıvel. Agora seja
M = (m− w)/2 = (m− 2h+ 1)/2.
Neste caso (3.1.3) nos da´ m−1
2
− h = M − 1 equac¸o˜es em M inco´gnitas bi.
Fixaremos agora um conjunto {a1, . . . , aM} linearmente independente sobre
F2 e assumiremos que o sistema de equac¸o˜es (3.1.3) na˜o e´ vazio, ou seja,
h < (m− 1)/2.
Proposic¸a˜o 3.1.4: O sistema (3.1.3) tem pelo menos q soluc¸o˜es (b1, . . . , bM)
em (Fq)
M .
Demonstrac¸a˜o: Como o sistema (3.1.3) e´ homogeˆneo, podemos supor a1 = 1.
Agora para cada j ∈ {1, . . . ,m} ficamos com a equac¸a˜o
b1
j + b1 =
M∑
i=2
aibi
2j + ai
2jbi
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e, se aplicarmos a substituic¸a˜o b1 = b
′
1 +
∑M
i=2
2j
√
aibi, obtemos(
b′1 +
M∑
i=2
2j
√
aibi
)2j
+ b′1 +
M∑
i=2
2j
√
aibi =
M∑
i=2
aibi
2j + ai
2jbi
b′1
2j
+ b′1 +
M∑
i=2
aib
2j
i +
2j
√
aibi =
M∑
i=2
aibi
2j + ai
2jbi
b′1
2j
+ b′1 =
M∑
i=2
(
a2
j
i +
2j
√
ai
)
bi.
Se a2
j
i + 2
j√ai 6= 0 para algum i, esta equac¸a˜o tem qM−1 soluc¸o˜es, ja´ que a
aplicac¸a˜o linear
(b2, . . . , bM) 7→
M∑
i=2
(
a2
j
i +
2j
√
ai
)
bi
e´ sobrejetiva, tendo portanto qM−2 elementos em seu nu´cleo, donde segue
que, para cada b′i ∈ Fq, exatamente qM−2 elementos de (Fq)M−1 teˆm b′i2
j
+ b′i
como imagem. Agora se a2
j
i + 2
j√ai = 0 para todo i, o nu´mero de soluc¸o˜es
da equac¸a˜o e´ sqM−1 onde s e´ o nu´mero de ra´ızes de X2
j
+ X. Observe que
s ≥ 2, pois 0 e 1 sa˜o ra´ızes deste polinoˆmio. Sendo assim, para cada j, temos
um conjunto soluc¸a˜o com qM−1 ou mais elementos. Como cada um destes
conjuntos e´ um F2-espac¸o vetorial, cada um deles tem ao menos dimensa˜o
m(M − 1) sobre F2. Segue que o espac¸o soluc¸a˜o do sistema tem dimensa˜o
superior a1
(M − 1)2m− (M − 2)Mm = (M2 − 2M + 1−M2 + 2M)m = m.
O peso de uma palavra CR de Ch e´ q/2 se QR tem posto ı´mpar. Agora
se QR tem posto par, dado por m− v com v = dim(rad QR), enta˜o CR tem
peso (q+
√
q2v)/2 ou (q−√q2v)/2. Como devemos ter v ı´mpar com v ≤ 2h,
o peso mı´nimo de C tem a cota inferior (q −
√
q22h−1)/2, que e´ atingida se
encontrarmos uma palavra Q(a, b) com {a, b} tendo posto 2M sobre F2 e
satisfazendo (3.1.3). Esta cota inferior sera´ u´til na proposic¸a˜o que segue.
1Estamos usando aqui que se (Vi)
k
i=1 sa˜o sub-espac¸os de W , enta˜o
dim(∩ki=1Vi) ≥
∑k
i=1 dim(Vi)− (k − 1)dim(W ).
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Proposic¸a˜o 3.1.5: Dado k ≤M , sejam {c1, . . . , ck} ⊂ Fq um conjunto F2-
linearmente independente e {d1, . . . , dk} ⊂ Fq tal que a func¸a˜o quadra´tica
definida pela expressa˜o
k∑
i=1
Tr(cix)Tr(dix)
induz uma palavra pertencente a Ch. Se {ci, di; i ∈ {1, . . . , k}} for linear-
mente dependente, o que e´ necessariamente verdade para k < M , enta˜o, para
cada j ∈ {1, . . . , k}, dj e´ combinac¸a˜o linear dos ci’s.
Demonstrac¸a˜o: Ter k < M implica em elementos ci, di linearmente depen-
dentes pois, caso contra´rio, ter´ıamos, pela Proposic¸a˜o 3.1.1 e pela igualdade
2k = m− 2[h+ (M − k)] + 1, uma palavra de peso (q −
√
2q2(h+M−k)−1)/2,
menor que a cota inferior encontrada. Agora para o resultado principal, po-
demos supor sem perda de generalidade j = 1, ja´ que estamos livres para
fazer uma reordenac¸a˜o de ı´ndices. Sejam, para cada i ∈ {1, . . . , k}, ϕi e ψi
os funcionais de Fq em F2 definidos por ϕ(x) = Tr(cix) e ψi(x) = Tr(dix).
Desta forma temos
M∑
i=1
Tr(cix)Tr(dix) =
M∑
i=1
ϕ(x)ψi(x).
Tomemos {γ1, . . . , γk, δ1, . . . , δk−1} ⊂ F2 tais que
dk =
k−1∑
i=1
(γici + δidi) + γkck,
para obtermos
ψk =
k−1∑
i=1
(γiϕi + δiψi) + γkϕk.
Assim temos que
k∑
i=1
ϕiψi =
k−1∑
i=1
ϕiψi + ϕk
(
k−1∑
i=1
γiϕi + δiψi + γkϕk
)
=
k−1∑
i=1
ϕiψi +
k−1∑
i=1
γiϕiϕk +
k−1∑
i=1
δiψiϕk + γkϕ
2
k.
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E como
k−1∑
i=1
ϕiψi +
k−1∑
i=1
γiϕiϕk =
k−1∑
i=1
ϕi(ψi + γiϕk)
e
k−1∑
i=1
δiψiϕk =
k−1∑
i=1
δiϕk(ψi + γiϕk) +
k−1∑
i=1
γiδiϕ
2
k,
k∑
i=1
ϕiψi =
k−1∑
i=1
ϕi(ψi + γiϕk) +
k−1∑
i=1
δiϕk(ψi + γiϕk) +
k−1∑
i=1
γiδiϕ
2
k + γkϕ
2
k
=
k−1∑
i=1
(ϕi + δiϕk)(ψi + γiϕk) +
(
γk +
k−1∑
i=1
γiδi
)
ϕ2k.
Pore´m, observe que
[ϕk(x)]
2 = [Tr(ckx)]
2 = Tr[(ckx)
2] = Tr(xc2kx),
para cada x ∈ Fq, portanto, ϕ2k induz uma palavra de Ch. Por isso, tambe´m
pertence a este co´digo a palavra induzida por
k−1∑
i=1
[ϕi(x) + δiϕk(x)][ψi(x) + γiϕk(x)] =
k−1∑
i=1
Tr
(
c
(1)
i x
)
Tr
(
d
(1)
i
)
,
onde c
(1)
i = ci + δick e d
(1)
i = di + γick para cada i ∈ {1, . . . , k − 1}. Uti-
lizando o que ja´ foi discutido no comec¸o desta demonstrac¸a˜o vemos que o
conjunto A1 =
{
c
(1)
i , d
(1)
i ; i ∈ {1, . . . , k − 1}
}
e´ linearmente dependente. As-
sim, podemos repetir o mesmo procedimento, passando sempre por conjun-
tos linearmente dependentes, ate´ chegar ao conjunto Ak−1 = {c(k−1)1 , d(k−1)1 }.
Mas observe que c
(k−1)
1 = c1 + L1(c2, . . . , ck) e d
(k−1)
1 = d1 + L2(c2, . . . , ck),
onde L1 e L2 sa˜o transformac¸o˜es F2-lineares de (Fq)
k−1 em Fq. Se d
(k−1)
1 = 0
ja´ temos o resultado. Agora para d
(k−1)
1 6= 0, a dependeˆncia linear de Ak−1
implica
c
(k−1)
1 + d
(k−1)
1 = 0,
ou seja,
d1 = c1 + L1(c2, . . . , ck) + L2(c2, . . . , ck).
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Corola´rio 3.1.6: Seja (b1, . . . , bM) soluc¸a˜o de (3.1.3). Se {a1, . . . , aM , b1} e´
linearmente independente, enta˜o {a, b} tambe´m o e´.
Agora sejam S o F2-espac¸o vetorial de soluc¸o˜es (b1, . . . , bM) de (3.1.3) para
o conjunto {a1, . . . , aM} F2-linearmente independente fixado anteriormente
e V sua imagem sobre Fq pela projec¸a˜o na primeira coordenada.
Teorema 3.1.7: Se r = dimF2(V ) −M > 0 enta˜o existe em Ch um sub-
co´digo de peso mı´nimo de dimensa˜o r.
Demonstrac¸a˜o: Como r = dimF2(V )−M > 0 existem b(1)1 , . . . , b(r)1 em V tais
que o conjunto {a1, . . . , aM , b(1)1 , . . . , b(r)1 } e´ linearmente independente. Pelo
Corola´rio 3.1.6 cada b
(j)
1 induz uma palavra
Cj = Q(a1, . . . , aM , b(j)1 , . . . , b(j)M )
de peso mı´nimo em Ch. Verifiquemos agora que o espac¸o gerado por estas
palavras tem dimensa˜o r. Sejam β1, . . . , βr ∈ F2 tais que
r∑
j=1
βjCj = 0.
Escrevendo di =
∑r
j=1 βjb
(j)
i para cada i ∈ {1, . . . ,M} temos que (d1, . . . , dM) ∈ S
e
r∑
j=1
βj
M∑
i=1
Tr(aix)Tr(b
(j)
i x) =
M∑
i=1
Tr(aix)Tr
[(
r∑
j=1
βjb
(j)
i
)
x
]
=
M∑
i=1
Tr(aix)Tr(dix) = 0
para todo x ∈ Fq. Da´ı temos pela Proposic¸a˜o 3.1.1 que {a1, . . . , aM , d1, . . . , dM}
e´ linearmente dependente sobre F2, donde segue pelo Corola´rio 3.1.6 que
{a1, . . . , aM , d1} tambe´m o e´. Enta˜o existem α1, . . . , αM , δ ∈ F2 na˜o todos
nulos tais que
M∑
i=1
αiai + δd1 = 0.
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Observe que devemos ter δ 6= 0, ja´ que os ai’s ja´ sa˜o linearmente indepen-
dentes. Mas da´ı temos
M∑
i=1
αiai +
r∑
j=1
δβjb
(j)
1 = 0
implicando αi = δβj = 0 para todo i e j. Conclui-se enta˜o que βj = 0 para
todo j.
A Proposic¸a˜o 3.1.4 nos da´ dimF2 S ≥ m. A proposic¸a˜o seguinte nos dara´
uma cota inferior para dimF2 V .
Proposic¸a˜o 3.1.8: Seja (b1, . . . , bM) ∈ S. Enta˜o (b1, b′2, . . . , b′M) ∈ S se, e
somente se, existe uma matriz sime´trica A, (M−1)× (M−1), com entradas
em F2 tal que (b
′
2, . . . , b
′
M) = (b2, . . . , bM) + (a2, . . . , aM)A.
Demonstrac¸a˜o: Suponhamos primeiro (b1, b
′
2, . . . , b
′
M) ∈ S. Com isso, como
(0, b2 + b
′
2, . . . , bM + b
′
M) ∈ S, temos que
M∑
i=2
Tr(aix)Tr(bi + b
′
ix)
representa uma palavra em Ch. Portanto, pela Proposic¸a˜o 3.1.5, para cada
i ∈ {2, . . . ,M} existem αij ∈ F2 tais que
bi + b
′
i =
M∑
j=2
αijaj.
Enta˜o temos que
M∑
i=2
Tr(aix)Tr(bi + b
′
ix) =
M∑
i=2
Tr(aix)Tr
(
M∑
j=2
αijajx
)
=
M∑
i=2
M∑
j=2
Tr(aix)Tr(αijajx)
=
M∑
i=2
αiiTr(aix)
2
+
M−1∑
i=2
M∑
j=i+1
[Tr(aix)Tr(αijajx) + Tr(ajx)Tr(αjiaix)] .
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Mas para cada (i, j)
Tr(aix)Tr(αijajx) + Tr(ajx)Tr(αjiaix) = (αij + αji)Tr(aix)Tr(ajx)
= Tr(aix)Tr[(αij + αji)ajx]
e como, para cada i, Tr(aix)
2 representa uma palavra em Ch, o mesmo ocorre
para
M−1∑
i=2
M∑
j=i+1
Tr(aix)Tr(βijajx) =
M−1∑
i=2
Tr(aix)Tr
[(
M∑
j=i+1
βij
)
x
]
,
onde βij = αij +αji para cada (i, j). Segue mais uma vez da Proposic¸a˜o 3.1.5
que para cada k ∈ {2, . . . ,M−1} o conjunto
{
a2, . . . , aM−1,
∑M
j=k+1 βijaj
}
e´
linearmente dependente. Fixemos enta˜o um k < M−1 e tomemos γ2, . . . , γM
na˜o todos nulos em F2 tais que
M−1∑
i=2
γiai + γM
(
M∑
j=k+1
βkjaj
)
= 0.
Da´ı segue que
k∑
i=2
γiai +
M−1∑
i=k+1
(γiai + γMβki)ai + γMβkMaM = 0
e como na˜o podemos ter γM = 0, βkM = 0. Observe que para k = M − 1
chegamos a` igualdade acima sem o somato´rio do meio, que leva a` mesma
conclusa˜o. Portanto temos βkM = 0 para cada k ∈ {2, . . . ,M − 1}. Assim
temos em Ch a palavra induzida por
M−2∑
i=2
Tr(aix)Tr
(
M−1∑
j=i+1
βijajx
)
.
Explorando esta expressa˜o da mesma maneira que fizemos anteriormente,
chegamos a βk(M−1) = 0 para todo k. Fazendo este processo sucessivamente
chegamos finalmente ate´ β23 = 0, mostrando que a matriz A e´ sime´trica.
Agora para a volta seja A = (cij)
M
i,j=2 matriz sime´trica. Assim
(b2, . . . , bM) + (a2, . . . , aM)A =
(
b2 +
M∑
k=2
akck2, . . . , bM +
M∑
k=2
akckM
)
.
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Substituindo diretamente em (3.1.3) obtemos para cada j ∈ {h+ 1, . . . ,M}
a1b
2j
1 + a
2j
1 b1 +
M∑
i=2
a2ji
(
bi +
M∑
k=1
akcki
)
+ ai
(
bi +
M∑
k=1
akcki
)2j
= a1b
2j
1 + a
2j
1 b1 +
M∑
i=2
a2ji bi + a2ji
(
M∑
k=2
akcki
)
+ aib
2j
i + ai
(
M∑
k=2
akcki
)2j
=
M∑
i=1
(
a2
j
i bi + aib
2j
i
)
+
M∑
i=2
M∑
k=2
(
a2
j
i akcki + aia
2j
k cki
)
,
onde o somato´rio a` esquerda ja´ e´ nulo por hipo´tese. So´ resta observar que
M∑
i=2
M∑
k=2
cki
(
a2
j
i ak + aia
2j
k
)
=
M∑
i=1
cii
(
a2
j
i ai + aia
2j
i
)
+
M−1∑
i=2
M∑
k=i+1
[
cki
(
a2
j
i ak + aia
2j
k
)
+ cik
(
a2
j
k ai + aka
2j
i
)]
= 0
Como podemos escolher as M(M−1) entradas para esta matriz A, temos:
Corola´rio 3.1.9: dimF2(V ) = dimF2(S)− M(M−1)2 ≥ m− M(M−1)2
3.2 Aplicando o processo para m ı´mpar
Agora utilizaremos os resultados obtidos na sec¸a˜o anterior para determinar
sub-co´digos de peso mı´nimo dentro de Ch e, a partir destes, obter curvas cujo
nu´mero de pontos sera´ conhecido.
Seja q = 2m com m ≥ 3 ı´mpar. Para va´rios valores de 0 < h ≤ (m−1)/2,
tomaremos
w = 2h− 1 e M = (m− 2h+ 1)/2.
Ale´m disso chamaremos de S o conjunto das soluc¸o˜es (b1, . . . , bM) do sistema
(3.1.3) com o w ja´ determinado, e tambe´m de V a projec¸a˜o de S na primeira
coordenada.
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O caso h = (m− 1)/2
Neste caso M = 1. Como o sistema (3.1.3) e´ vazio, pela Proposic¸a˜o 3.1.1,
temos que para cada b ∈ Fq \ F2 a palavra de tamanho q − 1 induzida
pela func¸a˜o quadra´tica Tr(x)Tr(bx) de Fq em F2 esta´ em Ch e tem peso
(q − √q2w)/2 = 2m−2, que e´ o peso mı´nimo deste co´digo. Enta˜o tomando
{b(1), . . . , b(m−1)} ⊂ Fq\F2 linearmente independente sobre F2 e chamando Ci
a palavra induzida por Tr(x)Tr(b(i)x), temos que o sub-co´digo Dm−1, gerado
por estas palavras, e´ de peso mı´nimo e tem dimensa˜o m− 1. Tomando para
cada r ∈ {1, . . . ,m− 2} um sub-co´digo Dr ⊂ Dm−1 de dimensa˜o r, podemos
formular a proposic¸a˜o que segue.
Proposic¸a˜o 3.2.1: Os pesos de Hamming generalizados do co´digo bina´rio
C(2m−1)/2 de comprimento 2m − 1 satisfazem
dr(C(m−1)/2) = (2r − 1) · 2m−r−1
para cada r ∈ {1, . . . ,m− 1}.
Demonstrac¸a˜o: Como ja´ temos para cada r um sub-co´digo de peso mı´nimo
com esta dimensa˜o, do Corola´rio 1.3.3 segue que
dr(C(m−1)/2) = (2r − 1)d1(C(m−1)/2)/(2r − 2r−1).
Como d1(C(m−1)/2) = 2m−2 e 2r − 2r−1 = 2r−1 temos o resultado.
Como para cada r ∈ {1, . . . ,m− 1} temos
dr(C(m−1)/2) = w(Dr),
a Proposic¸a˜o 2.1.3 nos da´
#C(Dr) = 2r[2m − (2r − 1) · 2m−r−1] = 2m−1(2r + 1).
O caso h = (m− 3)/2
Para este caso consideraremos m ≥ 5. Temos enta˜o M = 2 e tomando {1, a2}
com a2 ∈ Fq \ F2 o sistema (3.1.3) consiste apenas na equac¸a˜o
b2
(m−1)/2
1 + b1 = a2b
2(m−1)/2
2 + a
2(m−1)/2
2 b2.
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Da´ı, fazendo a substituic¸a˜o b1 = b
′
1 + a
(m+1)/2
2 b2, ela se transforma em
b′1 + b
′
1
2(m−1)/2
=
(
a
(m+1)/2
2 + a
(m−1)/2
2
)
b2.
Como
(
a
(m+1)/2
2 + a
(m−1)/2
2
)
= a
(m−1)/2
2 (a2 + 1) 6= 0, observa-se diretamente
que o conjunto S das soluc¸o˜es (b1, b2) do sistema possui q soluc¸o˜es , ou seja,
dimF2(S) = m. Combinando esta informac¸a˜o com o Corola´rio 3.1.9 obtemos
dimF2(V ) = m − 1. Nos valendo desta informac¸a˜o, podemos formular a
proposic¸a˜o abaixo.
Proposic¸a˜o 3.2.2: Os pesos de Hamming generalizados do co´digo bina´rio
C(m−3)/2 de comprimento 2m − 1 satisfazem
dr(C(m−3)/2) = (2r − 1) · 3 · 2m−r−2
para cada r ∈ {1, . . . ,m− 3}.
Demonstrac¸a˜o: Pelo Teorema 3.1.7, para cada r ∈ {1, . . . ,m− 3}, existe um
sub-co´digo de peso mı´nimo e dimensa˜o r em C(m−3)/2. Como o peso mı´nimo
deste co´digo e´ (q−√q2m−4) = 3 ·2m−2, basta aplicar a Proposic¸a˜o 2.1.3.
Assim como no caso anterior, determinamos os sub-co´digos de peso mı´nimo
Dr para cada r ∈ {1, . . . ,m− 3} e obtemos
#C(Dr) = 2r[2m − (2r − 1) · 3 · 2m−r−2] = 2m−2(2r + 3).
O caso h = (m− 5)/2
Tomaremos agora m ≥ 7. Temos agora M = 3. Fixando {1, a1, a2} linear-
mente independente sobre F2, o sistema (3.1.3) e´ formado pelas equac¸o˜es:
b1 + b
2(m−3)/2
1 =
3∑
i=2
a2
(m−3)/2
i bi + aib
2(m−3)/2
i
b1 + b
2(m−1)/2
1 =
3∑
i=2
a2
(m−1)/2
i bi + aib
2(m−1)/2
i .
Basta aplicar o Corola´rio 3.1.9 para verificarmos que dimF2(V ) ≥ m − 3,
seguindo pelo Teorema 3.1.7 que existe um sub-co´digo de peso mı´nimo e
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dimensa˜o r para cada r ∈ {1, . . . ,m − 6}. Pore´m, pode-se escolher os ele-
mentos a2 e a3 de forma a obter uma soluc¸a˜o de (3.1.3) com cardinalidade
superior a` q garantida pela Proposic¸a˜o 3.1.4, o que assegura a existeˆncia de
sub-co´digos de peso mı´nimo de dimenso˜es superiores. Ilustraremos este fato
com um exemplo.
3.2.3 Exemplo: Para m = 9 e h = 2 temos o sistema:
b1 + b
8
1 = a
8
2b2 + a2b
8
2 + a
8
3b3 + a3b
8
3 (3.2.1)
b1 + b
16
1 = a
16
2 b2 + a2b
16
2 + a
16
3 b3 + a3b
16
3 . (3.2.2)
E se escolhermos {1, a2, a3} uma base de F8 sobre F2, (3.2.1) pode ser rees-
crita como
b1 + b
8
1 = a2b2 + a
8
2b
8
2 + a3b3 + a
8
3b
8
3,
ou seja,
b1 + a2b2 + a3b3 + (b1 + a2b2 + a3b3)
8 = 0.
Da´ı temos {(b1, b2, b3) ∈ (F512)3; b1 + a2b2 + a3b3 ∈ F8} como conjunto
soluc¸a˜o de (3.2.1). Com isto em mente, para auxiliar a contagem de soluc¸o˜es
do sistema, vamos tomar µ ∈ F8 e fazer a substituic¸a˜o b1 = µ + a2b2 + a3b3
em (3.2.2), obtendo
(a2 + a
2
2)(b2 + b
16
2 ) + (a3 + a
2
3)(b3 + b
16
3 ) + µ+ µ
2 = 0.
Utilizando que (a2 + a
2
2) 6= 0, ja´ que a2 ∈ F8 \ F2, tomamos
c = (a2 + a
2
2)
−1(a3 + a23) e d = (a2 + a
2
2)
−1(µ+ µ2)
para ficar com a equac¸a˜o equivalente
b2 + b
16
2 + c(b3 + b
16
3 ) + d = 0.
Podemos reduzir o grau em b3 fazendo a substituic¸a˜o b2 = b
′
2 + c
32b3, que nos
da´
b′2 + b
′
2
16
+ (c+ c32)b3 + d = 0.
Mas como c ∈ F8, c32 = c2, da´ı devemos ter o coeficiente de b3 na˜o nulo, ja´
que o contra´rio implicaria em c = 1, ou seja a2 + a
2
2 = a3 + a
2
3, que por sua
vez implicaria a2 + a3 ∈ F2, contrariando a independeˆncia linear entre 1, a2
e a3. Portanto cada escolha de b2 em F512 determina unicamente o elemento
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b3 satisfazendo a equac¸a˜o acima, ou seja, ela possui exatamente 512 soluc¸o˜es.
Como temos uma equac¸a˜o como esta determinada para cada µ ∈ F8, e a
escolha de µ determina unicamente b1, conclu´ımos que o sistema em questa˜o
possui 8 · 512 soluc¸o˜es (b1, b2, b3), ou seja, dimF2(S) = 12. Da´ı o Corola´rio
3.1.9 e o Teorema 3.1.7 atestam a existeˆncia do sub-co´digo de peso mı´nimo
D6 de dimensa˜o 6. Como o peso mı´nimo do sub-co´digo C2 de tamanho 511
e´ 25 · 7, verificamos, como nos casos anteriores, as igualdades
dr(C2) = (2
r − 1)26−r · 7
para cada r ∈ {1, . . . , 6}. Escolhendo mais uma vez Dr o sub-co´digo de peso
mı´nimo e dimensa˜o r, obtemos tambe´m
#C(Dr) = 26 · (2r + 7).
3.3 O caso m par
De maneira ana´loga ao que foi feito na Sec¸a˜o 3.1, sera˜o desenvolvidos agora
resultados que servira˜o de instrumentos para a construc¸a˜o de sub-co´digos de
peso baixo em Ch, desta vez para m par. Pore´m, surgira˜o algumas com-
plicac¸o˜es que exigira˜o certas adaptac¸o˜es.
Nesta sec¸a˜o tomaremos um inteiro m ≥ 4 par e consideraremos o co´digo
Ch com 1 < h < m/2. Na˜o ha´ dificuldade em trazer a Proposic¸a˜o 3.1.1 para
este caso e juntando-a com os comenta´rios que a seguem temos:
Proposic¸a˜o 3.3.1: Dados 0 ≤ w ≤ 2h com (m − w) par e um conjunto
{ai, bi ∈ Fq; i ∈ {1, . . . , (m − w)/2}} linearmente independente sobre F2, a
expressa˜o
(m−w)/2∑
i=1
Tr(aix)Tr(bix)
define uma palavra em (F2)
q−1 de peso (q −√q2w)/2.
Ja´ o crite´rio para que a palavra induzida pertenc¸a a Ch, apesar de conti-
nuar essencialmente o mesmo, exige um pouco de cuidado em sua demons-
trac¸a˜o, como veremos a seguir.
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Proposic¸a˜o 3.3.2: Se os elementos ai, bi ∈ Fq, com i ∈ {1, . . . , (m−w)/2}
satisfazem o sistema
(m−w)/2∑
i=1
(ai
2jbi + aibi
2j) = 0 (3.3.1)
para j ∈ {h+1, . . . ,m/2} enta˜o a palavra induzida por∑(m−w)/2i=1 Tr(aix)Tr(bix)
esta´ em Ch.
Demonstrac¸a˜o: Tomando a, b, x ∈ Fq e utilizando as igualdades
Tr(ax)Tr(bx) = Tr
(
m−1∑
j=0
a2
j
bx2
j+1
)
e
Tr
(
a2
j
bx2
j+1
)
= Tr
(
ab2
m−j
x2
m−j+1
)
retiradas da Proposic¸a˜o 3.1.2 chegamos, atrave´s de manipulac¸o˜es semelhantes
a`s desta proposic¸a˜o, a
Tr(ax)Tr(bx) = Tr
abx2 + a2m/2bx2m/2+1 + m/2−1∑
j=1
(
a2
j
b+ ab2
j
)
x2
j+1
 .
Segue da´ı, para cada x ∈ Fq, a igualdade
(m−w)/2∑
i=1
Tr(aix)Tr(bix)
= Tr
m−w2∑
i=1
aibix
2 +
m−w
2∑
i=1
a2
m/2
i bix
2m/2+1 +
m
2
−1∑
j=1
m−w
2∑
i=1
(
a2
j
i bi + aib
2j
i
)
x2
j+1
 .
Aplicando a condic¸a˜o (3.3.1) nos j ∈ {h+ 1, . . . ,m/2− 1} obtemos
(m−w)/2∑
i=1
Tr(aix)Tr(bix) = Tr (xR(x) + S(x)) ,
onde
R(X) =
(m−w)/2∑
i=1
aibiX +
h∑
j=1
(m−w)/2∑
i=1
(
a2
j
i bi + aib
2j
i
)
X2
j ∈ Rh
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eS(X) =
(m−w)/2∑
i=1
a2
m/2
i biX
2m/2+1.
Aparentemente na˜o temos tudo do que precisa´vamos para garantir o resul-
tado, pore´m (3.3.1) para j = m/2 significa que
S(x)2
m/2
=
(m−w)/2∑
i=1
a2
m/2
i bix
2m/2+1
2m/2
=
(m−w)/2∑
i=1
aib
2m/2
i x
1+2m/2

=
(m−w)/2∑
i=1
a2
m/2
i bix
2m/2+1
 = S(x)
e utilizamos isto para verificar que
TrFq/F√q [S(x)] = S(x) + S(x)
√
q = S(x) + S(x)2
m/2
= 0.
Conclui-se pelo item 3 da Proposic¸a˜o 1.1.1 que
Tr (S(x)) = TrF√q/F2
{
TrFq/F√q [S(x)]
}
= 0,
e como consequeˆncia temos
(m−w)/2∑
i=1
Tr(aix)Tr(bix) = Tr[xR(x)].
Como uma palavra CR ∈ Ch tem peso q/2, se QR tem posto ı´mpar,
(q −√q2v)/2 ou (q +√q2v)/2, se QR tem posto par dado por m − v, onde
v = dim(rad QR), e v ≤ 2h, chegamos a` cota inferior (q −
√
q22h) para o
peso mı´nimo do co´digo em questa˜o. Enta˜o vamos fixar desta vez w = 2h
e M = (m − 2h)/2 para podermos atingir este peso mı´nimo com pala-
vras criadas atrave´s da Proposic¸a˜o 3.3.1, tomando um conjunto linearmente
independente {a1, . . . , aM}, sempre podendo escolher a1 = 1, e obtendo o
conjunto {b1, . . . , bM} resolvendo (3.3.1) nas varia´veis bi’s. Pore´m, desta vez
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este sistema tem M equac¸o˜es e M inco´gnitas, o que impossibilita um re-
sultado ana´logo a` Proposic¸a˜o 3.1.4. O conjunto S formado pelas soluc¸o˜es
(b1, . . . , bM) de (3.3.1) tambe´m sa˜o um sub-espac¸o vetorial de (Fq)
m, entre-
tanto, na˜o temos uma cota inferior para a sua dimensa˜o, como temos no caso
ı´mpar.
Seguindo com o trabalho de adaptar os resultados da Sec¸a˜o 3.1, temos
abaixo um enunciado ideˆntico ao da Proposic¸a˜o 3.1.5 e cuja demonstrac¸a˜o
sera´ praticamente a mesma.
Proposic¸a˜o 3.3.3: Dado k ≤M , sejam {c1, . . . , ck} ⊂ Fq um conjunto F2-
linearmente independente e {d1, . . . , dk} ⊂ Fq tal que a func¸a˜o quadra´tica
definida pela expressa˜o
k∑
i=1
Tr(cix)Tr(dix)
induz uma palavra pertencente a Ch. Se {ci, di; i ∈ {1, . . . , k}} for linear-
mente dependente, o que e´ necessariamente verdade para k < M , enta˜o, para
cada j ∈ {1, . . . , k}, dj e´ combinac¸a˜o linear dos ci’s.
Demonstrac¸a˜o: Idem a` da Proposic¸a˜o 3.1.5, com excec¸a˜o de que agora temos
2k = m−2[h+(M−k)], portanto um conjunto {ci, di; i ∈ {1, . . . , k}} linear-
mente dependente da´ origem a uma palavra de peso (q −
√
q22[h+(M−k)])/2,
mantendo a contradic¸a˜o com a cota inferior de Ch.
Corola´rio 3.3.4: Seja (b1, . . . , bM) soluc¸a˜o de (3.1.3). Se {a1, . . . , aM , b1} e´
linearmente independente, enta˜o {a, b} tambe´m o e´.
Definindo tambe´m para este caso V a projec¸a˜o de S na primeira coor-
denada, podemos enunciar, tambe´m com o enunciado igual ao do Teorema
3.1.7, o principal resultado da sec¸a˜o.
Teorema 3.3.5: Se r = dimF2(V ) −M > 0 enta˜o existe em Ch um sub-
co´digo de peso mı´nimo de dimensa˜o r.
Demonstrac¸a˜o: Como o Teorema 3.1.7 utiliza apenas a Proposic¸a˜o 3.1.5 e o
Corola´rio 3.1.6, basta substituir estes pela Proposic¸a˜o 3.3.3 e pelo Corola´rio
3.3.4, respectivamente.
Nada impede uma adaptac¸a˜o sem alterac¸o˜es da Proposic¸a˜o 3.1.8, pore´m
a falta de uma cota inferior para S enfraquece o que corresponde ao Corola´rio
3.1.9 neste caso.
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Proposic¸a˜o 3.3.6: Seja (b1, . . . , bM) ∈ S. Enta˜o (b1, b′2, . . . , b′M) ∈ S se, e
somente se, existe uma matriz sime´trica A, (M−1)× (M−1), com entradas
em F2 tal que (b
′
2, . . . , b
′
M) = (b2, . . . , bM) + (a2, . . . , aM)A.
Demonstrac¸a˜o: Ideˆntica a` demonstrac¸a˜o com a Proposic¸a˜o 3.3.3, a Pro-
posic¸a˜o 3.3.4 e o sistema (3.3.1) nos lugares da Proposic¸a˜o 3.1.5, da Pro-
posic¸a˜o 3.1.6 e (3.1.3), respectivamente.
Corola´rio 3.3.7: dimF2(V ) = dimF2(S)− M(M−1)2
3.4 Aplicando o processo para m par
Assim como foi feito para o caso onde m era ı´mpar, trabalharemos nesta
sec¸a˜o exemplos de utilizac¸a˜o dos resultados obtidos na que precede.
Tomemos um inteiro par m ≥ 4 e q = 2m. Para os valores de 0 < h < m/2
que sera˜o tomados, diremos que
w = 2h e M = (m− 2h)/2.
Tambe´m chamaremos de S o espac¸o vetorial das soluc¸o˜es (b1, . . . , bM) de
(3.3.1) para o w definido acima e V a projec¸a˜o de S na primeira coordenada.
O caso h = (m− 2)/2
Neste caso w = m−2 e M = 1. O sistema (3.3.1) consiste apenas na equac¸a˜o
b1 + b
2m/2
1 = 0,
para a qual as soluc¸o˜es sa˜o os elementos de F√q, ou seja, dim(S) = m/2.
Da´ı, para cada b ∈ F√q, a palavra induzida por Tr(x)Tr(bx) tem peso q/4,
que e´ o mı´nimo para este co´digo. Como consequeˆncia do Teorema 3.3.5, ja´
que neste caso S = V , existe um sub-co´digo, de peso mı´nimo e dimensa˜o
(m−2)/2, D(m−2)/2 ⊂ Ch. Tomando sub-co´digos Dr ⊂ D(m−2)/2 de dimensa˜o
r para cada r ∈ {1, . . . , (m − 4)/2}, como fizemos em casos em que m era
ı´mpar, chegamos ao resultado abaixo.
Proposic¸a˜o 3.4.1: Para cada r ∈ {1, . . . , (m−2)/2}, os pesos de Hamming
generalizados do co´digo bina´rio C(m−2)/2 de tamanho m− 1 satisfazem
dr(C(m−2)/2) = (2r − 1) · 2m−r−1.
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Segue enta˜o que para cada r
#C(Dr) = 2m−1(2r + 1).
O caso h = (m− 4)/2
Suponhamos agora m ≥ 6. Temos w = m− 4, M = 2 e o sistema (3.3.1) e´
b2
m/2−1
1 + b1 = a2b
m/2−1
2 + a
m/2−1
2 b2
b2
m/2
1 + b1 = a2b
m/2
2 + a
m/2
2 b2.
Fazendo a transformac¸a˜o b1 = b
′
1 + a
2m/2b2 obtemos
b′1
2m/2−1
+ b′1 = (a2 + a
2m−1
2 )b
m/2−1
2 + (a
m/2−1
2 + a
m/2
2 )b2 (3.4.1)
b′1
2m/2
+ b′1 = (a2 + a
2m
2 )b
m/2
2 + (a
m/2
2 + a
m/2
2 )b2 = 0. (3.4.2)
A equac¸a˜o (3.4.2) implica b′1 ∈ F√q. Podemos simplificar (3.4.1) se escolher-
mos a2 ∈ F4 \ F2. Neste caso, como X4 + X = (X2 + X)(X2 + X + 1), a2
deve ser raiz de X2 + X + 1, ou seja, a22 + a2 = 1. Agora observe que, para
cada k ∈ N,
a2
2k
2 = a
4k
2 = a2 e a
22k+1
2 =
(
a4k2
)2
= a22.
Segue da´ı que a2
m−1
2 = a
2
2, donde temos que o coeficiente de b
m/2−1
2 em (3.4.1)
e´ igual a 1. O mesmo ocorre para o de b2, ja´ que (m/2−1) e m/2 sa˜o nu´meros
consecutivos. Com isto verifica-se que a equac¸a˜o (3.4.1) e´ da forma
b′1
2m/2−1
+ b′1 = b
2m/2−1
2 + b2.
Fazendo a substituic¸a˜o c = b′1 + b2 ficamos com a equac¸a˜o
c2
(m−2)/2
+ c = 0
a ser resolvida em Fq. Portanto devemos ter c raiz de algum polinoˆmio
p(X) ∈ F2[X] irredut´ıvel e divisor de X2(m−2)/2+X. Como p(X) tera´ tambe´m
que dividirXq+X, seu grau e´ limitado superiormente por d, o ma´ximo divisor
comum entre m e (m− 2)/2. Como m− 2[(m− 2)/2] = 2, d ≤ 2. Se d = 1,
ou seja, m = 4k com k ∈ N, as u´nicas soluc¸o˜es para c sa˜o 1 e 0, donde segue
que b2 = b
′
1 + F2. E se d = 2, ou seja, m = 4k + 2 com k ∈ N, como o
u´nico polinoˆmio irredut´ıvel de grau 2 em F2[X] e´ o que tem como ra´ızes os
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elementos de F4 \ F2, verifica-se que b2 = b1 + F4. Conclui-se enta˜o que o
sistema (3.3.1) tem 2
√
q = 2(m+2)/2 soluc¸o˜es, quando m e´ divis´ıvel por 4, ou
4
√
q = 2(m+4)/2 soluc¸o˜es, caso contra´rio.
O peso mı´nimo de Ch e´ 2m−3 · 3 e com as informac¸o˜es acima obtemos S
com dimensa˜o (m+2)/2 ou (m+4)/2, donde segue, pelo Corola´rio 3.3.7, que
os poss´ıveis valores para a dimensa˜o de V sa˜o m/2 ou (m+2)/2. Tomando os
sub-co´digos Dr ⊂ Ch como no exemplo anterior, desta vez com 1 ≤ r ≤ m/2,
para m divis´ıvel por 4, ou 1 ≤ r ≤ (m + 2)/2, caso contra´rio, formulamos o
resultado seguinte:
Proposic¸a˜o 3.4.2: Os pesos de Hamming generalizados do co´digo bina´rio
C(m−4)/2 de tamanho 2m − 1 satisfazem
dr(C(m−4)/2) = (2r − 1)2m−r−2 · 3
para cada r ∈ {1, . . . ,m/2}. Ale´m disso, se m na˜o for divis´ıvel por 4, tambe´m
vale a mesma equac¸a˜o para r = (m+ 2)/2.
Aplicando aqui a Proposic¸a˜o 2.1.3 temos para cada 1 ≤ r ≤ m/2, e
tambe´m para r = (m+ 2)/2 no caso m na˜o for divis´ıvel por 4,
#C(Dr) = 2m−2(2r + 3).
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Notac¸a˜o
Aqui se encontra a notac¸a˜o que na˜o foi definida no decorrer do texto:
• N = {1, 2, 3, . . .} e Z≥0 = {0, 1, 2, 3, . . .}.
• Dado um conjunto finito A, #A sera´ a cardinalidade deste conjunto.
• Para cada x nu´mero real, [x] representa o maior inteiro menor ou igual
a x.
• Dado um corpo K, K∗ denota o conjunto K\{0}, enquanto K[X1, . . . , Xn]
e´ o anel de polinoˆmios nas varia´veis X1, . . . , Xn.
• Dado V espac¸o vetorial sobre um corpo K, para quaisquer U e W
sub-espac¸os vetoriais de V , U + W denotara´ o tambe´m sub-espac¸o
{u + w; u ∈ U e w ∈ W}. Ale´m disso, para cada v ∈ V , K · v
representara´ o sub-espac¸o gerado por v, ou seja, o conjunto {k · v; k ∈
K}
• Dado um anel R e r1, . . . , rn ∈ R, (r1, . . . , rn) e´ o ideal gerado pelos
elementos ri, ou seja, o conjunto {s1 · r1 + . . .+ sn · rn; s1, . . . , sn ∈ R}.
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