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1. Introduction
The theory of symmetric polynomials is one of the most classical parts of algebra. A polynomial
q(x1, . . . , xm) is said to be symmetric, if for any permutation σ ∈ Sm, we have
q(xσ(1), . . . , xσ(m)) = q(x1, . . . , xm).
Symmetric polynomials are very important because of their crucial role in branches of algebra, such as,
Galois theory, representation theory and algebraic combinatorics. For a review of the theory of sym-
metric polynomials, one can use the book ofMacdonald [8], or the book of Sagan [12]. By a little change
in the deﬁnition of symmetric polynomials, we can deﬁne the notion of anti-symmetric polynomial: a
polynomial q(x1, . . . , xm) is said to be anti-symmetric, if for any permutation σ ∈ Sm, we have
q(xσ(1), . . . , xσ(m)) = ε(σ )q(x1, . . . , xm),
where ε(σ ) is the sign of σ . For example, the well-known Vandermonde polynomial
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V(x1, . . . , xm) =
∏
i<j
(xi − xj)
is anti-symmetric and it can be easily veriﬁed that every anti-symmetric polynomial is equal to a
product of the Vandermonde polynomial and a symmetric polynomial.
As ε is a linear character of the symmetric group Sm, the deﬁnition of an anti-symmetric polynomial
suggests us to generalize it for the case of arbitrary subgroups of Sm and their linear characters; for
example, if G is any subgroup of Sm and χ is a linear character of G, then we say that a polynomial
q(x1, . . . , xm) is symmetric relative to G and χ , if for any σ ∈ G, we have
q(xσ(1), . . . , xσ(m)) = χ(σ−1)q(x1, . . . , xm).
For non-linear characters, we must deﬁne the notion of relative symmetry by an entirely different
method (see Section 2).
The aim of this article is to introduce the notion of a relative symmetric polynomial and to give
answers for some natural questions about their structures. The idea of the recent work is suggested
by the theory of symmetry classes of tensors and in fact the development of this article is parallel (up to
a point) to the similar theory of symmetry classes of tensors as presented in [10].
2. Relative symmetric polynomials
Let G be a subgroup of the full symmetric group Sm of degree m and suppose χ is an irreducible
complex character ofG. LetHd[x1, . . . , xm] be the complex space of homogenous polynomials of degree
d with the independent commuting variables x1, . . . , xm. Suppose Γ
+
m,d is the set of all m-tuples of
non-negative integers, α = (α1, . . . ,αm), such that∑i αi = d. For any α ∈ Γ +m,d, deﬁne Xα to be the
monomial x
α1
1 · · · xαmm . So the set {Xα : α ∈ Γ +m,d} is a basis of Hd[x1, . . . , xm]. We deﬁne also an inner
product on Hd[x1, . . . , xm] by
〈Xα , Xβ〉 = δα,β.
The group G acts on Hd[x1, . . . , xm] via
qσ (x1, . . . , xm) = q(xσ−1(1), . . . , xσ−1(m)).
It also acts on Γ
+
m,d by
σα = (ασ(1), . . . ,ασ(m)).
Let Δ be a set of representatives of orbits of Γ
+
m,d under the action of G.
Now consider the idempotent
T(G,χ) = χ(1)|G|
∑
σ∈G
χ(σ)σ
in the group algebra CG. Deﬁne the space of relative symmetric polynomials of degree dwith respect to
G and χ to be
Hd(G,χ) = T(G,χ)(Hd[x1, . . . , xm]).
Remark 2.1. If χ is a linear character of G, then Hd(G,χ) is the set of all q ∈ Hd[x1, . . . , xm], such that
for any σ ∈ G, we have qσ = χ(σ−1)q. For example, if χ = 1, then we obtain the space of ordinary
symmetric homogenous polynomials of degree d and forχ = ε, we obtain the space of anti-symmetric
homogenous polynomials of degree d.
Deﬁnition 2.2. Let q ∈ Hd[x1, . . . , xm]. Then we set
q∗ = T(G,χ)(q)
and we call it a symmetrized polynomial with respect to G and χ . Some times, we use the notation
q∗(G,χ) instead of q∗. As a special case, if α ∈ Γ +m,d, we denote the symmetrized monomial (Xα)∗ by
Xα,∗. Clearly
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Hd(G,χ) = 〈Xα,∗ : α ∈ Γ +m,d〉,
where 〈set of vectors〉 denotes the subspace generated by a given set of vectors.
Remark 2.3. It is well-known that the set {T(G,χ) : χ ∈ Irr(G)} is a complete set of orthogonal
idempotents, where Irr(G) is the set of irreducible complex characters of G. So, we have the following
orthogonal direct sum decomposition,
Hd[x1, . . . , xm] =
⊕
χ∈Irr(G)
Hd(G,χ).
Hence, every polynomial in m variables, is equal to a unique sum of relative symmetric polynomials
with respect to any ﬁxed permutation group G and its irreducible characters. This is an interesting
generalization of the fact that every two-variables polynomial q(x, y) can bewritten uniquely as a sum
of a symmetric and an anti-symmetric polynomial:
q(x, y) = 1
2
(q(x, y) + q(y, x)) + 1
2
(q(x, y) − q(y, x)).
We are now, going to give an answer for this question: when Xα,∗ is non-zero? Our solution to this
problem, uses the inner product of characters. Recall that the inner product of two characters of an
arbitrary group K is deﬁned as follows,
[φ,ψ]K = 1|K|
∑
σ∈K
φ(σ)ψ(σ−1).
In the special case where K is a subgroup of G and φ and ψ are characters of G, the notation [φ,ψ]K
will denote the inner product of the restrictions of φ and ψ to K .
Proposition 2.4. If α and β are not in the same orbit of Γ +m,d, then
〈Xα,∗, Xβ ,∗〉 = 0. Also,
||Xα,∗||2 = χ(1) [χ , 1]Gα[G : Gα] ,
where Gα is the stabilizer subgroup of α under the action of G.
Proof. We have
〈Xα,∗, Xβ ,∗〉= χ(1)
2
|G|2
∑
σ ,θ∈G
χ(σ)χ(θ)〈Xσα , Xθβ〉
=0.
Similarly,
||Xα,∗||2 = χ(1)
2
|G|2
∑
σ ,θ∈G
χ(σ)χ(θ)〈Xσα , Xθα〉.
We have Xσα = Xθα if and only if τ = θσ−1 ∈ Gα , so
||Xα,∗||2= χ(1)
2
|G|2
∑
σ∈G
∑
τ∈Gα
χ(σ )χ(σ−1τ−1)
= χ(1)
2
|G|
∑
τ∈Gα
χ(τ−1)
χ(1)
=χ(1) [χ , 1]Gα[G : Gα] . 
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Corollary 2.5. We have Xα,∗ /= 0, if and only if [χ , 1]Gα /= 0.
According to the above corollary, let Ω be the set of all α ∈ Γ +m,d, with [χ , 1]Gα /= 0. Since
Hd[x1, . . . , xm] =
⊕
α∈Δ
〈Xσα : σ ∈ G〉,
we obtain the orthogonal direct sum
Hd(G,χ) =
⊕
α∈Δ
〈Xσα,∗ : σ ∈ G〉,
where Δ = Δ ∩ Ω .
Proposition 2.6. We have
dim 〈Xσα,∗ : σ ∈ G〉 = χ(1)[χ , 1]Gα .
Proof. For simplicity, we denote the subspace 〈Xσα,∗ : σ ∈ G〉 by Uα . Suppose the orbit of α under
the action of G, is
OrbG(α) = {σ1α, . . . , σtα},
so t = [G : Gα]. Deﬁne a t × t matrix C by Cij = 〈Xσiα,∗, Xσjα,∗〉. Using a similar argument as in 2.4,
one can see that C is idempotent. Hence, we have
dimUα = rank C
= Tr C
=
t∑
i=1
||Xσiα,∗||2
=
t∑
i=1
χ(1)
[χ , 1]Gσiα
[G : Gσiα]
.
But, Gσiα = σiGασ−1i , and χ is a class function on G, so
[χ , 1]Gσiα = [χ , 1]Gα .
Similarly
[G : Gσiα] = [G : Gα],
and hence
dimUα =
t∑
i=1
χ(1)
[χ , 1]Gα
[G : Gα]
=χ(1)[χ , 1]Gα . 
Corollary 2.7. We have
dimHd(G,χ) = χ(1)
∑
α∈Δ
[χ , 1]Gα .
Corollary 2.8. If χ is linear, then the set {Xα,∗ : α ∈ Δ} is an orthogonal basis of Hd(G,χ) and we have
dimHd(G,χ) = |Δ|.
As an application of 2.4, we prove the following theorem, concerning the action of G on Γ
+
m,d.
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Theorem 2.9. Let K  G and suppose λ = χ|K is irreducible. Then for any α ∈ Γ +m,d,
[λ, 1]Kα
[K : Kα] =
∑
ϕ∈Irr(G)
[λ,ϕ]2K [ϕ, 1]Gα
[G : Gα] .
Proof. Let q ∈ Hd[x1, . . . , xm]. We can rewrite the symmetrized polynomial q∗(K, λ) in terms of the
relative symmetric polynomials with respect to G. To do this, we use the following identity, which is
proved in [9];
T(K, λ) = λ(1) ∑
ϕ∈Irr(G)
[λ,ϕ]K
ϕ(1)
T(G,ϕ).
So we have
q∗(K, λ) = λ(1) ∑
ϕ∈Irr(G)
[λ,ϕ]K
ϕ(1)
q∗(G,ϕ).
As a special case, we have
Xα,∗(K, λ) = λ(1) ∑
ϕ∈Irr(G)
[λ,ϕ]K
ϕ(1)
Xα,∗(G,ϕ).
We know that if ϕ /= ϕ′, then 〈Xα,∗(G,ϕ), Xα,∗(G,ϕ′)〉 = 0, so,
||Xα,∗(K, λ)||2 = λ(1)2 ∑
ϕ∈Irr(G)
[λ,ϕ]2K
ϕ(1)2
||Xα,∗(G,ϕ)||2.
But we have
||Xα,∗(K, λ)||2 = λ(1)2 [λ, 1]Kα[K : Kα] ,
and
||Xα,∗(G,ϕ)||2 = ϕ(1)2 [ϕ, 1]Gα[G : Gα] ,
and so the result follows. 
In the next proposition, we give another interesting formula for the dimension of Hd(G,χ). To do
this, let σ ∈ G be any element with the cycle structure [a1, . . . , an], (i.e. σ is equal to a product of n
disjoint cycles of length a1, . . . , an, respectively). Let Q(d, σ) be the number of non-negative integer
solutions of the equation
a1t1 + a2t2 + · · · + antn = d.
Unfortunately, there is no compact formula for Q(d, σ), but one can see that
n∏
i=1
1
1 − tai
is the generating function for Q(d, σ) (see [1]). Because T(G,χ) is idempotent, we have
dimHd(G,χ)=Tr T(G,χ)
= χ(1)|G|
∑
σ∈G
χ(σ)Trσ ,
where we consider here σ as an operator on Hd[x1, . . . , xm]. We show that,
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Trσ = Q(d, σ).
It is easy to see that Tr σ = |{α ∈ Δ : σ ∈ Gα}|. Let σ ∈ Gα and suppose θ = (t, σ(t), σ 2(t), . . .) is
one of the cycles appearing in the decomposition of σ . Then, we must have
αt = ασ(t) = ασ 2(t) = · · · .
So, the set of entries of α is partitioned into n parts of sizes a1, . . . , an, respectively, and elements of
each part are equal. Furthermore, the total sum of entries of α must be d. Hence, any α ∈ Δ, with
σ ∈ Gα , gives us a non-negative integral solution for the equation
a1t1 + a2t2 + · · · + antn = d,
and vise versa. So we proved
Trσ = Q(d, σ).
Summing up, we have the following result.
Proposition 2.10. We have
dimHd(G,χ) = χ(1)|G|
∑
σ∈G
χ(σ)Q(d, σ).
Example 2.11. We are going to compute the dimension of the space of quadratic relative symmetric
polynomials with respect to the full symmetric group, Sm and its irreducible characters. First of all, we
deﬁne some standard notions concerning irreducible characters of Sm. Ordinary representations of Sm
are in one to one correspondence with partitions ofm. Let
π = (π1, . . . ,πs)
be any partition ofm. The Ferrers diagram ofπ is a set ofm boxes, arranged in s rows (aligned left) and
for any 1 i s, the ith row consists of πi boxes. A Young tableau associated with π , or a π-tableau,
arises from the Ferrers diagram of π by inserting numbers 1, 2, . . . , m in the boxes. If t is a π-tableau,
then the number in the (i, j) box is denoted by tij . The symmetric group Sm acts on the set of all
π-tableaux if we set
(tσ )ij = (tij)σ .
Two tableaux t and t′ are said to be equivalent, iff their corresponding rows contain the same numbers.
The equivalence class of t is denoted by {t} and it is called a π-tabloid. For any σ ∈ Sm, deﬁne
{t}σ = {tσ }.
So Sm acts on the set ofπ-tabloids. Let L
π be the free vector space generated by the set of allπ-tabloids
over the ﬁeld of complex numbers. Then Lπ is a CSm-module and we have
dim Lπ = m!
π1! · · ·πs! .
The Young subgroup associated with π is deﬁned as follows
Sπ = S{1,...,π1} × S{π1+1,...,π1+π2} × · · · .
Therefore we have Sπ ∼= Sπ1 × · · · × Sπs . The corresponding character of Lπ is (1Sπ )Sm , (the induced
character), see [12] for a proof.
Let t be a π-tableau and Ct be the column stabilizer subgroup of t, the subgroup of Sm consisting
all permutations under which every column of t is invariant. Deﬁne
κt =
∑
σ∈Ct
ε(σ )σ ,
where ε is the alternating character of Sm. Now deﬁne the π-polytabloid pt = κt{t}. Let Sπ be the
submodule of Lπ generated by the set of allπ-polytabloids. This is called the Spechtmodule associated
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with π . It is well known that the Specht modules associated with all partitions of m are all of non-
isomorphic irreducible CSm-modules, (see [10] or [12]). We denote the corresponding character of S
π
by the notation χπ .
Let π = (π1, . . . ,πs) and μ = (μ1, . . . ,μl) be two partitions ofm. We say that μ majorizes π , iff
for any 1 imin{s, l}, the inequality
π1 + · · · + πi μ1 + · · · + μi
holds. In this case we write λ  μ. This is clearly a partial ordering on the set of all partitions of m. A
generalized μ-tableau of type π is a function
T : {(i, j) : 1 i h(μ), 1 jμi} → {1, 2, . . . , m}
such that for any 1 im, we have |T−1(i)| = πi. This generalized tableau is called semi-standard
if for each i, j1 < j2 implies T(i, j1) T(i, j2) and for any j, i1 < i2 implies T(i1, j) < T(i2, j). In other
words, T is semi-standard, iff every row of T is non-descending and every column of T is ascending.
The number of all such semi-standard tableaux is denoted by Kμπ and it is called the Kostka number.
It is well known that Kμπ /= 0 iff μ majorizes π , see [12] for example. It is well-known that
Kμπ = [(1Sπ )Sm ,χμ]Sm
= [1,χμ]Sπ .
Now, let G = Sm,m 4 and χ = χπ , where π is a partition ofm. Also, suppose d = 2. In this case,
we have Δ = G+m,2, the set of all increasing elements of Γ +m,2. So
Δ = {(0, 0, . . . , 0, 2), (0, 0, . . . , 1, 1)}.
It is easy to see that
Δ = {α ∈ G+m,2 : M(α)  π},
whereM(α) denotes the multiplicity partition of α. For simplicity, let
α = (0, 0, . . . , 0, 2), β = (0, 0, . . . , 1, 1).
HenceM(α) = [m − 1, 1] andM(β) = [m − 2, 2]. There are four cases;
(1) π = [m]. In this case we have χπ = 1 and Δ = {α,β} and so
dimH2(Sm, 1) = Kπ ,M(α) + Kπ ,M(β) = 2.
(2) π = [m − 1, 1]. In this case χπ = Fix − 1, the permutation character of Sm. Also, we have Δ ={α,β} and hence
dimH2(Sm, Fix − 1) = (m − 1)(Kπ ,M(α) + Kπ ,M(β)) = 2(m − 1).
(3) π = [m − 2, 2]. In this case we have Δ = {β} and so
dimH2(Sm,χπ) = χπ(1)Kπ ,M(β) = m(m − 3)
2
.
(4) π = other partitions. In these cases, we have H2(Sm,χπ) = 0.
A similar work, can be done for the case d = 3; as a summary of this case, we have
dimH3(Sm,χπ) = χπ(1)(Kπ ,[m−1,1] + Kπ ,[m−2,12] + Kπ ,[m−3,3]).
3. Algebra of relative symmetric polynomials
Generally, if q1 and q2 are both relatively symmetric with respect to G and χ , then we can not
conclude that q1q2 is also symmetric with respect to G and χ . In this section, we suppose that χ is a
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linear character of Gwith order n. Our aim is to introduce an algebraH(G,χ), generated by the relative
symmetric polynomials with respect to G and χ . Note that, if χ1 and χ2 are two linear characters of G,
then we have
Hd1(G,χ1)Hd2(G,χ2) ⊆ Hd1+d2(G,χ1χ2).
Deﬁnition 3.1. The algebra of relative symmetric polynomials with respect to G and χ is deﬁned as
H(G,χ) =
∞⊕
d=0
n−1⊕
i=0
Hd(G,χ
i).
Note that, we suppose H0(G,χ
i) = C.
The algebra H(G,χ) is graded by the group Z × Zn. For any (d, i) ∈ Z × Zn, supposeΔ(d, i) is the
corresponding Δ-set of Hd(G,χ
i). We set
ΔG,χ =
⋃
d,i
Δ(d, i).
Also, if α ∈ Δ(d, i), we denote by Xα,∗(d, i), the symmetrized monomial Xα,∗(G,χ i) ∈ Hd(G,χ i).
Theorem 3.2. The set
{Xα,∗(d, i) : (d, i) ∈ Z × Zn,α ∈ Δ(d, i)}
is an orthogonal basis of H(G,χ).
Proof. In what follows, |α| is the sum of entries of α. We have
〈Xα,∗(d, i), Xβ ,∗(d′, j)〉 = 1|G|2
∑
σ ,θ
χ(σ )iχ(θ−1)j〈Xσα , Xθβ〉.
We know that |α| = d and |β| = d′, so, if d /= d′, then α and β are not conjugate under G, and hence
for any σ , θ ∈ G, we have Xσα /= Xθβ . Thus, in this case we have
〈Xα,∗(d, i), Xβ ,∗(d′, j)〉 = 0.
Now, suppose α ∈ Δ(d, i) and β ∈ Δ(d, j). Hence
α,β ∈ Δ(d, G),
where Δ(d, G) is the set of representatives of orbits of Γ +m,d under the action of G. So, if α /= β , then
they are not conjugate under G, and again we obtain;
〈Xα,∗(d, i), Xβ ,∗(d, j)〉 = 0.
Now, it remains only the case 〈Xα,∗(d, i), Xα,∗(d, j)〉. We have
〈Xα,∗(d, i), Xα,∗(d, j)〉= 1|G|2
∑
σ ,θ
χ(σ )iχ(θ−1)jδσα,θα
= 1|G|2
∑
σ∈G
⎛
⎝∑
τ∈Gα
χ(σ )iχ(σ−1τ−1)j
⎞
⎠
= 1|G|
∑
τ∈Gα
⎛
⎝ 1|G|
∑
σ∈G
χ(σ)iχ(σ−1τ−1)j
⎞
⎠ .
The expression inside the parenthesis is equal to δijχ(τ
−1), by the orthogonality of characters. Hence
we have,
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〈Xα,∗(d, i), Xα,∗(d, j)〉 = δij[G : Gα] .
Now we conclude that the set
{Xα,∗ : α ∈ ΔG,λ}
is orthogonal. Since, it does not contain zero and generates H(G,χ), so it is an orthogonal basis of
H(G,χ). 
4. Relative Vandermonde polynomials
In order to study the structure of Hd(G,χ), with χ linear, we deﬁne an interesting polynomial, the
relative Vandermonde polynomial.Wewill see that (under aweak condition and in some sense), every
element of Hd(G,χ) can be decompose into the product of a relative Vandermonde polynomial and a
symmetric polynomial. In this section, χ a linear character of G.
Deﬁnition 4.1. The Vandermonde series of G with respect to χ is deﬁned recursively
G0=G
Gr =〈(i j) ∈ Gr−1 : χ(i j) /= (−1)r−1〉.
It is easy to see that the Vandermonde series of G with respect to χ is a sub-normal series. This
series begins with G and ends with Gn = 1 and it may have some equal terms.
Deﬁnition 4.2. Let the Vandermonde series of G with respect to χ be
1 = Gn  Gn−1  · · ·  G1  G0 = G.
Then the relative Vandermonde polynomial of G with respect to χ is
V
χ
G (x1, . . . , xm) =
n−1∏
r=1
∏
(i j)∈Gr
(xi − xj).
Note that in the inner
∏
, we assume that i < j.
Now, we can prove the main theorem of this section. Note that, in what follows, a symmetric
polynomial with respect to a permutation group K , is a polynomial which is symmetric with respect
to K and its principal character, 1K .
Theorem 4.3. Let the Vandermonde series of G with respect to χ be
1 = Gn  Gn−1  · · ·  G1  G0 = G.
Suppose n 2. Then every element of Hd(G,χ) is a product of V
χ
G (x1, . . . , xm) and a symmetric polynomial
with respect to Gn−1.
Proof. Suppose q ∈ Hd(G,χ). So for any σ ∈ G, we have
qσ = χ(σ−1)q.
Suppose (i j) ∈ G1. Putting xi = xj in q and acting the transpose (i j) on it, we obtain q = χ(i j)q.
Since χ(i j) /= 1, we must have q = 0 and hence q is divisible by xi − xj . So the polynomial V1 =∏
(i j)∈G1(xi − xj) divides q. Let
q = V1.q1.
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For any σ = (i j) ∈ G1, we have
χ(σ−1)q = qσ = −V1.qσ1 ,
hence q1 is also symmetric with respect to G1 and εχ , where ε is the alternating character. Similarly,
for any (i j) ∈ G2, assuming xi = xj and performing the action of (i j) on q1, we obtain q1 = −χ(i j)q1.
Again, since χ(i j) /= −1, we have q1 = 0. So q1 is divisible by xi − xj . Hence
q1 = V2.q2,
where V2 = ∏(i j)∈G2(xi − xj). Continuing this argument, we obtain an equality
q = VχG (x1, . . . , xm).p,
where p is symmetric with respect Gn−1 and εn−1χ . Now, note that, if (i j) ∈ Gn−1, then χ(i j) =
(−1)n−1. Since Gn−1 is generated by transpositions, we must have χ|Gn−1 = εn−1. Hence εn−1χ = 1
and so p is symmetric with respect to Gn−1. 
5. Some problems concerning relative symmetric polynomials
There are many interesting problems about relative symmetric polynomials. In this section, we
brieﬂy review some of this problems.
1. First of all, there is the problem of computing the dimension of Hd(G,χ) for certain groups, such
as the symmetric group Sm, the alternating group Am, the dihedral group Dm and so on. This will
give us, very interesting equalities concerning the number of restricted partitions of integers.
The similar problem, in the theory of symmetry classes of tensors, is very popular and there
are many articles written about the dimensions of symmetry classes (see [10] for an extended
bibliography).
2. Next, we have the vanishing problem ofHd(G,χ). For a given group G, what is the necessary and
sufﬁcient condition for Hd(G,χ) = 0? The similar problem for symmetry classes of tensors is
solved in [15].
3. There is also, the problem of orthogonal ∗-bases of Hd(G,χ); for which groups G and characters
χ , there is a subset S ⊆ Γ +m,d, such that {Xα,∗ : α ∈ S} is an orthogonal basis of Hd(G,χ)? As
we saw in Section 2, if χ is a linear character, then S = Δ has this property. A similar problem,
have been considered by many authors for the symmetry classes of tensors, see for example
[10,11,13,15].
4. For the next problem, we ﬁrst deﬁne the concept of symmetrized decomposable polynomial. For
1 i d, suppose
fi =
m∑
j=1
aijxj,
and let q = f1f2 · · · fd. Then we call q∗, a symmetrized decomposable polynomial. It is easy to
see that
q∗ = ∑
α∈Γd,m
⎛
⎝
d∏
i=1
ai,α(i)
⎞
⎠m∗M(α).
We have two important problems concerning decomposable symmetrized polynomials; when
two symmetrized decomposable polynomials are equal andwhen a symmetrized decomposable
polynomial is zero? This problem, in the case of symmetry classes of tensors, have been studied
by many authors, see for example [2–7].
5. There is an interesting link between relative symmetrized polynomials and generalized matrix
function dGχ . Recall that (see [10]), for anm × mmatrix A, we have
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dGχ (A) =
∑
σ∈G
χ(σ)
m∏
i=1
Ai,σ(i).
Now, suppose α ∈ Γ +m,d and
Aα =
⎛
⎜⎜⎝
x
α1
1 · · · xα1m
...
...
x
αm
1 · · · xαmm
⎞
⎟⎟⎠
This is a Vandermonde typematrix and it is easy to see that
Xα,∗ = χ(1)|G| d
G
χ (Aα).
Now, for an arbitrary q ∈ Hd[x1, . . . , xm], we can ask the question: is there an m × mmatrix Aq
with entries in C[x1, . . . , xm], such that
q∗ = χ(1)|G| d
G
χ (Aq)?
This problem is interesting, because it connects relative symmetric polynomials to the general-
ized matrix functions.
6. Next, we have the problem of generalization of some well-known notions of the theory of sym-
metric functions to the relative symmetric case. For example, howwe can deﬁne the generalized
notion of Schur functions (as well as other important symmetric functions, see [8]) in the case
of relative symmetric polynomials?
7. Finally we come to the relative Vandermonde polynomial. There aremany questions concerning
V
χ
G (x1, · · · , xm). For known groups, such as Dihedral, Quaternion, Dicyclic, and other groups,
compute explicitly the Vandermonde series and the relative Vandermode polynomial. Having
Gn−1 explicitly, we can compute dimHd(G,χ) easily, because we have
dimHd(G,χ)=dimHd′(Gn−1, 1)
= 1|Gn−1|
∑
σ∈Gn−1
Q(d′, σ).
Note that here d′ = d/s, where s is the degree of VχG (x1, · · · , xm). We also have
dimHd(G,χ) = |ΔGn−1 |,
which is very easier to compute, if we know Gn−1.
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