This paper addresses the problem of obtaining a consistent estimate (or upper bound) of the covariance matrix when combining two quantities with unknown correlation. The combination is defined linearly with two gains. When the gains are chosen a priori, a family of consistent estimates is presented in the paper. The member in this family having minimal trace is said to be "family-optimal". When the gains are to be optimized in order to achieve minimal trace of the family-optimal estimate of the covariance matrix, it is proved that the global optimal solution is actually given by the Covariance Intersection Algorithm, which conducts searching only along a one-dimensional curve in the n-squared-dimensional space of combination gains.
Introduction
The Kalman Filter has become one of the cornerstones of modern technology. At each recursive step, it provides a convenient way to combine a projected estimate of some state with information provided by a measurement on this state in order to obtain a new estimate together with its accuracy (covariance). In deriving the covariance matrix of the new estimation error and the optimal Kalman Gain that minimizes its trace (so that the estimation is optimal in the least-square sense), it is assumed that the prior estimation error and the new measurement error are uncorrelated. Although this assumption is often only an approximation to the reality, in many situations it suffices for the problems being considered, and Kalman Filter has been successfully applied in a wide spectrum of fields.
However, there are situations in which the assumption of independence may lead to serious problems for estimation. For example, in a distributed network, when a node £ receives a piece of information from a node ¤ , the topology of the network may be such that ¤ is passing along the information it originally received from
In the seminal papers [1, 2] , the Covariance Intersection (CI) Algorithm was proposed to deal with this problem. The objective is to obtain a consistent estimate of the covariance matrix when two random variables are linearly combined. By "consistent" we mean that the estimated covariance is always an "upper-bound" (in the positive definite sense; see Section 2) of the true covariance, even when the correlation is unknown. Thus in the example above, after node £ combines the information, the covariance matrix will remain approximately the same, rather than incorrectly reduced. Judiciously combined with Kalman Filter and prior knowledge about the systems, the CI Algorithm has found wide applications, particularly in the area of distributed estimation [3, 4, 5, 6, 7, 8, 9, 10] .
Yet, there are questions that are not answered by the CI Algorithm. When the variables being combined are¨dimensional vectors, a combination gain is a matrix with© elements, thus can be chosen from an© dimensional space. But the variable in the CI Algorithm parameterizes only a one dimensional curve in this space. In order to get a complete picture, we pose two separate problems in this paper. The first problem is to obtain a consistent estimate of the covariance matrix when fixed combination gains are used. We solve this problem by presenting a family of such estimates. The member in this family having the minimal trace can be determined analytically, and is referred to as the "family-optimal" estimate. The second problem is to find the best pair of gains that minimizes the trace of the above family-optimal estimate. In general this is an optimization problem in an¨© dimensional space of combination gains. However, we prove that the global optimal solution is actually given by the CI Algorithm, even though it conducts the search only along a one dimensional curve.
The paper is organized as follows. First a statement of the problem is given in Section 2. Following this, the CI Algorithm is reviewed in Section 3. The main results of this paper are presented in Sections 4 and 5. Finally some conclusions are drawn in Section 6.
Problem Statement
To highlight the essence of the results, no dynamics are considered in this paper, and the problem is simply stated as combining two estimates of the mean value of a random variable when the correlation between the estimation errors is unknown. The basic notations in [1] are followed here, but for simplicity no distinction is made between a random variable and its observation. More specifically, let be the mean value of some random variable to be estimated. Two sources of information are available: estimate and estimate . Define their estimation errors as
and assume that
The true values of A B D B
and A P R P may not be known, but some consistent estimates are known:
Here inequality is in the sense of matrix positive semi-definiteness, i.e., 
Note that
We formulate the following two problems: , then Problem 1 is easily solved by noting that the estimate
is consistent as a direct consequence of (1). For Problem 2, the trace of the above
This corresponds to the derivation of the Kalman Gain in Kalman Filter.
The Covariance Intersection Algorithm
can be given by 
The optimal solution of 
(ii) For 
A Solution to Problem 1
In order to obtain an upper bound for
when the correlation A B D P is unknown, the following inequality is utilized
where i 7
is a scalar parameter. It follows that
Therefore, from (1) and (12) 
It should be noted that this family of upper bounds is tight only for certain pairs of
and Minimizing the trace of the covariance matrix is convenient when the CI Algorithm is used in combination with the Kalman Filter in a distributed estimation scheme. If each node in the network updates its own estimates using estimates from other nodes as well as measurements from its own set of sensors, a possible estimation scheme is as follows. The CI Algorithm is used to update the current estimate when an estimate from a different node arrives, since the two may be correlated and the correlation is often unknown. Kalman Filter update equations are used to update the current estimate when measurements from its own sensors become available, if the measurements are known to be uncorrelated. Within this framework, and in view of the fact that the Kalman Filter minimizes the trace of the covariance matrix, it is important to have the CI Algorithm minimize the trace as well.
A Solution to Problem 2
From ( Thus the family-optimal covariance matrix is
and the gains are
This theorem reveals the nature of the optimality of the best in CI Algorithm. According to the theorem, theÀ© dimensional optimization problem can be reduced to a one-dimensional one.
Conclusion
The Covariance Intersection Algorithm is reexamined in this paper, in the general framework of obtaining a consistent estimate of the covariance matrix when combining two quantities with unknown correlation. For the case when the gains are chosen, a family of consistent estimates is given. For the case when optimal gains are to be found in order to minimize the trace of the estimated covariance, it is proved that the solution is given by the CI Algorithm, which conducts the search on a one-dimensional curve rather than in the whole parameter space, and thus the optimization problem can be solved very efficiently. The results reported in this paper can be extended to the case with dynamical equations in a straightforward fashion. It can also be extended to the case of combining more than two variables, and to the case of partial observations where only Á y Â q is available, q being the quantity of interest. It is the authors' belief that with the newly gained understanding, Covariance Intersection Algorithm will find more applications in the areas of distributed filtering and estimation and data fusion.
