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We study the use of switching regression models to characterize the coefficients in linear 
production technologies with a finite number of activities. Maximum likelihood-based 
methods are proposed and different switching specifications are discussed. The viability 
of these newly proposed technniques is established. The methods developed combine the 
advantages of the two major approaches to frontier estimation: the functional flexibility 
of the linear programing-nonparametric and nonstatistical-approach and the statistical 
nature of the econometric-both parametric and statistical-approach. This combination 
comes at the expense of some analytical complexity. 
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1. Introduction 
Switching Regressions and Activity Analysis 
Eduardo ~ 
In this paper we investigate the use of switching regression models in the estimation of pro-
duction coefficients of linear activity technologies. Technologies with smoother isoquants 
can be thought of as the limit of a linear technology when the number of activities grows 
to infinity. We explore here an approach to production frontier estimation based on the 
direct study of these primary activities. The main advantage of this approach is its func-
tional flexibility. Alternative econometric methods to frontier analysis postulate specific 
and quite restrictive parametric forms which often encounter problems fitting the observed 
data. 
1.1. Frontier Estimation 
There are two main approaches to frontier estimation: the parametric approach and the 
nonparametric approach (here, parametric and nonparametric refer to the form of the pro-
duction or cost functions and not to the error specification). The parametric approach 
assumes particular parametric form for, say, the production function (e.g., Cobb-Douglas, 
CES, translog), adds a one-sided l random error reflecting the presence of technical ineffi-
ciency in the production process, and, sometimes, a second stochastic component reflecting 
the effects of noise, measurement error, model misspecification and exogenous shocks. The 
nonparametric approach doesn't assume any specific form for the production function but 
envolves 2 the sample data by the smallest convex weak-disposal hull that satisfies the 
axioms imposed by economic theory.3 Since very lit tIe structure is imposed on the data 
this approach is unable to accommodate stochastic elements in a satisfactory way. See 
Forsund, Lovell and Schmidt (1980) and Schmidt (1985) for a survey of all different meth-
ods of frontier estimation; see Bauer (1990) and Seiford and Thrall (1990) for surveys of 
recent developments of the parametric and nonparametric approaches to frontier estima-
tion. 
The main drawback of the parametric approach is that the particular parametric form 
used by the analyst is a maintained hypothesis imposed on the data which cannot be 
tested-i. e., it's an act of faith. The nonparametric approach, on the other hand, is a 
data-based model building method; however its inability to accommodate random noise 
makes its results very sensitive to measurement error and model misspecification. There 
have been various attempts to combine the functional flexibility of the nonparametric 
approach with the ability of handling statistical noise. 
I wish to thank Hal Varian and Margarida Genius who provided many useful discussions. Financial 
support from the Bank of Spain is gratefully acknowledged. 
1 Non-positive in the case of production frontiers, and non-negative in the case of cost frontiers. 
2 Hence the term data envelopment analysis is often used to refer to these techniques. 
3 See Shephard (1970) for a list of the regularity conditions desired for production functions. 
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Varian (1985) incorporates measurement error to the nonparametric tests of optimizing 
behavior. However, the paper is concerned with testing, not with estimation, and no new 
methods for recovering technological parameters are developed. 
Banker and Maindiratta (1987) and Banker (1988) have attempted to lay some statistical 
foundations for the nonparametric techniques known as data envelopment analysis (DEA). 
Assuming a monotonically decreasing density function for the deviation between actual and 
efficient level of output, Banker (1988) proves that the DEA estimates of the best-practice 
monotone-increasing and concave production function are also maximum likelihood esti-
mates. Since the number of incidental parameters4 to be estimated by DEA methods grows 
with the sample size, the usual statistical properties of the maximum likelihood estima-
tors do not apply there. However, Banker (1988) manages to prove the consistency of the 
DEA estimates from first principles. Nevertheless, other properties of these estimators are 
uncertain and no estimates for their standard errors are derived. Moreover, these papers 
are efforts to motivate DEA instead than attempts to develop an appropriate statistical 
framework for the nonparametric approach. 
Finally, Land, Lovell and Thore (1988) use chance-constrained programing techniques 
to allow for uncertainty about the structure of the efficient production technology. They 
append the methods of chance-constrained programing to the nonparametric deterministic 
frontier model. In addition to the usual input-output data, evaluator-supplied information 
concerning accuracy of the data and willingness to take risk are required. Furthermore, 
chance-constrained efficiency measurement continues to be deterministic: efficiency is cal-
culated by means of nonlinear programing techniques and no parameters are actually 
estimated in the process. 
The approach that we present in this paper is based on a stochastic specification in a 
linear activities context which allows the use of statistical techniques to estimate technolog-
ical parameters. Minimal functional constraints are imposed, as in the DEA approach. At 
the same time, a composed-error specification is borrowed from the econometric approach 
to frontier estimation. 
2. Activity Analysis 
2.1. Linear Technologies 
Following Koopmans (1951), we characterize a firm's production technical possibilities 
by two basic concepts, commodities and activities. Each commodity is assumed to be 
of homogeneous quality and infinitely divisible. Commodities include primary factors of 
production, intermediate products and final products. An activity will consist of the 
combination of a number of commodities-inputs-in fixed quantities to produce other 
commodities-outputs. Each of the I different activities employs J inputs to produce 
the single output y (for simplicity, we won't consider multioutput technologies). The ith 
activity will be characterized by a set of coefficients, 
r~ == (Iil, li2, ... 'liJ) (1) 
indicating the amount of each input needed to produce one unit of output (again, for the 
sake of simplicity, we won't consider joint production). We'll assume that the firm has 
4 See Chamberlain (1980) for a discussion of the "incidental parameters problem." 
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access to a finite number of activities, I; write r = (r 1, r 2, ... , r r). Let x ij be the amount 
of input j used in activity i, then Xj = Li Xij is the total quantity of input j used in the 
production process; write x' = (Xl,X2, ... ,XJ). Let Wj the unit price of input j, and put 
w' = (Wl,W2, ... ,WJ). 
Two assumptions are usually made on this concept of production activity: divisibility 
and additivity. Divisibility implies that each activity is capable of a continuous reduction 
or expansion. In particular it is assumed that x = kr i can be used to produce k units 
of output, for any k > O. It follows that divisibility implies constant returns to scale. 
Additivity means that any number of activities might be carried simultaneously without 
modification of the technical ratios defined by (1). Let Bi be level of operation of activity 
i-i. e., 8i units of output are obtained from activity i-which is given by 
8i = min .2 ; {
X. } 
J lij 
write 8' = (81 ,82 , ... ,8 f). Total output will be given by 
f 
y= I:8 i . 
i=1 
The cost minimizing problem can be stated as 
mm w're 
e 
s.t. l~e ~ y 
8i ~ 0 Vi 
where If is a column vector of I ones. Koopmans (1951) studied the existence and char-
acterization of the solutions to this problem. The optimal solution-which doesn't need 
to be unique-can be more easily obtained by looking at the dual program 
max ycjJ 
rt> 
s.t. 4> ::; W'ri Vi 
cjJ~O 
which does always have a unique solution. It is easy to see that we'll have 
ytp* = y min{ w'r d, 
I 
which is the minimum cost of producing y. More than one optimal intensity vector, e*, 
might be associated with this minimum cost. 
This paper addresses the problem of estimating the coefficients in r once data about 
output,y, and cost, w'x, are known. We also investigate the problem of determining the 
dimension of the matrix r -i. e., the issue of determining the number of activities present. 
As relative prices change, some activities become more economically attractive than others. 
We propose to use the prices in the vector w as the regressors in a switching regression 
model. Firms will be switching from some activities to others in response to variations in 
w. An endogenously switching regression model with sample separation unknown (to be 
introduced below) seems to offer an appropriate and promising approach to recovering the 
characteristics of the underlying technology. 
3 
2.2. N onparametric Approach to Frontier Estimation as Activity Analysis 
The axiomatic nonparametric approach to frontier estimation uses a sequence of linear 
programs to construct a transformation frontier and to compute efficiency measures relative 
to this reference technology. See Charnes, Cooper and Rhodes (1978), and Banker, Charnes 
and Cooper (1984) for a detailed description of these methods. This work is a generalization 
of the techniques developed in Farrell (1957); see Fare, Grosskopf and Lovell (1985) for 
a detailed exposition of different generalizations and alternative measures of the Farrell 
input-based measure of efficiency. 
Suppose we have a set of observations about output, y = (Yl, Y2, ... ,Yn), and on J 
inputs Xn = (Xl n,X2n, ... ,xJn), where the index n = 1,2, ... ,N, might refer to different 
decision units, or to different observations on the same firms. The objective is to construct 
a reference technology, and, then, to compare each unit n's performance relative to the 
rest of the observations. The nonparametric methods solve, for each m = 1,2, ... , N, the 
following linear programs5 
N 




s. t. L 1/Jnx jn ::; X jm Vj 
n=l 
~)n ~ 0 Vn 





s. t. L Jyn1jn ::; x jm Vj 
n=l 
1/Jn ~ 0 Vn 
where0n = WnYn and 1jn = x jn/Yn' The interpretation is now straightforward; 0n is the 
intensity or level of operation of 'activity' n. Total output of unit m is being maximized 
sub ject to the constraint of not using up any more of each input j than what was actually 
observed to be utilized by unit rn. 'Activity' n is characterized by the input-output list 
associated with unit n. Thus, for each unit rn, we check whether, combining the techniques 
observed in other units, more output could have been obtained without using more inputs. 
If the answer is yes, then such unit is termed inefficient. The extent of the inefficiency can 
be measured by the ratio of the length of the input vector to the length of the maximum 
radial contraction of the input vector which can still produce the same level of output. Let 
E == {n E {I, 2, ... , N} : unit n is efficient}; then the recovered technology is characterized 
by t~ == (11 n, 12n, ... ,1 In) such that nEE. 
5 For the sake of simplicity, we're assuming constant returns to scale here but more general specifications 
are possible with just a slight modification of the linear program-i. e., an additional constraint must be 
incorporated-; see, for example, Fare, Grosskopf and Lovell (1985). 
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In summary, these techniques determine the dimension of the matrix f by the number of 
efficient units, and its elements are calculated by the ratios 1jn = x jn/Yn. 6 The approach 
that we propose is based on a stochastic specification that allows the use of maximum 
likelihood-based methods to determine the dimension of the technology matrix, f, and to 
estimate its elements. Figure 1 illustrates the difference between these two approaches to 
recovering the underlying technology. 
a: DEA b: Switching Regression Model 
F 
..... ..... 
~ ... ""*--... -... -... --F' 
Xl 
Figure 1. Two approaches to recovering the underlying technology. 
In figure 1, we have plotted hypothetically observed input combinations all producing one 
unit of output. In l.a, the nonparametric technique, DEA, envolves the observations by the 
smallest convex hull. The 'estimated' isoquant, F F', is piecewise linear with kinks at the 
'estimated' activities' expansions paths. The switching regression activity model, in l.b, 
estimates a stochastic isoquant, F F', with the associated estimated activity coefficients. 
DEA recovers eight different activities while the more parsimonious switching regression 
model estimates coefficients for only two activities. The broken lines in l.b represent 
"confidence intervals." 
3. Switching Regression Models 
We'll give here a short review of switching regression models; Maddala (1986) can be 
consulted for a more detailed exposition. Another good early reference is Goldfeld and 
Quandt (1973).7 We start assuming that the observations of a dependent variable, y, may 
follow two different data-generating mechanisms in two different regimes, regime 1 and 
6 It must be noted that no data on prices are needed in order to apply this method. 
7 However, as noted in Maddala and Nelson (1974), the likelihood functions in the models in Goldfeld 
and Quandt (1973) didn't take into account all the relevant information pertinent to the switch from one 




Ylt = X~,B1 + Elt 
Y2t = X~;32 + C2t 
(regime 1) 
(regime 2) 
Yt = { Ylt 
Y2t 
iff z~a - Vt < 0 
iff z~a - Vt > 0 
(2) 
(3) 
where x~ and z~, for t = 1,2, ... , T, are non-exclusive sets of data, /31, !h and a are 
parameters to be estimated, and Elt, c2t and Vt are residuals that are at most (possibly) 
contemporaneously correlated. Depending on the assumptions made on these correlations 
we might have endogenous switching (when COV[E it, Vt] -::j:. 0) or exogenous switching (when 
COV[cit,Vs] = 0, for all t and s). We have a model with sample separation known when 
we know which observations belong to either regime; otherwise it is a model with sample 
separation ·unknown. Equations (2) and (3) constitute a switching regression model. 
The models that will arise below in the activity analysis context are endogenous switch-
ing regression models with sample separation unknown. In particular, we'll be looking at 
models of the form 
and 
Yr = { 
Y1t 
Y2t 
Y1t = X~,81 + Elt 
Y2t = X~;J2 + C2t 
iff X~(,81 - ,B2 ) + (Clt - c2d < 0 
iff X~(,81 - ,82) + (clt - C2t) > 0 
which implies that Zt = x" a = /31 -,82 and Vt = Clt -C2t. We'll also have Cov[Clt, C2t] = 0, 
which means that COV[cit. Vt] = Var[cit].8 These models can equivalently be expressed as 
(4) 
vVe'll formulate a model below where the production cost is the minimum over all possible 
activities, and each production activity contains stochastic components (associated with 
inefficiency, luck, random shocks, as well as data errors and model misspecification) giving 
rise to an equation similar to (4). 
3.1. Previous Applications of Switching Regression Models to Production Analysis 
The most common application of switching regression models has been to study markets 
in disequilibrium. In these markets, the quantity transacted corresponds to the short side 
of the market and equations (2) and (3) can be used to reflect that observed quantities 
will sometimes lie on the demand equation ( i. e., regime 1) or on the supply equation (i. e .• 
regime 2); see Quandt (1982) or Maddala (1986) for a review of this literature, see Goldfeld 
and Quandt (1976) for a review of other uses. 
Two papers concerned with production analysis use switching regression techniques, 
both using methods different from those proposed here. Halvorson (1985) uses switching 
regressions to model underground coal mining as a two-stage process. Coal is mined in the 
first stage and hauled to the surface in the second. Mining capacity and hauling capacity 
8 The likelihood equation for these models when the error terms are assumed to follow a normal distri-
bution is presented in appendix A. 
6 
both limit the output of the mining process and make the use of the 'min' condition in 
the switching regression model most appropriate. Tsurumi, Wago and Ilmakunnas (1986) 
are concerned with technological progress in the iron and steel Japanese industries. They 
use time-series data and gradual switching multivariate regression models with stochastic 
cross-equational constraints to model this process of change. They propose a new Bayesian 
procedure to detect the joint points and speed of adjustment from one regime to another. 
4. A Two-Activity Switching Model 
Suppose that we have a two-activity linear technology. That is, if y denotes output, and 
xii the amount of input j used in activity i, then we must have 
~ . {Xii} ~f) y=~mm - .. =~ i 
i=l} III i=l 
where, as before, the parameter lij measures the amount of factor j required (in addition 
to the pertinent amount of the other factors) to produce one unit of y when activity i is 
used, f)j is the level of operation of activity i. 
The cost of producing y using activity 1 is given by 
J 
C1(y, w) = y LWn1j = YW'r1 
}=1 
if activity 2 is used instead, we have 
J 
C2(y, w) = y L Wn2j = yw'r2. 
)=1 
Activity 1 will be chosen by a cost-minimizing firm whenever Cl < C2 , which implies 
Let a = 1 when only activity 1 is used, and a = 0 when only activity 2 is utilized; if 
a E (0, 1) then both activities are combined. Thus, the parameters a and 1 - a are the 
intensities with which each activity is used in the production of y-i. e., we have that 
which implies 
" = { ;,y number in [0, 11 if Cl < C2 {::::::} w'(f 1 - f 2 ) < 0 if Cl = C2 {::::::} W~(f1 - f 2) = 0 






Figure 2. Example of a linear activity technology 
In figure 2 we illustrate a two-input case where activity 1 would be chosen because the 
relative prices implied by the isocost line w'x make it more attractive. 
The conditional factor demands, Xj, for j = 1,2, ... , J, are given by 
2 2 
x) == L Xij = L ai/ ij = y[cqlj + (1 - a}r2j], 
i=l i=l 
which can be more compactly expressed in vector notation as 
x = alr l + a2r 2 
= y[arl + (1 - a)r2J. (6) 
Premultiplying both sides of equation (6) by w' we obtain the conditional cost function, 
C(y, w) = aCl(y, w) + (1 - a)C2(y, w) 
= yw'[ar l + (1 - a)r2J. 
vVe can now divide by the level of output, y, to obtain the unit average cost, 
AC(w) = C(y, w) = w'[ar l + (1 - a)r2J. 
y 
( 7) 
Eliminating a possibly endogenous variable, output, from the right hand-side we avoid 
problems related to the independence of the regressors with respect to the stochastic errors. 
Suppose that we observe the data vectors (Yt,Xt,Wt) for t = 1, ... ,T (where t might 
be different firms or different time periods). We could add an error term to each C i in 
equation (7) to obtain 
(8) 
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where the random error must always take positive values-i. e., at least the efficient quanti-
ties of each factor must be used. Equation (8) becomes an endogenous switching regression. 
This can be better seen when we write equation (8) as 
with 
and 
AC(Wt) = atA.Cl(Wt) + (1 - at)AC2(wt) 
= min{AC1(wt},AC2(wt}} 
ACdwd = W~rl + Clt 
AC2(wd = W~r2 + C2t 
E[at] = Pr[AC1(wt} < AC2(wt)] 
= Pr[Clt - C2t < W~(r2 - rd] 
Assuming a particular distribution for the error term in (8), we could proceed then to 
maximize the resulting likelihood function to obtain estimates of the relevant parameters. 
However, the usual maximum likelihood properties don't automatically follow since one 
of the regularity conditions needed to obtain them is violated; namely, the independence 
of the support of the random variable with respect to the values of the parameters to be 
estimated. Here, there is no guarantee that the error term in equation (8) will always 
be positive. In other words, for the error term to be always positive, the range of the 
left-hand side variables is bounded below by a function of the parameters of interest. This 
is something that the usual regularity conditions assume out. This problem was poin'ted 
out by Schmidt (1975) in relation with the procedure for estimating production frontiers 
proposed by Aigner and Chu (1968). Not being able to rely on general results available for 
maximum likelihood estimators, their properties would need to be investigated in a case-
by-case basis. Greene (1980) partially solved the problem finding sufficient conditions on 
the error density such that maximum likelihood is consistent and asymptotically efficient 
(and standard errors for the estimates can be computed from the information matrix). An 
alternative approach is to consider the frontier itself to be random. Aigner, Lovell and 
Schmidt (1977) introduced such stochastic formulation for estimating frontier production 
function models. 
5. Stochastic Cost Frontier 
One possible solution to the problem poised by the non-negativity of the error term is to 
assume that the cost frontier itself is stochastic. Let Ci = Vi + TJi, where Vi > O. That is, 
equation (8) becomes 
where the Vit'S are non-negative random variables related to technical and allocative ineffi-
ciency and the "lit'S are random variables with zero mean, ElTJit] = 0, which are associated 
'vvith the randomness of the frontier. It follows that the average cost is bounded below by 
a random quantity, 
hence the term stochastic cost frontier. 
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5.1. Di.stributional A.s.sumption.s 
vVe make now distributional assumptions on the error terms, in particular we assume that 
l7i is normally distributed with zero mean and variance a;i' and Vi is generated by a 
truncated-normal distribution-which, before being truncated (at zero), has mean Pi and 
variance a~i' Thus, we have 
i = 1,2; Vt (technical inefficiency) 
and 
l7it '"V iid N(O, a~J i = 1,2; Vt ( stochastic frontier) 
where all the covariances for which we haven't introduced any explicit notation are as-
sumed to be zero. (See the appendix B for details on the density of a truncated-normal 
variable.) This specification is based in a variation of the one presented in the seminal 
paper by Aigner, Schmidt and Lovell (1977) due to Stevenson (1980). As pointed out 
by Stevenson (1980), there the inefficiency term had a mode of zero-i. e., it entailed the 
implicit assumption that the most likely situation is one with 100% efficiency-as a result 
of using a truncated normal with mean zero. Here, the presence of PI > 0 allows for 
some positive degree of inefficiency being the most common. In addition, the sign of the 
estimated Pi can be used as a diagnosis of the model-a negative sign indicating that the 
model is unable to capture the characteristics of the data. 
There are few alternatives to the above specification. Aigner, Amemiya and Poirier 
(1976) propose an error term which follows two different stochastic processes: one produc-
ing only positive disturbances and other producing only negative ones. This model has 
not been successful because it is hard to motivate and its likelihood equations are very 
complicated. Aigner, Lovell and Schmidt (1977) also present a composed-error specifica-
tion which is the sum of a normal and an exponential variable; again, the mode for the 
inefficiency term is forced to be zero. Stevenson (1980) introduces another composed-error 
term which is the sum of a normal and a gamma variable; unfortunately the density func-
tion for the composed error has not been derived for the general case. Aguilar (1988) 
generalizes the specification in Stevenson (1980) to the case the two sources of error are 
not independent. He starts with a bivariate normal variable and then truncates one of the 
components. He derives the density of the composed-error term but fails to obtain any 
results on the identifiability of the model. 9 
6. Likelihood Function 
From appendix B we have that the density of the composed error terms is given by 
i = 1,2; 'lit (10) 
where ar = a~i + a;i; and rjJ(.) and <1>(.) are the density and the distribution function of 
a standard normal variable. Also, let Hi(Cit) = J~~ hi(~)d~. We are indexing the density 
function by i allowing for different parameters for each activity i. A more parsimonious 
9 As a result no maximum-likelihood results can be claimed to prove d~irable large-sample statistical 
properties for the estimators. 
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(and more restrictive, too) specification is possible drawing all the Vit'S and "7it'S from 
the same distributions. Note, however, that if we did that, it is implicit in the switching 
regression specification that, at each t, we would still draw one error term for each activity. 
Later in the paper we present a model where not only the errors are drawn from the same 
distribution but only one error is drawn at each t. 
The probability that ACt is generated by activity 1 is, 
At == Pr[A.C t is generated by activity 1] 
= Pr[w;r 1 + Clf < W;r2 + c2t] 
= Pr[w~(rl - r 2) + Clf < cZt] 
= foo 100 h2(~2)h1(~dd~2d~1 
-00 W:(rl-r2)+~1 
= i: h1(6)[1- H2(W~(r1 - r 2) + ~1)]d~1 
The density of ACt. conditional on being generated by activity 1, is proportional to 
j?O , h1(AC t _ w~rdh2(Od~ = h1(AC t - w;rd[1 - H 2(AC t - W~r2)], 
ACt -wt r 2 
normalizing, we obtain the conditional density 
h1(AC t - w~rd[1- H2(AC t - W~r2)] 
J~?O hl(~ - w~rd[1 - H2(~ - w~r2)]d~ 
but note that the denominator is simply At (just change the variable of integration to 
~1 = ~ - w~r 2)' Therefore, the likelihood function is given by 
(11 ) 
where C it = ACt - w~r j. Then, the log-likelihood function is 
T 




6.1. Unboundness of the Likelihood Function 
A well-known problem with using maximum likelihood methods to estimate the parameters 
of the switching regression model is that if normality is assumed and no constraints on 
the error variances are imposed, then the likelihood function is unbounded for some values 
of the parameters [see, e.g., Goldfeld and Quandt (1975), Kiefer (1978) or Quandt and 
Ramsey (1978 lj. In our model, the disturbances aren't normally distributed but the same 
problem arises. Let 
At = h1(clt)[1 - H 2(C2t)] 
B t = h2(c2t)[1 - H 1(clt)] 




Choose f\ such that w~ f\ = AC 1· 'With 0'2 i- 0, let 0'/11 -+ 0 and 0'1/1 -+ 0 with all) a 1/1 = 
1, then al -+ O. "Ve have .41 -+ 00, .4 t -+ 0 for t i- 1; also Bt > 0 for all t. Therefore, 
£ -+ 00. 
This has two main consequences, one theoretical and one practical. On the theoretical 
side, M-class theory [Huber (1981), Amemiya (1985)] cannot be exploited to prove any 
large sample properties for the maximum-likelihood estimators. In a model with norn;J.al 
errors, Kiefer (1978) proves that a root corresponding to a local maximum of the likelihood 
function is both consistent and efficient. Hartley (1978) points out that there might be 
multiple local maxima. On the practical side, the optimization algorithm might wander 
returning greater and greater values of the objective function without ever converging; or it 
might converge to the 'Wrong local maximum which the analyst has no way of distinguishing 
from the well-behaved root. 
Goldfeld and Quandt (1975) proposed the imposition of the constraint a2 = cal to 
solve this problem. If we impose such constraint with known (fixed) c, then the likelihood 
function will be bounded for all values of the parameters. Recently, in the context of 
exogenous switching regressions with normal errors, Phillips (1991)10 has presented an 
alternative system of constraints that make the likelihood function bounded. Furthermore, 
conditional on the validity of the constraints, the global maximizer for the constrained 
likelihood function has the desirable properties of maximum likelihood estimators: it is 
consistent, and asymptotically normal and efficient. The constraints imposed in Phillips' 
method are of the form a i ~ ca J with c E (0, 1], c fixed. This kind of restriction is much 
milder than assuming that we know the number c for which a2 = cal holds, as in Goldfeld 
and Quandt (1975). All that is imposed now is that neither the variance in one regime is 
bigger than, say, seven times the variance of the error term in the other regime. When this 
is imposed, Phillips (1991) proves that the global maximizer of the constrained likelihood 
function has the usual maximum likelihood desirable properties. This global maximizer 
can be computed with a modified EM algorithm presented in Phillips (1991). 
10 Hathaway (1985) proved similar results for univariate mixture models with normal components; however 
in a regression context the conditional mean varies with the regressors 'and hiS results are not directly 
applicable. 
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Unfortunately, Phillips' results do not extend to our model. First, the model studied 
in Phillips (1991) has exogenous switching-i. e., there is an exogenous probability that 
each observation is generated by either regime-instead of the endogenous switching that 
arises in our model-i.e., where the 'min' condition determines which regime is in effect. 
Second, in our model, the disturbances won't follow a normal distribution. The end result 
is the much more complicated and quite unfriendly likelihood given by (ll). Instead of 
relying in the information matrix-i.e., in large sample results for MLE which we cannot 
yet justify-we'll propose the use of bootstrapping methods to compute their standard 
errors. 
To solve the unboundness problem, the trick is to link the behavior of cr2 to crI so that 
if one goes to zero the other must go to zero as well. When that is done, in the example 
above we'd have Bt -> ° and the likelihood wouldn't blow up. If we restrict (crl,cr2) to lie 
in a cone in R~ -e.g., by requiring crI ~ ccr2 and cr2 ~ ccrl for c E (0, IJ-we cannot have 
one variance going to zero without driving the other to zero too. Additionally, we'll need 
that, for every pair (r l ,r2), at least one realized A.Ct will be different from to W~rl and 
w~r 2-otherwise all the terms in C would be unbounded (this can be expressed as a rank 
condi tion). 
6.2. Identification 
The mixture in (ll) is identified whenever 
and the second vector is not a suitable permutation of the first-i.e., we don't have 
and 
Those permutations can be easily removed by following a labelling convention. vVe can 
index the regimes by the relative size of the coefficient of one particular parameter. For 
example, to remove the indeterminacy, we could impose the constraint that /-lI > /-l2' 
However, in this case, this might not be a good choice since we might not want to impose 
the constraint that /-li =I /-lj. A better choice might be the input requirement of a specific 
factor, r ij· If we had only two inputs, then it must be the case that IIj =I r2j and the 
labelling convention is harmless. With more inputs that inequality must hold for, at least, 
two of the inputs. We can always pick an arbitrary j, and should the optimization algorithm 
yield close estimates for those parameters, then choose a different one. Whatever labelling 
condition we might use, we end up with a constrained parameter space where the likelihood 
is identified. This constraint-i. e., labelling condition-must be taken into account when 
implementing an algorithm to maximize the likelihood function. 
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6.3. Derivatives of the Log-Likelihood Function 
\-Ve present now the' derivatives of the log-likelihood function (12) with respect to the 
parameters to be estimated: 
These derivatives will be used to compute the MLE of these parameters. For notational 
convenience, let eit == ACt - w~C, hit == h i ( eit) and Hit == H i ( eit). The log-likelihood 
function (12) can be written, then, as 
T 
log £ = L log (h lt [l - H2tJ + h2t [l - H lt ]) 
t=1 
The derivatives of the 'log-likelihood function would be too long if collapsed into single 
expressions. For this reason, we express them in an iterative fashion-i. e., definitions 
needed are shown one step below. We have 
olog£ t ~[1- HjtJ- hjt~ 
O/l-i - t=1 hlt [l - H2tJ + h2t [l - HltJ 
fJ1og£ T g~~t [1- Hjtl- hjt~~jt OO"~i = 8 hlt[;i_ H2tJ + h2t [1 - iIltJ 
fJ10g £ _ T g~!: [1 - Hjtl - hjt ~~f OO"~i - 8 h lt [l - H2tJ + h2t [1 - HltJ 
£::11 r T E.l!:.u...[1 H 1 h oHit u ogJ..., L O'Yik - jt - jt 0"Yik 
O'ik - t=1 hlt [l - H2tJ + h2t [l - HltJ 
i,j = 1,2; i =/=j 
" 1 <') '...J. ' Z,)= ,-;ZrJ 
" 1 <') '...J. ' Z,) = ,_; Z r) 
.. 1 <') '...J. ' l,) = , _; Z r) 
where the derivatives of the cumulative density functions are 
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The second derivatives-which are useful for implementing some of the directional op-




2l!..u.[1 H 1 h 3Hit] [8hit [1 H 1 h 8Hj t] 8'IJj - jt - jt 8'IJj 8'IJj - it - it 8'IJj 
[hlt[l - H2tl + h2tll - Hlt]]2 t=1 
wherer3 i stands for any of the parameters in (J.li, (J~j' (J~j' r d; the partial derivatives that 
appear in the expressions above-once we substitute 19 i and a j by the parameters of 
interest-are given in the appendix C. Note that 
ah it 8 2 h it 
aa j = aa iaa j 
unless i = j. 
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6.4. Bootstrap Estimates for the MLE Standard Errors 
The boostrap is a computer-based method for approximating the distribution of estimators 
or other statistics. Efron (1982) summarizes bootstrap theory; see also the survey article 
by Efron and Ti bshirani (1986). In our case we have 
Cit iid '" Hi for i = 1,2; Vt 
where Hi is the distribution function associated with (10). Having observed the data 
vectors (ACt,wd for t = 1,2, ... ,T, we estimate the parameters (J.li,O"~;,O"~;,rd for i = 
1, 2, by maximizing the likelihood (11). 
The next step is to construct Hi in order to generate the bootstrap samples. We can 
do that in two different ways, parametrically and nonparametrically. The parametric 
estimate of Hi can be obtained by simply inserting the estimated values of the parameters, 
(P,i, o-;i' o-~i)' into Hi. This is a straightforward method and the way to proceed if we feel 
comfortable with the error specification fitting the data. 
Alternatively, we can construct a pseudo-nonparametric estimate of Hi, One possible 
way of doing so is by computing the posterior probabilities that each observation ACt was 
generated by either regime, 
ir it = Pr[ACt = A.Cit!ACt] 
h,( ACt - w~f\ lP,i, o-~i' o-~i)[1 - Hj(ACt - w~t j IP, j, o-lIj ,0- IIj )] 
for i,j = 1.2;i =1= j. We then put mass rritl2:;=1 rris at each residual 
tit = ACt - w~f\, for i = 1,2;t = 1,2, ... ,T (13) 
The reason for not simply assigning mass of liT to each residual in (13) for i 1,2, is 
that they do not correspond to the actual errors. If we knew, for each t, that observation 
t was generated by regime i, then we can justifiably use tit as an estimate of cit-and 
we'd have two sets totalling T estimated residuals, not 2T. However, we don't have such 
information and we can at best guess which regime generated each observation. I 1 vVe call 
it p.'leudo-nonparametric since the irit's are parametric and they're needed to construct the 
sample distribution function. 
vVe are ready now to draw B bootstrap samples of size T,12 
AC . {/r' b Ir' b } t=mm w t l+ elt,W t 2+e2t 
where 
e~t iid '" Hi for i = 1,2; t = 1,2, ... , T; b = 1,2, ... ,B. 
11 We could. instead. allocate observation t to regime i whenever 1i';t > 1/2 and give mass of liT; to each 
residual in regime i where Ti is the number of observations assigned to regime i-i.e .. we have Tl +Tz = T. 
However. this method would put too little mass in the right tail of the distribution of the disturbances-i. e .• 
the bigger the error term the less likely that the involved regime will generate the dependent variable. 
12 It is important that the sample size of each replication be the same as the size of the original sample. 
T, since. after all. we are approximating the distribution of estimators based on sample size T. 
16 
For each replication b, we can compute the 'maximum-likelihood' estimates, 
( 'b 'b 'b r'b 'b 'b 'b r'b) I-ll ,cJ 'I I ' I]' VI' 1 ; 1-l2' I]' '12 ' I]' V2 ' 2 (14) 
and approximate the joint distribution of the NILE estimators by a multivariate distribution 
function that gives mass 1/ B to each the vectors in (14). In particular, the standard errors 
of the estimators can be approximated by the standard errors of the components in (14). 
For example, the standard error of itl can be estimated by 
We might consider the error specification given by (10) as a reasonable way to approx-
imate the underlying distribution of the disturbance terms, allowing for the two sources 
of error discussed earlier. At the same time, we might not want to base our inference too 
heavily on it and choose the pseudo-nonparametric bootstrap. In other words, the density 
(10) might provide us with a way to obtain estimates of the parameters of interest but we 
might want to approximate the distribution of the estimators-obtained by maximizing 
the likelihood based on (10 )-as nonparametrically as possible. There is no contradiction 
in proceeding this way, but just an acknowledgement that (10) might, sometimes, not be 
such a good approximation to the underlying process generating the data. 
7. Extensions 
7.1. More than two activities 
vVe generalize now the analysis to the case of more than two activities. vVhen we have I 
activities, let Ait = Pr[ACt is generated by activity i]. That is, we have 
Ait = 100 hi(~d II[l- H/(W~(ri - r,) + ~i)]d~i 
-00 /:;:i 
The density of ACt conditional on being generated by activity i is given by 
hi(A.Ct - w~C) il[l - H/(ACt - w~rr)]f 
I:;:i It 
The likelihood (11) becomes 
T I 
(, = II L hi(A.Ct - W~ri) II[l - H/(ACt - w~r,)]. 
t=l i=l 
Therefore, no theoretical complications arise when I is assumed to be greater than 
two, while the computational burden certainly grows with the number of activities. The 
constraint to make the likelihood bounded becomes 
max{l]'dl]'j} ~ c, 
and that for all (r 1, r 2, ... ,r I), at least for one t, the realized ACt will be different from 
w~r i for all i. The identifiability condition also generalizes easily. 
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7.2. Unknown Number of Activities 
So far we have assumed that the number of activities, I, is known. However, it is clear 
than in most situations this is an heroic assumption. "We'll present here an approach to 
testing for the number of underlying techniques. 
The number of activities that can be identified is bounded above by the number of 
observations, but this is obviously not going to be a very useful bound in practice. However, 
we can perform a sequence of tests on the number of activities to determine the most likely 
number of them given the data. That is, we can compute tests of the form Ho : I = Io vs 
HI : I = 10 + 1 by computing the constrained MLEs,13 and the ratio 
,\ = sup 1=10 +1 .c. 
sup 1=/0 .c 
Note that I determines the number of columns in r so that Ho can be considered as 
a test of the equality of any two columns of r and the pertinent elements in the error 
distributions-amounting to J + 3 restrictions. It is well known that, under regularity, 
-2log,\ is asymptotically distributed as a chi-square with r degrees of freedom where r 
is the number of restrictions-in this case, r = J + 3. Instead of appealing to the large 
sample distribution of -2 log '\, its distribution can be bootstrapped. After we compute 
the MLE under the null and the alternative hypothesis, we can construct B bootstrap 
samples under each model. The test which rejects Ho if -2 log ,\ is greater than the jth 
smallest of its B bootstrap replications, has size 
] 
a = 1- --. 
B + 1 
In practice, it might be computationally expensive to perform many of these tests. 
However, note that for each additional test we only need to generate B new boots trap 
samples. not 2B, since the B values of SUP/=lo+l.c from the previous test can be used now 
for the null hypothesis. 
7.3. Non-constant returns to scale 
Suppose that we have 
1 (. {Xi"})(I/P;) Y=L mm _J 
i=I J lij 
so that Pi < 1 (Pi > 1) indicates the existence of increasing (decreasing) returns to scale 
in activity i. Then, the cost function becomes 
and 
A.Ci(y, w) = w'r iy Pi - I 
The parameter vector P' = (PI, P2, ... , PI) would need to be estimated now together with 
the rest of the parameters. 
13 In addition to the constraints imposed by the null hypothesis, we must impose the identifiability 
constraint and the variance constraint discussed earlier. 
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8. A Different Switching Specification 
There is an alternative switching specification to the model given by (4). The modification 
is to take error terms out of the 'min' condition, 
(15) 
The model (15) is due to Ginsburgh and Zang (1975a,b; 1978). Thisler and Zang (1981) 
present a maximum-likelihood algorithm assuming a normal distribution for the distur-
bance term which is the basis for the discussion that follows. 
Our activity-analysis model would result in 
ACt = min{w~C} + Ct 
I (16) 
et = Vt + TIt 
with now the 'min' condition operating on deterministic linear forms. It has a straight 
economic interpretation since now production planning corresponds to ex ante plans as in 
Zellner, Kmenta and Dreze (1966). Equation (16) indicates that each firm would choose 
the activity which is expected to be the most cost effective given the factor prices. As 
before, the error term, et, would capture the effects of noise, measurement error and 
exogenous shocks beyond the control of the production unit, via TIt, as well as the effects 
of technical inefficiency with respect to the stochastic frontier, via Vt > O. Note that now 
the disturbances are not indexed by activity as before. 
Assuming that 
Vt "" iid trunc. IN(p, O'~)I (technical inefficiency) 
and 
TIt"" iid N(O,O'~) 
we can write the likelihood function as 
(stochastic frontier) 
T 




where h is et'S density function derived in appendix B. The likelihood (17) IS a con-
tinuous nonlinear function having discontinuous first-order partial derivatives. Having a 
non-smooth, non-differentiable maxi m and poses difficulties to the process of obtaining the 
maximum-likelihood estimators of the parameters of interest. Not only there are no an-
alytical expressions for the derivatives of .c but the optimization methods that do not 
employ analytical derivatives [Powell (1964), Stewart (1967)] will fail to provide a solution 
since they are designed to solve differentiable problems. Thisler and Zang (1981) propose 
approximating the model (16) by a continuously differentiable one that can be estimated 
using gradient techniques. 
The approximation carried out by Thisler and Zang (1981)-based on the techniques 
developed by Zang (l980)-consists in smoothing out the model (16) in some arbitrarily 
small neighbourhoods of the points where the derivatives are discontinuous leaving the 
original model unchanged for most values of the parameters. Define the function 
q(x)=min{O,x}, forxER, 
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then, min{xl,x2} = Xl + q(X2 - Xl) which can be applied recursively14 to express the 
model given by (16) as 
A.Ct = W~fl + q(W~(f2 - fd + IJ(W~(f3 - f 2) + q(W~(f4 - f3) 
+ q( ... + q(w~(f I-2 - f I-d + q(w;(f [ - f I-d).··) + f:t (18) 
The one-dimensional function q(x) has a kink at X = 0; Zang (1980) approximates q(x) by 
smoothing out this kink in a neighborhood of O. That is, the function q( x) is replaced by 
a smooth function r(x,8) for -8::; x::; 8; see figure 3. 
q 
r(x,o) 
Figure 3. The function q(.I:) and its approximation. 
In particular, let's define an approximation Q6(X) to q(:1.') as 
if X < -8 
if -8 ::; X ::; 8 
if x > 8 
x 
where l'i(.1·, 8) is a polynomial of degree 2i in x. Zang (1980) shows that continuous differ-
entiablity of q6( x) is insured up to theith order by a polynomial of the 2ith order. Since 
we only need continuous first derivatives for NIL estimation, we'll only need a polynomial 
of order 2. The only quadratic function that makes the approximation once L:ontinuously 
differentiable is 
14 Maybe an example will help to clarify this. Consider min{xI,x2,X3}, then, since min{xI,x2} = 
Xl +q(X2 - xd and min{xI,x2,X3} = min{xI,min{x2,x3}} we have that 
y{ore generally, consider min{ Xl, x2, ... ,xn}, and let ~i = Xi+l - Xi. Then 
ll1in{XI. X2,"" Xn} = Xl + q(~l + q(~2 + q(~3 + ... + q{~n-l)) .. . ). 
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therefore, our approximated q( x) is given by 
{
X if :c < -8 
q 0 ( x) = 0- (8 - x) 2 /48 if - 8 ::; x ::; 8 
if x > 8 
(19) 
vVe can substitute our model (18) by a smooth continuously differentiable approximation 
which is identical to the original model except in an arbitrarily small neighborhood of the 
T J - 1 possible kinks. The approximation is given by 
ACt ~ W;fl + qO(W;(f2 - fd + qO(W;(f3 - f 2) + qO(W~(f4 - f3) 
+ qo( .. · + q6(w;(fI-2 - fI-d + Q6(w;(f 1- fI-d)···) + Et 
and Q6(X) is given by (19). 
Inserting this approximation into the likelihood function (17), we obtain 
T 
logLo = Llogh(ACt - Qo(Wt,f)) 
1=1 
where, for convenience, we write 
Qo(Wt, f) = W;rl + q6(w;(f2 - ft) + qO(W;(f3 - f 2) + QO(W;(f4 - f.3) 
+ Q6( ... + Q6(w;(fI-2 - fI-d + Q6(w;(fI - fI-d)···) 




Define et = ACt - Qo(wt, f). Using the results in the appendix C, we obtain the likelihood 
equations, 
T 




where 8Q8/fJYij can be recursively computed from (22). The second derivatives can be 
computed from the results in the appendix C by noting that 
where U represents any of the parameters, 11-, O"~, O"~, or "fij. That is, if we want 82log£0/811-80"~ 
we have that 
and the expression for 8 D J1. ( e d / 80" ~ can be found in the appendix C. 
8.2. Maximizaiion of the Log-Likelihood Function 
The maximization of the log-likelihood equation can be done by solving the likelihood 
equations (e.g., by quasi-N ewton methods) for an arbitrarily small 8. 15 The scheme consists 
of solving a sequence of minimization programs corresponding to a sequence {8(k)} -- O. In 
practice, we don't need to get 8 arbitrarily close to 0, we just need a value such that C = Co 
at the solution to the likelihood equations. In other words, the approximation given by (20) 
is just a local approximation in the neighborhood of the kink points. The probability of 
getting data points precisely at the kinks is zero. Making the neighborhoods small enough, 
the approximated model and the original model will coincide when evaluated at the sample 
points and we end up estimating the original model exactly. The approximation scheme 
can be interpreted as an optimal classification strategy. 
An iterative algorithm [adapted from Thisler and Zang (1981)] is presented below. Note 
that step (k ).2 is just a way to check that the values of the original likelihood, C, and 
the values of the likelihood of the approximated model, Co, coincide-if that is so, the 
approximation Q f; is no longer operating and the exact model is being estimated. 
[Step (k ).1] Solve the likelihood equations with 6 = 6(k). (A suitable initial value for 61 
is some value less than the average ACd Let the estimated values of the 
b ( k) (k) (k) r(k) r(k) r(k)) parameters e 11- , 0" Tt ,0" v ; 1 ' 2 , ... , J . 
[Step (k ).2] Let 
where 
B (k) • { 'r(k)} t = mm w t j 
] 
and 
elk) = min{w'r(k) . w'r(k) > B(k)} 
t t ] . t J t 
] 
if ~ (k) 2 26(k) then (l1-(k), O"~k), O"~k); rik), r~k), ... , r~)) is an optimal solution 
to the original problem, then STOP. If, on the contrary, we have ~(k) < 26(k) 
go to step (k ).3. 
15 If we wanted to use the Hessian of the log-likelihood function in the optimization algorithm, we'd use 
a fourth order polynomial in place of rl (x, 6)-in particular, we'd use r2(x, 6) = -(x - 6)4/1663 . 
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[Step (k).3] If ~(k) = 0 then set 8(k+1) = 8(k)/d. Otherwise, let 
~(k) 
8(k+l) = __ 
d 
with d 2: 2, where d is some fixed parameter. If 8(k+l) < € where € is a tol-
h STOP d d 1 (k) (k) (k) r(k) r(k) r(k)) erance parameter t en an ec are (f..l ,17,.,,17/1; 1 ' 2 •... , J 
an optimal solution. Otherwise go to step (k + 1 ).1. 
Let 
be a solution to the optimization algorithm (k).1-(k).3 finishing in a step (k*).2; then it is 
a local maximum of the original likelihood equation (17). The approximation is no longer 
active and the function q6 is replaced back by q. If the algorithm has stopped in a step 
(k*).3, then we are at a kink for some t and reducing <5 beyond the tolerance parameter 
can result in numerical problems. We can declare the solution a maximum of (17) or use 
direct search methods like the downhill simplex method [see N elder and ~lead (1965) j to 
maximize the likelihood. 
In the absence of perfect multicollinearity, the model is locally identified around the max-
imum likelihood estimate obtained by the previous procedure provided we have 'enough' 
observations in each regime [Lubrano (1985 )j. That is, if we have J inputs (i. e., J param-
eters in each r i) then we must have at least J + 1 observations assigned to each regime. 
Thus. T /( J + 1) gives us an upper bound for the maximum number of activities that "ve 
might hope to identify. 
The same bootstrapping methods presented for the other switching specification can 
be used with this model with the advantage of becoming simpler-since only one error is 
drawn at each t. and the common distribution implies that less parameters are involved. 
9. Comparison of the Two Types of Models 
vVe have presented two alternative switching specifications; the classical switching regres-
sion model: 
..lCt = min{w~ri + cid (23) 
1 
and the model introduced in the previous section: 
ACt = min{w~rd + Ct (24) 
I 
"Ve want to discuss which model fits best in our activity-analysis context. The key to 
answer this question is to distinguish between the stochastic effects which are known to the 
firm and part of its decisions and the stochastic effects which are unknown to the firm. The 
disturbance term allows for variation of the cost frontier across observations; the symmetric 
part, 17, representing noise, measurement error, and exogenous shocks beyond the control 
of the production unit-e.g., climate, topography, luck-and errors of measurement in ..lC. 
The one-sided part, v, captures deviations due to technical inefficiencies within the firm. 
Aigner, Lovell and Schmidt (1977) argue that v represents things under the control of 
the firms while TJ represents events not under the control of the firm (but not observable 
by the econometrician). Under those assumptions, the correct model would become 
(25) 
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The model specified by equation (25) is a combination of the models (23) and (24) which 
we studied in this paper. Start with model (23) and assume that we draw all the TJit'S from 
a common distribution, and, for each t, only one T}t is drawn-i.e., as opposed to d~awing 
one T}it for each activity from a common distribution-then, we arrive at model (25). 
Schmidt (1985) argues against assuming that technical inefficiency is totally unforeseen 
[Schmidt (1985), pp. 294-295, 304-305]. Cases can be made about what to include inside 
the 'min' condition and what to leave out but, unfortunately, this model is intractable 
because of its complexity and a compromise must be made. In each context, the analyst 
must choose which model is more appropriate to carry out the analysis and the choice will 
depend, on part, on the specific conditions and objectives of the study. We must choose 
between models (23) and (24). 
Aigner, Lovell and Schimdt (197i) find that, in their applications, the symmetric com-
ponent,T}, dominates the one sided component, v-i.e., they note that O"~ is much bigger 
than O"~. However, Lee and Tyler (1978) and Kopp and Smith (1978) present examples 
were this is not the case. 
10. Concluding Remarks 
The empirical analysis of production, especially frontier analysis, has been a very active 
field of research in recent years [see, e.g., Lewin and Lovell (1990)]. The literature is divided 
in two major approaches: linear programing approach (nonparametric and nonstatistical), 
and the econometric approach (parametric and statistical). In this paper we have developed 
methods that combine the advantages of both methodologies: functional flexibility of the 
first approach and the statistical nature of the second approach. This combination co~es 
at the cost of some deal of analytical complexity. 
Directions for future research are the derivation of large sample properties for the esti-
mators presented here, as well as some Monte Carlo analysis to asses their small sample 
behavior. Apart from the analytical complexity involved, we do not foresee special dif-
ficulties in establishing the usual consistency, efficiency and asymptotic normality of the 
maximum likelihood estimators. On the other hand, preliminary Monte Carlo analysis 
suggests that possibly a reparametrization of the models presented in this paper must be 
done in order to improve the numerical performance of the optimization algorithms. In 
particular, instead of estimating O"~ and O"~ separately it might be better-from a numerical 
point of view-to estimate the ratio O";/O"~ and the sum 0"2 = O"~ + O"~. 
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APPENDIX A 
Likelihood Function of Normal Endogenous Switching Regression Models 
Assume that the error terms in (4) are independently and normally distributed with 
zero means and variances a;, fori = 1,2. Then. the error density, fi('), and distribution. 
FJ·), functions. are given by 
F("'·) - <p(<:'./(J.). t ~t - i..-z t, 
where 9(') and <P(.) are the density and distribution functions of a normal variable. 
The probability that observation t belongs to regime 1 is given by 
At = Pr[Yt = Ylt] 
= Pr[x~;31 + tlt < X~P2 + t2t] 
= Pr[clt + X~U11 - P2) < C2t] 
= /00 { roo h(~2)d~2} h(~dd~1 
-00 Je1+X;U31-82) 
= i: [1- <p(6 +X~~1 -82))] h(~dd6 
= i: [1 - <p (~(Jl + X~:1 - {12))] cp(Od~ 
= <p (X~(;32 - ,31)) . 
ar + ar (26) 
(The last equality follows from the fact that Cl + t2 is a normal variable with zero mean 
and variance ar + ai.) Define, for i = 1,2, 
Conditional on Yt belonging to regime 1, its density is given by 
gl(Yt)[1 - G2(Yt)] 
At 
Similarly, h(YtlYt = Y2t) = g2(Yt)[I-G l(Yd]/(I- Ad. Then, the (unconditional) likelihood 
function is given by 
T 
I: = IT {Pr[Yt = Ylt] h(YtlYt = Ylt) + Pr[Yt = Y2t] h(YtlYt = Y2t)} 
t=1 
T 
= IT {A/1(Yt)[1 - G2(Yt)] + (1- Atl g1 (Yt)[1 - G1(Yd]} 
At I-At t=l 
T 




Distribution of the Sum of a Normal and Truncated Normal Variables 
First, let's introduce some convenient notation. Let <1>(,) denote the standard normal 
density, 
'( 1 _ S2 /2 ( ) <p s) = q=e 1( -00,00) s 
V,c.1r 
where 1 A. (x) is an indicator function which takes the value of 1 when x E A and 0 otherwise. 
Also, let <p(.) denote the standard normal distribution function, 
Let X follow a normal distribution with zero mean and variance 0";; i. e., let its density 
function be 
f(x) = ~ exp {_~ (.!-.)2} l(-oo,oo)(x) 
21ro"x - O"X 
and let F(·) be is cumulative density function, F( x) = f~oo f( Ode. Also, let Y follow a 
truncated-normal distribution, !N(J.l,O"y)!j i.e., its density is given by 
. 1 { 1 (Y-J.l)2} g(y) = <P( / )J2; exp -:) -- l(o,oo)(Y) ~ O"y _1rO"y _ O"y 
and let G(·) be its cumulative density function, G(x) = foX g(Ode. 
The probability that X + y ::; z, H(z), is given by 
H(z) = 100 iZ~y f(x)g(y)dxdy 
= 100 F(z - y)g(y)dy 
differentiating with respect to z, we obtain the density function for Z = X + y, 
h(z) = 100 f(z - y)g(y)dy 
1 100 {I (( ) 2 ( ) 2) } z-y y-J.l - exp -- -- + -- dy - <p(J.l/O"y)21rO"xO"y o' 2 O"x O"y 




Let's first look at the exponent in (27), 
::J ext, we'11 change the variable of integration, let 
which implies that d~ = (0) (j x(j y )dy; also, the lower limit of the integral must be changed, 
Therefore, we have 
Z(j~ + fJ(j; 
~ = - ----"---
(jx(jy(j 





In this appendix we compute the derivatives of the density developed in the previous 
appendix, h( z). with respect to the parameters that enter into the econometric model. 
These results are used in the paper to compute the likelihood equations. 
First, \ve compute the derivatives of the standard normal density and distribution func-
tion. 
and fJq,(z)/fJz = 9(:::). 
We compute, now, the derivatives of the error density and distribution function with 
respect to its argument (we'll need this derivative when taking fJc/fJr i , for example), 
and fJH(z)/fJ::: = h(z). 
Next, we compute the derivatives of the error density with respect to the density pa-
rameters. vVe have 
28 
Also, noting that (j2 = (j; + (j~, we get 
and 
We'll introduce some convenient notation before we write expressions for the second 
derivatives. Let 




Then, we can write: 
oh(z) 
O(j2 = Do--;,(z)h(z) 
I 
oh( z) 
O(j2 = Do-;(z)h(z) 
y 






Finally, noting that 
we have that 
8 <p( ~,( z)) 
8z <I»(7P(z)) 
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