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Abstrakt
Tato bakalárˇská práce je zameˇrˇena na detekci obsazenosti parkovacích míst ze statických
snímku˚. Práce obsahuje popis úprav snímku˚ potrˇebných pro prˇedzpracování obrazu, po-
pis algoritmu strojového ucˇení bez ucˇitele, princip fungování klasifikátoru˚ K-means a
Expectation Maximization. Implementace teˇchto cˇástí byla za pomocí OpenCV prakticky
odzkoušena na reálných snímcích parkovišteˇ a nakonec popsány výsledky.
Klícˇová slova: OpenCV, C++, Canny, K-means, Expectation Maximization, úprava ob-
razu, detekce obsazenosti, strojového ucˇení bez ucˇitele
Abstract
This bachelor thesis is focused on detecting the occupancy of parking spaces from still
images. Contains a description of editing images needed for image pre-processing, de-
scription of unsupervised machine learning algorithm, the operating principle of clas-
sifiers K-means and Expectation Maximization. Implementation of these segments were
using OpenCV practically tested on real images park and finally describes the results.
Keywords: OpenCV, C++, Canny, K-means, Expectation Maximization, picture adjust-
ment, detecting the occupancy, unsupervised machine learning
Seznam použitých zkratek a symbolu˚
OpenCV – Open Source Computer Vision
OSS – Open-Source Software
BSD – Berkeley Software Distribution
GPU – Graphic Processing Unit
APU – Accelerated Processing Unit
CUDA – Compute Unified Device Architecture
OpenCL – Open Computing Language
NP – Nondeterministic Polynomial
EM – Expectation-Maximization
PSO – Particle Swarm Optimalization
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41 Úvod
Videˇní, stejné slovo jak pro nejdu˚ležiteˇjší a nejvyužívaneˇjší z naších smyslu˚, tak název pro
veˇdecký obor zabývající se videˇním a vnímáním pro stroje. Rozpoznávání veˇcí, pro nás
naprostá samozrˇejmost díky naší inteligenci a schopnosti ucˇení, pro pocˇítacˇe je takovéto
univerzální rˇešení teˇžko rˇešitelný problém, a proto je zameˇrˇeno jen na konkrétní, nebo
podobné úcˇely. Abychom získali neˇjaká data z obrazu, dokonce i tam, kde by bylo lidské
oko neefektivní, nebo dokonce nepoužitelné, musíme obraz zpracovávat algoritmy, které
nám dodají už urcˇitá data, se kterými mu˚žeme dál pracovat.
Obor pocˇítacˇové videˇní vznikl k jedinému úcˇelu. Vznikl pro to, aby nám ulehcˇil práci
poskytováním informací pro lepší efektivitu, šetrˇí nám cˇas i peníze. Nyní jsou díky tomu
technologie, které za nedlouho budou i zcela beˇžné a všem prˇístupné, jako samorˇídicí
auta, nebo rozpoznávání veˇcí a kontextu z libovolného obrázku. Jako jsou ty soucˇasné,
která ješteˇ prˇed pár lety nebyla, jako je automatické parkování, rozpoznávání vad v pru˚-
myslové výrobeˇ, cˇtecí zarˇízení, ovládání her a mnoho dalších. Jednou z takových veˇcí je
práveˇ i detekce parkovacích míst.
Tato práce je zameˇrˇena práveˇ na detekci obsazenosti parkovacích míst pomocí stro-
jového ucˇení bez ucˇitele. Rozebrání možností detekce a popsání jednotlivých algoritmu˚.
Odzkoušení kódu na reálných fotografiích reálného parkovišteˇ za ru˚zných podmínek a
prezentace výsledku˚.
V první cˇásti s názvem Problematika a metody detekce jsou popsány dnešní technické
možnosti detekce míst a procˇ je vhodné je použít detekci pomocí kamer. V další cˇásti
je popsána open-source knihovna OpenCV, která se zabývá práveˇ zpracováním obrazu
spolu s nezbytným prˇedzpracování obrazu pro následovné použití algoritmu˚, hlavneˇ od-
straneˇní zkreslení cˇocˇky, perspektivní transformace. Proto aby bylo docíleno rovnomeˇr-
ného rozložení parkovacích míst, separování jednotlivých míst a pár dalších nezbytných
úprav k zajišteˇní co nejlepších výsledku˚. Poté jak na zpracování jednotlivých parkovacích
míst, které je zajišteˇno pomocí detekce hran a následného vyhodnocení dat na konkrétní
výsledky v kapitole Detekce objektu˚. Nakonec prˇiblížení pojmu strojového ucˇení ve stej-
nojmenné kapitole. A jako poslední, prezentace výsledku˚ z testování ze statické kamery
nad školním parkovišteˇm a záveˇr.
52 Problematika a metody detekce
Detekovat volná parkovací místa je neˇkdy zcela nepotrˇebné z du˚vodu˚ málo frekvento-
vaného parkovišteˇ trˇeba v menších meˇstech, nebo trˇeba tam, kde je situace prˇehledná už
prˇi prˇíjezdu. Ne vždy jsou ale takto ideální a prˇehledné situace a už méneˇ cˇasté v husteˇ
zalidneˇných oblastech, kde je málo parkovacích míst, zástavba a hodneˇ aut. Vznikají pro-
blémy, lidé musí hledat místo, ztrácí se cˇas, pru˚jezdnost a celkoveˇ prostrˇedky, které jsou
v konecˇném soucˇtu nemalé.
Je mnoho zpu˚sobu˚, jak detekovat a oznamovat prázdná místa. Dnes jsou hlavneˇ nová
podzemní parkovací místa vybavena informativními tabulemi a nad místy sveˇtlo upo-
zornˇující na jeho neobsazenost. Informace mohou být poskytnuty dále trˇeba poskytova-
telu˚m navigací cˇi dopravních dat.
Kdysi byl systém odkázán jen na lidský faktor, což je neúnosné a chybové a u nepla-
cených parkovišt’ i nesmyslné. Dnes je známo a v praxi už využíváno více systému˚ na
detekci.
2.1 Detekce pomocí cˇidel
Detekovat se dá už dnes neˇkolika zpu˚soby, nebo jejich kombinací.
• Nejrozšírˇeneˇjší a nejpoužívaneˇjší je dnes dobrˇe známý závorový systém. Cˇloveˇk
prˇijede, vezme lístek, vjede. Problém je, že cˇloveˇk neví, kde je volné místo a navíc
je nepoužitelný u bezplatných parkovišt’.
• Dalším zpu˚sobem je detekce magnetického pole, kdy je cˇidlo umísteˇno v asfaltu
vozovky, tedy prakticky nepoužitelný systém na již postavená parkovišteˇ. Cˇidla se
musí navíc jednotliveˇ nakonfigurovat.
• Pak je tu detekce pomocí ultrazvukového meˇrˇení vzdálenosti. Princip je založený
na používání ultrazvukových senzoru˚. Ultrazvukové senzory jsou instalovány nad
parkovací místa. Jedno cˇidlo na každé parkovací místo. Detekována vzdálenost od
senzoru k prˇekážce je následneˇ vyhodnocena. Tento postup je velmi prˇesný, ale
není nákladoveˇ efektivní, jak prˇi instalaci a údržbeˇ [2].
Metody jsou veˇtšinou používány spolu se systémem závor, mohou být doplneˇny o
infracˇervené snímacˇe detekující zmeˇny v infracˇerveném zárˇení teˇles, které objekty vydá-
vají a zajišt’ovat tak i dopravní informace o pru˚jezdnosti. Tyto metody mohou být celkem
6nákladné, cˇidel musí být velký pocˇet, jednotliveˇ se musí nainstalovat, prˇípadneˇ nakonfi-
gurovat. Cˇidla musí komunikovat s centrální cˇástí bud’to drátoveˇ nebo bezdrátoveˇ, trˇeba
pomocí bluetooth. I když samotná cˇidla moc energie nespotrˇebovávají, v celku se s nimi
do provozních nákladu˚ pocˇítat musí. Mohou být sice napájena solárními panely, ale ty
jsou z veˇtší cˇásti nepoužitelné, jak v pozemních parkovištích, tak díky pocˇasí. Mohou
se vyskytnout situace, kdy se na místeˇ nevhodneˇ zaparkuje auto prˇes více pruhu˚ nebo
motorka. Poté si senzory nemusí poradit.
2.2 Detekce za pomoci kamer
Zpracování obrazu z videokamer je další možností, která mu˚že být použita pro auto-
matickou detekci parkováních prostor. Použitím kamer mu˚žeme dosáhnout nejen urcˇení
zda je parkovací místo obsazené, nebo ne. Mu˚že vykonávat i systém bezpecˇnostní, tím se
náklady na instalaci obou systému˚ nebo i pozdeˇjší údržbu podstatneˇ zmenší.
Je více možností zpu˚sobu˚ detekce. Procesy se liší. Jeden ze zpu˚sobu˚ je, že se mu˚že
naucˇit orˇíznut obrázky automobilu˚ a vytvorˇil klasifikátor pomocí Fuzzy c-means based
classifier (FCMC) a upravení parametru˚ pomocí Particle swarm optimalization (PSO).
Tento zpu˚sob je prˇesný, ale jde o komplexní prˇístup. Tady je potrˇeba obrovská sada dat
vozu˚ ze všech možných pohledu˚ a sveˇtelných podmínek k vybudování klasifikátoru,
takže není flexibilní, aby se mohl dostat do beˇžného použití [2].
Další mu˚že být za využití grafových rˇezu˚ ze stereo obrazu˚, k cˇemuž jsou potrˇeba dveˇ
kamery blízko sebe, rozdílem v obraze urcˇí objekty vystupující do prostoru.
73 Úprava obrazu
Úprava obrazu je nezbytná, protože každá kamera má své vlastnosti a je umísteˇna v
jiných úhlech a výškách. V této práci byla kamera na budoveˇ školy.
Aby byla vu˚bec možná detekce, je potrˇeba obraz upravit tak, aby každé parkovací
místo bylo stejné, respektive, vstupní data prˇi porovnávání byla stejná a mohly se pozdeˇji
správneˇ zpracovat a vyhodnotit.
V prˇípadeˇ této práce se muselo upravit rovnou neˇkolik vlastností. Nejprve vlastnost
zpu˚sobená snímanou kamerou a to zkreslení barelové, které zpu˚sobuje "prohnutí"obrazu,
takže objekty nemají svu˚j skutecˇný tvar. Tedy, aby bylo parkovišteˇ na snímku hranaté a
ne zaoblené. Poté se musela provést perspektivní transformace, která zarˇídí, aby proti-
lehlé strany parkovišteˇ byly rovnobeˇžné, stejneˇ dlouhé a s ostatními stranami svíraly úhel
devadesáti stupnˇu˚. Tím je dosaženo toho, že každé parkovišteˇ má stejnou velikost a tedy
mu˚žeme separovat každé místo tak, abychom na neˇ mohli použít algoritmus a poté data
vyhodnotit.
3.1 OpenCV
K tomu, aby se dalo jednodušeji programovat a efektivneˇji využívat pocˇítacˇové videˇní
slouží knihovna OpenCV, která obsahuje funkce pro práci s obrazem a umožní tak efek-
tivní práci s daty. Neslouží jen k úpraveˇ obrazu, ale i celkoveˇ k zpracování dat a díky
teˇmto jejím výhodám se v této práci hojneˇ využívá.
Název OpenCV je odvozen od anglických slov Open SourceComputer Vision Library.
Je šírˇen pod licencí BSD, a proto je zdarma pro jakékoli využití vcˇetneˇ komercˇního. Byla
napsána a optimalizována pro C / C ++, kterých bylo v této práci prˇi implementaci kódu
využito, ale podporuje i jiné programovací jazyky jako Python a Java. Je multiplatformní,
podporuje operacˇní systémy Windows, Linux, Mac, iOS a Android. OpenCV byl navržen
se zameˇrˇením na beˇh aplikací v reálném cˇase. Podpora více jádrových výpocˇtu˚ prˇes GPU
a APU s pomocí dalších knihoven OpenCL a CUDA. Použití se pohybuje od interaktiv-
ního umeˇní, zpracování a detekce objektu˚, až prˇes moderní robotiku.
Práveˇ díky takovýmto výhodám je sveˇtoveˇ nejrozšírˇeneˇjším zpu˚sobem, jak zpracová-
vat obraz a proto se používá i v této práci.
83.2 Odstraneˇní barelu
Vstupní obraz získaný kamerou nemusí být vždy takový jaký chceme. Na kvaliteˇ vstupu
záleží a neˇjaké úpraveˇ se prakticky nevyhneme.
Díky optickým parametru˚ kamery mohou zábeˇry nabývat geometrická zkreslení. Nej-
cˇasteˇji touto vlastností je takzvané radiální zkreslení fisheye, které vzniká u širokoúhlých
objektivu˚ s extrémneˇ malou ohniskovou vzdáleností.
Jedním z typu˚ tohoto je zkreslení je barel, jako je na obr. 1, které zaprˇícˇinˇuje zveˇtšení
strˇedu obrazu, než jeho okrajových cˇástí. Prˇi zpracování obrázku jako v našem prˇípadeˇ,
by prˇi detekci parkovacích míst a neodstraneˇní barelu prakticky nebylo možné. Nedo-
cházelo by k rovnomeˇrnému rozdeˇlení jednotlivých míst a data by byla zkreslená.
Obrázek 1: Pu˚vodní nezkreslený obrázek a jeho zkreslení typem barel [1]
Radiální symetrické zakrˇivení mu˚že být aproximováno s pomocí Taylorova poly-
nomu:
φ(r2) = 1 +K1r2 +K22 + ..., (1)
kde (r2) = x2 + y2 a K1 a K2 jsou koeficienty radiálního zkreslení. Sourˇadnice x a y jsou
bezrozmeˇrné, aby byly koeficienty nezávislé na velikosti vstupního obrazu.
Výsledná transformace se lze zapsat takto:
xd
yd

=

xn − cu
yn − cv

φ−1(r2) +

cu
cv

(2)
kde xd a ydjsou výsledné sourˇadnice, xn a yn pu˚vodní sourˇadnice deformovaného
obrazu a cu = w/2 a cv = h/2 jsou strˇedy obrazu, kde w je šírˇka vstupního obrazu a h je
jeho šírˇka.
9Postupneˇ procházíme jednotlivé pixely výstupního obrazu a vypocˇítáváme sourˇad-
nice korespondujících pixelu˚ pu˚vodního deformovaného obrazu [1].
Obrázek 2: Pu˚vodní obrázek.
Obrázek 3: Obrázek bez zakrˇivení zpu˚sobeného cˇocˇkou
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3.3 Perspektivní transformace
Jak už bylo naznacˇeno výše, nyní je obraz potrˇeba upravit tak, abychom získali ideálneˇ
rovnomeˇrné rozložení parkovacích míst. Problém je v tom, že vzdálené objekty jsou ve
výsledném obrazu menší, než objekty stejné velikosti v poprˇedí a tudíž z nich nemu˚žeme
dostat stejneˇ hodnotná data.
Na tuto úpravu se použije knihovna OpenCV, která obsahuje funkce, aby se mohla
provést perspektivní transformace. V této cˇásti se provádí nezbytné geometrické transfor-
mace. Nemeˇní obsah obrazu, ale deformují pixelovou mrˇížku a mapují tyto deformované
síteˇ do cílového obrazu. Aby se zabránilo vzorkování artefakty, mapování se provádí v
opacˇném porˇadí, od místa urcˇení ke zdroji. To znamená, že pro každý pixel o sourˇadni-
cích (x, y) cílového obrazu, funkce vypocˇítá sourˇadnice odpovídající "darovanému"pixelu
ze zdrojového obrazu a zkopíruje z neˇho hodnotu pixelu a ty samé sourˇadnice x a y [3].
Funkce getPerspectiveTransform(InputArray src, InputArray dst), kde: src - jsou sourˇad-
nice vrcholu˚ cˇtyrˇúhelníku zdrojového obrazu, dst - jsou sourˇadnice odpovídající vrcho-
lu˚m cˇtyrˇúhelníku v cílovém obraze. Funkce pocˇítá 3 x 3 matice perspektivní transformace
takto: 
tix
′
i
tiy
′
i
ti
 = map_matrix

xi
yi
1
 (3)
kde dst(i) = (x′i, y
′
i), src(i) = (xi, yi),i = 0, 1, 2, 3.
Poté se aplikuje perspektivní transformace do obrazu metodou warpPerspective(InputArray
src, OutputArray dst, InputArray M, ..., kde src - je vstupní obraz, dst – je výstupní obraz
a M – je transformacˇní matice velikosti 3x3. Funkce warpPerspective transformuje zdro-
jový obraz s použitím specifické matice [3]:
dst(x, y) = src

M11x+M12y +M13
M31x+M32y +M33
,
M21x+M22y +M23
M11x+M32y +M33

(4)
3.4 Narˇezání jednotlivých parkovacích míst
Poté co se provede perspektivní transformace, a každé místo zabírá stejnou plochu, se
mu˚žou jednotlivá místa "narˇezat". K tomuto opeˇt poslouží knihovna OpenCV s funkcí
cvSetImageROI(image, cvRect(x, y, šírˇka, výška)), kde parametry x a y jsou pocˇátecˇní sou-
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Obrázek 4: Obrázek po perspektivní transformaci
rˇadnice v obrazu odkud se bude "rˇezat"a hodnoty šírˇky a výšky jsou velikosti vyrˇezané
cˇásti udávány v pixelech.
Sourˇadnice se musí zadávat rucˇneˇ z du˚vodu˚, že se neˇkterá auta prˇekrývají, zvlášteˇ u
okraju˚, kde zejména vyšší auta zasahují do vedlejšího stání.
Obrázek 5: Obrázek jednotlivých narˇezaných parkovišt’
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4 Detekce objektu˚
Objekty se dají detekovat pomocí hran. Hrany se cˇasto uplatnˇují prˇi zpracování obrazu,
tedy i u pocˇítacˇového videˇní, v tomto konkrétním prˇípadeˇ k detekci objektu˚, aut. Je dána
vlastnostmi obrazového elementu a jeho okolím, její funkcí je oznacˇit body/pixely, ve
kterých se ostrˇe meˇní jas. Tyto body jsou obvykle usporˇádány do rovných, a nebo zakrˇi-
vených úsecˇek, tedy tam, kde je okraj objektu. Místa, kde jsou hrany, nesou více informací
než jiná místa v obraze. Hranový bod je bod s velkým gradientem, neˇkteré body v ob-
raze jsou tedy hranové a jiné ne. Nalezené body jsou dle ru˚zných kritérií prahovány do
absolutních hodnot.
Obrázek 6: Jasové profily v okolí hranových bodu˚ [9]
Jak je videˇt na obrázku 6, kde parametr g vrací intenzity hranových bodu˚. Tedy u prv-
ních trˇí grafu˚ jsou ideální výsledky, kde se vyskytují hrany. Na reálném obrazu se setkáme
spíše se cˇtvrtou variantou, kde je obraz je zašumeˇlý. Šumu se dá zbavit naprˇíklad Gaus-
sovým filtrem, nebo funkci medián. Na neˇkteré cˇásti obrazu, které jsou ostrˇejší se mu˚žou
použít jiné hodnoty než na ostatní cˇásti, protože ne všechny cˇásti obrazu mají stejný pocˇet
detailu˚ a tyto detaily poté znehodnocují celý výsledek. V konkrétním prˇípadeˇ je zámková
dlažba, která je prˇímo pod kamerou viditelná, obzvlášteˇ když jsou spáry mokré, kdežto
dál nikoli. V takovém prˇípadeˇ detektor detekuje velký pocˇet hran na prázdném místeˇ[9].
Hrany musejí být spolehliveˇ detekovány. Neúplné hrany, špatneˇ lokalizované hrany
a nejednoznacˇneˇ detekované hrany se negativneˇ promítnou do výsledku.
Algoritmu˚ na detekci existuje více, které jsou založeny na ru˚zných principech lišící se
prˇístupem k obrazu a definicí hrany a tedy v rozdílnosti výsledku˚.
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4.1 Histogram Orientovaných Gradientu˚ - HOG
Histogram Orientovaných Gradientu˚ (Histogram of Oriented Gradients - HOG) se pou-
žívá v pocˇítacˇovém videˇní a zpracování obrazu za úcˇelem detekce objektu˚. Je považován
za jednu ze základních metod pro detekci objektu˚.
Základní myšlenkou je, že vzhled a tvar objektu mu˚že být cˇasto lépe charakterizován
pomocí intenzity gradientu˚ cˇi smeˇru hran, a to i bez prˇesné znalosti prˇíslušných gra-
dientu˚, nebo pozic hran. V praxi je provedeno rozdeˇlením okna snímku na stejneˇ malé
prostorové oblasti ("bunˇky") a pro každou bunˇku,se vytvorˇí 1-D histogramu gradientu˚
vytvorˇený z pixelu˚ v bunˇce, bud’to se smeˇry gradientu˚, nebo orientací hran. Pro lepší
stálost osveˇtlení, stínování atd., je vhodné prˇed dalšímy výpocˇty použít kontrastní nor-
malizaci. To mu˚že být provedeno tím, že shromáždí meˇrˇení nejen z lokálního histogramu,
ale i z okolních buneˇk. Tato veˇtší oblasti se nazývá blok. Potom se pomoci této hodnoty
bloku standardizují ostatní hodnoty buneˇk uvnitrˇ bloku [18].
4.1.1 Výpocˇet gradientu
Prvním krokem pro výpocˇet v prˇedzpracování obrazu pro detektory prˇíznaku˚ je zajišteˇní
normalizovaných hodnot barev a gama hodnot. Tento krok mu˚že být ve výpocˇtu HOG
deskriptoru vynechán, následná deskriptorová normalizace v podstateˇ dosáhne stejného
výsledku. Prˇedzpracování obrazu tak poskytuje jen malý vliv na výkon. Místo toho je
první krok výpocˇtu výpocˇet hodnot gradientu. Nejbeˇžneˇjší metodou je aplikace 1-D se
strˇedem bodu diskrétní derivované masky v jednom nebo v obou z horizontálních a ver-
tikálních smeˇru˚. Konkrétneˇ, tato metoda vyžaduje filtrování barvy nebo intenzity dat
obrázku s následujícími filtrací kernelu:
[−1, 0, 1], [−1, 0, 1]T (5)
4.1.2 Orientace obrázkových bodu˚
V druhém kroku výpocˇtu je vytvorˇení histogramu˚ buneˇk. Každý pixel v bunˇce má svou
hodnotu a tou ovlivnˇuje základní orientaci histogramového kanálu na základeˇ hodnot
zjišteˇných ve výpocˇtu gradientu. Samotné bunˇky mohou být bud’ obdélníkového, nebo
radiálního tvaru, a kanály histogramu jsou rovnomeˇrneˇ rozloženy od 0 do 180 nebo 0 do
360 stupnˇu˚. V závislosti na tom, zda je uvedený gradient se znaménkem nebo bez neˇho.
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V praxi se zjistilo, že gradienty bez znaménka používané ve spojení s devíti histogramo-
vými kanály provádí nejlepší detekci. Pokud jde o velikosti hodnot, pixel mu˚že být bud’
samotná hodnota gradientu, nebo neˇkterá velikost funkce.
4.1.3 Bloky deskriptoru
Aby se vzaly v úvahu zmeˇny v osveˇtlení a kontrastu, intenzita gradientu˚ musí být lo-
kálneˇ normalizována, což vyžaduje seskupení buneˇk dohromady do veˇtších, prostoroveˇ
propojených bloku˚. HOG deskriptor je pak zrˇeteˇzený vektor složek normalizovaných bu-
neˇcˇných histogramu˚ ze všech bloku regionu˚. Tyto bloky se typicky navzájem prˇekrývají,
což znamená, že každá bunˇka prˇispeˇje více než jednou na vytvorˇení konecˇného deskrip-
toru. Existují dveˇ hlavní geometrie bloku˚: obdélníkové bloky R-HOG a kruhové bloky
C-HOG. R-HOG bloky jsou obvykle cˇtvercové mrˇížky, reprezentované trˇemi parametry:
pocˇet buneˇk na blok, pocˇet pixelu˚ na jednu bunˇku, a pocˇet kanálu˚ na histogram bunˇky.
C-HOG lze nalézt ve dvou variantách: na ty s jednou centrální bunˇkou a na ty, které mají
úhloveˇ rozdeˇlenou centrální bunˇku. Kromeˇ toho tyto bloky C-HOG mohou být popsány
se cˇtyrˇmi parametry: pocˇet úhlových a kruhových výrˇezu˚, polomeˇr strˇedového výrˇezu, a
faktor expanze pro polomeˇr dalších kruhových výrˇezu˚.
4.1.4 Normalizace bloku
Jsou cˇtyrˇi ru˚zné metody pro normalizaci blokovou. Necht’ v je ne-normalizovaný vektor
obsahující všechny histogramy v daném bloku, ||v ||k jsou jeho k-norma pro k = 1, 2 a eje
neˇjaká malá konstanta (její hodnota je zanedbatelná). Potom normalizacˇní faktor mu˚že
být jedním z následujících:
L2− norm : f = v√
[||v||22e2]
(6)
L2-hys: L2-norm a následné výrˇezy (omezující max. hodnoty 0,2 V) a renormalizace, stejneˇ jako v:
(7)
L1− norm : f = v
(||v||1 + e) (8)
L1− sqrt : f = √[ v||v||1 + e ] (9)
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Kromeˇ toho schéma L2-hys mu˚že být vypocˇten, že se nejprve vezme L2-norm, orˇeže
výsledek, a potom renormalizuje. V praxi se zjístilo, že L2-hys, L2-norm, a L1-sqrt sys-
témy poskytovaly podobný výkon, zatímco L1-norma poskytuje o neˇco méneˇ spolehlivý
výkon. Nicméneˇ, všechny cˇtyrˇi metody vykazovaly velmi významné zlepšení v porov-
nání s nenormalizovanými daty [6].
Obrázek 7: Ukázka hogu. [17]
Tady je znázorneˇní jak funguje histogram orientovaných gradientu˚ na obrázku 7 V
prvním sloupci jsou auta, tak jak je vidí kamera, ve druhém je ukázka zmeˇny velikosti,
ve trˇetím je videˇt histogramy orientovaných gradientu˚, každý z nich prˇipadá jedné bunˇce
a ve cˇtvrtém sloupci jsou podrobneˇji gradienty znázorneˇni s jejich velikostmi a smeˇrem.
4.2 Canny
Canny je detektor hran, byl vyvinut Johnem F. Canny v roce 1986. Algoritmus Canny se
zameˇrˇuje na splneˇní trˇí hlavních kritérií:
Nízká míra chyb, detekující pouze existující hrany.
Dobrá lokalizace, kdy vzdálenost mezi pixely hran detekovaných a reálných jsou
minimalizovány.
Minimální odezva, zajišt’ující pouze jednu reakci detektoru na každou hranu.
Používá vícestupnˇový algoritmus pro detekci širokého rozsahu hran:
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1. Prˇed manipulací s algoritmem Canny, se nejprve musí použít Gaussianu˚v vyhla-
zovací filtr, který obraz trochu rozmaže. Dojde tak k odstraneˇní šumu obrazu. Cí-
lem filtrace je eliminace šumu. Protože šum na snímku jsou vysokofrekvencˇní cˇást
obrazu, tak se šum mu˚že odstranit ve frekvencˇní oblasti. Canny operátor nejprve
provede filtrování obrazu s dvojrozmeˇrnou Gaussovou funkci, která je následující
[15]:
G(x, y) =
1
2πσ
e−(
(x2+y2)
2σ
) (10)
kde x je vzdálenost od pocˇátku v horizontální ose, y je vzdálenost od pocˇátku ve
svislé ose, a σ je standardní odchylka Gaussova rozdeˇlení [11].
2. Nalezení gradientu intenzity obrazu. Za tímto úcˇelem se používá, analogická pro-
cedura k Sobelu:
(a) Použití dvojice konvulcˇních masek x a y:
Gx =

−1 0 +1
−2 0 +2
−1 0 +1
 , Gy =

−1 −2 −1
0 0 0
+1 +2 +1
 (11)
(b) Nalezení velikosti a smeˇru gradientu s:
G =

G2x +G
2
y θ = arctan(
Gy
Gx
) (12)
Smeˇr je zaokrouhlena na jeden ze cˇtyrˇ možných úhlu˚ (konkrétneˇ 0, 45, 90 nebo
135).
3. Aplikace Non-maximum potlacˇení. Tím se odstraní pixely, které nejsou považo-
vány za soucˇást hrany. Proto pouze tenké cˇáry (kandidátské hrany) zu˚stanou.
4. Poslední krok je hystereze, kdy Canny používají dveˇ prahové hodnoty (horní a
dolní):
(a) Pokud je gradient pixelu veˇtší než horní prahová hodnota (treshold1), obra-
zový bod je akceptován jako hrana.
(b) Je-li hodnota gradientu pixelu pod dolní prahovou hodnotu (treshold2), pak
je odmítnut.
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(c) V prˇípadeˇ, že gradient pixelu je mezi dveˇma prahovými hodnotami, pak bude
akceptován pouze tehdy, pokud je spojen k pixelu, který je vyšší než horní
prahová hodnota.
Implementace algoritmu Canny v kódu: void Canny(InputArray image, OutputArray
edges, double threshold1, double threshold2, int apertureSize=3, bool L2gradient=false ))
Kde jsou parametry:
• image – jednokanálový 8-bitové vstupní obraz.
• edges – výstupní mapa hran má stejnou velikost a typ, jako vstupní obrázek.
• threshold1 – první prahová hodnota hysterezní procedury.
• threshold2 – druhá prahová hodnota hysterezní procedury.
• apertureSize - velikost pro operátor Sobel().
• L2gradient – Prˇíznak udávající L2 norm =

(dI/dx)2 + (dI/dy)2 by meˇl být
použit na výpocˇet rozsahu gradientu obrazu ( L2gradient=true ), nebo zda je
výchozí L1 norm =|dI/dx|+ |dI/dy| je dostacˇující ( L2gradient=false ) [14].
Výstup Cannyho vypadá následovneˇ.
Obrázek 8: Ukázka výstupu detektoru hran Canny
Detektor hran canny se použije až nyní z du˚vodu, že se mu˚že nastavit pro jednot-
livá parkovišteˇ zvlášt’. Kdyby byl použit drˇíve nebyla by další možnost dodatecˇ-
ných úprav.
Parkovací místa v poprˇedí jsou detailneˇji (z veˇtší blízky) zachycena kamerou a
jdou na nich videˇt vzory zámkové dlažby, které Canny vyhodnotí jako hrany, takže
prázdné místo má prˇibližneˇ stejný pocˇet hran jako zaplneˇné. Tím že se spouští de-
tektor hran až nyní, tak je tu možnost tyto hrany lépe eliminovat. První zpu˚sob je
tyto parkovací místa trochu rozostrˇit pomocí vyhlazovacího filtru Gaussian. Další
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zpu˚sob je nastavení prahových hodnot na prˇísneˇjší vyhledávání hran. Nebo, jako
v konkrétním prˇípadeˇ, obojím najednou, cˇímž se pozorováním a oveˇrˇením kontrol
hodnot dosáhlo nejlepšího výsledku.
Nyní se mu˚že použít OpenCV funkce countNonZero(ObrazekParkovacihoMista), která
vrátí pocˇet hran.
19
5 Strojové ucˇení
Pokud jde o stroje, mu˚žeme volneˇ rˇíct, že se stroj ucˇí, kdykoli se zmeˇní jeho struk-
tura, program nebo data, na základeˇ svých vstupu˚ nebo v reakci na neˇjakou externí
informaci. A to takovým zpu˚sobem, že jeho ocˇekávaný budoucí výkon se zlepší.
Neˇkteré z teˇchto zmeˇn, jako je naprˇíklad prˇidání záznamu do databáze, spadají pod
další obory a není nutneˇ je nazývat ucˇením. Ale, naprˇíklad, když se výkon stroje na
rozpoznávání rˇecˇi zlepšuje po poslechu neˇkolika vzorku˚ rˇecˇi od více osob, v tomto
prˇípadeˇ zcela oprávneˇneˇ mu˚žeme rˇíci, že se stroj naucˇil [4].
Strojové ucˇení se zabývá vývojem pocˇítacˇových algoritmu˚ a technik, které jsou
schopné, ucˇit se, tedy, automaticky se zlepšit na základeˇ zkušeností. Každá me-
toda strojového ucˇení se skládá ze dvou kroku˚, výbeˇru kandidátského modelu, a
poté, odhadováním parametru˚ modelu používající algoritmus ucˇení a dostupných
údaju˚. Velmi cˇasto jsou výbeˇr modelu a odhad parametru˚ kombinovány v opakují-
cích se procesech, a v mnoha prˇípadech, výbeˇr modelu byl proveden pouze jednou
intuitivneˇ a empiricky. Jinými slovy, uživatel zvolí model empiricky, a poté, vyu-
žívá algoritmus ucˇení k odhadu parametru˚ modelu.
Pro algoritmy strojového ucˇení existuje vícero zpu˚sobu˚ jak data klasifikovat. Na
vstupu jsou posílány data z takzvané trénovací množiny a sledují se výstupní hod-
noty. Existují dva základní typy ucˇení.
• Jedna velká kategorie je ucˇení s ucˇitelem, kde by meˇl model vytvárˇet prˇibližné
mapování mezi vstupem a výstupem z daných dat, obvykle známý jako re-
grese nebo zarˇazení. Prˇi ucˇení s ucˇitelem existuje neˇjaké vneˇjší kritérium, kla-
sifikátor urcˇí zda je výstup správný. Schéma vypadá následovneˇ:
Obrázek 9: Ucˇení s ucˇitelem
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N obrázku 10 je znázorneˇné schéma jak takové ucˇení bez ucˇitele probíhá, kde x′ jsou
známá trénovací data a k′ je známý výsledek, x jsou vstupní data, která chceme vyhodno-
tit prˇes klasifikátor porovnávající data od ucˇitele θ = ucˇení(x, k). Nakonec k jsou výstupní
data z klasifikátoru.
• Ucˇení bez ucˇitele patrˇí do druhé kategorie ucˇících algoritmu˚. Shlukování (klasifi-
kace) dat je typický zpu˚sob ucˇení bez ucˇitele, kde jsou dané sady dat rozdeˇleny
do ru˚zných podskupin (clusteru˚), tak, že data v každá podmnožina sdílejí neˇkteré
spolecˇné rysy (podobnost) definované meˇrˇením vzdáleností. Prˇi ucˇení bez ucˇitele
žádné vneˇjší kritéria neexistují a celé ucˇení je založeno na informacích získaných
beˇhem vlastního procesu ucˇení.
Obrázek 10: Ucˇení bez ucˇitele
kde xt jsou další potrˇebná vstupní data na správné clusterování (viz. testování), k jsou
výstupní data z klasifikátoru, který porovnává vstupní data s daty od ucˇení bez ucˇitele
θ=ucˇení(x, xt) [5] [6].
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5.1 Ucˇení bez ucˇitele
Tato práce se veˇnuje práveˇ ucˇení bez ucˇitele. Ucˇení bez ucˇitele se snaží najít neznámé
struktury v neoznacˇených datech. Jeho použití je vhodné zrovna tam, kde jsou spousty
trénovacích dat, nebo kde je neznámá klasifikace dat. Také je tu možnost komprimace dat
díky tomu, že se nahradí rozsáhlé datové soubory neˇkolika málo významnými reprezen-
tanty [7].
U ucˇení bez ucˇitele nemusí být prˇedem jisté, zda patrˇí do neˇjaké skupiny známých
shluku˚. Úkolem je klasifikovat všechny objekty zahrnuté do analýzy. Tento postup se
oznacˇuje jako shluková analýza. Ucˇení je možné definovat pro stroje pomocí podmínek.
Podmínek mu˚že být více, mohou být složité, ale taky ulehcˇí analýzu.
5.2 Shluková analýza
Shluková analýza patrˇí mezi metody ucˇení bez ucˇitele. Používá ke klasifikaci objektu˚
a cílem je v dané množineˇ objektu˚ nalézt její podmnožiny, nebo-li shluky objektu˚, prˇi-
cˇemž objekty mohou obsahovat více ru˚zných nesouvisejících dat. Snaží se nalézt objekty
v shluku, které by si byly navzájem podobneˇjší a prˇitom dostatecˇneˇ jiné, než objekty
mimo tento shluk. Shlukové metody se mu˚žou rozdeˇlit na hierarchické a nehierarchické,
podle cílu˚, ke kterým smeˇrˇují.
Hierarchické shlukování je systém pru˚niku každých dvou podmnožin - shluku˚ jedné
množiny, které nejsou navzájem stejné a nejsou prázdné. Pru˚nikem teˇchto podmnožin je
bud’to prázdná množina a zárovenˇ v množineˇ existuje alesponˇ jedna dvojice podmno-
žin, jejichž pru˚nikem je jedna z nich. Nastane-li tento prˇípad, pak se jedná o systém hi-
erarchický. Hierarchického shlukování lze rozlišit na prˇístup divizní a aglomerativní. U
divizního se vychází z jednoho shluku a ten se dále deˇlí. Aglomerativní vychází z více
shluku˚ o jednom cˇlenu a ty se spojují.
Nehierarchické shlukování je systém opeˇt navzájem ru˚zných, neprázdných podmno-
žin jako u hierarchického systému, v neˇmž ale pru˚nikem každých dvou podmnožin není
žádná z nich, tedy kde jsou shluky množiny disjunktní [13].
5.2.1 K-means
Pokud jsou již k dispozici data z neˇjakého detektoru hran, nyní je potrˇeba je neˇjak vyhod-
notit. Mu˚že se použít trˇeba K-means algoritmus.
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K-means nebo je též používán název "Lloydu˚v algoritmus"a nebo též "MacQueenova
metoda"podle MacQueena, který tento algoritmus publikoval v roce 1967. Algoritmmus
K-means je nehierarchistická metoda[10].
K-means používá Euklidovskou vzdálenost a µj je aritmetický pru˚meˇr bodu ve shluku
(strˇední hodnota ve trˇídeˇ) – etalon.
Algoritmus K-means má prˇedem daný pocˇtu shluku˚ K : C1, C2, C3, ..., Ck. Opako-
vaneˇ hledá hodnoty vektoru˚ tak, že minimalizuje strˇední odchylku mezi vstupními daty
a vektory (vzdálenost bodu od etalonu shluku), které mají k teˇmto datu˚m nejmenší eu-
klidovskou vzdálenost a podle toho je postupneˇ prˇirˇazuje do jednoho ze shluku˚.
Vstupem je množina dat x1, x2, ..., xl a cˇíslo K udávající pocˇet vektoru˚ µj , j = 1, ...,
k. Nejprve se nastaví vektory µj , j = 1, ..., k podle vzorových bodu˚, které lze vybrat
náhodneˇ ze vstupní množiny objektu˚, nebo použitím neˇjaké vhodneˇ zvolené heuristiky.
Po nastavení pocˇátecˇních hodnot se zacˇnou opakovat následující dva kroky:
1. Klasifikace: Všechna data xi, i = 1, ..., l, se klasifikují do shluku˚ podle vektoru˚
µi, i = 1, ..., k, na základeˇ euklidovské vzdálenosti. Tedy data xi jsou prˇirˇazeny do shluku
yi podle yi = argminj ||xi − µj ||.
2. Prˇepocˇet vektoru˚ µj : Vypocˇtou se nové hodnoty vektoru˚ µj , které se vypocˇítají
pomocí vztahu
µj =
1
lj
l
i=1,yi=j
(xi), (13)
kde lj je pocˇet vzoru˚ xi klasifikovaných v druhém kroku do trˇídy urcˇené vektorem µj .
Prˇirˇazování a prˇepocˇítání se provede pokaždé, dokud se nevyberou všechny objekty.
Klasifikace a prˇepocˇítávání vektoru˚ se opakuje do té doby, dokud se alesponˇ jeden vektor
xi neklasifikuje do jiné trˇídy než byl klasifikován v prˇedešlém kroku. Obecneˇ platí, že s
konecˇným cˇasem K-means konverguje k pevnému bodu. Po prˇirˇazení všech bodu˚ jsou
pocˇátecˇní vzorové body výsledné teˇžišteˇ shluku˚ [13].
Výhodou je rychlost a jednoduchost, dá se použít na velké množství dat. Prvky se
mohou postupneˇ prˇeskupovat mezi shluky. V konecˇném pocˇtu kroku˚ konverguje k neˇja-
kému rˇešení, teˇch ovšem mu˚že být více.
Nevýhodou je, že výsledky jsou ovlivneˇny pocˇátecˇní podmínkou, výbeˇrem vzoro-
vých bodu˚ nebo zvolenou heuristikou, a protože po prˇirˇazení každého bodu dochází k
okamžitému prˇepocˇítání teˇžišteˇ, je výsledek také ovlivneˇn pu˚vodním porˇadím objektu˚.
Pokud se ve výsledku ocˇekávají prˇekrývající se shluky, pak K-means není vhodný, pro-
tože jeden objekt je prˇirˇazen práveˇ jednomu shluku.
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Prˇítomnost izolovaných objektu˚ ležících mimo ostatní má velký negativní vliv na vý-
sledek, o tomto problému se bude mluvit v záveˇru, konkrétneˇ, procˇ nemu˚žeme rovnou
vyhodnocovat jen jeden snímek parkovacího místa [8].
Následující funkce K-means je minimalizována:
f =
K
j=1
K
xj
||x− cj ||2 (14)
kde ||.|| je zvolena vzdálenost meˇrˇení mezi datovým bodem x a centrem ( cj) shluku Cj ,
K je pocˇet shluku˚ [5].
Implementace K-means v kódu: double kmeans(InputArray data, int K, InputOutputArray
bestLabels, TermCriteria criteria, int attempts, int flags, OutputArray centers=noArray() )
Kde jsou parametry:
• data - Data na shlukování, jeden rˇádek na každý vzorek.
• K - Cˇíslo udávající pocˇet shluku˚.
• bestLabels - Výstup, ukládá cˇíslo shluku do pole pro každý vzorek.
• criteria - Kritéria pro ukoncˇení algoritmu, pokud bylo dosaženo maximálního po-
cˇtu opakování nebo požadované prˇesnosti, kde prˇesnost je specifikována jako cri-
teria.epsilon. Pak jakmile se každé teˇžišteˇ shluku˚ pohybuje pod hodnotou crite-
ria.epsilon na neˇkterém opakování, algoritmus se zastaví.
• attempts - Urcˇuje pocˇet opakování algoritmu v ru˚zných pocˇátcích, algoritmus vrací
labely, které vykazují nejlepší hodnoty.
• flags - Jsou metody na vybírání náhodných pocˇátecˇních shluku˚.
• centers - Výstupní matice s daty o teˇžištích shluku˚, rˇádek na každé teˇžišteˇ. [12]
5.2.2 Expectation Maximization
Zkráceneˇ metoda EM z anglického názvu Expectation Maximization, je algoritmus od-
hadující parametry multirozmeˇrné pravdeˇpodobnosti hustoty funkce ve formeˇ Gaussia-
noveˇ roztrˇídeˇní smeˇsí se specifickým cˇíslem smeˇsí.
Prˇedpokládejme sadu N prˇíznakových vektoru˚ x1, x2, ..., xN z d-rozmeˇrný euklidov-
ského prostoru vypracované ze Gaussova smeˇsi:
p(x; ak, Sk, πk) =
m
k=1
πkpk(x), πk ≥ 0,
m
k=1
πk = 1,
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pk(x) = ϕ(x; ak, Sk) =
1
(2π)d/2 | Sk |1/2
exp

−1
2
(x− ak)TS−1k (x− ak)

, (15)
kde m je pocˇet smeˇsí, pk je normální hustota rozdeˇlení se strˇedem ak a kovariancˇní
matice Sk, πk je váha k-té smeˇsi. Vzhledem k pocˇtu smeˇsí M a vzorky xi, i = 1..N al-
goritmus najde odhad maximální pravdeˇpodobnosti-(MLE) všech parametru˚ smeˇsi, to
znamená, že ak, Sk a πk:
L(x, θ) = logp(x, θ) =
N
i=1
log

m
k=1
πkpk(x)

→ max
θ∈Θ
,
Θ =

(ak, Sk, πk) : ak ∈ Rd, Sk = STk > 0, Sk ∈ Rd×d, πk ≥ 0,
m
k=1
πk = 1

. (16)
EM algoritmus je iteracˇní procedura. Každá iterace zahrnuje dva kroky. V prvním
kroku (krok Exception nebo E-step), mu˚žete se najít pravdeˇpodobnosti PI,K (oznacˇo-
vána jako αI,K v níže uvedeném vzorci) vzorku i patrˇit do smeˇsi k používající aktuálneˇ
dostupnou odhad parametru˚ smeˇsi:
αki =
πkϕ(x; ak, Sk)
m
j=1
πjϕ(x; aj , Sj)
. (17)
. V druhém kroku (krok Maximalizace nebo M-step), odhady parametru˚ smeˇs se zprˇes-
nˇují na základeˇ vypocˇtené pravdeˇpodobnosti:
πk =
1
N
N
i=1
αki, ak =
N
i=1
αkixi
N
i=1
αki
, Sk =
N
i=1
αki(xi − ak)(xi − ak)T
N
i=1
αki
(18)
Prˇípadneˇ, algoritmus mu˚že zacˇít od N-tého kroku, jestliže je možno poskytnout pocˇá-
tecˇní hodnoty pro PI,K . Další alternativou, kdy Pi,k je neznámá, je použití jednoduššího
shlukovacího algoritmu k prˇedshlukování vstupních vzorku˚, a tak získat pocˇátecˇní PI,K .
Cˇasto (vcˇetneˇ strojového ucˇení) se používá k tomuto úcˇelu algoritmus K-means [?].
Implementace Expectation Maximization v kódu: boolEM :: train(InputArraysamples,
OutputArraylogLikelihoods = noArray(), OutputArraylabels = noArray(), OutputArrayprobs =
noArray());
Kde jsou parametry:
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• samples - Matice s daty o parkovacích místech, rˇádek na jedno parkovací místo,
sloupec na jednu dimenzi
• logLikelihoods - volitelné výstupní matice, která obsahuje logaritmus hodnoty prav-
deˇpodobnosti pro každý vzorek
• Labels - Volitelný výstup "class label"pro každý vzorek labely, které vykazují nejlepší
hodnoty.
• probs - volitelné výstupní matice, která obsahuje posterior pravdeˇpodobností každé
Gaussova složky smeˇsi uvedené každý vzorek.
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6 Testování a výsledky
Prˇi testováni byl brán ohled na ru˚zneˇ klimatické a sveˇtelné podmínky. Dále na ru˚zné za-
plneˇná parkovací místa, což se na zacˇátku testování výrazneˇ promítalo do výsledku tím,
že se zcela zaplneˇná, nebo skoro zaplneˇná místa špatneˇ vyhodnocovala díky tomu, že
se algoritmy snažily rozdeˇlit úzkou skupineˇ velmi podobných údaju˚. Obdobný problém
nastal u prázdného, nebo jen s neˇkolika zaplneˇnými místy.
Testovalo se pomocí dvou algoritmu˚ na urcˇení jednotlivých míst a to algoritmus k-
mean a algoritmus expectation maximization. Data do nich byla plneˇna z histogramu ori-
entovaných gradientu˚ s nastavením HOGDescriptoru na velikost okna pro každé parkvací
místo 64x128, velikost bloku 16x16, velikost krokovacího bloku 8x8, velikost bunˇky 8x8 a
nbit nastaven na 9. Další hodnoty byly nechány pu˚vodní s nimi se dosahovalo nejlepších
výsledku˚. Dále bylo provedeno naplneˇní algoritmu˚ nenulových bodu˚ z detektoru hran
canny.
K vyhodnocení výsledku˚ bylo využito vzorce F1 score, které slouží jako meˇrˇítko tes-
tovací prˇesnosti, který vypadá takto:
F1Score =
2TP
(P + P ′)
=
2TP
(2TP + FP + FN)
, (19)
kde TP (TruePositive) je pocˇet správneˇ vyhodnocených výsledku˚, FP (FalsePositive)
je pocˇet prázdných míst uvedených, jako zaplneˇných a FN(FalseNegative) je pocˇet za-
plneˇných míst uvedených, jako nezaplneˇných.
6.1 První test
Ru˚zneˇ zaplneˇná místa mají u algoritmu k-mean podstatný vliv na výsledek. Prˇítomnost
pár izolovaných objektu˚ ležících mimo ostatní neumí k-mean dobrˇe zpracovat, i když
tyto hodnoty jsou dost jiné a jedinecˇné od ostatních, tak prˇi výpocˇtu˚ clusteru˚ nemají hod-
noty takovou váhu, aby se u nich vytvorˇil samostatný center a tak jsou objekty prˇirˇazeny
špatneˇ.
To se vyrˇeší prˇidáním dalších hodnot, tedy dalších parkovacích míst. Tím se dosáhne
toho, že i když se bude vyhodnocovat prázdné, nebo plné parkovišteˇ tak budou k dispo-
zici další data na správné vyhodnocení a zarˇazení do clusteru. Tato data se dají nazvat
jako trénovací. U algoritmu k-means se takto mu˚že mu˚že vytvorˇit matice, ke které se
poté prˇidají data testovaného parkovišteˇ. Ukládání a nacˇítání trénovací matice je z hle-
diska výkonu a cˇasu mnohem výhodneˇjší.
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Trénovací matice byla vytvorˇena ze cˇtyrˇ parkovišt’ pomocí HoGu, každé o 56 parko-
vacích místech. Ze dvou parkovišt’ byly výsledky horší než ze cˇtyrˇ, protože patrneˇ bylo
ješteˇ málo hodnot na správné clusterování a paradoxneˇ ze sedmi taky, protože vznikalo
takzvané prˇetrénování, což je, že k nakalibrování dojde nejen s ohledem na obecné trendy
v trénovací množineˇ, ale i všech náhodných procesu˚ a složek zachycených v teˇchto da-
tech [19].
Trénovací parkovišteˇ byla vybrána tak, aby celkoveˇ obsahovaly prˇibližneˇ polovinu
zaplneˇných a polovinu prázdných míst, rovneˇž bez velkých klimatických a sveˇtelných
podmínek, protože trˇeba díky slunci by se na volných místech tvorˇily stíny a ty by se
vyhodnocovaly jako hrany. Celkoveˇ bylo prázdných 126 a obsazených 98, na mírném ne-
pomeˇru mezi prázdnými a obsazenými místy už zase tolik nezáleží, jedná o už dostatek
dat, aby se mohly správneˇ vytvorˇit clustery.
Dále se testovalo vybraných 16 obrázku˚ celkem 896 parkovacích míst, kde 455 míst
bylo zaplneˇno a 441 bylo prázdných.
Úspeˇšnost byla 80,85% z 455 zaplneˇných míst bylo 168 chybných a ze 441 prázdných
bylo 120 detekováno špatneˇ.
6.2 Druhý test
Další test probeˇhl tak, že algoritmus k-mean byl naplneˇn pouze nenulovými body detek-
toru hran canny.
Tato jednorozmeˇrná matice dosáhla nejlepšího výsledku a to 96.6%, bylo detekováno
26 chybeˇ zaplneˇných míst a 23 chybneˇ detekovaných aut.
6.3 Trˇetí test
Trˇetí test byl velmi podobný druhému s tím, že matici vyhodnocoval algoritmus ex-
pectation maximization.
Dosáhl i velmi podobného výsledku a to 96.42%, kde bylo detekováno 58 chybeˇ zapl-
neˇných míst avšak pouze 4 chybneˇ detekovaných aut.
28
6.4 Cˇtvrtý test
U cˇtvrtého testu nemohly být použity pu˚vodní natrénované hodnoty z HoGu, protože
expectation maximization má limitována hodnoty na výpocˇet hodnot pouze z urcˇitého
pocˇtu dimenzí.
Muselo být použito nové nastavení HOGDescriptoru na velikost okna pro každé
parkvací místo 64x128, velikost bloku 64x64, velikost krokovacího bloku 32x32, velikost
bunˇky 32x32 a nbit nastaven na 9 což ve výsledku dalo 109 dimenzí. Bylo to nejdetailneˇjší
nastavení, které probeˇhlo úspeˇšneˇ, avšak s nevalným úspeˇchem.
Úspeˇšnost byla 74.25% a špatneˇ bylo detekováno 175 chybeˇ zaplneˇných a 192 chybneˇ
detekovaných aut.
6.5 Porovnání testu˚
Obsazené/Prázdné FP/FN Procenta úspeˇšnosti
Test1 455/441 120/168 80.85%
Test2 455/441 23/36 96.60%
Test3 455/441 58/4 96.42%
Test4 455/441 175/192 74.25%
Tabulka 1: Tabulka porovnávající testy.
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Obrázek 11: Ukázka výsledku˚ poloprázdného parkovišteˇ.
Obrázek 12: Ukázka výsledku˚ prázdného parkovišteˇ ve tmeˇ.
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7 Záveˇr
Téma bakalárˇské práce se podarˇilo splnit. Práce teoreticky obeznamuje s detekcí objektu˚,
princip strojového ucˇení bez ucˇitele, popis algoritmu histogram orientovaných gradientu˚,
detektor hran canny expectation maximization. Byly odzkoušeny a vybrány nejlepší na-
lezené nastavení, které byly spušteˇny a otestovány a následneˇ popsány výsledky ve vy-
tvorˇené aplikaci v jazyku c++ za pomoci knihovny OpenCV.
Testování ukázalo, že záleží na výbeˇru zpracování dat a jaká a cˇím se budou zpra-
covávat, narazilo se na omezení expectation maximization v omezením pocˇtu zpraco-
vaných dimenzí, testovací matice se musela razantneˇ upravit a data by se do provozu
nedala použít. Testování probeˇhlo pomeˇrneˇ úspeˇšneˇ kdy k vytvorˇení výsledku byl pou-
žit algoritmus k-mean, dosahoval úspeˇšnosti 80%. Nejefektivneˇjší bylo, když se poslalo
do algoritmu˚ pouze jedna dimenze z detektoru hran canny, úspeˇšnost byla v obou algo-
ritmech prˇes 96% avšak na takovýto druh informací by se stejným výsledkem šly použít
lehcˇí cesty, ale du˚ležité je, že se touto jednoduchostí oveˇrˇila teorie.
Rˇešení by bylo více, je mnoho nastavení a je velmi obtížné najít ty nejlepší a nejideál-
neˇjší. Kdyby se meˇly porovnat výsledky ucˇení bez ucˇitele a s ucˇitelem, ucˇitel má mnohem
lepší výsledky. Jde o to že se mu výsledku˚ dostane a pak porovnává, kdežto ucˇení bez
ucˇitele analyzuje a mu˚že zjistit trˇeba že parkovací místo neˇco blokuje. Výsledky by se pa-
trneˇ zlepšily, kdyby byla kamera vhodneˇji umísteˇna a nejednal o se venkovní parkovišteˇ,
protože klimatické podmínky hrají výraznou roli na zpracování výsledku.
Václav Bilský
31
8 Reference
[1] GAURA, Jan. Odstraneˇní geometrických zkreslení obrazu [online].
Dostupné z: http://mrl.cs.vsb.cz/people/gaura/dzo/geom_
distortion_cz.pdf
[2] KAIROEK, Choeychuen. Available car parking space detection from webcam by using
adaptive mixing features [online].
Dostupné z: http://ieeexplore.ieee.org/stamp/stamp.jsp?tp=
&arnumber=6261917 //2012, strany: 12 - 16, ISBN: 978-1-4673-1920-1
[3] OpenCV. Geometric Image Transformations [online].
Dostupné z: http://docs.opencv.org/modules/imgproc/doc/
geometric_transformations.html
[4] NILSSON, Nils Instruction to machine learning
prosinec 1998, University Stanford, CA 94305
[5] JIN, Yaochu Pareto-Based Multiobjective Machine Learning: An Overview and Case Stu-
dies
Kveˇten 2008, strany: 397 - 415, ISSN: 1094-6977
[6] Petrus, Michal. Rozširˇující SW mobotu˚, vycházející z poznatku˚ etologie a genetiky
(MODEL ADAPTACE CHOVÁNÍ) [online]. 1997
Dostupné z: http://cyber.felk.cvut.cz/gerstner/eth/download/
dpmp.pdf?PHPSESSID=56e6089a328ed3e96782089594178dba
Praha, CˇVUT-FEL 1997
[7] HLAVÁCˇ, Václav. Ucˇení bez ucˇitele [online].
Dostupné z: http://cmp.felk.cvut.cz/~hlavac/Public/
TeachingLectures/UceniBezUcitele.pdf
Praha, CˇVUT
[8] HLAVÁCˇ, Václav. Ucˇení bez ucˇitele [online].
Dostupné z: http://cmp.felk.cvut.cz/~hlavac/Public/
TeachingLectures/UceniBezUcitele.pdf
Praha, CˇVUT
[9] HLAVÁCˇ, Václav. Detekce hran [online].
Dostupné z: http://cmp.felk.cvut.cz/~hlavac/TeachPresCz/
11DigZprObr/22EdgeDetectionCz.pdf
32
Praha, CˇVUT
[10] FLACH, PeterMACHINE LEARNING The Art and Science of Algorithms that Make
Sense of Data//Listopad 2012, ISBN: 9781107422223
[11] OpenCV. Gaussian blur [online].
Dostupné z: http://en.wikipedia.org/wiki/Gaussian_blur
[12] OpenCV. Clustering [online].
Dostupné z: http://docs.opencv.org/2.4.9/modules/core/doc/
clustering.html
[13] KELBEL, Jan. Shluková analýza [online].
Dostupné z: http://www.fd.cvut.cz/personal/nagyivan/Projekty/
Classification/\ShlukovaAnalyza.pdf
[14] OpenCV. Canny Edge Detector [online].
Dostupné z: http://docs.opencv.org/doc/tutorials/imgproc/
imgtrans/\canny_detector/canny_detector.html?highlight=canny
[15] HAO, Geng. Improved Self-adaptive edge detection method based on Canny [online].
Dostupné z: http://ieeexplore.ieee.org/stamp/stamp.jsp?tp=
&arnumber=6642801
[16] OpenCV. Expectation Maximization [online].
Dostupné z: http://docs.opencv.org/modules/ml/doc/expectation_
maximization.html
[17] Wahyono, Van-Dung Hoang, Laksono Kurnianggoro, and Kang-Hyun Jo. Scalable
Histogram of Oriented Gradients for Multi-size Car Detection [online].
Dostupné z: http://ieeexplore.ieee.org/stamp/stamp.jsp?tp=
&arnumber=7018581
[18] DALAL, Navneet. Histograms of Oriented Gradients for Human Detection [online].
Dostupné z: http://ieeexplore.ieee.org/stamp/stamp.jsp?tp=
&arnumber=1467360
[19] PRˇIBYL, Ondrˇej . Základní analytické metody [online].
Dostupné z: http://zolotarev.fd.cvut.cz/ma/ctrl.php?act=show,
file,22572
33
A Prˇíloha
Soucˇástí priloženého CD je:
• Elektronická verze této práce ve formátu PDF.
• Zdrojové kódy demonstracˇní aplikace.
• Testovací obrázky.
