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An edge-coloring of a graph G with integers is called an interval coloring if all colors are
used, and the colors of edges incident to any vertex of G are distinct and form an interval of
integers. It is known that not all graphs have interval colorings, and therefore it is expedient
to consider a measure of closeness for a graph to be interval colorable. In this paper we
introduce such a measure (resistance of a graph) and we determine the exact value of the
resistance for some classes of graphs.
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1. Introduction
In this paper we introduce and investigate a new graph parameter, which is related to special edge-colorings. This
parameter extends the property of a graph to be interval colorable. An edge-coloring of a graph Gwith integers is called an
interval coloring if all colors are used, and the colors of edges incident to any vertex of G are distinct and form an interval of
integers. The notion of interval edge-coloringwas introduced byAsratian andKamalian [3]. This type of coloring ismotivated
by the problems that are related to the problem of constructing timetableswithout ‘‘gaps’’ for teachers and classes. There are
many papers devoted to the problems of existence, construction, and bounds on the numbers of colors in interval colorings of
bipartite graphs. For example, it is known that regular bipartite graphs [3,4], trees, complete bipartite graphs [13], subcubic
bipartite graphs [11], doubly convex bipartite graphs [2], grids [7], outerplanar bipartite graphs [8], (2, b)-biregular bipartite
graphs [12,15,17], and some classes of (3, 4)-biregular bipartite graphs [1,18] have interval colorings. However, there are
graphs which have no interval colorings. The smallest graph that is not interval colorable is C3. Sevast’janov [20] found
a bipartite graph with 28 vertices and maximum degree 21 that is not interval colorable. Other examples were obtained
by Erdős (27 vertices and maximum degree 13), by Hertz and de Werra (21 vertices and maximum degree 14), and by
Malafiejski [2,9] (19 vertices and maximum degree 15). It is known [11] that such examples do not exist for ∆(G) ≤ 3.
Unfortunately, we know nothing about the cases 4 ≤ ∆(G) ≤ 12. In general, it is an NP-complete problem to decide
whether a given graph has an interval coloring. Asratian and Kamalian [3] proved this statement for regular graphs. For
bipartite graphs this result was proved by Sevast’janov [20]. Since not all graphs have an interval coloring, it is expedient
to consider a measure of closeness for a graph to be interval colorable. The first attempt to introduce such a measure was
done in [9]. The deficiency [9] of a graph is the minimum number of pendant edges whose attachment to the graph makes
the resulting graph interval colorable.
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In this paper we introduce a new measure of closeness for a graph to be interval colorable. We call it resistance. More
precisely, the resistance of a graph is the minimum number of edges that should be removed from a given graph to obtain
an interval colorable graph. Note that the resistance of graphs for proper edge-colorings was investigated in [21,22].
2. Definitions and preliminary results
All graphs considered in this paper are finite, undirected and have no loops or multiple edges. Let V (G) and E(G) denote
the sets of vertices and edges of G, respectively. For F ⊆ E(G), the subgraph obtained by deleting the edges of F from G is
denoted by G − F . The maximum degree of a vertex in G is denoted by ∆(G), the cardinality of the largest matching of G
by ν(G) and the chromatic index of G by χ ′(G). A proper edge-coloring of G is a coloring of the edges of G such that no two
adjacent edges receive the same color. If α is a proper edge-coloring of G and v ∈ V (G), then S(v, α) denotes the set of colors
of edges incident to v.
Let ⌊a⌋ denote the largest integer less than or equal to a. For two integers a and b (a ≤ b), the set {a, a + 1, . . . , b} is
denoted by [a, b].
A proper edge-coloring of a graph G with colors 1, 2, . . . , t is called an interval t-coloring if for each i ∈ {1, 2, . . . , t}
there is at least one edge of G colored by i, and the colors of edges incident to any vertex of G form an interval of integers. A
graph G is interval colorable, if there is an integer t ≥ 1 for which G has an interval t-coloring. The set of all interval colorable
graphs is denoted byN [3,14].
Let S be a finite set of integers. The deficiency of S (def (S)) is the number of integers between min S and max S not
belonging to S, that is, def (S) = max S − min S − |S| + 1. If α is a proper edge-coloring of a graph G and v ∈ V (G), then
the deficiency of α at vertex v (def (G, α, v)) is the deficiency of S(v, α). Set def (G, α) = ∑v∈V (G) def (G, α, v). Define the
deficiency of a graph G (def (G)) in the following way:
def (G) = min
α
def (G, α),
where the minimum is taken among all proper edge-colorings α of G.
We define the resistance of a graph G (res(G)) in the following way:
res(G) = min{|F | : F ⊆ E(G) and G− F ∈ N}.
Clearly, 0 ≤ res(G) ≤ |E(G)| − 1 for every graph G, and res(G) = 0 if and only if G ∈ N.
The terms and concepts that we do not define can be found in [24].
We will use the following results.
Theorem 1 ([13]). If T is a tree, then T ∈ N.
Theorem 2 ([3,4]). If G ∈ N, then χ ′(G) = ∆(G). Moreover, if G is a regular graph, then G ∈ N if and only if χ ′(G) = ∆(G).
Theorem 3 ([23]). Let G be an r-regular (r ≥ 2) graph with an odd number of vertices. Then χ ′(G) = r + 1.
Theorem 4 ([23]). For the complete graph Kn (n ≥ 2),
χ ′(Kn) =

n− 1, if n is even,
n, if n is odd.
3. Some general results
First we give sharp lower and upper bounds for the parameter res(G) in the classes of connected and regular graphs.
Proposition 5. Let G be a connected graph with |V (G)| = p and |E(G)| = q. Then res(G) ≤ q− p+ 1.
Proof. Let T be a spanning tree of the graph G. By Theorem 1, we have T ∈ N, hence res(G) ≤ q− p+ 1. 
Proposition 6. Let G be an r-regular (r ≥ 2) graph with an odd number of vertices. Then res(G) ≥ r/2.
Proof. Let |V (G)| = p. By Theorem 3, we have χ ′(G) = r + 1. On the other hand, if G− F ∈ N, for some F ⊆ E(G), then, by
Theorem 2, we obtain χ ′(G− F) = ∆(G− F) for some F . Clearly, |E(G)| = r·p2 and
|E(G− F)| =
∆(G−F)−
i=1
|Ei| ≤ ν(G− F) · r ≤ p− 12 · r,
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Fig. 1. The graph K .
Fig. 2. The graph Hk .
Fig. 3. The interval 3-coloring of the graph Hk − F with |F | = k.
where |Ei| is the cardinality of the ith color class. This implies that
res(G) = min{|F | : F ⊆ E(G) and G− F ∈ N}
= |E(G)| −max{|E(G− F)| : F ⊆ E(G) and G− F ∈ N}
≥ r · p
2
− p− 1
2
· r = r
2
. 
Proposition 7. For any k ∈ N, there is a graph G with G ∉ N and res(G) = k.
Proof. For the proof we construct a graph G which satisfies the condition of the theorem. Let K be a graph shown in Fig. 1.
It is easy to see that χ ′(K) = 4. By Theorem 2, we have K ∉ N, thus res(K) ≥ 1. Let us consider the graph Hk [10] shown
in Fig. 2. Clearly, ∆(Hk) = 3 for any k ∈ N. Since the graph Hk contains k copies of K , we obtain res(Hk) ≥ k. It can be seen
from Fig. 3 that res(Hk) ≤ k. Hence res(Hk) = k for any k ∈ N. 
Note that Proposition 7 implies that res(G) is not bounded by∆(G).
In [3] Asratian and Kamalian proved that the problem ‘‘Is a given regular graph interval colorable or not?’’ isNP-complete.
This immediately implies the following result:
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Fig. 4. Interval colorable wheels.
Proposition 8. Let G be an r-regular (r ≥ 3) graph and k be a nonnegative integer. Then the problem of deciding whether
res(G) ≤ k is NP-complete.
In [20] Sevast’janov showed that it is an NP-complete problem to decide whether a bipartite graph has an interval
coloring. From here, we have the following result:
Proposition 9. Let G be a bipartite graph and k be a nonnegative integer. Then the problem of deciding whether res(G) ≤ k is
NP-complete.
4. The resistance of some classes of graphs
In this section we determine the exact value of the resistance for simple cycles, wheels, complete graphs, Schwartz’s
graphs [6,19] and we obtain upper bounds for the resistance in the case of complete balanced k-partite graphs and Hertz’s
graphs [9].
Proposition 10. For any n ≥ 3, we have
res(Cn) =

0, if n is even,
1, if n is odd.
Proof. By Proposition 6, we have res(Cn) ≥ 1 for odd n. It is easy to see that Cn ∈ N if n is even, hence res(Cn) = 0 for even
n. On the other hand, Proposition 5 implies that res(Cn) ≤ 1 if n is odd, thus res(Cn) = 1 for odd n. 
Next we obtain the exact value of the resistance for wheels. Recall that a wheelWn (n ≥ 4) is defined as follows:
V (Wn) = {u, v1, v2, . . . , vn−1} and
E(Wn) = {uvi : 1 ≤ i ≤ n− 1} ∪ {vivi+1 : 1 ≤ i ≤ n− 2} ∪ {v1vn−1}.
Also, these graphs can be obtain by joining of Cn−1 and K1. In [10] Giaro et al. proved for wheels the following theorem.
Theorem 11. The deficiency of a wheel Wn is
def (Wn) =
0, if n = 4, 7, 10,
1, if n = 3, 5, 6, 8, 9, 11, 12,
2, if n ≥ 13.
Now we prove that res(Wn) ≤ def (Wn) for any n ≥ 4.
Theorem 12. For any n ≥ 4, we have
res(Wn) =

0, if n = 4, 7, 10,
1, otherwise.
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Proof. By Theorem11 (see also [5]),we haveWn ∈ N if n = 4, 7, 10 (see Fig. 4) andWn ∉ N if n ≠ 4, 7, 10. This immediately
implies that res(Wn) = 0 for n = 4, 7, 10 and res(Wn) ≥ 1 for n ≠ 4, 7, 10.
Let us show that res(Wn) ≤ 1 for n ≠ 4, 7, 10.
Let F = {v1vn−1}. Now we prove thatWn − F has an interval (n− 1)-coloring. We consider two cases.
Case 1. n ≡ 0 (mod 3).
Define an edge-coloring α of the graphWn − F as follows:
α(uv1) = 2, α(uv2) = 1, α(uv3) = 4, α(uv4) = 5, α(uv5) = 3,
α(v1v2) = 3, α(v2v3) = 2, α(v3v4) = 3, α(v4v5) = 4,
α(uvi) =
i, if i ≡ 0 (mod 3),
i+ 1, if i ≡ 1 (mod 3),
i− 1, if i ≡ 2 (mod 3),
for i = 6, . . . , n− 1,
α(vjvj+1) =
j+ 1, if j ≡ 0 (mod 3),
j− 1, if j ≡ 1 (mod 3),
j, if j ≡ 2 (mod 3),
for j = 5, . . . , n− 2.
Case 2. n ≡ 1 (mod 3) or n ≡ 2 (mod 3).
Define an edge-coloring β of the graphWn − F as follows:
β(uvi) =
i− 1, if i ≡ 0 (mod 3),
i, if i ≡ 1 (mod 3),
i+ 1, if i ≡ 2 (mod 3),
for i = 1, . . . , n− 1,
β(vjvj+1) =
j, if j ≡ 0 (mod 3),
j+ 1, if j ≡ 1 (mod 3),
j− 1, if j ≡ 2 (mod 3),
for j = 1, . . . , n− 2.
Let us verify that α is an interval (n − 1)-coloring of the graph Wn − F , when n ≡ 0 (mod 3), and β is an interval
(n− 1)-coloring of the graphWn − F , when n ≡ 1 (mod 3) or n ≡ 2 (mod 3).
First we show that α is an interval (n− 1)-coloring of the graphWn − F , when n ≡ 0 (mod 3).
By the definition of α, we have
S(u, α) = [1, n− 1], S(v1, α) = [2, 3], S(v2, α) = [1, 3],
S(vi, α) =
[i− 1, i+ 1], if i ≡ 0 (mod 3) or i ≡ 1 (mod 3),
[i− 2, i], if i ≡ 2 (mod 3),
for i = 3, . . . , n− 2, and
S(vn−1, α) = [n− 3, n− 2].
This shows that α is an interval (n − 1)-coloring of the graph Wn − F , when n ≡ 0 (mod 3). Thus Wn − F ∈ N if
n ≡ 0 (mod 3).
Next we prove that β is an interval (n− 1)-coloring of the graphWn − F if n ≡ 1 (mod 3) or n ≡ 2 (mod 3).
By the definition of β , we have
S(u, β) = [1, n− 1], S(v1, β) = [1, 2],
S(vi, β) =
[i− 2, i], if i ≡ 0 (mod 3),
[i− 1, i+ 1], if i ≡ 1 (mod 3) or i ≡ 2 (mod 3),
for i = 2, . . . , n− 2, and
S(vn−1, β) =
[n− 3, n− 2], if n ≡ 1 (mod 3),
[n− 2, n− 1], if n ≡ 2 (mod 3).
This shows that β is an interval (n − 1)-coloring of the graph Wn − F , when n ≡ 1 (mod 3) or n ≡ 2 (mod 3). Thus
Wn − F ∈ N if n ≡ 1 (mod 3) or n ≡ 2 (mod 3). Hence res(Wn) ≤ 1 for n ≠ 4, 7, 10. 
Now we determine the exact value of the resistance for complete graphs.
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Theorem 13. For any n ∈ N, we have
res(Kn) =

0, if n is even,n
2

, if n is odd.
Proof. Let V (Kn) = {v1, v2, . . . , vn} and E(Kn) = {vivj : 1 ≤ i < j ≤ n}. Clearly, res(K1) = 0. By Theorems 2 and 4, we have
Kn ∈ N, when n is even and Kn ∉ N, when n is odd and n ≥ 3. Thus res(Kn) = 0 if n is even and res(Kn) ≠ 0 if n is odd and
n ≥ 3. By Proposition 6, we have res(Kn) ≥ ⌊ n2⌋ for odd n ≥ 3.
Let us show that res(Kn) ≤ ⌊ n2⌋ for odd n ≥ 3. Since K3 = C3, by Proposition 10, we have res(K3) = res(C3) = 1.
Assume that n ≥ 5.
Let F = {v2vn} ∪ {v⌊ n2 ⌋+ivn : 1 ≤ i ≤ ⌊ n2⌋ − 1}. Clearly, |F | = ⌊ n2⌋. Now we prove that Kn − F has an interval
(n+ ⌊ n2⌋ − 2)-coloring.
For each edge vivj of the graph Kn − F with i < j, define a color α(vivj) as follows:
α(vivj) =

i+ j− 2, if 1 ≤ i ≤

n− 1
4

, 2 ≤ j ≤
n
2

, i+ j ≤
n
2

+ 1;
i+ j+
n
2

− 3, if 2 ≤ i ≤
n
2

− 1,

n− 1
4

+ 2 ≤ j ≤
n
2

, i+ j ≥
n
2

+ 2;n
2

+ j− i, if 3 ≤ i ≤
n
2

,
n
2

+ 1 ≤ j ≤ n− 3, j− i ≤
n
2

− 2;
j− i, if 1 ≤ i ≤
n
2

,
n
2

+ 1 ≤ j ≤ n− 1, j− i ≥
n
2

;
2(i− 1), if 2 ≤ i ≤ 1+

n− 3
4

,
n
2

+ 1 ≤ j ≤
n
2

+

n− 3
4

, j− i =
n
2

− 1;
i+ j− 2, if

n− 3
4

+ 2 ≤ i ≤
n
2

,
n
2

+

n− 3
4

+ 1 ≤ j ≤ n− 2, j− i =
n
2

− 1;
i+ j− n+ 1, if
n
2

+ 1 ≤ i ≤
n
2

+

n− 1
4

− 1,
n
2

+ 2 ≤ j ≤ n− 3, i+ j ≤ 3
n
2

− 1;
i+ j−
n
2

− 1, if
n
2

+ 1 ≤ i ≤ n− 2,
n
2

+

n− 1
4

+ 1 ≤ j ≤ n− 1, i+ j ≥ 3
n
2

;
n− 1, if i = 1, j = n;
n− 3+ i, if 3 ≤ i ≤
n
2

, j = n;
n+
n
2

− 2, if i = n− 1, j = n.
Let us show that α is an interval (n+ ⌊ n2⌋ − 2)-coloring of the graph Kn − F .
By the definition of α, we have
S(v1, α) = [1, n− 1] and S(v2, α) = [1, n− 2],
S(vi, α) = [i− 1, n− 3+ i] for i = 3, . . . ,
n
2

,
S(vj, α) =

1+ j−
n
2

, n+ j−
n
2

− 2

for j =
n
2

+ 1, . . . , n− 3,
S(vn−2, α) =
n
2

, n+
n
2

− 3

,
S(vn−1, α) =
n
2

, n+
n
2

− 2

, and S(vn, α) =

n− 1, n+
n
2

− 2

.
This shows that α is an interval (n+ ⌊ n2⌋ − 2)-coloring of the graph Kn − F , thus res(Kn) ≤ ⌊ n2⌋ for odd n ≥ 5. 
Fig. 5 shows the interval 8-coloring α of the graph K7 − F described in the proof of Theorem 13.
In [10] Giaro et al. proved for complete graphs the following theorem.
Theorem 14. The deficiency of a complete graph Kn is
def (Kn) =

0, if n is even,n
2

, if n is odd.
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Fig. 5. The interval 8-coloring of the graph K7 − F .
From Theorems 13 and 14, we have the following result.
Corollary 15. For any n ∈ N, we have res(Kn) = def (Kn).
In the next theorem we generalize the result obtained in Theorem 13. Let Kn,n,...,n denote a complete balanced k-partite
graph, that is, a complete k-partite graph with n vertices in each part. Define a complete balanced k-partite (k ≥ 3) graph
Kn,n,...,n as follows:
V (Kn,n,...,n) = {v(i)j : 1 ≤ i ≤ k, 1 ≤ j ≤ n},
E(Kn,n,...,n) = {v(i)p v(j)q : 1 ≤ i < j ≤ k, 1 ≤ p ≤ n, 1 ≤ q ≤ n}.
Clearly,∆(Kn,n,...,n) = (k− 1)n.
In [16] Kamalian and Petrosyan proved the following theorem.
Theorem 16. For any n ∈ N and k ≥ 3, we have
(1) Kn,n,...,n ∈ N, if nk is even.
(2) Kn,n,...,n ∉ N, if nk is odd.
Now we derive the bounds of the resistance for complete balanced k-partite graphs Kn,n,...,n.
Theorem 17. For any n ∈ N and k ≥ 3, we have
(1) res(Kn,n,...,n) = 0, if nk is even,
(2) (k−1)n2 ≤ res(Kn,n,...,n) ≤ (k−1)n
2
2 , if nk is odd.
Proof. First note that if n = 1, then Theorem 17 follows from Theorem 14.
Assume that n ≥ 2.
By Theorem 16, we have res(Kn,n,...,n) = 0 for even nk and res(Kn,n,...,n) ≠ 0 for odd nk. By Proposition 6, we have
res(Kn,n,...,n) ≥ (k−1)n2 , when nk is odd.
Let us show that res(Kn,n,...,n) ≤ (k−1)n22 for odd nk. We consider two cases.
Case 1. k = 3.
Let F = {v(2)p v(3)q : 1 ≤ p ≤ n, 1 ≤ q ≤ n}. Clearly, |F | = n2. Nowwe show thatKn,n,n−F has an interval (3n−1)-coloring.
Let us define an edge-coloring α of the graph Kn,n,n − F in the following way: for each edge v(1)p v(2)q with p = 1, . . . , n
and q = 1, . . . , n, let α(v(1)p v(2)q ) = p + q − 1, and for each edge v(1)p v(3)q with p = 1, . . . , n and q = 1, . . . , n, let
α(v
(1)
p v
(3)
q ) = n+ p+ q− 1.
It is not difficult to see that α is an interval (3n− 1)-coloring of the graph Kn,n,n − F . Thus, res(Kn,n,n) ≤ n2.
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Case 2. k ≥ 5.
Let F = ⌊ k2 ⌋−1i=1 {v(⌊ k2 ⌋+i)p v(k)q : 1 ≤ p ≤ n, 1 ≤ q ≤ n} ∪ {v(2)p v(k)q : 1 ≤ p ≤ n, 1 ≤ q ≤ n}. Clearly, |F | = (k−1)n22 . Now
we prove that Kn,n,...,n − F has an interval ((k+ ⌊ k2⌋ − 1) · n− 1)-coloring.
For each edge v(i)p v
(j)
q of the graph Kn,n,...,n−F with 1 ≤ i < j ≤ k and p = 1, . . . , n, q = 1, . . . , n, define a color β(v(i)p v(j)q )
as follows:
β(v(i)p v
(j)
q ) =

(i+ j− 3) · n+ p+ q− 1, if 1 ≤ i ≤

k− 1
4

, 2 ≤ j ≤

k
2

, i+ j ≤

k
2

+ 1;
i+ j+

k
2

− 4

· n+ p+ q− 1, if 2 ≤ i ≤

k
2

− 1,

k− 1
4

+ 2 ≤ j ≤

k
2

,
i+ j ≥

k
2

+ 2;
k
2

+ j− i− 1

· n+ p+ q− 1, if 3 ≤ i ≤

k
2

,

k
2

+ 1 ≤ j ≤ k− 3, j− i ≤

k
2

− 2;
(j− i− 1) · n+ p+ q− 1, if 1 ≤ i ≤

k
2

,

k
2

+ 1 ≤ j ≤ k− 1, j− i ≥

k
2

;
(2i− 3) · n+ p+ q− 1, if 2 ≤ i ≤ 1+

k− 3
4

,
k
2

+ 1 ≤ j ≤

k
2

+

k− 3
4

, j− i =

k
2

− 1;
(i+ j− 3) · n+ p+ q− 1, if

k− 3
4

+ 2 ≤ i ≤

k
2

,
k
2

+

k− 3
4

+ 1 ≤ j ≤ k− 2, j− i =

k
2

− 1;
(i+ j− k) · n+ p+ q− 1, if

k
2

+ 1 ≤ i ≤

k
2

+

k− 1
4

− 1,
k
2

+ 2 ≤ j ≤ k− 3, i+ j ≤ 3

k
2

− 1;
i+ j−

k
2

− 2

· n+ p+ q− 1, if

k
2

+ 1 ≤ i ≤ k− 2,
k
2

+

k− 1
4

+ 1 ≤ j ≤ k− 1, i+ j ≥ 3

k
2

;
(k− 2) · n+ p+ q− 1, if i = 1, j = k;
(k− 4+ i) · n+ p+ q− 1, if 3 ≤ i ≤

k
2

, j = k;
k+

k
2

− 3

· n+ p+ q− 1, if i = k− 1, j = k.
Let us show that β is an interval ((k+ ⌊ k2⌋ − 1) · n− 1)-coloring of the graph Kn,n,...,n − F .
By the definition of β , for p = 1, . . . , n, we have
S(v(1)p , β) = [p, (k− 1) · n+ p− 1],
S(v(2)p , β) = [p, (k− 2) · n+ p− 1],
S(v(i)p , β) = [p+ (i− 2) · n, p+ (k− 3+ i) · n− 1] for i = 3, . . . ,

k
2

,
S(v(j)p , β) =
[
p+

j−

k
2

· n, p+

k−

k
2

− 2+ j

· n− 1
]
for j =

k
2

+ 1, . . . , k− 3,
S(v(k−2)p , β) =
[
p+

k
2

− 1

· n, p+

k+

k
2

− 3

· n− 1
]
,
S(v(k−1)p , β) =
[
p+

k
2

− 1

· n, p+

k+

k
2

− 2

· n− 1
]
,
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Fig. 6. The interval 8-coloring of the graph K3,3,3 − F with |F | = 9.
Fig. 7. The interval 8-coloring of the graph K3,3,3 − F with |F | = 7.
S(v(k)p , β) =
[
p+ (k− 2) · n, p+

k+

k
2

− 2

· n− 1
]
.
This shows that β is an interval ((k+⌊ k2⌋− 1) · n− 1)-coloring of the graph Kn,n,...,n − F , thus res(Kn,n,...,n) ≤ (k−1)n
2
2 for
odd nk. 
Fig. 6 shows the interval 8-coloring α of the graph K3,3,3 − F described in the proof of Theorem 17.
Note that a naturally arising conjecture res(Kn,n,...,n) = (k−1)n22 is false: Fig. 7 shows that res(K3,3,3) ≤ 7 < 9 = (3−1)3
2
2 .
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Next we consider Schwartz’s graphs. Let k (k ≥ 3) be an odd integer. In [6,19] Schwartz’s graph S(k) was defined as
follows:
V (S(k)) = {u1, u2} ∪
k−1
i=1
V (i), where V (i) = {v(i)1 , v(i)2 , . . . , v(i)k+1},
E(S(k)) = {u1u2} ∪

u1v
(i)
1 , u1v
(i)
2 : 1 ≤ i ≤
k− 1
2

∪

u2v
(j)
1 , u2v
(j)
2 :
k+ 1
2
≤ j ≤ k− 1

∪
k−1
i=1
E(i),
where E(i) = {v(i)p v(i)q : 1 ≤ p < q ≤ k+ 1} \ {v(i)1 v(i)2 }.
Clearly, S(k) is a k-regular graph with |V (S(k))| = k2 + 1 and χ ′(S(k)) = k + 1. In [6] Bouchard et al. showed that
def (S(k)) = k− 1. Now we prove that res(S(k)) = def (S(k)) = k− 1.
Theorem 18. For any odd k ≥ 3, we have res(S(k)) = k− 1.
Proof. Let V (Kk+1) = {w1, w2, . . . , wk+1}. Note that χ ′(G) = k+ 1, where G is the graph obtained by subdividing an edge
of the graph Kk+1. By Theorem 2, we have G ∉ N, thus res(G) ≥ 1. Since the graph S(k) contains k− 1 copies of G, we obtain
res(S(k)) ≥ k− 1.
Now we prove that res(S(k)) ≤ k− 1.
Let us consider F = {u1v(i)2 : 1 ≤ i ≤ k−12 } ∪ {u2v(j)2 : k+12 ≤ j ≤ k− 1}. Clearly, |F | = k− 1.
For i = 1, 2, . . . , k− 1, define a subgraph Gi of the graph S(k) as follows:
Gi = (V i, E i).
Clearly, Gi is isomorphic to Kk+1 − e for i = 1, 2, . . . , k− 1. Without loss of generality, we may assume that there exists
a proper k-edge-coloring α of the graph Kk+1 with α(e) = 1 and e = w1w2.
Define an edge-coloring β of the subgraphs G1,G2, . . . ,Gk−1.
For i = 1, 2, . . . , k−12 , we set:
β(v(i)p v
(i)
q ) = β(v(i+
k−1
2 )
p v
(i+ k−12 )
q ) = α(wpwq)+ i− 1,
where 1 ≤ p < q ≤ k+ 1 (but p = 1, q = 2).
Next we define an edge-coloring γ of S(k)− F as follows:
for every e ∈ E(S(k)− F)
γ (e) =

β(e), if e ∈ E(Gi), 1 ≤ i ≤ k− 1,
i, if e = u1v(i)1 or e = u2v(i+
k−1
2 )
1 , 1 ≤ i ≤
k− 1
2
,
k+ 1
2
, if e = u1u2.
Let us show that γ is an interval ( 3(k−1)2 )-coloring of the graph S(k)− F .
By the definition of γ , we have
S(u1, γ ) = S(u2, γ ) =
[
1,
k+ 1
2
]
,
S(v(i)1 , γ ) = S(v(i+
k−1
2 )
1 , γ ) = [i, i+ k− 1]
and
S(v(i)2 , γ ) = S(v(i+
k−1
2 )
2 , γ ) = [i+ 1, i+ k− 1],
for i = 1, 2, . . . , k−12 ,
S(v(i)j , γ ) = S(v(i+
k−1
2 )
j , γ ) = [i, i+ k− 1],
for i = 1, 2, . . . , k−12 , j = 3, . . . , k+ 1.
This shows that γ is an interval ( 3(k−1)2 )-coloring of the graph S(k)− F , thus res(S(k)) ≤ k− 1. 
Fig. 8 shows the interval 6-coloring α of the graph S(5)− F described in the proof of Theorem 18.
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Fig. 8. The interval 6-coloring of the graph S(5)− F .
Finally, we consider Hertz’s graphs, which have a high deficiency. In [9] Hertz’s graph H(p, q)(p, q ≥ 2) was defined as
follows:
V (H(p, q)) = {a, b1, b2, . . . , bp, d} ∪ {c(i)j : 1 ≤ i ≤ p, 1 ≤ j ≤ q} and E(H(p, q)) = E1 ∪ E2 ∪ E3,
where
E1 = {abi : 1 ≤ i ≤ p}, E2 = {bic(i)j : 1 ≤ i ≤ p, 1 ≤ j ≤ q}, E3 = {c(i)j d : 1 ≤ i ≤ p, 1 ≤ j ≤ q}.
Clearly, H(p, q) is a bipartite graph with∆(H(p, q)) = pq and |V (H(p, q))| = pq+ p+ 2. For Hertz’s graphs, Giaro et al.
proved the following theorem.
Theorem 19 ([9]). For any p ≥ 4, q ≥ 3, we have def (H(p, q)) = pq− p− 2q− 2.
Now we show that res(H(p, q)) ≤ def (H(p, q)) for p ≥ 4, q ≥ 3.
Theorem 20. For any p ≥ 4, q ≥ 3, we have
(1) res(H(p, q)) = 0, if p ≤ ⌊ 2(q+1)q−1 ⌋,
(2) res(H(p, q)) ≤ p− ⌊ 2(q+1)q−1 ⌋, if p > ⌊ 2(q+1)q−1 ⌋.
Proof. By Theorem 19, we have res(H(p, q)) = 0 if p ≤ ⌊ 2(q+1)q−1 ⌋ and res(H(p, q)) ≠ 0 if p > ⌊ 2(q+1)q−1 ⌋. We show that if
p > ⌊ 2(q+1)q−1 ⌋, then res(H(p, q)) ≤ p− ⌊ 2(q+1)q−1 ⌋.
Let F = {abi : i = ⌊ 2(q+1)q−1 ⌋ + 1, . . . , p}. Clearly, |F | = p − ⌊ 2(q+1)q−1 ⌋. Now we prove that H(p, q) − F has an interval
pq-coloring.
First note that 2 ≤ ⌊ 2(q+1)q−1 ⌋ ≤ 4 for q ≥ 3. It can be easily checked that H(⌊ 2(q+1)q−1 ⌋, q) has an interval ⌊ 2(q+1)q−1 ⌋q-coloring
for q ≥ 3. Let α be such a coloring of the graph H(⌊ 2(q+1)q−1 ⌋, q).
Define an edge-coloring β of the graph H(p, q)− F as follows:
for every e ∈ E(H(⌊ 2(q+1)q−1 ⌋, q))
β(e) = α(e);
for i = ⌊ 2(q+1)q−1 ⌋ + 1, . . . , p, j = 1, 2, . . . , q, let
β(c(i)j d) = j+ q(i− 1) and β(bic(i)j ) = j− 1+ q(i− 1).
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Fig. 9. The interval 15-coloring of the graph H(5, 3)− F .
It is not difficult to see that β is an interval pq-coloring of the graph H(p, q)− F , thus res(H(p, q)) ≤ p− ⌊ 2(q+1)q−1 ⌋. 
Fig. 9 shows the interval 15-coloring β of the graph H(5, 3)− F described in the proof of Theorem 20.
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