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ABSTRACT INTERPOLATION IN VECTOR-VALUED
DE BRANGES-ROVNYAK SPACES
JOSEPH A. BALL, VLADIMIR BOLOTNIKOV, AND S. TER HORST
Abstract. Following ideas from the Abstract Interpolation Problem of [26]
for Schur class functions, we study a general metric constrained interpolation
problem for functions from a vector-valued de Branges-Rovnyak space H(KS)
associated with an operator-valued Schur class function S. A description of
all solutions is obtained in terms of functions from an associated de Branges-
Rovnyak space satisfying only a bound on the de Branges-Rovnyak-space norm.
Attention is also paid to the case that the map which provides this description
is injective. The interpolation problem studied here contains as particular
cases (1) the vector-valued version of the interpolation problem with operator
argument considered recently in [4] (for the nondegenerate and scalar-valued
case) and (2) a boundary interpolation problem in H(KS). In addition, we
discuss connections with results on kernels of Toeplitz operators and nearly
invariant subspaces of the backward shift operator.
1. Introduction
De Branges-Rovnyak spaces play a prominent role in Hilbert space approaches
to H∞-interpolation. However, very little work exists on interpolation for func-
tions in de Branges-Rovnyak spaces themselves. In this paper we pursue our stud-
ies of interpolation problems for functions in de Branges-Rovnyak spaces, which
started in [4]. We consider a norm constrained interpolation problem (denoted by
AIPH(KS) in what follows), which is sufficiently fine so as to include on the one
hand interpolation problems with operator argument (considered for the nondegen-
erate and scalar-valued case in [4]) and, on the other hand, boundary interpolation
problems; it is only recent work [10, 11, 12, 22] which has led to a systematic un-
derstanding of boundary-point evaluation on de Branges-Rovnyak spaces from an
operator-theoretic point of view.
In order to state the interpolation problem we first introduce some definitions
and notations. As usual, for Hilbert spaces U and Y the symbol L(U ,Y) stands
for the space of bounded linear operators mapping U into Y, abbreviated to L(U)
in case U = Y. Following the standard terminology, we define the operator-valued
Schur class S(U ,Y) to be the class of analytic functions S on the open unit disk
D whose values S(z) are contraction operators in L(U ,Y). By H2U we denote the
standard Hardy space of analytic U-valued functions on D with square-summable
sequence of Taylor coefficients. We also make use of the notation HolU (D) for the
space of all U-valued holomorphic functions on the unit disk D.
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Among several alternative characterizations of the Schur class there is one in
terms of positive kernels and associated reproducing kernel Hilbert spaces: A func-
tion S : D → L(U ,Y) is in the Schur class S(U ,Y) if and only if the associated de
Branges-Rovnyak kernel
(1.1) KS(z, ζ) =
IY − S(z)S(ζ)∗
1− zζ¯
is positive (precise definitions are recalled at the end of this Introduction). This
positive kernel gives rise to a reproducing kernel Hilbert space H(KS), the de
Branges-Rovnyak space defined by S (see [15]). On the other hand, the kernel
(1.1) being positive is equivalent to the operator MS : f → Sf of multiplication
by S being a contraction in L(H2U , H
2
Y); then the general complementation theory
applied to the contractive operator MS : H
2
U → H
2
Y provides the characterization
of H(KS) as the operator range H(KS) = Ran(I −MSM∗S)
1
2 ⊂ H2Y with the lifted
norm
‖(I −MSM
∗
S)
1
2 f‖H(KS) = ‖(I − p)f‖H2Y
where p here is the orthogonal projection onto Ker(I −MSM∗S)
1
2 . Upon setting
f = (I −MSM∗S)
1
2 h in the last formula we get
(1.2) ‖(I −MSM
∗
S)h‖H(KS) = 〈(I −MSM
∗
S)h, h〉H2Y .
The data set of the problem AIPH(KS) is a tuple
(1.3) D = {S, T,E,N,x}
consisting of a Schur-class function S ∈ S(U ,Y), Hilbert space operators T ∈ L(X ),
E ∈ L(X ,Y), N ∈ L(X ,U), and a vector x ∈ X . With this data set we associate
the observability operators
(1.4) OE,T : x 7→ E(I − zT )
−1x and ON,T : x 7→ N(I − zT )
−1x,
which we assume map X into HolY(D) and HolU (D). We also associate with the
data set D the L(X ,Y)-valued function
(1.5) FS(z) = (E − S(z)N)(I − zT )−1
along with the multiplication operator MFS : x→ F
Sx, mapping X into HolY(D).
Using the notation (1.4), we can write MFS as
(1.6) MFS = OE,T −MSON,T : X → HolY(D).
Observe that, for an operator A : X → H(KS) ⊂ H2Y , the adjoint operator can be
taken in the metric of H2Y as well as in the metric of H(KS) which are not the same
unless S is inner (i.e., the multiplication operator MS : H
2
U → H
2
Y is an isometry).
To avoid confusion, in what follows we use the notation A∗ for the adjoint of A in
the metric of H2Y and A
[∗] for the adjoint of A in the metric of H(KS).
Definition 1.1. We say that the data set (1.3) is AIPH(KS)-admissible if:
(1) The operators OE,T and ON,T map X into HolY(D) and HolU (D), respec-
tively (in other words, (E, T ) and (N, T ) are analytic output pairs).
(2) The operator MFS maps X into H(KS).
(3) The operator P :=M
[∗]
FS
MFS satisfies the Stein equation
(1.7) P − T ∗PT = E∗E −N∗N.
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We are now ready to formulate the problem AIPH(KS):
Given an AIPH(KS)-admissible data set (1.3), find all f ∈ H(KS) such that
(1.8) M
[∗]
FS
f = x and ‖f‖H(KS) ≤ 1.
The AIPH(KS)-problem as formulated here does not appear to be an inter-
polation problem, but in Section 6 we show that indeed the operator-argument
Nevanlinna-Pick interpolation problem can be seen as a particular instance of the
AIPH(KS)-problem.
This operator-argument problem was considered in [4] for scalar-valued functions
and for the nondegenerate case where the solution P of the Stein equation (1.7) is
positive definite (i.e., invertible). The eventual parametrization for the set of all
solutions, which we obtain in Theorem 5.1 below, is connected with previously ap-
pearing representations for almost invariant subspaces and Toeplitz kernels in terms
of an isometric multiplier between two de Branges-Rovnyak spaces. As another ap-
plication of the AIPH(KS)-problem, we obtain an alternative characterization of
Toeplitz kernels (in Corollary 7.5 below) in terms of an explicitly computable iso-
metric multiplier on an appropriate de Branges-Rovnyak space; this is a refinement
of the characterization due to Dyakonov [19].
At one level the interpolation problem AIPH(KS) is straightforward since de
Branges-Rovnyak spaces are Hilbert spaces and consequently the set of all norm-
constrained solutions splits as the orthogonal direct sum of the unique minimal-
norm solution and the set of all functions satisfying the homogeneous interpolation
condition and the complementary norm constraint. By viewing (1.8) as a special
case of a basic linear operator equation discussed in Section 2, we get some general
results on the AIPH(KS)-problem in Section 3. These results make no use of condi-
tion (3) (i.e., the Stein equation (1.7)) in the definition of AIPH(KS)-admissibility,
and can be easily extended to a more general framework of contractive multipliers
between any two reproducing kernel Hilbert spaces (not necessarily of de Branges-
Rovnyak type). By using the full strength of AIPH(KS)-admissibility, in Section 5
we obtain a more explicit formula (see Theorem 5.1 below) for the parametrization
of the solution set by using the connection with an associated Schur-class Abstract
Interpolation Problem and its known Redheffer transform solution as worked out
in [26]. The latter problem and its solution through the associated Redheffer trans-
form is recalled in Section 4. This section also includes an analysis of the conditions
under which the Redheffer transform is injective, a property which does not hap-
pen in general. The paper concludes with three sections that discuss the various
applications of the AIPH(KS)-problem mentioned above.
The notation is mostly standard. We just mention that an operator X ∈ L(Y),
for some Hilbert space Y, is called positive semidefinite in case 〈Xy, y〉 ≥ 0 for all
y ∈ Y and positive definite if X is positive semidefinite and invertible in L(X ).
Also, in general, given a function K defined on a Cartesian product set Ω × Ω
with values in L(Y), we say that K is a positive kernel if any one of the following
equivalent conditions hold:
(1) K is a positive kernel in the sense of Aronszajn: given any finite collection
of points ω1, . . . , ωN in Ω and vectors y1, . . . , yN in the Hilbert coefficient
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space Y, it holds that
N∑
i,j=1
〈(K(ωi, ωj)yj , yi〉Y ≥ 0.
(2) K is the reproducing kernel for a reproducing kernel Hilbert space H: there
is a Hilbert space H(K) whose elements are Y-valued functions on Ω so
that (i) for each ω ∈ Ω and y ∈ Y the Y-valued function kωy given by
kωy(ω
′) = K(ω′, ω)y is an element of H(K), and (ii) the functions kωy
have the reproducing property for H(K):
〈f, kωy〉H(K) = 〈f(ω), y〉Y
for all f ∈ H(K).
(3) K has a Kolmogorov decomposition: there is an auxiliary Hilbert space K
and a function H : Ω→ L(K,Y) so that K can be expressed as
K(ω′, ω) = H(ω′)H(ω)∗.
These equivalences are well-known straightforward extensions of the ideas of Aron-
szajn [2] to the case of operator-valued kernels in place of scalar-valued kernels.
Next we mention that on occasion we view a vector x in a Hilbert space X as an
operator from the scalars C into X : x maps the scalar c ∈ C to the vector cx ∈ X .
Then x∗ denotes the adjoint operator mapping X back to C: x∗(y) = 〈y,x〉 ∈ C.
We will use the notation x∗ for this operator rather than the more cumbersome
〈·,x〉.
Finally we note that a crucial tool for many of the results of this paper is the
manipulation of 2× 2 block matrices centering around the so-called Schur comple-
ment. Given any 2 × 2 block matrix M = [ A BC D ] with A invertible, we define the
Schur complement of D (with respect to M) to be the matrix
SM (D) := D − CA
−1B.
In case D is invertible, we define the Schur complement of A (with respect to M)
to be the matrix
SM (A) := A−BD
−1C.
Our main application is to the case whereM =M∗ is self-adjoint (so A = A∗, D =
D∗ and C = B∗). Assuming A is invertible, we may factor A as A = |A|1/2J |A|1/2
where J := sign(A) and the factorization[
A B
B∗ D
]
=
[
|A|1/2 0
B∗|A|−1/2J I
] [
J 0
0 D −B∗A−1B
] [
|A|1/2 J |A|−1/2B
0 I
]
shows that M ≥ 0 (i.e., M is positive-semidefinite) if and only if A ≥ 0 (so J = I)
and the Schur complement D − B∗A−1B of D is positive semidefinite. Similarly,
in case D is invertible, we see that M ≥ 0 if and only if D ≥ 0 and the Schur
complement of A, namely, A − BD−1B∗, is positive semidefinite. In fact, these
results go through without the invertibility assumption on A or D, using Moore-
Penrose inverses instead.
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2. Linear operator equations
The problem AIPH(KS) is a particular case of the following well-known norm
constrained operator problem: Given A ∈ L(H2,H3) and B ∈ L(H1,H3), with H1,
H2 and H3 given Hilbert spaces, describe the operators X ∈ L(H1,H2) that satisfy
(2.1) AX = B and ‖X‖ ≤ 1.
The solvability criterion is known as the Douglas factorization lemma [18].
Lemma 2.1. There exists an X ∈ L(H1,H2) satisfying (2.1) if and only if AA∗ ≥
BB∗. In this case, there exists a unique X ∈ L(H1,H2) satisfying (2.1) and the
additional constraints RanX ⊂ RanA∗ and KerX = KerB.
In case AA∗ ≥ BB∗, Lemma 2.1 guarantees the existence of (unique) contrac-
tions X1 ∈ L(H1,RanA) and X2 ∈ L(H2,RanA) so that
(2.2) (AA∗)
1
2X1 = B, (AA
∗)
1
2X2 = A, KerX1 = KerB, KerX2 = KerA.
By construction, X2 is a coisometry. The next lemma gives a description of the
operators X ∈ L(H1,H2) satisfying (2.1) in terms of the operators X1 and X2.
Lemma 2.2. Assume AA∗ ≥ BB∗ and let X ∈ L(H1,H2). Then the following
statements are equivalent:
(1) X satisfies conditions (2.1).
(2) The operator
(2.3)
IH1 B∗ X∗B AA∗ A
X A∗ IH2
 :
H1H3
H2
→
H1H3
H2

is positive semidefinite.
(3) X is of the form
(2.4) X = X∗2X1 + (I −X
∗
2X2)
1
2K(I −X∗1X1)
1
2
where X1 and X2 are defined as in (2.2) and where the parameter K is an
arbitrary contraction from Ran(I −X∗1X1) into Ran(I −X
∗
2X2).
Moreover, if X satisfies (2.1), then X is unique if and only if X1 is isometric on
H1 or X2 is isometric on H2.
Proof. Note that positivity of the block-matrix in (2.3) is equivalent to positivity
of the Schur complement of IH2 in (2.3), namely
(2.5)
[
I B∗
B AA∗
]
−
[
X∗
A
] [
X A∗
]
=
[
I −X∗X B∗ −X∗A∗
B −AX 0
]
≥ 0.
Because of the zero in the (2, 2)-entry of the left hand side of (2.5), we find that
the inequality (2.5) holds precisely when
B −AX = 0 and I −X∗X ≥ 0,
which is equivalent to (2.1). On the other hand, condition (2.3) is equivalent, by
taking the Schur complement of AA∗ in (2.3) and making use of (2.2), to[
I X∗
X I
]
−
[
X∗1
X∗2
] [
X1 X2
]
=
[
I −X∗1X1 X
∗ −X∗1X2
X −X∗2X1 I −X
∗
2X2
]
≥ 0.
By Theorem XVI.1.1 from [20], the latter inequality is equivalent to the represen-
tation (2.4) for X with K some contraction in L(Ran(I−X∗1X1),Ran(I −X
∗
2X2)).
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Moreover, X and K in (2.4) determine each other uniquely. The last statement in
the lemma now follows from representation (2.4). 
Note that since X2 is a coisometry, it follows that (I−X∗2X2)
1
2 is the orthogonal
projection onto H1 ⊖ KerA = H1 ⊖ KerX1. This implies that for each K in (2.4)
and each h ∈ H1, we have
‖Xh‖2 = ‖X∗2X1h‖
2 + ‖(I −X∗2X2)
1
2K(I −X∗1X1)
1
2 h‖2,
so that X∗2X1 is the minimal norm solution to the problem (2.1).
3. The AIPH(KS)-problem as a linear operator equation
In this section we consider data sets D = {S, T,E,N,x} satisfying conditions (1)
and (2) in the definition of an AIPH(KS)-admissible data set but not necessarily
condition (3); condition (3) of an AIPH(KS)-admissible data set (i.e., the Stein
equation (1.7)) comes to the fore for the derivation of the more explicit results to
be presented in Section 5. We still speak of the AIPH(KS)-problem for this looser
notion of admissible data set. Define FS as in (1.5). If we apply Lemma 2.1 to the
case where
(3.1) A =M
[∗]
FS
: H(KS)→ X , B = x ∈ X ∼= L(C,X ),
then we see that solutions X : C → H(KS) to problem (2.1) necessarily have the
form of a multiplication operator Mf for some function f ∈ H(KS). This observa-
tion leads to the following solvability criterion.
Theorem 3.1. The problem AIPH(KS) has a solution if and only if
(3.2) P ≥ xx∗, where P := M
[∗]
FS
MFS .
Remark 3.2. Observe that for the unconstrained version of the problemAIPH(KS),
the existence criterion follows immediately from the definition (3.2) of P : there is
a function f ∈ H(KS) such that M
[∗]
FS
f = x if and only if x ∈ RanP
1
2 .
The next theorem characterizes solutions to the problem AIPH(KS) in terms of
a positive kernel. We emphasize that characterizations of this type go back to the
Potapov’s method of fundamental matrix inequalities [31]. Here the notation x∗
associated with a vector x ∈ X follows the conventions explained at the end of the
Introduction.
Theorem 3.3. A function f : D→ Y is a solution of the problem AIPH(KS) with
data set (1.3) if and only if the kernel
(3.3) K(z, ζ) =
 1 x∗ f(ζ)∗x P FS(ζ)∗
f(z) FS(z) KS(z, ζ)
 (z, ζ ∈ D),
is positive on D × D. Here P , FS and KS are given by (3.2), (1.5) and (1.1),
respectively.
Proof. By Lemma 2.2 specialized to A and B as in (3.1) and X =Mf , we conclude
that f is a solution to the problem AIPH(KS) (that is, it meets conditions (1.8)) if
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and only if the following operator is positive semidefinite:
P :=
 1 x∗ M
[∗]
f
x M
[∗]
FS
MFS M
[∗]
FS
Mf MFS IH(KS)
 =
 1 x∗ M
[∗]
f
x P M
[∗]
FS
Mf MFS IH(KS)
 ≥ 0.
We next observe that for every vector g ∈ C⊕X ⊕H(KS) of the form
(3.4) g(z) =
r∑
j=1
 cjxj
KS(·, zj)yj
 (cj ∈ C, yj ∈ Y, xj ∈ X , zj ∈ D)
the identity
(3.5) 〈Pg, g〉
C⊕X⊕H(KS)
=
r∑
j,ℓ=1
〈
K(zj , zℓ)
[ cℓ
xℓ
yℓ
]
,
[ cj
xj
yj
]〉
C⊕X⊕Y
holds. Since the set of vectors of the form (3.4) is dense in C ⊕ X ⊕ H(KS), the
identity (3.5) now implies that the operator P is positive semidefinite if and only if
the quadratic form on the right hand side of (3.5) is nonnegative, i.e., if and only
if the kernel (3.3) is positive on D× D. 
For the rest of this section we assume that the operator P in (3.2) is positive
definite. Then the operator MFSP
− 12 is an isometry and the space
(3.6) N = {FS(z)x : x ∈ X} with norm ‖FSx‖H(S) = ‖P
1
2x‖
X
is isometrically included in H(KS). Moreover, the orthogonal complement of N in
H(KS) is the reproducing kernel Hilbert space H(K˜S) with reproducing kernel
(3.7) K˜S(z, ζ) = KS(z, ζ)− F
S(z)P−1FS(ζ)∗.
Theorem 3.4. Assume that condition (3.2) holds and that P is positive definite.
Let K˜S(z, ζ) be the kernel defined in (3.7). Then:
(1) All solutions f to the problem AIPH(KS) are described by the formula
(3.8) f(z) = FS(z)P−1x+ h(z)
where h is a free parameter from H(K˜S) subject to
‖h‖
H(K˜S)
≤
√
1− ‖P−
1
2x‖2.
(2) The problem AIPH(KS) has a unique solution if and only if
(3.9) ‖P−
1
2x‖ = 1 or K˜S(z, ζ) ≡ 0.
Proof. It is readily seen that
X1 = P
− 12x ∈ X ∼= L(C,X ), X2 = P
− 12M
[∗]
F˜S
∈ L(H(KS),X )
are the operators X1 and X2 from (2.2) after specialization to the case (3.1).
The second statement now follows from Lemma 2.2, since P−
1
2x ∈ L(C,X ) being
isometric means that ‖P−
1
2x‖ = 1 and, on the other hand, the isometric property
for the operator MFSP
− 12 means that the space N defined in (3.6) is equal to the
whole space H(KS). Thus H(K˜S) = H(KS)⊖N = {0} or K˜S ≡ 0.
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In the present framework, the parametrization formula (2.4) takes the form
(3.10) Mf = MFSP
− 12x+
√
1− ‖P−
1
2x‖2 · (I −MFSP
−1M
[∗]
FS )
1
2K
where K is equal to the operator of multiplication Mk : C→ H(K˜S) by a function
k ∈ H(K˜S) with ‖k‖ ≤ 1. Since MFSP
− 12 is an isometry, the second term on the
right hand side of (3.10) is equal to the operatorMh of multiplication by a function
h ∈ H(K˜S) such that ‖h‖H(K˜S) = ‖h‖H(KS) ≤
√
1− ‖P−
1
2x‖2. 
Remark 3.5. The second term h on the right hand side of (3.8) represents in fact
the general solution of the homogeneous interpolation problem (with interpolation
condition M
[∗]
FS
f = 0). If h runs through the whole space H(K˜S), then formula
(3.8) produces all functions f ∈ H(KS) such that M
[∗]
FSf = x. This unconstrained
interpolation problem has a unique solution if and only if K˜S(z, ζ) ≡ 0. Thus, the
second condition in (3.9) provides the uniqueness of an f subject to M
[∗]
FS
f = x
in the whole space H(KS), not just in the unit ball of H(KS). If K˜S(z, ζ) 6≡
0, then the unconstrained problem has infinitely many solutions and, as in the
general framework, the function FS(z)P−1x has the minimal possible norm. Since
MFSP
− 12 is an isometry, it follows from (3.6) that ‖MFSP
−1x‖H(KS) = ‖P
− 12x‖.
Thus, if ‖P−
1
2x‖ = 1, then uniqueness occurs since the minimal norm solution
already has unit norm.
4. Redheffer transform related to the AIP-problem on S(U ,Y)
To obtain a more explicit parametrization of the solution set to the AIPH(KS)-
problem, we need some facts concerning the Abstract Interpolation Problem for
functions in the Schur Class S(U ,Y) (denoted as the AIPS(U ,Y)-problem) from
[26] (see also [30, 28]) which we now recall.
We consider the data set
(4.1) D′ = {P, T,E,N}
consisting of operators P, T ∈ L(X ), E ∈ L(X ,Y), N ∈ L(X ,U) such that the pairs
(E, T ) and (N, T ) are output analytic and P is a positive semidefinite solution of
the Stein equation (1.7). A set with these properties is calledAIPS(U ,Y)-admissible.
AIPS(U ,Y): Given an AIPS(U ,Y)-admissible data set (4.1), find all functions
S : D→ L(U ,Y) such that the kernel
(4.2) (z, ζ) 7→
[
P FS(ζ)∗
FS(z) KS(z, ζ)
]
(z, ζ ∈ D)
is positive on D × D, or equivalently, find all functions S ∈ S(U ,Y) so that the
operator MFS = OE,T −MSON,T : x→ F
S(z)x maps X into H(KS) and satisfies
M
[∗]
FSMFS ≤ P . Here F
S is the function defined in (1.5).
The equivalence of the two above formulations follows from a general result on
reproducing kernel Hilbert spaces; see [8].
The parametrization of the solutions through an associated Redheffer transform
is recalled in Theorem 4.1 below. To state the result we need to construct the
Redheffer transform. Observe that (1.7) can equivalently be written as
‖P
1
2x‖2 + ‖Nx‖2 = ‖P
1
2 Tx‖2 + ‖Ex‖2 for all x ∈ X .
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Let X0 = RanP
1
2 . With some abuse of notation we will occasionally view P as an
operator mapping X into X0, or X0 into X , while still using P = P ∗. The above
identity shows that there exists a well defined isometry V with domain DV and
range RV equal to
DV = Ran
[
P
1
2
N
]
⊆
[
X0
U
]
and RV = Ran
[
P
1
2T
E
]
⊆
[
X0
Y
]
,
respectively, which is uniquely determined by the identity
(4.3) V
[
P
1
2 x
Nx
]
=
[
P
1
2 Tx
Ex
]
for all x ∈ X .
We then define the defect spaces
(4.4) ∆ :=
[
X0
U
]
⊖DV and ∆∗ :=
[
X0
Y
]
⊖RV ,
and let ∆˜ and ∆˜∗ denote isomorphic copies of ∆ and ∆∗, respectively, with unitary
identification maps
i : ∆→ ∆˜ and i∗ : ∆∗ → ∆˜∗.
With these identification maps we define a unitary colligation matrix U from DV ⊕
∆⊕ ∆˜∗ = X ⊕ U ⊕ ∆˜∗ onto RV ⊕∆∗ ⊕ ∆˜ = X ⊕ Y ⊕ ∆˜ by
(4.5) U =
 V 0 00 0 i∗∗
0 i 0
 :
 DV∆
∆˜∗
→
 RV∆∗
∆˜
 ,
which we also decompose as
(4.6) U =
 A B1 B2C1 D11 D12
C2 D21 0
 :
 X0U
∆˜∗
→
 X0Y
∆˜
 .
Write Σ for the characteristic function associated with this colligation U, i.e.,
(4.7) Σ(z) =
[
D11 D12
D21 0
]
+ z
[
C1
C2
]
(I − zA)−1
[
B1 B2
]
(z ∈ D),
and decompose Σ as
(4.8) Σ(z) =
[
Σ11(z) Σ12(z)
Σ21(z) Σ22(z)
]
:
[
U
∆˜∗
]
→
[
Y
∆˜
]
.
A straightforward calculation based on the fact that U is coisometric gives
(4.9)
I − Σ(z)Σ(ζ)∗
1− zζ
=
[
C1
C2
]
(I − zA)−1(I − ζA∗)−1
[
C∗1 C
∗
2
]
,
which implies in particular that Σ belongs to the Schur class S(U ⊕ ∆˜∗,Y ⊕ ∆˜).
Moreover, it follows from the construction that Σ22(0) = 0. These facts imply that
the Redheffer linear fractional transform
(4.10) S = RΣ[E ] := Σ11 +Σ12(I − EΣ22)
−1EΣ21
is well defined for every Schur-class function E ∈ S(∆˜, ∆˜∗). The next theorem (see
[26] for the proof) shows that the image of the class S(∆˜, ∆˜∗) under the Redheffer
transform RΣ is precisely the solution set of the problem AIPS(U ,Y).
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Theorem 4.1. Given an AIPS(U ,Y)-admissible data set (4.1), let RΣ be the Red-
heffer transform constructed as in (4.7), (4.10). A function S : D → L(U ,Y) is a
solution of the problem AIPS(U ,Y) if and only if S = RΣ[E ] for some E ∈ S(∆˜, ∆˜∗).
The function Σ11 appears as a solution upon taking E ≡ 0, and is called the cen-
tral solution of the problem AIPS(U ,Y). In case the problem has only one solution,
this solution must be the central solution.
Proposition 4.2. Let Σ be the characteristic function of the unitary colligation
U in (4.6), decomposed as in (4.8), and let S = RΣ[E ] ∈ S(U ,Y) for a given
E ∈ S(∆˜, ∆˜∗). Define the functions
(4.11)
G(z) = Σ12(z)(I − E(z)Σ22(z))
−1,
Γ(z) = (C1 +G(z)E(z)C2) (I − zA)−1.
(z ∈ D)
Then G defines a contractive multiplier MG : H(KE) → H(KS), Γ a contractive
multiplier MΓ : X0 → H(KS), and the operator
(4.12)
[
MG MΓ
]
:
[
H(KE)
X0
]
→ H(KS)
is coisometric. Furthermore, we have
(4.13) FS(z) = Γ(z)P
1
2
for each z ∈ D, where FS is the function defined in (1.5). In particular, MΓ is an
isometry and MG a partial isometry if and only if P = M
[∗]
FS
MFS with MFS : X0 →
H(KS) defined by MFS = MΓP
1
2 .
Proof. The identity
[
I G(z)E(z)
]
Σ(z) =
[
S(z) G(z)
]
is an immediate conse-
quence of (4.10) and the definition of G(z) in (4.11). Using this identity one can
easily compute that
I − S(z)S(ζ)∗ =G(z)(I − E(z)E(ζ)∗)G(ζ)∗ +
[
I G(z)E(z)
] [ I
E(ζ)∗G(ζ)∗
]
−
[
S(z) G(z)
] [ S(ζ)∗
G(ζ)∗
]
=G(z) (I − E(z)E(ζ)∗)G(ζ)∗
+
[
I G(z)E(z)
]
(I − Σ(z)Σ(ζ)∗)
[
I
E(ζ)∗G(ζ)∗
]
;
(see also [9, Lemma 8.3]). Dividing both sides of the latter identity by 1− zζ leads
to
KS(z, ζ) = G(z)KE(z, ζ)G(ζ)
∗ +
[
I G(z)E(z)
]
KΣ(z, ζ)
[
I
E(ζ)∗G(ζ)∗
]
.
By replacing KΣ(z, ζ) by the expression on the right hand side of (4.9), we get
(4.14) KS(z, ζ) = G(z)KE(z, ζ)G(ζ)
∗ + Γ(z)Γ(ζ)∗.
It is easy to verify that
M∗G : KS(·, ζ)y 7→ KS(·, ζ)G(ζ)
∗y, M∗Γ : KS(·, ζ)y 7→ Γ(ζ)
∗y
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from which one can deduce that the context of (4.14) is that
[
MG M
∗
Γ
]∗
is iso-
metric on span{KS(·, ζ)y : ζ ∈ D, y ∈ Y} = H(KS), i.e.,
[
MG MΓ
]
is coisometric
as asserted. In particular, we see that MG and MΓ are contractions.
To verify (4.13), recall that the very construction of the colligation U implies
that A B1C1 D11
C2 D21
[P 12
N
]
=
P 12TE
0
 ,
so that AP
1
2 − P
1
2T = B1N, C1P
1
2 = E − D11N, C2P
1
2 = −D21N . Making
use of the latter equalities and of realization formulas for Σ11 and Σ21 in (4.7) we
compute for z ∈ D,[
C1
C2
]
(I − zA)−1P
1
2 (I − zT ) =
[
C1
C2
]
P
1
2 + z
[
C1
C2
]
(I − zA)−1(AP
1
2 − P
1
2 T )
=
[
E −D11N
−D21N
]
− z
[
C1
C2
]
(I − zA)−1B1N
=
[
E
0
]
−
[
Σ11(z)
Σ21(z)
]
N.(4.15)
Upon multiplying the left-hand side expression in (4.15) by
[
I G(z)E(z)
]
on the
left and by (I − zT )−1 on the right, we get Γ(z)P
1
2 by definition (4.11). Applying
the same multiplications to the right hand side expression gives, on account of
(4.11) and (4.10),
E(I − zT )−1 − (Σ11(z) +G(z)E(z)Σ21(z))N(I − zT )
−1 = (E − S(z)N)(I − zT )−1
which is FS(z). Thus Γ(z)P
1
2 = FS(z), and (4.13) follows.
It is now straightforward to verify that MΓ is an isometry if and only if P =
M
[∗]
FSMFS , while, since (4.12) is a coisometry, MΓ being an isometry implies that
MG is a partial isometry. 
4.1. Injectivity of RΣ and MG. In this subsection we focus on two questions:
(1) when is the above constructed Redheffer transform RΣ injective, and, (2) for
a given E ∈ S(∆˜, ∆˜∗), when is the multiplication operator MG : H(KE)→ H(KS)
from Proposition 4.2 injective (and thus an isometry if P = M
[∗]
FSMFS )? The next
lemma provides the basis for the results to follow.
Lemma 4.3. Assume MΣ12 : Hol∆˜∗(D)→ HolY(D) has a trivial kernel and MΣ21 :
HolU (D) → Hol∆˜(D) has dense range. Then the Redheffer transform RΣ is injec-
tive, and for any E ∈ S(∆˜, ∆˜∗) the multiplication operator MG : H(KE)→ H(KS)
has trivial kernel.
Proof. The identity
MS = MΣ11 +MΣ12(I −MEMΣ22)
−1MEMΣ21
may not hold if we consider the multiplication operators as acting between the
appropriate H2-spaces, since I −MEMΣ11 may not be boundedly invertible, but
the identity does hold when the multiplication operators are viewed as operators
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between the appropriate linear spaces of holomorphic functions on D, i.e.,
MS : Hol∆˜∗(D)→ HolY(D), ME : Hol∆˜∗(D)→ Hol∆˜(D),[
MΣ11 MΣ12
MΣ21 MΣ22
]
:
[
HolU (D)
Hol∆˜∗(D)
]
→
[
HolY(D)
Hol∆˜(D)
]
.
Note that I −MEMΣ22 is invertible as a linear map on Hol∆˜∗(D) since Σ22(0) = 0
and E(z) and Σ22(z) are both contractive for z ∈ D. Now assume E , E
′ ∈ S(∆˜, ∆˜∗)
so that RΣ[E ] = RΣ[E ′]. By the assumptions on MΣ12 and MΣ21 it follows that
(I −MEMΣ22)
−1ME = (I −ME′MΣ22)
−1ME′ = ME′(I −MΣ22ME′)
−1,
and thus
ME −MEMΣ22ME′ =ME(I −MΣ22ME′)
=(I −MEMΣ22)ME′ = ME′ −MEMΣ22ME′ .
Hence E = E ′. Since MΣ12 : Hol∆˜∗(D) → HolY(D) has a trivial kernel, so does
MΣ12(I −MEMΣ22)
−1 when viewed as an operator acting on Hol∆˜∗(D), indepen-
dently of the choice of E ∈ S(∆˜, ∆˜∗). In particular, G(z)h(z) ≡ 0 implies h = 0 for
any h ∈ H(KE). 
The proof of the above lemma does not take into account the particularities
of the Redheffer transform associated with the problem AIPS(U ,Y) constructed in
(4.3)–(4.6), besides the fact that Σ22(0) = 0. As we shall see, for the coefficients
in the Redheffer transform we consider, MΣ21 always has dense range, while MΣ12
has a trivial kernel if the operator T ∗ is injective. As preparation for this result,
we need the following lemma.
Lemma 4.4. Let D21 and D12 be the operators in the unitary colligation (4.6).
Then
(4.16) kerD∗21 = {0} and kerD12 = i∗
[
kerT ∗P
1
2 |X0
{0}
]
.
Proof. Let δ˜ ∈ ∆˜ be such that D∗21δ˜ = 0U . By construction (4.5), the vector
(4.17) U∗δ˜ =
 C∗2 δ˜D∗21δ˜
0
 =
x00
0
 ∈
X0U
∆˜∗

belongs to ∆, which means (by definition (4.4) of ∆) that
0 =
〈x00
0
 ,
P 12 xNx
0
〉
X0⊕U⊕∆˜∗
= 〈x0, P
1
2x〉X0
for every x ∈ X0, which is equivalent to P
1
2x0 = 0. Since P
1
2 |X0 is injective, we get
x0 = 0. Thus U
∗δ˜ = 0 by (4.17) and consequently, δ˜ = 0, since U is unitary. So
KerD∗21 = {0}.
To prove the second equality in (4.16) we first observe that a vector [ x0y ] ∈
[
X0
Y
]
belongs to ∆∗ :=
[
X0
Y
]
⊖RV if and only if
(4.18) T ∗P
1
2x0 + E
∗y = 0.
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Now let δ˜∗ ∈ ∆˜∗ so that D12δ˜∗ = 0Y . Then, by (4.5) and (4.6),
Uδ˜∗ = i
∗
∗δ˜∗ =
[
B2
D12
]
δ˜∗ =
[
x0
0
]
∈ ∆∗ ⊂
[
X0
Y
]
, with x0 = B2δ˜∗.
Since [ x00 ] is in ∆∗, it follows from (4.18) that T
∗P
1
2x0 = 0, i.e., x0 ∈ kerT ∗P
1
2 .
Thus, since U is unitary and [ x00 ] ∈ ∆∗, we see that δ˜∗ = U
∗ [ x00 ] = i∗ [
x0
0 ] for some
x0 ∈ kerT ∗P
1
2 .
Conversely, for every x0 ∈ Ker(T ∗P
1
2 |X0), the vector [
x0
0 ] belongs to ∆∗ (by
(4.18)) so that its image δ˜∗ = i∗ [
x0
0 ] belongs to ∆˜∗ and we have, on account of
(4.5)-(4.6), [
B2
D12
]
δ˜∗ =
[
B2
D12
]
i∗
[
x0
0
]
= i∗∗i∗
[
x0
0
]
=
[
x0
0
]
.
Equating the bottom entries we get D12δ˜∗ = 0 which completes the proof of the
characterization of KerD12. 
Theorem 4.5. Let RΣ be the Redheffer transform associated with the Schur class
function Σ defined in (4.7) from the AIPH(KS)-admissible data set (4.1). Assume
that T ∗ is injective. Then RΣ : S(∆˜, ∆˜∗) → S(U ,Y) is injective, and for E ∈
S(∆˜, ∆˜∗) the multiplication operator MG : H(KE) → H(KS) has trivial kernel. If
in addition P = M
[∗]
FSMFS , then MG is an isometry.
Proof. It is easy to see that MΣ21 has dense range if and only if Σ21(0) = D21 has
dense range and that kerΣ12(0) = kerD12 = {0} implies that MΣ12 has a trivial
kernel. The converse of the latter statement is not true in general. Moreover, the
last statement of the theorem is immediate from Proposition 4.2. Thus Theorem
4.5 follows immediately from Lemma 4.4. 
Remark 4.6. In case the operator (I −ωT )−1 is bounded for some ω ∈ D, we can
define
E˜ =
√
1− |ω|2 · E(I − ωT )−1, N˜ =
√
1− |ω|2 ·N(I − ωT )−1
T˜ = (ωI − T )(I − ωT )−1, S˜(z) = S
(
z − ω
1− zω
)
.
It is not hard to verify that if D = {S, T,E,N,x} is an AIPH(KS)-admissible data
set, then the set D˜ = {S˜, T˜ , E˜, N˜ ,x} is also AIPH(KS)-admissible and moreover,
a function f solves the problem AIPH(KS) if and only f˜(z) := f(
z−ω
1−zω ) solves the
problem AIPH(K
S˜
) with data set D˜. Therefore, up to a suitable conformal change
of variable, we get all the conclusions in Theorem 4.5 under the assumption that
(I − ωT )−1 ∈ L(X) and (T ∗ − ωI) is injective for some ω ∈ D.
In case T ∗ is not injective, and neither is (T ∗ − ωI) for some ω ∈ D so that
(I − ωT ) is invertible in L(X ), it may still be possible to reach the conclusion
of Theorem 4.5 under weaker assumptions on the operator T . We start with a
preliminary result.
Lemma 4.7. The operator MΣ12 : Hol∆˜∗(D) → HolY(D) is not injective if and
only if there is a sequence {gn}n≥1 of non-zero vectors in X0 such that
(4.19)
g1 ∈ Ker(T
∗P
1
2 ), P
1
2 gn = T
∗P
1
2 gn+1 (n ≥ 1), lim sup
n→∞
‖B∗2gn+1‖
1
n ≤ 1.
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Proof. Let h(z) =
∞∑
k=0
zkhk ∈ Hol∆˜∗(D), i.e., lim sup
k→∞
‖hk‖
1
k ≤ 1 and for n ≥ 0,
(4.20) hn = i∗
[
xn
yn
]
with
[
xn
yn
]
∈
[
X0
Y
]
, subject to T ∗P
1
2xn + E
∗yn = 0.
Note that xn and yn are retrieved from hn by the identity
(4.21)
[
xn
yn
]
= i∗∗hn =
[
B2
D12
]
hn.
Define gn ∈ X0 by
(4.22) gn =
n−1∑
k=0
An−k−1xk ∈ X0 for n ≥ 1,
or equivalently via the recursion
(4.23) g1 = x0, gn+1 = xn +Agn for n ≥ 1.
Since U in (4.5) and (4.6) is unitary, it follows that
(4.24) B∗2A = −D
∗
12C1.
Moreover, since U is connected with V as in (4.5) and V is given by (4.3), we see
that 〈[
A
C1
C2
]
x0,
[
P
1
2 T
E
0
]
x0
〉
=
〈
U
[
x0
0
0
]
, U
[
P
1
2 x0
Nx0
0
]〉
=
〈[
x0
0
0
]
,
[
P
1
2 x0
Nx0
0
]〉
= 〈P
1
2x0, x0〉
from which we conclude that
(4.25) T ∗P
1
2A+ E∗C1 = P
1
2 .
Hence for n ≥ 1,
T ∗P
1
2 gn+1 =
n∑
k=0
T ∗P
1
2An−kxk = T
∗P
1
2xn +
n−1∑
k=0
T ∗P
1
2An−kxk
= T ∗P
1
2xn +
n−1∑
k=0
(P
1
2 − E∗C1)A
n−k−1xk
= T ∗P
1
2xn − E
∗C1gn + P
1
2 gn
= −E∗(yn + C1gn) + P
1
2 gn(4.26)
where we used the relation between xn and yn in (4.20) for the last step. Moreover,
using the identity in (4.24), we get
B∗2gn+1 = B
∗
2 (xn +Agn) =
[
B∗2 D
∗
12
] [ xn
−C1gn
]
=
[
B∗2 D
∗
12
] [ xn
yn
]
−D∗12(yn + C1gn)
= i∗
[
xn
yn
]
−D∗12(yn + C1gn)
= hn −D
∗
12(yn + C1gn).(4.27)
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Now assume that h 6= 0 and Σ12(z)h(z) ≡ 0, i.e.,
(4.28) (D12 + zC1(I − zA)
−1B2)h(z) ≡ 0.
Using the power series representations
h(z) =
∞∑
n=0
hnz
n and Σ12(z) = D12 +
∞∑
k=1
zkC1A
k−1B2
for H and Σ12 and recalling (4.21), it follows that (4.28) is equivalent to the fol-
lowing system of equations:
(4.29) y0 = D12h0 = 0, yn+C1gn = D12hn+
n−1∑
k=0
C1A
n−k−1B2hk = 0 for n ≥ 1.
Without loss of generality we may, and will, assume that h0 6= 0; otherwise replace
h by h˜(z) = z−ℓh(z) for ℓ ∈ Z+ sufficiently large. Then [
x0
y0 ] = i
∗
∗h0 6= 0 since h0 6= 0
by assumption. But y0 = 0 by (4.29) and hence x0 6= 0. From the constraint in
(4.20) we see that 0 6= x0 ∈ KerT
∗P
1
2 . Moreover, the second identity in (4.29)
combined with (4.26) and (4.27) yields
(4.30) T ∗P
1
2 gn+1 = P
1
2 gn, B
∗
2gn+1 = hn.
The second of identities (4.30) then gives us
(4.31) lim sup
n→∞
‖B∗2gn+1‖
1/n = lim sup
n→∞
‖hn‖
1/n ≤ 1.
Finally, observe that, since g1 = x0 6= 0 and KerP
1
2 |X0 = {0}, the recursive relation
T ∗P
1
2 gn+1 = P
1
2 gn (the first of identities (4.30)) implies that gn 6= 0 for all n ≥ 1.
We conclude that the sequence {gn}n≥1 has all the desired properties.
Conversely, assume {gn}n≥1 is a sequence in X0 satisfying (4.19). Define
x0 = g1, xn = gn+1 −Agn, y0 = 0, yn = −C1gn for n ≥ 1.
Applying (4.26) to gn for n ≥ 1 and using (4.25), we find that
T ∗P
1
2 gn+1 = P
1
2 gn =T
∗P
1
2Agn + E
∗C1gn
=T ∗P
1
2 gn+1 − T
∗P
1
2xn + E
∗C1gn.
We conclude that T ∗P
1
2 xn+E
∗yn = T
∗P
1
2 xn−E∗C1gn = 0. For n = 0 the identity
T ∗P
1
2xn + E
∗yn = 0 follows from the first of conditions (4.19). Hence we obtain
that [ xnyn ] ∈ ∆∗.
Now define hn = i∗ [
xn
yn ] ∈ ∆˜∗, and h(z) =
∞∑
k=0
zkhk. As before, xn and yn
are retrieved from hn by (4.21), and from the definition of xn it follows that the
sequence {gn}n≥1 is retrieved by (4.23). Moreover, the definition of yn shows that
(4.29) holds and, in combination with the computation (4.27), that B∗2gn+1 = hn.
The latter implies that lim sup
k→∞
‖hk‖
1
k ≤ 1, via (4.19) and the identities in (4.31).
In particular, h ∈ Hol∆˜∗(D). The fact that (4.29) holds now is equivalent to
Σ12(z)h(z) ≡ 0. Note that x0 = g1 6= 0 and hence h0 = i∗ [
x0
y0 ] 6= 0. Thus h 6= 0
and it follows that MΣ12 : Hol∆˜∗(D)→ HolY(D) is not injective. 
Based on the previous result, we obtain the following relaxation of the the con-
dition on T in Theorem 4.5.
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Theorem 4.8. Let D′ = {P, T,E,N} be an AIPS(U ,Y)-admissible data set, let Σ
be constructed as in (4.7) and let us assume that T meets the condition
(4.32)
⋂
k≥1
Ran(T ∗)k
⋂KerT ∗ = {0}.
Then the operator MΣ12 : Hol∆˜∗(D)→ HolY(D) is injective.
Proof. Assume MΣ12 : Hol∆˜∗(D)→ HolY(D) is not injective. By Lemma 4.7, there
exists a nonzero sequence {gn}n≥1 in X0 satisfying (4.19). By the first relation
in (4.19), P
1
2 g1 ∈ kerT ∗. On the other hand, iterating the second condition in
(4.19) gives P
1
2 g1 = (T
∗)nP
1
2 gn+1 for each n ≥ 1. Since P
1
2 g1 6= 0, it follows that
Ran(T ∗)n ∩ kerT ∗ 6= {0} for each n ≥ 1. The latter is in contradiction with (4.32).
Thus MΣ12 : Hol∆˜∗(D)→ HolY(D) is injective. 
It is easy to see that not only the injectivity of MΣ12 , but all the conclusions of
Theorem 4.5 hold with the condition that T ∗ is injective replaced by the weaker con-
dition (4.32). Although condition (4.32) is far from being necessary, it guarantees
injectivity of MΣ12 for important particular cases:
(1) T ∗ is injective (so KerT ∗ = {0}),
(2) T ∗ is nilpotent (so ∩k≥1 Ran(T ∗)k = {0}), and
(3) dimX < ∞, or, more generally e.g., T = λI + K with 0 6= λ ∈ C and K
compact (so X = Ran(T ∗)p+˙Ker(T ∗)p once p is sufficiently large).
The question of finding a condition that is both necessary and sufficient for injec-
tivity of MΣ12 remains open.
5. Description of all solutions of the problem AIPH(KS)
We now present the parametrization of the solution set to the problemAIPH(KS).
The proof relies on Theorem 3.3, Theorem 4.1 and Proposition 4.2. By Theorem
3.3, the solution set to the problemAIPH(KS) coincides with the set of all functions
f : D → Y such that the kernel K(z, ζ) defined in (3.3) is positive on D × D. In
particular, the function S must be such that the kernel (4.2) is positive meaning
that S must be a solution to the associated problem AIPS(U ,Y). By Theorem 4.1,
there exists a Schur-class function E such that S = RΣ[E ] where RΣ is the Red-
heffer transform constructed in (4.3)–(4.10). Define G and Γ as in (4.11) and let x˜
be the unique vector in X0 so that x = P
1
2 x˜. Making use of equalities (4.13) and
(4.14) we can write K(z, ζ) in the form
K(z, ζ) =
 1 x˜∗P 12 f(ζ)∗P 12 x˜ P P 12Γ(ζ)∗
f(z) Γ(z)P
1
2 G(z)KE(z, ζ)G(ζ)
∗ + Γ(z)Γ(ζ)∗
 .
The positivity of the latter kernel is equivalent to positivity of the Schur complement
of P with respect to K(z, ζ), that is, to the condition
(5.1)
[
1− ‖x˜‖2 f(ζ)∗ − x˜∗Γ(ζ)∗
f(z)− Γ(z)x˜ G(z)KE(z, ζ)G(ζ)∗
]
 0 (z, ζ ∈ D).
We arrive at the following result.
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Theorem 5.1. Let {S, T,E,N,x} be an AIPH(KS)-admissible data set and let us
assume that P := M
[∗]
FSMFS ≥ xx
∗ with FS as in (1.5). Let Σ be constructed as
in (4.3)–(4.8), let E be a Schur-class function such that S = RΣ[E ], let G and Γ be
defined as in (4.11) and let x˜ be the unique vector in X0 so that x = P
1
2 x˜. Then:
(1) The set of solutions f of the problem AIPH(KS) is given by the formula
(5.2) f(z) = Γ(z)x˜+G(z)h(z)
with parameter h in H(KE) subject to ‖h‖H(KS) ≤
√
1− ‖x˜‖2.
(2) For f defined by (5.2)
(5.3) ‖f‖2H(KS) = ‖MΓx˜‖
2 + ‖MGh‖
2 = ‖x˜‖2 + ‖PH(KE)⊖kerMGh‖
2
and hence fmin(z) = Γ(z)x˜ is the unique minimal-norm solution.
(3) The problem AIPH(KS) admits a unique solution if and only if ‖x˜‖ = 1 or
RanMFS = H(KS).
Proof. As we have seen, a function f : D → Y solves the problem AIPH(KS) if
and only if (5.1) holds, that is, if and only if the function g := f −MΓx˜ belongs
to the reproducing kernel Hilbert space H(K˜) with reproducing kernel K˜(z, ζ) =
G(z)KE(z, ζ)G(ζ)
∗ and satisfies ‖g‖
H(K˜) ≤
√
1− ‖x˜‖2. The range characterization
of H(K˜) tells us that
H(K˜) = {G(z)h(z) : h ∈ H(KE)} with norm ‖MGh‖H(K˜) = ‖(I − q)h‖H(KE)
where q is the orthogonal projection onto the subspace kerMG ⊂ H(KE). There-
fore, the function g = f − MΓx˜ is of the form g = MGh for some h ∈ H(KE)
such that ‖h‖H(KE) = ‖g‖H(K˜) ≤
√
1− ‖x˜‖2. This proves the characterization of
solutions through (5.2).
Since P = M
[∗]
FS
MFS , it follows from Proposition 4.2 that the operator (4.12)
is a coisometry and MΓ is an isometry. From this combination the orthogonality
between the minimal-norm solution fmin(z) = Γ(z)x˜ and the remainder on the right
hand side of (5.2), as well as the second identity in (5.3), is evident.
Since MG is a partial isometry, it follows from (5.2) that the problem AIPH(KS)
admits a unique solution if and only if either ‖x˜‖ = 1 (because then h = 0 ∈
H(KE) is the only admissible parameter), H(KE) = {0} (i.e., if E is an unimodular
constant) or MG = 0. Since the operator (4.12) is a coisometry and because MΓ
is an isometry, the last two cases are covered by the condition that MΓ is unitary.
Due to the relation between FS and Γ (see (4.13)), this is equivalent toMFS having
dense range. 
Although the correspondence E → S = RΣ[E ] established by formula (4.10) is
not one-to-one in general, it follows from the proof of Theorem 5.1 that in order
to find all solutions f of the problem AIPH(KS) it suffices to take into account
just one parameter E so that S = RΣ[E ], rather than all. The further analysis in
Section 4, i.e., Theorem 4.5 and Lemma 4.8, provide conditions under which the
Schur class function E in Theorem 5.1 is unique.
Theorem 5.2. Let (1.3) be an AIPH(KS)-admissible data set satisfying condition
(3.2) and assume that the operator T ∗ satisfies condition (4.32). Then:
(1) There is a unique Schur-class function E such that S = RΣ[E ], where RΣ is
the Redheffer transform constructed from the data set (1.3) via (4.3)–(4.8).
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(2) The parametrization h 7→ f in Theorem 5.1, via formula (5.2), of the
solutions f to the problem AIPH(KS) is injective. That is, the operator
MG : H(KE)→ H(KS) is isometric so that in addition
(5.4) ‖f‖2
H(KS)
= ‖x˜‖2
X0
+ ‖h‖2
H(KS)
.
Remark 5.3. Given anAIPH(KS)-admissible data set (S,E,N, T,x), it is straight-
forward that (E,N, T, P ) with P = FS[∗]FS is an AIPS(U ,Y)-admissible data set
and that S is a solution for the associated problem AIPS(U ,Y). Now consider an-
other solution S˜ ∈ S(U ,Y) of the problem AIPS(U ,Y). Unlike for S, this solution
S˜ satisfies M
[∗]
F S˜
MF S˜ ≤ P and equality may not hold. We may then still ask the
question for which functions f : D → Y the kernel in (3.3) is positive, with S is
replaced by S˜. This question turns out to to be equivalent to that of determining
the f ∈ H(KS˜) with ‖f‖H(KS˜) ≤ 1 and such that the vector M
[∗]
F S˜
f is close to x in
the sense that
(5.5) M
[∗]
F S˜
f = x+
√
1− ‖f‖2
H(K
S˜
)
(
P −M
[∗]
F S˜
MF S˜
) 1
2
x̂
for some x̂ ∈ X with ‖x̂‖ ≤ 1. The solutions to this problem can still be parameter-
ized by formula (5.2), with now E ∈ S(∆˜, ∆˜∗) so that S˜ = RΣ[E ] in the definition of
Γ and G, with the twist that in this case, because we may not have M
[∗]
F S˜
MF S˜ = P ,
there is no guarantee that we have orthogonality as in (5.3), nor is it clear if the
‘central’ solution f = MΓx˜ is the solution with minimal norm.
To conclude this section we will briefly discuss the interplay between the unique-
ness of S as a solution of the problem AIPS(U ,Y) (with P = M
[∗]
FS
MFS of the form
(3.2)) and the determinacy of the related (unconstrained) problem AIPH(KS). We
will assume that the operator T meets the condition (4.32), leaving the general case
open. Under this assumption, there are only three uniqueness and semi-uniqueness
cases. Recall that ∆ and ∆∗ are the defect spaces of the isometry (4.3).
Case 1: Let ∆∗ = {0}. Then S = Σ11 is the unique solution of the problem
AIPS(U ,Y). Furthermore, we conclude from (4.11) that
Γ(z) = C1(I − zA)
−1, G(z) ≡ 0 and H(KE) = {0}.
By Theorem 5.1, the unconstrained problem AIPH(KS) has a unique solution
f(z) = C1(I − zA)−1x˜ where x˜ is the unique vector in X0 such that P
1
2 x˜ = x.
Case 2: Let ∆ = {0}. In this case still S = Σ11 is the unique solution of the
problem AIPS(U ,Y). Also we have Γ(z) = C1(I − zA)
−1. However, we now have
G = Σ12 and H(KE) = H2∆˜∗
. By Theorem 5.1, all solutions f to the unconstrained
problem AIPH(KS) are given by
(5.6) f(z) = C1(I − zA)
−1x˜+Σ12(z)h(z),
where x˜ is as above and where h varies in H2
∆˜∗
. One can see that the same de-
scription holds if the spaces (4.4) are nontrivial and S = Σ11 is the central (but not
unique) solution to the associated problem AIPS(U ,Y).
Case 3: Let ∆ and ∆∗ be nontrivial and let us assume that S is an extremal
solution to the problem AIPS(U ,Y) (in the sense that the unique E such that S =
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RΣ[E ] is a coisometric constant). Then the unconstrained problem AIPH(KS) has
a unique solution since in this case H(KE) = {0}.
6. Interpolation with operator argument
In this section we show that the interpolation problem with operator argument
in the space H(KS) can be embedded into the general scheme of the problem
AIPH(KS) considered above. Recall that a pair (E, T ) with E ∈ L(Y,X ) and
T ∈ L(X ) is called an analytic output pair if the observability operator OE,T maps
X into HolY(D). The starting point for the operator-argument point-evaluation
is a so-called output-stable pair (E, T ) which is an analytic output pair with the
additional property that OE,T ∈ L(X , H2Y):
(6.1) OE,T : x 7→ E(I − zT )
−1x =
∞∑
n=0
znET nx ∈ H2Y .
Given such an output-stable pair (E, T ) and a function f ∈ H2Y , we define the
left-tangential operator-argument point-evaluation (E∗f)∧L(T ∗) of f at (E, T ) by
(6.2) (E∗f)∧L(T ∗) =
∞∑
n=0
T ∗nE∗fn if f(z) =
∞∑
n=0
fnz
n.
The computation〈
∞∑
n=0
T ∗nE∗fn, x
〉
X
=
∞∑
n=0
〈fn, ET
nx〉Y = 〈f, OE,Tx〉H2Y
shows that the output-stability of the pair (E, T ) is exactly what is needed for the
infinite series in the definition of (E∗f)∧L(T ∗) in (6.2) to converge in the weak
topology on X . The same computation shows that tangential evaluation with op-
erator argument amounts to the adjoint of OE,T :
(6.3) (E∗f)∧L(T ∗) = O∗E,T f for f ∈ H
2
Y .
Evaluation (6.2) applies to functions from de Branges-Rovnyak spaces H(KS) as
well, since H(KS) ⊂ H2Y , and suggests the following interpolation problem.
OAPH(KS): Given S ∈ S(U ,Y), T ∈ L(X ), E ∈ L(Y,X ) and x ∈ X so that the
pair (E, T ) is output stable, find all functions f ∈ H(KS) such that
(6.4) ‖f‖
H(KS)
≤ 1 and (E∗f)∧L(T ∗) = O∗E,T f = x.
In the scalar-valued case U = Y = C, the latter problem has been considered
recently in [4], with the additional assumption that P > 0. Similarly to the sit-
uation in [4], the operator-valued version contains left-tangential Nevanlinna-Pick
and Carathe´odory-Feje´r interpolation problems as particular cases corresponding
to special choices of E and T . We now show that on the other hand, the problem
OAPH(KS) can be considered as a particular case of the problem AIPH(KS).
Lemma 6.1. Let (E, T ) be an output stable pair with E ∈ L(Y,X ) and T ∈ L(X ),
let S ∈ S(U ,Y) be a Schur-class function and let N ∈ L(X ,U) be defined by
(6.5) N :=
∞∑
j=0
S∗jET
j, where S(z) =
∞∑
j=0
Sjz
j
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or equivalently, via its adjoint
(6.6) N∗ = O∗E,TMS |U : U → X .
Then the data set D = {S, T, E, N, x} is AIPH(KS)-admissible for every x ∈
X . Furthermore, M
[∗]
FS = O
∗
E,T |H(KS), so that the interpolation conditions (6.4)
coincide with those in (1.8).
Proof. For N defined as in (6.5), the pair (N, T ) is output stable (cf. [3, Proposition
3.1]) and the observability operator ON,T : x 7→ N(I − zT )−1x equals
(6.7) ON,T =M
∗
SOE,T : X → H
2
U .
With N as above, we now define FS by formula (1.5). For the multiplication
operator (1.6) we have, on account of (6.7),
(6.8) MFS = OE,T −MSON,T = (I −M
∗
SMS)OE,T
which together with the range characterization of H(KS) implies that MFS maps
X into H(KS). Furthermore, it follows from (1.5), (1.2) and (6.2) that
‖FSx‖2H(KS) =〈(I −MSM
∗
S)OE,Tx,OE,Tx〉H2Y
=〈(O∗E,TOE,T −O
∗
N,TON,T )x, x〉X
for every x ∈ X . The latter equality can be written in operator form as
(6.9) P := M
[∗]
FS
MFS = O
∗
E,TOE,T −O
∗
N,TON,T .
It follows from the series representation (6.1) and the definition of inner product in
H2Y that
O∗E,TOE,T =
∞∑
n=0
T ∗nE∗ET n
with convergence in the strong operator topology. Using the latter series expansion
one can easily verify the identity
(6.10) O∗E,TOE,T − T
∗O∗E,TOE,TT = E
∗E.
Since the pair (N, T ) is also output stable, we have similarly
(6.11) O∗N,TON,T − T
∗O∗N,TON,TT = N
∗N.
Subtracting (6.11) from (6.10) and taking into account (6.9) we conclude that P
satisfies the Stein identity (1.7). Thus, the data set D is AIPH(KS)-admissible. In
view of (6.8) and (1.2), the equalities
〈M
[∗]
FS
f, x〉X = 〈f, MFSx〉H(KS) =〈f, (I −MSM
∗
S)OE,Tx〉H(KS)
=〈f, OE,Tx〉H2
Y
= 〈O∗E,T f, x〉X
hold for all f ∈ H(KS) and x ∈ X . Therefore, M
[∗]
FS
= O∗E,T |H(KS). 
As a consequence of Lemma 6.1, the solutions to the problem OAPH(KS) are
obtained from Theorem 5.1, after specialization to the case under consideration. We
do not state this specialization of Theorem 5.1 here because the formulas do not
significantly simplify. Instead we now discuss the operator-argument interpolation
problem for functions in H2Y , that is, the problem OAPH(KS) with S ≡ 0. As we
shall see, in that case the problems AIPH(KS) and OAPH(KS) coincide.
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Consider anAIPH(KS)-admissible data set {S, T, E, N, x} with S ≡ 0 ∈ S(U ,Y).
Then H(KS) = H2Y and F
S = OE,T . Thus condition (2) in Definition 1.1 just says
that FS = OE,T is in L(X , H2Y), and thus that (E, T ) is output-stable. The third
condition states that P = FS[∗]FS = O∗E,TOE,T satisfies the Stein equation (1.7).
This implies that necessarily N∗ = 0 = (E∗S)∧L(T ∗), and it follows that the prob-
lem AIPH(KS) reduces to the problem OAPH(KS) with data T , E and x, and
S ≡ 0. We now specify Theorem 5.1 to this case, with the additional assumption
that P is positive definite.
Theorem 6.2. Given an output stable pair (E, T ) with E ∈ L(Y,X ) and T ∈
L(X ), and x ∈ X . Assume that xx∗ ≤ P := O∗E,TOE,T and that P is positive
definite. Then the set of all f ∈ H2Y satisfying
‖f‖H2
Y
≤ 1 and (E∗f)L(T ∗) = x
is given by the formula
(6.12) f(z) = E(I − zT )−1P−1x+B(z)h(z)
where h is a free parameter from the ball{
h ∈ H2Y0 : ‖h‖
2
H2
Y0
≤ 1− x∗P−1x
}
⊂ H2Y
for an auxiliary Hilbert space Y0; here B(z) is the inner function in the Schur class
S(Y0,Y) determined uniquely (up to a constant unitary factor on the right) by the
identity
(6.13) KB(z, ζ) :=
IY −B(z)B(ζ)∗
1− zζ
= E(I − zT )−1P−1(I − ζT ∗)−1E∗.
Proof. As remarked above, we are considering the problem AIPH(KS) with data
set {S, T, E, N, x} where S ≡ 0 and N = 0. Then, for x ∈ X , we have
〈Px, x〉 = lim
N→∞
〈
N−1∑
n=0
T ∗nE∗ET nx, x
〉
= lim
N→∞
〈
N−1∑
n=0
T ∗n(P − T ∗PT )T nx, x
〉
=〈Px, x〉 − lim
N→∞
‖P
1
2 TNx‖2.
and we conclude that ‖P
1
2TNx‖2 → 0 as N → ∞. The assumption that P > 0
implies that P
1
2 is invertible and we conclude that ‖TNx‖2 → 0 as well, i.e., that
T is strongly stable.
The fact that N = 0 yields that in the construction of the unitary colligation
U in (4.3)–(4.6), DV = X , ∆ = U and the isometry V is defined by the identity
V P
1
2 =
[
P
1
2 T
E
]
. Moreover, in the unitary colligation U we have B1 = 0, D11 = 0
and C2 = 0, and A and C1 can be computed explicitly as
A = P
1
2 TP−
1
2 , C1 = EP
− 12 .
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As T is strongly stable, we conclude that A is strongly stable as well. The unitary
colligation U then collapses to
(6.14) U =
A 0 B2C1 0 D12
0 D21 0

and Σ(z) has the form
Σ(z) =
[
Σ11(z) Σ12(z)
Σ21(z) Σ22(z)
]
=
[
0 D12 + zC1(I − zA)−1B2
D21 0
]
.
From the special form (6.14) of U, it follows that D21 and
[
A B2
C1 D12
]
are unitary.
As A is strongly stable, it is then well known that Σ12 is inner, OC1,A maps X
isometrically into the de Branges-Rovnyak space H(KΣ12) = H
2
Y ⊖ Σ12H
2
∆˜∗
, and
hence the operator
(6.15)
[
MΣ12 OC1,A
]
:
[
H2
∆˜∗
X
]
→ H2Y
is unitary. Note that the Redheffer transform RΣ reduces to
S(z) = RΣ[E ](z) = Σ12(z)E(z)D21 (z ∈ D).
Since S ≡ 0, we have S = RΣ[E ] when E ≡ 0. In fact, because Σ12 is inner and
D21 unitary, the Redheffer transform RΣ is one-to-one, and thus E ≡ 0 is the only
E ∈ S(∆,∆∗) with RΣ[E ] ≡ 0. Then H(KE) = H
2
∆∗
and the function G in (4.11)
is equal to Σ12, and thus is inner. To complete the proof, note that Γ = F
SP−
1
2
and x˜ = P−
1
2x, so that
Γ(z)x˜ =FS(z)P−
1
2P−
1
2x
=OE,TP
−1x = E(I − zT )−1P−1x = C1(I − zA)
−1x.
Thus (5.2) coincides with (6.12) with B = Σ12. The coisometric property of the
unitary operator (6.15) expressed in reproducing kernel form gives us
I − Σ12(z)Σ12(ζ)∗
1− zζ
=C1(I − zA)
−1(I − ζA∗)−1C∗1
=E(I − zT )−1P−1(I − ζT ∗)−1E∗
and we see that B := Σ12 is determined from the data set as in (6.13) in Theorem
6.2. 
7. Homogeneous interpolation and Toeplitz kernels
Let S ∈ S(U ,Y) be an inner function, i.e., MS ∈ L(H
2
U , H
2
Y) is an isometry.
ThenMSH
2
U is a closed, invariant subspace of the shift operatorMz on H
2
Y . By the
Beurling-Lax-Halmos theorem, this is the general form of a closed shift-invariant
subspace of H2Y . Moreover, the de Branges-Rovnyak space KS := H(KS) is the
orthogonal complement of MSH
2
U :
KS = H
2
Y ⊖MSH
2
U
and provides a general form for closed backward shift-invariant subspaces of H2Y .
Let, in addition, B ∈ S(W ,Y) be inner, so that we have shift invariant subspaces
MSH
2
U and MBH
2
W and backward shift invariant subspaces KS and KB of H
2
Y .
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Characterizations of the intersections MSH
2
U ∩MBH
2
W and KS ∩KB in terms of S
and B are well-known (see e.g., [32]). In this section we characterize the space
(7.1) MS,B := KS ∩MBH
2
W .
Let us introduce the operators T ∈ L(KB), E ∈ L(KB,Y), and N ∈ L(KB ,U)
by
T : h(z) 7→
h(z)− h(0)
z
, E : h→ h(0),(7.2)
N : h(z) =
∑
j≥0
hjz
j 7→
∑
j≥0
S∗j hj where S(z) =
∑
j≥0
Sjz
j.(7.3)
The operator T is strongly stable (i.e., lim
n→∞
T nh = 0 for each h ∈ X = KB) and
the pair (E, T ) is output-stable. With N defined in accordance with (6.5), the data
set D = {S,E,N, T,x = 0} is AIPH(KS)-admissible, by Lemma 6.1. Furthermore
the adjoint O∗E,T : H
2
Y → KB of the observability operator OE,T amounts to the
orthogonal projection PKB onto KB . Indeed, if h(z) =
∑
j≥0 hjz
j ∈ KB, then
ET jh = hj for j ≥ 0 and hence
(OE,Th)(z) =
∑
j≥0
(ET jh)zj =
∑
j≥0
hjz
j = h(z).
Therefore, for an f ∈ H2Y we have O
∗
E,T f = 0 if and only if f ∈ H
2
Y⊖KB = MBH
2
W .
It is now easily checked that the space (7.1) is characterized as
(7.4) MS,B =
{
f ∈ KS : O
∗
E,T f = 0
}
,
i.e., as the solution set of the (unconstrained) homogeneous problem OAPH(KS)
with the data set {S,E, T,x = 0}. The operator P defined by formulas (6.9) now
amounts to the compression of the operator IH2
Y
−MSM∗S to the subspace KB :
(7.5) P = IKB − PKBMSM
∗
S |KB .
Theorem 7.1. Given inner functions S ∈ S(U ,Y) and B ∈ S(W ,Y), let Σ =[
Σ11 Σ12
Σ21 Σ22
]
be the characteristic function of the unitary colligation U associated via
formulas (4.3)–(4.6) to the tuple {P, T,E,N} given in (7.2), (7.3), (7.5). Then the
space MS,B given by (7.1) is given explicitly as
(7.6) MS,B = G · H(KE)
where E is the unique function in S(U ⊕ ∆˜∗) such that S = RΣ[E ] and G(z) =
Σ12(z)(I − E(z)Σ22(z))−1. Furthermore MG is a unitary operator from H(KE)
onto MS,B.
Proof. The parametrization formula (7.6) follows from (7.4) upon applying The-
orem 5.1. The fact that in the present situation the Redheffer transform RΣ is
one-to-one was established in [27] (see also [30, Theorem 5.8]). Thus the parameter
E such that S = RΣ[E ] is uniquely determined. It is also shown in [30, Proposition
5.9] that
(7.7) Σ12(z) = B(z)Σ̂12(z)
where Σ̂12 is a ∗-outer function in S(∆˜∗,Y). From this identity and the definition
ofMS,B we see directly thatMS,B is contained in MBH
2
W . Secondly, we see from
the ∗-outer property of Σ̂12 and the factorization (7.7) of Σ12 that the operator of
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multiplication by G(z) = Σ12(z)(I−E(z)Σ22(z))−1 is injective. Since we know that
MG is a partial isometry, it now follows that MG : H(KE)→MS,B is unitary. 
Remark 7.2. One gets the same parametrization of MS,B in case S ∈ S(U ,Y) is
not inner.
As the following result indicates, spaces of the form MS,B come up in the de-
scription of kernels of Toeplitz operators. To formulate the result let us say that
the triple (S,B,Γ) is an admissible triple if
(1) S and B in S(Y) with Y finite-dimensional are inner (i.e., S and B assume
unitary values almost everywhere on the unit circle T), and
(2) Γ ∈ (H∞L(Y))
±1, i.e., both Γ and Γ−1 are in H∞L(Y).
We also need the following result from [7].
Theorem 7.3. (See [7, Theorem 4.1].) Let ǫ > 0 and suppose that Y ∼= Cn
is a finite-dimensional coefficient Hilbert space. Suppose also that Φu ∈ L∞L(Y)
has unitary values almost everywhere on T. Then there exists almost everywhere
invertible functions L,K ∈ H∞L(Y) with L
−1,K−1 in L∞L(Y) such that
Φu = L
∗K almost everywhere on T
and such that
‖L‖∞, ‖K‖∞, ‖L
−1‖∞, ‖K
−1‖∞ < 1 + ǫ.
For Φ a function in L∞L(Y), the associated Toeplitz operator TΦ on H
2
L(Y) is
defined by
TΦ(f) = PH2
Y
(Φ · f).
We consider such operators only for the case where Φ is invertible almost everywhere
on the unit circle and in addition detΦ∗Φ is log-integrable:∫
T
det (Φ(ζ)∗Φ(ζ)) |dζ| > −∞.
We are now ready to state our result concerning Toeplitz kernels. Here we use
the notation L∞
L(Y) to denote the space of essentially uniformly bounded measurable
L(Y)-valued functions on the unit circle T.
Theorem 7.4. Let the coefficient Hilbert space Y be finite-dimensional. A subspace
M⊂ H2Y has the formM = KerTΦ for some Φ ∈ L
∞
L(Y) with det Φ
∗Φ log-integrable
on T if and only if there is an admissible triple (S,B,Γ) so that M has the form
M = ΓB−1 ·MS,B := ΓB
−1 · (KS ∩MBH
2
Y).
Proof. Suppose that Φ ∈ L∞L(Y) with detΦ
∗Φ log-integrable. Then there exists an
outer function F ∈ H∞
L(Y) solving the spectral factorization problem
Φ(ζ)Φ(ζ)∗ = F (ζ)∗F (ζ) almost everywhere on T
(see e.g. [33]). If we set Φu := F
∗−1Φ, then Φu is unitary-valued on T and we have
the factorization Φ = F ∗Φu. By Theorem 7.3, we may factor Φu as
Φu = L
∗K
INTERPOLATION IN DE BRANGES-ROVNYAK SPACES 25
with L,K ∈ H∞
L(Y) and L
−1,K−1 ∈ L∞
L(Y). Let L = LiLo and K = KiKo be
the inner-outer factorizations of L and K (again we refer to [33] for details on
matrix-valued Hardy space theory). Then Φ has the representation
Φ = F ∗L∗oL
∗
iKiKo.
Suppose now that f ∈ H2Y is in KerTΦ. This condition can be equivalently
written as
F ∗L∗oL
∗
iKiKof ∈ H
2⊥
Y ,
or
L∗oL
∗
iKiKof ∈ F
∗−1H2⊥Y ∩ L
2
Y .
Since F−1 is an outer Nevanlinna-class function, it follows that F ∗−1H2⊥Y ∩ L
2
Y =
H2⊥Y and we are left with
L∗oL
∗
iKiKof ∈ H
2⊥
Y .
By a similar argument (even easier since L−1o is bounded), we deduce that, equiv-
alently, L∗iKiK0f ∈ H
2⊥
Y , or
KiKof ∈ LiH
2⊥
Y .
As KiKof ∈ H2Y , we actually have
(7.8) KiKof ∈ LiH
2⊥
Y ∩H
2
Y = KLi .
Clearly KiKof ∈ KiH
2
Y and hence (7.8) takes the sharper form
KiKof ∈ KLi ∩KiH
2
Y =:MLi,Ki.
Solving for f gives
f ∈ K−1o K
−1
i MLi,Ki = ΓB
−1 · MS,B
where we set (S,B,Γ) equal to the admissible triple (Li,Ki,K
−1
o ). Conversely, all
the steps are reversible: if f ∈ K−1o K
−1
i MLi,Ki , then f ∈ KerTΦ.
Conversely, suppose that (S,B,Γ) is any admissible triple. Define Lo ∈ (H∞L(Y))
±1
as any outer solution of the spectral factorization problem
LoL
∗
o = S
∗BΓ∗ΓB∗S
and set Φu = L
∗
oS
∗BΓ−1. Then one can check that Φu is even unitary-valued on T
and that KerTΦu = ΓB
−1 · MS,B. 
Theorem 7.4 combined with Theorem 7.1 leads to the following Corollary, where
the free-parameter space MS,B in Theorem 7.4 is replaced by the arguably easier
free-parameter space H(KE).
Corollary 7.5. Assume that the coefficient Hilbert space Y ∼= Cn has finite di-
mension. A subspace M ⊂ H2Y is a Toeplitz kernel, i.e., M = KerTΦ, for an
L∞L(Y)-function Φ pointwise-invertible on T with detΦ
∗Φ log-integrable if and only
if there is a function Γ ∈ (H∞L(Y))
±1, inner functions S and B in S(Y), a function
E in the Schur class S(W ,V) for some auxiliary Hilbert spaces W and V, and a
function G : D → L(W ,C) such that MG : g(z) 7→ G(z)g(z) maps the de Branges-
Rovnyak space H(KE) isometrically onto (H2 ⊖ S ·H2) ∩B ·H2, so that
M = ΓB−1G · H(KE).
Here the function G can be constructed explicitly from the pair (S,B) by applying
the construction in Theorem 7.1. In particular, there exist auxiliary coefficient
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Hilbert spaces W and V of dimension at most equal to dim(H2 ⊖ S ·H2) + 1 and a
function Σ =
[
Σ11 Σ12
Σ21 Σ22
]
∈ S(Y ⊕W ,Y ⊕ V) so that
G(z) = Σ12(z)(I − E(z)Σ22(z))
−1
S(z) = Σ11(z) + Σ12(z)(I − E(z)Σ22(z))
−1E(z)Σ21(z).
Proof. Simply plug in the representation of a spaceMS,B in Theorem 7.1 into the
parametrization of KerTΦ in Theorem 7.4. 
Remark 7.6. A subspaceM of H2 is said to be nearly invariant for the backward
shift M∗z if f(z)/z ∈ M whenever f ∈ M and f(0) = 0. In [25], Hitt obtained
the following characterization of almost invariant subspaces: a subspace M ⊂ H2
is nearly invariant if and only if there is an inner function u with u(0) = 0 and a
holomorphic function g on the disk D so that
(7.9) M = Mg · (H
2 ⊖MuH
2)
where g is such that the multiplication operator Mg : h(z) 7→ g(z)h(z) acts iso-
metrically from H2 ⊖MuH2 into H2. Theorem 0.3 from [21] characterizes which
functions g are such that Mg acts contractively from H
2 ⊖MuH2 into H2 for a
given inner function u with u(0) = 0: such a g must have the form
(7.10) g(z) = a1(z)(1− u(z)b1(z))
−1
for a function σ(z) =
[
a1(z)
b1(z)
]
in the Schur class S(C,C2). It is not hard to see that
Mg : H
2 ⊖MuH2 → H2 is isometric exactly when in addition
|a1(ζ)|
2 + |b1(ζ)|
2 = 1 for almost all ζ ∈ T
from which it follows also that ‖g‖2 = 1.
If one starts with g ∈ H2 of unit norm for which Mg : H
2 ⊖MuH
2 → H2 is
isometric, one can construct the representation (7.10) for g as follows. Let g have
inner-outer factorization g = ω · f with ω inner and f outer with f(0) > 0. Let F
denote the Herglotz integral of |f |2, i.e., for z ∈ D we set
F (z) =
∫
T
ζ + z
ζ − z
|f(ζ)|2
|dζ|
2π
.
The fact that ‖g‖22 = ‖f‖
2
2 = 1 implies that F (0) = 1; we also note that F (z) has
positive real part for z in D. If we then set b = F−1F+1 , then b is in the unit ball of
H∞ and satisfies b(0) = 0. The fact that Mg is isometric from H
2 ⊖MuH2 into
H2 forces b to be divisible by u, so we can factor b as b = ub1 with b1 in the unit
ball of H∞. Let a be the unique outer function with |a(ζ)|2 = 1−|b(ζ)|2 for almost
all ζ ∈ T and with a(0) > 0. Set a1(z) = ω(z)a(z). Then g has the representation
(7.10) with this choice of a1 and b1. The characterization of isometric multipliers
from H2 ⊖ MuH2 into H2 in this form together with the application to Hitt’s
theorem is one of the main results of Sarason’s paper [34]. A direct proof for the
special case where u(z) = z appears in [35, Lemma 2 page 488] in connection with
a different problem, namely, the characterization of Nehari pairs.
Following the terminology of [29], we say that pair of H∞ functions (a, b) is a
γ-generating pair if
(i) a and b are functions in the unit ball of H∞,
(ii) a is outer and a(0) > 0,
(iii) b(0) = 0, and
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(iv) |a|2 + |b|2 = 1 almost everywhere on the unit circle T.
Note that the pair of functions (a, b) appearing above in the representation (7.10)
(with a1 = ωa and b = ub1) is γ-generating.
It is not hard to see that the kernel of any bounded Toeplitz operator KerTφ ⊂
H2 with φ ∈ L∞ is always nearly invariant; hence any Toeplitz kernelM = KerTφ
is in particular of the form (7.9) as described above. The result of Hayashi in [24]
is the following characterization of which nearly invariant subspaces are Toeplitz
kernels: the subspace M ⊂ H2 is the kernel of some bounded Toeplitz operator Tφ
if and only if M has the form (7.9) with ω(z) = 1 for some γ-generating pair and
inner function u with u(0) = 0 subject to the additional condition that the function(
a
1−zub
)2
is an exposed point of the unit ball of H1. These results have now been
extended to the matrix-valued case in [16] and [17].
The paper [19] of Dyakonov obtains the alternative characterization of Toeplitz
kernels given in Theorem 7.4 for the scalar case; our proof is a simple adaptation
of the proof in [19] to the matrix-valued case, with the matrix-valued factorization
result from [7] (Theorem 7.3 above) replacing the special scalar-valued version of
the result due to Bourgain [14]. The advantage of this characterization of Toeplitz
kernels (as opposed to the earlier results of Hayashi [23] for the scalar case and of
Chevrot [17] for the matrix-valued case) is the avoidance of mention of H1-exposed
points (as there is no useable characterization of such objects). Moreover Dyakonov
formulates his results for subspaces of Hp rather than just H2; we expect that our
Theorem 7.4 extends in the same way to the Hp setting, but we do not pursue this
generalization here as Theorem 7.1 is at present formulated only for the H2 setting.
Note that our characterization of Toeplitz kernels (Corollary 7.5 above) brings us
back to the formulations of Hayashi and Sarason for characterizations of nearly in-
variant subspaces/Toeplitz kernels in two respects: (1) the characterization involves
a multiplication operator which is unitary from some model space of functions to
the space to be characterized, and (2) there is an explicit parametrization of which
such multipliers have this unitary property.
8. Boundary interpolation
In this section we consider a boundary interpolation problem in a de Branges-
Rovnyak space H(KS). For the sake of simplicity we focus on the scalar-valued
case; it is a routine exercise to extend the results presented here to the matrix-
or operator-valued case by using the notation and machinery from [10, 11, 12]. In
what follows, fj(z) =
f(j)(z)
j! stands for the j-th Taylor coefficient at z ∈ D of an
analytic function f . By fj(t0) we denote the boundary limit
(8.1) fj(t0) := lim
z→t0
fj(z)
as z tends to a boundary point t0 ∈ T nontangentially, provided the limit exists
and is finite.
The next theorem collects from the existing literature several equivalent char-
acterizations of the higher order Carathe´odory-Julia condition for a Schur-class
function s ∈ S
(8.2) lim inf
z→t0
∂2n
∂zn∂z¯n
1− |s(z)|2
1− |z|2
<∞,
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where now z tends to t0 ∈ T unrestrictedly in D.
Theorem 8.1. Let s ∈ S, t0 ∈ T and n ∈ N. The following are equivalent:
(1) s meets the Carathe´odory-Julia condition (8.2).
(2) The function ∂
n
∂ζ¯n
KS(·, ζ) stays bounded in the norm of H(KS) as ζ tends
radially to t0.
(3) It holds that
(8.3)
∑
k
1− |ak|2
|t0 − ak|2n+2
+
∫ 2π
0
dµ(θ)
|t0 − eiθ|2n+2
<∞
where the numbers ak come from the Blaschke product of the inner-outer
factorization of s:
s(z) =
∏
k
a¯k
ak
·
z − ak
1− za¯k
· exp
{
−
∫ 2π
0
eiθ + z
eiθ − z
dµ(θ)
}
.
(4) The boundary limits sj := sj(t0) exist for j = 0, . . . , n and the functions
(8.4) Kt0,j(z) :=
zj
(1− zt0)j+1
− s(z) ·
j∑
ℓ=0
zj−ℓsj
(1− zt0)j+1−ℓ
(j = 0, . . . , n)
belong to H(Ks).
(5) The boundary limits sj := sj(t0) exist for j = 0, . . . , n and the function
Kt0,n(z) defined via formula (8.4) belongs to H(Ks).
(6) The boundary limits sj := sj(t0) exist for j = 0, . . . , 2n + 1 and are such
that |s0| = 1 and the matrix
(8.5) Psn(t0) :=
 s1 · · · sn+1... ...
sn+1 · · · s2n+1
Ψn(t0)
 s0 . . . sn. . . ...
0 s0

is Hermitian, where the first factor is a Hankel matrix, the third factor is an
upper triangular Toeplitz matrix and where Ψn(t0) is the upper triangular
matrix given by
(8.6) Ψn(t0) = [Ψjℓ]
n
j,ℓ=0 , Ψjℓ = (−1)
ℓ
(
ℓ
j
)
tℓ+j+10 , 0 ≤ j ≤ ℓ ≤ n.
(7) For every f ∈ H(Ks), the boundary limits fj(t0) exist for j = 0, . . . , n.
Moreover, if one of the conditions (1)–(7) is satisfied, and hence all, then:
(a) The matrix (8.5) is positive semidefinite and equals
(8.7) Psn(t0) =
[
〈Kt0,i, Kt0,j〉H(Ks)
]n
i,j=0
.
(b) The functions (8.4) are boundary reproducing kernels in H(Ks) in the sense
that
(8.8) 〈f, Kt0,j〉H(Ks) = fj(t0) := limz→t0
f (j)(z)
j!
for j = 0, . . . , n.
Proof. Equivalences (1)⇐⇒(4)⇐⇒(5), implication (5)=⇒(6) and statements (a)
and (b) were proved in [10]; implication (6)=⇒(1) and equivalence (1)=⇒(7) appear
in [13] and [12], respectively. Equivalence (1)⇐⇒(7) was established in [1] for s
inner and extended in [22] to general Schur class functions. Equivalence (2)⇐⇒(7)
was shown in [36, Section VII]. 
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Theorem 8.1 suggests a boundary interpolation problem for functions in H(Ks)
with data set
(8.9) Db = {s, t,k, {fij}},
consisting of two tuples t = (t1, . . . , tk) ∈ Tk and n = (n1, . . . , nk) ∈ Nk, a doubly
indexed sequence {fij} (with 0 ≤ j ≤ ni and 1 ≤ i ≤ k) of complex numbers and
of a Schur-class function s subject to the Carathe´odory-Julia conditions
(8.10) lim inf
z→ti
∂2ni
∂zni∂z¯ni
1− |s(z)|2
1− |z|2
<∞ for i = 1, . . . , k,
or one of the equivalent conditions from Theorem 8.1.
We consider the problem BPH(Ks): Given a date set (8.9) satisfying (8.10), find
all f ∈ H(Ks) such that ‖f‖H(Ks) ≤ 1 and
(8.11) fj(ti) := lim
z→ti
f (j)(z)
j!
= fij for j = 0, . . . , ni and i = 1, . . . , k.
According to Theorem 8.1, conditions (8.10) guarantee that all the boundary
limits in (8.11) exist as well as the boundary limits
(8.12) sij := sj(ti) for j = 0, . . . , 2ni + 1 and i = 1, . . . , k.
We let N =
∑k
i=1(ni + 1) denote the total number of interpolation conditions in
(8.11) and we let X = CN . With the data set (8.9), we associate the matrices
(8.13) T =
 T1 0. . .
0 Tk
 and
 EN
x∗
 =
 E1 E2 . . . EkN1 N2 . . . Nk
x∗1 x
∗
2 . . . x
∗
k
 ,
where
(8.14) Ti =

t¯i 1 . . . 0
0 t¯i
...
...
. . .
. . . 1
0 . . . 0 t¯i
 and
 EiNi
x∗i
 =
 1 0 . . . 0si,0 si,1 . . . si,ni
f i,0 f i,1 . . . f i,ni
 .
Now we define the function F s by formula (1.5) with E, T and N given by (8.13)
and (8.14), and show that F s can be expressed in terms of boundary kernels as
(8.15) F s(z) := (E − s(z)N)(I − zT )−1 =
[
Kt1,n1(z) . . . Ktk,nk(z)
]
where
(8.16) Kti,ni(z) =
[
Kti,0(z) Kti,1(z) . . . Kti,ni(z)
]
for i = 1, . . . , k,
and where the functions Kti,j are the boundary kernels defined via formula (8.4).
Indeed, it follows from definitions (8.14) that
(8.17)
[
Ei
Ni
]
(I − zTi)
−1
=

1
1− zt¯i
. . .
zni
(1− zt¯i)ni+1
si,0
1− zt¯i
. . .
ni∑
ℓ=0
si,ℓz
ni−ℓ
(1− zt¯i)ni+1−ℓ
 .
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Multiplying the latter equality by
[
1 −s(z)
]
on the left and taking into account
(8.16) and explicit formulas (8.4) for Kti,j we obtain
(8.18) (Ei − s(z)Ni) (I − zTi)
−1
= Kti,ni(z),
and equality (8.15) now follows from the block structure (8.13) of T , E and N .
Now we will show that the problem AIPH(KS) with the {s, T, E,N,x} taken in
the form (8.13), (8.14) is equivalent to the problem BPH(Ks). We first check that
the data is AIP-admissible.
The first requirement is self-evident since all the eigenvalues of T fall onto the
unit circle and therefore (I − zT )−1 is a rational functions with no poles inside D.
However, it is worth noting that the pair (E, T ) is not output-stable and soBPH(Ks)
cannot be embedded into the scheme of the problem OAPH(Ks) of Section 6. To
verify that the requirements (2) concerning F s are also fulfilled, we first observe
from (8.15) and (8.16) that for a generic vector x = Col1≤i≤k Col0≤j≤ni xij in X ,
(8.19) F s(z)x =
k∑
i=1
ni∑
j=0
Kti,j(z)xij .
Now it follows from statement (3) in Theorem 8.1 that the operator MF s maps X
into H(Ks).
Furthermore, due to (8.19), the operator P = M
[∗]
F sMF s admits the following
block matrix representation with respect to the standard basis of X = CN :
(8.20) P = [Pij ]
k
i,j=1 where Pij =
[
〈Kti,ℓ, Ktj,r〉H(Ks)
]r=0,...,nj
ℓ=0,...,ni
and the explicit formulas for Pij in terms of boundary limits (8.12) are (see [11] for
details):
(8.21) Pij = Hij ·Ψnj (tj) ·
 sj,0 . . . sj,nj. . . ...
0 sj,0

where Ψnj (tj) is defined via formula (8.6), where Hii = [si,ℓ+r+1]
ni
ℓ,r=1 is a Hankel
matrix and where the matrices Hij (for i 6= j) are defined entry-wise by
[Hij ]r,m =
r∑
ℓ=0
(−1)r−ℓ
(
m+ r − ℓ
m
)
si,ℓ
(ti − tj)m+r−ℓ+1
−
m∑
ℓ=0
(−1)r
(
m+ r − ℓ
r
)
sj,ℓ
(ti − tj)m+r−ℓ+1
(8.22)
for r = 0, . . . , ni and m = 0, . . . , nj . It was shown in [11] that the matrix P of the
above structure satisfies the Stein identity (1.7), with T , E and N given by (8.13),
(8.14), whenever P is Hermitian. This works since in the present situation, P is
positive semidefinite. Thus, the data set {s, T, E,N,x} is AIP-admissible.
By the reproducing property (8.8), representation (8.18) implies that for every
f ∈ H(Ks),
〈M
[∗]
F sf, x〉X = 〈f, MF sx〉H(Ks) =
k∑
i=1
ni∑
j=0
fj(ti)xij .
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On the other hand, for x defined in (8.15) and (8.16),
〈x, x〉X =
k∑
i=1
ni∑
j=0
fi,jxij .
It follows from the two last equalities that interpolation conditions (8.11) are equiv-
alent to the equality
〈M
[∗]
F sf, x〉X = 〈x, x〉X
holding for every x ∈ X , i.e., the equality M
[∗]
F sf = x holds. We now conclude that
the problem AIPH(KS) with the data set {s, T, E,N,x} taken in the form (8.13),
(8.14) is equivalent to the BPH(Ks). Thus, the problem BPH(Ks) has a solution if
and only if P ≥ xx∗ where P is defined in terms of boundary limits (8.12) for s as
in (8.21) and where x is defined in (8.13), (8.14). If this is the case, the solution
set for the problem BPH(Ks) is parametrized as in Theorem 5.1.
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