Abstract. Image segmentation and its performance evaluation are very difficult but important problems in computer vision
Introduction
By partitioning an image into a set of disjoint segments, image segmentation leads to more compact image representation. As the central step in computer vision and image understanding, image segmentation has been extensively investigated in the past decades, with a large number of image segmentation methods developed. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] Reliable segmentation performance evaluation for quantitatively positioning the state-of-the-art in image segmentation is extremely important. In many prior works, segmentation performance is usually evaluated by subjectively or objectively judging several sample images. [11] [12] [13] [14] [15] [16] Such evaluations on a small number of sample images lack statistical meanings and may not be generalized to other images and applications. To address this problem, it has been agreed that a benchmark, which includes a large set of test images and some objective performance measures, is necessary for segmentation evaluation. 17 For benchmark-based image segmentation evaluation, 17, 18 we usually desire two important properties: objectivity and generality. Good objectivity means that all the test images in the benchmark should have an unambiguous ground-truth segmentation so that the segmentation evaluation can be conducted objectively. Good generality means that the test images in the benchmark should have a large variety so that the evaluation results can be extended to other images and applications. Unfortunately, there exists a well-known dilemma between objectivity and generality in benchmark-based segmentation evaluation: On the one hand, by collecting a large variety of test images that are not associated to specific applications, the ground-truth segmentation of many images may not be unambiguously and uniquely defined, 17 as illustrated in Fig. 1 ; on the other hand, by restricting the segmentation evaluation to a certain category of images and/or to a specific application ͑e.g., locating faces in photos͒, the evaluation results may not be applicable to other applications, although the well-defined ground-truth and segmentation-performance measures are available.
The goal of this paper is to develop a new image segmentation benchmark by seeking a better balance between objectivity and generality in evaluating image segmentation. Particularly, we specify the goal of image segmentation as extracting a single salient object in the image. In this formulation, the ground truth is a semantic feature of the object represented by a closed boundary that can be more easily and unambiguously constructed for many natural images, as shown in Fig. 1͑b͒ . By treating the salient object as the foreground figure, and the remaining portion as the background, such a formulation is usually referred to as figure-ground segmentation in the prior literature. For convenience, we will continue to use this terminology in this paper. However, it must be emphasized that the "background" in our test images, as discussed in detail later, has a more general meaning than a trivial background region of homogenous intensity or uniform texture as assumed in prior figure-ground segmentation literatures. Actually, the background segment may contain many other objects. With this formulation, we include a large variety of test images, which guarantees the generality of the proposed benchmark.
However, we need to address two important issues in applying this benchmark to evaluate various generalpurpose image segmentation methods. First, most available image segmentation methods are not specifically designed to extract a single salient object. Instead, they usually partition an image into more than two disjoint segments, as shown in Figs. 1͑c͒-1͑f͒, and the segmentation accuracy is usually dependent on the number of resulting segments. In this paper, we develop a special strategy and propose a new concept of "upper-bound" performance to address this problem. With this strategy, a good image segmentation is expected to accurately separate the ground-truth salient object from the background while keeping the number of resulting segments small. Based on this strategy, all five segmentations shown in Fig. 1͑b͒ -1͑f͒ might be good segmentations because all of them separate the groundtruth foreground and background into different segments. Second, many real images contain multiple objects, and the salient object is not unambiguously defined. Although, in our benchmark, we collect only the images with unambiguous, most salient objects and some trivial objects that are much less salient in the background, we expect that the images with multiple equally salient objects can also be included and evaluated in this benchmark. In this paper, we address this problem based on the same special strategy for "upper-bound" performance and extend the goal of image segmentation to separating a specified salient object from the background with a small number of segments. While general-purpose image segmentation might be formulated in different ways in different applications, we believe that the capability to separate salient objects from the background would be a more general measure for evaluating its performance. Such a formulation of image segmentation has many applications in computer vision tasks, such as content-based image retrieval, 19 visual surveillance, 20 and learning-based image segmentation algorithms. 21 In the remainder of this paper, Section 2 briefly reviews the related work on image segmentation evaluation and summarizes the contribution of this paper. Section 3 introduces the benchmark construction. Section 4 briefly introduces the five image segmentation methods evaluated in this paper. Section 5 describes the performance measure we used in evaluation. Section 6 reports the evaluation results of the selected methods on our benchmark. A brief conclusion is given in Section 7.
Related Work and Our Contribution
A large number of literature on the image segmentation evaluation have been developed in the past few decades. Most previous works are focused on developing better ways to measure the accuracy/error of the segmentation. Some of them ͑e.g., Refs. 22-24͒ do not require groundtruth image segmentation as the reference. In these methods, the segmentation performance is usually measured by some contextual and perceptual properties, such as the homogeneity within the resulting segments and the inhomogeneity across neighboring segments. For example, in Ref. 22 , the segmentation of an image sequence ͑video͒ is evaluated by checking the homogeneity of the resulting segments.
Most of the prior image segmentation evaluation methods, however, need a ground-truth segmentation of the considered image, and the performance is measured by calculating the discrepancy between the considered segmentation and the ground-truth segmentation. [11] [12] [13] [14] [15] [25] [26] [27] [28] [29] [30] [31] [32] Since the construction of the ground-truth segmentation for many real images is labor-intensive and sometimes not well or uniquely defined, most prior image segmentation methods are only tested on ͑1͒ some special classes of images used in special applications where the ground-truth segmentations are uniquely defined, ͑2͒ synthetic images where ground-truth segmentation is also well defined, and/or ͑3͒ a small set of real images.
For examples, in Ref. 25 , a performance measure is developed to evaluate the medical image segmentation, where the test images are synthesized according to a medical imaging model. In Ref. 28 , the segmentation of some special Fig. 1 The figure-ground segmentation is usually better defined than the general-purpose segmentation: ͑a͒ A sample image; ͑b͒ the unambiguous ground truth in the figure-ground segmentation; ͑c-f͒ four different ground-truth segmentations produced by different people in the general-purpose segmentation, i.e., partitioning the image into an unfixed number of segments.
medical images are evaluated with ground-truth segmentations extracted by multiple expert observers. The 26 suggest a performance measure based on two distortion rates of the resulting segments to treat both underdetected and overdetected pixels. Experiments are conducted only on several simple binary synthetic images. Cavallaro et al. 27 develop a performance measure that combines both objective and perceptual errors and use it to evaluate the segmentation of a sequence of images with manually labeled segmentation. Freixenet et al. 30 propose a performance measure that combines boundary and region information and test several image segmentation algorithms on some synthetic data and several special classes of images in the USC-SIPI database. Different from these methods, this paper presents a benchmark for evaluating general-purpose image segmentation methods on a large variety of real images with welldefined objects as the ground truth. It is a continued study of our previous work 35 with a more thorough investigation of performance variation resulting from different parameter settings in 5 well-known, region-based segmentation methods. The work most related to ours is the Berkeley image segmentation benchmark. 17 The Berkeley benchmark contains more than 1000 various natural images. Since the ground-truth segmentation may not be well and uniquely defined, each test image in the Berkeley benchmark is manually segmented by a group of people. Given nonunique ground truths, this benchmark develops a global consistency error ͑GCE͒ and a local consistency error ͑LCE͒ for measuring the segmentation accuracy. These two measures tolerate unreasonable refinement of the ground truth, i.e., if the segmentation is a refined version of the ground truth, or vice versa, the segmentation error is zero. Therefore, trivial segmentations, where each segment only contains one pixel or the whole image is a single segment, always produce "perfect" 100% segmentation accuracy in this benchmark.
Different from the Berkeley benchmark, this paper constructs a single ground truth of the object representation for each test image by extracting a salient object from this image. We then only collect images with some identifiable salient object into the benchmark. The contributions of this paper can be summarized as 
Test-Image Database Construction
As the first stage of the benchmark construction, we collected 1023 real natural images from Internet, digital photos, and some well-known image databases such as Corel. We carefully examined each image before including it into the database. A particular requirement is that each image contains a salient foreground object that is unambiguous in human visual perception. Object saliency, which is characterized by closure, proximity, and continuity, plays a very important role in perception and recognition of objects.
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The ground-truth segmentation can be easily constructed by manually extracting the closed boundary of this salient object. To make this benchmark suitable for evaluating a large variety of image segmentation methods, color information is removed and all the images are unified to 256-bit grayscale images in PGM format, with a size in the range of 80ϫ 80 to 200ϫ 200. We hired two computer science undergraduate students to build this test-image database. They use the following strategy to decide whether to include an image into the database. First, both of them look at the considered image and select the most salient object independently. Second, if both of them select the same object without any reservation, this image will be included in the database. Otherwise, if they choose different objects or either has reservations in determining the most salient object, this image will not be included. After one image is decided to be included into the database, they work together to construct a single groundtruth segmentation by extracting the closed boundary of the identified salient object. Figure 2 demonstrates several sample images and their ground truths in the current image database. Note that we intentionally collect images with various foreground objects ͑such as human, animal, vehicle, building, etc.͒ and various backgrounds. Also note that, in the collected images, the salient object may not be the only object in the image, and the background may contain some objects that are not as perceptually salient as the foreground one. Certainly, the decision made by these two students may not always be psychophysically consistent with other people, i.e., some collected images, when presented to other viewers, may still result in a different foreground object. The only requirement is to pick one salient object and label it as the ground-truth foreground. We believe the ground truths constructed by these two students satisfy well this requirement.
Selected Image Segmentation Methods
Based on the above benchmark, we evaluate the following five image segmentation methods:
• Normalized-cut method ͑NC͒ 7 implemented by Shi and Malik. 37 • Efficient graph-based method ͑EG͒ 5 implemented by Felzenszwalb and Huttenlocher. 38 • Mean-shift method ͑MS͒ 2 implemented by Comaniciu and Meer. 39 • Ratio-cut method ͑RC͒ 10 implemented by Wang and Siskind. 40 • Watershed method ͑WS͒ 8 ͑Matlab implementation͒
Sample image segmentations resulting from these methods are shown in Fig. 3 . We chose these five methods based on three considerations: ͑1͒ They well represent different categories of image segmentation methods well; ͑2͒ all of them are relatively new methods and/or implementations that represent the current state-of-the-art of general-purpose image segmentation well; ͑3͒ the software implementations of these five methods are publicly available. In the following, we briefly overview these five methods.
Normalized-Cut Method (NC)
In NC, an image is modeled by a graph G = ͑V , E͒, where V is a set of vertices corresponding to image pixels and E is a set of edges connecting neighboring pixels. The edge Sample image segmentation results using the five selected methods at different parameter settings. ͑a͒ Original image; ͑b͒ ground truth; ͑c͒ EG segmentation. The eight results ͑from left to right, from top to bottom͒ are obtained by setting parameter S to 20%, 10%, 4%, 2%, 1%, 0.5%, 0.25%, and 0.125%, respectively. The segmentation parameters are explained in Section 6.2. ͑d͒ MS segmentation. Parameter S is the same as the one in ͑c͒. ͑e͒ NC segmentation. Parameter k is set to 2, 5, 10, 20, 40, 80, 160, and 320, respectively. ͑f͒ Watershed segmentation. The varying parameter is the Gaussian smoothing filter standard deviation 40, 35, 30, 25, 20, 15, 10, 5 . ͑g͒ RC segmentation. The number of regions is set to 1, 2, 3, 4, 5, 6, 7, and 8, respectively. These parameter settings are obtained from the experimental study and will be discussed in Section 6.
weight w͑u , v͒ describes the affinity between two vertices u and v based on their intensity similarity and spatial proximity. Using this graph model, segmenting an image into two segments corresponds to a graph cut ͑A , B͒, where A and B are the vertices in two resulting subgraphs. In NC, the segmentation cost is defined by Ncut͑A,B͒ = cut͑A,B͒ assoc͑A,V͒ + cut͑A,B͒ assoc͑B,V͒ , ͑1͒
where cut͑A , B͒ = ͚ uA,vB w͑u , v͒ is the cut cost of ͑A , B͒ and assoc͑A , V͒ = ͚ uA,vV w͑u , v͒ is the association between A and V. NC segments the image by finding the cut ͑A , B͒ with the minimum cost in Eq. ͑1͒. Since this is a NP-complete problem, a spectral graph algorithm was developed to find an approximate solution. This algorithm can be easily repeated on the resulting subgraphs to get more segments. In the NC method, the most important parameter is the number of regions to be segmented. In our evaluation, we are going to vary this parameter to measure its performance.
Efficient Graph-Based Method (EG)
Similar to NC, EG 5,38 adopts a graph model and finds evidence of a boundary between two segments based on the intensity difference across the boundary and the intensity differences within each segment. However, the intensity difference within a segment is defined as the largest edge weight of the minimum spanning tree built from this segment, and the intensity difference across the boundary is defined as the minimum edge weight that connects these two segments. EG takes only O͑n log n͒ computational time to segment an n-pixel image. In the adopted implementation, 38 there are three free parameters: a smoothing factor that is related to the Gaussian smoothing scales; a constant parameter K that controls how coarsely or finely an image is segmented; and a parameter S that constrains the minimum area of the resulting segments. Varying S usually results in a different number of segments. In our evaluation, we fix the smoothing factor to its default value and vary K and S to measure the segmentation performance.
Mean-Shift Method (MS) MS
2,39 is a data-clustering method that searches for the local maximal density points and then groups all the data to the clusters defined by these maximal density points. When used for image segmentation, each pixel x i , i =1, ... ,n, in the image is treated as an input data, and the density at point x is estimated by
where h is the bandwidth parameter, d is the data dimensionality, c is a normalization constant, and K͑·͒ is the density estimation kernel. In the implementation of the meanshift method, 39 the uniform kernel is used. To locate a local maximum of the density, an initial point y 1 is selected and then successively updated by
With these local maximal density points, the image can be segmented into regions by grouping each pixel to its corresponding local maximal density point. In the adopted implementation, 39 there are mainly three free parameters: the spatial bandwidth H s ; the range bandwidth H r ; and the minimum segment area S, which has the same meaning as the one in EG. Since all the test images in our benchmark are gray-level images, the range bandwidth H r , which is mainly related to the color channels, is fixed to its default value. The bandwidth H s determines the resolution in selecting the local maximal density points. In other words, H s controls the number of resulting segments.
Ratio-Cut Method (RC) RC
10,40 is another graph-based image segmentation method. As in NC, an image is modeled by a graph G = ͑V , E͒ in RC, where V is a set of vertices corresponding to image pixels and E is a set of edges connecting neighboring pixels. Particularly, the 4-connectivity neighboring system is used in edge construction to make G a planar graph. The edge weight w͑u , v͒ is defined in a similar way to the ones defined in NC so that it describes the affinity between two vertices u and v based on their intensity similarity and spatial proximity. Then the image segmentation is formulated as finding a graph cut ͑A , B͒ to minimize the segmentation cost Rcut͑A,B͒ = cut͑A,B͒ assoc͑A,B͒ , ͑2͒
where cut͑A , B͒ and assoc͑A , B͒ are defined in the same way as in NC. RC segments the image by finding the cut ͑A , B͒ with the minimum cost in Eq. ͑2͒. In Ref. 10 , a polynomial-time algorithm is developed to find the minimum-cost ratio cut in a globally optimal fashion. Similar to NC, this algorithm can be repeated on the resulting subgraphs to get more segments. The most important parameter is the number of regions to be segmented. In our evaluation, we are going to vary this parameter to measure its performance.
of Matlab 7. However, the Matlab implementation of the watershed transform is very sensitive to image noise and usually produces over segmented regions. To solve this problem, we first smooth images with Gaussian smoothing filters of different scales before applying the watershed transform. By varying the parameter of Gaussian filters, we can segment an image into a target number of regions.
Performance Measure
To evaluate segmentation using this benchmark, the most desirable form of segmentation output is certainly a figureground-style segmentation, i.e., the image is partitioned into two segments, with one as the foreground and the other as the background. However, in most cases, the segmentation methods produce more than two regions. All the methods partition an image into a set of disjoint segments without labeling the foreground and background. Consequently, we develop a region-merging strategy so that they can be fairly evaluated in the benchmark. Suppose the segments in an image I are ͕R 1 , R 2 , ... ,R n ͖. R i പ R j = for i j, and ഫ i=1 n R i = I. In this case, the groundtruth foreground segment corresponds to a subset of the disjoint segments. To evaluate these methods in our benchmark, we apply a strategy to merge the segments and then use the merged region as the detected foreground object. For each segment R i in an image, we count it into the foreground R if it has more than 50% overlap with the ground-truth foreground A in terms of the area, i.e.,
where
ͮ .
An example of using this merging strategy for performance evaluation is illustrated in Fig. 4͑c͒ . Here the image Fig. 4͑a͒ is segmented into 5 regions:͕R 1 , R 2 , R 3 , R 4 , R 5 ͖, and the ground truth A is given in Fig. 4͑b͒ . Considering the above criterion for merging image regions, only R 3 is selected in R.
Note that in the merging process, we find the best subset of image segments with the assumption that both the shape and the location of the ground-truth object A are known. In real applications like video surveillance and content-based image retrieval, the location and the shape of the objects are unknown. Therefore, a postprocess has to be developed to determine whether one specific segmented region should be selected as part of the "detected object."
Consider the problem we mention in Section 1-many real images contain multiple salient objects in which the most salient one may not be unambiguously defined from the human perception. From the above analysis, we can still include such images in the database and simply label all salient objects to construct the ground truths. Applying the same evaluation process on each ground truth one by one, we should get a similar result on each ground truth. However, in such a situation, some segmented regions may overlap with more than two ground truths. We have to analyze the overall performance on all ground truths. This complicates our analysis of the segmentation results. With our benchmark settings, we only consider the situation that one salient object exists in each image.
The basic performance measure we implement for this benchmark is the Jaccard coefficient, 43 which measures the region coincidence between the segmentation result and the ground truth. Specifically, let the region A be the groundtruth foreground object and the region R be the merged segments derived from the segmentation result using the region-merging strategy. We define the region-based segmentation accuracy as
where ͉ · ͉ is the operation of computing the region area. Different from the region-coincidence-based GCE and LCE measures used in the Berkeley benchmark, this measure has no bias to the segmentation that produces overly large or small number of segments. The numerator, ͉R പ A͉, measures how much the ground-truth object is detected. The denominator, ͉R ഫ A͉, is a normalization factor that normalizes the accuracy measure to the range of ͓0,1͔. With this normalization factor, the accuracy measure penalizes the error of detecting irrelevant regions as the foreground segments ͑false positives͒. This region-based measure is insensitive to small variations in the ground-truth construction and incorporates the accuracy and recall measurement into one unified function: This measure involves both false positives and false negatives. Figure 4 shows sample segmentation results and their segmentation accuracy using the proposed strategy. Note that the segmentation accuracy mentioned above only provides an upper bound of the segmentation performance by assuming an ideal postprocess of region merging for applications without a priori known exact ground truth. For the extreme case where each pixel is partitioned as a segment, the upper-bound performance obtained is a meaningless value of 100%. This is a little similar to the GCE and LCE measures developed in the Berkeley benchmark. But the difference is that GCE and LCE also result in meaningless high accuracy when too few segments are produced, such as the case where the whole image is partitioned as a single segment. In this paper, we always set the segmentation parameters to produce a reasonably small number of segments when applying the strategy to merge the image regions. For simplicity, we always refer to "upper-bound performance" as "performance" in later sections when there is no confusion.
Evaluation Results
In this section, we empirically evaluate the performance of NC, EG, MS, WS, and RC on the proposed benchmark. We first show and compare the performance of these methods and the effects of their respective parameters. Then we show the relation between the performance and the number of segments in each method. We also reveal the correlation among these methods and investigate the performance by choosing the best segmentation method ͑out of these five methods͒ for each individual image.
Performance Curve
In this section, we show the segmentation performance using a cumulative-performance histogram curve p͑x͒ : ͓0,1͔ → ͓0,1͔ ͑or performance curve in short͒, which describes the performance distribution on all 1023 images. In this curve, x represents the proportion of images, and p͑x͒ indicates the segmentation accuracy defined in Section 5. A specific point ͑x , p͑x͒͒ along this curve indicates that 100· x percent of the images are segmented with an accuracy lower than p͑x͒. Equivalently, this also means that 100· ͑1 − x͒ percent of the images produce segmentations with accuracy better than p͑x͒. Using a new segmentation method or a segmentation-parameter setting certainly will produce a new performance curve. Clearly, the higher a performance curve in the Cartesian coordinate system, the better the performance of the corresponding segmentation method and the parameter setting will be.
In this section, we also show the average performance p on all 1023 images in some tables. From the performance curve, the average performance can be derived by p = ͐ 0 1 p͑x͒dx, and p͑0.5͒ is the median performance on all images. Clearly, the cumulative-performance histogram curve p͑x͒, 0Յ x Յ 1, describes the performance distribution on all images and therefore conveys more information than the average performance p. The performance curve is continuous and monotonically nondecreasing. Two segmentation methods can have the same average performance but drastically different performance curves.
Segmentation Performance with Varied Parameter Settings

Efficient-graph method (EG)
The EG has two main parameters: K, which controls the splitting process of a segment, and S, which constrains the minimum area of each resulting segment. Table 1 shows that the parameter K affects the performance less than S does and the most appropriate value of K appears to be 100. For all tested values of K, the average performance p increases as the minimum region area S decreases. However, when S gets very small, p reaches a limit and cannot be improved any further. We can find in Table 1 that S is the dominant parameter in EG. Figure 5͑a͒ shows the performance curves resulting from varied S. The parameter K is fixed as 100. To make S invariant to the image size, we redefine S to be the ratio of the minimum allowed segment area to the total image area. We can clearly see the limit of p͑x͒ resulting from the decreased S. Even when we set S to be the minimal value S min that allows single-pixel segments, p͑x͒ 1 because the parameter K keeps an image from being overly segmented into individual pixels. In fact, we found that, when S is set to be the minimal value, the average number of produced segments in an image is around 500, which is too many for most applications. Figure 5͑a͒ also shows that, when S Ͻ 1% ͑of the image area, as redefined above͒, the performance curve p͑x͒ moves up only marginally with the decreasing S. Table 1 and Fig. 5͑a͒ suggest that an appropriate value of Sis 1% and the performance curve p͑x͒ well approaches the limit when S = 0.25%. In that case, the expected number of produced segments is 60.
Mean-shift method (MS)
The MS method has two main parameters: the level of resolution H s and the minimum allowed segment area S. Similar to the EG, S is measured as the percentage of the image area. Table 2 shows the average performance p when setting different values for H s and S. It indicates that the minimum allowed segment area S affects the performance p much more than H s does. A better performance can usually be achieved when H s is 1. Similar to EG, there exists a performance limit in MS because other parameters prevent an image to be segmented into individual pixels. Figure  5͑b͒ shows the performance curves p͑x͒ with varied S and a fixed H s = 1. Particularly, the performance curve p͑x͒ reaches the limit when the average number of produced segments is more than 2000. When the average number of produced segments gets over 24 ͑corresponding to S Ͻ 1%͒, the performance curve moves up much more slowly. This suggests that, in this benchmark, it is appropriate to produce 10-100 segments when using MS, with a reasonable value of 40.
Normalized-cut method (NC)
In NC, we vary the parameter k, the target number of segments. The maximum possible value of k is the total num- ber of pixels; in that case p͑x͒ϵ1, x ͓0,1͔. As shown in Fig. 5͑c͒ , while the curve p͑x͒ moves up ͑not surprisingly͒ as k increases, it does not move up in a linear way in terms of the increase of k. The largest move-up of p͑x͒ happens when k increases from 2 to 5, and after that the move-up of p͑x͒ is not substantial even if we increase k logarithmically. While a larger k improves the upper-bound performance p͑x͒, such an upper bound becomes more difficult to achieve because of the required postprocessing of region merging. Thus, we need to find an appropriate k by seeking 5 The performance curves of the five image segmentation methods on the 1023 images in the database. ͑a͒ Efficient graph ͑EG͒; ͑b͒ mean-shift ͑MS͒; ͑c͒ normalized cut ͑NC͒; ͑d͒ watershed ͑WS͒; ͑e͒ ratio-cut ͑RC͒. In ͑a͒ and ͑b͒, the parameter is the minimum allowed segment area S. In ͑d͒, the parameter is in Gaussian filters. In ͑e͒, the varied parameter is the target number of regions. In ͑c͒ and in the parentheses of other subfigures, we show the average number of regions corresponding to the parameters.
a compromise. From the experimental results shown in Fig.  5͑c͒ , we suggest selecting k to be less than 160, with 40 being the expected value when using NC on this benchmark.
Watershed method (WS)
The watershed transform usually leads to over segmentation of images due to image noise and other local irregularities. To overcome this problem, researchers have proposed many strategies such as region merging, 44 markercontrolled watershed segmentation, 8, 41 hierarchical segmentation, 45 and multiscale segmentation. 46 In our evaluation, we use the Matlab function of watershed transform. To achieve segmentations with different number of segments, we adopt a strategy that is similar to that of the multiscale segmentation. 46 Before the watershed transform, each image is smoothed using a Gaussian filter of different scales. This preprocessing suppresses image noise and reduces the number of segments produced by the watershed transform. In the Gaussian filters, we vary the filter size N and the standard variation . Particularly, we set N = 8 5 + 1; and Fig. 5͑d͒ shows the performance of the WS with different Gaussian smoothing filters.
Ratio-cut method (RC)
The ratio-cut package 40 contains several parameters. In our experiment, we first use the default parameters to get a segmentation that is usually an oversegmentation of the input image. In this process, the ratio-cut algorithm iteratively partitions a segment into two subsegments until the ratio-cut cost is larger than a given threshold. The allowed range for this threshold is 0-765, and the default value of this threshold is 735. In this package, an iterative regionmerging algorithm is developed to reduce the number of segments; the merging criterion is as defined in Eq. ͑2͒. The varied parameter for the ratio cut in our experiment is the target number of segments for merging. Note that, in practice, we may not get the target number of segments through merging in some images where the initial number of segments is smaller than the target number. In our experiment, we vary this target number in the range of 2-320 and find that the actual obtained average number of segments on all 1023 images are correspondingly varied in the range 2-102, as shown in Fig. 5͑e͒. 
Performance Comparison
Comparison of the average performance
We first compare the average performance of different image segmentation methods. To make a fair comparison, we compare the average performance when images are segmented into the same number of segments. Table 3 shows the average performance p of these methods in terms of the number of produced segments. For EG and MS, the number of produced segments are controlled by the parameter S, i.e., the minimum allowed segment area. Therefore, we continuously vary S to achieve segmentation with a different number of segments. For NC, we directly control the number of segments for each image. For WS, we vary the Gaussian smoothing filter to achieve the target number of regions. For RC, we vary the target number of regions for each image.
From Table 3 , we can see that, in the proposed benchmark, the average performance of the four methods ͑EG, MS, NC, RC͒ is saliently better than WS for all selected numbers of segments. The performance of the EG, MS, NC, and RC are very close, although the EG and NC methods are slightly better than MS and RC in performance. For all five methods, the average performance increases with the increase in image segments. However, as mentioned above, this performance shown here is an upper-bound one: With the increase of the resulting segments, this upperbound performance becomes much more difficult to reach Table 2 The average performance of MS at different parameter settings. S min indicates the minimal value corresponding to the case of allowing single-pixel segment. through region merging. From this perspective, the upperbound performance derived from oversegmentation ͑more than 100 segments͒ is largely meaningless.
Performance vs. the number of segments
To further investigate the relation between the performance and the number of segments, we evaluated the average performance of the methods when different number of segments are produced. Figure 6 shows the trend of the average performance with the increase of the number of segments. We have two observations here: ͑1͒ A trade-off exists between the number of segments and the segmentation performance. Although the average performance is always monotonically increasing in all five methods, their increase speeds decrease when the number of segments gets big. For example, when the number of segments increases from 100 to 300 in the NC method, the average performance increases by only less than 0.03. Such an increase is almost meaningless, since an increase of 200 segments makes the postprocessing of region merging much more difficult and, therefore, this 0.03 increase of the upperbound performance may not be achieved at all in practice. ͑2͒ There exists a performance limitation in some segmentation methods. Theoretically, when each pixel is partitioned as a segment, a perfect performance of 1.0 is achieved. However, most image segmentation methods do not allow such trivial segmentation. For example, in EG, even when the minimum allowed segment is set to be 1 pixel, the parameter K prevents each pixel from being partitioned as a separate segment.
In Fig. 6 , we can also see that the NC method is slightly better than the other methods when fewer than 30 segments are produced. When 30-100 segments are produced, the performance of the EG and NC is close and is better than the performance of the other methods. As mentioned above, we usually have little interest when more than 100 segmentations are produced. Table 3 and Fig. 6 also suggest the appropriate choices for segmentation parameters. It shows that, for the images in this benchmark, EG, MS, and NC all reach reasonably good performance when images are segmented into no more than 80 segments. The experimental results show that the appropriate range of the number of segments is 10-100. Particularly, around 40 segments are expected to be the target for EG, MS, and NC. The performance curve of the RC appears to be more linear, and an appropriate number of segments is 100.
From Table 3 and Fig. 6 , we can surely draw the conclusion that the segmentation problem defined in this paper, i.e., separating one specified salient object from the background when partitioning an image into a relatively small number of segments, is far from solved with the state-ofthe-art segmentation methods. Note that the performances discussed above are still the upper bounds that are usually difficult to reach in real applications. Also, remember that these 1023 images are carefully examined beforehand so that the human visual system is able to unambiguously extract the single ground-truth foreground object. From this perspective, we can see that there is still a long way to go to solve the general-purpose segmentation, where the ground truth may not be well defined.
Comparison of winning cases
To better compare the relative performance of different image segmentation methods, we also count the number of images on which one method outperforms the others. For example, if NC achieves the best performance on an image I j , we consider NC the winner on I j . For each method, we choose the best parameter setting from all the parameters we tested. We then count the number of winning images of each segmentation method and show the result in Table 4 . From Tables 3 and 4 , we can see that when fewer than 10 segments are produced, NC wins the most times among the five methods, especially at when 2 segments are performed; then NC performs better on almost half of the images ͑498͒. When targeting for more than 20 segments, EG wins more times than the other methods. Since the average performance of EG is very close to that of NC, it indicates that EG may win only marginally on most images. WS wins the fewest times and has the worst performance. Basically, for EG, MS, NC, and RC, there is no strong evidence ͑based on Tables 3 and 4͒ showing that one specific method is apparently superior to the others. In fact, their average performances are very similar when the number of segments is 80.
Several other reasons prohibit us from ranking the five segmentation methods: ͑1͒ Most performances listed here are estimations of upper bounds. Whether we can reach or approach the upper bound largely depends on specific applications; ͑2͒ many methods are not especially developed for the figure-ground-style segmentation formulated in this paper. Their performance may still be significantly improved if they are tuned to the figure-ground segmentation.
Combination of image segmentation
methods Besides evaluating and comparing the performance of individual image segmentation methods, it is also important to know whether and how these methods are statistically related. If these five methods can complement each other, then it would be worthwhile to further investigate ways to boost the performance by selecting the best segmentation method for different images. The experimental results can provide useful information regarding how much the combination of segmentation methods can improve performance. Such information can be used by learning-based segmentation algorithms. 21 To better understand the correlation of these methods, we pick the best method ͑out of the five test methods͒ for each individual image and investigate the performance. We call this virtual method the "combined method" and its performance the "combined performance." This combined performance indicates the best performance we can get by "ideally" combining these five methods. Therefore, it is the upper-bound performance of these five methods. Note that this "combined method" is not a real method and cannot be implemented in practice because it requires the ideal selection of the best method for each image. In this paper, we introduce the concept of the "combined method" only for the purpose of investigating the upper-bound performance of these five methods.
In combining the five methods, we specify the number of segments. Figures 7͑a͒-7͑e͒ show the performance of this combined method when the resulting segments are 2, 5, 10, 20, and 40, respectively. At a low number of segments ͑Յ20͒, we can see that the performance of the combined method is clearly better than the other methods; at large number of segments ͑e.g., 40͒, it is only slightly better than the best method, the efficient graph-based method ͑EG͒. This may indicate that the learning-based segmentation algorithm should consider not only image features, 21 but also the number of image segments to achieve the best image segmentation results.
Discussions and Conclusions
In this paper, we presented a new benchmark for evaluating image segmentation. In this benchmark, image segmentation is evaluated according to its capability of separating a specified salient structure from the background with a relatively small number of segments. We find a large variety of images that satisfy the requirements of this benchmark to guarantee the generality and construct ground-truth segmentations to guarantee the objectivity. We develop a new strategy and a new concept of "upper-bound" performance to address the problems that many images may contain multiple salient structures and that many image segmentation methods may partition an image into more than two segments. Currently, we have collected 1023 natural images for this benchmark. In this paper, we applied this benchmark to evaluate the performance of five state-of-theart image segmentation methods: the efficient graph-based method ͑EG͒, the mean-shift method ͑MS͒, the normalizedcut method ͑NC͒, the watershed method ͑WS͒, and the ratio-cut method ͑RC͒. We got the following observations and conclusions from the experiments.
1. Among the methods and the implementations we tested in the evaluation, WS has the worst performance using the proposed benchmark. It is clearly shown in Fig. 6 that WS is worse than the other methods, especially when the number of segments is over larger than 2. One possible reason is that the watershed transform is very sensitive to image noise so that many small segments are produced. An optimized watershed method may improve the performance. 2. When the number of image segments is less 20, NC outperforms the other methods. It is clearly shown in Fig. 6 and in Table 4 . When the images are segmented into two regions, RC achieves the secondbest performance. However, its performance quickly reduces to the second worst ͑only better than WS͒ when the number of segments is larger than 5. The performance of EG increases very quickly when the number of segments is getting large. It reaches the second-best position when the number of segments is 5. Among these five evaluated methods, MS achieves the median performance at different number of segments. 3. When the number of image segments is larger than 20, the performances of NC and EG are very close, with EG marginally better. As EG splits one segment into two according to the intensity differences across the boundary, it is better at locating object boundaries when the number of segments is getting large. However, an oversegmentation to too many regions will introduce the difficulty in merging image regions. 4. The experiments also show how the combination of different image segmentation method may improve the performance. As shown in Fig. 7 , the "combined" method is superior to all the individual methods. However, the performance gained by combining methods diminishes when the number of segments is getting large. When the images are segmented into a small number of regions ͑Յ10͒, it is worthwhile to investigate the strategy to combine different image segmentation methods. 5. Our experiments show that general-purpose segmentation is still a problem far from well solved. Based on our observation, a segmentation with a performance of 70% or above can capture the most of the object ͑see Fig. 4 for reference͒. If we consider 70% as a performance threshold above which the object can be considered as "detected," then the percentages of the objects that can be detected are 15%, 40%, 60%, 75%, and 88% when the images are segmented into 2, 5, 10, 20, and 40 regions, respectively. Without a merging process, all these methods cannot detect objects very well. We recommend the segment number to be set at 10 so that the objects can be detected from a majority of images.
This benchmark provides a new perspective to quantitatively evaluate image segmentation methods. It reflects the performance in some real applications. For example, in the content-based retrieval of image databases, it is very helpful to detect and extract the salient objects in the images. A large amount of the images in real image databases contain only one salient object ͑e.g., animal, plant, flower, building͒, and our performance evaluation reveals the object detection performance when different segmentation methods are applied to these images. In the application of video surveillance, the foreground object ͑car, human, etc.͒ needs to be segmented from the background ͑street, road, etc.͒. Our evaluation results can also, to some extent, reflect the performance of separating the foreground objects from background without resorting to motion and other domain specific features.
We make this benchmark publicly available to other researchers * and hope it will promote research on image segmentation and segmentation evaluation.
