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Abstract
Over the years, magnetic resonance (MR) imaging has become a fundamental part of
the diagnostic process in hospitals worldwide. While the underlying physics dates back
more than 60 years with the development of nuclear magnetic resonance, methods that
aim to accurately measure the multitude of parameters governing the signal formation
are still a topic of active research and developments today. The main aim of this work
is to explore the possibilities of developing quantification techniques based on a
particular type of MR acquisitions: balanced Steady-State Free Precession (bSSFP).
The first chapter briefly introduces the most relevant basic concepts of MR physics
that will serve as foundation for the development of the methods presented thereafter.
In the second chapter, a new method using multiple bSSFP scans is presented that aim
to achieve motion insensitive three-dimensional quantification of relaxation times and
thereby improve a recently published technique based on unbalanced gradient echo
acquisitions. The method is then evaluated both in phantoms and in vivo studies at
3T and the results discussed. These include an interesting bias of the method that
might provide useful insights into the underlying tissue micro-structure.
One the major challenges with bSSFP imaging is the presence of dark regions inside
the images, which are due to inhomogeneities in the main magnetic field. In the third
chapter, a new approach to address those issues is proposed, termed trueCISS, which
combines fast imaging using sparse sampling with compressed sensing reconstructions
and multi-parametric fitting, which ultimately allows the synthesis of artefact-free
images. Evaluation of the new method is done at 3T for the human brain.
Finally, an extension of the trueCISS technique is presented in chapter four, where the
process used to model the data to the signal equation is replaced by a novel algorithm
based on configuration theory, which is essentially a representation of the signal
formation processes in the Fourier domain. The improved trueCISS imaging method is
then successfully evaluated with measurements at ultra high field strengths such as 7T
and 9.4T which demonstrate the advantages of the new approach.

Zusammenfassung
Im Laufe der Jahre ist die Magnetresonanztomographie (MRT) zu einem
fundamentalen Bestandteil des diagnostischen Prozesses in Krankenhäusern weltweit
geworden. Während die zugrundeliegende Physik mehr als 60 Jahre mit der
Entwicklung der Kernspinresonanz zurückliegt, sind Methoden, die darauf abzielen, die
Vielzahl von Parametern, die die Signalbildung bestimmen, genau zu messen, immer
noch ein Thema der aktiven Forschung und Entwicklung. Das Hauptziel dieser Arbeit
ist es, die Möglichkeiten der Entwicklung von Quantifizierungstechniken basierend auf
einer bestimmten Art von MR-Akquisitionen zu untersuchen: balanced Steady-State
Free Precession (bSSFP). Im ersten Kapitel werden die wichtigsten Grundbegriffe der
MR-Physik kurz vorgestellt, die als Grundlage für die Entwicklung der nachfolgend
vorgestellten Methoden dienen.
Im zweiten Kapitel wird eine neue Methode vorgestellt, bei der mehrere bSSFP-Scans
verwendet werden, um eine bewegungsunempfindliche dreidimensionale Quantifizierung
von Relaxationszeiten zu erreichen und dadurch eine kürzlich veröffentlichte Technik
basierend auf unbalancierten Gradientenecho-Aufnahmen zu verbessern. Die Methode
wird dann sowohl in Phantomen als auch in in vivo Studien bei 3 T ausgewertet und
die Ergebnisse diskutiert. Dazu gehört eine interessante systematischer Fehler Bias der
Methode, die nützliche Einblicke in die zugrunde liegende Mikrostruktur des Gewebes
liefern könnte.
Eine der grössten Herausforderungen bei der bSSFP-Bildgebung ist das Vorhandensein
dunkler Bereiche in den Bildern, die auf Inhomogenitäten im Hauptmagnetfeld
zurückzuführen sind. Im dritten Kapitel wird ein neuer Ansatz zur Behandlung dieser
Probleme vorgeschlagen, der als trueCISS bezeichnet wird. Er kombiniert schnelle
Bildgebung und sparse Abtastung mit Compressed Sensing Rekonstruktion und
multiparametrischer Anpassung, was letztlich die Synthese von artefaktfreien Bildern
erlaubt. Die Auswertung der neuen Methode erfolgt bei 3 T für das menschliche Gehirn.
Abschliessend wird in Kapitel vier eine Erweiterung der trueCISS-Methode vorgestellt,
bei der der Prozess zur Modellierung der Daten zur Signalgleichung durch einen
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neuartigen, auf Konfigurationstheorie basierenden Algorithmus ersetzt wird, was im
Wesentlichen eine Darstellung der Signalbildungsprozesse im Fourierraum darstellt. Die
verbesserte trueCISS-Bildgebungsmethode wird dann erfolgreich mit Messungen bei
extrem hohen Feldstärken wie 7 T und 9.4T evaluiert, die die Vorteile des neuen
Ansatzes demonstrieren.
Résumé
Au cours des années, l’imagerie par résonance magnétique (IRM) est devenue une
partie essentielle du processus de diagnostique dans les hôpitaux du monde entier.
Alors que la physique sous-jacente date de plus de 60 ans avec le développement de la
résonance magnétique nucléaire, les méthodes dont le but est de mesurer précisément
la multitude de paramètres à l’origine de la formation du signal restent un sujet actuel
de développements et de recherche. Le but principal de ce travail est d’explorer les
possibilités de développer des méthodes quantitatives basées sur un type d’acquisition
IRM particulier : balanced Steady-State Free Precession (bSSFP). Le premier chapitre
introduit brièvement les concepts de bases de la physique de la résonance magnétique
nucléaire qui servirons de fondations aux développements qui suivent.
Dans le second chapitre, une nouvelle méthode utilisant plusieurs scans bSSFP est
introduite qui a pour but d’obtenir une quantification des temps de relaxation résistant
aux mouvements et de ce fait améliorer une technique récemment publiée basée sur un
écho de gradient non balancé. La méthode est ensuite évaluée à la fois sur des sondes
composées d’eau et in vivo à 3 T et les résultats discutés. Ceux-ci incluent un biais
intéressant qui pourrait fournir des informations à propos de la micro-structure des
tissus.
Un des défis principaux de l’imagerie bSSFP est la présence de régions sombres dans
les images qui sont dues à des inhomogénéités dans le champs magnétique principal.
Dans le troisième chapitre, une nouvelle approche pour résoudre ces problèmes est
proposée, dénommée trueCISS, qui combine imagerie ultra rapide et échantillonage peu
abondant avec des reconstructions de type compressed sensing et des méthodes
d’ajustements de paramètres pour permettre la synthèse d’images sans artefacts.
L’évaluation de la nouvelle méthode est performée à 3T pour le cerveau humain.
Finalement, une extension de la méthode trueCISS est présentée dans le quatrième
chapitre où la théorie de modélisation des données à l’équation du signal est remplacée
par un nouvel algorithme basée sur la théorie des configurations, qui est
essentiellement une représentation du processus de formation du signal dans l’espace
de Fourier. La nouvelle méthode trueCISS est ensuite évaluée avec succès par des
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mesures à ultra hauts champs tel que 7 T et 9.4T et démontre ainsi les avantages de la
nouvelle approche.
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1 Introduction

1.1. Why does quantification matter ?
Magnetic resonance imaging (MRI) is an imaging modality commonly used by
clinicians around the world to diagnose, stage, monitor and assess treatment responses
in a broad range of pathologies in patients. Unlike many other medical imaging
modalities, such as positron emission tomography (PET), where the source of the
signal is an administered radioactive isotope, or computed tomography (CT), where
X-rays are recorded after being shined through a subject or object, the signal at the
origin of MR images is emitted by the tissues themselves with help from high magnetic
fields. The absence of ionising radiation makes MRI a very safe and attractive
technique for both clinical and research settings. In comparison to CT or PET
imaging, MRI is able to acquire more detailed images of soft tissues and organs, such
as the brain, the heart or more recently the lungs [1–3]. It is one of the most versatile
imaging technique offering both two-dimensional (2D) and three-dimensional (3D)
volumetric images, which can be even extended with additional dimensions such as the
time or spectral domains. Due to its versatility and the absence of ionising radiation,
MRI has rapidly become one of the most important diagnostic tools of today’s
health-care diagnostic system.
1.1 Why does quantification matter ?
Most of the signal in conventional MRI originates from hydrogen (1H) nuclei or
protons found in various molecules inside the body, but mostly in water and fat. Signal
intensity and image contrast in MRI are predominantly governed by a set of physical
parameters which vary in the image depending on the underlying tissue composition.
However, contrary to CT where intensity variations in the images directly reflect
changes in a physical property of the object, namely the attenuation coefficient for
X-rays which is expressed in an absolute scale (Hounsfield units), the link between MR
images and the fundamental physical parameters governing them is not as
straightforward. As a matter of fact, most imaging performed during MRI
examinations today produces so-called weighted images, which do not represent a
direct measurement of a particular physical, chemical or biological quantity. The
simplest physical model of the MR signal already requires at least three parameters,
namely the proton density and two relaxation times usually called T1 and T2, which
interact and affect each other in non-trivial ways during an MR experiment.
Furthermore, the impossibility of reliably calibrating both the hardware and software
of MR scanners also prevents quantitative and purely objective comparison between
images acquired at different sites with different manufacturers or even across different
scanner models. This is particularly problematic for studies that aim to investigate
multiple different populations or even have reliable and stable measurements for
longitudinal studies that follow patients and volunteers over many years, since software
and hardware upgrades can subtly modify image contrast and may introduce unwanted
biases in the outcome of those studies.
Chapter 1. Introduction
From the beginning, these challenges have inspired scientists to develop new classes of
MRI methods aimed at providing quantitative rather than qualitative measurements.
Instead of simply looking at an image with pixel values that do not hold any physical
meaning, the basic idea is to isolate and measure one or more basic physical properties
of an object, ideally without the confounding influences of any other quantities. This
typically involves the acquisition of multiple MR images of the same anatomical region
and further processing of the collected data using prior knowledge about the
underlying physical, chemical or biological processes. For each of the investigated
parameters, a map is generated which shows what values the physical quantity takes at
each point of the object in space. Under the assumption that all the essential
hypotheses made when modelling the MR signal are satisfied, and that no important
effects have been left out of the analysis, the maps thus generated provide an absolute
measurement of a given physical quantity. Such measurements can thus enable
scientists and clinicians to perform inter-subject and cross-sites comparisons of MR
data, as well as allowing the assessment of tissue alterations over long periods of time.
However, despite their undeniable advantages, quantitative MRI techniques are still
not generally used in the clinical setting. The main challenges to a wider adoption of
these methods include a significant increase in scan time due to the numerous images
that need to be acquired, and, in most cases, residual sensitivity to scanning
parameters, system imperfections or inter-parameter dependencies that ultimately
impair the relevance of the quantitative measurements. Developments in quantitative
MRI are therefore aimed toward fast data acquisition and post-processing methods
that can simultaneously precisely and accurately map multiple tissue parameters.
1.2 A relaxing world
The field of nuclear magnetic resonance (NMR) makes use of the physical processes in
which nuclei interact with an external magnetic field. These interactions include the
absorption and emission of energy in the form electromagnetic radiations at specific
frequencies which depend on the physical properties of the magnetic field and atomic
nucleus. The most commonly studied nucleus in NMR is hydrogen (1H) due to its
abundance in living matter on Earth, mostly in water and adipose tissues. Many other
nuclei can also be studied, such as the carbon-13 isotope (13C), nitrogen (15N), fluorine
(19F), sodium (23Na) and phosphorus (31P). The study of nuclei other than hydrogen
using NMR and MRI can allow different types of observations, such as looking at the
composition of cell membranes, studying of bioenergetical processes and pH in the case
of phosphorous, or the probing of specific metabolic pathways in the case of
hyperpolarised 13C MRI.
A necessary condition for the application of NMR to a particular nucleus or isotope is
the presence of a non-zero nuclear spin, which is a fundamental quantum mechanical
property of all known matter, and gives rise to an associated magnetic moment. A
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common analogy for the spins is to consider them as behaving like tiny magnets which
is intuitive but can be misleading as quantum effects cannot be neglected. While a full
understanding of NMR processes generally requires the use of the complete quantum
mechanics formalism, a classical treatment of NMR using the concept of net
magnetisation will be sufficient for the scope of this work.
In the presence of an external magnetic field, which shall henceforth be called B0,
spin-12 particles such as protons have only two possible energy states often called
parallel (↑↑) and anti-parallel (↑↓) to the magnetic field, in analogy to the spin
magnetic moment. In general, however, the actual quantum state of the spins is
neither of those basis states but rather a weighted combination of both. While
intuitively most spins should naturally prefer the lowest energy state (↑↑), in reality,
both states have almost equivalent prevalence among the spin population. This is due
to the fact that the thermal energy is much larger than the energy separation between
the two states, therefore equalising the mixing of the two states for most spins. The
equilibrium that emerges can be described by the Boltzmann distribution which
stipulate that the population imbalance between the states is given by
N(↑↑)
N(↑↓) = e
−∆E
kT (1.1)
where ∆E is the energy difference between the two states, T is the temperature and k
is the Boltzmann constant. As shown by the expression above and considering spins at
or near room temperature, only a fraction of all spins are expected to prefer the lower
energy state: about one in five millions at 1.5T [4]. However, due to the very large
number of spins in any meaningful volume of matter, this small amount sill leads to
the creation of a measurable magnetic moment parallel to B0. This is captured by the
concept of the net magnetisation vector M which is simply the sum of all spin
magnetic moments in a given region of space. At equilibrium, M is therefore aligned
with B0, which defines the z-axis, and its amplitude, usually called M0, coincidentally
represents its maximum value for a given magnetic field strength. When studying the
evolution of the magnetisation, it is informative to split M into two components: one
parallel to B0, which we shall denote by Mz, and another in the perpendicular
xy-plane which is complex-valued and shall be denoted Mxy. These are usually
referred to as the longitudinal and transverse magnetisation respectively.
In order to measure a signal from spins using NMR, a perturbation must be introduced
into the system. This is typically done by sending electromagnetic waves in the form of
radio-frequency (RF) radiations with frequencies close to the Larmor frequency of the
nuclei being studied. Typical values for this frequency for hydrogen in the clinical
setting is around 63.87MHz at 1.5T and about 127.74MHz at 3 T. The direction of
the magnetic field created by the RF pulse is usually taken perpendicular to B0 and
has the effect of slowly rotating the net magnetisation M away from its equilibrium
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position along the z-axis. Immediately thereafter, two relaxation processes start taking
effect and drive the magnetisation back to the equilibrium with two characteristic time
constants denoted as the longitudinal (T1) and transverse (T2) relaxation times
respectively. The analysis and a few of the figures that follow are inspired by those
found in [4–7] and rely on the concept of the rotating frame of reference, sometimes
known as the Larmor frame of reference. In this frame of reference, the precession of
the magnetisation induced by B0 vanishes, thus simplifying the analysis of the time
evolution of the magnetisation. We thus considers a coordinate system (x, y, z) with
unit vectors (xˆ, yˆ, zˆ) oriented such that B0 = B0zˆ and which rotates around zˆ at the
Larmor frequency of the nucleus under consideration. If not otherwise specified, we
also assume that RF pulses are instantaneous and perfectly tip all of the available
magnetisation by a given angle. Further references used while writing this chapter
include [8].
1.2.1 Longitudinal relaxation
After an RF excitation that rotates the magnetisation M away from its equilibrium,
the magnitude of the longitudinal component of the magnetisation (Mz) slowly
recovers and grows back to its equilibrium value M0 with a characteristic time constant
T1, also called the spin-lattice relaxation time. The physical process behind this
relaxation involves the dissipation of the energy from the excited spin population into
their environment, which is linked to the size and motion of the molecule or nuclei they
are a part of. For example, lipid molecules have movements with frequencies close to
the Larmor frequency, which highly encourages energy exchanges with the environment
and thus leads to very short T1 relaxation times. On the contrary, free water molecules
have much faster movements which discourage energy exchanges and thus give rise to
long T1 relaxation times.
Assuming that the spins start in the equilibrium state and an RF pulse is applied, Mz
is described by the following equation of motion:
dMz(t)
dt =
M0 −Mz(t)
T1
(1.2)
where T1 is introduced as a proportionality constant and corresponds to the
characteristic time constant of the relaxation. The solution to this equation, assuming
that the RF excitation occurred at t = 0, is then given by
Mz(t) = Mz(0) exp
(
− t
T1
)
+M0
[
1− exp
(
− t
T1
)]
(1.3)
An example of an exponential recovery curve described by Equation (1.3) is illustrated
in Figure 1.1 where the effects of a 90° RF pulse on the longitudinal magnetisation are
shown. Typical values for the longitudinal relaxation time for protons in the human
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Figure 1.1 – Longitudinal relaxation. Immediately after being tipped by 90° into the
transverse plane by an RF pulse, no longitudinal magnetisation remains (i.e. Mz = 0).
Mz then slowly recovers and grows back until it reaches M0 once again. At a time
t = 0.69T1 after M0 is tipped into the transverse plane, the longitudinal magnetisation
Mz recovers to half its original value. At a time t = T1, Mz has regrown to 63% of its
initial value and after waiting 3T1, it has regained 95% of its equilibrium value.
body ranges from hundreds to several thousands of milliseconds at common clinical
field strengths (1.5T, 3 T and up to 7 T). Approximately ln(2)T1 = 0.69T1 after the
application of an 90° RF pulse that tips the equilibrium magnetisation completely into
the transverse plane, Mz recovers half of its original value, and after 3T1 and 5T1, Mz
recovers roughly 95% and 99 % of its equilibrium value respectively as shown in
Figure 1.1.
1.2.2 Transverse relaxation
At equilibrium, no transverse magnetisation can exists due to the spins natural
tendency to align with B0. However, immediately after an RF excitation of any kind,
part of the initial M =M0 zˆ gets transferred to the transverse plane, effectively
creating transverse magnetisation. Contrary to the longitudinal magnetisation, the
magnitude of Mxy then rapidly decays until no transverse magnetisation remains, a
process which occurs with a characteristic time constant T2.
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Figure 1.2 – Transverse relaxation. The phase coherence of a collection of spins in the
transverse plane, immediately after the application of a 90° RF pulse, rapidly disappears
over time, resulting in the loss of transverse magnetisation. At a time t = 0.69T2 after
M0 is tipped into the transverse plane, the transverse magnetisation Mxy is reduced by
a factor of 2. At a time t = T2 and t = 3T2, Mxy has dropped to 37 % and 5 % of its
initial value respectively.
Any processes that contribute to longitudinal relaxation also affect the decay of the
transverse magnetisation. As excited spins exchange energy with the environment and
return to the equilibrium state, their contribution to Mxy vanishes and therefore Mxy
decreases in magnitude. These are sometimes referred to as T1 in T2 effects in the
literature. In addition, interactions between individual spins also play a role in the
decay of the transverse magnetisation, which is therefore faster than the recovery of the
longitudinal magnetisation, effectively imposing T2 ≤ T1. Considering a group of spins
close to one another and immediately after the application of an RF excitation, the
frequency at which they precess around B0 will be identical for all of them and exactly
equal to the Larmor frequency. The state where all spin precess synchronously is called
phase coherence and would last eternally in the case of non-interacting spins. However,
the local magnetic field experienced by the spins is a combination of the external field
B0 and the fields generated by their neighbours’ spin magnetic moments. As
constituents of atoms within molecules, spins are moving rapidly and randomly, which
effectively makes the local magnetic field fluctuate over time and therefore induce
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differences in the precession speed of the individual spins. This leads the individual
spins to “fan out” over time as shown in Figure 1.2, a process also referred to as
dephasing. The transverse magnetisation being the vector sum of all the individual
transverse components, its magnitude then naturally decays as phase coherence is lost.
A second type of processes that also contributes to the lost of phase coherence is one
where two individual spins swap their spin states, often known as spin flip-flop. Since
the last two described processes are random and time-dependent by nature, T2
relaxation due to either spin-lattice or spin-spin interactions is therefore irreversible.
In the absence of any B0 inhomogeneities, the equation of motion for the transverse
magnetisation is given by
dMxy(t)
dt = −
Mxy(t)
T2
(1.4)
where T2 is a proportionality constant and corresponds to the characteristic time
constant of the relaxation. The solution to this equation, assuming that the RF
excitation occurred at t = 0, is then given by
Mxy(t) = Mxy(0) exp
(
− t
T2
)
(1.5)
Typical values for the transverse relaxation time T2 for protons in the human body
ranges from a few milliseconds to hundreds of milliseconds at the most common field
strengths (1.5T and 3 T).
In addition to spin-spin interactions, phase coherence can be destroyed when
encountering local variations of the main magnetic field B0, which can be caused either
by the actual hardware or even by the object or person being imaged. This typically
happens at interfaces between two mediums with different magnetic susceptibilities,
such as air and water for example. The dephasing introduced by this kind of process is
usually faster than those due to spin-spin interactions at high field strengths and
occurs with a characteristic time constant T ′2. The overall transverse relaxation time
which includes the relaxation from both kind of processes is called T ∗2 and, under
common assumptions about the decay line shape1, is given by:
1
T ∗2
=
1
T2
+
1
T ′2
(1.6)
Since the B0 inhomogeneities at the source of the T ′2 decay do not change with time,
the dephasing induced by T ′2 can be eliminated by the application of an appropriately
designed RF pulse which has the effect of reversing the time evolution of the spins to
some extent, eventually leading to a rephasing of the spin packets.
1Namely that the line shape is Lorentzian
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1.3 Imaging an image
The process of generating an image in MRI is intimately linked to the local strength of
the magnetic field, which in turns influences the frequency at which spins are
precessing. Neglecting any field inhomogeneities and spin interactions, all the spins
within a volume of matter inside an MRI scanner precess at the same rate. In order to
generate an image, however, the frequency of precession needs to be momentarily made
dependent on the position. This is normally achieved using so-called gradient coils that
are also oriented along the z-axis and introduce a linear variations of B0 in space. Such
kinds of magnetic field can be fully characterised using an amplitude G = (Gx, Gy, Gz),
which might vary over time, leading to the following equation:
B0(r) = B0 +G · r = B0 + (Gx x+Gy y +Gz z) (1.7)
Gradients are usually referred to based on their function or direction, such as the
readout or frequency encoding gradient, or the phase and slice encoding gradients. A
more detailed description of the function of each gradient direction, which also explains
the reason behind their names, can be found in [5, 9, 10]. The readout gradient is
conventionally taken along the x-axis while phase and slice encoding gradients usually
lie along the y and z axes respectively. Gradient fields are typically turned on and off
many times during the acquisition of an image, which creates the distinct clanking and
buzzing noises people often hear during MRI scans.
x y
z
α
ψ
Figure 1.3 – Depiction of a magnetisation rotated by an RF pulse with flip angle α and
phase ψ (assuming that reference for the 0° phase is taken along the x-axis).
An MRI sequence is a collection of RF and gradients pulses of different shapes and
forms which leads to the acquisition of an image. In some cases, the post-processing
steps required to obtain the final images are also included in this definition. Generally,
MRI sequences depend on a variety of parameters that influence their contrast,
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duration and ultimately their image quality properties. Each sequence typically has a
number of these parameters, which can be either specific to that particular sequence or
be shared among a family of similar sequences. There are, however, a few parameters
that can be found in virtually all MRI sequences and are therefore important to
mention. For the vast majority of sequences, the MRI scanner does not acquire a
whole image all at once, but rather step by step2. A sequence therefore consists of
multiple repetitions of a basic block that contains a pattern of RF excitation pulses
and gradient waveforms. While the pattern generally does not change from repetition
to repetition, minor changes do occur in order to acquire different parts of the data
required to reconstruct an image. The duration of these building blocks is called the
repetition time (TR) and can be as low as a few milliseconds or as high as a few
seconds depending on the applications and the sequence. It naturally has a big impact
on the overall duration of a sequence, but most importantly also influences image
contrast. Within a block, the time between the RF pulse and the acquisition of the
signal it generated is called the echo time (TE), as the signal measured in an MR
experiment is similar to the echo of an event that occurred previously. Another
important parameter is the flip angle, often denoted as α, which is the angle by which
the net magnetisation is rotated by the RF pulse. Another parameter relevant to RF
pulses is their phase, denoted ψ in the following, that controls the direction in which
the magnetisation is rotated by an RF excitation (see Figure 1.3). During an MRI
sequence, the phase of an RF pulse may change from one pulse to the next. In most
cases, the change in RF phase follows a specific pattern and the amount by which the
RF phase is incremented between the application of two consecutive RF pulses is called
the RF phase increment and will be denoted by ϕ in the rest of this thesis.
1.4 A truly magnetic evolution
In the classical description of NMR introduced in the previous chapter, the net
magnetisation is actually the source of the signal detected in MR experiments.
Properly characterising the evolution of the net magnetisation over time is essential in
order to control the measurements that are performed on the scanners and correctly
recognise potential artefacts in the images as such and not misinterpreted them as
abnormalities that could indicate the presence of a pathology or disease.
Comprehension of the underlying physical mechanisms is of particular importance
when developing new MRI quantification methods in order account for the phenomena
that will be the most relevant and thereby ensure good accuracy and precision for the
estimates that ensue.
The following section introduces one of the most well-known framework used to study
the evolution of the magnetisation known as the Bloch equations. Those equations will
2Actually, an MRI scanner never directly acquires an image but rather samples points in k-space
which then need to be Fourier transformed back into real space in order to obtain an actual image.
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then be used to describe a particular type of sequence, which lies at the heart of this
thesis. An alternative description for the magnetisation will then be introduced by
making use of the formalism of configuration theory [11–15], which is a more abstract
and indirect representation of the magnetisation in the Fourier domain as opposed to
real space. A more thorough and detailed description of the theory can be found in [5].
A closely related and more pictorial representation of the Fourier states can be found
in the Extended Phase Graph (EPG) formalism [16].
1.4.1 Bloch equations
The equations of motion of a magnetic moment µ due to an external magnetic field B
is given by
dµ
dt = γ (µ×B) (1.8)
where γ is a constant called the gyromagnetic ratio. This expression can be
immediately generalised for the net magnetisation M
dM
dt = γ (M ×B) (1.9)
since it can also be understood as the local magnetic moment per unit of volume:
M ≜ 1V
∑
iµi where i indexes all the spins contained in volume V . Equation (1.9) is
generally referred to as the Bloch equations, which do not yet account for the relaxation
processes presented in the previous section. Apart from the main external magnetic
field B0 and the gradient fields characterised by their amplitude in each direction
G = (Gx, Gy, Gz), the magnetic component of the RF field is commonly denoted by B1.
Recalling that B0 and the gradient fields (G · r) lie along the z-axis and r is a position
vector, the matrix form of the general Bloch equations in the rotating frame of
reference, taking into account both T1 and T2 relaxation processes is expressed by
dM
dt =
 −1/T2 γ (G · r) −γB1y−γ (G · r) −1/T2 γB1x
γB1y −γB1x −1/T1

MxMy
Mz
+
 00
M0/T1
 (1.10)
where the z-component of the RF field B1 was neglected since it is much smaller than
B0 in practice (B1 ≈ 10−5B0 [5]). Equation (1.10) lays the basic foundation onto
which most MRI theories are based upon for the design of both RF pulses and imaging
sequences.
1.4.2 Balancing the magnetisation
The balanced Steady-State Free Precession (bSSFP) sequence was first published by
Carr [17] in 1958 for NMR spectroscopy. It belongs to the family of gradient echo
1.4. A truly magnetic evolution
sequences where the signal is generated by applying a single RF excitation pulse
followed by the applications of multiple gradients with different polarities that
ultimately lead to the rephasing of the spin packets and the generation of an MR signal.
The classical implementation of the bSSFP sequence for imaging in 3D is shown in
Figure 1.4. While phase and slice encoding gradients vary between each application of
an RF pulse as shown by the dashed lines, the readout gradient and RF pulse remain
unchanged. The main feature of the bSSFP sequence is that the sum of positive and
negative gradient lobes (grey shaded areas in Figure 1.4) on each gradient axis, also
referred to as the gradients’ zeroth moment, is equal to zero. Such gradients are called
what is commonly called balanced thus explaining part of the name of the sequence.
RF · · ·
Phase · · ·
Slice · · ·
Readout · · ·
Signal · · ·
Figure 1.4 – Example of an 3D MRI sequence diagram showing all gradient and RF pulses
applied during a single repetition (TR). Here represented is a classical implementation of
a bSSFP sequence. The gradients lobes (shaded grey areas) in the two phase encoding
directions (Phase & Slice) change from one application of an RF pulse to the next
(dashed lines). All positive and negative gradients lobes along each gradient axis cancel
out so that the average gradient moment in one repetition is effectively null giving this
sequence excellent signal-to-noise and motion insensitivity properties.
The fact that the net dephasing due to the gradients at the end of the repetition time
is effectively null implies that any effects that might be induced by the gradient fields
vanish so that the magnetisation at the end of the repetition time essentially behaves
as if no gradients had been applied in the interval since the application of the RF pulse.
More rigorously, only the zeroth moment of the gradients is compensated in the
example in Figure 1.4. It is however possible to cancel out higher gradient moments at
the cost of longer repetition times [18]. Nevertheless, the nulling of the gradients’
zeroth moment makes the bSSFP steady-state magnetisation totally coherent, which
renders it very robust against motion during the acquisition, but also provides the one
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of the highest signal-to-noise ratio (SNR) per unit of time of all known sequences [19]
due to coherent superposition of many echoes as will be discussed in the next section.
However, this also has the undesired effect of making magnetic field inhomogeneities a
predominant factor in the signal formation as they are unaffected by gradient reversal.
These typically end up manifesting themselves in bSSFP images as dark regions with
little to no signal, which are commonly called banding artefacts due to their shapes as
is exemplified in Figure 1.5. Typically, methods to eliminate these artefacts were
mostly based on simple arithmetic combination of images in which the artefact are
spatially shifted. However, more recent methods, such as the ones presented in the
latter chapters of this work, focus on modelling of the signal in order to extract
important physical quantities like the relaxation times. Artefact-free images can then
be synthetically generated using the estimated parameters maps in combination with a
signal model.
Figure 1.5 – Examples of bSSFP images of the human brain of a healthy volunteer
(α = 15°, TR/TE 5.76/2.88ms). While the image on the left looks mostly devoid of
artefacts, the one on the right clearly show the effect of banding artefacts. The only
parameter that was changed from one acquisition to the other is the value of the RF
phase increment ϕ, which in this case may be chosen so as to avoid the presence of
artefacts in this particular slice.
BSSFP sequences are typically performed using very short repetition times and using
constant RF phase increments as opposed to other gradient echo sequences. Under
these conditions, a coherent build up of magnetisation towards a steady-state value is
expected, meaning that after a number of repetitions, a point is reached where the
total net magnetisation after one RF pulse is identical to the one after the next RF
pulse. This is illustrated in Figure 1.6 with an example using a train of 45° RF pulses
and assuming that the magnetisation state before an RF pulse is given by
|Mz| = |Mxy|. By using a suitable repetition time, this situation leads to the creation
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Figure 1.6 – Demonstration of a bSSFP steady-state magnetisation (neglecting field
inhomogeneities). (a) Train of RF pulses with short repetition time leading to a steady-
state (b) Evolution of the magnetisation at specific time points. Just prior to an RF pulse
(t = 0−), longitudinal and transverse magnetisations have equal magnitude. Immediately
after the RF pulse (t = 0+), effectively all the magnetisation is in the transverse plane
(dashed arrow). At time t = t′ < TR, T1 recovery and T2 decay normally occur for
Mz and Mxy respectively. If the repetition time is chosen adequately, at t = TR the
magnetisation state will be identical to the one just prior to the previous RF pulse,
leading to a steady-state.
of a steady-state. An exact expression for the steady-state magnetisation generally
depends on the repetition time, flip angle and relaxation times, as well as on the local
field inhomogeneities as discussed previously. Under the assumptions that
TR ≪ T2 ≤ T1, ignoring any finite effects from RF pulses, neglecting any diffusive
processes and considering an equidistant train of RF pulses with constant flip angles α
and constant RF phase increment, the transverse magnetisation immediately after the
RF pulse (denoted by the ’+’ superscript) takes the form [20]
M+xy(ϑ) = −
i
D
(1− E1) sinα
(
1 + E2e
−iϑ
)
(1.11)
where ϑ is the phase offset due to field inhomogeneities, often also called off-resonance,
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and with the additional definitions
D ≜ a(1 + E2 cosϑ) + b(E2 + cosϑ)E2
a ≜ 1− E1 cosα
b ≜ cosα− E1
Ei ≜ exp(−TR/Ti)
An example of the dependence of Eq. (1.11) on ϑ is shown in Figure 1.7. This graph is
sometimes called the frequency response of the bSSFP sequence as ϑ can be linked to
the precession frequency of the spins. The cause for banding artefacts can clearly be
seen in regions close to ϑ = 0° and ϑ = 360° where significant signal reduction occurs
regardless of flip angle and relaxation times ratio. Also note that since ϑ only appears
in trigonometric or imaginary exponential terms, the expression for Mxy from
Eq. (1.11) is periodic in ϑ.
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Figure 1.7 – Dependence of the magnitude of the bSSFP signal equation (Eq. (1.11)) on
the phase linked to off-resonances ϑ for a few combinations of α, T1 and T2.
Contrary to other known sequences such as the single echo spin echo or spoiled
gradient echo sequences, the signal generated by a bSSFP acquisition depends on a
complex combination of relaxation times, phase accruals from off-resonances and other
sequence parameters. Therefore, estimating any one of the basic physical quantities
entering in the equation has to be performed carefully in order to prevent the
introduction of undesired biases.
1.4. A truly magnetic evolution
1.4.3 Configuration theory
The description and analysis of the signal generated by an MRI sequence so far has
been performed using a representation of the magnetisation vectors in real space.
While this description is rather straightforward and intuitive, it is not the only possible
representation of the signal in an MR experiment. A second description will now be
introduced based on the concept of configurations modes that live in Fourier space.
This description originated from the desire to get better understanding of the echo
formation processes in multiple echo spin-echo sequences with arbitrary flip angles
using the extended phase graph formalism [16]. This lead to a new formalism where
the echo amplitudes (i.e. strength of measured signal) could be calculated in a much
more straightforward and efficient way than simply relying on the Bloch equations.
The theory also provides a framework that allows a much deeper and simple
understanding of the contrast behaviour of different gradient echo sequences. While it
is generally valid for sequences with equidistant RF pulses and constant zeroth order
gradient moment, only the special case of bSSFP will be considered here.
As seen previously in Figure 1.7, the steady-state magnetisation of the bSSFP
sequence is periodic in the phase linked to off-resonance ϑ. It can therefore be
represented as a Fourier series:
M+xy =
∞∑
−∞
ein(ϑ−pi)M (n) (1.12)
where M (n) is the n-th configuration order. Surprisingly, while most sequences are
designed to measure the signal from one up to a few of these configurations, the bSSFP
sequence has the particularity that the signal measured is composed of a sum over all
configuration orders. This is mainly due to the balanced nature of the gradients and
the constant RF phase increment that ensure that all configurations always add up
coherently to produce the MR signal that is measured during an experiment.
Even more remarkable is that it is actually possible to estimate the individual
configurations M (n) from a sampling of the bSSFP frequency response profile. In a
seminal work, Zur et al. [21] have shown how the N -point discrete Fourier transform of
the frequency response characterised by mj as the j-th sampling point
z(n) ≜ 1
N
N−1∑
j=0
(
mj e
−iϑjt/TR
)
e−i 2pinj/N (1.13)
relates to the configuration orders M (n). For large enough N , this approximately yields
z(n) ≈ e− tT2 einϑM (n) + n(n) (1.14)
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where n(n) represent the noise. While in practice the phase shifts ϑj can be obtained
by successively modifying the strength of the main magnetic field while acquiring a set
of bSSFP images, a more practical and common way of achieving the same result is by
acquiring multiple bSSFP images, sometimes called phase-cycles in this context, with
different values of the RF phase increment. This is typically done with a set of
equidistant RF phase increment ϕj defined by ϕj ≜ −2piN j ∧ j = 0, 1, . . . , N − 1.
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Figure 1.8 – Example of bSSFP frequency response profile (FRP) with its correspond-
ing amplitudes of positive ( ) and negative ( ) configurations as estimated us-
ing a Fourier transform of the FRP (signal parameters: α = 15°,TR/TE/T1/T2 =
5/2.5/880/70ms). Continuous lines connecting positive and negative modes are shown
here for improved visualisation.
Figure 1.8 shows an example of bSSFP frequency response profile as well as the
resulting positive and negative configurations as estimated using the Fourier transform
method. As expected from the theory, higher order configurations (i.e. N ≫ 0) exhibit
very low amplitudes and limited contributions to the overall bSSFP signal. In order for
the estimation to be accurate, the number of phase-cycles N , must be large enough so
that no aliasing artefacts occur in the Fourier transform3.
An important assumption made during that analysis is that the signal used to estimate
the configurations can be adequately described by Eq. (1.11). The violation of this
assumption would introduce a bias in the configuration estimates, which typically
occurs in the human brain where the tissue micro-structure leads to an asymmetric
bSSFP frequency response profile [22, 23].
3In general for human tissues, 12 to 16 phase-cycles should be enough to properly estimate configu-
rations up to the 4th order [21].
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1.5 Reconstructing reality
Recent advancements in computing power and the development of advanced image
reconstruction techniques have enabled new types of MR acquisitions such as MR
compressed sensing [24], where only a fraction of the data required for the
reconstruction of an image is measured, or MR fingerprinting [25], which is a complete
paradigm shift in terms on how to use RF pulses and gradient fields, not focusing on
directly acquiring image-related data but instead searching for data patterns in
experimental data and comparing those to dictionaries of simulated data. In the
following, we will shortly introduce a few techniques on which the latter works of this
thesis are partly based on.
1.5.1 Compressed sensing
Historically, the acquisition of an MR image involved the acquisition of a large number
of data points and the MR image was then reconstructed by simply applying the
inverse Fourier transform to the acquired data. With the advent of parallel imaging
techniques, such as Generalised Autocalibrating Partially Parallel Acquisitions
(GRAPPA) [26] and SENSitivity Encoding (SENSE) [27], more and more data points
could be left out of MRI acquisitions, which leads to shorter acquisition times, while
still being able to produce nearly artefact-free images. More recently, a technique that
involves skipping a larger portion of the data points has been introduced under the
name compressed sensing [24]. The main observation leading to its development is that
any MR image contains a lot of redundant pieces of information, which is to say that
MR images can be compressed without losing too much information. Taking the
reverse of this argument, given compressed data, a reconstruction of the full data
should therefore be possible without compromising too much on the quality of the
result. Therefore, reconstruction of a full MR image based on just a few data points is
possible, provided that a way to extract the redundant information exists.
In more technical words, in order to apply a compressed sensing reconstruction, an
object or subject being imaged must have a sparse representation in a mathematical
domain to which data can be transformed to and from. An image is considered as
sparse in any given space when its information content is contained within only a few
pixels, while the contributions of the remaining majority of pixels can be essentially
neglected since close to or equal to zero. When considering an image such as the one
shown in Figure 1.9a which has many regions of constant signal intensity, a suitable
sparsifying transformation can be a simple finite difference operation as shown in
Figure 1.9b. In practice, commonly used transformations include the discrete cosine
and discrete wavelet transforms as already widely used for JPEG compression. An
additional requirement is that data points are acquired in a random or pseudo-random
manner so that the artefacts thus generated are spread as much as possible over the
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whole image.
a) b)
Figure 1.9 – Example of the sparse representation of an image. (a) original image (b)
same data after application of a finite difference transformation (pixels with zero values
are grey). Compare the 27 468 pixels with non-zero values in (a) to the only 531 pixels
with non-zero values in (b)
Provided that the two aforementioned requirements are satisfied, reconstructing an
image from sparsely acquired data amounts to solving the following minimisation
problem
min
X
‖AX − Y ‖22︸ ︷︷ ︸
Data fidelity
+λ ‖Φ(X)‖1︸ ︷︷ ︸
Sparsity
(1.15)
where X is the unknown fully sampled image, Y is the sparsely acquired data, A the
system matrix which describes the data acquisition process, Φ(X) is the sparsifying
transform and λ a regularisation parameter. The role of the data fidelity term is to
ensure that the reconstructed image data and measured data points remain consistent
with one another, while the sparsity term enforces the data sparsity constraint.
Consequently, Equation (1.15) results in a minimisation algorithm that attempts to
satisfy both data consistency and sparsity criteria, and therefore produces an image
very similar to one where all the data points would have been acquired, but that
required only a fraction of the acquisition time. In practice, however, perfect image
reconstructions using compressed sensing are never attainable, due to the presence of
noise or even artefact in the sparsely acquired data.
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1.5.2 Dictionary-based model fitting
While dictionary fitting algorithms have been mostly used for MR fingerprinting
techniques in recent years, they can also be used for fitting physical models to
experimental data. Particularly in cases where the model function is not differentiable
in a given variable or in situations where other conventional optimisation techniques
fail due to badly conditioned optimisation problems, this kind of fitting approach may
provide a useful alternative.
Λ = 1, ‖·‖2 = 0.54
Λ = 6, ‖·‖2 = 0.26
Λ = 11, ‖·‖2 = 0.06
60 120 180 240 60 120 180 240
Λ = 16, ‖·‖2 = 0.08
a) b)
Figure 1.10 – Example of dictionary fitting. (a) An experimental data set; in this case a
bSSFP frequency response generated using Eq. (1.16) with α = 15°, Λ = 12 and 25 dB of
added Gaussian white noise (b) dictionary of signals simulated using the same equation
with various values for Λ (1, 6, 11 and 16). After comparison of the data using the
l2-norm in (a) with all the entries in (b), the closest match is found with the Λ = 11
entry of the dictionary.
The basic premise of fitting a model to experimental data using a dictionary fitting
technique involves generating a dictionary of realisations of the model using a discrete
set of parameter values. Prior to comparison, both the experimental data and each
dictionary entry are independently normalised. The experimental data is then
compared to each of those realisations using a metric, such as the l2-norm of the
difference between simulated and experimental data: ‖Xexp −Xdict‖2. The set of
model parameters corresponding to the dictionary entry that most closely matches the
experimental data (i.e. the one with the lowest value of the metric) is then taken as
the solution to the minimisation problem. An example of fitting for a simplified
approximation of the amplitude of the bSSFP frequency response given by the
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expression below is shown in Figure 1.10
Mxy(Λ;α, ϑ) ≈
2 cos
(
ϑ
2
)
sinα
1 + cosα+ 2 cosϑ+ [4Λ− 2 cosϑ] sin2 (α2 ) (1.16)
where ϑ is the off-resonance phase, α the flip angle and Λ ≜ T1/T2. Assuming that the
flip angle and the off-resonance phase are known, an attempt is made to estimate the
value of Λ in the experimental data shown in Figure 1.10a (parameters: α = 15°,
Λ = 12). In this example, fitting is performed using a dictionary of simulated bSSFP
frequency responses (cf. Eq. (1.16)) depicted in Figure 1.10b with various values for Λ
(1, 6, 11 and 16). The result of the fitting procedure is the value of Λ for which the
entry within the dictionary is found closest to the experimental data, as assessed using
the l2-norm of the difference between experimental and simulated data, which is
Λ = 11.
This example also demonstrates a fundamental limitation of the approach, which is
that only a finite amount of discrete values for each fitted model parameters can be
examined at a time. In cases where the set of values considered is too scarce, regions
with strong variations of one parameter might exhibit staircase-like features instead of
smooth transitions in the parameter maps. While increasing the number of considered
values can increase the precision, this also increases the time and complexity of the
computations required to obtain the solution.
1.6 Aim of this thesis
On top of the conventional MR imaging procedures, the study and measurement of
physical parameters at the origin of the MR signal remain a topic of active research
and developments nowadays. As discussed earlier, this stems from the possibilities that
these kind of approaches promise to open, such as multi-sites cross-comparisons and
more consistent monitoring of disease evolution. However, these methods have yet to
be widely adopted by clinicians around the world, in part due to the longer acquisition
times required by the current gold standard methods in order to provide accurate
quantification of physical tissue properties. To address some of the limitations, and
with the recent progress in hardware technology, fast imaging methods, such as bSSFP,
hope to provide both high quality images with high signal-to-noise ratios as well as
clinically acceptable scan times (Section 1.4.2). These type of sequences are thus prime
candidate for the quantification of tissue parameters in the clinical routine and more
particularly the relaxation times. However, as seen previously in the case of bSSFP,
the image contrast for these type of sequences is often a complex mix of all relevant
physical parameters, including both T1 and T2 relaxation times.
A recently introduced relaxometry [28] method achieved fast, accurate and precise T1
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and T2 relaxometry based on a spoiled and unbalanced SSFP acquisition scheme.
However, this method is not applicable in 3D inside the human brain due to its
inherent motion sensitivity. In the second chapter of this thesis, an attempt is made to
address these limitations by using bSSFP and allow the quantification of both
relaxation times with minimal influences from main magnetic field (B0) and transmit
field (B1). Like its predecessor method, the new approach only considers the case
where the signal of each voxel originates from single T1 and T2 components.
The third chapter of this thesis is concerned with mitigating the presence of banding
artefacts in bSSFP images. Using advanced reconstruction techniques and sparse
sampling in order to achieve high resolution imaging with minimal scan time, the
banding artefacts are effectively “removed from the images” by using quantification
based the bSSFP signal equation followed with a synthesis of the on-resonant bSSFP
image using the previously estimated parameter maps. The fourth chapter presents an
evolution of the latter method based on configuration theory in order to achieve better
and more stable banding artefact suppression over a wider range of magnetic field
strengths.
Overall, the goal of this thesis is to explore the potential of new quantitative methods
based on bSSFP and make a small contribution to the quantitative MRI field, which is
destined to be an important part of the future of MRI. The novel methods are
investigated in exploratory studies using simulations, water phantoms and last but not
least with measurements on healthy volunteers. The results of each method are then
compared to the commonly admitted reference techniques.
1.7 Outline
The next chapters of this work explore possible applications of bSSFP for quantitative
MRI as well as banding artefacts reduction. First, an application of configuration
theory for T1 and T2 mapping in Chapter 2. Then in Chapter 3, a closer look at how
signal modelling can help generate artefact-free images and finally in Chapter 4 an
evolution of the previously introduced method that also includes configuration theory
as a way to further improve the robustness and stability of the overall method. In
some more details, this thesis is concerned with:
Chapter 2. T1 and T2 quantification using the triple echo steady-state (TESS)
relaxometry technique [28] suffers from increased motion sensitivity due to the
unbalanced steady-state sequence acquisition. In the human brain, this is particularly
restricting, as three-dimensional scans cannot be performed due to the natural
movements of the cerebrospinal fluid. We therefore propose to replace the direct
measurement of the lowest three configurations by an estimation using the Fourier
transform of the bSSFP frequency response. The estimation of T1 and T2 can then
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proceed as previously described in [28]. The accuracy of the new method, termed
Motion Insensitive RApid Configuration ReLaxomEtry (MIRACLE), is evaluated
inside a manganese-doped water phantom and the human brain at 3T. Surprisingly, in
vivo experiments reveal a systematic underestimation of T1 values, particularly within
the white matter, which could be linked to an asymmetric frequency content within
the voxels and therefore related to the underlying tissue micro-structure.
Chapter 3. A new method termed True Constructive Interference in the Steady-State
(trueCISS) is introduced where a highly undersampled acquisition, based on
pseudo-random sampling of k-space using a Poisson-disc distribution with central
reference region, is combined with a compressed sensing reconstruction and a
dictionary fitting to the bSSFP signal equation. This then allows the generation of
on-resonant images with genuine bSSFP contrast with virtually no artefacts while the
actual scan time remains comparable to conventional banding artefact suppression
techniques. The efficiency and stability of the method are assessed using a
manganese-doped water phantom as well as human brain acquisitions at 3T.
Chapter 4. The previously introduced trueCISS method is further improved by
replacing the less stable and robust dictionary fitting by a direct estimation of both
relaxation times ratio and phase linked to off-resonances using the four lowest orders
positive and negative configurations. Similarly to the case of MIRACLE, the
configurations are estimated from the Fourier transform of the bSSFP frequency
response profile. The improved trueCISS method is evaluated inside the human brain
at ultra high field strengths such as 7 T and 9.4T. Overall, the new approach delivers
higher quality and smoother parameter maps with less artefacts compared to the
original dictionary fitting method. Additionally, parameter mapping methods are well
suited to circumvent the more stringent specific absorption rate limitations at
ultra-high field strengths by allowing acquisitions with lower flip angles with short
repetition times.
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2.2. Methods
2.1 Introduction
Quantification is thought to represent an
important step toward significant improvements
of the diagnostic potential of MRI, such as for the
early detection of subtle or diffuse pathological
changes with high specificity and sensitivity, for
an unbiased assessment of treatment or drug
effects, as well as for clinical trials in drug
research across different sites and machines.
Quantitative imaging, however, is rather time
consuming and typically becomes an issue in the
clinical environment, where the overall success
and applicability of quantitative MRI strongly
depends on the overall acquisition speed. In this
context, SSFP-based imaging techniques [1] have
shown compelling results thanks to their short
scan times and high signal-to-noise ratios, e.g., for
relaxation time mapping [2–8], for measuring
molecular proton diffusion [9–13], for the
assessment of magnetization transfer effects
[14–16], or for the characterization of flow or
motion [17–19].
Generally, relaxation occupies a central role
within the context of NMR: it not only defines
contrast in conventional MRI but also reflects the
interaction of water on a molecular level.
Historically, longitudinal relaxation (T1) has been
estimated by sampling the inversion-recovery
curve of the longitudinal magnetization using
spin-echo sequences, while the transverse
relaxation (T2) time has been estimated from the
decay curve of the transverse magnetization using
single-echo or, more frequently, multiecho
spin-echo (SE) methods. Quantification based on
the functional dependencies of the steady state,
however, is much faster. One common attribute of
SSFP methods is their mixed T2/T1 imaging
contrast [20]; being a natural consequence of a
pulse repetition time (TR) that is much shorter
than T2. Consequently, accurate quantification of
relaxation times using SSFP-based imaging
techniques is usually hampered by a T2-related
bias in T1 estimates for radio-frequency (RF)
spoiled SSFP [21, 22], or by a T1-related bias in
T2, as observed with balanced SSFP (bSSFP) [23],
partially spoiled SSFP [8], and double echo steady
SSFP [7]. Moreover, all previously mentioned
methods are sensitive to transmit field (B1)
inhomogeneities, whereas some of them show, in
addition, some sensitivity to off-resonances [24] or
motion [7, 8].
Recently, Heule et al. [25] proposed to tackle the
mutual interference of T1 and T2 of coherent
SSFP methods by using a triple echo steady state
(TESS) imaging approach. To this end, TESS
acquires the three lowest SSFP configuration
modes within a single acquisition (or TR) yielding
two independent ratios for simultaneous rapid
quantification of both T1 and T2 using a golden
section search. Quite remarkably, TESS achieves
an almost completely B1-unbiased estimation of
T2, and showed good prospects for rapid
three-dimensional (3D) T2 mapping of articular
cartilage imaging in the clinical setting [26].
Generally, TESS is also insensitive to B0
inhomogeneities but the nonbalanced gradient
scheme introduces some motion sensitivity that
can be softened with a single-slice version of
TESS providing high quality T2 maps in the
human brain even at ultra-high fields [27]. More
recently, a simultaneous multislice TESS sequence
[28] was proposed to decrease scan time without
loss of image quality.
In this work, we aim to replace the unbalanced
gradient scheme of TESS by a balanced one
leading to “motion-insensitive rapid configuration
relaxometry”, termed MIRACLE [29], that
indirectly retrieves the basic SSFP modesfrom a
series of bSSFP scans. The accuracy of
MIRACLE-based relaxometry is evaluated from
simulations and phantom experiments. The
feasibility of high-resolution volumetric T1- and
T2-mapping is demonstrated in vivo for the
human brain and for articular cartilage at 3T.
2.2 Methods
MIRACLE
In the following analysis, we consider an
equidistant train of RF pulses with constant flip
angles and constant RF phase increment in
combination with balanced gradient moments.
Finite RF pulse and diffusion effects are
considered to be negligible. Immediately after the
RF pulse (counterclockwise rotation around
x-axis), the complex steady state magnetization
M+(t = 0) is given by (e.g., following Ganter [30])
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Figure 2.1 – a Simulation of the bSSFP steady state signal, as a function of the RF phase increment ϕ
(simulation parameters: T1/T2/TR = 860/70/5.76ms, α = 15°, proposed optimal for TESS imaging [25]). b
Derived modes Fp from N-point Fourier transform using Eq. (2.9) (dots: N = 8 RF phases ϕj , see Eq. (2.5);
solid line: continuous RF ϕ; a continuous line is shown in b that connects the derived mode amplitudes for
improved visualization). Relative mode c and relaxation estimation error d as a function of the number N of
bSSFP scans performed using the same parameter set as above.
M+(t = 0) ≜Mx(t = 0) + iMy(t = 0)
=
−i
D
(1− E1) sinα
(
1− E2e−iϑ
)
(2.1)
D ≜(1− E1 cosα)(1− E2 cosϑ)
− (E1 − cosα)(E2 − cosϑ)E2
(2.2)
where Ei = exp (−TR/Ti) and ϑ = Φ− ϕ denotes
the phase difference between the off-resonance
related phase Φ accumulated during each
repetition time (TR) interval (and is assumed to
be constant in time), and the RF pulse phase
increment ϕ. At a time t after the RF pulse, the
magnetization is given by
M+(t) =M+(t = 0)e
−t/T2eiφ(t) (2.3)
where φ(t) ≜ t/TR ·Φ. Generally, the steady state
as given in Eqs. (2.1) and (2.2) is periodic in ϕ
and can be expressed a sum over all
configurations orders Fn [30, 31]
M+(ϕ, t) = e
−t/T2eiΦt/TR
+∞∑
n=−∞
Fne
in(Φ−ϕ) (2.4)
2.2. Methods
0.1 0.2 0.3 0.4 0.5
1
2
3
T2 [s]
T
1
[s]
0 10 20 30
ε (T1) [%]
0.1 0.2 0.3 0.4 0.5
1
2
3
T2 [s]
T
1
[s]
0 10 20 30
ε (T2) [%]
a) b)
Figure 2.2 – MIRACLE estimation error ε(Ti) = |TiMIRACLE − Ti| as a function of the simulated T1 a and T2
b for a fixed N = 8. The delimited region (red) shows typical parameter ranges for human tissues (for simulation
parameters: see Fig. 2.1).
As shown previously in a seminal work by Zur
et al. [31], it is possible to retrieve the basic SSFP
configurations or modes Fn (see Eq. [4]) from a
discrete Fourier transformation of the complex
bSSFP frequency response. To this end, we
proceed as follows:
1. We perform N scans with an RF phase
increment of
ϕj ≜ −2pi
N
j, j = 0, 1, . . . , N − 1 (2.5)
where j enumerates the scan. As a result,
the magnetization in Eq. (2.4) is modified to
take te formation
M+(ϕ, t) =
+∞∑
n=−∞
e−t/T2eiΦt/TRFne
in(Φ−ϕ)
≜
+∞∑
n=−∞
Mn(Φ, t)e
i(2pi/N)nj (2.6)
2. We calculate the N-point Fourier transform
of the M+(ϕ, t) magnetisations
G(p, t) =
1
N
N−1∑
j=0
M+(ϕj , t)e
−i( 2piN )jp
=
1
N
N−1∑
j=0
+∞∑
n=−∞
Mn(Φ, t)e
i( 2piN )j(n−p)
(2.7)
and because
N−1∑
j=0
ei(2pi/N)j(n−p) =
{
N, if n−p
N
is an integer
0, otherwise
(2.8)
this yields
G(p, t) = e−t/T2eiφ(t)
(
Fpe
ipΦ + Fp±Ne
i(p±N)Φ
+Fp±2Ne
i(p±2N)Φ + . . .
)
(2.9)
As a result of the finite number of scans (N),
aliasing occurs (see Eq. (2.9)). Generally, however,
the mode amplitudes decrease rapidly with
increasing mode order |p| and thus for large
Chapter 2. Motion-Insensitive Rapid Configuration Relaxometry
enough N ,
G(p, t) ≈ e−t/T2eiφ(t)FpeipΦ (2.10)
and, therefore,
|G(p, t)| ≈ e−t/T2 |Fp| (2.11)
Following the approach of Heule et al. [25],
estimation of the relaxation times T1 and T2 was
then performed based on a golden-section search
algorithm [32] using the two signal ratios
|G(1, t)|
|G(0, t)| ≈
|F1|
|F0| (2.12)
|G(−1, t)|
|G(0, t)| − |G(1, t)| ≈
|F−1|
|F0| − |F1| (2.13)
in an iterative approach relying on the fact that
both ratios show different dependencies on T1 and
T2 as was shown in Heule et al Heule et al. [25].
From Eq. (2.10) and in the limit where the
amplitudes of higher-order Fn modes are
negligible (i.e., for large enough N), only the
phase of the SSFP modes depends on the local
off-resonance Φ. As a result, the signal ratios used
for estimation of T1 (cf. Eq. (2.12)) and T2 (cf.
Eq. (2.13)) are off-resonance insensitive. A global
initial estimate of T1 = 1000ms was used for all
simulations and experiments and a tolerance of
0.1ms was assumed as convergence criteria for the
iterative search. Similarly to TESS relaxometry,
we expect T1 estimates to have some remaining
B1-bias, while T2 is anticipated to be largely free
of any B1 bias.
Simations and Imaging
All numerical simulations, data analysis and
visualizations were done using MATLAB 8.5 (The
MathWorks Inc., Natick, MA). Measurements and
calibrations were performed on a clinical 3 Tesla
(T) whole body system (Siemens MAGNETOM
Prisma, Erlangen, Germany) with actively
shielded magnetic field gradient coils.
Acquisitions were performed using the standard
20-channel head coil and a 15-channel Tx/Rx knee
coil. Gibb’s ringing was removed from base data
as recently proposed by Kellner et al. [33].
Simulations of the bSSFP signal were performed
0 10 20 30 40 50 60
0.5
1.0
1.5
2.0
α [°]
CV
[%
]
CV(T1)
CV(T2)
Figure 2.3 – Coefficient of variation (CV) for T1
and T2 as a function of the flip angle α, estimated by
a Monte-Carlo simulation for a N = 8 MIRACLE ac-
quisition with 1% noise added to the bSSFP signal (for
simulation parameters: see Fig. 2.1).
for a T1/T2 − ratio 12 using sets of 4 to 12 scans
with a TR/echo time (TE) of 5.76/2.88ms and
RF phase increments ϕj , as given by Eq. (2.5).
Evaluation of the accuracy of the proposed
method for a range of T1 and T2 with an
eight-point sampling scheme was performed using
the same set of parameters. The influence of the
flip angle on the estimation of the relaxation
parameters was evaluated by performing a
Monte-Carlo simulation with 100,000 independent
runs for a N = 8 phase cycling scheme with flip
angles between 1° and 60° and the addition of 1%
Gaussian white noise to simulate experimental
conditions. For each flip angle, the coefficient of
variation (CV) for both relaxation parameters was
calculated (defined as the ratio of the standard
deviation and the mean over all runs;
CV (Ti) ≜ ∆Ti/T¯i, i = 1, 2).
Phantom experiments were performed on a
manganese-doped spherical phantom composed of
0.125mM MnCl2 dissolved in water (with nominal
T1/T2 values of 860/70ms [25] and approximately
14 cm in diameter using an eight-point 3D
MIRACLE scheme with the following protocol
parameters: TR/TE = 5.10/2.55ms, alpha = 15°,
a resolution of 1× 1× 2mm3 (image matrix:
208× 162× 80), a bandwidth of 401Hz px−1,
elliptical scanning and RF phase increments ϕj as
given by Eq. (2.5). With this setup, an overall
scan time of approximately 7min was obtained.
The 3D TESS relaxometry was realized using the
same parameters, except for TR/TE =
2.2. Methods
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Figure 2.4 – Relative deviation between the estimated and simulated T1 and T2 as a function of the B1
homogeneity. Note the different scaling for T2, which is virtually unaffected by B1 (for simulation parameters:
see Fig. 2.1).
6.19/3.17ms, 2 averages and a bandwidth of
800Hz px−1 for a total scan time of 8min.
Reference T1 relaxometry was realized using a
single-slice inversion-recovery turbo spin-echo
(IR-TSE) sequence with TR/TE = 5000/13ms,
and inversion times (TI) of 50ms, 100ms, 200ms,
400ms, 800ms, 1600ms and 3200ms. Estimation
of T1 was obtained from a nonlinear fit of the
recovery curve [34]. Further scanning parameters
include turbo factor (TF) 7, α = 180°, an in-plane
resolution of 1mm2 (image matrix: 208× 168),
slice thickness 2mm, a bandwidth of 130Hz px−1,
GRAPPA 2 with 34 reference lines for a scan time
of 1:17min (8:59min total). Furthermore,
reference T2 relaxometry was performed using
single echo spin-echo (SE) sequence with a TR of
1500ms, and a TE of 10ms, 20ms, 40ms, 80ms,
150ms and 250ms, α = 180°, an in-plane
resolution of 1mm2 (image matrix: 208× 168),
slice thickness 2mm, a bandwidth of 201Hz px−1,
GRAPPA 2 with 34 reference lines resulting in
1:30min/acquisition (9:0min total). T2 mapping
was performed using a maximum likelihood
estimator approach, as described by Golub et al.
[35].
Exemplary in vivo human brain imaging using a
3D slab of 36 axial slices located inside the brain
was performed using a 12-points bSSFP cycling
scheme with a TR/TE = 5.10/2.55ms, α = 15°, a
resolution of 1× 1× 2mm3 (image matrix:
192× 150× 36), a bandwidth of 400Hz px−1,
elliptical scanning and RF phase increments ϕj
following Eq. (2.5), resulting in a total scan time
of approximately 5:30min. Reference T1 data
were acquired using a 2D single-slice IR-TSE with
identical sequence parameters as for the phantom
scans, but with a resolution of 1mm2 (image
matrix: 192× 150) leading to a scan time of
1:12min (8:24min total). Additionally, reference
T2 data was obtained from a single echo 2D SE
scan with 1mm2 in-plane resolution (image
matrix: 192× 150) but otherwise identical to the
phantom case, resulting in 1:57min/acquisition
(11:42min total). High resolution images of the
right knee were realized in axial orientations using
a similar protocol with a TR/TE = 6.46/3.23ms,
a resolution of 0.6× 0.6× 3mm3 (image matrix:
368× 220× 20), and a bandwidth of 300Hz px−1
and elliptical scanning yielding a scan time of
around 5:40min.
For each series of scans, additional patient-specific
B1 maps were acquired using the method
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proposed by Ganter et al. [36]. Registration of B1
data onto the on-resonant image of each
MIRACLE dataset was accomplished before B1
correction using routines from the FSL libraries
[37, 38] for brain images or by using the elastix
registration program [39, 40] in other cases.
2.3 Results
A noise-free simulation of the complex bSSFP
frequency response (cf. Eqs. (2.1) and (2.2)) is
presented in Figure 2.1a for a tissue mimicking a
T1/T2-ratio of approximately 12 for a N = 8 point
phase cycling scheme and in the limit of a
continuous RF phase increment. The
corresponding Fourier transforms (cf. Eq. (2.9))
are shown in Figure 2.1b. Aliasing in the case of a
finite N becomes evident and generally leads to a
systematic deviation between the true mode
amplitudes and the ones using N-point Fourier
transform; especially for higher configuration
orders (p) (see Fig. 2.1b). As expected, increasing
the number N of RF phases ϕj improves the
overall accuracy of the mode amplitude estimates
(see Fig. 2.1c), and do not exceed 1.2% for the
lowest order modes (p = −1, 0, 1) for N ≥ 8. The
resulting T1 and T2 estimation error follows a
similar trend (see Fig. 2.1d), and is in the absence
of noise below 0.01% for a T1/T2 12 in
combination with phase cycling acquisition
schemes using N ≥ 8.
Analysis of the estimation error
ε(Ti) = |TiMIRACLE − Ti|, as a function of T1 and
T2, is presented in Figure 2.2 for a fixed N = 8
MIRACLE acquisition scheme. The overall error
is in general much larger for T2 than for T1 ,
indicating the need to acquire more than 8
phase-cycles for T2 values exceeding roughly
100ms.
Generally, the decay of the modes (Fp with
increasing mode order |p|, e.g., as observed in
Fig. 2.1b, not only depends on the relaxation, but
also on the flip angle a (cf. Eqs. (2,12) in Ganter
[41]). As a result, different flip angle settings
might be required for MIRACLE as compared to
TESS. In line with the flip angle optimization
results for TESS, however, Monte-Carlo
simulations also revealed for MIRACLE a clear
optimum for flip angles around 15° (see Fig. 2.3).
0° 45° 90° 135°
180° 225° 270° 315°
a)
F1 F0 F−1
b)
MIRACLE TESS IR-TSE
0 400 800 1 200
T1 [ms]
c)
MIRACLE TESS SE
0 100 200 300
T2 [ms]
d)
Figure 2.5 – Illustration of MIRACLE relaxometry
calculations using an N = 8 phase cycling scheme for
a manganese-doped probe. a Source bSSFP magnitude
images. b Derived three lowest SSFP mode images F1,
F0, F−1. c Estimated T1 and T2 maps (initial guess
of T1 = 1 s, precision enforced: 0.1ms). d Relaxation
parameters were assessed for a region of interest, as
indicated in the relaxation maps by the circles. (imag-
ing parameters: N = 8 of 1 × 1 × 2mm3 and TR/TE
5.00/2.50ms).
2.3. Results
Consequently, this flip angle was used for all
subsequent acquisitions. Moreover, in complete
analogy to TESS imaging, the estimation of T2 is
found to be largely insensitive to B1, whereas the
T1 estimates retain the usual B1 dependency. The
bias in both T1 and T2, as introduced by flip angle
miscalibrations is shown in Figure 2.4. For a fixed
T1, the error in T1 scales approximately linearly
with relative B1 values ranging from 0.5 to 1.5,
whereas the bias in T2 from B1 (for fixed T1
values) is less than 0.1ms over the whole
investigated B1-range.
Tissue Method T1 [ms] T2 [ms]
Phantom MIRACLE 835± 16 70± 2
TESS (3D) 823± 38 65± 9
Reference 850± 9 67± 1
Brain WM MIRACLE 532± 56 44± 5
Reference 840± 28 51± 2
Brain GM MIRACLE 1061± 169 63± 12
Reference 1352± 69 57± 3
Cartilage MIRACLE 1194± 436 42± 9
Muscle MIRACLE 846± 130 33± 10
Fat MIRACLE 307± 23 102± 13
Table 2.1 – Estimated Relaxation Parameters from
3D MIRACLE, 3D TESS, and 2D Single Slice Reference
Measurements (IR-TSE and SE) in phantom and in vivo
Motion-insensitive SSFP mode imaging and
subsequent relaxometry is now exemplarily
illustrated in Figure 2.5 at 3T for a
manganese-doped spherical probe. Figure 2.5a
depicts the original N = 8 phase-cycled bSSFP
images, Figure 2.5b shows the resulting mode
images for F0, F1 and F−1, and Figures 2.5c
and 2.5d present the estimated T1 and T2 maps
from 3D MIRACLE, 3D TESS, IR-TSE, and SE
measurements. Both MIRACLE-T2 and TESS-T2
exhibit no spatial variations across the whole
imaging volume. MIRACLE-T1 and TESS-T1
estimates have already been corrected for B1
inhomogeneities by using the separately acquired
B1 map, which results in flat T1 profiles over the
whole field-of-view. Overall, very good agreement
is found between all three methods for both T1
and T2. Evaluation of relaxation parameters
within the indicated region-of-interest (ROI) are
collected in Table 2.1 for all three methods.
High resolution in vivo 3D brain T1 and T2
mapping with MIRACLE and reference
measurements is demonstrated in Figure 2.6 at
3T in axial slice orientation. In contrast to 3D
TESS, no pulsation artifacts are noticeable in the
derived base mode images (Figure 2.6a and
Supporting Figure 2.10, which is available online,
for 3D TESS brain images) and, as a result,
successful T1 and T2 mapping is demonstrated in
3D (Figs. 2.6b and 2.6c) using motion-insensitive
SSFP [31]. For comparison, reference IR-TSE and
SE results are also presented for the same slice.
Evaluation of relaxation parameters inside
highlighted ROIs can be found inside Table 2.1.
F0 2F1 F−1
a)
MIRACLE
0
1 000
2 000
T1 [ms] IR-TSE
b)
MIRACLE
0
100
200
T2 [ms] SE
c)
Figure 2.6 – Illustrative volumetric MIRACLE brain
imaging of a healthy volunteer. a Axial sample images
from the derived three lowest SSFP mode volumes F0,
F1, F−1 (note the different scaling for F1). b Corre-
sponding T1 (ms) map. c Corresponding T2 (ms) map.
(Imaging parameters: N = 12, resolution: 1×1×2mm3
, TR/TE=5.76/2.88ms)
Finally, 3D MIRACLE imaging is demonstrated
in the knee joint (Fig. 2.7) at 3T in axial slice
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Figure 2.7 – Illustrative T1 and T2 maps (in [ms]), as derived from a 3D axial MIRACLE knee scan of a
healthy volunteer. Note the typical decrease in both T1 and T2 for patellar cartilage from superficial to deep
layers. (Imaging parameters: N = 12, resolution: 0.6× 0.6× 3mm3 TR/TE = 6.46/3.23ms)
orientation. See Table 2.1 for the evaluation of T1
and T2 within marked ROIs. Zonal variation in
patellar cartilage T1 and T2 is clearly visible with
a decrease in both T1 and T2 values from
superficial to deep layers, as typically expected
and observed for healthy cartilage (see insets,
Fig. 2.7).
2.4 Discussion
Indirect estimation of the lowest order SSFP
modes for rapid T1 and T2 mapping from a set of
phase-cycled bSSFP scans using a Fourier
transformation yields similar properties as TESS
relaxometry. Furthermore, due to the balanced
gradients used in the present case, MIRACLE
relaxometry is expected to be less sensitive to
diffusive effects than TESS, particularly in fluids
[27]. Still, it is important to remember that the
accuracy of the presented method relies on the
ability to correctly retrieve the SSFP mode
amplitudes F−1, F0 and F1 from the bSSFP
profile. This not only depends on the number N
of RF phase increments used, but also on how fast
the configurations decay with increasing order |p|
(e.g., see Fig. 2.1b). For TR≪ T1, the decay of
the mode amplitudes becomes a function of the
flip angle α and the relaxation time ratio T1/T2
[41]. As a result, aliasing becomes more and more
an issue with decreasing T1/T2 , e.g., as observed
in Figure 2.4, where the error in T2 increases with
increasing T2 (for a constant T1). Consequently,
accurate relaxometry of fluids might not be
granted, even for N = 12. Nonetheless, the
phantom data show that MIRACLE is in very
good agreement with both 3D TESS and reference
IR-TSE and SE methods for tissue-like T1/T2
ratios. In addition to the aforementioned effects,
patient movements between phase-cycles may
affect the success of MIRACLE relaxometry,
although adequate fixation and image registration
could be used to mitigate such effects.
Typical T1-values reported in the literature for
white and gray brain matter are approximately
950 to 1000ms [42] and 1300 to 1500ms [43, 44],
respectively, which are similar to what was
obtained during our reference measurements.
Interestingly, and in contrast to the simulations as
well as phantom and cartilage experiments, in
vivo brain imaging with MIRACLE demonstrates
a systematic underestimation of T1 even after B1
correction. This bias is likely linked to the
asymmetric shape of the bSSFP frequency
response, as exemplified in Figure 2.8 for brain
tissue, but more prominently for white as
compared to gray matter. Those asymmetries
have already been discussed in some details by
Miller [45] and Miller et al. [46] and are believed
to be due to an inhomogeneous intra-voxel
frequency content. This is not unexpected as
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Figure 2.8 – Exemplary bSSFP frequency response for gray a and white b brain matter (for the definition
of ROIs, see Figure 2.6), as well as, for patellar cartilage c and muscle tissues d (for the definition of ROIs, see
Figure 2.7). Note the increased asymmetry in the case of white versus gray brain matter.
brain tissues contain microstructural boundaries,
compartments or chemical shifts that might not
be properly characterized by a single pair of
relaxation parameters and thus by a
single-compartment signal behavior as assumed by
Equations (2.1) and (2.2). To further investigate
these effects, noise-free simulations of the bSSFP
signal in the case of a two-components model
assuming Lorentzian line shapes were performed.
As was initially proposed by Miller et al. [46], we
assume identical T1 and T2 (830/80ms) for both
components, a fixed line width of Γ1 = 0.1Hz for
the first component, and a volume fraction of 0.15
for the second component. Corresponding
MIRACLE-T1 and -T2 values as a function of the
second component’s width (Γ2) and frequency
shift (∆f) are shown in Figure 2.9a. Because this
results in an overestimation rather than an
underestimation of T1, this model fails to describe
the observed MIRACLE brain data.
Generally, the constraint of having the same
relaxation properties for both components might
be too restrictive. Deoni et al. [47] suggested a
two-component system with a volume fraction of
roughly 0.28 for white matter, where the
dominating component has a rather low
T1/T2-ratio of 900/120ms, in contrast to a rather
high T1/T2-ratio of 380/10 ms for the smaller
component, reflecting myelin. Note that contrary
to the aforementioned study, we do not consider
exchanges between species in the present case. We
now repeat the analysis done previously and show
the corresponding MIRACLE results in
Figure 2.9b. Within this framework, we observe a
shift to apparent low T1 values in combination
with typical T2 values that are in good agreement
with the MIRACLE-T1 and -T2 values from our
experiments. Consequently, the low T1 values
observed in vivo are likely to originate from the
presence of a myelin-like second component with
different frequency distribution, in line with the
observation that the resulting bias in T1 is much
less pronounced for gray matter, where lower
myelin contents are expected. The aforementioned
suspected sensitivity of MIRACLE to tissue
heterogeneity and frequency asymmetry is further
corroborated by the results observed for articular
cartilage. Here, the observed T1 and T2 values are
in very good agreement to previously published
values [25, 48], which is expected because cartilage
is known to be much less heterogeneous [49].
In summary, T1 and T2 mapping with MIRACLE
offers analogous properties as TESS while
successfully mitigating its motion-sensitivity. In
contrast to the literature, however, apparent low
T1 values are observed for brain white matter;
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reflecting the asymmetry in the bSSFP signal
profile. As a result, a configuration-based
relaxometry, as suggested with MIRACLE,
becomes sensitive to changes in the underlying
frequency spectrum and content, and might,
therefore, offer improved sensitivity to diffuse
pathophysiological changes in the brain. Future
work will aim to explore this new
frequency-sensitive relaxometry method.
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Figure 2.9 – Estimated MIRACLE T1 and T2 from a
simulated two-component system with identical T1/T2
values of 830/80ms and a volume fraction of 0.15 a,
and T1/T2 values of 900/120ms and 380/10ms b, re-
spectively, as well as a volume fraction of 0.28. The
inset in a depicts the parameter space investigated: the
first component is assumed to be on-resonant with a
width Γ = 0.1Hz, whereas the values for the width Γ2
and frequency shift∆f of the second component are var-
ied as shown above. Typical values reported by Miller
et al. [46] for white matter are ∆f = 17to23Hz and
Γ2 = 19to22Hz (depending on the orientation).
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2.5 Conclusion
A rapid motion-insensitive configuration-based
steady state relaxometry method was presented.
Compared with most SSFP methods, it offers
accurate and robust T2 quantification of human
tissues, even in the presence of substantial B0 and
B1 field inhomogeneities, as demonstrated in the
scope of this work. In contrast to contemporary
single component relaxometry methods, however,
our results and preliminary modelling indicate
that MIRACLE becomes sensitive to the T1 and
T2 intra-voxel frequency dispersion.
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3.1. Introduction
3.1 Introduction
In the last decades, the use of steady-state free
precession (SSFP) sequences has rapidly increased.
Among the different variants first introduced by
Carr [1] in 1958 for NMR spectroscopy, balanced
SSFP (bSSFP) in particular offers the highest
signal-to-noise ratio (SNR) per unit of time
among all MRI sequences [2]. However, bSSFP
imaging is prone to field inhomogeneities [1, 3]
that may lead to signal voids; these appear as
dark bands in the image and thus frequently are
referred to as banding artefacts.
Commonly, banding is addressed by a series of
multiple bSSFP acquisitions with different
radiofrequency (RF) phase-cycling schemes, in
combination with a suitable reconstruction
method, such as maximum-intensity projection
(MIP) [3], complex sum (CS) [4], sum-of-squares
(SOS) and magnitude sum (MS) [5], or some other
[6]. The most common approach, termed
constructive interference in the steady state
(CISS), acquires only two phase-cycles and
combines them with a maximum-intensity
projection, offering a good tradeoff between
acquisition time and banding artifact reduction.
A major drawback of these image-based
combinations is that the derived pixel intensity no
longer reflects the genuine, i.e. on-resonant,
bSSFP signal magnitude typically presumed for
quantification techniques based on bSSFP
sequences. For low flip angle bSSFP acquisitions,
these methods tend to modify the intrinsic bSSFP
signal (see Figs. 3.1c and 3.1d), which can impede
the radiological assessment because clinicians
usually are more familiar with the on-resonant,
that is, genuine, bSSFP contrast.
An introductory example of this behavior is
presented in Fig. 3.1, showing the signal behavior
and contrast difference (to the on-resonant signal)
for various multiple-acquisition techniques based
on the bSSFP magnetization derived with the
Freeman-Hill formula [7] (T1/T2 = 870/70ms,
repetition time (TR) = 5ms and off-resonances
between 0° and 360°) for a flip angle of 15°
(Figs. 3.1a and 3.1c) and for a flip angle of 50°
(Figs. 3.1b and 3.1d). Generally, the combined
signal and thus the contrast, as generated with
the various reconstruction methods, deviates from
the genuine bSSFP signal properties and strongly
depends on the flip angle as well as on the tissue
properties. Typically, the prominent T1/T2 image
contrast, as commonly associated with bSSFP,
only can be achieved over the complete frequency
spectrum in the limit of a 90° flip angle [7].
Furthermore, most of the multiple-acquisition
combination techniques assume that the
steady-state signal resembles a plateau within the
passband region, that is, for off-resonances within
±1/(3TR) for phase-cycled bSSFP, which only is
true in the high flip angle regime. This may pose
considerable problems due to specific absorption
rate (SAR) limitations; especially at higher field
strengths.
Consequently, it is much more advantageous to
use parameter estimation techniques to derive
bSSFP artifact-free images from a signal model
coupled with an optimization algorithm [8–11].
To the best of our knowledge, the most recent
work was reported by Björk et al. [9] where the
Freeman-Hill formula [7] was fitted onto four
phase-cycled bSSFP images using a linearised
signal model in combination with linear
least-square fitting followed by a Gauss-Newton
nonlinear search (LORE-GN).
Generally, parameter estimation techniques
require multiple phase-cycled acquisitions to
provide a well-conditioned framework for the
fitting procedure. Obviously, this leads to longer
acquisition times compared to a conventional
CISS acquisition requiring only two phase cycles.
In this regard, the acceleration of exhaustive data
scans using compressed sensing techniques has
become more and more practicable, overall
providing high acceleration factors [12] –
especially for applications that have additional
dimensions, such as the time-domain in
cardio-vascular imaging [13]. Briefly, it is assumed
that if the information encoded in an image is
compressible, then the acquisition can be
accelerated by sampling the data in a compressed
manner. The acquisition of multiple phase cycles
within the CISS sequence reflects such an
additional dimension with redundant information,
allowing high acceleration factors as already
demonstrated by Cukur [14] and Ilicak et al. [15].
In this article, we propose to use a compressed
sensing reconstruction in combination with a
dictionary-based parameter estimation technique
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Figure 3.1 – MIP CSum and MSum reconstruction of 16 phase-cycled complex bSSFP profiles for T1/T2 =
870/70ms, repetition time = 5ms, for a flip angle of 15° (a) and for a flip angle of 50° (b). For completeness, a
single bSSFP frequency response profile also is shown, indicating the on-resonant signal amplitude (X). Relative
deviation between the on-resonant bSSFP signal amplitude and the average combined signal intensity for the
various methods for a low flip angle 15° (c) and a high flip angle (d). Note how the contrast between tissues is
more dependent on their relaxation time properties in the low flip angle regime. bSSFP, balanced steady-state free
precession; CSum, complex sum; MIP, maximum intensity projection; MSum, magnitude sum; T1 longitudinal
relaxation time; T2 transverse relaxation time; TR, repetition time; on-res, on-resonant; comb, combined.
to retrieve the genuine bSSFP signal (i.e.,
independent from a multiple-acquisition
combination technique and used flip angle) from a
set of highly undersampled bSSFP scans with
different phase-cycling schemes. The estimated
parameters are then used to reconstruct
artifact-free images with a pixel intensity that
reflects the true, on-resonant, bSSFP signal
amplitude. Due to the high undersampling, this
results in scan times comparable to conventional
CISS imaging. In addition, because all relevant
parameters (i.e. M0 and T1/T2) are known,
synthetic bSSFP contrast images can be derived
from these data, which are not directly
measurable in practice.
3.2 Methods
Acquisition
A conventional bSSFP sequence was modified to
acquire within a single scan a set of N acquisitions
with constant, but distinct, RF phase increments
(ϕj). Throughout this work, we only consider the
simplest scheme of equidistantly distributed RF
phase increments:
ϕj ≜
2pi
N
(j − 1) ∀j ∈ N∗ ∧ j < N (3.1)
A schematic representation of the acquisition
scheme can be found in Fig. 3.2a.
3.2. Methods
D
um
m
y
T
R
s
Tr
an
si
ti
on
in
to
st
ea
dy
-s
ta
te
bSSFP acqu.
Increment ϕ1
D
um
m
y
T
R
s
Tr
an
si
ti
on
to
ne
xt
ph
as
e-
cy
cl
e
bSSFP acqu.
Increment ϕ2
D
um
m
y
T
R
s
Tr
an
si
ti
on
to
ne
xt
ph
as
e-
cy
cl
e
bSSFP acqu.
Increment ϕN
a) b)
Figure 3.2 – Diagram of a true constructive interference in the steady state acquisition in which each blue block
represents an undersampled 3D bSSFP acquisition with different RF phase-cycling scheme (RF phase increment).
Initially, some dummy TRs (green block) are played out to allow transition into steady state. In between the
bSSFP acquisitions, a fixed number of dummy TRs (red blocks) are played out with linearly increasing RF phase
increments (from ϕj to ϕj+1) to mitigate transient effects (a). Exemplary k-space sampling pattern for a scan
with a phase encoding matrix size of 320 × 320. White pixels indicate sampled k-space locations, whereas black
pixels show ignored k-space points (b). bSSFP, balanced steady-state free precession; RF, radiofrequency; TR,
repetition time.
To shorten the overall scan time, a highly
undersampled pseudo-random phase encoding
scheme, based on a variable-density Poisson disk
distribution [16–18], was implemented to generate
an incoherent sampling pattern for each
phase-cycle. Additionally, elliptical scanning, that
is, skipping of k-space samples at the edges of
k-space [19], and partial Fourier, that is, omitting
parts of k-space by allowing the compressed
sensing algorithm to intrinsically exploit its
complex-conjugate symmetry (see chapter 13.7 in
[20]) are applied to further reduce scan time. A
fully sampled reference region in the center of
k-space is acquired for every phase-cycled scan to
estimate the coil sensitivities used during
reconstruction [21]. An exemplary sampling
pattern for a single acquisition is shown in
Fig. 3.2b.
Initially, a number (typically 200-300, about 2 s)
of dummy TRs, that is, without data acquisition,
are played out for the transition from equilibrium
magnetization to the steady-state (see also
sequence diagram in Fig. 3.2a). Similarly, a
constant number of dummy TRs (typically 40)
with linearly increasing RF phase increments
(from ϕj to ϕj+1) are played out in between
individual acquisitions of the different phase
cycles to smooth and enhance the signal
transition between the steady states.
Reconstruction
We consider a train of RF pulses with a constant
flip angle, α, and a constant RF phase increment,
ϕ, in combination with balanced gradient
moments. As commonly done, finite RF pulse
effects as well as magnetization transfer (MT) and
diffusion effects are neglected. In the limit of a
TR much smaller than the transverse (T2) and
longitudinal (T1) relaxation times, the complex
bSSFP signal is approximatively given by (see
also [22])
M(α, ϕj , φ,Λ) ≈M0
2
∣∣∣cos(φ−ϕj2 ) sinα∣∣∣
1 + cosα+ 2 cos(φ− ϕj) +
(
4Λ− 2 cos(φ− ϕj) sin2
(
α
2
))e−iφ/2 (3.2)
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In Eq. (3.2), M0 denotes the equilibrium
magnetization; Λ ≜ T1/T2 refers to the relaxation
time ratio; ϕj refers to the RF pulse phase
increment (see also Eq. (3.1)); and φ to the local
phase offset due to field inhomogeneities.
TrueCISS images are reconstructed as outlined
below. In short,
1. A compressed sensing reconstruction is used
to recover all missing samples from the
incoherent undersampled acquisition scheme.
This results in a series of fully sampled
bSSFP images featuring different RF phase
increments ϕj ;
2. From the signal model (see also Eq. (3.2)),
the three parameters (M0, Λ and φ) are
estimated using a dictionary-based fitting
algorithm;
3. An on-resonant bSSFP signal image, termed
trueCISS, is derived from the parameter
maps.
The compressed sensing reconstruction of the
undersampled bSSFP data combines a Fourier
transformation (FT ) across the ϕ-dimension and
a wavelet transformation (Ψ) in the spatial
domain [12, 23, 24] as sparse regularisation. The
first of the sparsifying transform relies on the
inherent periodic nature of the bSSFP signal
along the phase-cycle dimension. Because of that
property, the bSSFP profile can be expressed as a
Fourier series [25] with rapidly decaying Fourier
coefficient amplitudes, thus providing a sparse
representation. This result can also be derived
rigorously using the Fourier representation of the
SSFP signal, also known as SSFP configuration
theory [26]. The following cost function was used
for the optimization problem:
L(Yc, λ) =
1
2
∑
c
‖PFT {CCX} − Yc‖2
+ λ |Ψxy {FTϕ {X}}|
(3.3)
where the first term ensures consistency between
measured and estimated data, and the second
term enforces sparsity. In Eq. (3.3), X refers to
the estimated fully-sampled bSSFP image series,
Cc to the complex coil sensitivities, Yc to the
measured undersampled k-space data, P to the
sampling pattern represented as a binary mask
and λ is a regularisation parameter. The cost
function is minimized using the split algorithm
proposed in [27] which provides better
conditioning of the optimization problem and thus
results in faster convergence as compared to
conventional techniques. Calculation of the
complex coil sensitivities was performed in two
steps: the first order SSFP echo image was
estimated using a Fourier analysis of the fully
sampled k-space centers [28], then the coil
sensitivities were computed using an
eigenvalue-based estimation [21] on the previously
obtained image.
After the compressed-sensing reconstruction, a
dictionary-based algorithm is used to yield
voxel-wise estimates for M0, Λ, and φ from
Eq. (3.2), because Eq. (3.2) has multiple local
minima and is not differentiable at
ϕ− φ = { 1
2
φ, 3
2
pi
}
. In contrast to conventional
optimization algorithms, such as gradient descent
methods, dictionary-based fitting only requires
knowledge of the forward signal model. To that
end, a dictionary of signals with
Λ = {1, 1.1, 1.2, . . . , 30} and
φ = {0°, 5°, 10°, . . . , 355°} is generated from
Eq. (3.2) for M0 = 1 and the actual imaging
parameters that were used to acquire the data (i.e.
ϕj and α). This allows the comparison of the
acquired signal in each voxel to the simulated
signals in the dictionary using the squared norm
(L2-norm) of the difference as a distance metric.
The dictionary entry with the smallest distance to
the measured data is considered the best
least-squares approximation of the acquired signal.
Its corresponding Λ and φ values are then
attributed to the voxel. Because M0 is fixed
during the training of the dictionary, the
simulated and acquired signals need to be
normalized to account for variations in M0 before
the comparison. To that end, scaling factors are
calculated with ssim = ‖Macq‖−1 for the simulated
signal in the dictionary and sacq = ‖Macq‖−1 for
the actual acquired signal, in which Msim and
Macq denote the discrete signals, respectively.
The equilibrium magnetization is then estimated
using these scaling factors with M0 = ssim/sacq.
Finally, genuine on-resonant bSSFP images,
termed true constructive interference in the steady
3.2. Methods
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Figure 3.3 – Simulated complex bSSFP profile with Λ = 10.4 (a, continuous lines) and with black indicating
the magnitude, blue indicating the real values, red indicating the imaginary values, and circles indicating the
sampled phase cycles. Its discretized signal was Fourier-transformed into configuration space (b, green). The
configuration space has six zero coefficients (37.5%) after applying a low softthreshold of 6 (b, purple). The
inverse Fourier transform of the signal after applying the threshold diverges from the original (c, circles), causing
an overestimation in the dictionary fitting (Λ∗ = 11.6). (d) Bias of Λ and (e) amount of zero coefficients for all
combinations of Λ and soft thresholds. bSSFP, balanced steady-state free precession; RF, radiofrequency.
state (trueCISS), are reconstructed from Eq. (3.2)
in the limit of ϕ− φ→ 0, in combination with the
estimated M0 and Λ parameter maps. Moreover,
synthetic image contrasts, such as images
featuring a different flip angle than the measured
one, can be derived. It is also possible to adjust
the flip angle independently for each voxel in
order to locally maximize the bSSFP signal,
termed maxCISS, using [20]:
Mmax|θ=θopt≈
1
2
M0Λ
−1/2 (3.4)
where θopt ≈ cos−1
(
Λ−1
Λ+1
)
.
Simulations and Imaging
All numerical simulations, data analysis and
visualizations were performed using MATLAB 8.5
(MathWorks, Natick MA). Measurements and
calibrations were performed on a clinical 3T
whole-body system (Magnetom Prisma, Siemens,
Erlangen, Germany) with actively shielded
magnetic field gradient coils using a commercially
available 20-channel head coil. Prior to scanning,
informed written consent was obtained from each
volunteer taking part in this study.
Similar to every other compressed sensing
regularization, the zeroing of coefficients in the
sparse domain can introduce undesirable
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Figure 3.4 – (a) Mean error of Λ depending on the SNR with φ = 180° and (c) the standard deviation of the
Λ error. (b) Mean error of φ depending on the SNR with Λ = 10 and (c) the standard deviation of the φ error.
SNR, signal-to-noise ratio.
reconstruction artifacts that subsequently could
bias the estimation of Λ. To study the impact of
the regularization, a set of complex bSSFP
profiles were simulated, with L ranging from 1 to
20; φ = 180°; and M0 = 1. To deliberately
introduce regularization artifacts, all the profiles
were Fourier-transformed into configuration space,
and a range of soft thresholds (1-8) were applied
to achieve zero coefficients, that is, sparsity.
Subsequently, the signal was inverse
Fourier-transformed back to a bSSFP profile and
compared to the simulated ground truth.
Subsequently, the previously described dictionary
fitting was performed on the obtained profiles to
evaluated the impact of the introduced
regularization artifacts on the estimation of Λ.
Dictionary-based fitting algorithms became more
popular in recent years and proved to be powerful
tools, for example, in MR fingerprinting
applications [29]. Applying it to a bSSFP
sequence only requires a simple adaption of the
method. However, the sequence design and signal
properties are different and the dictionary fitting
may behave in another manner, requiring a
thorough analysis to avoid systematic biases and
ensure accuracy. To that end, an additional
experiment was performed, simulating bSSFP
profiles with different relaxation time ratios Λ
(1-30) for a fixed flip angle (15°) and a fixed local
phase offset (φ = 180°) in the presence of white
Gaussian noise at different SNR levels (5-100).
The dictionary fitting was the used to estimate
the relaxation time ratio, and its deviation from
the known truth was calculated. This was
repeated 128 times to calculate two fitting quality
measures: the mean error and the standard
deviation (SD) of the error. A similar experiment
was then performed using a range of local phase
offsets (8°-360°) and a fixed relaxation time ratio
3.3. Results
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Figure 3.5 – (a) Illustrative images from a set of N = 16 bSSFP scans with different RF phase increments (cf.
Eq. (3.1)), and (b) corresponding sparse representation by subsequently applying a Fourier transformation along
the phase cycles and a spatial wavelet-transformation.
(Λ = 10).
Phantom imaging was performed on a
manganese-doped spherical phantom composed of
0.125mM MnCl2 dissolved in water (with
T1/T2-ratio of 870/70ms ∼ 12, similar to human
tissues, as measured by gold standard T1 and T2
relaxometry methods) and about 14 cm in
diameter. TrueCISS imaging was performed with
16 phase cycles using an eightfold undersampled
k-space in combination with a TR/echo time (TE)
of 4.48/2.24ms, a flip angle α of 15°, a resolution
of 1× 1× 1mm3 (192× 192× 192 matrix size), a
bandwidth of 501Hz/px, and RF phase
increments ϕj according to Eq. (3.1), yielding an
overall scan time of 5:56min. During the
acquisition, a linear frequency offset gradient was
applied over the whole field of view to induce
multiple banding artifacts within the image. A
reference CISS image was acquired with the same
resolution, bandwidth and flip angle using an
unmodified product sequence with a TR/TE of
7.13/3.31ms; yielding a comparable total
acquisition time of 5:31min.
One in vivo 3D human whole-brain trueCISS
dataset was acquired using the same prototype
sequence with 16-phase cycles and eightfold
undersampling in combination with a TR/TE of
6.36/3.18ms, α = 15°, 1× 1× 1mm3 resolution
(256× 256× 176 matrix size), bandwidth
250Hz/px and RF phase increments ϕj following
Eq. (3.1), resulting in a total scan time of about
10:15min. For comparison, a 3D CISS image
dataset was also acquired with the same
resolution, but having a TR/TE of 7.87/3.59ms,
α = 50°, bandwidth 337Hz/px, completed within
9:4min. Contrary to the phantom experiment,
different sequence parameters were used for the
CISS acquisition because parameters as used for
trueCISS would have led to significant banding
residuals and would not be used in clinical
routine.
3.3 Results
To demonstrate the effects of regularization
artifacts, the 16 phase-cycling samples of an
exemplary simulated complex bSSFP profile
(Λ = 10.4) are shown in Fig. 3.3a. Its shape in the
configuration space is shown in Fig. 3.3b (green).
After a moderate soft threshold (=6) was applied
(Fig. 3.3b, purple), 37.5% of the coefficients in the
configuration space are zero, indicating that the
Fourier transform achieves a sufficient sparsity.
The regularization artifacts induced by the soft
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threshold only have a small impact the on the
shape of the bSSFP profile (Fig. 3.3c, circles) and
lead to a slight overestimation (Λ∗ = 11.6). The
obtained sparsity and introduced error in Λ for
the simulated range of Λ and soft thresholds are
shown in Figs. 3.3d and 3.3e. To summarise these
results, with higher Λ, more zero coefficients can
be achieved after Fourier transformation and
soft-thresholding due to its higher sparsity.
However, the dictionary fitting overestimates Λ,
with stronger regularization artifacts, especially
when Λ is high.
The mean and SD of the error in the dictionary
fitting are shown in Fig. 3.4. The simulations
with a high SNR (> 30) show a very low bias and
a good accuracy of the parameter estimation. A
small step-wise error is visible due to the
restriction of the dictionary fitting to a discrete
set of solutions. The estimation of lower Λ
appears to be more accurate than for higher
values, which could be due to the more distinctive
shape of a low Λ at low flip angle (15°), allowing
for good estimates even for a bad SNR (∼ 10).
On the other hand, the accuracy of the φ error is
rather independent from the actual φ value and
remains high without bias until it drops
drastically (e.g. at SNR = 15 with Λ = 10).
Illustrative axial images from the 16 highly
undersampled phase-cycled bSSFP
manganese-doped spherical phantom datasets
(with RF phase increments following Eq. (3.1))
are shown in Fig. 3.5a after the proposed
compressed sensing reconstruction. Note that a
linear frequency gradient was applied from left to
right to artificially induce banding artifacts. The
required sparsity after the proposed wavelet and
Fourier transformation becomes evident by the
low number of non-zeros coefficients present in the
transformed image (Fig. 3.5b).
Corresponding trueCISS parameter maps are
given in Figs. 3.6a–3.6c in axial orientation.
Generally, because transmit field inhomogeneities
(B1) are not accounted for, the Λ map reflects the
expected B1-related smooth variation from the
center towards the rim of the phantom. Residual
small-scale variations, however, which appear to
be rather related to the superimposed B0 field
inhomogeneity, can be perceived on both Λ and
M0 parameter maps, but become less intense in
the final trueCISS image (Fig. 3.6d) and have a
magnitude smaller than truncation artifacts as
can be seen in the intensity profile. For reference,
a 15° CISS image is shown in Fig. 3.6e using an
unmodified product sequence. Banding-related
residual signal modulations become accentuated
in the conventional CISS image, because of the
low flip angle scan.
Exemplary parameter maps estimated from the
high-resolution in vivo 3D whole-brain trueCISS
acquisition are given in Fig. 3.7 in sagittal
orientation. As can be expected and reflected by
the field map (Fig. 3.7c), severe field
inhomogeneities towards the neck, cavities, and
outer parts of the brain tissue emanate due to the
rather long TR used for the bSSFP acquisition at
3T. Overall, the parametric maps of M0 and Λ
exhibit the expected contrast between white and
grey matter resulting from differences in proton
densities and relaxation times. As for the
phantom, some residual B1-bias can be perceived
in Λ; however it appears less pronounced.
TrueCISS image reconstructions with flip angles
of 15° (native) and 50° (synthetic), as well as a
maxCISS image reconstruction (see also Eq. (3.4))
are shown in Fig. 3.8. For comparison, a standard
50° flip angle CISS image is also shown (Fig. 3.8d).
Compared to the standard CISS sequence, all
trueCISS images achieve a greater suppression of
banding artefacts, most noticeable in regions
suffering from strong field inhomogeneities, such
as the region superior to the nasal cavity. The
trueCISS image with a native flip angle of 15°
(Fig. 3.8a) provides a good contrast between
white and grey matter, whereas the maxCISS
with the optimal flip angle in each voxel
(Fig. 3.8b) provides the highest signal intensities
throughout and a better contrast in deep grey
matter structures. The synthetic trueCISS image
derived for a flip angle of 50° (Fig. 3.8c) provides
a similar contrast as the conventional CISS
sequence (Fig. 3.8d), but suffers from slight
blurring as can be seen in the thalamus region.
Furthermore, in comparison to the conventional
CISS, small vessels are not visible.
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Figure 3.6 – Parametric maps obtained from a dictionary based fitting of phase-cycled bSSFP datasets and
correspond to the initial magnetization M0 (a), the relaxation time ratio Λ (b) and the local phase offset ∆φ (c).
Phantom images reconstructed based on the proposed TrueCISS method, with an intensity profile in red, (d) and
from a conventional CISS acquisition, with an intensity profile in cyan (e). Both acquisitions were performed
with a flip-angle of 15° and a linear frequency offset gradient (top to bottom) to generate banding artifacts.
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Figure 3.7 – Parametric maps obtained by the dictionary based fitting and that correspond to the initial
magnetization M0 (a), relaxation time ratio Λ (b) and local phase offset ∆φ (c).
15° trueCISS
(native)
a)
maxCISS
(synthetic)
b)
50° trueCISS
(synthetic)
c)
50° CISS
(native)
d)
Figure 3.8 – Axial and sagittal slices of trueCISS images with the native flip-angle of 15° (a), maxCISS with
the optimal flip-angle (b) and a flip-angle of 50° (c) compared to the conventional CISS image (d). Note that the
subject slightly moved between the trueCISS and CISS acquisition. The arrow points to residual banding artifacts
that can be seen on the CISS image. CISS, constructive interference in the steady state; maxCISS, synthetic
contrast with optimal flip angle per voxel.
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3.4 Discussion
The results demonstrate that banding-free images
can be reconstructed from a set of highly
undersampled phase-cycled bSSFP acquisitions
using compressed sensing in combination with a
dictionary-based estimation of the intrinsic
bSSFP signal-dominating parameters. This
combination allows for better image quality, with
overall scan times comparable to conventional 3D
CISS imaging.
TrueCISS imaging provides the true, that is,
on-resonant, bSSFP signal amplitude, thus
facilitating the use of quantitative imaging
methods that rely on accurate bSSFP signal
estimation. Moreover, high flip angle trueCISS
images can be synthetized from low flip angle
bSSFP data to enhance its prominent fluid-tissue
contrast. Generally, low flip angle bSSFP imaging
is advantageous because it not only mitigates MT
effects [30], but also allows scanning with low
SAR. Consequently, synthetic trueCISS imaging
may represent a valuable alternative if
SAR-intensive sequences like CISS and SPACE or
conventional bSSFP protocols fail due to safety
constraints. This is especially interesting at
ultra-high field strengths, where the application of
SAR-intense sequences is challenging.
The synthetic contrast, as provided by maxCISS,
reflects the maximum bSSFP signal intensities in
each voxel for the underlying tissue properties (i.e.
T1/T2). This contrast is not only impossible to
acquire in practice, but it also renders the
maxCISS signal independent of the transmit field
inhomogeneity (B+1 ). Thus, the proposed
maxCISS image contrast might be of particular
interest in clinical applications where a strong B1
variation is expected or the images contain many
different types of tissues and the tuning for a
reasonable flip-angle is challenging (e.g. knee,
abdomen).
The noise behavior in the image should be
considered when generating synthetic contrasts
from the parameter maps that divert from the
original sequence protocol (e.g., different flip
angle). The synthetization may result in
heterogeneous noise amplifications or reduction
because the signal intensity scales nonlinearly,
depending on the underlying contrast parameters
(i.e., M0, T1/T2, and flip angle).
The steady-state magnetization image should be
proton-density-weighted and therefore exhibit
poor contrast between white and grey matter.
However, we observe a greater contrast than
expected, which may be due to an asymmetry of
the bSSFP profile in some locations not accounted
for in the signal model. These asymmetries were
more closely studied in [31] and may be the
reason for the subtle B0 effects in the phantom
experiment. Other physical effects, which are
neglected in the model, contribute to the estimate
of M0 as well. Therefore, we consider M0 is not a
quantitative estimation of proton density; rather,
it serves as a parameter used to accommodate
multiple physical effects.
A limitation of the proposed method arises from
the spatial regularization used in the compressed
sensing reconstruction and the partial Fourier
sampling of k-space that introduce blurring in the
resulting images. Furthermore, simulations
demonstrate that the sparsity that can be
achieved with the Fourier transform across phase
cycles greatly depends on T1/T2 and flip angle
because lower T1/T2 and lower flip angles result in
sharper transitions in the bSSFP profile.
Additionally, the sparsity will depend on the
amount of acquired phase cycles because data
tend to become sparser as the dimensionality of
the observation matrix increases. These
limitations of the regularization should be taken
into account when optimizing sequence protocols,
because they may prohibit high acceleration
factors and cause regularization artifacts, resulting
in an overestimation of Λ during the dictionary
fitting. Generally, more advanced regularization
techniques, such as joint total variation along the
phase cycles [32] could be used to further mitigate
residual blurring. Another possibility to reduce
blurring is to acquire fewer phase cycles and use
the gained time to sample more k-space samples
for each phase cycle. However, this may lead to
an ill-posed fitting of the tissue parameters after
the compressed sensing reconstruction.
Another source of error in the reconstruction is
the accuracy of the coil-sensitivities used in the
compressed sensing algorithm. The accuracy of
the coil-sensitivity estimate can be flawed if the
field-of-view of the acquisition is too small and
Chapter 3. True Constructive Interference in the Steady State (trueCISS)
folding artifacts appear. This is a common
problem in compressed sensing reconstructions
and thus affects the quality of the resulting
trueCISS images.
Moreover, the model-fitting procedure might
introduce errors in the obtained images. Its
overall accuracy depends on the ability to
correctly estimate the bSSFP signal parameters in
each voxel. Any nonmodelled difference due to
hardware-related inconsistencies or physiological
processes will result in biased estimates of M0, Λ
and φ, which are visible as a suboptimal banding
artifact removal in the final images. For example,
severe intra-voxel susceptibility gradients could
lead to a local transition of balanced to
unbalanced or even to a completely dephased
SSFP signal at TE. A decrease of the voxel size
might be considered to mitigate those problems.
Another more general problem is that the fitting
procedure might become more sensitive with lower
SNR. A correct fitting is therefore only
guaranteed with sufficient resolution and the use
of multiple receiver coils.
The methods proposed in this work address two
different aspects: First, lengthy acquisition times
are reduced by undersampling and a compressed
sensing reconstruction using the Fourier
transformed bSSFP profile as sparse domain.
Second, banding artifacts that become even more
severe with low flip angles are removed by using a
dictionary-fitting algorithm and synthetic
contrasts.
3.5 Conclusion
A compressed sensing reconstruction of a series of
highly undersampled phase-cycled bSSFP images
in combination with a dictionary-based fitting
algorithm can be used to reconstruct banding
artifact-free genuine bSSFP images, which we
termed trueCISS. Moreover, synthetic bSSFP
contrast images can be derived from the intrinsic
parameter estimates, for example, the flip angle
independent maxCISS signal, or enhanced
tissue-fluid contrast images achieved at high flip
angles, which are not possible to acquire directly
due to either physical or safety constraints. From
this, trueCISS might help to extend bSSFP
imaging to a wider range of clinical applications.
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4.2. Theory
4.1 Introduction
Balanced steady state free precession (bSSFP)
imaging typically requires a short repetition time
(TR) to mitigate off-resonances that can lead to
prominent signal losses, also known as banding
artefacts [1, 2]. As a result, acquiring multiple
bSSFP images is a common approach to remove
off-resonance related image artifacts. To this end,
bSSFP scans are acquired with different
radio-frequency (RF) phase increments
(phase-cycling) and banding artifacts are
subsequently removed using appropriate image
combination methods, such as maximum intensity
projection [2], complex sum [3], sum-of-squares or
magnitude sum [4], among others [5] - usually
known as Constructive Interference in the Steady
State (CISS) [2]. The imaging is typically
performed with high flip angles, and thus
shortening of the TR is not only limited by the
gradient performance but also due to safety
constraints related to energy deposition reflected
by the specific absorption rate (SAR).
BSSFP imaging artefacts due to off-resonances
aggravate, especially at ultra-high field (UHF)
strengths due to both increasing field
inhomogeneity and more restrictive flip angle
limits stemming from SAR constraints. To
address this problem, recent banding-suppression
techniques focus on parameter-based approaches
to retrieve tissue parameter maps and
subsequently synthesize artifact-free bSSFP
contrast images [6, 7] rather than combining
multiple phase-cycled images. For example,
efficient banding artifact suppression was
demonstrated using a parameter-based
two-dimensional dictionary fitting to
multi-phase-cycled bSSFP data. Long acquisition
times were avoided by an undersampling of
k-space in combination with a compressed sensing
reconstruction [8]. This approach, termed
trueCISS, provided artifact-free and on-resonant
bSSFP contrast images offering overall acquisition
times similar to conventional CISS [2]. The
dictionary-based parameter estimation method is
based on a simultaneous estimation of both the
local off-resonance and the relaxation times ratio.
In contrary to most parameter-based estimation
methods relying on an analysis of the steady state
magnetization in real space, we propose to
address the quantification problem by using
configuration theory [9]. From an analysis of the
decay properties of non-negative and negative
configuration orders, both the local off-resonance
and the relaxation times ratio are estimated using
variable projection (VARPRO) [10]. The new
configuration-based bSSFP signal reconstruction
is then explored at 7T and 9.4T for trueCISS
imaging to yield a variety of bSSFP contrasts
within UHF safety constraints, which would
otherwise not be possible to acquire.
4.2 Theory
We consider an equidistant train of instantaneous
radio-frequency (RF) pulses with constant flip
angle α and balanced gradient moments. For an
isochromat with a constant phase increment ϑ
within the repetition time (TR) interval and with
given transverse (T2) and longitudinal (T1)
relaxation times, the complex steady state
magnetization immediately after the RF pulse is
of the form
M+(ϑ) =
ae−iϑ + b
c cosϑ+ d (4.1)
where
a ≜ −(1− E1)E2 sinα
b ≜ (1− E1) sinα
c ≜ E2(E1 − 1)(1 + cosα)
d ≜ 1− E1 cosα− (E1 − cosα)E22
(4.2)
with the common definition E1,2 ≜ e−TR/T1,2 .
Notably, since the magnetisation M+ is a periodic
function of ϑ with 2pi, the steady state can be
expressed as an infinite series
M+(ϑ) =Mx + iMy =
∞∑
n=−∞
einϑM (n) (4.3)
enclosing all configuration orders M (n) [9].
We now consider the steady state magnetisation
observed at time t, in the presence of noise n and
for phase shifts ϑj ≜ 2piN j ∧ j = 0, 1, . . . , N − 1
mj(t, ϑj) = e
− t
T2 e+iϑj
t
TRM+(ϑj) + nj (4.4)
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In the seminal work of Zur et al. [11], it was shown
how the N -point discrete Fourier transform
z(n) ≜ 1
N
N−1∑
j=0
(
mj e
−iϑjt/TR
)
e−i 2pinj/N (4.5)
relates to the configuration orders M (n). For large
enough N , this approximately yields
z(n) ≈ e− tT2 einϑM (n) + n(n) (4.6)
In practice, the phase shifts ϑj can be generated
using RF phase increments ϕj that directly relate
to the phase shifts via ϑj ≡ −ϕj . In the following,
we will use this configuration-based approach
(Eq. (4.6)) to retrieve the local off-resonance ϑ
and the relaxation times ratio Λ =≜ T1/T2 from
the sampled complex frequency response function
(cf. Eq. (4.4)).
Configuration-based parameter esti-
mation
As shown in [9], the decay of the configuration
modes
M (n) ∝
{
An : n ≥ 0
A|n|−1 : n < 0
(4.7)
depends on a single factor A < 1, which in the
limit of TR≪ T1,2, takes the form
A ≈ η
η + 2(1 +
√
η + 1)
η ≜ 1 + cosα
1− cosαΛ
−1
Λ ≜ T1/T2
(4.8)
and thus
Λ =
1 + cosα
1− cosα
(1−A)2
4A
(4.9)
Combining Eqs. (4.6) and (4.7), the decay of
non-negative (+) and negative (−) configuration
orders is given by
y
(n)
± = a±z
n
± + n
(n)
± (4.10)
where we collected the order-dependent terms into
a single factor
zn+ ≜ einϑAn, zn− ≜ e−inϑAn (4.11)
and thus
z+ ≡ z¯− ≜ z (4.12)
as expected from the theory.
Please note that the index n is not equivalent
with the definition in Eqs. (4.6) and (4.7): it has
the range n ≥ 0 for both non-negative (n→ n)
and negative (|n| − 1→ n) configuration orders.
From Eq. (4.10), the general maximum likelihood
(ML) problem using a minimum χ2 estimation is
of the form
argminχ2 = argmin
∥∥∥∥∥y −
[
a+In
a−In
]
z
∥∥∥∥∥
2
2
(4.13)
using
z ≜
[
z0, z1, . . . , zN−1
]T
y± ≜
[
y
(1)
± , y
(2)
± , . . . , y
(N)
±
]T
y ≜ [y+ y¯−]T
Following the variable projection (VARPRO)
approach [10], we eliminate the explicit
dependence of χ2 on the linear parameters (a+
and a¯−) to determine the optimal z and thus the
off-resonance and the relaxation times ratio. To
this end, we solve for a+ ≡ a′+ + ia′′+ (and
analogously for a¯− ≡ a¯′− + ia¯′′−)
∂a′+χ
2 = 0 ∧ ∂a′′+χ
2 = 0
∂a¯′−χ
2 = 0 ∧ ∂a¯′′−χ
2 = 0
(4.14)
which, after a short calculation, yields
a+ =
〈z,y+〉
〈z,z〉 a− =
〈z, y¯−〉
〈z,z〉 (4.15)
Inserting Eq. (4.15) into Eq. (4.13) finally results
in the following expression
χ2 (ϑ,A) = 〈y,y〉− |〈z,y+〉|
2
〈z,z〉 −
|〈z, y¯−〉|2
〈z,z〉 (4.16)
4.4. Results
7T 9.4T
Whole brain 3D slab Whole brain 3D slab
Coil type Head coil Head coil Head coil [12] Head coil [12]
Coil channels 25 Tx/Rx 25 Tx/Rx 16 Tx/31 Rx 16 Tx/31 Rx
Orientation Sagittal Axial Sagittal Axial
Nb. phase cycles 16 16 16 16
Acc. factor 10 10 10 10
Flip angle [°] 15 15 15 15
Resolution [mm3] 0.9× 0.9× 0.9 0.4× 0.4× 0.5 0.9× 0.9× 0.9 0.4× 0.4× 0.5
Imaging matrix 284× 284× 176 500× 400× 40 248× 248× 176 500× 400× 40
TR/TE [ms] 3.94 / 1.97 6.92 / 3.46 3.73 / 1.87 5.26 / 2.63
Slice overs. [%] - 50 - 50
Scan time [min] 05:18 05:06 04:40 03:40
Table 4.1 – UHF scanning parameters for all the measurements presented in this work
4.3 Methods
Simulation and imaging
All numerical simulations, data analysis and
visualizations are realized using MATLAB 9.2
(The MathWorks Inc., Natick, MA).
Measurements and calibrations are performed on
investigational 7T and 9.4T whole body systems
(Siemens Healthcare, Erlangen, Germany) with
actively shielded magnetic field gradient coils.
Brain extraction was conducted manually for the
slices presented in this work.
Imaging was performed using N = 16
phase-cycled and 10-fold incoherently
undersampled bSSFP scans which are acquired
over an equidistant range of radio-frequency (RF)
phase increments ϕj ≜ − 2piN j ∧ j = 0, 1, . . . , N − 1.
The undersampled data is subsequently
reconstructed using compressed sensing [8]. All
the relevant scanning parameters used in the
present work are collected in Table 4.1.
Dictionary-based fitting
As reported in [8], a two-dimensional
dictionary-based fitting was used to retrieve
voxel-wise estimates for Λ and ϑ from the
reconstructed volumes followed by the estimation
of a scaling factor proportional to the equilibrium
magnetization M0 to match simulated and
experimental signals (see also [13] for details on
the analytical signal model).
Configuration-based fitting
A derivative-free multivariate local minimum
search Nelder-Mead simplex method [14] used by
the fminsearch function in MATLAB was
performed on Eq. (4.16) to retrieve an estimate
for the local off-resonance ϑ and the
relaxation-dependent parameter A. As a starting
value, z (and thus ϑ and A, cf. Eqs. (4.6)
and (4.7)) was estimated from Eq. (4.10) e.g.
using a rank one matrix pencil [15] analysis on the
non-negative configuration decay. In this work,
only the first four non-negative and negative
configuration orders were considered for the
VARPRO estimation of Λ and ϑ.
From the retrieved parameter maps and in
combination with the signal model (Eq. (4.1)), an
on-resonant bSSFP contrast image can be derived,
termed trueCISS, as well as artificial bSSFP
contrasts for any arbitrary choice of the flip angle
α.
4.4 Results
A comparison of the results from
multi-dimensional dictionary-based parameter
fitting and the proposed configuration-based
estimation method is shown for the relaxation
times ratio in Fig. 4.1 and the local off-resonance
in Fig. 4.2. Parameter maps were generated from
the analysis of the bSSFP complex frequency
response function retrieved from 16 ten-fold
undersampled phase-cycled bSSFP scans acquired
at 7T and 9.4T after a compressed sensing
reconstruction. Overall, the new
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configuration-based parameter mapping provides
more robust results as compared to the
dictionary-based fitting method, visible through
smoother parameter maps with less speckle-like
artifacts; this can be especially seen on the phase
maps at 9.4T for regions close to the ventricles
that might be prone to residual phase-related
inconsistencies due to physiological motion. We
also observe a substantial increase of the
T1/T2-ratio between 7T and 9.4T; as expected
from the increase in T1 and decrease in T2 with
increasing field strength [16–21].
0 20 40 60 80
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Figure 4.1 – Axial relaxation times ratio Λ parame-
ter maps from the 0.9×0.9×0.9mm3 sagittally-acquired
whole-brain datasets at 7T a and b) and 9.4T c and d).
Λ is estimated using the original multi-dimensional dic-
tionary fit a and c) and from the configuration-based
approach b and d). The most prominent reconstruction
artefacts are indicated by arrows.
From the configuration-based parameter maps,
corresponding axial and sagittal trueCISS images
are shown in Fig. 4.3. Overall, no image
degradation from banding artefacts can be
perceived over the whole volume. The apparent
−180 0 180
ϑ [°]
−180 0 180
ϑ [°]
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c) d)
Figure 4.2 – Axial local off resonance ϑ parameter
maps from the 0.9 × 0.9 × 0.9mm3 sagittally-acquired
whole-brain datasets at 7T a and b) and 9.4T c and d).
ϑ is estimated using the original multi-dimensional dic-
tionary fit a and c) and from the configuration-based
approach b and d). The most prominent reconstruction
artefacts are indicated by arrows.
loss of signal in the 9.4T data close to the nasal
and buccal regions is likely the result of the
sensitivity profile of the receive coil elements.
Moreover, synthetic bSSFP contrast images in the
high flip angle regime (50° and 90°) as well as the
voxel-wise theoretical maximum bSSFP signal
(maxCISS) are presented in Fig. 4.4 for both UHF
datasets. At high flip angles, the contrast between
fluids and tissues accentuates while the signal in
the globus pallidus and thalamus markedly drops.
This is a result of the high relaxation times ratios
observed for these regions (see Fig. 4.1).
Finally, fast high-resolution trueCISS imaging is
explored at UHF for voxel volumes as low as
0.45× 0.45× 0.5mm3 (Fig. 4.5), offering
artifact-free imaging with minimal blurring from
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a)
b)
Figure 4.3 – Axial and sagittal slices from the 0.9×
0.9×0.9mm3 sagittally-acquired whole-brain trueCISS
acquisitions at 7T a and 9.4T b (TA 5 : 18min and
4 : 40min resp.). Reconstructions were performed using
parameter maps derived with the configuration-based
method.
the regularisation used in the compressed sensing
reconstruction. In comparison to the whole brain
datasets, the sharpness and visualisation of fine
details, such as small blood vessels, is greatly
increased.
4.5 Discussion
TrueCISS imaging does not require bSSFP
imaging to be performed at high flip angles and
can thus be used to overcome SAR constraints.
This becomes especially important at UHF where
the high flip angle regime of bSSFP, and thus
contrasts at high flip angles, might only be
reached using excessively long repetition times.
Using a parameter-based approach offers not only
the possibility to generate high-flip angle contrast
images, but also to synthetize artificial contrasts,
such as the theoretical maximum bSSFP signal
for every voxel (see also Fig. 4.4 for both 7T and
9.4T acquisitions). However, accurate parameter
estimation using the proposed configuration-based
approach relies on proper estimation of the first
few configuration orders (cf. Eqs. (4.5) and (4.6)).
Therefore, aliasing from the discrete Fourier
transform should be avoided. Here, a set of
N = 16 phase-cycled bSSFP scans was used,
which is appropriate for tissues for modes up to at
least the 4th order [11].
In contrast to the frontal white matter (ΛWM ),
the central brain regions, such as the thalamus
(ΛT ) and the putamen (ΛP ), showed much higher
relaxation time ratios. This is in agreement with
the literature, where a higher concentration of
iron is expected for the basal ganglia, with
maximum iron concentration found in the globus
pallidus [22]. In comparison to studies based on
spin-echo measurements [16–21], at 7T values of
ΛWM = 24± 3 (literature 30− 35), ΛP = 51± 8
(literature 40− 50), ΛT = 50± 4 (literature
35− 40) are observed, whereas at 9.4T for similar
regions ΛWM = 32± 3 (literature 40− 50),
ΛP = 51± 8 (literature 60− 70) and ΛT = 65± 16
(literature 45− 55) have been measured. Overall,
the Λ values are in a good range for the putamen,
but the values appear to be slightly above the
expected range for the thalamus and below the
expectations for the frontal white matter. It
might be noteworthy here that our Λ-maps were
not corrected for B1 field inhomogeneities.
Generally, Λ-values become overestimated with
positive deviations from the nominal flip angle
(underestimated flip angles), but underestimated
with negative deviations (overestimation of flip
angles). Especially at UHF, the B1 field is
expected to be markedly inhomogeneous, typically
featuring a prominent drop from the center to the
periphery [12]. This would predict an
overestimation of Λ in the center, such as for the
thalamus, an underestimation in the periphery
which includes the frontal white matter, and
relatively unbiased values in the middle like for
instance for the putamen; in excellent agreement
with our observations.
As UHF slowly finds its way into clinical
applications, robust parameter estimation
methods, such as configuration-based estimation
techniques, in combination with synthetic,
parameter-based, artificial contrast methods such
as trueCISS offer access to the whole range of
bSSFP image contrasts explored at low fields.
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α = 50° α = 90° maxCISS
a)
b)
Figure 4.4 – Axial trueCISS reconstructions for flip angles 50° and 90° trueCISS and theoretical maximal
bSSFP signal intensity (maxCISS) reconstruction from 3D sagitally-acquired whole-brain non-selective scans
at 7T a and 9.4T b (see Fig. 4.3;TA 5 : 18min and 4 : 40min resp.). Each flip angle has been windowed
independently to optimise visualisation. Virtually no reconstruction artefacts are visible giving a good indication
of the quality of estimation and fitting of the configuration-based trueCISS reconstruction.
4.6 Conclusion
By developing configuration-based principal
bSSFP parameter estimation theory, we are able
to significantly improve the stability and quality
of the trueCISS reconstruction even at ultra-high
field strengths.
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5 Conclusion

5.1. Summary
5.1 Summary
Within the framework of this thesis, new MRI methods based on bSSFP have been
proposed, investigated and characterised in preliminary studies to develop fast,
accurate and precise quantification of relaxation times as well as other important MR
signal parameters, for possible future applications in the clinical routine. The main
results, pointing out a few of the limitations of the approaches presented in this thesis,
are summarised below for each chapter separately.
Chapter 2. Simulations and water phantom studies of the 3D motion insensitive
rapid configuration relaxometry (MIRACLE) MRI technique at 3 T have demonstrated
similar properties as the original triple echo steady-state relaxometry method [1].
Indeed, the estimation of T1 and T2 remains virtually unaffected by T1 on T2 or T2 on
T1 biases, as well as negligible dependency on B1 in the case of T2. However, due to
the Fourier transformation of the bSSFP frequency response used in the estimation of
the lower configuration orders, the relaxometry estimates, in particular for T1 in the
white matter, become sensitive to the underlying tissue micro-structure. Based on data
in this study, as well as more recent comparisons between various T1-mapping
techniques [2], the bias observed here seems only to be found in MIRACLE-T1
estimates and thus may be an indication of a particular sensitivity that could
potentially be the source of clinically relevant information in the future.
Chapter 3. Both studies in phantom and in vivo at 3T have demonstrated that
artefact-free on-resonant bSSFP images can be obtained from sixteen 8-fold
undersampled bSSFP acquisitions using the proposed compressed sensing and
dictionary-fitting methods without requiring additional acquisition time in comparison
to conventional banding artefacts mitigation techniques. In addition, the quantitative
nature of the method also allows the reconstruction of synthetic images that may not
be otherwise acquirable due to safety constraints.
Chapter 4. The original trueCISS method is extended by using configuration-based
parameter mapping and tested on the brain of healthy volunteers at ultra high field
strengths (7 T and 9.4T). The new improved quantification algorithm is shown to
generate more robust quantification results than the original dictionary-fitting
approach, therefore further improving artefact reduction in bSSFP images even at
ultra-high field. However, compared to reference literature data for the relaxation
times ratio, the values for that ratio in a few regions exhibit significantly overestimated
values, particularly at 9.4T. This could be linked to a combination of larger B1
inhomogeneities and differences in the iron concentration depending on the regions
considered.
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5.2 Future work
Generally, gathering a better understanding of the complex relationship between the
causes behind the asymmetries of the bSSFP frequency response and their effects on
the configurations could lead to the development of novel techniques for improved
diagnosis of brain diseases such as multiple sclerosis or characterisation of evolutionary
processes like the myelination of the brain in infants. Early studies of the bSSFP
frequency response profile (FRP) by Miller [3] and Miller et al. [4], based on the simple
metric of the signal difference between the two peaks of the FRP, have shown
correlation between the asymmetry of the FRP and the orientation of the white matter
tracts as measured by diffusion-tensor imaging. Using configuration theory [5], it is
known that any asymmetry present in the intra-voxel frequency distribution will lead
to measurable change in the decay rate of the amplitude of the configurations. This
could provide a more robust and sensible way of characterising the asymmetry and
give potentially more insights about the underlying tissue micro-structure. A
preliminary exploratory study [6] looking only at the difference between the decay
rates of positive and negative has already shown interesting contrast mechanisms that
relate to some extent to the results presented in [3, 4]. However, more work is still
required to fully understand the contrast mechanisms of the method and hopefully
design improved metrics that will be able to better characterise subtle tissue
alterations commonly associated with neurodegenerative disorders.
In addition, quantitative methods based on configuration theory, such as the one
introduced in Chapter 2, will generally be affected by any asymmetry present within a
voxel. While correcting for the bias introduced due to the FRP’s asymmetry might be
possible in some cases, it may be more worth looking at the bias itself as a possible
indicator of physiological importance. For example, early results from a comparison
between the most common T1-mapping methods to date and MIRACLE-T1 [2] seem to
show that some correlation exists between the deviation in T1 and the myelin water
fraction inside the human brain. If this is confirmed by subsequent investigations, the
T1 deviation might therefore represent a fast and reliable bio-marker for myelination
and de-myelination processes in the brain, such as for the detection and diagnosis of
multiple sclerosis.
Further improvements of the methods presented in this work could include further
development of the configuration-based quantification method described in Chapter 4
and combine the relaxation times ratio estimation with an iterative search for T1 and
T2 in order to achieve more stable estimation of relaxation times than those achieved
by MIRACLE. This, in combination with trueCISS imaging, could pave the way for
very fast and accurate T1, T2 and B0 mapping of the human brain in clinically feasible
times. Implementation of the reconstructions on the scanner hardware would also be
desirable in order to distribute the sequence to other sites worldwide for further
evaluations in various contexts.
5.2. Future work
In conclusion, this thesis explored the possibilities of developing quantification
methods based exclusively on the balanced steady-state free precession sequence. The
few new methods introduced here have the potential to offer useful tools and insights
to researchers and clinicians in order to gain better understanding of the mysterious
and wonderful machine that is the human body. My hope is that this work will in the
future be used by others to further expand the knowledge and the diagnostic
capabilities of MRI. However, irrespective of the progress of quantitative MRI in the
future, it remains to be seen whether quantification actually provides significant
benefits compared to conventional MR imaging methods when viewed from the
perspective of automated and data-driven decision making and diagnostic processes
based on artificial intelligence. This question will most definitely be answered in the
near future, once hospitals manage to garner and automatically process the massive
amount of data they generate on a daily basis. Hopefully within a few years, the
validity of the quantification approach in MRI will have demonstrated its definite
usefulness and have the path to its wider adoption in the clinical routines around the
world sped up dramatically.
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