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INTRODUCTION
Several previous research initiatives have highlighted the role of Information and Communication Technologies (ICT) as key enablers to decrease energy usage in buildings [1, 2, 3, 4, 5, 6, 7, 8] and thus, they can help us to attain the new targets set in the recently agreed 2030 climate and energy policy framework for the European Union [9] : a 27% improvement in energy efficiency, 27% of energy consumption from renewable resources, and a 40% reduction of greenhouse gas emissions by 2030, in relation to 1990 levels. However and as shown by the in-depth reviews presented by Shaikh et al. [1] , Beaudin et al. [2] and Khan et al. [3] , most of the works performed focus on domestic energy management systems and leave undetermined how ICT systems can cope with different scales of buildings where the complexity of the optimisation increases [4] . Ongoing research efforts within the field of large scale public buildings mainly address hospitals, educational buildings, sport facilities, commercial buildings and offices. Papantoniou et al. [5] explicitly focused on an optimization and control algorithm integrated to the existing building management system of a hospital. Aghemo et al. [6] introduced intelligent energy consumption monitoring and control in educational buildings whereas Petri et al. [5] addressed sport facilities presenting a modular based optimisation system. Gulbinas et al. [7] developed a socio-technical building energy management system for commercial buildings and Garnier et al. [8] presented a predictive control strategy for existing zoned HVAC systems in non-residential buildings mainly devoted to administrative buildings. Key challenges of implementing intelligent energy management systems in large public spaces are mainly concerned with collecting real-time information related to occupancy, environmental conditions and energy consumption and integrated automation and control algorithms able to optimize control strategies in real-time. Insufficient interoperability preventing the collaboration among building subsystems, wireless sensor networks for large scale deployment and self-diagnosis to detect failures are also key aspects to be solved in such complex environments.
To the authors' knowledge, none of the previous initiatives has undertaken the energy optimization of underground stations, although they have been found to consume high levels of energy [10, 11] mostly due to their underground nature and the need to meet high safety, security, hygiene and comfort levels [12] . Besides being big energy consumers, control systems in public underground environments have tended to be based on legacy on/off schedules [13] and synergies with the external environmental climate and interaction with occupancy patterns and train arrivals have not been explored.
Within this context, the aim of this paper is to present a novel, advanced intelligent energy management system for underground stations. Autonomous building system control is achieved without diminishing current passenger comfort levels. According to the metro operator's requirements, the system allows the default control and corresponding conditions to be restored at any time. The system is integrated with existing subsystems in the underground station and implementation costs are as low as possible. In addition, the solution is robust enough to be implemented in underground public spaces. The system was deployed and evaluated in a prototype underground station that is part of the Barcelona metro network. After describing the method adopted within this research, Section 3 discusses the results obtained during the pilot implementation and gives evidence of the energy savings that were achieved. Finally, Section 4 describes the conclusions and future steps that could be taken.
RESEARCH METHOD
The research method used in this study included the following steps:
− Definition of control policies − Development of environmental and occupancy models − Integration of the system − Pilot implementation
DEFINITION OF CONTROL POLICIES
Control policies were defined in accordance with the results obtained during the energy audit of the prototype underground station [14] . With an average consumption of 217.64 kWh/m 2 ·year, the breakdown revealed that the lighting system (37%), dominated the underground station's energy consumption, mainly because underground spaces cannot take advantage of natural lighting. A significant amount of energy (14%) was also found to be used for ventilation purposes. Ventilation systems are used to reduce the concentration of various pollutants in underground stations [15] and thus, to guarantee indoor air quality. Ventilation is also used to control internal temperature, which is affected by highly variable internal gains due to travelling passengers and trains (the piston effect), intricate air exchange dynamics with the outside, and heat conduction though the surrounding soil [16] . The vertical transportation system required for massive passenger flow in multi-storey spaces was found to account for 8% of the energy consumption of the underground station. The rest of the energy consumption was attributed to illuminated advertising signs (14%), mobile phone signal antenna (12%), small power devices (5%), air conditioning systems in staff and technical rooms (4%), vending machines (3%), ticketing and validation machines (1%) and LCD monitors (<1%) [14] . Systems that are not directly controlled by the metro operator, such as illuminated advertising signs or the mobile phone signal antenna, were excluded. Thus, the new control system acted on the lighting, ventilation and vertical transportation subsystems, which accounted for 72.54% of the energy consumed within the public spaces of the prototype underground station. Elevators were excluded, because they were found to use top-of-the range technology already. In all cases, the control policies were defined to ensure that passenger comfort does not diminish, and the actuations do not modify the current operator's controllers' tasks.
Lighting system
Current regulations [17, 18] establish minimum illuminance levels in underground stations, according to the difficulty of the visual task that must be performed in each area. In general, halls must have a minimum illuminance level of 200 lux, except in areas where tickets are sold and validation machines are situated, where the minimum illuminance level is 300 lux. A lower illuminance level is allowed in corridors (100 lux), although stairs and ramps must have a minimum illuminance level of 150 lux. Finally, and according to current regulations [17, 18] , the required illuminance level on platforms must range between 150 lux (general) and 200 lux (platform edges).
The prototype underground station is illuminated by 400 fixtures hosting two 36W T8 fluorescents lamps with standard electronic ballasts. For safety reasons, a total of 110 emergency lights are also distributed around the station. Field illuminance testing in the pilot underground station indicated that current illuminance levels were significantly higher than the levels stated in the regulations. As an example, the average illuminance level of station halls was found to be between 32% and 68% higher than required by current regulations. Similar, even higher percentages were found in ticket sale and ticket validation machine areas (30%-126%); corridors, including stairs and ramps (21%-220%); and platforms (19%-91%). This can be attributed not only to safety, security and aesthetics [15] , but also to oversized dimensioning to overcome future aging and dirtiness. Moreover, existing fluorescent lights were changed for others that provide higher illuminance levels using the same fixtures. The lighting system was initially managed following a pre-defined schedule in which lights remain on when the station is open (150 hours per week).
For the purpose of this research, two main classes of visual tasks for passengers travelling through a metro station were distinguished: (1) visual tasks related to specific operations and (2) visual tasks concerned with movement. Visual tasks related to specific operations such as buying and validating tickets and operating train doors from the platform determine the minimum illuminance level requirements. Visual tasks concerned with movement require a clear perception of the floor, of trains and of other passengers. During non-rush hours, a clear recognition of other passengers' faces is important to enhance the sense of security when the platform is almost empty. During rush hours, the visual horizon of a travelling passenger is much shorter because of the crowd and thus, faces of surrounding passengers can be recognized easier. Therefore, visual tasks concerning movement require higher illuminance levels during non-rush hours whereas the same tasks can be carried out with less illuminance during rush hours.
In light of the abovementioned, the lighting level of public spaces during rush hours is set to the minimum stated by current regulations [17, 18] : [1] Where:
L is the lighting level expressed in lux, and L min is the minimum lighting level set by current regulations [17, 18] expressed in lux.
When the station is outside of rush hours, the lighting level is increased towards the maximum lighting level using the following equation:
Where:
L is the lighting level expressed in lux, L min is the minimum lighting level set by current regulations [17, 18] expressed in lux, L max is the maximum lighting level expressed in lux and corresponds to the lighting level currently achieved within the station, N denotes the number of people in the controlled space, and N max is the maximum number of people in the controlled space during rush hours.
Rush hours are established by analysing the station's historical occupancy data, which is periodically updated with occupancy data retrieved from the closed-circuit television (CCTV) system. The occupancy threshold is defined as 65% of the maximum occupancy level expected for the day. Illuminance levels during non-rush hours 
Ventilation system
Air quality in underground metro stations is usually compromised of rather high CO 2 and PM 10 levels. Although no explicit limits of pollutant levels are set for metro stations, efficient mechanical ventilation is required to maintain good indoor air quality. Acceptable thermal comfort is generally attained as a secondary objective, provided that indoor air quality is achieved. Taking into account that users are only present in metro stations for a few minutes (they normally remain in carriages for longer periods), metro operators are not obliged to adhere to the temperature limits set by thermal comfort standards in regular buildings. In this case, the basic requirement is that the indoor conditions are not too different from those outdoors [19] .
During daytime, two identical fans located in the prototype underground station push outside clean air into the station. Their operation is coordinated with two other fans installed in adjacent tunnels, which extract exhausted air to the outside environment. During the night, the fans in the station are turned off, and those in the tunnels are reversed. Consequently, clean outdoor air is injected into the tunnels and exhausted air is forced to pass through the platform area and the corridors to the outside. In the summer, fans run at top speed (1500 rpm) to generate a nominal airflow rate of 62,500 m early morning or the evening. In winter, since there is no thermal load, the speed of the fans is reduced to control just the air quality, and the airflow generated is halved. In general, the air temperature on the platforms is lower and follows the outdoor trend. Trends in CO 2 and PM 10 concentration levels are quite similar to those registered during the summer period, but the PM 10 ratio is slightly higher.
Current schedule-based ventilation policies do not consider potential synergies or conflicts from underground airflow dynamics. They may even be counterproductive, because they do not take into account the piston effect of train transit and, more importantly, the chimney effect caused by the depth difference between consecutive underground stations. The weather outside is also a main driver in underground air flow dynamics. Air exchange between the indoor and outdoor environment may be favoured or hindered, depending on the outdoor temperature and the wind direction.
In order to optimize underground ventilation policies, a model predictive control strategy was proposed. The control system adjusts mechanical air supply rates according to an optimal combination of indoor air quality, thermal comfort and energy consumption, taking into account forecasted boundary conditions in any given control cycle ( Figure 1 ). The energy savings are achieved by minimizing a cost function, calculated as the weighted sum of electricity consumption, thermal comfort and air quality components [21] [eq. 1]. Different sets of weighting coefficients define different control policies, which can be applied in real time without any service interruption (Table 2) . Defined control policies include (1) maximum indoor air quality, (2) normal, (3) intermediate,
maximum energy saving and (5) maximum thermal comfort. Weighting factors related to air quality and temperature are higher when the control policy prioritizes the indoor air quality or the thermal comfort over the energy saving. Similarly, the electricity consumption term is weighted over the thermal and air quality terms when seeking maximum energy saving. The intermediate and normal control policies represent a trade-off between the users' comfort and the energy savings but the thermal comfort and air quality weighting factors are slightly higher in the normal policy than in the intermediate policy. The envisaged control policies entail different schedules in which the model predictive control strategy is active. In the maximum indoor air quality policy, the model predictive control works all day (0:00-24:00) whereas in the intermediate control policy, the SEAM4US control only runs when the station is open (5:00-24:00). The normal control policy allows starting the control of the station a certain number of hours before the opening time (P hours before 5:00-24:00). Finally, in both the maximum energy saving control policy and the maximum thermal comfort policy, the model predictive control strategy works from 07:00 to 22:00. Weighting factors were determined empirically according to the requirements specified by the metro station operator but they could be adjusted based on the specific needs.
Control policy
Maximum indoor air quality (0:00-24:00) Table 2 . Control policies and corresponding weighting factors.
The energy consumption component is estimated from the fan frequencies, and is used to minimize power consumption [eq. 1]. is the weight of the tunnel fan power term, which varies according to a predefined control policy (see Table 2 ); PElTF1 and PElTF2 denote the power absorbed by the tunnel fans and the corresponding values are retrieved from the airflow prediction Bayesian network (see Section 2.2.1); and represents the normalization coefficient corresponding to the typical value of the power absorbed by the tunnel fans.
is the weight of the station fan power term, which varies according to a predefined control policy (see Table 2 ); PElSF1 and PElSF2 denote the power absorbed by the station fans and the corresponding values are retrieved from the airflow prediction Bayesian network (see Section 2.2.1); and represents the normalization coefficient corresponding to the typical value of the power absorbed by station fans [eq. 1].
The thermal comfort is assessed using a combination of the difference between the outside and inside temperatures, and the difference between the desired temperature and the actual inside temperature [eq. 1]. In this case, is the weight of the in-out temperature term, which varies according to a predefined control policy (see Table 2 ); TOuWS denotes the temperature of external air and is retrieved from the weather station; TemPl3 represents the average temperature over all the platform, and the corresponding value is retrieved from the temperature prediction dynamic Bayesian network (see Section 2.2.1); and is the normalization coefficient corresponding to the typical value of the in-out temperature value. The weight of the temperature term varies according to the control policy predefined in Table 2 ( ), and the desired value of the average temperature over all the platform ( 3 ) is also taken into account [eq. 1].
Finally, the air quality component is estimated through a combination of the difference between actual air exchange and the corresponding reference value, and normalized CO 2 and PM 10 levels [eq. 1]. In this case, is the weight of the air change term that varies according to the predefined control policy (see Table 2 ); 3 denotes the desired valued for the amount of clean air reaching the platform; ACOPl3 is the amount of clean air coming from outdoors and entering the platform, and the corresponding value is retrieved from the airflow prediction Bayesian network (see Section 2.2.1); and represents the normalization coefficient corresponding to the typical value of the amount of clean air reaching the platform. The CO 2 component includes (the weight of the CO 2 term that varies according to the control policy defined in Table 2 ); CO2Pl3 (CO 2 concentration in the platform area); and 2 (normalization coefficient corresponding to the typical value of the CO 2 concentration in the platform area). The PM 10 component considers (the weight of the PM 10 term varies according to control policy defined in Table 2 ); PM10Pl3 (PM 10 concentration in the platform area) and 10 (the normalization coefficient corresponding to the typical value of the PM 10 concentration in the platform area) [eq. 1].
An additional term is used to penalize high frequency variations. In this case, is the weight of the frequency variation term that fluctuates according to the predefined control policy (see Table 2 ); FreSF1 and FreSF2 denote the frequency of each station fan and are the output for the controller; and represents the normalization coefficient corresponding to the typical value of the frequency of each station fan [eq. 1].
In any case, minimum indoor air quality and thermal comfort levels must be granted and thus four control rules are defined: (1) the indoor temperature (TemPl3) must be lower than a maximum threshold [eq. 2], (2) the air exchange level in the platform area (ACOPl3) must be greater than a minimum threshold modulated by the actual number of people on the platform (NPePl3) in relation to the typical value of people on the platform 3 [eq. 3], (3) the difference between the inside CO 2 level (CO2Pl3) and the outside CO 2 level (CO2Out) must be lower than a maximum level [eq. 4] and (4) the PM 10 level ( 10 3 must be lower than a maximum threshold [eq. 5]. An additional constraint related to the operation of station fans was also included [eq. 6]. Configurations that violate these constraints are rejected. Reference values are based either on regulations (when available) or on specific operational policies set by the metro operator (Table 3) . Table 3 . Reference values setting minimum indoor air quality and thermal comfort levels.
For each control step, the system generates alternative configurations, which are ranked according to the value of the cost function. The solution that results in the lowest cost is selected. According to current schedule-based ventilation policies, in the summer the fans are operated at top speed (+50Hz). However, in the case of a summer's day with a south wind, the model predictive control found that station fans should be operated in reverse (-50 Hz), in order to achieve improved indoor conditions. Similarly, in the case of a winter's day with a north wind, the model predictive control found that station fans could be stopped instead of running at the pre-defined frequency of +25 Hz. In this case, tunnel fans and the wind through the corridors provide enough air exchange, and thus both CO 2 and PM 10 concentration levels are acceptable and the temperature is pleasant.
Escalators
Passenger transfer systems move passengers out of the station, taking them from underground to street level and vice versa. Besides having two hydraulic, low consumption electric elevators, the station is also equipped with two escalators connecting the halls with street level, and covering a total distance of 10.49 m. Both escalators have automatic start-stop operation and remote control activation. Escalators in the underground station travel at a nominal speed of 0.5 m/s, which is fast enough to provide rapid displacement whilst maintaining comfort and safety (transport mode). Escalators operate at 0.2 m/s when they are empty (stand-by mode).
In order to enhance the energy efficiency of the underground station, the system introduces new speeds within the escalators' operational range. When there are no passengers, the escalator is stopped using a radar sensor. When there is no risk of generating queues, the nominal speed (0.5 m/s) is reduced to a lower speed (0.4 m/s) that is technologically capable of moving passengers, but consumes less energy. Therefore, the main driver of escalator control is passenger transit. Upwards escalators that are closer to the platform are affected by train arrivals, and thus their transport speed hint is based on the platform's occupancy level. Occupancy peaks are dynamically isolated on a daily basis and the threshold, which can be variable, is set to 65% of the maximum foreseen occupancy. In order to be effective, decisions about transport speed hints are maintained at least for the time it takes for people to travel from platform to escalators. Table 4 reports the adopted transport and standby speeds, depending on the occupancy level and the existing active control. Due to escalator safety standards, the speed cannot be changed whilst passengers are in transit. In any case, the speed is only changed when the escalators' photocells detect that nobody is using them.
Speed [m/s]

Transport mode
Occupancy > threshold or the occupancy is not available 0.5
Occupancy ≤ threshold 0.4
Standby mode
Radar switch OFF 0.2
Radar switch ON 0.0 Table 4 . Control policies for escalators.
DEVELOPMENT OF ENVIRONMENTAL AND OCCUPANCY MODELS
Environmental model
The environmental modelling of the entire metro station required the development of an ad hoc methodological framework including three main steps: (1) qualitative modelling, (2) quantitative modelling and (3) model reduction.
During the first step and in order to investigate the airflow dynamics of the underground station, several computational fluid dynamic (CFD) models were developed that encompassed different spatial scales (urban canyon models, overall indoor airflow models and local indoor airflow models). Simulations were useful to impose external weather dynamics' boundary conditions on the whole building model, by computing wind pressure coefficients at the station entrances. Simulations also supported the sensor network design by analysing ventilation patterns at different points of the station. Models were validated through an on-site measurement campaign using a weather station placed on top of one of the entrances [22] . Although the CFD modelling provided a qualitative insight into the station's behaviour, it did not offer enough flexibility to be included in a complex control algorithm [20] .
During the second step, a lumped parameter model of the entire station was developed using Dymola [23] , a commercial simulation environment widely used to model complex physical systems. Dymola is based on Modelica [24], an non-proprietary, object-oriented, equation based modelling language. At the top level, the model structure reflected the station topology. All the spaces were represented separately (platform, hall, corridor and staff rooms), and connected according to the real station.
Each space had a core component modelling the heat and mass transfer processes occurring in its environment. This basic component was then connected to a set of other components modelling the relevant dynamics of underground subway spaces (pollutant sources, internal gains, thermal exchange with the ground, airflow resistances and pressure drops due to buoyancy). At the top level, the Dymola model also included other components modelling the main disturbance processes occurring in a subway station: weather, trains and people. Specific wind pressure coefficients retrieved from CFD models were also included. Evidence-based calibration was performed in accordance to the methodology suggested by Raftery et al. [25] . As described in Giretti et al. [26] , a multi-stage approach was adopted including (1) sensitivity analysis, (2) preliminary raw calibration and (3) evidence-based calibration. The sensitivity analysis allowed the identification of the most influencing processes and parameters. The raw calibration phase used both real-time monitoring data and measures retrieved from environmental surveys, leading to an overall revision of the model. Finally, the evidence-based calibration allowed refining the role of several critical parameters. Figure 2 shows a high similarity between the on-site data collected by four temperature sensors located on the platform, and the simulated temperature for the whole platform zone. Both the monthly or hourly normalized mean bias error (NMBE) and the coefficient of variance of root mean square error (CV-RMSE) were found to be much lower than the recommendations set up by the ASHRAE guideline 14 [27] (NMBE: 10%; CV-RMSE: 30%). The slight mismatch observed during the second part of the day can be attributed to the considerable thermal gain introduced by train air conditioning, whose set-up may vary from train to train and which is difficult to rule out. Figure 3 compares the simulated and measured power consumption of station fans. In this case, calibration indexes calculated according to the ASHRAE guideline 14 [27] also showed good accuracy (NMBE: 7.9%; CV-RMSE: 10.88%). Source: Carbonari et al. [21] .
Taking into account that running the station model in real-time would be computationally unfeasible, it was reduced by adopting the approach of dynamic Bayesian networks. A large set of control cases generated by the station model were analysed to identify the minimum set of parameters necessary for effective control of target performances. Hierarchical clustering and k-means partitioning algorithms were used to identify redundant parameters [28] . After an iterative process, only those parameters showing the strongest dependence relationships were kept [21] . The statistical clustering process suggested the separation of the heat transfer and fluid dynamics physics. Consequently, two Bayesian network models were developed ( Figure  4 and 5). According to Figure 4 , the temperature of the platform in the next step (TemPl3_p01) can be predicted taking into account the forecasted number of people in the station at the next step (NPeSta_p01), the forecasted train thermal gains (GaiTr_p01), current platform temperature (TemPl3), forecasted outdoor temperature (TOuMet_p01), forecasted air changes per hour (ACOPl3_p01) and deviation of temperature from the past time step (DTePl3). According to Figure 5 , the air flow rates expected in the corridors leading to the platform (AFlCNl_p01, AFlCNop_p01, AFlCNq_p01, AFlSlb_p01) and the power consumption of both station and tunnel fans (PElSF1, PElTF1, PElTF2) can be predicted taking into account the forecasted frequencies of fans in the stations and tunnels at the next time step (DFreTF1_p01, DFreTF2_p01, DFreSF1_p01), forecasted train thermal gains (GaiTr_p01), forecasted wind direction and speed (WiDMet_p01, WiSMet_p01), outdoor temperature (TOuMet_p01) and current platform temperature (TemPl3). The overall air change over the platform (ACOPl3) is calculated taking into account estimated air flow rates (AFlCNl_p01, AFlCNop_p01, AFlCNq_p01, AFlSlb_p01), and linking this network with the temperature prediction dynamic Bayesian network (Figure 4) . In order to assess the approximation introduced by the model reduction process, Bayesian networks were validated by comparing the results with data computed by the lumped parameter model. As shown in Figure 6 , the prediction accuracy achieved by the reduced model was found to be good enough to obtain reliable control of the station. 
Occupancy model
Monitoring the density of passengers and their flow patterns provides valuable information to link occupancy behaviour to energy consumption. The model is exclusively based on video streams of the existing CCTV surveillance system. First of all, in order to avoid feeding the algorithm with noise from uninteresting areas of the frame, regions of interests and perspectives are established for each camera (Image 1 in Figure 7 ). Secondly, the background frame is identified by detecting the pixels that remain unchanged during several temporal sections (Image 2 in Figure 7) . Thirdly, the foreground mask is created by extracting the foreground and removing the noise through a simple erosion algorithm (Image 3 in Figure 7 ). Concurrently, edges of the foreground image are detected and extracted. The last step of the crowd density detection algorithm consists in combining the last image with the foreground mask.
Results are refined by dilating and then eroding the segmented blobs of people (Image 4 in Figure 7) . Finally, the size of the blobs is related to the actual number of people in them, and crowd density estimations from individual cameras are aggregated according to the pre-defined zones. The algorithm can estimate the crowd with less than 20% error, which means that, in general, the density monitored is within a ±2 people range of the actual figure. In case of low density of people, the error was found to tend to zero whereas more people highly overlapped involved higher errors. However it must be taken into account that this is not critical as the same control policy applies above a given occupancy threshold. Taking into account that anomalous situations such as a scratch on the camera could compromise the robustness of the CCTV-based crowd density estimation algorithm, a buffer time of a few minutes ensures that an absolutely motionless object becomes part of the background and thus is ignored by the algorithm. In order to predict the crowd density, the algorithm uses the sequence alignment approach, and compares two context sequences. The first sequence represents the current sensed density of a given location called observation. The second sequence represents the history of passenger density in the same location. The matching process identifies the pattern in the history that is most similar to the current observation pattern. Subsequently, the context that follows the identified pattern is predicted (Figure 8 ). Source: partially adapted from Sigg [29] .
Prediction accuracy was assessed for seven days in twelve locations. The average prediction error (the difference between the predicted and actual number of passengers) was found to be -0.06. The prediction error for locations with low occupancy was found to be close to zero, while the prediction error was found to increase for locations with a higher average number of passengers, and therefore greater passenger fluctuation.
INTEGRATION OF THE SYSTEM
The SEAM4US control system was integrated into the existing metro operator's control system, taking into account the metro operator's safety requirements. SEAM4US control is only effective within the service mode and under normal conditions if this is stated by the operator's control center. When the system is in maintenance mode or normal mode and an emergency occurs, the default control mode prevails ( Figure 9 ). Figure 9 . Hierarchy of control modes.
PILOT IMPLEMENTATION
The intelligent energy management system was built upon the existing infrastructure of the pilot underground station. Several control components were installed to act on existing lighting, ventilation, and escalators. In accordance with the envisaged control policies, several measurement and prediction inputs were also needed. Lighting and escalator control policies demanded real-time data on crowd density and energy consumption, whereas ventilation control policies required both environmental and energy consumption data. Thus, a monitoring network was implemented that created almost real-time awareness of these key aspects. Finally, backend equipment was installed to remotely manage and support the monitoring network and the control components.
Lighting pilot
The lighting pilot involved three areas of the prototype station, including meaningful portions of three typical station spaces (platform, hall and stairs). Existing lighting fixtures were upgraded to support a digital addressable lighting interface (DALI) controller. Corresponding compatible ballasts were also installed. A wired connection was used between ballasts and a DALI gateway (placed inside a cabinet installed in the low voltage room). The DALI gateway could be accessed through a web browser or customized software, using a RESTful API. The SEAM4US server communicated with the DALI gateway through the HTTP protocol. The connection to the SEAM4US server was achieved through a wired Ethernet connection, and thus the Wi-Fi functionality of the DALI gateway was disabled. The SEAM4US system included a software component providing methods to access the gateway's functionality, in particular to dim the lights by zone, as required by the controller. The SEAM4US control could also be disconnected, if needed, through a switch placed on the front door of the cabinet to restore the original functionalities of the system.
Ventilation pilot
Commands sent by the SEAM4US server were transferred to the ventilation system through new PLCs deployed in parallel with the existing ones. PLCs modulated the fans' speed by controlling the corresponding variable frequency drives. In order to provide feedback to the control system, each fan was equipped with an anemometer measuring air speed. For the same reason, the direction and speed of the existing station fans could be retrieved through the same PLC, as well as the status of the variable frequency drives. All this additional hardware was installed in a new cabinet next to the existing ones in the ventilation room. Dedicated control logic ensured that the operation of this safety-critical system was unimpeded even in critical situations (i.e. extraction of smoke in case of fire, failure of the SEAM4US system, etc.). A dedicated switching logic with relays providing galvanic isolation between different control signals was installed, allowing explicit change between the default control and the SEAM4US control. The switching logic could also be controlled by the operator's control center or locally by maintenance operators using a push button placed on the front of the cabinet.
Escalator pilot
In order to make sure that the escalator only started to operate when people needed to be conveyed, a radar sensor was installed. One additional input indicating the desired speed was added to the escalator controller. If the radar sensor indicated that there are no users on the escalator, the controller allowed the system to change the rated speed to between 0.4 m/s and 0.5 m/s. In order to indicate the state of the escalator to the SEAM4US system, four digital outputs were added to the escalator controller. One of the outputs indicated the current speed set in the escalator: stopped (0 m/s), standby (0.2 m/s), low speed (0.4 m/s) or full speed (0.5 m/s). The variable frequency drive of the escalator was also reprogrammed to support the new transport speed of 0.4 m/s. A dedicated programmable logic controller (PLC) was installed to interface the escalator control with the SEAM4US server. This PLC provided one digital output and four digital inputs, corresponding to the current speed of the escalator, and it was connected to the existing escalator PLC through one relay for each signal. The SEAM4US control could also be locally disconnected.
Environmental, occupancy and energy consumption monitoring network
In order to capture the station's ambient data, an extensive set of supported sensors was deployed in the station. Sensors were selected taking into account several competing features, such as accuracy, resolution, range, stability, maintainability, energy consumption, operating voltage, physical dimensions and cost (Table 5) . Wireless sensing was considered suitable not only because of the temporary character of the pilot implementation and non-availability of communication and power infrastructure, but also to reduce installation costs. The wireless sensor network was designed to optimize the maintenance costs associated with battery replacement and network management. In addition, self-diagnostics and self-configuration capabilities ensured correct operation without human intervention. Sensor nodes contained multiple sensors measuring environmental data. This information was communicated through ZigBee radio with other nodes, including the gateway node, providing multi-hop capability. The gateway node communicated with the WSN gateway (a computer hosting local database server software and providing interfaces to the sensor network's management user interface) through RS485. The weather station component sent the measurement data to the gateway server through an RS485 link. The sensor network deployment was validated with several on-site surveys. Calibration surveys mainly aimed to eliminate the effects of noisy inputs, due to the installation of the sensors (i.e. heat caused by lamps, turbulent flow, etc.). Although accurate absolute measurements were not required by the implemented control techniques (control algorithms use relative measurement values instead of absolute values), sensor biases were also determined through on-site surveys. Table 5 . Main characteristics of the sensors installed in the underground pilot station for monitoring environmental data. Source: adapted from VTT [25] .
The occupancy detection subsystem was relayed on the existing closed-circuit television (CCTV) infrastructure. A video recorder combined the information gathered by 20 selected cameras distributed evenly throughout the station into a single video stream. This video stream was later processed by a robust video-processing algorithm, running on a desktop computer. The privacy of passengers was protected by performing all processing locally on-the-fly with no computer storage, filtering the image data to avoid recognisability of individuals, and transmitting only density levels in terms of integer numbers.
Detailed data about the energy consumption of individual subsystems in the underground stations were useful for generating energy consumption baselines and giving real-time feedback on the energy management system performance. For fairly stable loads such as lighting or ventilation systems, a single smart meter measuring multiple power lines was used. This scalable solution enabled the wireless transfer of measurement data, but with reduced monitoring frequency. For highly variable loads such as escalators, a high-performance solution measured with higher frequency, but fewer power lines at once. Measurement data were transferred through RS485 and Modbus/TCP protocols. In both cases, monitoring devices were based on off-the-shelf solutions (Table 6 ). Table 6 . Main characteristics of the sensors installed in the underground pilot station for monitoring energy consumption.
Backend equipment
The backend equipment included a centralized server and backup hard drive disk providing central processing and storage capacity to the SEAM4US system. Due to public transport operators' strict security policy, this equipment could not be cloudbased and had to be located at the operator's control center. For security reasons and to reduce network traffic, proxy servers (gateways) were used locally to pre-process raw data.
VALIDATION AND DISCUSSION OF THE RESULTS
The International Performance Measurement and Verification Protocol [31] was used to verify and validate the SEAM4US system from a technical and functional perspective.
Implemented control policies were validated separately, taking into account that the subsystems (lighting, escalators and ventilation) were all powered with electricity, but did not overlap and can be monitored individually.
Lighting system
Taking into account that lighting system savings were mainly driven by the passenger flow rate, and in order to assess the lighting control system performance, a comparison between recorded occupancy and the corresponding lighting level was conducted. Figure 10 corroborates an inverse relation between the occupancy and the lighting level. Energy savings achieved with the lighting control system were determined by partial field measurement [31] and are reported in Table 7 . Energy savings were calculated taking into account the average power baseline and the measured average power in the reporting period for both the platform and hall 0, and considering the fraction of controlled lamps. Saving errors were calculated according to the error propagation rules stated in the International Performance Measurement and Verification Protocol [31] . Taking into account that the platform consumes 34% of the installed power and the halls and the corridors consume the remaining 66%, energy saving values were extrapolated for the entire station, to obtain an average saving of 24.1% ± 1.9%. Table 7 . Energy consumption measured on-site before and after implementing lighting control policies and the corresponding energy savings.
Ventilation system
The assessment of the ventilation control system's performance was challenging due to the multiplicity of external influencing factors that have seasonal dynamics (including temperature, wind speed and direction, and indoor temperature). The representativeness of the monitoring periods for the purpose of the energy savings calculations is compromised, even if it is extended to a whole year. In addition, considerable variations in weather conditions are now much more frequent than in the past, and may occur even within two subsequent weeks. The effects of complex weather variations cannot be compensated, except by modelling the weather dynamics and the building response. Therefore, and according to the International Performance Measurement and Verification Protocol [31] , calibrated simulation was used to validate the energy savings achieved with the ventilation control system. The building calibrated simulation model developed within the project for the purpose of the model predictive control of the fan was used to estimate the energy consumed by the ventilation system before and after implementing control policies. Simulations were marginally affected by the model calibration error, since the calibration error equally affects both baseline and controlled reporting period figures. In addition, the simulations avoided any seasonal effect by using standardized and representative weather files [32] .
Ventilation control policies were found to achieve significant energy savings (Table 8) , without penalizing environmental comfort (Table 9 ). Reduced speed lowers the saving potential during the autumn and winter, whereas very hot days require high ventilation rates, and thus higher absolute savings can be achieved (Table 8 ). The relative amplitude of the saving percentage intervals depends on the influence that the weather and operating conditions have on the control range. A temporary decrease in comfort parameters in relation to the baseline is allowed, as long as the levels do not surpass the comfort thresholds. However, and in the worst case (the spring), 75% of differences between baseline and controlled temperatures lie within an interval of ± 0.5°C (Table  9) . Table 9 . Mean difference and standard deviation of the main comfort parameters for each season.
In order to provide further evidence, a second set of analyses was carried out based on measured performance data. The objective of this second analysis was to demonstrate that the estimations provided by the calibrated simulation model were in the range of what can be effectively measured by the monitoring system. Measured performance data were recorded during the months of September and October 2014, and the SEAM4US system adopted the same control policy (maximum thermal comfort policy) used in the calibrated simulation. Table 10 reports the calculated savings for the reporting period represented by the two aforementioned months. The consumption baseline was defined as the average power consumed between the middle of May and the first week of July 2014 (summer operation mode). Both the consumption baseline and the average power absorbed in the reporting period were calculated through the measurements recorded by means of the smart meters deployed in the underground pilot station. Table 10 . Measured consumption and savings obtained in the ventilation pilot.
Escalators
Taking into account that an escalator's operating conditions are mainly determined by the occupancy and the escalator's speed, the proper behaviour of the escalator's control system was assessed through (1) the congruity between the predicted occupancy and the signal sent to the escalator and (2) the consistency between the hint sent and the actual speed assumed by the escalator. Figure 11 shows the recorded occupancy and the speed hint sent by the control system for a time period of one hour. In this case and according to Table 4 , the speed hint was set to be reduced from 0.5 to 0.4 m/s when the occupancy was under a pre-defined threshold of 15 people. Thus, it can be concluded that the speed hint was consistent with the occupancy threshold 76% of the time (Figure 11 ). Figure 12 shows the correlation between recorded speed hints and the actual escalator's speed for a time period of one hour, and allows us to conclude that the escalator's speed was actually adjusted to the value suggested by the controller 75% of the time. In this case, and according to the International Performance Measurement and Verification Protocol [31] , savings were determined through simulation of the energy use, because the escalator's variable frequency drive efficiency curve showed a severe energy efficiency loss at reduced speeds. However, taking into account that the feasibility of the suggested approach (energy savings through speed modulation) is already well-documented in the existing literature [34, 35] and is rapidly hitting the market [35] , a model was calibrated to replicate exactly the measured escalator power and efficiency curves. Consequently, and in accordance with the International Performance Measurement and Verification Protocol [31] , the energy savings were estimated by simulating the model on the real data recorded by the occupancy network. The energy savings achievable by implementing the escalator's control policy were estimated to be 8.5% ± 1.9%. To sum up, the system acts on 72.54% of the energy consumed by underground stations in public spaces, including the lighting, ventilation and escalator subsystems. The highest energy savings potential was found to be in the forced ventilation, followed by the lighting, and finally by the escalators. Due to the large amount of energy consumed by underground stations, relative percentages are translated into large energy savings in absolute terms (Table 11) . Table 11 . Energy consumption and potential savings in the prototype underground station.
CONCLUSIONS
The main outcome of this research is the development and implementation of an intelligent energy management system that can substantially reduce the energy consumption required to operate the main subsystems of underground public spaces. Optimal control is achieved by exploiting synergies with the weather outside, interacting with end users, and predicting near-future states from past experience. Proactive and adaptive control policies for the lighting, ventilation and escalator subsystems are implemented by means of pervasive sensor networks that can create rich representations of the environment. Energy metering and sensor-actuator networks interoperate with existing subsystems in the underground station by means of middleware as an abstraction layer.
The system has been deployed and evaluated in one of the largest underground stations of the Barcelona metro system, giving valuable insight into its applicability in a real scenario. The results obtained during the pilot implementation suggest potential yearly energy savings ranging between 25.86% and 22.01% of the controlled energy, in other words, between 15.96% and 18.76% of the total amount of energy consumed by the public spaces in the underground station. The ventilation subsystem was found to have the highest energy savings potential (30.6 % ± 2.0%), followed by the lighting system (24.1% ± 1.9%) and escalators (8.5% ± 1.9%). In light of the results, it can be concluded that intelligent energy management systems are a competitive alternative for turning metro stations into more sustainable spaces, especially when taking into account the constraints posed by their underground and urban character and even including the life cycle perspective [37, 38] . Taking into account that this solution can be easily scaled up to the entire network, future research is needed to develop a decision support system to drive mid-term investments within the metro network.
