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Spin transport phenomena in solid materials suffer limitations from spin relaxation associated to
disorder or lack of translational invariance. Ultracold atoms, free of that disorder, can provide a
platform to observe phenomena beyond the usual two-dimensional electron gas. By generalizing the
approach used for isotropic two-dimensional electron gases, we theoretically investigate the inverse
spin galvanic effect in the two-level atomic system in the presence of anisotropic Rashba-Dresselhaus
spin-orbit couplings (SOC) and external magnetic field. We show that the combination of the SOC
results in an asymmetric case: the total spin polarization considered for a small momentum has a
longer spin state than in a two-dimensional electron gas when the SOC field prevails over the external
electric field. Our results can be relevant for advancing experimental and theoretical investigations
in spin dynamics as a basic approach for studying spin state control.
INTRODUCTION
The spin galvanic effect (SGE), i.e spin polarization-
charge current interconversion, is currently the focus of
intensive theoretical and applied research [1]. Quite gen-
erally, in the absence of inversion symmetry, polar and
axial vectors may transform similarly and hence a cou-
pling between the spin polarization and the charge cur-
rent density can occur [2]. In solid-state systems, as in
semiconductors and metals, the key microscopic mecha-
nism is provided by the spin-orbit coupling (SOC) [3, 4].
Both the Rashba and the Dresselhaus spin-orbit cou-
pling (RSOC and DSOC, respectively), have been consid-
ered. RSOC arises as a result of the structure inversion
asymmetry (SIA) in a semiconductor quantum well or
at a metal interface. RSOC was first proposed for non-
centrosymmetric wurtzite semiconductors [5] and, later,
also for 2D electron gases [6]. Besides, spin-dependent
splitting in heterojunctions has provided the basis for the
spin transistors [7]. RSOC may be seen as arising from
the Zeeman interaction between the magnetic moment
component parallel to the spin and the effective mag-
netic field moving with the electron [8]. Recently, RSOC
was detected in new materials such as metal surfaces,
bulk and interfaces materials of semiconductors [9–14]
and heavy metals [11]. Moreover, RSOC plays an impor-
tant role even in more exotic areas like the emergence of
topological states in insulators and Majorana fermions
in topological superconductors [15, 16]. DSOC, on the
other hand, arises in the bulk as a consequence of the
bulk inversion asymmetry (BIA) [17].
The inverse SGE manifests as a non-equilibrium spin
polarization due to an applied electric field. In solid-state
systems, dissipation due to disorder created by impuri-
ties and imperfections leads to steady-state conditions
with a DC charge current proportional to the applied
electric field. In this linear-response regime, both the
charge current and the non-equilibrium spin polarization
are proportional to the electric field [3, 18]. In such a sit-
uation the electron drift velocity remains much smaller
than the Fermi velocity, and the spin polarization also
remains small. Recently, Vignale and Tokatly [19] have
considered the case of a perfectly clean two-dimensional
electron gas (2DEG) with RSOC and have provided an
elegant exact solution of the associated model, which al-
lows to analyze the SGE and its inverse in the nonlinear
regime, where electrons can be accelerated to high veloc-
ities.
While the discussion on disorder-free systems might
appear purely academic, there exists the possibility of in-
vestigating spin-orbit coupling effects in cold atoms [20],
that are free from strong disorder. However, the syn-
thetic fields produced on atoms by the action of Raman
fields [21–24] result in an anisotropic coupling, which
can be seen as a combination of RSOC and DSOC.
In this paper we extend the theory of Vignale and
Tokatly of nonlinear effects in inverse SGE to anisotropic
spin-orbit couplings in the presence of a Zeeman field. We
demonstrate that adding this complexity still allows for
an analytical solution of the model, and its phenomenol-
ogy can be fully analyzed. In particular, we investi-
gate the dynamics of the spins in the adiabatic regime
with Rashba spin-orbit coupling. To investigate the spin-
dependent evolution we directly solve the Schro¨dinger
equation in terms of spinors and present the analyti-
cal solutions. In addition, we describe the average non-
equilibrium spin polarization and tunability of the sys-
tem for different values of the two Rashba coefficients.
We then compare the result with the adiabatically-
approximated spin polarization.
THE MODEL AND ITS SOLUTION
We consider a collection of spin-one half atoms, which
is driven by a constant and homogeneous electric field
defined, in a vector gauge, from the vector potential
A = −E t xˆ. Due to the translational invariance of the
system, the system single-particle eigenstates are plane
waves with a given momentum. The system evolution is
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2then governed by the Hamiltonian:
H(p, t) = H0 +HSO +HE +Hext, (1)
where H0 =
1
2m [p + eA]
2 corresponds to the kinetic
part and HSO is Rashba spin-orbit interacting term:
HSO = α1 σx py − α2 σy px, px,y being the in-plane com-
ponents of the momentum operator and σx,y the Pauli
matrices associated to the spin degree of freedom [25].
This coupling produces the same effects as a magenetic
field, which we will call Rashba field. In the standard
treatment of RSOC and DSOC, one would have instead
Hamiltonians of the kind HRSOC = α (σx py−σy px), and
HDSOC = β (σx py + σy px), respectively. The asymmet-
ric case we are treating can then be considered as a com-
bination of the two effects with strengths α = (α1+α2)/2
and β = (α1 − α2)/2. When the electric field is ap-
plied, minimal coupling results in an Edelstein term
HE = α2eEt σy, which amounts to the presence of an
effective field growing with time. In addition, we also
include a Zeeman coupling with an external magnetic
field Hext = −µBB · σ. The occurrence of such cou-
pling terms is not uniquely attributed to the application
of actual fields and the simultaneous presence of RSOC
and DSOC mechanisms: these may be effective descrip-
tions. For cold atom systems, the Hamiltonian (1) is
derived from a single-particle Hamiltonian where two hy-
perfine states of the ground level are coupled via Raman
lasers, whose phase and intensity depend on the position.
The projection of the Hamiltonian onto the manifold of
these two states generates the non-Abelian gauge poten-
tial [21, 22]. The rotation of the spin axes in this gauge
potential reveals asymmetric spin-orbit coupling, which
can be viewed as a combination of Rashba and Dressel-
haus spin-orbit couplings.
To begin with, we consider the effect of having two
different Rashba coefficients α1 and α2; in the absence of
external fields, the eigenvalues of the spin-orbit part of
the Hamiltonian read
E1,2 =
p2
2m
∓
√
α21p
2
y + α
2
2p
2
x (2)
being px = p cos θ and py = p sin θ. The different coeffi-
cients break the circular symmetry of the constant energy
contour of the pure RSOC: the absolute value of the mo-
mentum now explictly depends on the angle θ between
the x axis and pˆ, giving an elongated shape to the con-
tours:
p1,2(θ, p0) =
√
m2α2(θ) + p20 ±mα(θ) (3)
with α(θ) =
√
α21 sin
2(θ) + α22 cos
2(θ) and p20/2m defin-
ing the energy of the contour and the Fermi momentum
in the absence of SOC, Fig. 1. Furthermore, the spin he-
licity of the eigenstates is no longer perpendicular to the
momentum.
The implication of this asymmetry for the spin polar-
ization dynamics can be assessed by directly solving the
Schro¨dinger equation for the Hamiltonian in Eq. (1). For
a given Fermi momentum p0 = pF , the energy levels with
p < p2(θ, pF ) have both spin states occupied and then do
not contribute to the spin dynamics. Hence, we consider
only the states with p2(θ, pF ) < p < p1(θ, pF ).
The interacting and free parts of the Hamiltonian (1)
can be written as a 2× 2 matrix; following Ref.[19] the y
axis is taken as the quantization direction for spin [26]:
H =
(−α2 p cos θ + α2 eEt− µBBy −α1 p sin θ + µB(Bx + iBz)
−α1 p sin θ + µB(Bx − iBz) α2 p cos θ − α2 eEt+ µBBy
)
.
The above form is the one for the Landau-Zener
problem[27], where the energy difference of two coupled
levels varies linearly in time. The combination α2 eEt
enters as an effective magnetic field due to the elec-
tric field. Following Ref.[19] we refer to this term as
the Edelstein field. The two relevant energy scales are
the kinetic energy p2/2m and the work eELSOC per-
formed by the electric field the over the spin-orbit length
LSOC = ~(2mα2)−1. In the absence of relaxation, this is
the most relevant length scale. In the following for the
sake of simplicity we take units such that ~ = 1. Notice
that in the present anisotropic SOC, we must consider the
SOC length in the same direction as the applied field. It
is then useful to introduce an adiabaticity parameter γp
defined as the ratio of the above energy scales
γp =
eELSOC
p2/2m
= γ0
p20
p2
, (4)
where γ0 =
eE
α2p20
. The value of γp controls how fast the
spin system reacts to the electric field. By resorting to
the natural units of energy α2p
√
γp, we introduce the
following dimensionless quantities
τ = α2p
√
γp t τp =
cos θ√
γp
∆p =
sin θ√
γp
α1
α2
ξx,y,z =
µBBx,y,z
α2 p
√
γp
.
(5)
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FIG. 1. Fermi surfaces with anisotropic SOC. The Fermi
surfaces associated to the two lower momentum p2(pF , θ), and
to the higher momentum p1(pF , θ) are shown as a function of
the momentum components (in units of pF ). Here we set
mα2 = 0.1pF , and α1/α2 = 1/4. States below p2(pF , θ) are
fully occupied (dark blue region), thus we only consider the
contribution of states in the light blue region.
After the changes the Hamiltonian takes the form
Hp(τ) =
(
τ − τp − ξy −∆p + ξx + iξz
−∆p + ξx − iξz −(τ − τp − ξy)
)
. (6)
We then look for the solution of the time-dependent
Schro¨dinger equation as a spinor with the two amplitudes
U(τ − τp − ξy) and V (τ − τp − ξy)
|Ψ(τ)〉 = U(τ − τp − ξy) |↑〉+ V (τ − τp − ξy) |↓〉 (7)
in terms of which the Schro¨dinger equation becomes{
iU˙(τ) = τU(τ)− ∆˜p V (τ),
iV˙ (τ) = −τV (τ)− ∆˜∗p U(τ),
(8)
where ∆˜p = ∆p−(ξx+iξz). By rescaling the time variable
as z =
√
2e−i
3pi
4 τ and introducing the parameters ν+ =
∆˜p√
2
e−i
3pi
4 , ν− =
∆˜∗p√
2
ei
pi
4 , and ν = ν+ν− = − i2 |∆˜p|2 our
system of equations becomes U˙(z) +
z
2
U(z)− ν+V (z) = 0
V˙ (z)− z
2
V (z) + ν−U(z) = 0,
(9)
whose solution can be found in terms of parabolic cylin-
der functions by writing
U(z) = D(ν, z),
V (z) = ν−D(ν − 1, z).
(10)
We emphasize that the above represents the extension
to the anisotropic case of the solution originally found
by Ref. [19]. In the full normalized form, two mutually
orthogonal solutions read
U (1)(τ) = e−pi|∆˜p|
2/8D(ν, z),
V (1)(τ) = e−pi|∆˜p|
2/8ν−D(ν − 1, z),
U (2)(τ) = −[V (1)(τ)]∗,
V (2)(τ) = [U (1)(τ)]∗.
(11)
The chosen initial conditions, obtained by solving the
Hamiltonian at τ = 0, are, with τ˜p = τp + ξy,
U(−τ˜p) = U0 ≡
√√√√√1
2
1 + τ˜p√
τ˜2p + |∆˜p|2
,
V (−τ˜p) = V0 ≡ e−iArg(∆˜p)
√√√√√1
2
1− τ˜p√
τ˜2p + |∆˜p|2
.
(12)
The above boundary conditions must be imposed on
the general solution, which can be written as a linear
combination of the two independent solutions (11) with
coefficients Ap and Bp. One then gets
Ap = U0[U
(1)(−τ˜p)]∗ + V0[V (1)(−τ˜p)]∗
Bp = V0 U
(1)(−τ˜p)− U0 V (1)(−τ˜p).
SPIN POLARIZATION
To compute the spin polarization along the y direc-
tion we use Sy = Ψ†σzΨ and the analytical solution of
the system (8), by recalling that the spin quantization
axis has been chosen along the y direction [26]. Thus,
for a given absolute value of the momentum in Eq.(3),
and for θ = pi2 , the spin along the y direction reads
Syp(τ, p, θ) = |U(τ−τp+ξz)|2− 12 . The numerical compu-
tation of the component Syp as a function of time in dif-
ferent regimes is shown in Fig.2. In the adiabatic regime
(Fig.2a) when γ0 = 0.1 the component along y direction
of the spin polarization Syp converges slowly, with differ-
ent timescales depending on the relative value of α1 and
α2; these also dictate the frequency of the oscillations.
The spin adiabatically converges due to the presence of
the external electric field. Initially the spin follows the
Rashba field and points in the same direction. With time,
the adiabatic influence of the external electric field causes
the spin to respond. After a characteristic time, such an
influence exceeds that of the Rashba field, thus the spin
points along the direction of the electric field. In prac-
tice, we observe the saturation of the spin polarization
for a given magnitude of the external electric field. In
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FIG. 2. Spin polarization component Syp in different
regimes. Spin y-component as a function of time from the
solutions of Eq.8 at fixed momentum and θ = pi
2
. The z-
component of magnetic field is Bz = 0.3. (a) Adiabatic regime
with γ0 = 0.1: the Rashba coefficients are 2α1 = α2 (orange),
α1 = 2α2 (green), 0.95α1 = 1.05α2 (purple) and 4α1 = α2
(gray). (b) Quasiadiabatic (γ0 = 1) and nonadiabatic (γ0 =
10): Rashba coefficients are α1 = 2α2 (orange, purple) and
2α1 = α2 (green, gray).
the quasiadiabatic or nonadiabatic regimes (Fig.2b) with
γ0 = 1 and γ0 = 10, respectively, convergence occurs
more rapidly, with the same qualitative differences due
to the distinct coefficients α1 and α2.
We now turn our attention to the total spin polariza-
tion. Differently from Vignale and Tokatly [19], who kept
the momentum from Eq. (3) fixed at the Fermi level, as-
suming that the difference between p1 and p2 is small,
we do not fix the momentum in our computation, i.e.
the anisotropic case that we consider has the additional
variable p. We consider the integration within the asym-
metric region limited by the energies E1(p(θ, pF )) and
E2(p(θ, pF )), and the Fermi level inthe absence of SOC
lays in this region. Thus, the total spin polarization must
be integrated as
Sy(τ) =
∑
s=1,2
∫
d2p
(2pi)2
(−1)s−1 Syp(τ)Θ
(
p2F
2m
− Es(p)
)
(13)
where Θ
(
p2F
2m − Es(p)
)
is the Heaviside step function.
This means that the total spin polarization can be com-
puted by integrating Syp over all the angles and averaging
over the momentum p(θ, p0) as
Sy(τ) =
∫ 2pi
0
dθ
2pi
∫ p1(θ,p0)
p2(θ,p0)
p dp
2pi
Syp(τ, p, θ) (14)
Fig.3 shows the total spin polarization Sy for the two
ratios of Rashba coefficients α1 > α2 (Fig.3a) and α1 <
α2 (Fig.3b) in the adiabatic regime γ0 = 0.1. To evaluate
Eq.(13) we consider m = 1, pF = 2 and B=(0.1, 0.2, 0.3).
The blue and orange curves in Fig.3a, corresponding to
the case α1 ' α2, reach a steady condition soon, meaning
that the spin direction follows that induced by the electric
field. Besides, it confirms the theoretical prediction of the
spin polarization for 2DEG with Rashba spin-orbit and
Edelstein effect [19]. The violet and red curves in Fig.3a
are the total spin polarizations for α1 = 2α2, α1 = 3α2,
and α1 = 4α2: they respond very slowly to the influence
of an external electric field E, hence the steady state of
the atomic spin takes longer to build up, depending on
the ratio of Rashba coefficients. From Fig.3b we observe
that all the curves respond faster than in the case α1 >
α2, since saturation occurs in shorter times: only the
blue (1.01α1 = 0.99α2), orange (1.5α1 = α2) and green
(2α1 = α2) curves have a longer build-up time.
Now let us consider the adiabatic approximation and
compare it with the solutions in the adiabatic regime of
weak electric field E. Note that we calculate the spin po-
larization Syp,ad with regard to the lower eigenstate of the
system, which means that for all times the system under
adiabatical process of the external electric field remains
in the instantaneous lower eigenstate. This approach al-
lows to obtain the result of the evolution considering time
τ as a parameter in the calculations. To this purpose
we solve the system of equations (8) taking into account
only the eigenvalue for the lowest state. The component
of the approximated spin polarization in the adiabatic
regime can be found as
Syp,ad =
1
2
|∆˜p|2 −
(
τ − τ˜p +
√
|∆˜p|2 + τ˜2p
)2
|∆˜p|2 +
(
τ − τ˜p +
√
|∆˜p|2 + τ˜2p
)2 (15)
Fig.4 shows the evolution of total spin polarization for
a cold atomic system together with that in 2DEG (blue)
with B = 0 and α1 = α2 with k =
α1
α2
, retrieved by in-
tegrating numerically over the angles and averaging over
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FIG. 3. Total spin polarization in adiabatic regime γ0 = 0.1. Total spin polarization Sy(t) as a function of time t for cold atomic
system. (a) Rashba coefficients (α1, α2), with α1 > α2, from the upper to the lower curve are blue (1.00001, 0.99999), orange (1.05, 0.95),
green (2, 1), red (3, 1) and purple (4, 1). (b) Rashba coefficients (α1, α2), with α1 < α2, from the upper to the lower curve are blue (0.99,
1.01), orange (1, 1.5), green (1, 2), red (1, 3) and purple (1, 4).
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FIG. 4. Adiabatic approximation of the spin polarization.
Syad as a function of time with fixed adiabatic parameter γ0 = 0.1
and different ratios of Rashba coefficients k = α1
α2
with components
of magnetic field B = (0.1, 0.2, 0.3) for the purple (k = 0.98), red
(k = 2), orange (k = 3), green (k = 0.5) and yellow (k = 4) curves.
The blue curve is taken at B = 0 and α1 = α2, which corresponds
to the characteristic result for 2DEG.
the momentum p as in Eq.(14) with the substitution of
Syp(τ, p, θ) with its adiabatic expression S
y
p,ad.
As we can see from Fig.4 the blue curve in the long
times coincides with the purple one (k = 0.98), but in
the small times the presence of Rashba SOC field makes
the latter lay higher than the one for the 2DEG. The
green curve (k = 0.5) saturates quite fast with the small
times and even slightly faster than the one for 2DEG,
which means that the Edelstein field is more significant
than Rashba field. The red (k = 2), orange (k = 3)
and yellow curve (k = 4) decline in the slower way and
their saturation happens much later in comparison to the
purple and green curve, showing that Rashba field still
prevails.
The results obtained from the adiabatic approximation
qualitatively coincide with the results calculated from the
exact solution, and have the identical subsiding behavior
in both small and large ratio of SOC parameters k. The
artificial pseudospin states in cold atoms with Rashba
spin-orbit coupling show a longer lifetime, highlighting
their better tunability compared with 2DEG.
DISCUSSION
In contrast to solid-state matter, where Rashba spin-
orbit coupling depends on the SOC of the material, in
cold atoms this type of coupling can be generated syn-
thetically and manipulated externally. The application
of artificial gauge fields in quantum gases with neutral
atoms provides a series of advantages: lack of disorder
compared to 2DEG, convenience for studying many-body
systems, external tunability and longer lifetime of pseu-
dospin states. Moreover, a synthetic magnetic field can-
not be influenced by a real field due to the absence of
dynamical degrees of freedom. In addition, the gauge
fields allow to observe a non-equilibrium spin dynamics
in many-particle interactions without complications due
to the disorder, as we have for 2DEG or other systems in
condensed matter systems.
We described analytically the model of cold atoms in
the presence of RSOC and DSOC, weak electric field and
external magnetic field represented as a Zeeman field.
After finding the solutions in terms of parabolic cylin-
der functions and the component of spin polarization, we
integrate over all the angles and average over the mo-
mentum. Results show that when the ratio of SOC co-
efficients is α1 > α2 the total spin polarization relaxes
much more slowly than for the inverse ratio. Besides,
the adiabatic approximation shows that the total spin
polarization Syad is tunable much better and has longer
lifetime of the atomic spin state than the spin state in
2DEG.
6While our scheme does not suffer from the heating
problem, it may have a problem with the limited lifetime
of the pseudospin states, due to atomic collisions which
induce a decay of the degenerate dark states into those of
lower energy. This difficulty can be addressed, however,
by introducing external magnetic fields and weak elec-
tric fields. Our results can enable further investigations
on spin current, spin Hall effect in cold atoms or other
effects requiring stable spin states and large tunability.
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