Extensible processors allow addition of application-specific custom instructions to the core instruction set architecture. These custom instructions are selected through an analysis of the program's dataflow graphs. The characteristics of certain applications and the modern compiler optimization techniques (e.g., loop unrolling, region formation, etc.) have lead to substantially larger dataflow graphs. Hence, it is computationally expensive to automatically select the optimal set of custom instructions. Heuristic techniques are often employed to quickly search the design space. In order to leverage full potential of custom instructions, our previous work proposed an efficient algorithm for exact enumeration of all possible candidate instructions (or patterns) given the dataflow graphs. But the algorithm was restricted to connected computation patterns. In this paper, we describe an efficient algorithm to generate all feasible disjoint patterns starting with the set of feasible connected patterns. Compared to the state-of-the-art technique, our algorithm achieves orders of magnitude speedup while generating the identical set of candidate disjoint patterns.
INTRODUCTION
The transition from desktop to embedded computing has made it crucial to design high performance, low cost embedded systems within very short time-to-market window. The conventional approach of designing "hand-crafted" ASIC is too expensive and inflexible. On the other hand, general purpose processors, while inexpensive, are yet to meet the demanding performance requirement and usually consume too much power. These factors have resulted in the emergence of instruction-set extensible processors that consist of an existing processor core extended with applicationspecific custom instructions. These custom instructions execute on custom functional units (CFU) implemented in reconfigurable logic (as in Stretch S5 [3] , NIOS from Altera [2] and Microblaze from Xilinx [21] ) or ASIC (for example Lx [12] and Xtensa [13] ). Application-specific instructions help simple embedded processors achieve considerable performance/energy efficiency. Moreover, the fact that the same set of custom instructions can benefit different programs from an application domain illustrates the flexibility of this approach [10, 12] .
A custom instruction encapsulates the computation of a frequently executed subgraph of the program's dataflow graph (DFG) .
A CFU is simply the hardwired datapath implementation of a custom instruction. Optimized hardwired CFUs help to improve performance through parallelization and chaining of operations. At the same time, custom instructions result in compact code size, reduced number of instruction fetch/decode and elimination of temporary registers. All these factors reduce the total power consumption. When the same computation pattern appears elsewhere in the program or even in other programs, it can be converted to the same custom instruction and executed on the same CFU.
However, identifying the suitable set of subgraphs from a program's DFG to form a set of custom instructions that is optimal in performance, power and hardware cost (i.e., area) is not an easy problem. This problem involves two subproblems: (1) custom instruction identification -enumeration of a set of candidate subgraphs from the program's DFG and (2) custom instruction selection -evaluation of the performance, power, area of each candidate and then selection of an optimal subset under various design constraints. In this paper, our focus is on the first problem. Interested readers can refer to [4, 10, 14, 18, 22] for various solutions to the second problem.
Enumerating all possible subgraphs of a given graph is intractable and computationally expensive. Previous approaches either put very limiting constraints on the number of operands [11, 19] or use heuristics [7, 10] to explore the design space quickly. However, it has been shown [6, 22] that such approaches can significantly restrict the performance potential of using custom instructions. There are only two works [18, 23] targeting exhaustive enumeration of feasible patterns 1 . In [18] , the algorithm walks through the enumeration space represented by a binary decision tree, and prunes the space effectively based on constraint violation of the patterns. However, in the worst case, it will look at 2 N patterns where N is the number of nodes in the DFG. Therefore, scalability issues may occur when it deals with very large DFGs. Later, our previous work [23] addresses the scalability problem by presenting a fast pattern enumeration algorithm. Although the method is more scalable, it only produces the set of feasible connected patterns, while [18] generates the set of feasible connected and disjoint patterns. In this paper, an efficient algorithm for the enumeration of disjoint patterns is introduced. The algorithm uses the set of feasible connected patterns as the base and can be integrated with any connected pattern enumeration algorithm.
RELATED WORK
The previous work in pattern enumeration can be classified according to the restrictions imposed on the feasibility of patterns and properties of generation process as follows:
Number of Operands The maximum number of input and output operands of custom instructions is typically constrained due to length of instruction encoding and/or ports to register files. However, these restrictions can sometime lead to very efficient enumeration algorithms. For example, Pozzi et al. [19] have developed a linear time algorithm to identify the maximal Multiple Inputs Single Output (MISO) patterns. J. Cong et al. [11] enumerate all possible K-feasible MISO patterns (where K is the input operands constraint) through a single pass of the DFG. The problem of using Multiple Inputs Multiple Outputs (MIMO) patterns is that there can potentially be exponential number of them in terms of the number of nodes in the DFG. As a result, most previous works [4, 7, 10] only generate a subset of the candidate patterns that meet input, output, and convexity constraints using various heuristics. However, they may miss opportunities to produce the globally optimal set of custom instructions. Other than ours, Pozzi's work [18] is the only known approach that exhaustively enumerates all possible patterns. However, scalability becomes a major obstacle when DFGs size increases.
Connectivity A candidate subgraph (pattern) may contain one or more disjoint components. Including multiple components in a subgraph increases the potential to exploit parallelism and thus may provide better performance if the base architecture does not support instruction-level parallelism (ILP). On the other hand, doing so may not be beneficial for an ILP processor that would have been able to exploit this parallelism anyway. Under such context, custom instruction selection also needs to be considered carefully together with instruction scheduling to ensure reduction of the critical path. [4, 7, 10, 11, 19, 23] identify subgraphs with only one component, while [8] , [18] and [14] combine disjoint components.
Overlap As the final set of selected custom instructions do not normally overlap in the DFG, [7, 19] do not consider overlapped candidate patterns (e.g., patterns {1, 2, 3} and {2, 4} in Fig. 1 overlap at node 2, so only one of them is enumerated). However, other works enumerate overlapped patterns to produce a better optima through pattern reuse, specially under tight area budget.
Explicitness Two recent works [5, 17] use ILP formulation to generate the single best performing pattern in each iteration of their algorithms. In this way, all the patterns are potentially enumerated in an implicit manner and evaluated by the ILP solver. However, as only one pattern is generated, other patterns are lost. All other works identify patterns explicitly.
We aim to enumerate all feasible patterns (connected, disjoint, and possibly overlapped) that meet the input, output and convexity constraints. This gives the selection process an opportunity to find the globally optimal solution. Our approach is scalable both in terms of DFG size as well as number of input/output operands, and can be applied to large DFGs produced after modern compiler transformation techniques. 
CUSTOM INSTRUCTION ENUMERATION PROBLEM
In this section, we formally define the custom instruction enumeration problem.
Dataflow Graph (DFG)
Given a program, custom instructions are identified on the dataflow graphs corresponding to the basic blocks. A DataFlow Graph G(V, E) represents the computation flow of data within a basic block. The nodes V represent the operations and the edges E represent the dependencies among the operations. G(V, E) is a directed acyclic graph (DAG). Node u is a predecessor of v if there exists a directed path {u, x1, . . . , xi, v} between them, denoted as u ∈ predecessor(v). Note that v ∈ predecessor(v).
The architectural constraints may not allow all types of operations to be included as part of a custom instruction. For example, memory access and control transfer operations are typically not included. Therefore, the nodes of the DFG are partitioned into valid nodes and invalid nodes. A node in the DFG is a valid node if its corresponding operation can be included as part of a custom instruction; otherwise, it is an invalid node. An example DFG is shown in Fig. 1 .
Patterns
Given a DFG, a pattern is a induced subgraph of the DFG. A pattern can be a possible candidate for custom instruction. For convenience, we represent a pattern by its set of nodes. A pattern p is connected if for any pair of nodes u, v in p, there exists a path between u and v in the undirected graph that underlies the directed induced subgraph of p. A pattern is disjoint if it is not connected. The number of input and output operands of p are IN(p) and OUT(p), respectively.
The following special patterns are of interest for custom instruction enumeration problem.
• MISO: A pattern P with only one output operand is called a MISO (Multiple Input Single Output) pattern. Clearly, a MISO pattern should be connected. MISO patterns are supported by all instruction set architectures (ISA).
• Connected MIMO: A connected pattern with multiple input operands and multiple output operands is called a connected MIMO (Multiple Input Multiple Output) pattern. MIMO patterns may not be supported by all ISAs.
• Disjoint MIMO: A disjoint pattern with multiple input and multiple output operands is called a disjoint MIMO pattern. A disjoint MIMO pattern consists of two or more MISO or MIMO patterns. Disjoint MIMO patterns are more useful for architectures with limited or no mechanisms to exploit instruction-level parallelism.
Feasibility of Patterns
Given a DFG, not all patterns are feasible as custom instructions. A pattern p is convex if there does not exist any path in the DFG from a node m ∈ p to another node n ∈ p that contains a node x / ∈ p. For example, {6, 14, 15} is a convex pattern in Fig. 1 . A pattern can be implemented as custom instruction if it is convex as non-convex patterns cannot be executed atomically. For example, in Fig. 1 , pattern {4, 6, 14} is non-convex (assuming memory load is an invalid operation).
In addition, restrictions on instruction length and number of ports to the register file can put constraints on the maximum number of allowed input and output operands for a pattern. We call these input constraint and output constraint respectively. For example, if a custom instruction is allowed to have only one output operand, then the pattern {6, 14, 15} in Fig. 1 
is infeasible. In summary, a pattern extracted from the DFG is feasible only if it is convex and satisfies the input and output constraints.

Problem Definition
Given the DFG corresponding to a code fragment, the problem is to generate all feasible disjoint patterns corresponding to the DFG. We now transform the problem using the following theorem. Theorem 1. Any connected component p of a feasible disjoint pattern dp must be a feasible connected pattern.
Proof. A connected component p of a disjoint MIMO pattern dp is a maximal connected subgraph in dp. An input of p must also be an input of dp. So IN(p) ≤ IN(dp). As dp satisfies input constraint, p must also satisfy the input constraint. The same reasoning holds for the output constraint.
We prove by contradiction that p is convex. Let us assume p is non-convex. Then there exists at least a pair of nodes m, n ∈ p s.t. there exists a path from m to n that contains a node x / ∈ p. There are two cases for x. (1) x / ∈ dp: In this case dp is also non-convex, which is a contradiction; (2) x ∈ dp: As p is a maximal connected subgraph, x is not connected to p. So there must be two nodes y, z / ∈ p and connected to p on a path m, y, . . . , x, . . . , z, n . We have y, z / ∈ dp, otherwise they will belong to p too. So now we have two paths m, y, . . . , x and x, . . . , z, n that make dp nonconvex, which is again a contradiction. So p must be convex.
The above Theorem shows that a feasible disjoint pattern can be generated from one or more feasible connected patterns. Given the DFG and all the feasible connected patterns corresponding to a code fragment, the problem then is to enumerate all feasible disjoint MIMO patterns for the DFG.
DISJOINT MIMO PATTERN ENUMERATION
Disjoint pattern enumeration algorithm produces the set of all feasible disjoint MIMO patterns denoted as DP S. Each such disjoint pattern dp ∈ DPS is composed of more than one connected patterns and satisfy the input, output and convexity constraints. We use the the set of all feasible connected MIMO patterns denoted as CP S as the base to produce all the disjoint patterns.
We observed that the number of output nodes of any feasible disjoint pattern is simply the summation of those of its constituent connected patterns. Based on this observation, we classify the patterns according to the the number of output nodes. We define CPSi and DPSi as set of all the feasible connected patterns and disjoint patterns with exactly i output nodes, respectively. Note that according to our definition CPSi ∩ DPSi = ∅. Feasible disjoint patterns with n output nodes can be generated by combining feasible connected patterns with less than n output nodes. More formally, we have to consider all possible partitions of n (a partition of a positive integer n is a way of writing n as a sum of positive integers) except for the partition with single element n. For example, the partitions of integer 4 are 4, 3 + 1, 2 + 2, 2 + 1 + 1, 1 + 1 + 1 + 1.
where × and ∪ represent cross product and union operations, respectively. However, we can simplify the disjoint pattern generation process by replacing certain parts of the above equation with DPSi. Following we show the equations for disjoint patterns with up to 5 output nodes.
The above equations indicate that the disjoint patterns should be generated in increasing order of the number of output nodes (i.e., DPS2, DPS3, ...). Also each cross product operation is performed on two sets, i.e., each disjoint pattern is obtained by composing two previously generated patterns (connected or disjoint), thus simplifying the generation algorithm. Note that starting from DPS6, cross product operation on more than two sets need to be performed; for example CPS2 × CPS2 × CPS2 cannot be resolved. However, the term CPS2 × CPS2 appears during the generation of DPS4. By re-using these intermediate results, we can still ensure that the cross product is always performed with two sets.
Pruning We observe that directly computing the right side of each equation may produce infeasible or redundant patterns. For example, if we combine two connected patterns that overlap with each other, the resulting pattern will either be connected or will have lesser number of output nodes than expected. Non-convex patterns may also be generated in this process. In order to avoid this, we must ensure that each feasible disjoint pattern is generated by combining two patterns p1 and p2 (disjoint or connected) that are (1) disjoint from each other and (2) there is no path from p1 to p2 or p2 to p1. The second condition ensures that combining the two patterns does not result in a non-convex disjoint pattern.
We define upward scope of a pattern p (upScope(p)) for this purpose. It is the collection of all the predecessors of the nodes in pattern p. When combining two patterns p1 and p2, if p1 ∩ upScope(p2) = φ or p2 ∩ upScope(p1) = φ, either nonconnectivity and/or convexity condition will be violated; thus they need not to be combined. Fig. 2 shows these two cases. In disjoint pattern generation process, the upward scope for each pattern need to be computed and stored to perform this check.
To further prune the design space, we first number the nodes according to reverse topologically sorted order. Next we define CPS DPS v i is computed by combining pattern sets of node v with pattern sets of node u, where u is bigger than v in reverse topologically sorted order (line 6). Non-symmetrical terms, such as CPS1 × CPS2 should be combined twice (line [18] [19] . Upward scope check helps reduce the design space at two places. First, node u can be entirely bypassed if it falls in upScope(v) (line 7); otherwise non-connectivity or convexity will be violated. Second, constituent pattern p1 from pattern set of v can be bypassed if upScope(p1) overlaps with u (line 10). These two checks bypass a set of combinations at each time and greatly reduce the search space. A normal upward scope check between two constituent patterns is conducted before combining them (line 13). Lastly, the [16] [17] . A comprehensive illustration of the algorithm is given in [24] with an example DFG.
Optimizations
Data structures We use fixed-length bit vectors to represent each pattern. The length of the bit vectors is equal to the number of nodes in the DFG. Given the bit vector of a pattern, each bit simply indicates the presence and absence of a node in that pattern. Bit vector representation provides a very natural and efficient means to combine two patterns (as in line 15 of Algorithm 1 through bit-wise OR operation). Many other information related to node set, such as predecessors and upward scope of a pattern, are also represented as bit vectors.
Patterns in a pattern set are sorted according to their bit vector values. To perform efficient insertion that cannot be achieved either with sorted array or linked list, we maintain a set of patterns as a 2-3 Tree [1] . Every insertion of a pattern can be achieved within O(log2(n)) time, where n is the total number of patterns present in the 2-3 tree. Sorted pattern set enables further pruning in Algorithm 1.
Further Pruning In Algorithm 1, when combining p1 and p2 fails upScope check (line [13] [14] , p2 is skipped. Moreover, all the patterns in the set that are super graphs of p2 can also be skipped. Unfortunately, these patterns are scattered throughout the pattern list. Due to the sorted pattern list, we can still efficiently skip the patterns that are super graphs of p2 and the additional nodes have higher reverse topologically sorted order than the nodes in p2. Similar reasoning applies to line 10-11 for p1. Suppose node i occupies the ith bit from the left (i.e., node 0 is represented as the leftmost bit). Under such representation, the patterns that can be safely skipped with p are the ones with the same bit sequence up to p's rightmost "1". For example, if p is 0101000, at most 8 patterns can be bypassed whose values range from 0101000 to 0101111. So we can safely jump to the first pattern with bit vector value larger than 0101111 (this pattern may not be 0110000 because patterns in the set may not be continuous). In order to make use of this, we add a bypass pointer to each pattern, pointing to the next pattern that can be skipped to if upScope check is failed. Fig. 3 illustrates a list of patterns with their bypass pointers. To compute the bypass pointers, we traverse the linked list once sequentially while maintaining a stack. We define bypass value as the largest value that can be skipped for each pattern (e.g., for 0101000, the bypass value is 0101111). When we are at pattern p, we pop out all the patterns on the top of the stack whose bypass value is less than p's bit vector value and set their bypass pointers to p, and then we push p onto the stack. At the end of the list, we set the bypass pointers of remaining patterns on the stack to the END of the linked list.
EXPERIMENTAL EVALUATION
We compare the efficiency of our algorithm against the current state-of-the-art algorithm [18] in this section. We first briefly describe the current state-of-the-art algorithm for exhaustive enumeration, as we use it as the baseline for comparison purposes.
SingleStep Algorithm
We call the algorithm in [18] SingleStep algorithm as it enumerates all feasible MISO, connected MIMO, and disjoint MIMO patterns through a combined design space exploration. In contrast, we call our algorithm MultiStep algorithm as it generates MISO, connected MIMO, and disjoint MIMO patterns in three different stages.
The SingleStep algorithm first assigns labels 0 . . . N − 1 to the valid operations (nodes) of the DFG in reverse topological order, where N is the number of valid operations in the DFG. It then searches an abstract binary tree containing N + 1 levels and 2 N+1 − 1 nodes to generate feasible patterns. The root node at level 0 represents the empty pattern. The two children of the root represent the presence and absence of operation 0, i.e., an empty pattern and a pattern containing operation 0, respectively. The nodes at level i (0 < i ≤ N) represent all possible patterns with operations 0 . . . i − 1. Basically, the search tree visits the operations in reverse topological order and explores the patterns corresponding to presence/absence of each operation. Clearly, the search space is exponential. However, the algorithm uses a clever strategy to prune the search space. If the pattern corresponding to a node s in the abstract search tree violates output and/or convexity Table 1 . Benchmark Characteristics. The size of basic block are given in terms of number of nodes (instructions).
constraint, then there is no need to explore the subtree of s. As the operations in the DFG are visited in reverse topological order, all the patterns corresponding to the nodes in the subtree of s are guaranteed to violate output and/or convexity constraint. Besides, certain cases of input violation caused by permanent inputs, which cannot be resolved in the deeper subtree, can also be used to prune the search space. Table 1 shows the characteristics of the benchmarks used in our experiments. Benchmarks marked with † are taken from MiBench [15] , and § from the internet 2 . These benchmarks fall into encryption and multimedia encoding domains, which are typically computation oriented and involve very large DFGs. We choose one frequently executed basic block from each benchmark for the DFG. Note that a large portion of time is spent in executing the chosen basic block for each benchmark, and this justifies the effort in selecting patterns from there large basic blocks.
Experiment Setup
The benchmarks are compiled and evaluated under SimpleScalar tool set using SimpleScalar ported gcc-2.7.2.3 with -O3 optimization [9] . We have run all the experiments on a 3.0GHz Pentium 4 machine with 1GB memory. We have measured the time taken by the enumeration algorithms using the Pentium time-stamp cycle counter.
Efficiency Comparison on Pattern Enumeration
Our algorithm generates all the feasible connected patterns using algorithm presented in our previous work [23] , and then enumerates all the feasible disjoint patterns. Table 2 contains the results for all the benchmarks under different input/output constraints. Two algorithms produce the same sets of feasible patterns (connected and disjoint) for each benchmark (under "No. of Feasible Patterns" column). The fourth column is the number of patterns subjected to different constraint checks by SingleStep algorithm. The fifth and sixth columns are the number of patterns checked in connected pattern enumeration step and disjoint pattern enumeration step of MultiStep algorithm respectively 3 . In general, the search space of MultiStep algorithm is much smaller than that of SingleStep algorithm. Moreover, the search space of MultiStep algorithm for connected patterns is very small, thus the search for disjoint patterns dominates the enumeration. The last two columns presents the actual execution time of
