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Objective evaluation of audio processed with Time-Scale Modification (TSM) is
seeing a resurgence of interest. Recently, a labelled time-scaled audio dataset
was used to train an objective measure for TSM evaluation. This DE mea-
sure was an extension of Perceptual Evaluation of Audio Quality, and required
reference and test signals. In this paper, two single-ended objective quality
measures for time-scaled audio are proposed that do not require a reference
signal. Data driven features are created by either a convolutional neural net-
work (CNN) or a bidirectional gated recurrent unit (BGRU) network and fed
to a fully-connected network to predict subjective mean opinion scores. The
proposed CNN and BGRU measures achieve an average Root Mean Squared
Error of 0.608 and 0.576, and a mean Pearson correlation of 0.771 and 0.794,
respectively. The proposed measures are used to evaluate TSM algorithms, and
comparisons are provided for 16 TSM implementations. The objective measure
is available at https://www.github.com/zygurt/TSM.
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I. INTRODUCTION
Time-Scale Modification (TSM) aims to ma-
nipulate the temporal domain of a signal inde-
pendent of pitch and timbre. The time-scale ra-
tio (β) denotes time-expansion (slower playback)
for β < 1 and time compression (faster playback)
for β > 1. Subjective testing is undertaken in or-
der to justify the quality of the processing. How-
ever the testing is expensive and time consum-
ing. Recently, an objective measure was devel-
oped by Roberts and Paliwal (2020a) that esti-
mates quality, with loss and correlation equiv-
alent to the 97th and 82nd percentiles of sub-
jective sessions in Roberts and Paliwal (2020b).
However, this method requires reference and
test signals, and additional interpolation to align
low-bandwidth representations of the signals. In
this work, we propose multiple single-ended ob-
jective measures of quality for audio processed
with TSM. A convolutional or recurrent neu-
ral network front-end generates data-driven fea-
atimothy.roberts@griffithuni.edu.au
tures, while a Fully-Connected Neural Network
(FCNN) back-end predicts the overall quality.
The measures are trained using the dataset of
Roberts and Paliwal (2020b), where the dataset
is referred to as TSMDB from this point.
Subjective evaluation is the gold standard for
evaluating quality of speech and audio process-
ing. Participants are asked to rate the process-
ing quality of audio files, often using ratings of
Bad, Poor, Fair, Good and Excellent that map
linearly to the interval [1,5]. Opinion scores
are then averaged, giving a Mean Opinion Score
(MOS) per file. This process however is lengthy
and expensive. Consequently, many objective
measures of quality have been proposed to pre-
dict MOS.
Objective measures can be classified into
double-ended (DE) (invasive) and single-ended
(SE) (non-invasive) methods. The former cal-
culates differences between reference and pro-
cessed signal pairs, while the latter operates
solely on the processed signal. This allows non-
invasive measures to be used in a variety of
use cases such as testing of in-service real-time
systems using multiple tests through a signal
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path, as in (Kim, 2005) and (Falk and Chan,
2006). SE measures have seen consider-
able use for speech quality (Falk and Chan
(2006), Malfait et al. (2006) and (Gamper et al.,
2019)), while audio quality measures such as
(Thiede et al., 2000), Beerends et al. (2013),
Huber and Kollmeier (2006) and Chinen et al.
(2020) are DE.
SE methods are often compared to base-
line DE measures such as Perceptual Evalua-
tion of Speech Quality (PESQ) (Rix et al., 2001)
and Perceptual Evaluation of Audio Quality
(PEAQ) (Thiede et al., 2000). However, there
is no standard for objective quality of TSM,
with minimal published literature on the topic.
The total published research is found in the
following papers. Fierro and Va¨lima¨ki (2020)
published preliminary work towards an objec-
tive measure, initial measures were published
by Roberts and Paliwal (2020b) and formalised
in Roberts and Paliwal (2020a), which extended
PEAQ with additional features and explored
synchronization of reference and time-scale pro-
cessed signals.
The DE method of Roberts and Paliwal
(2020a), referred to as OMOQDE from this
point, considered six methods of signal align-
ment before calculation of PEAQ features — in
addition to hand-crafted features specific to the
artefacts of time-scaled signals. Formulated as a
regression problem, an FCNN was used to pre-
dict the MOS targets of the TSMDB. Alignment
of reference and processed signals was achieved
by interpolating the reference magnitude spec-
trum to the length of the processed spectrum be-
fore feature extraction. OMOQDE performance
was improved by including reference files during
training. Baseline performance was obtained by
retraining the PEAQ Basic FCNN to Subjective
Mean Opinion Score (SMOS) values. OMOQDE
achieved an average Pearson Correlation Coeffi-
cient (PCC) (ρ) of 0.864 and an average Root
Mean Square Error (RMSE) loss (L) of 0.490
using the MOS range of 1-5, for the training, val-
idation, and test sets. OMOQDE was able to re-
solve statistically significant differences in mean
quality between TSM methods of 0.1 MOS. A
distance measure that penalised overfitting was
used to select the ideal network, and is discussed
further in Section II.
OMOQDE was trained using the TSMDB,
which contains a training subset of 5280 files
and a testing subset of 240 files. Traditional
and state-of-the-art TSM methods were used in
the training subset, with newer esoteric methods
used in the testing subset. This resulted in no
overlap between the TSM methods, time-scale
ratios, or reference signals. The TSM methods
included:
• Phase Vocoder (PV) (Portnoff, 1976)
• Identity Phase-Locking Phase Vocoder
(IPL) and Scaled Phase-Locking Phase
Vocoder (SPL) (Laroche and Dolson, 1999)
• Waveform Similarity Overlap Add (WS)
(Verhelst and Roelands, 1993)
• Fuzzy Epoch Synchronous Overlap-Add
(FES) (Roberts and Paliwal, 2019)
• Harmonic Percussive Separation Time-
Scale Modification (HP) (Driedger et al.,
2014)
• Mel-Scale Sub-band Modelling (uTVS)
(Sharma et al., 2017) and the version used
in subjective testing (uTVS)
• Elastique (EL) (Zplane Development)
• Phase Vocoder using fuzzy classification
of bins (FPV) (Damska¨gg and Va¨lima¨ki,
2017)
• Non-Negative Matrix Factorization Time-
Scale Modification (NMF) (Roma et al.,
2019)
• PhaVoRIT (IPL and SPL) (Karrer et al.,
2006)
• Epoch Synchronous Overlap-Add (ES)
(Rudresh et al., 2018).
Quality labels were provided as MOS and me-
dian opinion scores, calculated before and after
session normalization in the interval [1,5]. The
scores were collated from 42,529 ratings by 263
participants in 633 sessions, with a minimum of
seven ratings per file. All files in the dataset have
a single channel, a sampling rate of 44.1kHz, and
bit depth of 16 bits. Some reference files are
stereo, and were converted to a single channel
by summation and normalization to the interval
[-1,1].
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Deep learning is often used in objective mea-
sures of quality. Convolutional Neural Net-
works (CNNs) LeCun et al. (2015) are com-
monly used on spatial domain tasks, such as
image classification. They have also found use
in speech and audio due to the spatio-temporal
representation of short-time frequency analy-
sis, as in Gamper et al. (2019). CNNs learn
weights of convolutional kernels which are ap-
plied successively creating higher order represen-
tations of the signal. Recurrent Neural Networks
(RNNs) differ from standard fully-connected
networks through the inclusion of a memory
cell and are suited to time-series data. In
this paper, Long Short-Term Memory (LSTM)
(Hochreiter and Schmidhuber, 1997) and Gated
Recurrent Units (GRU) (Cho et al., 2014) are
the used cell types. LSTM cells are controlled
by three gates, input, output and forget, which
determine what information is added or removed
from the cell. GRU is a variant of LSTM that
removes the output gate and has fewer param-
eters. Bidirectional Recurrent Neural Networks
(Schuster and Paliwal, 1997) extend RNNs with
forward and backward passes over the time-
series.
Introduced by Davis and Mermelstein
(1980), Mel Frequency Cepstral Coefficients
(MFCCs) have found extensive use as a lower
bandwidth transformed signal representation in
speech processing, as in Nicolson et al. (2018).
MFCCs are computed by first estimating the
periodogram of the short-time power spectrum.
A bank of triangular-shaped filters spaced uni-
formly on the mel-scale is then applied, resulting
in the energy of each filter. The logarithm of
the filterbank energies is then taken, followed by
a Discrete Cosine Transform to decorrelate the
filterbank energies. Differential and acceleration
coefficients are often used to give an indication
of the dynamics of the MFCCs and are generally
known as Deltas (D) and Delta-Deltas (D′).
The paper is organized as follows: Section II
presents the proposed OMOQSE methods; Sec-
tion III presents network results as well as a com-
parison of TSM algorithms. Availability, future
research and conclusions are presented in Sec-
tions IV, V and VI respectively.
II. METHOD
First we describe the audio processing. Sig-
nals were prepared by normalizing to the in-
terval [-1,1] and trimming silence at the begin-
ning and end of the signal. Silence was de-
termined, according to ITU-T (2001), as the
first and last time the sum of four consecutive
samples is greater than 0.0061. The magni-
tude spectrum (|X|), magnitude and phase spec-
tra ([|X|;∠X ]), power spectrum (|X|2), MFCCs,
MFCCs and D ([MFCCs;D]), and MFCCs, D
and D′ ([MFCCs;D;D′]), where [· ; ·] is concate-
nation, were tested during development. The
magnitude, phase, and power spectra used a
frame length of N = 2048 samples, an overlap
of N/2 and a Hann window. MFCCs were of
length 128, with D and D′ width nine from t− 4
to t + 4 with respect to the current time-step.
Overall or per frequency-bin standardization of
the input features was explored.
Due to the variable length of the input signal,
truncating and duplicating the signal were ex-
plored. For the CNN, sequences were truncated
to the overall minimum length (L), starting from
a different random location in each epoch. Dur-
ing testing, the OMOS was averaged over 16 seg-
ments to capture more information of the pro-
cessed signal, for a wider selection of input sig-
nals. Repeating the input signal to the dura-
tion of the longest signal was also considered for
GRU-FT, however as LSTM and GRU operate
sequentially on each frame, input signals were
used in their entirety.
Prior to network training, target scores were
scaled to the interval [0,1] using
SMOS =
SMOS − 1
4
. (1)
The proposed CNN data structure is shown
in Fig. 1. It contains four convolution layers, of
filter sizes 16, 32, 64 and 32, with batch nor-
malization and a 5x5 kernel for the first layer,
and 3x3 for the remaining layers. The first two
convolutional layers are followed by max pool-
ing layers, with 2x2 kernels and 2x2 stride. Af-
ter concatenation and 10% dropout, three fully-
connected layers of output size 128 are used. The
final layer has a single output. Rectified linear
unit (ReLU) activation is used throughout, ex-
cept for the output layer, where the Sigmoid ac-
tivation is used. Residual connections around
the second and third fully-connected layers are
used. Root Mean Square Error (RMSE) is used
as the loss function. Features were concatenated
in time-aligned input panes.
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Input Features
Conv [5,5]
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FIG. 1. Proposed CNN dataflow. Kernel sizes in brackets, numbers denote layer size and number of
channels, FC is a fully-connected layer, LN is layer normalization, ReLU activation used unless specified.
The proposed final-frame (FF) model for
LSTM, BLSTM, GRU and BGRU networks can
be seen in Fig. 2. FF RNN models use backprop-
agation through time to learn from the error be-
tween the final output and the SMOS. The total
feature dimension (DF ) is set by the concate-
nation of input features. For the proposed net-
work using [MFCCs;D] features, DF is 256. Two
RNN layers were used with the memory layer size
(DH) set to the number of directions (n) multi-
plied byDF . L is the sequence length and ranged
from 53 to 2179 frames. An RNN architecture
of many-to-one was used, with the final frame
used as input to an FCNN after 10% dropout.
The FCNN contained three layers of output size
256, 128 and 1, respectively. Layer normaliza-
tion and ReLU activation were used for layers 1
and 2, while Sigmoid activation was used for the
output layer. Again, RMSE is used as the loss
function. Magnitude, Phase and Power spectra
(DF = 1025, DH = 512) were also explored as
input to this network.
The proposed frame-target (FT) model for
GRU and BGRU networks (GRU-FT and
BGRU-FT) can be seen in Fig. 3. Two GRU lay-
ers ofDH = 256 with 10% dropout were used in a
similar structure to the previous RNN. However,
a single fully-connected layer with sigmoid acti-
vation reduces feature dimensionality to L × 1.
The Mean Square Error (MSE) between the tar-
get SMOS and each frame estimate is used as
loss. Frame targets are averaged for the length of
the sequence to calculate the OMOS. As this cal-
culation is independent of training, median, min-
imum and maximum values of frame targets were
also considered. Minimum frame targets were
considered as quality evaluation of time-scaled
signals is a degradation style analysis, where sub-
jective quality is heavily influenced by the qual-
ity of the worst part of the signal. Due to the
inverse correlation between time-scale ratio and
SMOS for signals that have been slowed down,
an inverse exponential relationship between the
number of frames at the time-scale and the time-
scale itself, possibly leading to difficulty in esti-
mating quality for signals that have been sped
up. The impact of this was explored by train-
ing on signals truncated to the minimum signal
length and on signals repeated to the maximum
signal length.
10% of the training dataset was reserved for
validation. The CNN was trained for 100 epochs
using a mini-batch size of 132, while RNNs were
trained for 30 to 60 epochs with a mini-batch size
of 48. A learning rate of 1e−4 was used in most
cases, with 1e−5 if network performance stopped
improving within the first 10 epochs. AdamW
(Loshchilov and Hutter, 2017) was used as the
optimizer for all networks. Loss for backpropa-
gation was calculated using estimates in the in-
terval of [0,1]. Reported loss values (L) were cal-
culated using RMSE and estimates scaled back
to the original interval of [1,5], for comparison
with OMOQDE. As the prediction of opinion
scores for novel TSM methods is the use case,
early stopping based on validation loss was not
used. The optimal epoch minimised the distance
measure of Roberts and Paliwal (2020a), where
the minimum overall distance (D), is calculated
by
D = ‖[ρˆ, Lˆ]‖
2
, (2)
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MFCC
Deltas
RNN Network
((B)LSTM/
(B)GRU)
Input Features
FC
LN
FC
LN
FC
Sigmoid
Final Frame
Dropout
Output OMOS
DH=nDF
DF
L
L
DH
1
256 128
1
1
11
FIG. 2. Proposed RNN FF dataflow. DF is feature depth, DH is Hidden Dimensions, n is the number
of directions, numbers denote layer sizes, FC is a fully-connected layer, LN is layer normalization, ReLU
activation used unless specified.
Masked Frame
Target Loss
B 	

FC Sigmoid Mean
Output OMOS
RNN Network
(B)GRU
Input Features
DH=nDF
DF
L
L 1
L L
1
1
1
FIG. 3. Proposed GRU FT network dataflow. DF is feature depth, DH is hidden dimensions, n is the
number of directions, L is sequence length, numbers denote layer sizes, FC is a fully-connected layer and
hashed sections are zero-padding to longest file in mini-batch.
where ρˆ and Lˆ are calculated by
ρˆ = ‖[1− ρ,∆ρ]‖
2
, (3)
Lˆ = ‖[L,∆L]‖
2
. (4)
where ρ = [ρtr, ρval, ρte], L = [Ltr,Lval,Lte], tr,
val and te denote training, validation and test-
ing, L is the mean ofL, ρ is the mean of ρ, ∆ρ =
max(ρ)−min(ρ) and ∆L = max(L)−min(L).
This scheme limits over-training and allows for
the novel artefacts of the test subset to inform
the chosen optimal network, without their direct
use in training.
An evaluation set of 6000 files, published as
part of Roberts and Paliwal (2020a), was gener-
ated from the reference files in the test set. 20
new time-scales in the range of 0.22 < β < 2.2,
with all TSM methods listed in Section I used
to process the reference files. During evaluation,
averages do not include β = 0.2257 as the min-
imum for EL is β = 0.25, or β = 1 as it should
result in a unity system. This is not always the
case, and can be useful for determining method
performance, but it has been excluded from the
analysis.
III. RESULTS
A. Network Performance
A wide range of testing and network con-
figurations were considered during the develop-
ment of the proposed measures. Network hyper-
parameters were optimized through a systematic
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non-exhaustive search. Deterministic training of
all networks was conducted using seeds from 0 to
29. Figure 4 shows the box plot distribution of
the best D for each seed, where lower is better.
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FIG. 4. Box plot of best distance measure for
30 seeds of each network configuration, ordered by
median D. |X| is denoted by Mag, ∠X by Ph,
[MFCCs;D] by MD and hidden size denoted by 64
or 256.
Median overall distance (D˜) and the best
case D with associated L, ∆L, ρ and ∆ρ values
can be found in Table I, along with (Lte) and
(ρte). While the improvement in performance
appears linear in Fig. 4, many network configu-
rations have not been included. Most networks
trained with [MFCCs;D] achieved 0.55 < Lte <
0.67, with only BGRU-FT achieving Lte > 0.68
or D < 0.72. This appears to be the Lte and
D limit for these network configurations and in-
put features, even with ρtr approaching 1 when
allowed to over-train.
The results in Table I can be summarised as
follows. The proposed CNN achieved a best L
of 0.608, ρ of 0.771, Lte of 0.801 and ρte of 0.637
placing it at the 74th and 32nd percentiles of
subjective sessions for L and ρ respectively. The
proposed BGRU-FT network achieved a best L
of 0.576, ρ of 0.794, Lte of 0.762 and ρte of 0.682
placing it at the 84th and 39th percentiles of
subjective sessions for L and ρ respectively.
To given an indication of what the networks
may be learning, correlation between OMOQSE
OMOS and OMOQDE features was calculated
for CNN and BGRU-FT networks. No signifi-
cant correlation was found with maximum cor-
relations of 0.210 and 0.206 for CNN and BGRU-
FT respectively.
Several trends were seen across testing. Net-
works trained using [MFCCs;D] features out-
performed those trained using [MFCCs;D;D′], as
well as solely MFCCs, magnitude spectra, mag-
nitude and phase spectra, and the power spec-
trum. In all cases, magnitude only features out-
performed combined magnitude and phase fea-
tures. Decreased performance due to the inclu-
sion of phase is likely due to its noise-like quality.
Results for networks trained on the power spec-
trum are not shown in plots to increase compre-
hension. Improved performance was found using
MFCCs generated with Librosa over TorchAu-
dio, with identical settings. For RNNs, FT mea-
sures outperformed FF measures, GRU outper-
formed LSTM, and bidirectional networks gen-
erally outperformed single direction networks for
the same input features and network size. As
such, RNN analysis will focus on BGRU-FT,
alongside analysis of CNN performance.
The CNN improved significantly through the
use of [MFCCs;D] over |X|, ∠X and |X|2, with
similar performance to FF RNNs. Normaliza-
tion of input spectra reduced network perfor-
mance. Small gains were found through optimis-
ing the kernel size, however the maximum ker-
nel size was limited by the length of the short-
est file. Repeating signals to the length of the
longest files decreased network performance, as
did using a combination of repeating or trun-
cating to 500 or 1000 frames. The CNN predicts
across most of the OMOS range, shown in Fig. 5,
and achieves a correlation of 0.564872 with the
OMOQDE OMOS. Loss and correlation can be
found in Table I.
The BGRU-FT was found to give the best
performance of the tested SE networks accord-
ing the distance measure, and gives similar per-
formance to OMOQDE trained using PEAQ
Basic features. L and ρ are improved over
PEAQB networks, despite worse Lte and ρte,
resulting in larger ∆L and ∆ρ values, shown
in Table I. When collapsing estimated frame
targets, no significant difference was found be-
tween mean or median of predictions, while se-
lecting the minimum or maximum prediction re-
duced performance. A short-coming of most
BGRU-FT networks trained is the lack of pre-
dictions for OMOS > 4, which can be seen in
Fig. 6, where the correlation is 0.549. A hidden
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TABLE I. Test Loss (Lte) and PCC (ρte), mean RSME loss (L) and range (∆L), mean PCC (ρ) and range
(∆ρ), median overall distance (D˜) and minimum overall distance (min(D)). Best single-ended results in
bold.
Ended Network Features Hidden Lte ρte L ∆L ρ ∆ρ D˜ min(D)
SE BLSTM-FF |X|2 512 1.123 0.244 1.009 0.194 0.163 0.220 1.364 1.344
SE LLSTM-FF |X|2 512 1.064 0.262 0.989 0.135 0.171 0.251 1.350 1.322
SE CNN [|X|;∠X] - 0.942 0.484 0.850 0.188 0.523 0.099 1.039 0.998
SE CNN |X| - 0.944 0.553 0.745 0.339 0.674 0.205 0.991 0.904
SE LSTM-FF [MFCCs;D] 256 0.854 0.581 0.663 0.295 0.720 0.221 0.898 0.809
SE BLSTM-FF [MFCCs;D] 256 0.849 0.581 0.670 0.282 0.711 0.214 0.887 0.811
SE GRU-FT [MFCCs;D] 64 0.820 0.649 0.699 0.188 0.701 0.097 0.855 0.789
SE BGRU-FT [MFCCs;D] 64 0.778 0.675 0.611 0.287 0.770 0.179 0.809 0.735
SE CNN [MFCCs;D] - 0.801 0.637 0.608 0.301 0.771 0.206 0.808 0.745
SE BGRU-FF [MFCCs;D] 256 0.784 0.667 0.622 0.248 0.762 0.153 0.789 0.727
DE FCNN PEAQB 3 0.691 0.749 0.668 0.054 0.719 0.075 0.756 0.731
SE BGRU-FT [MFCCs;D] 256 0.762 0.682 0.576 0.307 0.794 0.192 0.738 0.711
DE FCNN PEAQB 128 0.704 0.742 0.650 0.091 0.748 0.009 0.738 0.703
DE FCNN To Test Incl Ref 128 0.550 0.852 0.490 0.101 0.864 0.030 0.600 0.519
FIG. 5. [Color Online] OMOS confusion matrix for
CNN OMOQSE and OMOQDE.
size of 256 outperformed 64, 128 and 512 sizes,
with 10% dropout outperforming 0%, 25% and
50%. Including D′ was found to reduce perfor-
mance, as did increasing the number of MFCCs
to 256. Multiple fully-connected layers were also
explored, but did not improve performance. FT
RNNs slightly improved performance over FF
RNNs, with FF improvements following BGRU-
FT results, with the best FF network shown in
Fig. 4 and Table I.
FIG. 6. [Color Online] OMOS confusion matrix for
BGRU-FT OMOQSE and OMOQDE.
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Experiments showed that using truncated
random segments with BGRU-FT reduced per-
formance, as did extending signals through rep-
etition. Repeating input for the CNN also re-
duced performance. While the number of frames
for β << 1 in the training subset is significantly
greater than for β >> 1, the number frames
is relatively uniform for 2 . SMOS . 4.5,
see Fig. 7. The reduced number of frames for
1 ≤ SMOS . 1.5 and 4.5 . SMOS ≤ 5 may
also impact the estimation at outermost OMOS,
as seen in Fig. 6. Surprisingly, although trun-
cated segments are used as input to the CNN,
the estimates show a wide spread in Fig. 5.
1 1.5 2 2.5 3 3.5 4 4.5 5
MeanOS
0
0.5
1
1.5
2
2.5
Co
un
t
104
FIG. 7. Distribution of frames per MOS in training
set.
B. TSM Algorithm Evaluation
In this section, TSM methods are evaluated
using the aforementioned evaluation set. Tables
II and III show average OMOS for each signal
class per TSM method ordered by overall mean
OMOS, Fig. 8 and 10 show average OMOS per
TSM method and β and Fig. 9 and 11 show TSM
methods for which differences in mean are sta-
tistically significant. As in Roberts and Paliwal
(2020a), all results for β = 1 and β < 0.25
were excluded from averaging calculations form-
ing Tables II and III, as time-scaling is applied
at β 6= 1, and the minimum β available for EL
is 0.25. Common trends are presented, followed
by CNN and then BGRU-FT analysis.
Estimation of signals time-scaled using NMF
was particularly challenging for all networks.
This is likely due to novel artefacts described by
Roma et al. (2019) and the SMOS distribution
skewed towards low scores. This provides a chal-
lenge for network design as novel TSM methods
may not have similar artefacts or SMOS distri-
butions to those in the training set. However,
the relative rating of EL and FPV to other TSM
methods follows that of subjective testing. As
suggested by network Lte and ρte, only a general
sense of TSM quality is obtained. Small details,
such as the reduced quality of uTVS used in sub-
jective testing at β ≈ 1, are not visible. The
networks have also not learnt the non-linearity
of SMOS as a function of β, continuing to in-
crease for β > 1, seen in Fig. 8 and 10. The
uniform quality of methods at β = 1 is however
visible, as is the reduction in TSM quality for
β < 1.
For musical files, Fig. 8(a), the CNN differen-
tiates between frequency and time-domain meth-
ods, where quality rapidly falls for time-domain
methods when β < 1. WS fairs the best of
the time-domain methods, diverging from fre-
quency domain methods for β < 0.8. The rel-
ative improvement in PV quality is also visi-
ble for β < 0.5, and the slower falloff of EL.
When averaged, the CNN rates uTVS and sub-
jective uTVS highest followed by EL. For solo
files, (Fig. 8(b), HP exceeds other methods for
β < 1. This class is the only evaluation where
the highest OMOS at β = 1. HP has the highest
mean OMOS, followed by Phavorit IPL, both
uTVS methods, EL, and WS, as shown in Ta-
ble II. Voice file OMOS, Fig. 8(c), is compara-
tively low for time-domain methods, which is un-
expected, as speech is often scaled well by time-
domain methods. The high quality of NMF is
also unexpected based on subjective results in
Roberts and Paliwal (2020b). EL has the high-
est mean OMOS, followed by NMF, SPL and
IPL. All other methods gave similar averaged
quality.
For all CNN OMOS, EL has the highest aver-
age rating followed by both uTVS methods and
HP. The overall means can be seen in Fig. 8(d).
The best five methods are separated by < 0.1
OMOS with a maximum difference of 0.554 for
all methods. The overall low quality of FPV is
unexpected given that it builds on IPL, however
further analysis is required to determine if the
difference statistically significant. A two-sample
t-test (α = 0.05) of all OMOS shows the null hy-
pothesis, TSM methods having equal means, to
be rejected in almost all cases when the absolute
difference of mean OMOS is greater than 0.098.
8 J. Acoust. Soc. Am. / 8 September 2020 JASA/OMOQSE for TSM
0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2
Time-Scale Ratio ( )
1
1.5
2
2.5
3
3.5
4
4.5
5
O
M
O
S
(a) Music Signals
PV
IPL
WSOLA
FESOLA
HPTSM
uTVS
EL
FuzzyPV
NMFTSM
ESOLA
SPL
PIPL
PSPL
SuTVS
DIPL
0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2
Time-Scale Ratio ( )
1
1.5
2
2.5
3
3.5
4
4.5
5
O
M
O
S
(b) Solo Signals
0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2
Time-Scale Ratio ( )
1
1.5
2
2.5
3
3.5
4
4.5
5
O
M
O
S
(c) Voice Signals
0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2
Time-Scale Ratio ( )
1
1.5
2
2.5
3
3.5
4
4.5
5
O
M
O
S
(d) All Signals
FIG. 8. [Color Online] CNN estimated Mean OMOS for each TSM method as a function of β for: (a)
Musical signals, (b) Solo signals, (c) Voice signals and (d) All signals combined.
TABLE II. Mean OMOS for each class of file and overall result for the proposed CNN OMOQ. Means
calculated for β 6= 0.2257 and β 6= 1.
ES FES PV WS NMF FPV SPL DIPL SPL IPL IPL HP uTVS uTVS EL
Music 2.291 2.424 3.318 3.045 3.053 3.290 3.259 3.299 3.327 3.335 3.294 3.325 3.460 3.469 3.445
Solo 3.248 3.209 3.202 3.416 3.370 3.396 3.297 3.343 3.375 3.441 3.372 3.553 3.424 3.435 3.419
Voice 2.966 2.938 2.793 3.020 3.082 2.886 3.064 2.982 2.948 2.879 3.053 2.925 2.988 2.999 3.104
Overall 2.781 2.814 3.126 3.149 3.157 3.200 3.212 3.217 3.227 3.230 3.245 3.274 3.307 3.318 3.335
Figure 9 shows p-values for the t-tests that were
unable to reject equal means.
BGRU-FT OMOS shows the most variance
for music files, Fig. 10(a). Again, time-domain
methods rate lower. FPV is rated highest, fol-
lowed by uTVS and EL. For multiple TSM meth-
ods, OMOS continues to increase for β > 1. By
combining this information with the improve-
ment when D is included as an input feature, we
theorise that BGRU-FT is learning a relation-
ship between SMOS and the velocity and du-
ration between D events. As β increases, the
time between sound events decreases and the
attack portion of the energy envelope becomes
sharper. For solo files, Fig. 10(b), there is very
little variance between methods, with a max-
imum difference ≈0.5 OMOS for β = 0.2257.
Solo files have the highest overall OMOS of the
three classes, which is consistent with subjec-
tive findings. HP has the highest mean OMOS,
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FIG. 9. [Color Online] Masked two-sample t-test for
all CNN OMOS estimates for each TSM method.
Showing p > 0.05 for TSM method comparisons
where the difference in mean is not statistically sig-
nificant. Unequal means indicated by white.
followed by uTVS and FPV. Voice file OMOS,
Fig. 10(c), shows the lowest TSM quality of the
three classes with a continued increase in OMOS
for β > 1 across all TSM methods. NMF has
the highest mean OMOS, which is unexpected
based on Roberts and Paliwal (2020b). EL is
next highest followed by uTVS methods and ES.
The high quality of ES is expected as the method
was designed for TSM of speech.
For overall OMOS, Fig. 8(d), FPV has the
highest average rating followed by uTVS meth-
ods and EL. The ordered ranking of methods is
close to expected, with only NMF ranking un-
expectedly. This is possibly due to the method
retaining the shape of percussive elements dur-
ing time-scaling. The six best methods are sep-
arated by < 0.102 OMOS, with a maximum dif-
ference of 0.263 for all methods. A two-sample
t-test analysis (α = 0.05) of all OMOS shows the
null hypothesis of equal means to be rejected in
almost all cases when the absolute difference of
mean OMOS is greater than 0.098. Figure 11
shows p-values for the t-tests that were unable
to reject equal means.
The OMOQDE took approximately 15 hours
to evaluate the 6000 files of the evaluation set,
while the proposed networks took approximately
15 minutes using the same hardware. The ma-
jority of this improvement is due to the removal
of time-frequency spreading when calculating
PEAQ features. The elimination of alignment
between reference and test signals is also benefi-
cial as it removes an additional temporal manip-
ulation before feature calculation. While OMO-
QDE is a more accurate estimate of time-scaling
quality, the proposed OMOQSE measures give
a fast relative quality assessment, and provide a
platform for future SE objective measures.
IV. AVAILABILITY
The proposed CNN and BGRU-FT tools are
available from github.com/zygurt/TSM. This
includes python scripts for feature generation,
the proposed methods implemented in PyTorch
and evaluation methods. A bash script is also
included to simplify use.
V. FUTURE RESEARCH
This study shows promise in non-invasive
evaluation of the quality of TSM methods. How-
ever, improvements can be made through input
feature selection and exploring the use of phase
derivatives or instantaneous frequency. Gener-
alization to unseen TSM methods and sound
sources is also an area for future research. More
research needs to be conducted regarding dura-
tion invariant transformations that limit the net-
works ability to learn simple relationships such
as the the duration of musical events within the
signal to SMOS. Additional attention could also
be given to network architectures, such as Trans-
former networks (Vaswani et al., 2017). Pre-
training using a large task related dataset could
also be explored.
VI. CONCLUSION
Two single-ended objective measures for
time-scaled audio are proposed with perfor-
mance matching that of simple OMOQDE mea-
sures with reduced processing time. CNN and
BGRU-FT network architectures generate data-
driven features from [MFCCs;D] inputs, which
were are fed to an FCNN. The networks are
trained to the SMOS of the TSMDB. The CNN
achieves an L of 0.608 and ρ of 0.771, while
BGRU-FT achieves an L of 0.576 and ρ of
0.794. The proposed measures are used to eval-
uate TSM methods, with estimates consistent
with relative quality found in subjective testing.
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FIG. 10. [Color Online] BGRU-FT estimated Mean OMOS for each TSM method as a function of β for:
(a) Musical signals, (b) Solo signals, (c) Voice signals and (d) All signals combined.
TABLE III. Mean OMOS for each class of file and overall result for the proposed BGRU-FT network.
Means calculated for β 6= 0.2257 and β 6= 1.
ES FES PV SPL IPL SPL IPL WS HP DIPL NMF uTVS EL uTVS FPV
Music 2.378 2.511 2.723 2.711 2.764 2.733 2.764 2.741 2.699 2.787 2.720 2.890 2.899 2.901 3.016
Solo 2.925 2.947 2.891 2.917 2.917 2.943 2.976 2.978 3.035 2.978 2.988 2.983 2.988 3.005 3.011
Voice 2.503 2.468 2.323 2.350 2.329 2.345 2.334 2.472 2.492 2.443 2.591 2.526 2.544 2.532 2.444
Overall 2.580 2.629 2.653 2.664 2.680 2.680 2.699 2.732 2.738 2.741 2.762 2.809 2.819 2.822 2.843
Future work includes exploration of alternative
features and other network architectures.
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