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From the beginning of time it has been man’s common goal to make his life easier. 
The prevailing notion in society is that wealth brings comfort and luxury, so it is not 
surprising that there has been so much work done on ways to predict the stock 
markets. Various methods have been proposed and used with varying results. Initially, 
stock market research encapsulated two elemental trading techniques namely the 
technical analysis and fundamental analysis. In technical analysis, it is believed that 
market timing is a key point. It involves the study of historical data of the stock 
market to predict trends in price and volume. In other words, there is heavy reliance 
on historical data in order to predict future outcomes. Fundamental analysis, on the 
other hand, involves making estimates on the intrinsic value of a stock. This technique 
uses information such as earnings, ratios, and management effectiveness to predict 
future outcomes. However, no one technique or combination of techniques has been 
successful enough to consistently “beat the market”. As a result, there is a huge 
motivation to develop new forecasting techniques that can unravel the market’s 
mysteries and obtain greater profits. 
In general, most of stock market studies in the literature have been focused on 
developed markets while emerging markets are much less studied. Note that the 
latter is growing rapidly, and in particular, China market will overtake USA one in 
20-30 years time and it will become a very important place for investors worldwide. It 
is thus timely to study this market's performance and efficiency. In this regard, 
 vii 
Chapter 2 attempts to predict the Shanghai Composite Index return on a daily and 
weekly basis with multiple technical indicators using regression models and neural 
network models. Besides, an attempt is made to predict stock market price volatility 
which is an important indicator for investors and is rarely studied. 
Chapter 3 also focuses on China stock market. Multiple time frame models are 
frequently used by traders to make automated trade decisions. In order to mimic the 
process of making decisions by traders, four types of models with multiple time 
frames are proposed based on regression algorithm and neural network algorithm. 
Shanghai Composite Index (SH000001) as well as three representative stocks in 
China (Petrochina Co., Ltd. (SH601857), Industrial And Commercial Bank Of China 
Limited (SH601398) and China Vanke Co.,Ltd. (SZ000002)) are tested in these 
models using two different testing methods. The results show that the models with 
multiple time frames indeed enhance the prediction power. 
In Chapter 4, various trading models are presented for Singapore stock market and the 
tests are conducted to check whether they are able to consistently generate excess 
returns. Before the models proceed, statistical tests are carried on to check the 
predictability. The linear models utilize two techniques: scoring technique and least 
square technique. Since stock market could be highly nonlinear sometimes, the 
random forest method is employed as a nonlinear model. Gradient boosting is a 
technique in the area of machine learning. Given a series of initial models with weak 
prediction power, it produces a final model based on the ensemble of those models 
with iterative learning in gradient direction. We apply gradient boosting to each tree 
 viii 
of random forest to form a new technique – Gradient Boosted Random Forest - for 
performance enhancement. The simulation consequence indicates that the proposed 
method can produce the best results. 
Since the classification problem is a sub-class of predicting the movement of stock 
markets, Chapter 5 makes an attempt to study the classification problem. Random 
forest and neural network are the two techniques which are often used to classify data 
sets. However, the rough data set, which means the data set is hard to be classified, is 
difficult to both of them. By combining the two techniques, a novel classification 
method – Multiple Neural Networks with Randomized Algorithm - is proposed in 
order to enhance the power in classifying the rough data set. Respectively, the 
artificial data, the fine data and the rough data are tested using the proposed method. 
The results show that the proposed method is able to enhance the classification 
accuracy of rough data. 
The multiple-input selection is studied in Chapter 6, because choosing the right 
features from input vector determines the model prediction power to a certain extent. 
Four input selection methods are firstly investigated, which are linear regression, 
linear correlation coefficient, spearman’s rank correlation coefficient and feature 
selection based on local learning. Besides, we propose a new input selection method, 
which is an improvement on the spearman’s rank correlation coefficient method. The 
data sets obtained from artificial linear system and artificial nonlinear system are 
employed to test these methods. The simulation results indicate that different input 
selection methods differ in the power of feature acception and feature rejection. 
 ix 
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In nowadays, more and more people are trying to make money out of the stock market. 
By simply clicking on the computer or picking up the phone, you can share a piece of 
a company’s profit without working eight hours per day for the company. However, 
there’s not always a free lunch. Albeit those knowledgeable investors like Warren 
Buffett make enormous returns from the stock market, penalties that fall on the 
majorities, who have been careless or ‘unlucky’, can also be detrimental. Hence, an 
increasing number of studies have been carried out in effort to beat the ‘unpredictable’ 
stock market. 
1.1. Stock market 
This section introduces the basic concepts about the stock markets [1]. It is mostly 
intended for readers with little background in this area. 
1.1.1. Stocks 
A company raises its capital by going public – issuing stocks to the public. Holding a 
company’s stock represents a share in the ownership of a company. There are two 
types of stocks – common stock and preferred stock. When people talk about stocks 
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they are usually referring to common stocks. Common stocks entitle you to the 
amount of dividends that the company decides to pay, which fluctuates as the 
company succeeds or fails. Preferred stockholders, as its name suggests, receive their 
dividends before common stockholders. Usually, preferred stocks are guaranteed a 
fixed amount of dividends regardless of how well the company performs. Finally, 
preferred stockholders are paid first if the company goes bankrupted and is liquidated. 
This thesis only examines common stocks. 
1.1.2. Trading stocks 
One stockholder can make money from the stock market in two basic ways – 
dividends and capital appreciation. Holding a stock means having a claim of the 
company’s profits. Profits are usually paid out in the form of dividends. The company 
decides on what the dividend payout will be according to its earnings and business 
strategies. For example, if the company determines to use its earnings as investments, 
it may choose not to pay any dividends at all. 
Capital appreciation is the profit one gets after they buy a stock and sell it at a higher 
price, which is known as taking a long position. Price of a stock reflects the 
expectations of the market. If the pubic expect the company to grow in the future, the 
value of the company generally will grow too. People make most money through 
capital appreciations in a bull market, which is when the economy is great and stock 
prices are generally rising. In contrast to a bull market, a bear market is when the 
economy is depressing and stock prices are generally falling. One can still make 
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money in a bear market by taking a short position. Selling short is done in the 
following way: one that believes the price of a stock will drop borrows the stock from 
another person who wants to hold it. The borrower then sells the stock. Later when 
the price of the stock falls, the borrower buys back the stock at a lower price and then 
returns it back to the lender. If the price of the stock actually rises, the borrower has to 
buy back the stock at a higher price and thus loses money. 
Stocks are traded on exchanges. Three well-known examples are the New York Stock 
Exchange (NYSE), the American Stock Exchange (AMEX), and the National 
Association of Securities Dealers Automated Quotation system (NASDAQ). The 
exchange in Singapore is Singapore Exchange Limited (SGX). SGX adopts a 
settlement system – the Central Depository (Pte) Ltd (CDP) – to record traders’ 
transactions on their accounts. In developing countries, China has two exchanges: the 
Shanghai Stock Exchange and the Shenzhen Stock Exchange. Their rapid 
development has attracted more and more attention from the world. In this thesis, 
China stock market and Singapore stock market are focused. 
To buy or sell a stock, the transactions are made through brokerage firm. In other 
words, Brokerage is the middleman for one to trade in a stock market. A broker is a 
licensed representative of a stockbroking company and charges a professional fee, or a 
brokerage commission, for his service. There are two types of brokerage firms – 
full-service and discount brokerage firms. Full-service brokerage firms, like Merrill 
Lynch, Morgan Stanley and Goldman Sachs, offer expert advice and thus charge a 
high commission fee. On the other hand, discount brokerage firms just handle the 
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buy/sell orders and offer little personal attention, and charge a much lower fee to do 
so. In this thesis, the transaction cost is the cost by trading through a discount 
brokerage firm. 
1.2. Stock analysis and modeling 
1.2.1. Efficient Market Hypothesis 
Efficient Market Hypothesis (EMH) [2] assumes that current price is always 
incorporated with all known information. Therefore, any change in daily price is 
unpredictable because its direction would be based on the information not yet known. 
In other words, it is not possible to consistently generate excess returns from the 
market. EMH is further divided into three forms according to amount and type of 
information available – weak, semi-strong, and strong. For weak form, historical price 
is the only known information. However, since many predictions made are based on 
other past information, such as Price/Earnings ratio and Price/Dividends ratio, Fama 
[3] revised the definition of weak form of EMH as historical data (not only price) is 
used in prediction. Semi-strong form takes more information into consideration, such 
as news release and annual reports. Lastly, strong form considers about insider 
information as well. However, EMH is often challenged today, as investors try to 
predict the market and generate excess returns. Some of this thesis’ work will be a test 
of the weak form. 
As the Efficient Market Hypothesis (EMH) states, the current price is always 
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incorporated with all known information, it is not possible to consistently generate 
excess returns from the market. However, this may not be true in all the stock markets, 
especially in the stock markets of developing countries. The invalidation of Efficient 
Market Hypothesis (EMH) is called as inefficiency of the stock market. For example, 
in China stock market, January phenomenon always exists, which means the stock 
market will always go up in January. That is mainly because the investment 
companies have more cashflow to invest into the stock markets after the year-end 
audit. In this regard, the Efficient Market Hypothesis (EMH) may not hold true in 
stock markets of developing countries. It is possible that the stock market could be 
beat. In this thesis, we will explore modeling methods to test the efficiency of China 
stock market, which is a rapidly developing stock market. 
1.2.2. Fundamental analysis and technical analysis 
The methods used to evaluate stocks and make investment decisions fall into two 
broad categories – fundamental analysis and technical analysis. Fundamentalist 
examines the health and potential to grow of a company. They look at fundamental 
information about the company, such as the income statement, the balance sheet, the 
cash-flow statement, the dividend records, and the policies of the company. They 
analyze the competition faced by the company and pay attention to news release. 
Technical analysis, in contrast, doesn’t study the value of a company but the statistics 
generated by market motions, such as historical prices and volumes. Technicians draw 
chart patterns and calculate technical indicators to suggest future activities [4]. 
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There is always an on-going debate between fundamental analysis and technical 
analysis. The fundamental analyst proclaims that daily price movement is rather 
random or artificial and overreacts to news and gossip. Thus, it is illogical to say that 
price movement is immediately determined by supply and demand. On the other hand, 
technicians point out that decisions made from historical financial information are out 
of date and that the timing of decisions is vital. Since both sides of arguments are 
convincing, a combination of the two seems a better way to confirm trends and make 
investment decisions [5]. 
1.2.3. Modeling approaches 
The Random Walk Hypothesis [6] states that all price fluctuations in the short term 
are random. Thus, it claims that no daily price movement is predictable and it is rather 
a chaos. No matter how difficult it is, how to forecast stock price accurately and trade 
at the right time is obviously of great interest to investors. Numerous methods of both 
fundamental analysis and technical analysis have been developed, but unfortunately 
none of them will always work due to the randomness and non-stationary behavior of 
the market. Hence, an increasing number of studies have been carried out in effort to 
construct an adaptive trading method to suit the non-stationary market. Soft 
computing, a form of Artificial Intelligence (AI), is becoming a popular application in 
prediction of stock price. Soft computing [7] methods exploit quantitative inputs, such 
as fundamental indicators and technical indicators, to simulate the behavior of stock 
market and automate market trend analysis. 
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Another popular approach is Artificial Neural Networks (ANN). As its name suggests, 
ANN is an information processing paradigm that is inspired by biological nervous 
systems. The ANN is a representative mathematical tool which can work well on 
nonlinear data. Many researchers model the financial markets by applying ANN. 
Generally, an ANN is a multi-layered network consisting of the input layer, hidden 
layer and output layer. One of the well-recognized neural network models is the Back 
Propagation or Hopfield (BP) network. Sutheebanjard and Premchaiswadi [8] use a 
BPNN model to forecast the Stock Exchange of Thailand Index (SET Index) and 
experiments shows that the systems works with less than 2% error. Zhou and Zhang 
[9] make use of Hopfield BP neural network to predict the Chinese stock market. 
Their model is tested on some representative stocks and the result turns out to be 
highly accurate with the relative error and absolute error being less than 1%. In [10], 
the authors design the architecture of MLP (Multi-Layer Perceptron) neural network 
to forecast the trend of the Euro/USD exchange rate based on the genetic algorithm. 
The prediction results show that the trend of three days can be largely forecasted for 
the Euro/USD exchange rate. A neural network model of foreign exchange rate is 
proposed in [11]. The back propagation algorithm and sigmoid activation function are 
used to train and test the foreign exchange rate. The direction accuracy of the 
proposed model can be even up to 81.2%. Hong Shen et al. [12] apply the BP neural 
network to pre-warning the financial risk with the database of 71 medicine companies. 
38 indexes are chosen for representing the financial risk. The results show that the BP 
neural network model can produce high prediction accuracy. 
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An extension of ANN is Adaptive Neuro-Fuzzy Inference System (ANFIS) introduced 
by Jang [13]. ANFIS is a combination of neural networks and fuzzy logic, which, 
introduced by Zadel [14], is able to analysis qualitative information without precise 
quantitative inputs. In [15], the authors propose momentum analysis based stock 
market prediction using ANFIS. Their system combines various technical indices as 
input and finally makes trading decisions through adaptive learning process of ANFIS. 
The system is tested on stocks from various industries, such as automobiles, oil and IT. 
The success rate is around 80% with the highest 96% and lowest 76%. Esfahanipour 
and Aghamiri [16] use ANFIS adopted on a Takagi-Sugeno-Kang (TSK) type Fuzzy 
Rule Based System. Their proposed model is tested on Tehran Stock Exchange 
Indexes (TEPIX) and the highest accuracy obtained is 97.8%. 
Decision Tree [17] is another popular approach by identifying various ways of 
splitting a data set into branch-like segments. The leaves are the final predicted values. 
Zibanezhad, E., Foroghi, D. and Monadjemi, A. [18] use the decision tree to predict 
the probability of bankruptcy of companies. They collect the company financial data 
from Tehran stock exchange during 1996 to 2009. The prediction accuracy can be up 
to 94.5%, which indicates that the decision tree model can achieve acceptably. 
Decision Tree is further improved by the Random Forest algorithm [19], which 
consists of multiple decision trees. For a given data set, instead of one single huge 
decision tree, multiple trees are planted as a forest. Random forest is proven to be 
efficient in preventing over-fitting. Maragoudakis and Serpanos [20] apply random 
forest to stock market predictions. They focus on three heterogeneous stock securities 
 9 
from the Greek stock market, a major Greek bank, the main telecommunication 
provider of Greece and one of the biggest Greek airline companies. The portfolio 
budget for their proposed investing strategy outperforms the buy-and-hold investment 
strategy by a mean factor of 12.5% to 26% for the first 2 weeks and from 16% to 48% 
for the remaining ones. In [21], the authors use the random forest to predict the 
EUR/USD exchange rate. The simulated trading strategy is designed. The 
experiments indicate that the random forest can produce extremely satisfactory 
consequence on sharp ratio and annualized return. 
In the predicting the movement of stock market, artificial neural network and random 
forest are the most frequently used techniques. However, there are some weaknesses 
for the two techniques. The artificial neural network utilizes single model to predict 
the movement, it is doubtful whether the model is robust. The random forest is an 
ensemble of various decision trees. Although the random forest enhance the robust 
level, each predictor of decision tree is not powerful, which may decrease the final 
performance. In this regard, the thesis will seek to improve the existing methods and 
propose new methods in order to enhance the model accuracy. 
Classification problem is also considered in the area of stock market modeling as the 
prediction of direction of stock movement, either going up or down, can be viewed as 
classification problem and such directional information is very important and useful 
for investors. Classification problem can be divided into two types. The first one is the 
binary classification problem and the second one is the multi-class classification 
problem. The binary classification problem handles the instances from only two 
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categories, while the multi-class classification problem handles the instances from 
several categories [22]. Since many researchers have proposed various classifiers 
handling the binary classification problem, the multi-class classification problem 
often combines a set of binary classifiers to form a multi-class classifier. The instance 
consists of a set of features which represent the properties of the instance. The 
features can be presented in various ways. For example, they can be binary (“0” and 
“1”), ordinal (“long”, “medium” and “short”), real-valued (people’s height) and so on. 
For image processing, the features may be represented by the pixels of the image. If 
the text is the instance, the features may be described by the frequencies of the 
occurring words. The classifiers may work with low efficiency when the dimension of 
the features is very huge. In that case, a number of methods of dimension reduction 
will be employed to reduce the dimension of the features, then the classifiers will 
work efficiently [23, 24]. In this regard, thesis will explore classification problem. 
Feature selection is a sub-class of dimensionality reduction [25], which – in machine 
learning - is a process of reducing the number of variables under consideration from a 
large number to a smaller number. Dimensionality reduction has two main classes: 
feature selection, and feature extraction. While feature extraction will transform the 
data from a high dimensional space to a lower-dimensional space, feature selection 
attempts to find a subset of the original variables that best fits the model. Feature 
selection can be further divided into two strategies: the filter approach, and the 
wrapper approach. The filter model [26] selects features based on certain attributes of 
the training data, without the use of any learning algorithm. On the other hand, the 
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wrapper method [27] requires one known learning algorithm, and uses its 
performance to assess and decide which features will be selected. The input selection 
is an important problem when building prediction models. Appropriately selecting 
input features may produce good results. There are many existing input selection 
methods. However, no one can always perform the best. It is necessary to compare 
their performance in different cases. In this regard, the thesis will do comparison test 
on different input selection methods and propose new methods with the purpose of 
improvement and innovation. 
1.3. This thesis 
This thesis seeks to  
• explore efficiency of emerging stock markets by developing some novel 
models and test for them in real life data. The inefficiency is found when the 
developed models outperform the general market significantly. This type of 
work is of discovery nature, which discovers some unknown facts, but will not 
provide new methods in general. It is common in science and economy 
research. And 
• propose a few new methods of modeling so as to improve the existing ones. 
This type of work is of invention nature, which is common in engineering 
research and development. 
While a large number of studies have been reported in the literature with reference to 
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the use of Regression model and Artificial Neural Network (ANN) models in 
predicting stock prices in western countries, the Chinese stock market is much less 
studied. Note that the latter is growing rapidly, will overtake USA one in 20-30 years 
time and thus becomes a very important place for investors worldwide. In chapter 2, 
an attempt is made at predicting the Shanghai Composite Index returns and price 
volatility, on a daily and weekly basis. Two different types of prediction models, 
namely the Regression and Neural Network models are used for the prediction task 
and multiple technical indicators are included in the models as inputs. The 
performances of the two models are compared and evaluated in terms of directional 
accuracy. Their performances are also rigorously compared in terms of economic 
criteria like annualized return rate (ARR) from simulated trading. Both trading with 
and without short selling has been considered, and the results show in most cases, 
trading with short selling leads to higher profits. Also, both the cases with and without 
commission costs are discussed to show the effects of commission costs when the 
trading systems are in actual use. 
The traders actually make their decisions by simultaneously considering multiple time 
frames data in real trading. However, the academic literature on this subject of 
multiple frames does not offer us many insights into the models that use multiple time 
frames, or any discussion of the interaction of time frames and multiple factors. In this 
regard, chapter 3 builds the models by mimicking a trader’s decision making process. 
This chapter conducts the prediction of the return of Shanghai Composite Index 
(SH000001) as well as 3 representative stocks (Petrochina Co., Ltd. (SH601857), 
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Industrial And Commercial Bank Of China Limited (SH601398) and China Vanke 
Co.,Ltd. (SZ000002)) based on the regression model using different combinations of 
different time frames of the daily, weekly and monthly data. Four types of the models 
of multiple frames are proposed. Two different approaches are used to test the models 
of multiple frames. The performances are compared based on the criteria of annual 
return rate (ARR) and directional accuracy (DA). The experiments show the models 
of multiple time frames can always produce the results of high directional accuracy 
rates. 
Chapter 4 presents new trading models for the stock market and test whether they are 
able to consistently generate excess returns from the Singapore Exchange (SGX). 
Instead of conventional ways of modeling stock prices, we construct models which 
relate the market indicators to a trading decision directly. Furthermore, unlike a 
reversal trading system or a binary system of buy and sell, we allow three modes of 
trades, namely, buy, sell or stand by, and the stand-by case is important as it caters to 
the market conditions where a model does not produce a strong signal of buy or sell. 
Linear trading models are first developed with the scoring technique which weights 
higher on successful indicators, as well as with the Least Squares technique which 
tries to match the past perfect trades with its weights. Since stock markets could be 
highly nonlinear sometimes, the Random Forest is adopted as a nonlinear trading 
model, and improved with Gradient Boosting to form a new technique – Gradient 
Boosted Random Forest. All the models are trained and evaluated on ten stocks traded 
on SGX over extended time periods and statistical tests such as randomness, linear 
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and nonlinear correlations are conducted on the data to check the statistical 
significance of the inputs and their relation with the output before a model is trained. 
Our empirical results show that the proposed trading methods are able to generate 
excess returns compared with the buy-and-hold strategy. 
Since the classification problem is a sub-class of predicting the movement of stock 
markets, it is necessary to study the techniques of classification. Chapter 5 proposes a 
novel method – Multiple Neural Networks with Randomized Algorithms – by 
combining the two techniques of neural network and random forest. The proposed 
method is applied to illustrative data, popular data and practical data, respectively, 
with a comparison on neural network and random forest. Several sets of experiments 
are conducted by adding the noises of different levels into the illustrative data and 
popular data. For the practical examples, the stock data and MAGIC gamma telescope 
data are employed in the experiments. The experiments results show that the proposed 
method – multiple neural networks with randomized algorithms – averagely produces 
the better results than the other two methods (neural network and random forest) in 
classification accuracy. Meanwhile, the proposed method can produce the lower 
deviation of the performance even if the noise is added into the data set. 
Feature selection is very important in building and training models. Chapter 6 
investigates several existing input selection methods and proposes a novel input 
selection method which is based on the rank correlation coefficient method and 
correlation-based feature selection method. Linear system and nonlinear system are 
employed to produce the experiment data. A set of comparison experiments is 
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conducted based on the existing input selection methods and proposed input selection 
method. The results show that the proposed method yields quite positive results in 
terms of feature rejection. 
The rest of this thesis is organized as: the multiple-indicator model predicting return 
and volatility is presented in chapter 2. In chapter 3, we describe the multiple-time 
model. The multiple decision trees are given in chapter 4. The multiple neural 
networks with randomized algorithms are presented in chapter 5. The chapter 6 shows 


















As stated in chapter 1, the Efficient Market Hypothesis (EMH) may not hold true in 
stock markets, especially in the stock markets of developing countries. China stock 
market is an emerging stock market, there always exists the January phenomenon, 
which means the stock market will always go up in January. This may be because the 
investment companies have more cashflow to invest into the stock markets after the 
year-end audit. The January phenomenon indicates that the China stock market may 
not be efficient. It is possible that the extra profit could be earned from the China 
stock market. In this regard, we explore the efficiency of China stock market in this 
chapter by building the prediction models based on multiple indicators. 
As we know, the fundamental analysis and the technique analysis are the two basic 
analyzing methods for stock markets. When the level of investing and trading grew, 
there began a pursuit for better tools and methods that could not only increase gains 
but also minimize the risks undertaken by the investor. Tools that used modeling 
techniques to discover patterns within the historical data of the stock market were put 
to test, with an attempt to predict and benefit from the market’s direction. One such 
example is the Linear Time Series Models, where univariate and multivariate 
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regression models [28] were used to identify patterns in the historical data of the stock 
market. For non-linear patterns, Machine Learning Models [29], in particular neural 
networks, were commonly used. For example, one sees that: 
In [30], the authors used a mean reverting characteristic to model and estimate the 
stock markets. The authors stated that the random walk which is used to describe the 
stock markets may not be correct when the process of stock markets diverge over time. 
The mean reverting characteristic is a good way to model and estimate the stock 
markets. The authors used two methods to estimate the parameters, which are Least 
Square Estimation and Maximum Likelihood Estimation. In this paper, the authors 
focused on the monthly data of Dow Jones Industrial Average and the Singapore 
Straits Times Index and got some interesting conclusion. 
In [31], the authors predicted the mid-term price trend for Taiwan stock market. The 
authors firstly extracted the features from ARIMA analyses, then the authors used the 
features which are produced in the first step to train a recurrent neural network. The 
Taiwan stock market series is regarded by the authors as a nonlinear ARIMA (1,2,1). 
The conclusion of this paper is that the prediction system can predict the Taiwan stock 
market trend of up to 6 weeks based on four years weekly data with an acceptable 
accuracy. 
In [32], the authors focused the research work on Shanghai stock market for Chinese 
stock market is one of fast growing stock markets in the world. The authors used two 
types of models which are the model of stochastic SARIMA and the model of 
 18 
backpropagation network. The author used the actual data of Shanghai Composite 
Index to do the prediction and found that SARIMA model is more optimistic. 
In [33], the authors took advantage of the nonlinear dynamical theory to use the 
multivariate nonlinear prediction method. The prediction system is based on the 
reconstruction of multidimensional phase space. The authors set the model using 
multivariate nonlinear prediction method and got the experiment results using the data 
of Shenzhen Index. The authors compared the results obtained using multivariate 
nonlinear prediction method with the results obtained using unvariate nonlinear 
prediction method and found that the performance of multivariate nonlinear prediction 
method is better than the performance of unvariate nonlinear prediction method. 
In [34], the author stated that the stock market is a very complicated nonlinear system, 
the artificial neural network also has nonlinear characteristic. It is proper to use 
artificial neural network to do the prediction of stock market. The authors used the 
artificial neural network to imitate the trading process of stock market. Because the 
convergent speed of backpropagation algorithm is low, the authors enhanced the 
convergent speed of backpropagation algorithm by proposing the rate of deviation. 
The authors used the data of both Shanghai and Shenzhen to do the prediction. 
In general, most of stock market studies in the literature have been focused on 
developed markets while emerging markets are much less studied. Note that the 
latter is growing rapidly, and in particular, China market will overtake USA one in 
20-30 years time and it has becomes a very important place for investors 
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worldwide. It is thus timely to study this market's performance and efficiency based 
on recent data. This chapter attempts to predict the Shanghai Composite Index return 
and volatility on a daily and weekly basis with use of multiple technical indicators. 
Specifically, the present work contributes to the literature in the following ways: 
1). An attempt is made to understand the efficacy of an emerging market such as 
China. Today, China is one of the fastest growing emerging economies in the 
world. Not only is there a significant growth in the demand for investment 
funds but the growth in capital markets is also expected to play an increasingly 
important role in the process. At this transitional stage, it is necessary to assess 
the level of efficiency of the Chinese Stock Market in order to establish its 
longer term role in the process of economic development. However as studies 
on Chinese Stock Markets are very few and also dated and mostly 
inconclusive, the objective of this study in this paper is to test whether 
predictability of return rates and price volatility is possible. 
2). An attempt is made to predict stock market price volatility. Volatility is an 
important indicator for investors. Results from this study do show that neural 
network models have their merits and perform better than regression models. 
3). Multiple technical indicators are used in modeling. We also use different 
combinations of different technical indicators to do the prediction to see the 
performance. Some combinations improve the performance of the prediction. 
The rest of this chapter is organized as: the stock market prediction methods are 
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presented in section 2.2. In section 2.3, we conduct the simulation of the predictability 
of Shanghai Composite Index return. The simulation of the predictability of Shanghai 
Composite Index price volatility is given in section 2.4. The section 2.5 shows the 
conclusion of this chapter. 
2.2. Stock market prediction methods 
In this section, we will consider the different prediction methods that are available for 
predicting stock market movements and returns. Some of these methods that will be 
covered in depth in this section are Technical Analysis, Linear Time Series Models 
and Machine Learning Models. 
2.2.1 Technical analysis 
The idea behind technical analysis is that stock prices move in trends dictated by the 
constantly changing attitudes of investors in response to different forces. Future stock 
movements are predicted by using price, volume and observing trends that are 
dominating the market. Technical analysis rests on the assumption that history repeats 
itself and that future market direction can be determined by examining past prices 
[35]. The groups of professionals who subscribe to this method are the technical 
analysts or the chartists, as they are more commonly known. To them all information 
about earnings, dividends and future performance of the company is already reflected 
in the stock’s price history. Therefore the historical price chart is all a chartist needs to 
make predictions of future stock price movements. 
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This method of predicting the market is highly criticized because it is highly 
subjective. Two technical analysts studying the same chart may interpret them 
differently, thereby arriving at completely different trading strategies. Also a chartist 
may only occasionally be successful if trends perpetuate. Technical analysis is also 
considered to be controversial as it contradicts the Efficient Market Hypothesis. 
Despite such criticism and controversy, the method of technical analysis is used by 
approximately 90% of the major stock traders. 
In this chapter, several technical indicators are used. I will show the details of the 
technical indicators. 
Moving Average: This indicator returns the moving average of a field over a given 
period of time. This is done primarily to avoid noise in the daily price movements. 
The formula of MA used in this chapter is shown in as follows: 
(    )nMA mean last n close prices= ,                  (2.1) 
where n  is the parameter. We set n  as 10 and 25 in this chapter. 
Oscillator: This function compares a security’s closing price to its price range over a 











,                      (2.2) 
% 3     %D period moving average of K= − ,               (2.3) 
where nH  and nL  are respectively the highest and the lowest price over the last n  
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periods. The n  is the parameter. We set n  as 10. 
Volatility: Volatility can either be measured by using the standard deviation or 
variance between returns from the stock or market index. Commonly, the higher the 
volatility is, the riskier the stock or market is. The formula of volatility used in this 
chapter is shown as follows: 
(    )Volatility std last n close prices= ,                (2.4) 
where n  is the parameter. We set n  as 10. 
Beside the technical indicators above, we also used some simple technical indicators: 
return, actual price change, volume and volume difference. 
2.2.2. Linear time series models 
Linear time series models are often used to predict future values of the time series by 
detecting linear relationships between the historical data of the stock and the time 
series under consideration [28]. Depending on the number of different variables used 
as factors of the time series, two different types of linear time series models are used. 
For the case where only one factor is used to predict the time series, univariate 
regression is employed. If more variables are used to predict the time series, then the 
model of multivariate regression is used. 
The regression method works by having a set of independent variables, whole linear 
combination gives the predicted value of the time series under consideration. The 
predicted value of the time series is thus called the dependant variable. The model 
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= ∑ ,                           (2.5) 
where ty  is the dependent variable of the time series at time t , na  is the regression 
coefficient and ,n tx  is the independent variable(s). For univariate regression, 1m = , 
whereas for multivariate regression, 1m > . 
In this chapter, linear regression model will be used. Regression models are statistical 
models that are used to predict one variable from one or more other variables. 
Inference based on such models is called regression analysis, which is the technique 
for modeling and analyzing several variables, when the focus is on the relationship 
between a dependent variable and one or more independent variables. More 
specifically, the regression model helps in understanding how the typical value of the 
dependent variable changes when any one of the independent variables is varied. 
Given a data set { }1 1, ,..., ni i ip iy x x =  of n statistical units, a linear regression model 
assumes that the relationship between the dependent variable iy  and the p-vector of 
regressors ix  is approximately linear. This approximate relationship is modeled 
through a “disturbance term” iε  — an unobserved random variable that adds noise 
to the linear relationship between the dependent variable and regressors. The model is 
described by the function given in Equation (2.6): 
'
1 1 ,    1,...,i i p ip i i iy x x x i nβ β ε β ε= + + + = + =⋯ ,            (2.6) 
here iy  is the forecasted return or volatility that is based on p independent variables, 
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1ix  to ipx  and 1β  to pβ  are the coefficients of the linear regression model. 
These n equations are often stacked together and written in vector form as follows: 

























































































.          (2.8) 
The study using the linear regression model is achieved using the “regress” function 
in MATLAB, which takes in the inputs to the model and the desired output from the 
model and returns the coefficients of the linear regression model. The coefficients of 
the linear regression model are obtained by the least mean squares method, which 
minimizes an error function which is the square of the error of each predicted value. 
2.2.3. Machine learning models 
Machine learning models [29] are a class of models which can study the underlying 
relationships between the independent variables and the dependent variables of the 
time series by being “trained” on a sample set of data which should ideally be 
representative of the actual environment. The most popular machine learning model 
used for stock market prediction is that of neural networks (NNs), thus my research 
work will be focusing on the use of NNs for the prediction. 
NN is a powerful data modeling tool that is able to capture and map an input 
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(independent variable) set to a corresponding output (dependent variable) set. The 
motivation for the development of the NN technology stemmed from the desire to 
develop an artificial system that could perform “intelligent” tasks similar to those 
performed by the human brain. A NN can resemble the human brain in two ways: 
Firstly, a NN acquires knowledge through learning. 
Secondly, a NN’s knowledge is stored within inter-neuron connection strengths 
known as synaptic weights. 
The NN architecture can be used to represent both linear and non-linear relationships. 
For data that contains non-linear characteristics, traditional linear models are simply 
inadequate. The most common neural network model is that of the Multi-Layer 
Perceptron (MLP) and this study on the Chinese stock market prediction will focus on 
the MLP. The MLP is also known as the supervised network because it requires a 
desired output in order to learn. The goal of this type of network is to create a model 
that correctly maps the input to the output using historical data so that the model can 
then be used to produce the output when the desired output is unknown. A graphical 
representation of an MLP with two hidden layers is shown in Figure 2.1. The MLP is 
in fact a distributed processing network, comprising of numerous neurons, with each 
neuron as the most basic processing element within the network [36]. A neuron is a 
processing unit that takes in a number of inputs and gives a distinct output for the 
input it receives. The inputs are fed to each neuron through links between successive 
layers of neurons. Each link is characterized by a weight value, and it is this weight  
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Figure 2.1 Architecture of MLP with two hidden layers 
value where the “memory” or knowledge of the problem is stored. The output of each 
neuron is determined jointly by the weighted sum of the inputs, as well as the 
activation function, f , used in the neuron. The most commonly used activation 
functions are the hardlimit, linear, sigmoid and tansigmoid activation functions. 
As depicted in Figure 2.1, the MLP is made up of a number of layers of neurons. The 
input layer defines the inputs to the MLP. The inputs are then passed on to the first 
hidden layer of the MLP. For an MLP, the number of hidden layers must be at least 
one. After propagating through all the hidden layers, the input finally reaches the 
output layer, which then gives the final output of the whole network for the given set 
of inputs. 
A common notation to represent the architecture of the MLP is to use the string 
R-S1-S2-S3, where R is the number of inputs to the MLP, S1 and S2 indicates the 
number of neurons in the first and second hidden layer respectively, and S3 indicates 
the number of neurons in the output layer, which is also the number of outputs in the 
output set of the network. 
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After the architecture of the MLP has been decided, the network will have to be 
trained before it can be used in any application. This procedure of training involves 
modifying the weights of the links within the MLP so that the MLP will store the 
correct knowledge of the system which it is modeling. The training procedure for an 
MLP can be done using a back-propagation algorithm to update the all the weights of 
the neurons in order to derive a good ‘fit’ on the training data, but at the same time 
not sacrificing performance on the unseen data. This means that a well-trained MLP 
must be able to generalize well from the training data that is presented to it. 
2.3. Predictability of Shanghai Composite Index return 
In this section, we firstly introduce the simulation design which consists of data 
collection, data pre-processing, three comparison experiments and the metrics for 
performance evaluation, then the simulation results and discussions are shown. 
2.3.1. Simulation design 
Data collection 
We collected the historical data of Shanghai Composite Index for both daily data and 
weekly data from the year 2000 to the year 2009 from the stockstar website [37]. 
Data pre-processing 
The entire set is divided into three separate data sets for different usage. The first data 
is called the ‘Training’ data set and is used for training and adjusting the coefficients 
or weights of the systems. The second is the ‘Verification’ data set which is used for 
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verifying the predictive performance of the trained systems and evaluating the choice 
of parameters for a good trading system. Finally the third data set or ‘Test’ data set is 
used for an actual trading test to determine the trading performance of the chosen 
trading system. We set the training data from 2000 to 2006, the verification data from 
2007 to 2008 and the test data the single year 2009. 
Predictability experiments of Shanghai Composite Index return 
The study for the predictability of daily and weekly Shanghai Composite Index return 
is tested using three experiments: 
Firstly, in experiment I, 10 lags of Shanghai Composite Index returns are used for the 
prediction of the subsequent period’s return. 
Secondly, in experiment II, the actual Shanghai Composite Index returns of up to 10 
lags, 10-period moving average of closing Shanghai Composite Index values, 
25-period moving average of the same and a 10-period oscillator is used for the 
prediction of the subsequent period’s return. 
Thirdly, in experiment III, the actual Shanghai Composite Index returns of up to 10 
lags, 10-period moving average of closing Shanghai Composite Index values, 
25-period moving average of the same and a 10-period volatility indicator is used for 
the prediction of the subsequent period’s return. 
In experiments II and III, the term ‘period’ refers to daily or weekly based on the 
context of the experiment. In each of the three experiments, the efficacy of the 
regression and neural network models in predicting the subsequent period’s Shanghai 
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Composite Index return is evaluated. 
Simulation setup 
The architecture of neural network is two layers with ten neurons in the hidden layer. 
The simulation parameters are set as: the maximum number of epochs is set as 1000. 
The performance goal is set as 0.00001. The minimum performance gradient is set as 
0.000001. The maximum validation failures are set as 20. The learning rate is set as 
0.01. The increment to weight change is set as 1.2. The decrement to weight change is 
set as 0.5. The maximum weight change is set as 50. The performance index is sum 
squared error. 
Metrics used for performance evaluation 
The performance of all the trading systems used in this paper will be accessed using 
two metrics: 
Directional accuracy 
The first metric is the percentage of correct signs of predicted returns as compared to 
the actual returns. This is termed as directional accuracy in this paper. It has been 
argued in literature that for prediction on the stock market, the signs of returns are 
more important than the actual magnitude of returns. Also, it has been shown by 
Pesaran and Timmermann [28] that directional accuracy measures has a higher 
correlation with returns compared to using the mean square error. 
Annual Return Rate 
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The second metric is the annual return rate (ARR) from simulated trading. The ARR 
indicates the annual returns from trading with an initial investment of 1 (ARR of 1.1 
indicates a 10% profit). In this paper, both trading with and without short selling has 
been considered. Also, both the cases with and without commission costs are 
discussed to show the effects of commission costs when the trading systems are in 
actual use. As mentioned earlier, commission costs play a significant role when the 
number of transactions gets large. 
In this chapter, the commission cost is assumed to be 0.2% per trade (a single trade 
indicates either a buying or selling decision), which is a rather conservative amount. 
In computing the ARR for trading performance evaluation, the cumulative returns for 
the whole period (training or verification) is calculated first. After which, the ARR is 
obtained by taking the nth root of the cumulative returns, where n is the number of 
years in the period. In calculating the cumulative returns, two possibilities exist 
depending whether a long or short position is held. In the case of a long position, the 
cumulative return after period t  is calculated as: 
(Cumulative Returns) (Cumulative Returns) (1 Actual Returns )t t t= × + .   (2.9) 
For a short position, the cumulative return in period t is: 
(Cumulative Returns) (Cumulative Returns) (1 Actual Returns )t t t= × − .  (2.10) 
For the trading decision made in this chapter, the threshold-based trading rule is used. 
The threshold based trading rule is based on both the magnitude and signs of 
predictions made by the systems. This decision-making trading rule is used to make 
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trading decisions via the following clauses: 
Firstly, if the predicted return rate is positive and its magnitude greater than the 
threshold value, then a long (buy) position is recommended. 
Secondly, alternatively, if the predicted return rate is negative and its magnitude 
greater than the threshold, then a short (sell) position is recommended. 
Thirdly, if the above conditions fail, 3 scenarios are possible whereby the 
recommendation is to stay away from the market. If already in a long position, 
withdraw from market if the predicted return rate is negative. On the other hand, if 
already in a short position, withdraw from market if the return rate is positive. Else, 
the current position is maintained. 
The use of this threshold-based trading rule leads to the need to vary the threshold 
value used in order to find an appropriate value for the trading system which leads to 
good trading performances. 
2.3.2. Simulation results 
Daily prediction 
For daily data, we firstly use the regression model to do the prediction. We show the 
experiment results in Table 2.1~2.3. In experiment I, the threshold for trading is 
Table 2.1 Performance of regression model in experiment I (daily return) 









Training 54.21% 1.2879 1.2760 1.2579 1.2330 
Verification 54.81% 1.0698 1.0511 1.7173 1.6586 
 32 
Table 2.2 Performance of regression model in experiment II (daily return) 









Training 52.90% 1.2154 1.1960 1.2855 1.2462 
Verification 55.65% 0.9676 0.9620 1.4507 1.4336 
Table 2.3 Performance of regression model in experiment III (daily return) 









Training 53.68% 1.2690 1.2581 1.3955 1.3714 
Verification 57.11% 0.9434 0.9380 1.1235 1.1116 
0.0008. In experiment II, the threshold for trading is 0.0002. In experiment III, the 
threshold for trading is 0.0006. From the Table 2.1~2.3, we can see that the 
experiment I shown the best performance of regression model. So we choose the 
method in experiment I for test period. We show the test result in Table 2.4. 
Table 2.4 Performance of regression model for test data (daily return) 









Testing 56.82% 1.3983 1.3928 1.4500 1.4465 
For the daily data, we then use the NN model to do the prediction. We show the 
experiment results in Table 2.5~2.7. In experiment I, the threshold for trading is 
Table 2.5 Performance of NN model in experiment I (daily return) 









Training 55.89% 1.4654 1.4458 1.8384 1.7981 
Verification 55.86% 1.1324 1.1118 1.7182 1.6624 
Table 2.6 Performance of NN model in experiment II (daily return) 









Training 58.88% 1.7051 1.6812 2.1571 2.1003 
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Verification 55.60% 1.0135 1.0032 1.2261 1.2026 
Table 2.7 Performance of NN model in experiment III (daily return) 









Training 55.37% 1.3453 1.3325 1.4782 1.4493 
Verification 55.81% 0.9581 0.9527 1.2554 1.2419 
0.0018 and the number of nodes is 18. In experiment II, the threshold for trading is 
0.0016 and the number of nodes is 18. In experiment III, the threshold for trading is 
0.0014 and the number of nodes is 12. From the Table 2.5~2.7, we can see that the 
experiment II shown the best performance of NN model. So we choose the method 
and parameters in experiment II for test period. We show the test result in Table 2.8. 
Table 2.8 Performance of NN model for test data (daily return) 









Testing 57.25% 1.4141 1.3680 1.5039 1.4663 
Weekly prediction 
For the weekly data, we firstly use the regression model to do the prediction. We 
show the experiment results in Table 2.9~2.11. In experiment I, the threshold for 
Table 2.9 Performance of regression model in experiment I (weekly return) 









Training 62.86% 1.2441 1.2416 1.3613 1.3563 
Verification 56.67% 1.0308 1.0287 1.4773 1.4711 
Table 2.10 Performance of regression model in experiment II (weekly return) 









Training 59.40% 1.2398 1.2356 1.3735 1.3646 
Verification 66.67% 1.1800 1.1781 1.7099 1.7048 
 34 
Table 2.11 Performance of regression model in experiment III (weekly return) 









Training 59.06% 1.1035 1.0980 1.1013 1.0902 
Verification 44.57% 0.8628 0.8590 0.9303 0.9221 
trading is 0.0014. In experiment II, the threshold for trading is 0.0008. In experiment 
III, the threshold for trading is 0.0002. From the Table 2.9~2.11, we can see that the 
experiment II shown the best performance of regression model. So we choose the 
method in experiment III for test period. We show the test result in Table 2.12. 
Table 2.12 Performance of regression model for test data (weekly return) 









Testing 55.00% 0.9209 0.9198 0.9167 0.9150 
For the weekly data, we then use the NN model to do the prediction. We show the 
experiment results in Table 2.13~2.15. In experiment I, the threshold for trading is 
Table 2.13 Performance of NN model in experiment I (weekly return) 









Training 66.29% 1.4186 1.4122 1.6872 1.6728 
Verification 53.33% 1.0847 1.0795 1.5257 1.5108 
Table 2.14 Performance of NN model in experiment II (weekly return) 









Training 62.39% 1.3135 1.3081 1.4347 1.4242 
Verification 56.67% 1.0496 1.0480 1.3380 1.3337 
Table 2.15 Performance of NN model in experiment III (weekly return) 









Training 65.63% 1.1271 1.1237 1.1744 1.1673 
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Verification 52.17% 1.0074 1.0039 1.1390 1.1313 
0.0010 and the number of nodes is 14. In experiment II, the threshold for trading is 
0.0020 and the number of nodes is 12. In experiment III, the threshold for trading is 
0.0014 and the number of nodes is 20. From the Table 2.13~2.15, we can see that the 
experiment II shown the best performance of NN model. So we choose the method 
and parameters in experiment II for test period. We show the test result in Table 2.16. 
From all the results Tables, we can see that the performance of NN model is better 
than the performance of regression model. We also can find that for the daily data, the 
Table 2.16 Performance of NN model for test data (weekly return) 









Testing 64.00% 1.0987 1.0974 1.3034 1.3008 
ARRs of both regression model and NN model are better than the ARRs of 
buy-and-hold strategy in testing period (testing period ARR is 1.3715). Unfortunately, 
for the weekly data, the ARRs of both regression model and NN model are worse than 
the ARRs of buy-and-hold strategy. 
2.4. Predictability of Shanghai Composite Index price 
volatility 
In this section, we firstly introduce the simulation design which consists of data 
collection, data pre-processing, three comparison experiments and the metrics for 
performance evaluation, then the simulation results and discussions are shown. 
2.4.1. Simulation design 
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Data collection 
We collected the historical data of Shanghai Composite Index for both daily data and 
weekly data from the year 2000 to the year 2009 from the stockstar website [37]. 
Data pre-processing 
The entire set is divided into three separate data sets for different usage. The first data 
is called the ‘Training’ data set and is used for training and adjusting the coefficients 
or weights of the systems. The second is the ‘Verification’ data set which is used for 
verifying the predictive performance of the trained systems and evaluating the choice 
of parameters for a good trading system. Finally the third data set or ‘Test’ data set is 
used for an actual trading test to determine the trading performance of the chosen 
trading system. We set the training data from 2000 to 2006, the verification data from 
2007 to 2008 and the test data the single year 2009. 
Predictability experiments of Shanghai Composite Index price volatility 
The study for the predictability of daily and weekly Shanghai Composite Index 
price-changes is tested using three experiments: 
Firstly, in experiment IV, 10 lags of actual Shanghai Composite Index closing price 
values and 10 lags of periodic price-changes are used for the prediction of the 
subsequent period’s price-change. 
Secondly, in experiment V, 10 lags of actual Shanghai Composite Index trading 
volume values AND 10 lags of periodic trading volume differences are used for the 
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prediction of the subsequent period’s price-change. 
Thirdly, in experiment VI, 10 lags of actual Shanghai Composite Index closing price 
values, 10 lags of periodic price-changes, 10 lags of trading volume values and 10 
lags of periodic trading volume differences are used for the prediction of the 
subsequent period’s price change. 
In experiments IV, V and VI, the term ‘periodic’ refers to daily or weekly based on 
the context of the experiment. In each of the three experiments, the efficacy of the 
regression and neural network models in predicting the subsequent period’s 
price-change is evaluated. 
Simulation setup 
The simulation setup is the same with the one in the section of predictability of 
Shanghai Composite Index return. 
Metrics Used for Performance Evaluation 
The performance of all the trading systems used in this paper will be accessed only 
using one metric: 
Directional Accuracy 
This metric is the percentage of correct signs of predicted returns as compared to the 
actual returns. This is termed as directional accuracy in this chapter. It has been 
argued in literature that for prediction on the stock market, the signs of returns are 
more important than the actual magnitude of returns. 
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2.4.2. Simulation results 
Daily prediction 
For daily data, we firstly use the regression model to do the prediction. We show the 
experiment results in Table 2.17~2.19. From the results, we can see that the 
Table 2.17 Performance of regression model in experiment IV (daily volatility) 
Period Directional Accuracy 
Training 52.96% 
Verification 56.28% 
Table 2.18 Performance of regression model in experiment V (daily volatility) 
Period Directional Accuracy 
Training 54.27% 
Verification 54.39% 
Table 2.19 Performance of regression model in experiment VI (daily volatility) 
Period Directional Accuracy 
Training 56.84% 
Verification 55.02% 
experiment VI shown the best performance of regression model. So we choose the 
method in experiment VI for test period. We show the test result in Table 2.20. 
Table 2.20 Performance of regression model for test data (daily volatility) 
Period Directional Accuracy 
Testing 56.16% 
For the daily data, we then use the NN model to do the prediction. We show the 
experiment results in Table 2.21~2.23. In experiment IV, the number of nodes is 16. 
Table 2.21 Performance of NN model in experiment IV (daily volatility) 
Period Directional Accuracy 
Training 55.98% 
Verification 54.23% 
Table 2.22 Performance of NN model in experiment V (daily volatility) 




Table 2.23 Performance of NN model in experiment VI (daily volatility) 
Period Directional Accuracy 
Training 57.29% 
Verification 55.60% 
In experiment V, the number of nodes is 10. In experiment VI, the number of nodes is 
10. From the Table 2.21~2.23, we can see that the experiment VI shown the best 
performance of NN model. So we choose the method and parameters in experiment 
VI for test period. We show the test result in Table 2.24. 
Table 2.24 Performance of NN model for test data (daily volatility) 
Period Directional Accuracy 
Testing 57.54% 
Weekly prediction 
For the weekly data, we firstly use the regression model to do the prediction. We 
show the experiment results in Table 2.25~2.27. From the results, we can see that the 
Table 2.25 Performance of regression model in experiment IV (weekly volatility) 
Period Directional Accuracy 
Training 59.70% 
Verification 54.39% 
Table 2.26 Performance of regression model in experiment V (weekly volatility) 
Period Directional Accuracy 
Training 59.70% 
Verification 54.35% 
Table 2.27 Performance of regression model in experiment VI (weekly volatility) 
Period Directional Accuracy 
Training 61.10% 
Verification 56.74% 
experiment VI shown the best performance of regression model. So we choose the 
method in experiment VI and the parameters for test period. We show the test result in 
Table 2.28. 
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Table 2.28 Performance of regression model for test data (weekly volatility) 
Period Directional Accuracy 
Testing 59.79% 
For the weekly data, we then use the NN model to do the prediction. We show the 
experiment results in Table 2.29~2.31. In experiment IV, the number of nodes is 12. 
Table 2.29 Performance of NN model in experiment IV (weekly volatility) 
Period Directional Accuracy 
Training 61.19% 
Verification 58.70% 
Table 2.30 Performance of NN model in experiment V (weekly volatility) 
Period Directional Accuracy 
Training 61.97% 
Verification 56.70% 
Table 2.31 Performance of NN model in experiment VI (weekly volatility) 
Period Directional Accuracy 
Training 65.79% 
Verification 58.52% 
In experiment V, the number of nodes is 20. In experiment VI, the number of nodes is 
16. From the Table 2.29~2.31, we can see that the experiment VI shown the best 
performance of NN model. So we choose the method and parameters in experiment 
VI for test period. We show the result in Table 2.32. 
Table 2.32 Performance of NN model for test data (weekly volatility) 
Period Directional Accuracy 
Testing 60.80% 
Similar with the conclusions of the experiment I, II and III, from all the results Tables, 




In this chapter, we do the prediction of Shanghai Composite Index return and the 
prediction of Shanghai Composite Index volatility based on regression model and NN 
model using the daily and weekly data of Shanghai Composite Index. The directional 
accuracy of most of the experiments is beyond 55%. For the prediction of Shanghai 
Composite Index return, both trading with and without short selling has been 
considered, and the results show in most cases, trading with short selling leads to 
higher profits. Also, both the cases with and without commission costs are discussed 
to show the effects of commission costs when the trading systems are in actual use. 
We find that the performance of NN model is better than the performance of 
regression model. We also find that for the daily data, the ARRs of both regression 
model and NN model are better than the ARRs of buy-and-hold strategy in testing 
period (testing period ARR is 1.3715). Unfortunately, for the weekly data, the ARRs 
of both regression model and NN model are worse than the ARRs of buy-and-hold 
strategy in testing period. For the prediction of Shanghai Composite Index volatility, 
we can find similar conclusion that the performance of NN model is better than the 
performance of regression model. The results indicate that the China stock market is 











From chapter 2, we can see that the China stock market is not efficient, we can beat 
the market by building multiple-indicator models. However, these multiple-indicator 
models only utilize single time frame data. The traders actually make their decisions 
by simultaneously considering multiple time frames data in real trading. For example, 
a trader may watch the daily chart, weekly chart and monthly chart at the same time to 
help him make the final trading decisions, or watch any combination of different time 
frames charts. In this regard, this chapter will build the multiple-time models by 
mimicking traders’ decision making process, expecting to get more profits from the 
stock market. 
Several related research papers can be found. A stochastic volatility model for 
financial markets with multiple time scales is proposed by Perello et al. [38] which 
discusses volatility autocorrelations, which are of the order of years, and leverage 
correlations which are much shorter range. A three dimensional diffusion process is 
proposed which accounts for different correlation time scales. 
The academic literature on this subject of multiple frames does not offer us many 
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insights into the models that use multiple time frames, or any discussion of the 
interaction of time frames and multiple factors. However, such dynamics can also be 
found in some engineering processes and other disciplines. A simple scheme is 
discussed in Laborde et al. [39] which delineates a multiple time scale approach for 
the controlling of a process that has fast and slow dynamics. Such a scheme simply 
involves two PI controllers in two control loops with small and large coefficients that 
when combined, control fast and slow reaction dynamics. However, this model is 
unsuitable for the stock market due to the aforementioned non linear complex 
behavior. 
Multiple time frame models are frequently used by traders to make automated trade 
decisions. However, these models mimic traders decisions based on technical analysis. 
Once such model is detailed in “Two Timing the Market” [40] which defines a volume 
breakout approach over a five minute time scale combined with a daily filter and a filter 
that compares the volume breakout to a 30 minute timeframes moving average. The 
combined scheme is shown to have 66.7% successful trades using test data. 
Bhattachariya et al. [41] discuss a multiple scale correlation algorithm in “Multiple 
scale correlation of chirp signal by discrete wavelet transform”. The paper targets the 
analysis of coherent imagery for multi-resolution speckle reduction, clutter separation 
from desired targets and other low level vision requirements such as multiple scale 
segmentation. The paper addresses these requirements during the image formation 
process and provides an algorithm for obtaining multiple resolution imagery by signal 
correlation at multiple scales. The algorithm derived is the “Shift and scale invariant 
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DWT (discrete wavelet transform) algorithm”. This technique may be useful at a later 
stage in the project since a higher timeframe may be taken to be a lower resolution 
representation of the smaller time frame. 
Although there is some literature that details models that use multiple frames in the 
analysis of processes, there was no material found relating to the modeling methods in 
multiple time frames. The models of multiple frames that were found were in fact 
automated trading models that mimicked a trader’s decision making process using 
technical analysis. 
Specifically, the present work contributes to the literature in the following ways: 
1). Similarly with chapter 2, this chapter also makes an attempt to understand the 
efficacy of the emerging market: China stock market. Since very little research 
is conducted on China stock market, the studies of multiple-time models on 
China stock market are even less. The objective of this chapter is to test 
whether predictability of Shanghai Composite Index and several representative 
stocks is possible. 
2). An attempt is made to build models using multiple time frames data as the 
process that traders make their trading decisions. The multiple-time models 
perform much better than the single-time models. 
The rest of this chapter is organized as: the methodologies are described in section 3.2. 
In section 3.3, we present the simulation design. The simulation results are given in 
section 3.4. The conclusion of this chapter is presented in section 3.5. 
 45 
3.2. Methodologies 
3.2.1. Linear time series models 
In this chapter, we adopt linear time series models to build multiple-time models. As a 
matter of fact, nonlinear models, such as artificial neural network or random forest, 
can also be utilized to build multiple-time models. Since this chapter focuses on 
multiple-time models, for convenience, only the linear time series models are 
employed to build multiple-time models. The linear time series models are already 
detailed in chapter 2, so in this chapter we will introduce the linear time series models 
briefly. 
The linear time series models are often used to predict future values of the time series 
by detecting linear relationships between the historical data of the stock and the time 
series under consideration. They can be divided into two categories according to the 
number of different variables. One is univariate regression, the other is multivariate 
regression. 








=∑ ,                         (3.1) 
where ty  is the dependent variable of the time series at time t , na  is the regression 
coefficient and ,n tx  is the independent variable(s). For univariate regression, 1m = , 
whereas for multivariate regression, 1m > . 
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The linear regression model can be obtained by the least mean squares method, which 
minimizes an error function which is the square of the error of each predicted value. 
3.2.2. Models of multiple time frames 
We combine the daily data, weekly data and monthly data to create four models of 
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where  Dty  = Daily return at time t  (where t  is the daily time frame), 
       Wty  = Weekly return at time t  (where t  is the weekly time frame), 
       Mty  = Monthly return at time t  (where t  is the monthly time frame), 
       α  = Weights for daily time series, 
       β  = Weights for weekly time series, 
γ  = Weights for monthly time series, 
1n  = Number of weights used for daily time series, 
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2n  = Number of weights used for weekly time series, 
3n  = Number of weights used for monthly time series. 
For understanding the models of multiple frames better, we illustrate Dty , 
W
ty  and 
M
ty  as follows: 
D
ty  stands for the daily return at time t , today relatively to yesterday; 
W
ty  stands for the weekly return of last Friday before t , relatively to the 
previous Friday; 
M
ty  stands for the monthly return of last day of the last month before t , 
relatively to the last day of the previous month. 
In order to compare the performance of the models of multiples frames with the 
performance of the models of single frame, we also do the experiments for the models 




















=∑ .                          (3.7) 
3.3. Simulation design 
3.3.1. Data collection 
We collected the historical data of Shanghai Composite Index (SH000001) for daily 
data, weekly data and monthly data from the year 2000 to the year 2009 from the 
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stockstar website [34]. In order to check the applicability of the proposed method, we 
also collected the historical data of 3 representative stocks: Petrochina Co., Ltd. 
(SH601857), Industrial And Commercial Bank Of China Limited (SH601398) and 
China Vanke Co.,Ltd. (SZ000002). The historical data is on a daily, weekly and 
monthly basis from the year 2000 to the year 2009, which are downloaded from the 
stockstar website [34]. 
3.3.2. Data pre-processing 
We calculated the daily returns from the daily data, the weekly returns from the 
weekly data and the monthly returns from the monthly data for the Shanghai 
Composite Index. Two different approaches were used to test the models of multiple 
frames which are shown below: 
Firstly, seven year training with three year testing (unrolling method). 
Secondly, one year rolling training and testing (rolling method). 
For the second approach, the initial training year is from 2000 to 2006. 
3.3.3. Models of single frame 
In order to compare the performance of the models of multiples frames with the 
performance of the models of single frame, we will do the experiments for the models 
of single frame which are shown in Equation (3.6)~(3.7). In the experiments, the 
parameters 1n  and 2n  are set as 1 2 5n n= = . 
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3.3.4. Models of multiple frames 
We will do the experiments for the models of multiple frames which are shown in 
Equation (3.2)~(3.5). In the experiments, the parameters 1n , 2n  and 3n  are set as 
1 2 3 5n n n= = = . 
3.3.5. Metrics used for performance evaluation 
The performance in this chapter will be accessed using two metrics: the directional 
accuracy (DA) and the mean square error (MSE). 
Directional accuracy (DA) 
The first metric is the percentage of correct signs of predicted returns as compared to 
the actual returns. This is termed as directional accuracy in this paper. 
Mean square error (MSE) 
Suppose that 1x , 2x ,…, Nx , are the data points sampled from a distribution. The 
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3.4. Simulation results 
3.4.1. Shanghai Composite Index (SH000001) 
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For the case of the prediction of daily return, we do the experiments for both the 
models of single frame and the models of multiples frames according to the first 
approach (seven year training with three year testing). The experiment results are 
shown in Table 3.1~3.2. Then, we do the experiments for both the models of single 
frame and the models of multiples frames according to the second approach (one year 
rolling training and testing). The experiment results are shown in Table 3.3~3.4. 
Table 3.1 Model of single frame with unrolling method for SH000001 (daily) 
Model Directional accuracy Mean square error 
Daily frame 52.68% 5.6400*10
-4
 
Table 3.2 Model of multiple frames with unrolling method for SH000001 (daily) 
Model Directional accuracy Mean square error 
Daily and weekly frames 56.90% 5.5863*10
-4
 
Daily, weekly and monthly frames 56.54% 5.6985*10
-4
 
Table 3.3 Model of single frame with rolling method for SH000001 (daily) 
Model Directional accuracy Mean square error 
Daily frame 53.16% 5.6639*10
-4
 
Table 3.4 Model of multiple frames with rolling method for SH000001 (daily) 
Model Directional accuracy Mean square error 
Daily and weekly frames 57.58% 5.5895*10
-4
 
Daily, weekly and monthly frames 60.64% 5.5629*10
-4
 
From the Table 3.1~3.4, we can see that for the prediction of daily return of Shanghai 
Composite Index (SH000001), the performance of the models of multiple frames is 
better than the performance of the models of single frame for both the cases of 
approaches. We can also find that the second approach (one year rolling training and 
testing) produces a better result. 
For the case of the prediction of weekly return, we do the experiments for both the 
models of single frame and the models of multiples frames according to the first 
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approach (seven year training with three year testing). The experiment results are 
shown in Table 3.5~3.6. Then, we do the experiments for both the models of single 
Table 3.5 Model of single frame with unrolling method for SH000001 (weekly) 
Model Directional accuracy Mean square error 
Weekly frame 55.10% 3.6755*10
-4
 
Table 3.6 Model of multiple frames with unrolling method for SH000001 (weekly) 
Model Directional accuracy Mean square error 
Weekly and daily frames 64.63% 2.4825*10
-3
 
Weekly, daily and monthly frames 63.64% 2.5166*10
-3
 
frame and the models of multiples frames according to the second approach (one year 
rolling training and testing). The experiment results are shown in Table 3.7~3.8. 
Table 3.7 Model of single frame with rolling method for SH000001 (weekly) 
Model Directional accuracy Mean square error 
Weekly frame 54.06% 3.8428*10
-4
 
Table 3.8 Model of multiple frames with rolling method for SH000001 (weekly) 
Model Directional accuracy Mean square error 
Weekly and daily frames 67.82% 2.3422*10
-3
 
Weekly, daily and monthly frames 63.93% 2.3987*10
-3
 
From the Table 3.5~3.8, similarly, we can see that for the prediction of weekly return 
of Shanghai Composite Index (SH000001), the performance of the models of multiple 
frames is better than the performance of the models of single frame for both the cases 
of approaches. We can also find that the second approach (one year rolling training 
and testing) produces a slightly better result. 
3.4.2. Petrochina Co., Ltd. (SH601857) 
Similarly, for the case of the prediction of daily return, we do the experiments for both 
the models of single frame and the models of multiples frames according to the first 
approach (seven year training with three year testing). The experiment results are 
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shown in Table 3.9~3.10. Then, we do the experiments for both the models of single 
Table 3.9 Model of single frame with unrolling method for SH601857 (daily) 
Model Directional accuracy Mean square error 
Daily frame 54.52% 8.2584*10
-6
 
Table 3.10 Model of multiple frames with unrolling method for SH601857 (daily) 
Model Directional accuracy Mean square error 
Daily and weekly frames 57.35% 7.3287*10
-6
 
Daily, weekly and monthly frames 59.12% 6.2479*10
-6
 
frame and the models of multiples frames according to the second approach (one year 
rolling training and testing). The experiment results are shown in Table 3.11~3.12. 
From the Table 3.9~3.12, we can see that for the prediction of daily return of 
Table 3.11 Model of single frame with rolling method for SH601857 (daily) 
Model Directional accuracy Mean square error 
Daily frame 54.76% 8.0297*10
-6
 
Table 3.12 Model of multiple frames with rolling method for SH601857 (daily) 
Model Directional accuracy Mean square error 
Daily and weekly frames 59.85% 5.3974*10
-6
 
Daily, weekly and monthly frames 61.01% 6.9471*10
-6
 
Petrochina Co., Ltd. (SH601857), the performance of the models of multiple frames is 
better than the performance of the models of single frame for both the cases of 
approaches. We can also find that the second approach (one year rolling training and 
testing) produces a better result. 
For the case of the prediction of weekly return, we do the experiments for both the 
models of single frame and the models of multiples frames according to the first 
approach (seven year training with three year testing). The experiment results are 
shown in Table 3.13~3.14. Then, we do the experiments for both the models of 
Table 3.13 Model of single frame with unrolling method for SH601857 (weekly) 
Model Directional accuracy Mean square error 
 53 
Weekly frame 56.01% 5.0237*10
-6
 
Table 3.14 Model of multiple frames with unrolling method for SH601857 (weekly) 
Model Directional accuracy Mean square error 
Weekly and daily frames 65.48% 7.1476*10
-5
 
Weekly, daily and monthly frames 64.01% 8.2487*10
-5
 
single frame and the models of multiples frames according to the second approach 
(one year rolling training and testing). The experiment results are shown in Table 
3.15~3.16. From the Table 3.13~3.16, similarly, we can see that for the prediction of 
weekly return of Petrochina Co., Ltd. (SH601857), the performance of the models of 
multiple frames is better than the performance of the models of single frame for both 
Table 3.15 Model of single frame with rolling method for SH601857 (weekly) 
Model Directional accuracy Mean square error 
Weekly frame 56.06% 4.0158*10
-6
 
Table 3.16 Model of multiple frames with rolling method for SH601857 (weekly) 
Model Directional accuracy Mean square error 
Weekly and daily frames 66.97% 6.7963*10
-5
 
Weekly, daily and monthly frames 64.90% 6.0175*10
-5
 
the cases of approaches. We can also find that the second approach (one year rolling 
training and testing) produces a better result. 
3.4.3. Industrial And Commercial Bank Of China Limited 
(SH601398) 
Similarly, for the case of the prediction of daily return, we do the experiments for both 
the models of single frame and the models of multiples frames according to the first 
approach (seven year training with three year testing). The experiment results are 
shown in Table 3.17~3.18. Then, we do the experiments for both the models of 
Table 3.17 Model of single frame with unrolling method for SH601398 (daily) 
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Model Directional accuracy Mean square error 
Daily frame 53.76% 9.7891*10
-6
 
Table 3.18 Model of multiple frames with unrolling method for SH601398 (daily) 
Model Directional accuracy Mean square error 
Daily and weekly frames 56.17% 8.0285*10
-6
 
Daily, weekly and monthly frames 57.89% 7.7411*10
-6
 
single frame and the models of multiples frames according to the second approach 
(one year rolling training and testing). The experiment results are shown in Table 
3.19~3.20. From the Table 3.17~3.20, we can see that for the prediction of daily 
Table 3.19 Model of single frame with rolling method for SH601398 (daily) 
Model Directional accuracy Mean square error 
Daily frame 54.57% 8.4716*10
-6
 
Table 3.20 Model of multiple frames with rolling method for SH601398 (daily) 
Model Directional accuracy Mean square error 
Daily and weekly frames 58.97% 6.5554*10
-6
 
Daily, weekly and monthly frames 60.13% 5.0569*10
-6
 
return of Industrial And Commercial Bank Of China Limited (SH601398), the 
performance of the models of multiple frames is better than the performance of the 
models of single frame for both the cases of approaches. We can also find that the 
second approach (one year rolling training and testing) produces a better result. 
For the case of the prediction of weekly return, we do the experiments for both the 
models of single frame and the models of multiples frames according to the first 
approach (seven year training with three year testing). The experiment results are 
shown in Table 3.21~3.22. Then, we do the experiments for both the models of 
Table 3.21 Model of single frame with unrolling method for SH601398 (weekly) 
Model Directional accuracy Mean square error 
Weekly frame 55.79% 6.6951*10
-6
 
Table 3.22 Model of multiple frames with unrolling method for SH601398 (weekly) 
Model Directional accuracy Mean square error 
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Weekly and daily frames 63.43% 5.5876*10
-5
 
Weekly, daily and monthly frames 62.03% 4.9813*10
-5
 
single frame and the models of multiples frames according to the second approach 
(one year rolling training and testing). The experiment results are shown in Table 
3.23~3.24. From the Table 3.21~3.24, similarly, we can see that for the prediction of 
weekly return of Industrial And Commercial Bank Of China Limited (SH601398), the 
Table 3.23 Model of single frame with rolling method for SH601398 (weekly) 
Model Directional accuracy Mean square error 





Table 3.24 Model of multiple frames with rolling method for SH601398 (weekly) 
Model Directional accuracy Mean square error 
Weekly and daily frames 64.56% 4.8743*10
-5
 
Weekly, daily and monthly frames 62.89% 4.0896*10
-5
 
performance of the models of multiple frames is better than the performance of the 
models of single frame for both the cases of approaches. We can also find that the 
second approach (one year rolling training and testing) produces a better result. 
3.4.4. China Vanke Co.,Ltd. (SZ000002) 
Similarly, for the case of the prediction of daily return, we do the experiments for both 
the models of single frame and the models of multiples frames according to the first 
approach (seven year training with three year testing). The experiment results are 
shown in Table 3.25~3.26. Then, we do the experiments for both the models of 
Table 3.25 Model of single frame with unrolling method for SZ000002 (daily) 
Model Directional accuracy Mean square error 




Table 3.26 Model of multiple frames with unrolling method for SZ000002 (daily) 
Model Directional accuracy Mean square error 
Daily and weekly frames 59.03% 4.0536*10
-6
 
Daily, weekly and monthly frames 61.26% 4.3692*10
-6
 
single frame and the models of multiples frames according to the second approach 
(one year rolling training and testing). The experiment results are shown in Table 
3.27~3.28. From the Table 3.25~3.28, we can see that for the prediction of daily 
return of China Vanke Co.,Ltd. (SZ000002), the performance of the models of 
multiple frames is better than the performance of the models of single frame for both 
Table 3.27 Model of single frame with rolling method for SZ000002 (daily) 
Model Directional accuracy Mean square error 
Daily frame 57.06% 4.5986*10
-6
 
Table 3.28 Model of multiple frames with rolling method for SZ000002 (daily) 
Model Directional accuracy Mean square error 
Daily and weekly frames 60.58% 3.9863*10
-6
 
Daily, weekly and monthly frames 61.96% 3.9324*10
-6
 
the cases of approaches. We can also find that the second approach (one year rolling 
training and testing) produces a better result. 
For the case of the prediction of weekly return, we do the experiments for both the 
models of single frame and the models of multiples frames according to the first 
approach (seven year training with three year testing). The experiment results are 
shown in Table 3.29~3.30. Then, we do the experiments for both the models of 
Table 3.29 Model of single frame with unrolling method for SZ000002 (weekly) 
Model Directional accuracy Mean square error 
Weekly frame 58.05% 2.3698*10
-6
 
Table 3.30 Model of multiple frames with unrolling method for SZ000002 (weekly) 
Model Directional accuracy Mean square error 
Weekly and daily frames 67.84% 2.9631*10
-5
 




single frame and the models of multiples frames according to the second approach 
(one year rolling training and testing). The experiment results are shown in Table 
3.31~3.32. From the Table 3.29~3.32, similarly, we can see that for the prediction of 
Table 3.31 Model of single frame with rolling method for SZ000002 (weekly) 
Model Directional accuracy Mean square error 
Weekly frame 58.23% 2.0369*10
-6
 
Table 3.32 Model of multiple frames with rolling method for SZ000002 (weekly) 
Model Directional accuracy Mean square error 
Weekly and daily frames 68.03% 2.7569*10
-5
 
Weekly, daily and monthly frames 65.21% 4.7932*10
-5
 
weekly return of China Vanke Co.,Ltd. (SZ000002), the performance of the models of 
multiple frames is better than the performance of the models of single frame for both 
the cases of approaches. We can also find that the second approach (one year rolling 
training and testing) produces a better result. 
From the Table 3.1~3.32 above, we can find that the performance of the models of 
multiple frames is better than the performance of the models of single frame for both 
daily and weekly predictions in both the cases of the test approaches. We can also find 
that the performance of weekly prediction is better than the performance of daily 
prediction. The enhancement of the performance of weekly prediction is larger than 
the enhancement of the performance of daily prediction. 
3.5. Conclusion 
In this chapter, we do the prediction of the return of Shanghai Composite Index 
(SH000001) as well as 3 representative stocks (Petrochina Co., Ltd. (SH601857), 
Industrial And Commercial Bank Of China Limited (SH601398) and China Vanke 
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Co.,Ltd. (SZ000002)) based on the regression model using different combinations of 
different time frames of the daily, weekly and monthly data. Four types of the models 
of multiple frames are proposed. Two different approaches are used to test the models 
of multiple frames. We compare the performance of the models of multiple frames 
with the performance of the models of single frame and find that the performance of 
the models of multiple frames is better than the performance of the models of single 
frame for both daily and weekly predictions in both the cases of the test approaches. 
We can also find that the performance of weekly prediction is better than the 
performance of daily prediction. The enhancement of the performance of weekly 
prediction is larger than the enhancement of the performance of daily prediction. The 
results indicate that the China stock market is really inefficient, extra profit can be 
made from the China stock market by building multiple-time models. Meanwhile, the 
results also demonstrate that by mimicking traders’ decision making process, better 










Multiple decision trees 
 
4.1. Introduction 
In chapter 2 and chapter 3, the results indicate that the China stock market is really 
inefficient, extra profit can be made from the China stock market. Both the 
multiple-indicator models and multiple-time models can beat the market. However, 
chapter 2 and chapter 3 only explore some discovery natures. No improvement or 
innovation is carried on. In this chapter, we will propose new trading models for the 
stock market and test whether they are able to consistently generate excess returns 
from the Singapore Exchange (SGX). 
Fundamental analysis and technique analysis are traditional analyzing methods, 
however, none of them will always work due to the certain randomness and 
non-stationary behavior of the market. Hence, an increasing number of studies have 
been carried out in effort to construct an adaptive trading method to suit the 
non-stationary market. Soft Computing is becoming a popular application in 
prediction of stock price. Soft computing methods exploit quantitative inputs, such as 
fundamental indicators and technical indicators, to simulate the behavior of stock 
market and automate market trend analysis. One method is Genetic Programming 
(GP). Dempster and Jones [42] use GP and build a profitable trading system that 
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consists of a combination of multiple indicator-based rules. 
In addition, some weight adjustment techniques are also developed to select trading 
rules adaptively. Bengtsson and Ekman [43] discuss three weighing techniques, 
namely Scoring technique, Least-Squares Technique and Linear Programing 
Technique. All the three techniques are used to dynamically adjust the weights of the 
rules so that the system will act according to the rules that perform best at the moment. 
The model is tested on Stockholm Stock Exchange in Sweden. As a result, it is able to 
consistently generate risk-adjusted returns. 
Instead of finding out the weighting of predictors, Decision Tree [44] adopts an 
alternative approach by identifying various ways of splitting a data set into 
branch-like segments.  Decision Tree is further improved by the Random Forest 
algorithm [45], which consists of multiple decision trees. Random forest is proven to 
be efficient in preventing over-fitting. Maragoudakis and Serpanos [20] apply random 
forest to stock market predictions. The portfolio budget for their proposed investing 
strategy outperforms the buy-and-hold investment strategy by a mean factor of 12.5% 
to 26% for the first 2 weeks and from 16% to 48% for the remaining ones. 
Besides soft computing methods which use past data to forecast future trend, there is 
an alternative area of study which doesn’t predict the future at all but only follow the 
historical trend. That is known as Trend-Following (TF). Fong and Tai [46] design a 
TF model with both static and adaptive versions. Both yield impressive results: 
monthly ROI is 67.67% and 75.63% respectively for the two versions. 
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Gradient boosting [47, 48] is a technique in the area of machine learning. Given a 
series of initial models with weak prediction power, it produces a final model based 
on the ensemble of those models with iterative learning in gradient direction. 
This paper presents various trading models for the stock market and test whether they 
are able to consistently generate excess returns from the Singapore Exchange (SGX). 
Specifically, the present work contributes in the following ways: 
1). Instead of conventional ways of modeling stock prices, we construct models 
which relate the market indicators to a trading decision directly. 
2). Unlike a reversal trading system or a binary system of buy and sell, we allow 
three modes of trades, namely, buy, sell or stand by, and the stand-by case is 
important as it caters to the market conditions where a model does not produce 
a strong signal of buy or sell. 
3). Linear models are firstly developed with the scoring technique which weights 
higher on successful indicators, as well as with the Least Squares technique 
which tries to match the past perfect trades with its weights. The random forest 
method is then employed as a nonlinear model. 
4). We apply Gradient Boosting to each tree of random forest to form a new 
technique – Gradient Boosted Random Forest – for performance enhancement. 
The rest of this chapter is organized as: the methodologies are presented in section 4.2. 
In section 4.3, we conduct the simulation of various trading models. The section 4.4 
shows the conclusion of this chapter. 
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4.2. Methodologies 
4.2.1. Basic rules 
The model uses a fixed set of trading rules. All rules use historical stock data as inputs 
and generate ‘buy’, ‘sell’ or ‘no action’ signals. Rules adopted in this chapter are some 
popular, wide-recognized and published rules. A rule is established based upon a 
certain technical indicator. Since the model, built by computer, can only process 
information that can be quantified into the computer, only technical indicators that can 
be mathematically calculated are used in the model. Other information, like news 
releases or patterns of a chart, due to the difficulties on classification and on quantity 
as well as the shortage of database on news release of stock market, is not taken into 
consideration. There are in total 18 rules used by the system. Below is a list of rules 
used in this model. 
Simple Moving Average (SMA) 
Simple Moving Average is the average price of a stock. It smooths out the day-to-day 
fluctuations of the price and gives a clearer view of the trend. A SMA is formed by 
computing the average price of a security over a specific number of periods. Prices of 
prior days cause the trend of moving average to lag behind the actual prices. The 












= −∑ ,                  (4.1) 
where m  is the number of days in one period, ( )closeP i is the close price of day i , 
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and ( )closeP i j− is that of j days prior to day i . 
In this chapter, 5-day, 10-day, 20-day, 30-day, 60-day and 120-day SMAs are studied. 
A ‘buy’ signal is generated if the SMA changes direction from downwards to upwards; 
a ‘sell’ signal is generated if the SMA changes direction from upwards to downwards; 
take ‘no action’, otherwise. 
Exponential Moving Average (EMA) 
Similar to Simple Moving Average, Exponential Moving Average is also used to 
identify the direction of trend. However, EMA reduces lag by assigning higher weight 
to the more recent prices. Thus, EMA is more sensitive to recent prices. The m-day 
EMA of a particular stock on day i  is: 
2
( ) [ ( ) ( 1)] ( 1)
1
m close m mEMA i P i EMA i EMA i
m
= − − × + −
+
,         (4.2) 
where m  is the number of days in one period, ( )closeP i is the closing price of day i , 
( )mEMA i  
is the m-day EMA of day i , ( 1)mEMA i −  
is the m-day EMA of the 
previous day. The first point EMA is calculated as SMA. 
In this chapter, 5-day, 10-day, 20-day, 30-day, 60-day and 120-day EMAs are studied. 
A ‘buy’ signal is generated if the EMA changes direction from downwards to upwards; 
a ‘sell’ signal is generated if the EMA changes direction from upwards to downwards; 
take ‘no action’, otherwise. 
Moving Average Convergence/Divergence (MACD) 
This indicator measures the difference between a fast (short-period) and slow 
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(long-period) Exponential Moving Average of closing prices. The MACD of a 
particular stock on day i  is: 
( ) ( ) ( )m nMACD i EMA i EMA i= − ,                  (4.3) 
where m n< . The most common moving average values used in the calculation are 
the 26-day and 12-day EMA, so 12, 26.m n= =  
When the MACD is positive, in other words, when the short-period EMA crosses over 
the long-period EMA, it signals upward momentum, and vice versa. 
Two signal lines are used – zero line and 9-day SMA. A ‘buy’ signal is generated if 
the MACD moves up and crosses over the signal line; a ‘sell’ signal is generated if the 
MACD moves down and crosses over the signal line; take ‘no action’, otherwise. 
Relative Strength Index (RSI) 
RSI signals overbought and oversold conditions. Its value ranges from 0 to 100. A 
reading below 30 suggests an oversold condition and thus a ‘buy’ signal is generated; 
a reading above 70 usually suggests an overbought condition and thus a ‘sell’ signal is 
generated; take ‘no action’, otherwise. 
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= ∑ ∑ ,                      (4.5) 
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( ) ( 1),      if ( ) ( 1)
( )
0,                                              otherwise
close close close closeP i j P i j P i j P i j
U j
− − − − − > − −
= 

,    (4.6) 
( 1) ( ),      if ( ) ( 1)
( )
0,                                              otherwise
close close close closeP i j P i j P i j P i j
D i
− − − − − < − −
= 

.     (4.7) 
Stochastics Oscillator (SO) 
Stochastics Oscillator is a well-recognized momentum indicator. The idea behind this 
indicator is that price close to the highs of the trading period signals upward 
momentum in the security, and vice versa. It’s also useful to identify overbought and 
oversold conditions. It contains two lines – the %K line and the %D line. The latter is 
a 3-day SMA of the former. Its value ranges from 0 to 100. A ‘buy’ signal is generated 
if the %D value is below 20; a ‘sell’ signal is generated if the %D value is above 80; 
take ‘no action’, otherwise. The %K and %D values of a stock on day i  are: 
,min ,max ,min% ( ) ( ( ) ) ( ) 100close close close closeK i P i P P P= − − × ,         (4.8) 
3,%% ( ) ( )KD i EMA i= ,                     (4.9) 
where 3,% ( )KEMA i  
is the 3-day EMA of the %K line on day i . 
Bollinger Bands (BOLL) 
Bollinger bands are used to identify overbought and oversold conditions. It contains a 
center line and two outer bands. The center line is an exponential moving average; the 
outer bands are the standard deviations above and below the center line. The standard 
deviations measure the volatility of a stock. It signals oversold when the price is 
below the lower band and thus a ‘buy’ signal is generated; it signals overbought when 
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the price is above the upper band and thus a ‘sell’ signal is generated; take ‘no action’, 
otherwise. The three bands of a stock on day i  are: 
20( ) ( )M i SMA i= ,                        (4.10) 
( ) ( ) 2 ( )U i M i iσ= + ,                      (4.11) 
( ) ( ) 2 ( )L i M i iσ= − ,                      (4.12) 
where ( )M i  is the value of the center line of day i , ( )U i  is the value of the upper 
band of day i , ( )L i is the value of the lower band of day i , and ( )iσ  is the 
standard deviation of the previous 20 days’ close prices. 
Accumulation/Distribution Line (AD) 
This indicator measures volume and the flow of money of a stock. Volume reflects the 
amount of shares traded and is a direct reflection of the money flowing into and out of 
the stock. Many times before a stock advances, there will be period of increased 
volume just prior to the move. Most volume or money flow indicators are designed to 
identify early increases in positive or negative volume flow to gain an edge before the 
price moves. The value of the Accumulation/Distribution Line of a stock on day i  is: 
[ ( ) ( )] [ ( ) ( )]
( )
( ) ( )
close low high close
high low
P i P i P i P i
AD V i




,          (4.13) 
where ( )lowP i  
is the lowest price of day i , ( )highP i is the highest price of day i , 
( )openP i  
is the open price of day i , and ( )V i  is the trading volume of day i . 
When the Accumulation/Distribution Line forms a positive divergence – when the 
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indicator moves higher while the stock is declining – it gives a bullish signal. 
Therefore, a ‘buy’ signal is generated when the indicator increases while the stock is 
declining; a ‘sell’ signal is generated when the indicator decreases while the stock is 
rising; take ‘no action’, otherwise. 
4.2.2. Statistical tests 
In this part, statistical tests are introduced to test the significance of the modeling 
results. Firstly, it is useful to test whether the input data are random or not. If the input 
data are random, it is rather difficult to make predictions based on random data. The 
random data means data of white noise, which is common in the learning literature. It 
is not for a random variable. Secondly, it is necessary to test whether the input data 
are related to the output data. If a correlation between input data and output data 
cannot be found, the output of the model may be randomly generated instead of being 
a result of the input data. Therefore, only when the modeling results are statistically 
significant, it is meaningful to build and evaluate the proposed trading method. 
Three statistical tests are introduced – the Wilcoxon-Mann-Whitney test for the 
randomness of signs, the Durbin-Watson Test for linear interaction effect between 
input and output, and the Spearman's correlation for nonlinear correlation between 
input and output. 
Wilcoxon-Mann-Whitney test for randomness of signs 
The Wilcoxon-Mann-Whitney test performs a test of the null hypothesis that the 
occurrence of ‘+’ and ‘-’ signs in a data set is not random, against the alternative that 
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the ‘+’ and ‘-’ signs comes in random sequences. In particular: 
 h = 1 indicates a rejection of the null hypothesis at the 5% significance level.  
In other words, data are random. 
 h = 0 indicates a failure to reject the null hypothesis at the 5% significance  
level. In other words, data are not random. 
Mathematically, the test works in the following way: 
Let n1 be the number of – or + signs, whichever is larger and n2 be number of opposite 
signs. And N = n1+n2. From the order/indices of the signs in the data sequence, the 
rank sum R of the smallest number of signs is determined. Let R’ = n2(N+1) – R. The 
minimum of R and R’ is used as the test statistics. 
For example, considering the following series of ‘+’ and ‘-’ signs. 
Table 4.1 Signs for Wilcoxon-Mann-Whitney test 
Sign + + + – – – + + + + – – + + + – 
Rank 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
Sign – – – – – – + + – + + – – – – 
Rank 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 
The rank numbers for ‘+’ and ‘-’ signs are: 
 Rank numbers for ‘+’: 1, 2, 3, 7, 8, 9, 10, 13, 14, 15, 23, 24, 26, 27 
 Rank numbers for ‘-’: 4, 5, 6,11,12,16,17,18, 19, 20, 21, 22, 25, 28, 29, 30,31 
The sum of the rank numbers for ‘+’ signs equals 182 (1+2+3+7+8+...+26+27), while 
the sum of the rank number for ‘-’ signs equals 314 (4+5+6+11+....+30+31). In the 
case of the example the h value is 0 indicating that the ranks of ‘+’ and ‘-’ signs are 
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not random. ‘-’ signs tend towards the higher rank numbers while ‘+’ signs tend 
towards the lower rank numbers. 
In this chapter, it is desired to test whether the input data are random or not. If input 
data are already random, it is rather difficult to make predictions based on random 
input. Note that the test only takes care of ‘+’ and ‘-’ signs. Thus, for any sequence of 
data, a sequence of ‘+’ and ‘-’ signs can be easily generated by taking the difference of 
two consecutive data points. 
Durbin-Watson test for interaction effect between input and output 
The Durbin-Watson test is used to test if the residuals are uncorrelated, against the 
alternative that there is autocorrelation among them. In particular: 
 h = 1 indicates a rejection of the null hypothesis at the 5% significance level. 
 h = 0 indicates a failure to reject the null hypothesis at the 5% significance  
level. In other words, h = 0 indicates that the error terms are auto-correlated. 
This test is based on the difference between adjacent residuals 1t te e −−  






















,                      (4.14) 
where te  is the regression residual for period t , and n  is the number of time 
periods used in fitting the regression model. 
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Correlations are useful because they can indicate a predictive relationship that can be 
exploited in practice. In this chapter, it is desired to find the interactive effect of the 
input data R  on the output data Y . The error terms te  are the residuals of the 
linear regression of the responses in Y  on the predictors in R . 
Spearman’s corrections for nonlinear correlation 
Previously, the Durbin-Watson test is used to measure the strength of the linear 
association between two variables. However, it is less appropriate when the points on 
a scatter graph seem to follow a curve or when there are outliers (or anomalous values) 
on the graph as the example (Schoolworkout) shown in Figure 4.1. In this Figure, the 
infant mortality tends to decreases as the annual income per head increases. 
 
Figure 4.1 Spearman’s correlation example 
Nevertheless, the relationship between the two variables does not appear to be linear. 
The linear correlation calculation is no longer appropriate in this case, so instead, 
Spearman’s correlation can properly serve the purpose. 
To find the Spearman’s correlation coefficient of two data sequences X and Y, first 
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rank each data vector in either ascending or descending order as shown in the example 
in Table 4.2. 
 
Table 4.2 Data and ranks for Spearman’s correction test 
x 130 5950 560 2010 1870 170 390 580 820 6620 3800 
Rank xi 1 10 4 8 7 2 3 5 6 11 9 
y 150 43 121 53 41 169 143 59 75 20 39 
Rank yi 10 4 8 5 3 11 9 6 7 1 2 













,                       (4.15) 
where n is the number of data pairs, and d= rank xi - rank yi. When two or more 
observations of one variable are the same, ranks are assigned by averaging positions 
occupied in their rank order. 
Use rs as the test statistics and calculate the p value. Normally, when p is small, e.g. 
less than 0.05, it indicates that there is strong correlation between the two data vectors. 
Hence, the result of the test against the null hypothesis that there is nonlinear 
correlation between input and output is: 
 h = 1 indicates a rejection of the null hypothesis at the 5% significance level.  
In other words, input and output are not correlated. 
 h = 0 indicates a failure to reject the null hypothesis at the 5% significance  
level. In other words, input and output are nonlinearly correlated. 
 72 
4.2.3. Linear model 
Model description 
A fixed set of the basic rules are used as the inputs to our models. Each basic rule 
returns an integer to represent its recommended trading actions – ‘1’ represents a 
‘buy’ signal; ‘-1’ represents a ‘sell’ signal; and ‘0’ represents ‘no action’. 
The model works in two steps – training and testing. During the training period, each 
rule is evaluated on a set of the known historical data and assigned a certain weight 
using some rule-weighting algorithms. Two weighting algorithms are proposed and 
described later. 
After training is the testing period, during which the model predicts trading decisions 
based on unknown data and its performance is evaluated. On a daily basis, the model 
collects trading recommendations – ‘1’ or ‘-1’ or ‘0’—generated by those rules. These 
recommendations are then fed into a weighting filter. In the weighting filter, each 
rule’s recommendation is multiplied by its corresponding weight, which is previously 
determined by the training process. Finally, the weighted rules are summed up as an 
overall weighted recommendation. The greater the value of the sum, the stronger the 
recommendation is. The weighted recommendation is interpreted as ‘buy’, or ‘sell’, or 
‘no action’ depending on the strength of the recommendation and whether the stock is 
currently owned or not. Mathematically: 
1 1 2 2 3 3
n
i i n n i i
i
s rw r w r w rw r w rw= + + + + + + = ∑⋯ ⋯ ,         (4.16) 
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where s is the final trading decision, ri is the output value of each rule ( ri takes the 
value 1, or -1, or 0), wi is the adjusted weight of each rule obtained from the training 
period. 
A larger s indicates a stronger signal and thus the system is more confident about the 
derived trading decision. Therefore, only when the resulting signal is above a certain 
threshold, it is regarded as a ‘buy’ signal; similarly, only when it is below a certain 
threshold, it is regarded as a ‘sell’ signal; if it is between the upper and lower 
thresholds, ‘no action’ is taken. The threshold will be discussed in simulation section. 
Rule-weighting algorithms 
At the beginning all weights are equal with a value of 0. As already mentioned, the 
weight of each rule is adjusted during training. The higher the weight, the stronger the 
trading recommendation generated by the rule. The rationale behind weight 
adjustment is that it is not known which rule works well with the tested stock. After 
adjusting the weights, bad rules will end up with small or even negative weights. In 
other words, bad rules have little or negative impact on the final trading decision. In 
addition, it may be the case that a rule only works well for a certain period of time, so 
no rule is always better than the other. By adjusting rules, the model will only act 
according to the rules that perform best at the moment. This thesis proposes two 
rule-weighting algorithms – the Scoring technique and the Least Squares technique. 
Scoring technique 
The Scoring technique is developed intuitively by grading the rules according to how 
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well they perform. During training period whenever a rule gives a ‘buy’ or ‘sell’ 
recommendation, the weight of the rule is adjusted – weight is increased by 1 if the 
recommendation is correct; otherwise, weight is decreased by 1. ‘No action’ signal 
doesn’t trigger weight adjustment. Here, a correct ‘buy’ recommendation refers to the 
situation that the close price of the current day is a certain amount higher than the 
close price of the day when the recommendation is given; while a correct ‘sell’ 
recommendation refers to the situation that the close price of the current day is a 
certain amount lower than the close price of the day when the recommendation is 
given. Specifically: 
 If a rule gives a ‘buy’ recommendation on the mth day and the next trading  
signal on the (m+n)th day, the model will compare the close price of the mth 
day with that of (m+1)th day to the (m+n)th day. If 
( ) ( ) (1 safe_margin)close closeP m i P m+ > × + , where 1 i n≤ ≤ , weight is 
increase by 1; otherwise, weight is decreased by 1. 
 If a rule gives a ‘sell’ recommendation on the mth day and the next trading  
signal on the (m+n)th day, the model will compare the close price of the mth 
day with that of (m+1)th day to the (m+n)th day. If 
( ) ( ) (1 safe_margin)close closeP m i P m+ < + , where1 i n≤ ≤ , weight is increase 
by 1; otherwise, weight is decreased by 1. 
 Weight adjustment is only triggered for ‘sell’ or ‘buy’ signals, not for ‘no  
action’ signals. 
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Every transaction will incur some transaction cost and there exists bid-ask spread in 
some cases, so a trading action should be taken only when the change in price is big 
enough to compensate the cost. Therefore, the safe margin should be at least bigger 
than the transaction cost and bid-ask spread. The safe margin used here is 0.01. It can 
be tuned in the future for further investigation. 
Least squares technique 
The second rule-weighting algorithm proposed is the Least Squares technique, which 
is one of the linear regression algorithms and in the field of neural networks. Firstly, 
when it is known that the price is increased or decreased the next day during the 
training period, it is also known what trading action should be taken on that day. 
Secondly, the trading recommendations of each rule are also known. The Least 
Squares technique is an algorithm that finds a set of weights that maps the trading 
recommendations by all rules to the correct trading actions to be taken. 




















… … … …
…
,                   (4.17) 
[ ]1 2T nw w w=W … ,                   (4.18) 
[ ]1 2T ms s s=S … ,                   (4.19) 
R  is an m n×  matrix that stores the initial trading recommendations given by each 
rule every day. ,i jr  
is the value of rule i  on day j  and takes a value of 1, -1 or 0. 
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W  is an 1n×  matrix that stores the weight of each rule. jw  is the adjusted weight 
of each rule obtained from the training period. S  is an 1m×  matrix that stores the 
correct trading decision to be taken every day. is  
is the correct signal on day i . is  
is determined by the following reasoning. On day i , 
 If ( 1) ( ) (1 safe_margin)close closeP i P i+ > × + , then the correct signal is ‘buy’   
and thus 1is = . 
 If ( 1) ( ) (1 safe_margin)close closeP i P i+ < + , then the correct signal is ‘sell’ and  
thus 1is = − . 
 Otherwise, the correct signal is ‘no action’ and thus 0is = . 
Ideally, S =WR . There are as many equations as the number of days in the training 
period, and n  unknown variables – the weights for the n  rules. With S  and R  
known, if W  can be solved, then W  is the desired weights that can give correct 
signals. However, there are more training days than the number of rules and thus more 
equations than unknown variables, so the solution is over-specified. Thus, the 
objective now becomes to minimize the error = −e S RW . 
Define cost function to be: 
1 1
2 2
( ) ( ) ( )T TE = = − −w e e S RW S RW .             (4.20) 
At the optimal point *w : 
( *) ( ) 0TE∇ = − − =w R S RW .                (4.21) 
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Thus: 
* T -1 TW = (R R) R S .                     (4.22) 
Hence, the Least Squares technique finds the optimal weights. 
4.2.4. Decision tree and random forest 
Decision tree 
Unlike the previous trading method, which derives the final trading decision by 
summing up the weighted trading rules, decision tree adopts a different approach to 
arrive at the final decision. As its name suggests, decision tree identifies various ways 
of splitting a data set into branch-like segments. These segments form a tree-like 
structure that originates with a root node at the top of the tree. Each interior node 
represents one of the predictors. Each leaf represents a value of the target variable 
given the values of the input variables represented by the path from the root to the leaf. 
A simple decision tree is shown in Figure 4.2. 
 
Figure 4.2 A simple decision tree 
Root Node 
Node 1 Node 2 





Total data set 
Segment formed by splitting rule 
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Growing the tree 
The goal is to build a tree that distinguishes a set of input among the classes. The 
process starts with a training set for which the target classification is known. For this 
project, we want to make trading decisions based on various indicators. In other 
words, the tree model should be built in a way that distinguish each day’s data to 
either ‘buy’, ‘sell’ or ‘no action’. The input data set are split into branches. To choose 
the best splitting criterion at a node, the algorithm considers each input variable. 
Every possible split is tried and considered, and the best split is the one which 
produces the largest decrease in diversity of the classification label within each 
partition. The process is continued at the next node and, in this manner, a full tree is 
generated. 
Pruning the tree 
For a large data set, the tree can grow into many small branches. In that case, pruning 
is carried out to remove some small branches of the tree in order to reduce over-fitting. 
During the training process, the tree is built starting from the root node where there is 
plenty of information. Each subsequent split has smaller and less representative 
information with which to work.  Towards the end, the information may reflect 
patterns that are only related to certain training records. These patterns can become 
meaningless and sometimes harmful for prediction if you try to extend rules based on 
them to larger populations. Therefore, pruning effectively reduces over-fitting by 
removing smaller branches that fail to generalize. 
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Random forest 
Random forest, as its name suggests, is an ensemble of multiple decision trees. For a 
given data set, instead of one single huge decision tree, multiple trees are planted as a 
forest. Random forest is proven to be efficient in preventing over-fitting. One way of 
grow such an ensemble is bagging [49], which stands for "bootstrap aggregation”. 
The main idea is summarized below: 
Given a training set D={y, x}, want to make prediction of y for an observation of x: 
1. Randomly select n observations from D to form Sample B data sets. 
2. Grow a Decision Tree of each B data set. 
3. For every observation, each tree gives a classification, and we say the tree  
"votes" for that class. The final output classifier is the one with the highest  
votes. 
In the process of growing a tree (step 2 above), randomly select a fixed-size subset of 
input variables instead of using all the input variables. The best split is on these input 
variables is used to split the tree. For example, if there ten input variables, only select 
three of them at random for each decision split. Each tree is grown to the largest 
extent possible without pruning. Random selection of features reduces correlation 
between any two trees in the ensemble and thus increases the overall predictive 
power. 
In this chapter, the values of technical indicators are used as the input data set of the 
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random forest and the data set are to be segmented into three groups – buy, sell and no 
action. In other words, our data set is D = {y, x}, where y is the vector of desired 
trading actions every day and takes values of -1(sell), 0(no action) or 1(buy), and x 
stores the values of technical indicators every day. 
Compared to other data mining technologies introduced before, such as, Scoring and 
Least Squares techniques, Decision Tree and Random Forest algorithms have a 
number of advantages. Tree methods are nonparametric and nonlinear. The final 
results of using tree methods for classification or regression can be summarized in a 
series of logical if-then conditions (tree nodes). Therefore, there is no implicit 
assumption that the underlying relationships between the predictor variables and the 
target classes follow certain linear or nonlinear functions. Thus, tree methods are 
particularly well suited for data mining tasks, where there is often little knowledge or 
theories or predictions regarding which variables are related and how. Just like stock 
data, there are great uncertainties and unsure relationships between technical 
indicators and the desired trading decision. 
4.2.5. Gradient boosted random forest 
Gradient boosting 
Gradient boosting is a technique in the field of machine learning. This technique was 
originally used for regression problems. With the help of loss function, classification 
problems can also be solved by this technique. This technique works by producing an 
ensemble of models with weak prediction power. 
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Suppose a training set of 
1 1( ,  )x y , 2 2( ,  )x y , … , ( ,  )n nx y  and a differentiable loss 
function ( ,  ( ))G y f x , and the iteration number M. Firstly, a model is initialized from: 
0
1








= ∑ .                      (4.23) 
For the p th−  iteration till p=M, calculate: 
1( ) ( )
( ,  ( ))
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.          (4.24) 
Let N  be the number of terminal nodes of a decision tree. Correspondingly, the input 




r , … , 
Np
r  at the p th−  iteration. Then we can use the training data 
1 1
( ,  )x z , 
2 2
( ,  )x z , …, ( ,  )
n n
x z  to train a basic learner: 
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l x a I x r
=
= ∈∑ ,                    (4.25) 
where 
ip
a  is the predicted value in region 
ip
r  and I  stands for identity matrix. The 
approximation ( )f x  can be expressed as: 
1
1
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= + ∈∑ ,                (4.26) 
and: 









= +∑ .               (4.27) 
Size of trees 
As mentioned above, N  represents the number of leaves of decision trees. Hastie et 
 82 
al. [36] show that it works well when 4 8N≤ ≤  and the results will not change much 
when the N  is in this range. N  beyond this range is not recommended. 
Gradient boosted random forest 
Firstly, we set the size of the decision trees and create a random forest with equal size 
of its trees. Next, we set the iteration number for gradient boosting and apply it to 
each of the above trees. As a result, the random forest with each tree so boosted is 
formed and called a gradient boosted random forest. 
By applying the gradient boosting technique to each decision tree in the random forest 
so that the prediction power of each tree in the forest is enhanced. Since the gradient 
boosted random forest consists of the gradient boosted trees which have enhanced the 
performance, the gradient boosted random forest has stronger prediction power. 
4.3. Simulation 
4.3.1. Data collection 
This chapter focuses on the Singapore stock market, so the system tests nine 
representative stocks traded on SGX as well as the Straits Times Index (STI) as a 
benchmark. The STI comprises the top 30 blue-chip companies on the SGX 
Mainboard ranked by market capitalization and which have passed the selection 
criteria. A blue-chip stock [50] is a stock in a company with a national reputation for 
quality, reliability and the ability to operate profitably in good times and bad. The nine 
chosen stocks are all components of the STI. In order to test how the proposed trading 
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strategy performs in different economic sectors, the nine stocks are from various 
sectors of the Singapore economy, for example, Starhub from the communications 
industry, SMRT from the transportation industry and DBS from the financial industry. 
Table 4.3 is a list of all the stocks tested by the system. For all ten stocks, a set of 
five-year historical data ranging from Sep 1, 2005 to Aug 31, 2010 are studied, and 
the first three years’ data are used for training while the last two years for testing. 
Table 4.3 List of stocks tested 
Company Symbol Sector Training Period Testing Period 
Capitaland C31 Properties 01/09/05–31/08/08 01/09/08–31/08/10 
DBS D05 Finance 01/09/05–31/08/08 01/09/08–31/08/10 
UOB U11 Finance 01/09/05–31/08/08 01/09/08–31/08/10 
SGX S68 Finance 01/09/05–31/08/08 01/09/08–31/08/10 
Starhub CC3 Communications 01/09/05–31/08/08 01/09/08–31/08/10 
Singtel Z74 Communications 01/09/05–31/08/08 01/09/08–31/08/10 
Semb Corp U96 Multi-industry 01/09/05–31/08/08 01/09/08–31/08/10 
SMRT S53 Transport 01/09/05–31/08/08 01/09/08–31/08/10 
SIA C6L Transport 01/09/05–31/08/08 01/09/08–31/08/10 
STI STI Index 01/09/05–31/08/08 01/09/08–31/08/10 
Historical data are retrieved from Yahoo Finance (Singapore) and downloaded in the 
Microsoft Excel form, which is easy for Matlab to process. Historical data provided 
here are daily data including daily open, close, high, low prices and volume. 
In order to replicate the real world as close as possible, transaction cost must be taken 
into consideration. In Singapore, the transaction cost is around 0.34% as cited on SGX 
website and DBS website. 
To ensure fair evaluation, in the proposed trading method, cash are invested into risk 
free asset while not holding stock. Here cash is saved in the bank as a way of risk free 
asset investment. As cited on Monetary Authority of Singapore website, the average 
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savings annual interest rate for the particular testing period from September 2008 to 
August 2010 is 0.1725%. 
4.3.2. Statistical tests results 
Before actually implementing the proposed methods, statistical tests are necessary to 
test the randomness of input and the correlation between input and output. If the input 
data are random, it is rather difficult to make predictions based on random data. 
Secondly, if a correlation between input data and output data cannot be found, the 
output of the model may be randomly generated instead of being a result of the input 
data. 
Wilcoxon-Mann-Whitney test result 
Wilcoxon-Mann-Whitney test is test of the randomness of signs in a data sequence. 
The technical indicators are input into the test. Note that this is a test for the 
randomness of signs. For historical technical indicators, the differences of two 
successive data are taken as the test statistics. The result is presented in Table 4.4. The 
Table shows the h values for the tested data sets. Recall that, h = 0 indicates that the 
Table 4.4 Wilcoxon-Mann-Whitney result (0: not random; 1: random) 
Indicators Cap DBS UOB Starhub Smrt Semb SIA SGX Sintel STI 
SMA5 0 0 1 1 0 1 0 0 0 0 
SMA10 0 1 0 0 0 1 0 0 0 0 
SMA20 0 0 0 1 0 0 0 0 0 0 
SMA30 1 0 0 0 0 0 1 0 0 0 
SMA60 0 0 0 1 0 1 0 0 0 0 
SMA120 0 1 0 0 1 0 0 1 0 0 
EMA5 0 0 0 0 0 0 0 0 0 0 
EMA10 0 0 0 1 0 0 0 0 0 1 
EMA20 0 1 0 0 0 0 0 0 0 1 
EMA30 1 0 0 0 0 0 0 0 0 0 
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EMA60 0 0 0 0 0 0 0 1 0 1 
EMA120 0 0 0 1 0 0 1 1 0 0 
RSI 0 1 0 0 0 0 0 0 0 0 
Bollinger 0 0 0 0 0 0 0 0 0 0 
AD line 0 0 0 1 0 0 0 0 1 N.A. 
Stochastic 0 0 1 0 0 0 0 0 0 0 
MACD 0 1 0 1 0 0 0 0 0 0 
data sequence is not random. As shown, many test statistics are not random, so it is 
possible to uncover the patterns in the data and make predictions on them. However, 
for some stocks, such as Starhub and DBS, there are more input variables showing 
randomness in signs. That indicates that those stocks may be more difficult to predict. 
Durbin-Watson test result 
The Durbin-Watson test is used to test if the residuals are uncorrelated, against the 
alternative that there is autocorrelation among them. In this chapter, it is desired to 
find the interactive effect of the input on the output. The result is shown in Table 4.5. 
Recall that h = 0 indicates a correlation between input and output data. However, for 
Table 4.5 Durbin-Watson result (0: autocorrelated; 1:uncorrelated) 
Stocks Indicators 
Capitaland 1 
DBS Bank 1 




Singapore Airline 1 
Singapore Exchange 1 
Singtel 1 
Index: Straits Times Index 1 
most cases the stock data does not show a high interaction effect. Nevertheless, the 
Durbin-Watson test only works appropriately for linear correlation. If the input and 
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output data are correlated but only in a nonlinear manner, this test is not able to 
identify the relationship. Therefore, the next test—Spearman’s Correlation is needed. 
Spearman’s correlation result 
Spearman’s Correlation is appropriate when the input and output data are correlated 
but only in a nonlinear manner. The result is shown in Table 4.6. h = 0 indicates that 
Table 4.6 Spearman’s correlation result (h=0: correlated; h=1: not correlated) 
Indicators Cap DBS UOB Starhub Smrt Semb SIA SGX Sintel STI 
SMA5 0 0 0 0 0 0 1 0 0 0 
SMA10 0 0 0 0 0 0 1 0 0 0 
SMA20 0 0 0 1 0 0 0 0 0 0 
SMA30 1 0 0 0 1 0 0 0 0 0 
SMA60 0 0 0 0 0 1 0 1 1 0 
SMA120 0 0 0 0 0 0 0 1 1 0 
EMA5 0 0 0 0 0 1 0 0 0 0 
EMA10 0 0 0 0 0 0 0 0 0 0 
EMA20 1 0 0 1 1 1 0 0 0 0 
EMA30 1 0 0 1 0 0 0 0 0 0 
EMA60 0 0 0 1 1 0 0 0 0 0 
EMA120 1 0 0 0 0 0 0 1 0 0 
RSI 0 1 1 0 0 0 0 1 1 1 
Bollinger 1 0 0 0 0 0 0 0 0 0 
AD line 0 1 1 0 0 0 1 1 1 1 
Stochastic 1 1 0 0 0 0 0 0 1 1 
MACD 0 1 1 1 0 1 0 1 1 1 
there is a nonlinear correlation between input and output. As expected, even though 
the input and output data show little linear correlation, nonlinear correlation is 
observed between input and output in many cases. Therefore, now it is meaningful to 
implement the proposed model on real world practices. 
4.3.3. Performance evaluation 
A trading strategy is typically evaluated by comparing to the ‘buy & hold’ strategy, in 
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which the stock is bought on the first day of the testing period and held all the time 
until the last day of testing period. This section describes various performance 
evaluation methods adopted. At the beginning of the testing period, assume that we 
initially have S$10000 cash on hand. At the end of the testing period, all holding 
stocks are sold for cash. 
Total Return 
Total return measures the total percentage return generated by the network after the 
two-year testing period. For the entire testing period, the total return totalγ  of a 
particular stock is: 
0( 1) 100%total nγ ω ω= − × ,                  (4.28) 
where nω  is the amount of wealth at the end of the testing period and 0ω  is the 
initial wealth. 
Total return is calculated for ‘buy and hold’ strategy, as well as the proposed trading 
method using the two different rule-weighting algorithms. 
Annualized Return 
Annualized return measures how much return the network generates every year. This 
ensures a fair comparison by using the same evaluation period for all trading 
strategies. 
In m  years, the ending wealth nω  is: 
0 0(1 ) (1 )
m
n total annualω ω γ ω γ= + = + .               (4.29) 
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.         (4.30) 
Number of Trades 
Number of trade counts the total number of trading actions, e.g. ‘buy’ or ‘sell’, during 
the testing period. As mentioned earlier, number of trades is directly affected by the 
threshold. 
Time in Market 
Time in market measures how long a stock is held instead of cash. If there are in total 
totalt  days for testing, among which for markett  days stock is held, then the percent 
time in market is %t : 
% / 100%
market total
t t t= × .                   (4.31) 
Best Trade 
Best trade refers to the trade that generates the greatest daily return. Here daily return 
is used for comparison because comparison between total return of each trade is not 
fair due to different amount of time spent to generate the amount of return. For 
example, two trading actions generate the same total return of 20%, but the first trade 
generates that amount of return in two months while the second trade uses half a year. 
Clearly, the first trade is more successful because it is able to generate the same 
amount of return in a shorter time. 
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Let mω  denotes the amount of wealth after the m
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.         (4.33) 
Worst Trade 
Following the same reasoning for best trade, worst trade refers to the trade that 
generates the least daily return. 
Percent Positive Trade 
As the name suggests, percent positive trade measures how much percentage of all 
trading actions generates positive returns. In other words, it shows how much 
percentage of all trading actions makes money as opposed to losing money. 
If there are in total totalT  trading actions, among which positiveT  trading actions result 
in positive returns, then the percent positive trade %P  is: 
% / 100%
positive total
P T T= × .                    (4.34) 
Directional Accuracy 
Directional accuracy evaluates the accuracy of each trading signal by comparing to 
the price of the next day. A correct direction means either of the followings: 
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 If trading signal is ‘buy’ and ( 1) ( ) (1 safe_margin)
close close
P i P i+ > × + . 
 If trading signal is ‘sell’ and ( 1) ( ) (1 safe_margin)
close close
P i P i+ < + . 
If there are in total totalT  trading actions, among which correctT  trading actions have 
the correct directions, then the directional accuracy %d  is: 
% / 100%
correct total
d T T= × .                   (4.35) 
Maximum Drawdown 
Drawdown refers to the wealth reduction after a series of losing trades. Drawdown is 
obtained by calculating the percentage drop of a trough after a peak of the wealth 
curve along time. A trough marks the end of a period of declining business activities. 
Referring to Figure 4.3, the drawdown is: 
(1 ) 100%
trough peak
DD ϖ ω= − × .                (4.36) 
The maximum drawdown is the greatest drawdown during the entire testing period. 
 
Figure 4.3 Drawdown 
Sharpe Ratio 
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The Sharpe Ratio [51] is a measure of the excess return per unit of risk in a trading 
strategy. Here the ratio describes how much excess return the proposed trading 
method generates for the extra volatility that you endure for holding a riskier asset 
compared to a risk free asset. A negative Sharpe Ratio means that the trading strategy 
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where R  is the daily return of the trading strategy, fR  
is the return on a benchmark 
asset. [ ]fE R R−  
is the expected value of the excess of the asset return over the 
benchmark return. In the case that 
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= ,                       (4.38) 
where R  is the daily return of the trading strategy, fR  
is the daily return of a risk 
free asset, and σ  is the standard deviation of the daily returns R  of the trading 
strategy. 
Standard Deviation 
The standard deviation here refers to the standard deviation of daily returns generated 
by every trade. It is a measure of volatility: the more a stock's returns vary from the 
stock's average return, the more volatile the stock. In other words, a large standard 
deviation reflects a high risk. 
4.3.4. Simulation results 
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In previous section, it is proved that the model is of statistical significance – input 
data are not random and input and output are nonlinearly correlated. Now, it is 
meaningful to evaluate the modeling results. Thus, this section investigates into the 
simulation results and evaluates the performance of the model using the methods 
described in section 4.2. 
Threshold optimization 
In the linear model, both the scoring technique and the least-square technique need 
threshold to make the trading decisions. The different threshold values will lead to 
different trading frequencies and thus different trading results. Since the annual return 
is the most important evaluation item, this section will find the optimal threshold 
based on the annual return. 
In this part, ten different threshold values are applied to the training period and the 
system finds out the one that generates the greatest annual return. Assumptions are 
made that the stock follows similar characteristics in the training period and the 
testing period, so that the optimal threshold value for training period may hopefully 
perform well in the testing period too. The results based on different thresholds are 
shown in Table 4.7~4.8 for both scoring technique and least-square technique. We can 
see from the Table 4.7 and Table 4.8 that the annual return is the highest when 
threshold is equal to 0.55 in most cases along the threshold range from 0.15 to 0.85. In 
this regard, we will use the 0.55 as the threshold value to proceed for the linear model. 
Table 4.7 Effects of thresholds on annual return – scoring technique 
Stocks t=0.15 t=0.25 t=0.35 t=0.45 t=0.55 t=0.65 t=0.75 t=0.85 
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Capitaland 7.74 11.08 15.10 6.03 11.71 20.90 1.92 2.20 
DBS Bank -26.63 -11.80 -3.13 17.80 22.24 -2.78 -2.78 -2.78 
UOB Bank -27.69 -10.81 -11.20 -6.33 5.95 -2.60 0.125 0.125 
Starhub -28.52 -14.47 -20.49 -13.65 0.06 1.98 0.125 0.125 
SMRT -16.16 -4.22 2.26 3.54 8.67 9.72 9.36 8.55 
Sembcorp -29.38 -38.51 3.60 7.98 3.22 3.59 2.23 0.125 
SIA -25.86 -13.94 -10.33 3.14 13.03 9.54 7.36 2.53 
SGX -5.06 1.80 -1.74 -3.43 4.90 -0.23 1.37 3.55 
Singtel -35.04 -19.53 -10.44 -11.22 -5.55 2.45 1.21 0.34 
Index: STI 6.08 7.36 8.88 20.94 27.13 26.90 2.46 2.87 
Table 4.8 Effects of thresholds on annual return – least squares technique 
Stocks t=0.15 t=0.25 t=0.35 t=0.45 t=0.55 t=0.65 t=0.75 t=0.85 
Capitaland -41.22 -35.59 -22.86 26.15 27.90 25.02 25.83 23.52 
DBS Bank -31.02 -24.09 -4.46 -5.18 4.23 -0.61 -0.68 -0.87 
UOB Bank -28.37 -18.52 -9.77 -15.84 -0.22 -0.72 -0.72 0.125 
Starhub -12.42 -3.49 4.51 9.40 8.13 8.13 0.125 0.125 
SMRT -15.68 -5.93 -4.04 -5.01 -0.34 -2.34 -5.53 -3.56 
Sembcorp -13.13 3.42 8.80 9.95 14.91 -3.52 5.42 0.125 
SIA -14.04 -5.52 6.62 -1.11 5.18 10.38 12.08 12.08 
SGX -34.18 -17.19 -0.64 3.21 18.16 14.65 8.90 2.48 
Singtel -19.02 -10.19 -4.86 7.31 5.62 10.18 7.25 -2.58 
Index: STI -22.50 -8.84 7.52 4.39 9.09 8.46 2.46 0.125 
Comparison on results 
In this section, we will present the results for linear model, random forest and gradient 
boosted random forest. For the linear model, we use 0.55 as the threshold value in 
both scoring technique and least-square technique. For the random forest, we set the 
forest size as 50, which means the forest consists of 50 trees. For the gradient boosted 
random forest, we also set the forest size as 50, meanwhile, for each tree, we set the 
range of equal size range as 4 8N≤ ≤  and set the range of equal iteration number of 
gradient boosting as 100 300P≤ ≤ . Then we do cross validation for each tree based on 
the ranges of parameters By comparing the performance, we find that the best result 
occurs when 5N =  and 213P = . Therefore, 5N =  and 213P =  are used for next 
 94 
simulation process. The comparison on the results for each stock is shown in Table 
4.9, which is a summary of the performance evaluation using the methods described 
in the previous section. As shown in Table 4.9, the proposed trading method is able to 
generate higher returns than the ‘buy & hold’ strategy. In particular, the gradient 
boosted random forest yields highest annualized return with a value of 10.73%, 







DBS UOB Star- 
hub 
Smrt Semb SIA SGX Sintel STI Ave 
Buy & Hold -8.30 -23.60 -1.10 -13.23 11.20 2.47 0.50 19.03 -13.52 7.19 -1.94 
Scoring 24.79 49.41 12.26 -6.22 13.57 6.54 17.36 48.52 -10.78 61.63 21.71 
Least Square 47.08 8.63 -0.44 16.92 -4.63 32.05 10.63 39.61 11.55 6.34 16.77 




GBRF -8.32 7.54 79.05 3.90 7.09 26.98 36.67 -9.42 20.86 87.06 25.14 
Buy & Hold -4.24 -12.59 -0.55 -6.85 5.45 1.23 0.25 9.10 -7.01 3.53 -1.17 
Score 11.71 22.24 5.95 -3.16 6.57 3.22 8.33 21.87 -5.55 27.13 9.83 
Least Square 21.28 4.23 -0.22 8.13 -2.34 14.91 5.18 18.16 5.62 3.12 7.81 




GBRF -4.25 3.70 32.61 1.93 3.48 12.69 16.91 -4.83 9.94 35.07 10.73 
Score 16 6 7 11 10 10 11 35 18 9 13.30 
Least Square 28 12 3 1 2 15 11 18 18 14 12.20 
RF 1 5 17 20 13 21 16 52 41 5 19.10 
Number of 
Trade 
GBRF 3 3 19 17 14 24 13 48 37 8 18.60 
Score 0.32 0.11 0.07 0.09 0.09 0.08 0.08 0.60 0.06 0.14 0.17 
Least Square 4.68 2.75 0.65 0.00 0.00 0.27 0.08 0.33 0.65 0.11 0.95 




GBRF 0.10 0.88 0.47 0.43 0.39 1.58 1.76 2.01 1.65 0.23 0.95 
Score -0.34 -0.34 -0.59 -0.44 -1.75 -1.70 -0.57 -3.23 -2.29 -0.34 -1.16 
Least Square -3.33 -0.21 -0.01 0.00 -0.05 -0.77 -0.15 -0.34 -0.34 -0.73 -0.59 




return %) GBRF -0.02 0.03 -0.53 -1.87 -0.57 -0.98 -0.43 -90.04 -0.87 -0.12 -9.54 
Score 12.50 16.67 14.29 18.18 10.00 30.00 36.36 14.29 5.56 33.33 19.12 
Least Square 32.14 33.33 33.33 0.00 0.00 33.33 27.27 11.11 27.78 21.43 21.97 
RF 0.00 20.00 35.29 30.00 30.77 28.57 37.50 17.31 24.39 40.00 26.38 
% Positive 
Trade 
GBRF 33.33 18.76 46.90 27.90 28.42 34.98 32.18 24.56 22.13 33.33 30.25 
Score 38.10 40.00 27.27 11.11 16.67 31.25 18.18 24.49 15.38 18.75 24.12 
Least Square 22.86 23.81 83.33 50.00 18.18 41.67 30.77 7.69 40.00 33.33 35.16 




GBRF 30.13 33.43 23.41 21.32 21.46 20.72 25.68 24.57 23.00 24.98 24.87 
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Buy & Hold 59.78 64.56 57.34 37.14 27.00 56.64 39.96 40.27 43.56 47.19 47.34 
Score 21.55 6.16 8.61 14.33 4.00 5.64 7.75 12.54 19.92 1.54 10.20 
Least Square 7.18 6.70 2.35 0.34 4.91 7.70 7.30 15.34 9.09 5.73 6.66 




GBRF 7.34 10.20 14.72 9.95 5.63 13.10 4.51 19.57 13.22 3.36 10.16 
Buy & Hold 0.01 -0.01 0.01 -0.01 0.02 0.02 0.01 0.03 0.00 0.02 0.01 
Score 0.03 0.04 0.03 -0.02 0.03 0.02 0.05 0.04 -0.02 0.05 0.02 
Least Square 0.07 0.03 -0.01 0.04 -0.05 0.05 0.04 0.04 0.03 0.02 0.03 
RF -0.05 0.01 0.06 0.03 0.03 0.03 0.06 -0.07 0.03 0.04 0.02 
Sharpe 
Ratio 
GBRF -0.03 0.02 0.04 0.02 0.02 0.05 0.06 -0.03 0.04 0.06 0.03 
Buy & Hold 3.39 2.35 2.41 1.95 1.51 3.02 2.14 2.37 2.21 1.80 2.32 
Score 2.91 2.67 1.06 0.52 0.99 0.57 0.69 3.14 0.98 2.11 1.57 
Least Square 1.23 0.56 0.13 0.76 0.21 1.28 0.51 2.29 0.87 0.69 0.85 
RF 0.40 1.06 2.91 0.50 0.87 2.00 1.25 0.78 1.20 3.25 1.42 
Standard 
Deviation 
GBRF 0.33 0.89 1.83 0.64 0.77 1.43 1.52 0.65 1.11 1.13 1.03 
Buy & Hold 100 100 100 100 100 100 100 100 100 100 100.00 
Score 43 76 50 51 35 35 58 40 67 73 52.83 
Least Square 18 37 9 46 14 45 47 65 49 32 36.32 
RF 42 93 61 79 71 85 65 65 54 90 70.05 
Market 
Time (%) 
GBRF 41 84 58 87 63 77 47 66 50 89 66.21 
followed by random forest whose annualized return is 10.40%, while the ‘buy and 
hold’ strategy makes a loss at -1.17% every year. For the scoring technique, all the ten 
stocks yields better return than the ‘buy & hold’ strategy; for the least squares 
technique, eight out of ten stocks yields better return than the ‘buy & hold’ strategy. 
Although the system generates higher total returns, the directional accuracy is 
generally lower than 50%. As mentioned earlier, directional accuracy is only 
measured for ‘buy’ and ‘sell’ trading signals. In addition, there are only 12 to 17 
trading actions on average for a stock in the two years’ time and on most days no 
action is taken. The trading frequency is influenced by the threshold set for the system. 
If the threshold is high, only strong trading signals are put into effect. 
Furthermore, fewer than half of the trades generate positive returns, however, the total 
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return can be positive. It is due to the great increase in several trades. This is also 
reflected in the maximum drawdown. As shown in Table 4.9, maximum drawdown for 
Capitaland stock using the scoring technique is as large as 20%, which indicates a 
20% loss. However, the total return is positive, which indicates that greatly positive 
trade contributes to the overall positive return even with over 50% negative trades. 
As mentioned earlier, sharpe ratio measures the excess return per unit risk generated 
by the proposed trading method compared to investing into a risk free asset. Some of 
the ten stocks result in negative sharpe ratios. In other words, trading those two stocks 
fails to generate excess returns as compared to risk free asset. 
The ‘buy & hold’ strategy leads to largest standard deviations of daily returns with an 
average value of 2.32. The least squares technique leads to the lowest standard 
deviation with a value of less than 1. And the gradient boosted random forest also 
produces a low standard deviation value. A low standard deviation indicates a low risk 
level. Therefore, trading stocks using the least squares technique experiences least 
risks followed by the gradient boosted random forest. 
4.4. Conclusion 
In the chapter, we present various trading models for the stock market and test 
whether they are able to consistently generate excess returns from the Singapore 
Exchange (SGX). Instead of conventional ways of modeling stock prices, we 
construct models which relate the market indicators to a trading decision directly. 
Furthermore, unlike a reversal trading system or a binary system of buy and sell, we 
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allow three modes of trades, namely, buy, sell or stand by, and the stand-by case is 
important as it caters to the market conditions where a model does not produce a 
strong signal of buy or sell. Linear trading models are firstly developed with the 
scoring technique which weights higher on successful indicators, as well as with the 
least squares technique which tries to match the past perfect trades with its weights. 
Since stock markets could be highly nonlinear sometimes, the random forest method 
is then employed as a nonlinear trading model. Gradient boosting is a technique in the 
area of machine learning. Given a series of initial models with weak prediction power, 
it produces a final model based on the ensemble of those models with iterative 
learning in gradient direction. We apply gradient boosting to each tree of random 
forest to form a new technique – Gradient Boosted Random Forest – for performance 
enhancement. All the models are trained and evaluated and statistical tests such as 
randomness, linear and nonlinear correlations are conducted on the data to check the 
statistical significance of the inputs and their relation with the output before a model 
is trained. Our empirical results show that the proposed trading methods are able to 
generate excess returns compared with the buy-and-hold strategy. In particular, the 
gradient boosted random forest yields highest annualized return with a value of 
10.73%, followed by random forest whose annualized return is 10.40%, while the 
‘buy and hold’ strategy makes a loss at -1.17% every year. 
What is more, the proposed new method – gradient boosted random forest – produce 
the best annual return among the methods investigated, which means using gradient 








In chapter 4, we improve the technique of random forest by applying the gradient 
boosting algorithm. In general, the new method is able to gain extra profit form the 
stock market. However, it has a disadvantage of instability on performance. 
This chapter aims to develop multiple models of neural networks by using the 
designed randomization during the learning process so as to outperform a single 
model of neural network and provide a new choice for financial market modeling and 
other applications for performance enhancements. Our idea of randomization was 
motivated by the essence of Random Forests. The random forests are formed by 
combining a set of tree predictors. Each tree predictor depends on the values of a 
random vector which is sampled independently from a distribution. The sampling for 
all the trees in the random forest is under the same distribution. When the size of the 
random forest is increasing, the generalization error of the random forest can converge 
to a limit, which makes the random forest algorithm robust to noise. Note, however, 
that when one attempts to apply the idea of random forests to neural networks, the 
major obstacles arise: the former is actually locally trained in the sense that the 
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training process works on a smaller subset of data at each stage of learning using a 
subset of inputs (actually a small subset of the entire inputs), whereas the latter is 
always globally trained with the full data set at each stage of learning using the 
complete set of inputs. Thus, the extension of random forests to neural networks is not 
trivial, not reported in the literature to my best knowledge, and its technical details are 
presented in this chapter. 
In the context of stock market modeling, the prediction of direction of stock 
movement, either going up or down, can be viewed as classification problem and such 
directional information is very important and useful for investors. Thus, for ease of 
illustrations and comparisons, we consider classification problem in this chapter, and 
the regression problem can be treated similarly with no technical differences or 
difficulties. In the area of machine learning, the classification problem is to identify 
which class the instance belongs to among all the classes, based on a set of training 
data with the corresponding class known. The classifier is an algorithm that solves the 
classification problem. Sometimes, the classifier means a mathematical function that 
assigns input data points to the corresponding classes. The classification problem is 
one of the supervised leaning issues, which means the classes of the training data are 
known, and the training data is used to train a model, which then predicts the test data. 
On the other hand, for unsupervised learning issues, clustering is the most common 
technique, which groups the input data into different categories according to different 
measures. 
The early research work on classification problem was conducted by Fisher [52, 53], 
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which used multiple measurements to conduct a two-class classification problem. 
Gnanadesikan [54] proposed a function – Fisher’s linear discriminate function – to 
classify the new instances into the corresponding classes. In [55], an assumption was 
made that the data have a multivariate normal distribution in the each of the two 
classes. In the discussion of the extension of the classes, a restriction was imposed 
that the classification problem should be linear [56, 57]. The classifiers were extended 
to the nonlinear case under the multivariate normal distribution [57]. In [57, 58], by 
slightly adjusting the Mahalanobis distance, several rules of classification problems 
could be obtained. The basic idea of classification problems based on Mahalanobis 
distance is that a new instance will be classified into a category whose central position 
has the smallest adjusted distance from the instance. 
The linear functions are most frequently used in solving the classification problem. 
The linear functions assign a weight for each of the features. A score of an instance 
for k-th class based on the features and the corresponding weights is computed. 
Therefore, each class has a score. The instance belongs to the class that has the 
highest score. A number of linear functions are explored by researchers. The 
perceptron algorithm is a supervised classification method proposed by Frank [59], 
where a linear predictor function is employed to assign a weight to each of the 
features. Later, Krauth and Mezard [60] proposed a linear learning algorithm that 
sought the optimal stability in the two-class classification problem. Anlauf and Biehl 
[61] made an improvement on perceptron algorithm using an adaptive linear method. 
The neural network is classical for regression and classification. Computing units 
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interconnected to each other compose neural network which then uses its 
backpropagation ability to learn the pattern between the output and input and thus 
come up with a model for the output. This way each neuron can send and receive 
signals to or from others [62, 63]. Neural network is a great answer for the modeling 
of distributed nonlinear systems. As their design is based on the human brain, they 
were made to acquire knowledge through learning. The process of learning for a 
neural network consists in adjusting the weights of each of its nodes considering the 
input of the neural network and its expected output [64, 65]. The random neural 
network proposed by Gelenbe [66] represents an interconnected network of neurons 
by exchanging spiking signals. The random neural network is a recurrent algorithm 
involving complicated feedback loop. 
Support vector machines (SVMs), as a supervised learning method in the field of 
classification problem, is becoming more and more popular. The SVM algorithm is 
originally proposed by Vapnik and Corinna [67]. It separates the data by conducting 
hyperplanes in high dimension space. The hyperplanes maximize the distance 
between the hyperplanes and the training data points. The SVM algorithm proposed 
by Vapnik and Corinna [67] is used to solve the linear classification problem. Later, 
Bernhard et al. [68] proposed a SVM algorithm that can solve the nonlinear 
classification problem. They apply kernel trick, which is proposed by Aizerman et al. 
[69], to the hyperplanes with maximum margins. 
Decision tree [17] adopts an alternative approach by identifying various ways of 
splitting a data set into branch-like segments. The leaves are the final predicted values. 
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Decision tree is further improved by the random forest algorithm [45], which consists 
of multiple decision trees. For a given data set, instead of one single huge decision 
tree, multiple trees are planted as a forest. Random forest is proven to be efficient in 
preventing over-fitting. In [20], the authors apply random forest to stock market 
predictions based on the framework of classification problem. They focus on three 
heterogeneous stock securities from the Greek stock market, a major Greek bank, the 
main telecommunication provider of Greece and one of the biggest Greek airline 
companies. The portfolio budget for their proposed investing strategy outperforms the 
buy-and-hold investment strategy by a mean factor of 12.5% to 26% for the first 2 
weeks and from 16% to 48% for the remaining ones. 
The random forest and neural network are the important techniques in classification 
problems. However, the neural network is a single-model frame. It is doubtful 
whether the model is robust. The random forest is an ensemble of various decision 
trees. Although the random forest enhances the robustness level, each predictor of 
decision tree is not powerful, which may decrease the final performance. By 
combining the two techniques, we propose a novel method – Multiple Neural 
Networks with Randomized Algorithms – in order to enhance the classification power. 
The new classification technique can enhance performance compared with either of 
random forest and neural network, especially for the hard data which means the data 
is difficult to be classified.  
The rest of this chapter is organized as: the neural network and the random forest are 
reviewed briefly in Sections 5.2 and 5.3, respectively. The proposed method is 
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developed in Section 5.4. An illustrative example, popular examples and practical 
examples are presented in Sections 5.5, 5.6 and 5.7, respectively. The paper is 
concluded in Section 5.8. 
5.2. Neural network 
Neural network is designed and structured according to the neural network of biology. 
Multiple groups of neurons make up a neural network. These groups of neurons are 
connected with each other. The neural network deals with the data by a connectionist 
method. Specifically, the neural network can change the architecture during the 
training process according to the internal information and external information it 
receives. Since the nature of the neural network of biology is nonlinear, the neural 
network is a technique that can be used in nonlinear problem. In applications, the 
neural network is often utilized to recognize the patterns hidden in the input data and 
output data by exploring the complicated relationships of them. The structure of a 
simple neural network is shown in Figure 5.1. 
The neural network modeling deals with the following: 
1)  The function that computes the output from the input based on the weights. 
2)  The interconnection relationship among the neurons of different layers. 
3)  The training process that updates the weights between the neurons of 
different layers. 
The function ( )f x  of a neuron network can be a combination of other functions 
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Figure 5.1 Structure of a simple neural network 
( )
i
h x , which can also be the combinations of others functions. The nonlinear 
weighted sum is a widely adopted form that is utilized in neural network, and it can be 
described by 
( ) ( ( ))
ii
f x Q wh x= ∑ ,                      (5.1) 
where Q  is the function that is predefined, for example, the hyperbolic tangent. 
For training, one Define a cost function :  G F R→ , and then find the optimal *f , 
*( ) ( ) ,  G f G f f F≤ ∀ ∈ . For example, we have data points ( ,  )u v , where u  
represents the input and v  the output. We define the cost function: 
2[( ( ) ) ]G E f u v= − .                        (5.2) 
The task is to find optimal *f  that minimizes the cost function G : 
* 2 2[( ( ) ) ] [( ( ) ) ],    E f u v E f u v f F− ≤ − ∀ ∈ .              (5.3) 
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5.3. Random forest 
Random forest is an ensemble of many decision trees. The decision tree is a 
branch-like graph for the process of decision making. The structure of a simple 
decision tree is presented in Figure 5.2. The interior nodes represent the input 
 
Figure 5.2 Structure of a simple decision tree 
variables and the leaf nodes represent the target variables values. The target variables 
values are obtained from the input variables values along the way from the root node 
to the corresponding leaf nodes. 
The decision tree splits the data set into several subsets according to the splitting 
criterions. This splitting process is repeated in each subset recursively. The recursive 
process stops when the splitting does not increase the prediction value. The pruning is 
usually conducted in training a decision tree, especially when dealing with the large 
data set. The pruning removes some small branches of the decision tree, which can 
decrease the possibility of over-fitting. 
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Let the number of input variables Q . Suppose that a random forest is formed by N  
decision trees. Each decision tree is obtained by the following algorithm: 
1). Randomly select q  variables from the Q  variables to conduct the splitting 
at each node of the decision tree on the training data 
2). Each decision tree grows fully with no pruning. 
For a test data point, one obtains from each decision tree, its classification label which 
is called “vote”, and decide the final classification label with highest votes. 
5.4. Multiple neural networks with randomized algorithms 
We view a neural network like a decision tree and try to design some randomized 
algorithm to find a set of neural networks independently. There could be many 
possible ways to find such a set of neural networks. Similarly to the random forest, if 
different models are obtained from different combinations of inputs, or from different 
subsets of data, it is obvious that each model is based on partial information and 
cannot be expected to perform well on global basis. Thus, our start point is that all the 
N neural networks have the same full set of inputs and are trained on the full data set. 
Further, if one chooses different structures (layers and neurons) for different neural 
networks, there seems no good rational to make such a choice (even for single neural 
network). Note the decision trees in a random forest have the same size usually. As a 
result, we suppose that N neural networks have the same structure. Then, where 
comes multiple neural networks? Note that when the structure is fixed, a particular 
neural network is determined by its weights. Different weights give different neural 
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networks. This led us to devising the changes to the training algorithms so as to 
randomize certain aspects of a chosen training algorithm to find N neural networks 
independently. Then, each neural network acts like a decision tree and the resulting 
neural network set looks like a random forest. It is expected that a single neural 
network may perform better than a single decision tree. Hopefully, with the same 
degree of randomization and independence of the individual models, our neural 
network set performs better than a random forest.  
In the view of the above observations, we first at some training algorithm to introduce 
randomization. The back propagation algorithm of neural network is widely used and 
thus taken for our study and illustration. The other algorithms can be chosen as well 
and the similar development as below can be done easily. Suppose that the training set 
is given as ( ) ( ) ( ){ }1 1 2 2, , , ,...... ,n nx y x y x y , which the ix , 1,2,..., ,i n=  are the input 
vectors, and 
i
y , 1,2,..., ,i n=  are the corresponding outputs. Let the predicted 




, 1, 2,...,i n= . The backpropagation algorithm 
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, 1,2,......i m= ,                   (5.6) 
where α  is a learning constant, which means the step size of each iteration in the 
direction of negative gradient. This updating carries on recursively till 0E∇ =  holds 
approximately.  
Note that the above backpropagation updates all the weights together at each iteration. 
We now introduce its randomization:  randomly choose p weights from the total m 
weights to update with (5.6) while the remaining weights keep unchanged, at each 
iteration, and carry on till 0E∇ =  holds approximately. As a result, a neural network 
has been obtained. Next, choose new initial weights randomly and repeat the above 
iterations to find the next neural network, and so on till N neural networks are all 
obtained.   
The proposed method is summarized as follow. 
1). Set up N identical neural networks architectures. 
2). For each neural network, choose the initial weights randomly, and only 
implement the randomly chosen p weights of the backpropagation weight 
update while keep other weights unchanged, in every iteration. 
3). For classification problem, the output is assigned to the one which has the 
most votes from N trained neural networks. 
5.5. Illustrative example 
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To compare the performance of three modeling methods: a random forest (RF), a 
single neural network (SNN) and multiple neural networks with randomized 
algorithms (MNN), we first construct an illustrative example. We randomly select 
4000 data points in the square formed by the four points: [-1 -1], [-1 1], [1 1] and [1 
-1]. Choose this simple function: 
2 0.25y x= − ,                          (5.7) 
to divide the square into two areas. It happens that 2297 data points are above the 
function curve and we assign their labels as 1, while 1703 data points are below the 
function curve and are assigned with the label of 0. All the 4000 data points are used 
as the training data for the experiment. The test data are generated by additional 
randomly-drawn 400 data points in the same square. Once again the resulting 211 data 
points above the function curve are labeled as 1, while others as 0. This is of course 
an absolutely separable case. Later we introduce noise in the data to make the data 
worse and worse, and thus classification more and more difficult. 
For each method, we run the simulation ten times. The results using the three methods 
are shown in Table 5.1, where P1 means predicted 1, P0 predicted 0, T1 is true 1, T0 
true 0. Take the result of NN in average case for example, the number of data points 
that are labeled as 1 and predicted as 1 are 210, the number of data points that are 
labeled as 1 but predicted as 0 are 1, the number of data points that are labeled as 0 
but predicted as 1 are 2.9 and the number of data points that are labeled as 0 and 
predicted as 0 are 186.1. The accuracy rate can be easily calculated as 
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(210+186.1)/400=99.03%. In this manner, the average accuracy rates for the methods 
Table 5.1 Classification for illustrative data (0% noise level) 
SNN RF MNN  
P1 P0 P1 P0 P1 P0 
 
210 1 210.1 0.9 209.3 1.7 T1 Average 
2.9 186.1 3.8 185.2 3.7 185.3 T0 
211 0 211 0 210 1 T1 Best 
1 188 3 186 3 186 T0 
208 3 210 1 209 2 T1 Worst 
5 184 4 185 6 183 T0 
of SNN, RF and MNN are 99.03%, 98.83% and 98.65%, respectively. The best 
accuracy rates for the three methods are 99.75%, 99.25% and 99.00%, respectively. 
The worst accuracy rates for the three methods are 98.00%, 98.75% and 98.00%, 
respectively. 
From the accuracy results, we find that the performance of MNN is not better than the 
performance of RF and SNN when the data set is easy to classify. In order to check 
the performance on the data set that is difficult to classify, we randomly select 10% 
data points from the first group of the training data set with label of 1 and change their 
labels to 0, and also select 10% data points from the second group of the training data 
set with label of 0 and change their labels to 1. Then, re-run the simulation on the 
changed data. The results are shown in Table 5.2. From the results, we find that the 
average accuracy rates for the methods of SNN, RF and MNN are 99.00%, 95.86% 
and 98.70%, respectively. The best accuracy rates for the three methods are 99.75%, 
96.50% and 98.75%, respectively. The worst accuracy rates for the three methods are 
98.00%, 95.25% and 98.50%, respectively. Thus, the performance of MNN is better 
than RF but worse than SNN when the data set is added with 10% noise. 
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Table 5.2 Classification for illustrative data (10% noise level) 
SNN RF MNN  
P1 P0 P1 P0 P1 P0 
 
210.1 0.9 201.9 9.1 209 2 T1 Average 
3.1 185.9 7.4 181.6 3.2 185.8 T0 
210 1 204 7 209 2 T1 Best 
0 189 7 182 3 186 T0 
206 5 201 10 209 2 T1 Worst 
3 186 9 180 4 185 T0 
In order to check the performance on the data set with higher noise levels, we conduct 
simulations for 20%, 30%, 40% and 50%, respectively. The resulting classification 
performance is summarized in Table 5.3 for all noise levels. It is seen from Table 5.3 
that averagely the method of MNN can produce best results. When the data set has no 
noise or small noise (10% noise level), the performance of the three methods are 
similar. All of them can achieve the high accuracy rates. When the data set has big 
Table 5.3 Classification accuracy relative to noise level 
(Illustrative data) 
Noise level Method Average Best Worst 
SNN 99.03% 99.75% 98.00%. 
RF 98.83% 99.25% 98.75% 
No noise 
MNN 98.65% 99.00% 98.00% 
SNN 99.00% 99.75% 98.00% 
RF 95.86% 96.50% 95.25% 
10% noise 
MNN 98.70% 98.75% 98.50% 
SNN 98.30% 99.50% 97.00% 
RF 89.78% 90.75% 88.50% 
20% noise 
MNN 98.25% 98.50% 98.00% 
SNN 96.45% 98.25% 92.50% 
RF 82.05% 84.25% 80.50% 
30% noise 
MNN 96.95% 97.50% 96.25% 
SNN 90.78% 93.00% 85.75% 
RF 66.48% 68.50% 63.75% 
40% noise 
MNN 92.73% 93.50% 92.00% 
SNN 54.30% 66.25% 47.75% 
RF 50.08% 53.00% 47.25% 
50% noise 
MNN 61.03% 64.75% 56.50% 
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noises (20%, 30%, 40% and 50% noise level), the method of MNN and the method of 
SNN can still produce the good performance while the accuracy rates of RF decrease 
obviously. Besides, the accuracy rates of MNN are higher than the other two methods, 
which results in the lower deviation on the performance. The results indicate that the 
proposed method – multiple neural networks with randomized algorithms – has more 
power than SNN and RF in classifying the noisy data set. 
5.6. Popular examples 
5.6.1. Fisher’s Iris data 
This data is included in Matlab software, where its description is available from 
Matlab helps and cited as follows: “Fisher's iris data consists of measurements on the 
sepal length, sepal width, petal length, and petal width of 150 iris specimens. There 
are 50 specimens from each of three species.” In this data set, three species are 
“setosa”, “versicolor” and “virginica”. Each species consist of 50 specimens. We 
select 120 data points (40 data points of “setosa”, 40 data points of “versicolor” and 
40 data points of “virginica”) to be a training set and select 30 data points (10 data 
points of “setosa”, 10 data points of “versicolor” and 10 data points of “virginica”) to 
be a testing set.  
For each method (SNN, RF and MNN), we run the simulation ten times. The results 
using the three methods are shown in Table 5.4, where P2 means predicted “setosa”, 
P1 means predicted “versicolor”, P0 means predicted “virginica”; T2 means true 
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“setosa”, T1 means true “versicolor”, T0 means true “virginica”. From Table 5.4, we 
Table 5.4 Classification for Fisher’s Iris data (0% noise level) 
SNN RF MNN  
P2 P1 P0 P2 P1 P0 P2 P1 P0 
 
10 0 0 10 0 0 10 0 0 T2 
0 10 0 0 10 0 0 10 0 T1 
Average 
0 1.5 8.5 0 2.5 7.5 0 1.2 8.8 T0 
10 0 0 10 0 0 10 0 0 T2 
0 10 0 0 10 0 0 10 0 T1 
Best 
0 0 10 0 2 8 0 1 9 T0 
10 0 0 10 0 0 10 0 0 T2 
0 10 0 0 10 0 0 10 0 T1 
Worst 
0 3 7 0 3 7 0 2 8 T0 
can see that the average accuracy rates for the methods of SNN, RF and MNN are 
95.00%, 91.67% and 96.00%, respectively. The best accuracy rates for the three 
methods are 100.00%, 93.33% and 96.67%, respectively. The worst accuracy rates for 
the three methods are 90.00%, 90.00% and 93.33%, respectively. From the accuracy 
results, we find that averagely the method of MNN can produce the best results when 
the data set has no noise. The method of RF gives poor accuracy rates. Although the 
best accuracy rate of SNN is 100%, the method of MNN gives the highest accuracy 
rate in the comparison on worst performance.  
In order to check the performance on the data set with noise, we set the noise level as 
30%. The resulting simulation is exhibited in Table 5.5. From Table 5.5, we can see 
that the average accuracy rates for the methods of SNN, RF and MNN are 90.00%, 
76.33% and 93.67%, respectively. The best accuracy rates for the three methods are 
100.00%, 83.33% and 96.67%, respectively. The worst accuracy rates for the three 
methods are 66.67%, 76.67% and 93.33%, respectively. From the accuracy results, we 
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Table 5.5 Classification for Fisher’s Iris data (30% noise level) 
SNN RF MNN  
P2 P1 P0 P2 P1 P0 P2 P1 P0 
 
9.8 0.2 0 6.5 3.5 0 10 0 0 T2 
0.8 8.8 0.4 0 9.6 0.4 0 10 0 T1 
Average 
0.1 1.5 8.4 1.1 2.1 6.8 0 1.9 8.1 T0 
10 0 0 7 3 0 10 0 0 T2 
0 10 0 0 10 0 0 10 0 T1 
Best 
0 0 10 0 2 8 0 1 9 T0 
10 0 0 5 5 0 10 0 0 T2 
8 0 2 0 10 0 0 10 0 T1 
Worst 
0 0 10 0 2 8 0 2 8 T0 
find that averagely the method of MNN can produce the best results when the data set 
is added 30% noise. The method of RF still gives poor accuracy rates which decrease 
obviously. Although the best accuracy rate of SNN is 100%, the method of MNN 
gives a much higher accuracy rate in the comparison on worst performance than the 
method of SNN whose accuracy rate is only 66.67%. 
In summary, we put the accuracy rates of two cases together in Table 5.6 for easy 
comparison. From Table 5.6, we can see that the method of MNN averagely produces 
Table 5.6 Classification accuracy relative to noise level 
(Fisher’s Iris data) 
Noise level Method Average Best Worst 
SNN 95.00% 100.00% 90.00% 
RF 91.67% 93.33% 90.00% 
No noise 
MNN 96.00% 96.67% 93.33% 
SNN 90.00% 100.00% 66.67% 
RF 76.33% 83.33% 76.67% 
10% noise 
MNN 93.67% 96.67% 93.33% 
the best results both in the case of no noise and in the case of 30% noise added. The 
method of RF gives the poorest accuracy rates. The performance of RF decreases 
apparently when the data set is added noise. Although the method of SNN can achieve 
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100% classification accuracy rate in its best results, its worst accuracy rate is very low 
(66.67%). On the contrary, the method of MNN achieves 96.67% classification 
accuracy rate in its best results, meanwhile its worst accuracy rate remains high 
(93.33%), which results in the robustness that is important in classification algorithm. 
5.6.2. Crabs classification data 
This data is included in Matlab software, where its description is available from 
Matlab helps and cited as follows: “In this demo we attempt to build a classifier that 
can identify the sex of a crab from its physical measurements. Six physical 
characterstics of a crab are considered: species, frontallip, rearwidth, length, width 
and depth. The problem on hand is to identify the sex of a crab given the observed 
values for each of these 6 physical characterstics.” In this data set, we select 160 data 
points to be a training set and select 40 data points to be a testing set. 
For each method (SNN, RF and MNN), we run the simulation ten times. The results 
using the three methods are shown in Table 5.7, where P1 means predicted “Male”, P0 
means predicted “Female”; T1 means true “Male”, T0 means true “Female”. From 
Table 5.11, we can see that the average accuracy rates for the methods of SNN, RF 
Table 5.7 Classification for Crabs classification data (0% noise level) 
SNN RF MNN  
P1 P0 P1 P0 P1 P0 
 
19.8 2.2 16.3 5.7 19 3 T1 Average 
2.6 15.4 2.1 15.9 1.9 16.1 T0 
22 0 18 4 20 2 T1 Best 
2 16 2 16 2 16 T0 
19 3 16 6 18 4 T1 Worst 
6 12 3 15 2 16 T0 
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and MNN are 88.00%, 80.50% and 87.75%, respectively. The best accuracy rates for 
the three methods are 95.00%, 85.00% and 90.00%, respectively. The worst accuracy 
rates for the three methods are 77.50%, 77.50% and 85.00%, respectively. From the 
accuracy results, we find that averagely the performance of SNN is slightly better than 
the performance of MNN mainly due to the high accuracy rates in best performance. 
The method of RF gives the poorest accuracy rates. For the comparison on worst 
performance, the accuracy rate of MNN is 85.00% while the other two accuracy rates 
are below 80.00%. 
In order to check the performance on the data set with noise, we set the noise level as 
30%. The resulting simulation is exhibited in Table 5.8. From Table 5.8, we can see 
Table 5.8 Classification for Crabs classification data (30% noise level) 
SNN RF MNN  
P1 P0 P1 P0 P1 P0 
 
15.7 6.3 15.8 6.2 20.1 1.9 T1 Average 
3.7 14.3 6.1 11.9 3.6 14.4 T0 
22 0 17 5 21 1 T1 Best 
4 14 6 12 3 15 T0 
3 19 15 7 20 2 T1 Worst 
0 18 8 10 4 14 T0 
that the average accuracy rates for the methods of SNN, RF and MNN are 75.00%, 
69.25% and 86.25%, respectively. The best accuracy rates for the three methods are 
90.00%, 72.50% and 90.00%, respectively. The worst accuracy rates for the three 
methods are 52.50%, 62.50% and 85.00%, respectively. From the accuracy results, we 
find that averagely the method of MNN gives the best results when the data set is 
added 30% noise. The method of RF still produces poorest accuracy rates. Although 
the best accuracy rate of SNN is the same with the method of MNN, the method of 
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SNN gives a much lower accuracy rate in the comparison on worst performance than 
the method of MNN whose worst accuracy rate is 85.00%. 
In summary, we put the accuracy rates of two cases together in Table 5.9 for easy 
comparison. From the table 5.9, we can see that the method of RF produces the worst 
Table 5.9 Classification accuracy relative to noise level 
(Crabs classification data) 
Noise level Method Average Best Worst 
SNN 88.00% 95.00% 77.50% 
RF 80.50% 85.00% 77.50% 
No noise 
MNN 87.75% 90.00% 85.00% 
SNN 75.00% 90.00% 52.50% 
RF 69.25% 72.50% 62.50% 
10% noise 
MNN 86.25% 90.00% 85.00% 
results both in the case of no noise and in the case of 30% noise added. The 
performance of MNN is almost the same with the performance of SNN when the data 
set has no noise. When the 30% noise is added, the accuracy rates of SNN and RF 
decrease sharply, while the performance of MNN is still good (86.25%). What is more 
important, the worst accuracy rate of MNN remains high in the case of 30% noise 
added, which result in a low deviation of the performance. This point is very 
significant because it indicates that the method of MNN has power in classifying 
noisy data set. It also demonstrates that the proposed method is more robust than the 
other two methods. 
5.7. Practical examples 
5.7.1. Stock data 
 118 
The stock data is always difficult to classify. In this experiment, we use the data from 
China stock market. To be concrete, we screen all the stocks over ten years 
(01.01.2001-31.12.2009) to pick up the cases for classification, using the following 
rule: today return rate (based on close prices) is above or equal to the band about its 
center line of the last p-day moving average of return rates, for which for illustration 
p  is set as 20 and the band at 1.8 times the standard deviation of the return rates. 
For each of these screened cases, we form its input vector 
i
x  with: 
• today’s return rate 
• yesterday’s return rate 
• the day before yesterday’s return rate 
• today’s volume/(average volume of last 3 days) 
• yesterday’s volume/(average volume of last 3 days) 
• the day before yesterday’s volume/(average volume of last 3 days) 
After input vectors are obtained, we design a trading rule in order to see its outcomes 
and define the output label 
i
y . We trade each screened as follows: 
Buy: today’s close price; 
Exit: 1.044 times the entry price in any of the following 3 days, or close price of 
the third day; 
Stop: none. 
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From each round trade, there is an exit price. We then assign output label 
i
y  to each 
case as follows:  
y=1, if selling price >= 1.01 times buying price 
y=0; if selling price < 1.01 times buying price 
In the end, we have compiled a pair [  ]
i i
x y  for each case. Totally, there are 40,120 
cases or data points. We randomly select 1600 points for classification experiment, of 
which 1200 points are assigned as the training data and the remaining 400 as the 
testing data.  
With such a stock data set, we simulate each method ten times and show the results in 
Table 5.10 for accuracy cases and in Table 5.11 for statistics. From the results, we can 
Table 5.10 Classification for stock data 
SNN RF MNN  
P1 P0 P1 P0 P1 P0 
 
10.7 141.3 24.7 127.3 8.1 143.9 T1 Average 
14.4 233.6 42.2 205.8 9.6 238.4 T0 
13 139 25 127 10 142 T1 Best 
12 236 36 212 9 239 T0 
15 137 21 131 9 143 T1 Worst 
23 225 46 202 14 234 T0 
Table 5.11 Accuracy rates of classification for stock data 
Method Average Best Worst 
SNN 61.08% 62.25% 60.00%. 
RF 57.63% 59.25% 55.75% 
MNN 61.63% 62.25% 60.75% 
see that the performance of MNN is the best in all the methods. The accuracy rates of 
MNN are slightly better than the accuracy rates of SNN. The method of RF gives the 
poorest performance. This experiment implies that our proposed method can work in 
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such a real and difficult application. 
5.7.2. MAGIC gamma telescope data 2004 
We download the data from the website of Machine Learning Repository at 
http://archive.ics.uci.edu/ml/index.html. We cite the data description from the website 
as follows: 
“The data are MC generated (see below) to simulate registration of high energy 
gamma particles in a ground-based atmospheric Cherenkov gamma telescope using 
the imaging technique. Cherenkov gamma telescope observes high energy gamma 
rays, taking advantage of the radiation emitted by charged particles produced inside 
the electromagnetic showers initiated by the gammas, and developing in the 
atmosphere. This Cherenkov radiation (of visible to UV wavelengths) leaks through 
the atmosphere and gets recorded in the detector, allowing reconstruction of the 
shower parameters. The available information consists of pulses left by the incoming 
Cherenkov photons on the photomultiplier tubes, arranged in a plane, the camera. 
Depending on the energy of the primary gamma, a total of few hundreds to some 
10000 Cherenkov photons get collected, in patterns (called the shower image), 
allowing to discriminate statistically those caused by primary gammas (signal) from 
the images of hadronic showers initiated by cosmic rays in the upper atmosphere 
(background).  
Typically, the image of a shower after some pre-processing is an elongated cluster. Its 
long axis is oriented towards the camera center if the shower axis is parallel to the 
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telescope's optical axis, i.e. if the telescope axis is directed towards a point source. A 
principal component analysis is performed in the camera plane, which results in a 
correlation axis and defines an ellipse. If the depositions were distributed as a 
bivariate Gaussian, this would be an equidensity ellipse. The characteristic parameters 
of this ellipse (often called Hillas parameters) are among the image parameters that 
can be used for discrimination. The energy depositions are typically asymmetric along 
the major axis, and this asymmetry can also be used in discrimination. There are, in 
addition, further discriminating characteristics, like the extent of the cluster in the 
image plane, or the total sum of depositions.” 
In this data set, we randomly select 1400 data points as a training set and other 400 
data points as a testing set. With such a data set, we simulate each method ten times 
and show the results in Table 5.12 for accuracy cases and in Table 5.13 for statistics. 
From the resutls, we can see that the performance of MNN is apparently better than 
Table 5.12 Classification for MAGIC gamma telescope data 2004 
SNN RF MNN  
P1 P0 P1 P0 P1 P0 
 
80.2 119.8 102.6 97.4 77.8 122.2 T1 Average 
20.4 179.6 40.5 159.5 2.9 197.1 T0 
79 121 112 88 87 113 T1 Best 
2 198 40 160 3 197 T0 
35 165 101 99 71 129 T1 Worst 
2 198 47 153 3 197 T0 
Table 5.13 Accuracy rates of classification for 
MAGIC gamma telescope data 2004 
Method Average Best Worst 
SNN 64.95% 69.25% 58.25% 
RF 65.53% 68.00% 63.50% 
MNN 68.73% 71.00% 67.00% 
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see that the performance of MNN is the best in all the methods. The accuracy rates of 
MNN are better than the accuracy rates of SNN and RF. The method of SNN gives the 
poorest performance. This experiment indicates that our proposed method can work in 
such a real and difficult application. 
5.8. Conclusion 
In this chapter, we have proposed a new method – multiple neural networks with 
randomized algorithms – for modeling complex data. It incorporates the 
randomization idea of random forest into training algorithm of a neural network and 
the repeated running of such a revised training algorithm yield multiple independent 
neural networks. By the famous theorem on poor learner, such a set of models jointly 
has a great potential to outperform individual models. Its effectiveness is 
demonstrated with a variety of examples including practical ones. It works 
particularly well for the data difficult to learn or model with the exiting methods.   
For the illustrative example, the simulation results indicate that averagely the method 
of MNN can produce best results. When the data set has no noise or small noise (10% 
noise level), the performance of the three methods are similar. All of them can achieve 
high accuracy rates. When the data set has big noises (20%, 30%, 40% and 50% noise 
level), the method of MNN and the method of SNN can still produce the good 
performance while the accuracy rates of RF decrease obviously. Besides, the accuracy 
rates of MNN are higher than the other two methods with a lower deviation on the 
performance. This implies that the proposed method works better than SNN and RF in 
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classifying the noisy data set. 
For the popular examples, the simulation results show that the RF produces the worst 
results in both noise-free and noisy cases. The performance of MNN is almost the 
same with the performance of SNN when the data set has no noise. When the 30% 
noise is added, the accuracy rates of SNN and RF decrease sharply, while the 
performance of MNN remains good (86.25%). More importantly, the worst accuracy 
rate of MNN remains high in the case of 30% noise case, giving a low deviation of the 
performance. This feature is very significant and indicates that the method of MNN 
has power in classifying noisy data set. It also demonstrates that the proposed method 
is more robust than the other two methods. 
For the practical examples, the performance of MNN is better than the performance of 
SNN and RF. In addition, the proposed method produces the highest best accuracy 
rate and the highest worst accuracy rate, which results in the lower deviation of 
performance. Thus it works well in such real applications.  
In summary, the proposed method – multiple neural networks with randomized 
algorithms – averagely produces the better results than the other two methods (SNN 
and RF). When the data set involves noise, the performance of SNN and RF decreases 
sharply, while the accuracy rates of MNN remains high. The method of MNN always 
produces the low deviation of the performance even if the noise is added into the data 
set. Therefore, the proposed method has strong ability to classify the noisy data and 







In the previous chapters, we build various models that are utilized in predicting the 
movement of stock market or in classifying the data set. All the models are trained or 
carried on by the input data. An input data point consists of many features. These 
features can be extracted from the fundamental information on macroeconomic or the 
technical information on microeconomic. The models’ performance is largely decided 
by the input data. If the input data does not include enough useful information, the 
models will not be fully built due to the lack of necessary information; if the input 
data includes redundant information, the models performance will be decreased 
because the unnecessary information may has a negative effect on the models’ 
training or on the models’ execution. In this regard, how to obtain the appropriate 
input features is an important issue in building models. 
Feature selection is a sub-class of dimensionality reduction [23], which – in machine 
learning - is a process of reducing the number of variables under consideration from a 
large number to a smaller number. Dimensionality reduction has two main classes: 
feature selection, and feature extraction. While feature extraction will transform the 
data from a high dimensional space to a lower-dimensional space, feature selection 
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attempts to find a subset of the original variables that best fits the model. Feature 
selection can be further divided into two strategies: the filter approach, and the 
wrapper approach. The filter model [26] selects features based on certain attributes of 
the training data, without the use of any learning algorithm. On the other hand, the 
wrapper method [27] requires one known learning algorithm, and uses its 
performance to assess and decide which features will be selected. 
Gini Index [70], first termed by Corrado Gini, is a measure of a feature’s ability to 
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GiniIndex f p i f
=
= −∑ .                 (6.1) 
For a binary classification problem, the highest possible value that the Gini Index can 
take is 0.5. The smaller the value of the Gini Index, the more relevant the feature is. If 
the Gini Index for all features are calculated and sorted in ascending order, the top k 
features will be selected. However, one downfall of Gini Index is that it is not able to 
eliminate redundant variables. 
Another method of feature selection is information gain (IG) [71] which measures the 
dependence between the feature and the class label. IG of a feature X and a class label 
Y is defined as: 
( , ) ( ) ( | )IG X Y H X H X Y= − .                 (6.2) 
Here, entropy (H) determines the uncertainty associated with a random variable. H(X) 
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is the entropy of X, and H(X|Y) is the entropy of X provided Y is already known, and: 
2( ) ( ) log ( ( ))i i
i
H X P x P x= −∑ ,                 (6.3) 
2( | ) ( ) ( ) log ( ( | ))j j i j
j i
H X Y P y P y P x y= −∑ ∑ .          (6.4) 
The maximum value that IG can take is 1. The higher IG is, the more relevant the 
feature is. Information gain is calculated for all features, and then sorted in 
descending order; then the top k features will be selected. Information gain does not 
eliminate redundant feature either. 
Two of the classical feature extraction techniques that are still widely used are 
Principal Component Analysis (PCA) [72] and Linear Discriminant Analysis (LDA) 
[73]. PCA will attempt to find a low-dimensional subspace that has the highest 
variance possibility, so as to preserve much of the variability in the data. Meanwhile, 
LDA aims to find a low-dimensional subspace that keeps data points from different 
classes as far away as possible, and data points from the same class as close to each 
other as possible. 
A very basic model of the financial market can be given as: 
( )y f x= ,                            (6.5) 
where y is the stock prices, x is the inputs (in this case, previous stock prices) and f is 
the function that maps the inputs to output – stock prices. Currently, the majority of 
financial studies are assuming stationary financial market, i.e. f does not change with 
time. The task will be to determine how the inputs affect future stock prices. This is 
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equivalent to performing input selection to choose the relevant features and discard 
the non-relevant ones or performing input extraction to obtain transformed input data 
from high dimension to low dimension. 
In this chapter, we focus on the input selection methods. Currently there are many 
methods of input selection. However, none of them can always produce the good 
performance. In this regard, this chapter will study several current methods of input 
selection and perform simulations to conduct a comparison research to determine 
which method works bests in the framework. On this basis, we will also attempt to 
improve on the current method to provide a better scheme for input selection. 
Specifically, the present work contributes in the following ways: 
1). Study several current methods of input selection and conduct a comparison 
research on these input selection methods. 
2). On a basis of current methods of input selection, propose a new input 
selection method that can provide a better scheme for input selection. 
The rest of this chapter is organized as: the input selection methods are presented in 
section 6.2. In section 6.3, we describe the data sets obtained and simulation designs. 
The results and discussions are given in section 6.4. The section 6.5 shows the 
conclusions of this chapter. 
6.2. Input selection methods 
6.2.1. Linear regression 
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Suppose that the output y(t) is related to the input vector x(t) in a linear fashion. To be 
able to retain relevant inputs and remove irrelevant ones, we add m pure noise as 
additional inputs, so that the assumed relationship between the output and total input 
vector is given by: 
1 1
( ) ( ) ( )
r m
j j r j j
j j
y k w x k w kε+
= =
= +∑ ∑ , 1,2,...,k N= ,           (6.6) 
where 
i
ε  are m random variables with uniform distribution on interval [-b b], 
independent among each other, and added into the x(t) vector to test for effectiveness 
of input selection methods and relevant modeling techniques. These equations for all 
k are integrated to form the vector equation: 
Xw Y= ,                            (6.7) 
where: 
[ ]1 2 1 2  ...    ... Tr r r r mw w w w w w w+ + += ,                (6.8) 
1 2 1 2
1 2 1 2
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It is solved by the linear least squares method to find the weight vector w. For the last 
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.           (6.11) 
The input xj is retained in the input vector if max| |jw w> , 1, 2,...,j r= , or discarded 
otherwise. 
6.2.2. Linear correlation coefficient 
Pearson product-moment correlation coefficient [74] is a measure of the linear 
independence of two variables X and Y, giving a value between -1 and 1 inclusive. It 
is defined as the covariance of the two variables divided by the product of their 
standard deviation: 
( ) ( )
,
cov( , ) X Y
X Y
X Y X Y
E X YX Y µ µρ
σ σ σ σ
− −  
= = .              (6.12) 
This formula shows the population correlation coefficient, commonly denoted as ρ. 
The sample variance, commonly denoted as r, can be obtained by substituting the 













X X Y Y
r








.                 (6.13) 
Based on a sample of paired data (Xi, Yi), the sample Pearson correlation coefficient 
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, X  and Xs  are standard score, sample mean and sample standard 
deviation respectively. 
The Figure 6.1 shows how different data patterns yield different correlation 
coefficient. 
 
Figure 6.1 Varying linear correlation coefficient (Correlation) 
Similar to linear regression method, we add m pure noise as additional inputs, so that 
the assumed relationship between the output and total input vector is given by: 
1 1
( ) ( ) ( )
r m
j j r j j
j j
y k w x k w kε+
= =
= +∑ ∑ , 1,2,...k N= ,           (6.15) 
where iε  are m random variables with uniform distribution on interval [-b b], 
independent among each other, and added into the x(t) vector to test for effectiveness 
of input selection methods. 
Linear correlation coefficient iρ  between output y(t) and each input ( ),ix t  where 
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i=1, 2, …, r+m, is calculated and stored in the vector: 




.                 (6.16) 
Find the maximum absolute value of linear correlation coefficients of the last m 
variables and the output: 
1 2
max
max(| |,| |, ...,  | |) 0
0 0
r r r m if m
if m
ρ ρ ρρ + + + >= 
=
.           (6.17) 
The input xj is retained in the input vector if max| |jρ ρ> , 1, 2,...,j r= , i.e. xj is more 
correlated to the output than the random variable. Otherwise, xj is discarded. 
To test that the value returned is correct, we have conducted a trial case, where X is a 
column matrix consisting of 1000 randomly generated numbers between 0 and 1, and 
Y is also a column matrix, whose entry is twice the corresponding value in X, i.e. 
Y=2X. In this setup, when a graph of Y is plotted against X, a straight line similar to 
the top-left diagram in Figure 1 is obtained. In other words, X and Y are perfectly 
correlated, and the correlation coefficient should be 1. After running the simulation, 
correlation coefficient obtained is, in fact 1. Hence this command gives the correct 
value. 
6.2.3. Spearman’s rank correlation coefficient 
Spearman’s rank correlation coefficient is a measure of statistical dependence 
between 2 variables, and is defined as the Pearson correlation coefficient between the 
ranked variables. The n raw scores XiYi are converted to ranks xiyi, and ρ is calculated 
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from these [75]: 
( ) ( )
( ) ( )2 2
i ii
i ii i
x x y y
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In this case, the correlation coefficients between each input (including additional 
inputs, i.e. noise) and the output are calculated. 
Spearman’s rank correlation coefficient is used instead of traditional correlation 
coefficient because it is more appropriate when the data points seem to follow a curve 
instead of a straight line, and is less sensitive to the effects of outliers. 
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where n is the number of data points, and d is the difference in ranks of xi and yi. 
Spearman’s rank correlation coefficient iρ  between output y(t) and each input 
( ),ix t  where i=1, 2, …, r+m, is calculated and stored in the vector: 
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Find the maximum absolute value of linear correlation coefficients of the last m 
variables and the output: 
1 2
max
max(| |,| |, ...,  | |) 0
0 0
r r r m if m
if m
ρ ρ ρρ + + + >= 
=
.          (6.21) 
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To test that the value returned is correct, we have conducted a trial case, where X is a 
column matrix consisting of 1000 randomly generated numbers between 1 and 2, and 
Y is also a column matrix, whose entry is dependent on the corresponding value in X 
according to this formula: 3 1Y X= + . In this setup, if X1 < X2, then Y1 < Y2. 
Therefore, the rank of X1 and Y1 will be the same, and the rank of X2 and Y2 will be 
the same, which means that there are no difference in ranks between X1 and Y1, or X2 
and Y2. In other words, X and Y are perfectly correlated, so the correlation coefficient 
should be 1. After running the simulation, correlation coefficient obtained is, in fact 1. 
Hence this command returns the correct value. 
6.2.4. Feature selection based on local learning 
A new algorithm, called “Local Learning Based Feature Selection for High 
Dimensional Data Analysis of feature selection” is proposed by Sun et al [76]. In their 
paper, a new algorithm of feature selection is proposed. The core idea from the paper 
is that an arbitrarily complicated nonlinear problem can be decomposed into a series 
of local linear problems based on local learning and then the feature relevance is 
learned globally. Their method does not make any assumption on the data distribution, 
and is capable of selecting useful features successfully from a large number of 
features that are irrelevant. Its flowchart is shown below from their paper: 





= ⊂ × ±x y ℝD , kernel width σ , regulation parameter 
λ , stop criterion θ . 
Output: Feature weights w 
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1). Initiation: Set ( )0 ,=w 1  1;t =  
2). Repeat: 
 Compute 
( )( )1, | , ,tn i n id x x w x x D− ∀ ∈ . 
 Compute ( ) ( )( )1| ti nP NM −=x x w  and ( ) ( )( )1| ti nP NH −=x x w  
using the Equations (6.22)~(6.23): 
( )( ) ( )( )
|| x x ||
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4). 
( )t
w w= . 
In the above algorithm, nx  is the data point, ny  is the label of the corresponding nx , 
and ( )d ⋅  is the Manhattan distance function. The Manhattan distance is a distance 
that is a sum of absolute values of the differences for each corresponding component 
between the two data points. Mathematically, suppose we have two data points: 
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1 2( ,   ,...,  )nu u u u=  and 1 2( ,   ,...,  )nv v v v= , the Manhattan distance between the two 







= −∑ .                        (6.25) 
6.2.5. New method 
This subsection proposes a new input selection method, which is an improvement on 
the rank correlation coefficient method and correlation-based feature selection method 
[77]. The correlation-based feature selection method chooses the features based on the 
correlation between the features. The method assumes that a feature is irrelevant if it 
is uncorrelated with, otherwise it is useful. Mathematically, the definition is given as: 
Definition: A feature iV  is said to be relevant iif  there exists some iv  and c  for 
which ( ) 0i ip V v= >  such that: 
( ) 0i ip C c V v= | = > .                    (6.26) 
Based on the definition, if a feature is highly correlated with other features, the feature 
is redundant. In this regard, the main idea of the proposed new method is to check 
whether the features are correlated to each other. If the correlation of coefficient 
between features exceeds the correlation coefficient between feature and output, it 
means that the feature is not useful, and its information can be gained from correlated 
features. The detailed procedure is as followed: 
1). Initialization: 
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a. Define the feature sets: Set _F o  as the original set of n  features and 
the selected feature set _F s  as empty set. 
b. Select the first feature: compute the rank correlation coefficient ( ,  )ix yρ  
between the feature ix  and the output y . Include the feature with the 
largest ( ,  )ix yρ  as the first selected feature in _F s  and exclude it 
from _F o . 
c. Remove noisy features: compute the rank correlation coefficient ( ,  )i yρ ε  
between noise iε  and the output y , 1,  2,...,  i m= . Set the default m  
as 20. Let the standard deviation of these m  coefficients be 
__
ρ . Let kx  
in _F o  be such that 
__
( ,  )ix yρ α ρ< , where α  is the threshold ratio. 
Take kx  away from _F o . 
2). Search for relevant features, repeat until either a or b below is not satisfied: 
a. Compute the rank correlation coefficient ( ,  )i jx xρ  for each pair of 
variables ( ,  )i jx x  with _ix F o∈  and _jx F s∈ . 
b. Select the next feature: choose feature _ix F o∈  as the one that 
maximizes 
( ,  )









( ,  )











β  is the threshold ratio. Take ix  away from _F o  and put it into 
_F s . 
3). Output the set _F s  as the selected features. 
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Note that the correlation between noise and output is unstable, thus taking several 
noises instead of single noise to decrease the instability. We compute the correlation 
between input and output as well as the correlation between noise and output. On 
average, the correlation between input and output should be much greater than the 
correlation between noise and output if the input really drives output and should be 
selected in this case. Otherwise, such an input is just like a noise and should be 
discarded. 
6.3. Data sets and simulation 
6.3.1. Linear system 
We construct two dynamic systems to generate data in order to test for input selection 
methods before using them for stock data. The first system is a linear discrete-time 
system: 
1 2 3( ) ( 1) ( 2) ( 3) ( )u t a u t a u t a u t tξ= − + − + − + ,           (6.27) 
where ξ  is a random variable with uniform distribution on interval [ ,  ]β β . The 
coefficients of the linear discrete-time system are determined by its characteristic 
polynomial: 
( )( (cos sin ))( (cos sin ))z z j z jλ γ θ θ γ θ θ− − + − − ,        (6.28) 
where 1λ < , 0γ > , [ ]0,  2θ pi∈
 
such that: 
1 2 cosa λ γ θ= + ,                       (6.29) 
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2
2 ( 2 cos )a γ λγ θ= − + ,                    (6.30) 
2
3a λγ= .                           (6.31) 
The roots of the polynomial are tuned to show a response similar to a stock price 
series under some initial conditions. To this end, we set: 
0.999λ = , 0.9999γ = , 1.95 / 200θ pi= , 
with the corresponding system given by: 
( )( ) 2.9979 ( 1) 2.9967 ( 2) 0.9988 ( 3)u t u t u t u t tξ= − − − + − + ,      (6.32) 
and: 
(0) 10u = , (1) 10u = , (2) 10.002u = . 
We generate several data sets with different levels of noise. We define the 












.                      (6.33) 
The system under the initial conditions is run with one level of noise from t=3 to n to 
give n−3 points of ( ) [ ( ), ( 1), ( 2), ( 3)]z t u t u t u t u t= − − − , t=3, 4,…, n. The system time 
responses with NSR=0 and NSR=13.7462 are shown in the Figure 6.2~6.3, 
respectively. Without noise, the system is stable as the poles are less than 1, and u(t) 
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Figure 6.2 Linear system with NSR = 0 
 
Figure 6.3 Linear System with NSR = 13.7462 
will converge to 0 as t → ∞ . When noise is added, as shown in Figure 6.3, it will 
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cause disruptions in the output. 
6.3.2. Nonlinear system 
The second system is a nonlinear discrete-time system: 
( ) ( ) ( ) ( )( )( )( )
( )( ) ( )( ) ( )
1 2 3
5 6
min 1 max 1 2 , , 4
log 3 cos 4
u t a u t a u t u t a a
a u t a u t tξ
= − + − − − −
+ − + − +
,      (6.34) 
where ξ  is a random variable with uniform distribution on interval [  ]n nξ ξ− . The 
model without the last three terms in the right hand side is cited from a book by 
Agliari et al. [78], entitled “Introduction to Discrete Nonlinear Dynamical System”. It 
represents some economic model with cycles. The parameters are tuned to show a 
response similar to a stock price series under some initial conditions. To this end, we 
set: 





, 5 10a = , 6 10a = , 
and: 
(0) 10u = , (1) 10u = , (2) 10u = , (3) 10u = . 
Similarly to the linear system case, we generate several noisy data sets to produce 
( ),u t  t = 5, 6,…, n. The system time responses with NSR=0 and NSR=0.5224 are 
shown in the Figure 6.4~6.5, respectively. 
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Figure 6.4 Nonlinear System with NSR = 0 
 
Figure 6.5 Nonlinear System with NSR = 0.5224 
6.3.3. Simulation design 
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Our objective is to predict the system response change: 
( ) ( 1)u t u t− − , 3, 4,...,t n= ,                  (6.35) 
or its direction (classification problem) from the past signal. We form the input vector 
( )x t  as: 
( ) [ ( 1),  ( 2),...,  ( )]x t u t u t u t r= − − − , 3, 4,...,t n= ,        (6.36) 
For regression and correlation, we form the output ( )y t as: 
( ) ( ) ( 1)y t u t u t= − − , 3, 4,...,t n= ,               (6.37) 
For classification, we define the label for each input vector from its corresponding 
output as follows (0% threshold): 
( )
( ) ( )( )
( ) ( )( )
1 1 0
0 1 0
if u t u t
y t
if u t u t
 − − >
=
 − − <
,               (6.38) 
The data set for learning is thus formed by ( ) ( ) ( ){ }, 3,4,...,|Z z t x t y t t n = = =   
with the data size (points) equal to N = n −3. 
Sometimes, one may be interested in large changes only. Then, one can filter the 
response with some threshold δ : a data point in the original data set is kept in the 
filtered data set for regression  y(t)=|( ( ) ( 1)) | | ( 1) |if u t u t u tδ− − > − . 
The other data points are discarded. The size of the filtered data set will thus be 
usually reduced, depending on the actual response. The filtered data set for 
classification is obtained by using the same label definition before. 
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We test for the above three methods on the data generated from the linear and 
nonlinear systems. For each system, several sets of data are taken with regard to 
different magnitudes of random variables added: b = 0.01, b=0.1 and b=1. Then, for 
each set of data, the input X  is formed with some combination of parameter values 
of , ,m r δ . Here, r is the number of input features, which can be 2, 4, 8 or 10; δ is the 
threshold level of selected output Y, which can be either 0 or 0.01, corresponding to 
the 0% and 1% threshold level; and m is the number of random variables added, 
which is set to either 0 or 3. 
After that, we assess the performance of each of the aforementioned methods under 
the same conditions (NSR ratio, magnitude of random variables added, same values 
for , ,m r δ ). 
6.4. Results and discussion 
The result obtained after running the simulation is tabulated in the subsequent pages. 
The results of first 4 methods are shown, respectively. Then a comparison is presented. 
After that, the result of the new method is shown. 
Legends: 
r:       Number of input features. 
d:       Threshold. 
m:       Number of random variables added. 
b:       Magnitude of random variables that were added. 
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NSR:     Noise-to-Signal Ratio. 
Linear:   Linear data set. 
Nonlinear: Nonlinear dataset. 
Selected :  Ratio of features that were correctly selected. 
Rejected :  Ratio of features that were correctly rejected. 
1.4.1. Linear regression 
The results for linear system and nonlinear system using linear regression method are 
shown in Table 6.1 and Table 6.2, respectively. From the results, we can see that 
varying the magnitude b of random variables added does not have a significant the 
performance (in terms of ratio of features that were correctly selected, and ratio of 
features that were correctly rejected). A possible explanation is that the random inputs 
Table 6.1 Result for linear system using linear regression method 
 
Table 6.2 Result for nonlinear system using linear regression method 
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that were added do not affect the value of output y, and hence after fitting linear 
regression model to the total inputs, the weight of the random variables added were 
quite small. When b is increased, due to the random nature of the added variables, the 
effect on the resultant linear regression model is not much, and hence the weights of 
these random inputs stay roughly the same, resulting in the performance being 
approximately the same. 
For nonlinear data set, linear regression method does not produce the desired effect: it 
will select all features in the absence of random inputs (which is by default, since 
max 0w = ), and will not select any feature when there are random inputs – which 
means that the weights of the inputs are less than that of the random input (or noise). 
The bad performance is understandable, because the data set is not linear, and thus 
fitting a linear regression model to it might result in the weight of real features being 
smaller than the weight of random features. 
For the linear data set, the output u(t) is supposed to be related to the 3 latest inputs, 
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i.e. u(t−1), u(t−2), u(t−3); so the weight of other inputs, i.e. u(t−4), u(t−5), etc, 
should be 0. However, this was not the case as found from the raw data. A possible 
explanation might be that since Y is linearly correlated to 3 inputs, but the number of 
features that were passed into the method was more than 3, so the input matrix X is 
rank deficient, leading to non-unique (infinitely many) solutions. Mathematically: 
( ) ( ) ( ) ( )1 2 31 2 3u t u t u t u tα α α= − + − + − .           (6.39) 
However, u(t−1) can in turn be expressed as: 
( ) ( ) ( ) ( )1 2 31 2 3 4u t u t u t u tα α α− = − + − + − .         (6.40) 
Substitute this expression back to u(t) yields: 
( ) ( ) ( ) ( ) ( ) ( )1 1 2 3 2 32 3 4 2 3u t u t u t u t u t u tα α α α α α = − + − + − + − + −  ,  (6.41) 
( ) ( ) ( ) ( ) ( )21 2 1 2 3 1 32 ( ) 3 4u t u t u t u tα α α α α α α= + − + + − + − .     (6.42) 
Now, u(t−2) can be expressed as: 
( ) ( ) ( ) ( )1 2 32 3 4 5u t u t u t u tα α α− = − + − + − .          (6.43) 
Substituting this back to the newly-derived expression of u(t) yields: 
( ) ( ) ( ) ( ) ( ) ( ) ( )21 2 1 2 3 1 2 3 1 33 4 5 ( ) 3 4u t u t u t u t u t u tα α α α α αα α αα = + − + − + − + + − + −  , (6.44) 
( ) ( ) ( ) ( ) ( ) ( ) ( )3 2 2 21 1 2 1 2 2 1 3 1 2 32 3 3 4 5u t u t u t u tα αα α α α α αα α α α= + + − + + + − + + − . (6.45) 
In other words, u(t) can be linearly correlated to any 3 consecutive inputs. As a result, 
there are infinitely many solutions. 
Also, a closer look at the results for linear data set shows that maxw is very small, very 
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close to 0 in most cases, which means that most of the time, all of the real features 
will be selected. This explains why the ratio of correctly selected features is always 1 
for the linear dataset. 
6.4.2. linear correlation coefficient 
The results for linear system and nonlinear system using linear correlation coefficient 
method are shown in Figure 6.3 and Figure 6.4, respectively. The results show the 
performance of linear correlation coefficient method for different magnitude of 
random variables added (which is signified by the parameter b), across both linear 
data sets and nonlinear data sets. As we can see, for the same data set, when b is 
changing, the performance of linear correlation coefficient is not much affected: the 
ratio of correctly selected features and the ratio of correctly rejected features stay 
about constant. This might be because the random inputs which were added do not 
Table 6.3 Result for linear system using linear correlation coefficient method 
 
Table 6.4 Result for nonlinear system using linear correlation coefficient method 
 148 
 
have any correlation with the output, and thus their correlation coefficient with 
respect to the output is close to 0. When the magnitude of random variables is 
increased, the correlation coefficient between the output and the newly added inputs 
might be increased, but the change is not very big due to the random nature of these 
variables. As a result, maxρ  is roughly the same for different values of b, which 
means that the selection criteria is about the same as before, leading to about the 
performance level being approximately the same. 
In addition, most of the time, the rate of features that are correctly selected is 1, while 
the rejection rate is 0. This might because of the random nature of the random input 
added, maxρ  is normally quite small, close to 0. In the case where no random inputs 
were added, max 0ρ = . As a result, the selection criterion is lax, and hence most of the 
features were selected, as long as their linear correlation coefficient with input is 
greater than maxρ . 
6.4.3. Spearman’s rank correlation coefficient 
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The results for linear system and nonlinear using Spearman’s rank correlation 
coefficient method are shown in Table 6.5 and Table 6.6, respectively. Again, varying 
the magnitude b of random variables added does not have a significant performance 
(in terms of ratio of features that were correctly selected, and ratio of features that 
were correctly rejected). There are some cases when the performance is affected, for 
example, nonlinear system with NSR = 0.5224 and r = 10, d = 0.01, m = 3, the ratio 
of features correctly rejected for b = 0.01 is 0.833, for b = 0.1 is 0.667, and for b = 1 is 
1. However, in the majority of the cases, the rejection rate and selection rate are about 
the same. A possible explanation is similar to the one given in the results of linear 
correlation coefficient method. The random inputs which were added do not have any 
correlation with the output, and thus their correlation coefficient with respect to the 
output is close to 0. When the magnitude of random variables is increased, the 
correlation coefficient between the output and the newly added inputs might be 
Table 6.5 Result for linear system using Spearman’s rank correlation coefficient method 
 
Table 6.6 Result for nonlinear system using Spearman’s rank correlation coefficient method 
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increased, but the change is not very big due to the random nature of these variables. 
As a result, maxρ  is roughly the same for different values of b, which means that the 
selection criteria is about the same as before, leading to about the performance level 
being approximately the same. 
Overall, Spearman’s rank correlation coefficient method yields a good result than 
linear regression in terms of feature rejection. In some cases, we are able to 
completely remove the irrelevant features, such as when [r d m] = [4 0 3] for the 
linear data set, and [r d m] = [8 0 3] for the nonlinear data set with NSR = 0.5224. 
However, this comes at a cost: not all the relevant features were selected. A possible 
explanation for the better performance is that for this method takes care of the 
nonlinearity of the variables by sorting them according to ascending or descending 
order. 
6.4.4. Feature selection based on local learning 
The results for linear system and nonlinear using the method of feature selection 
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based on local learning are shown in Table 6.7 and Table 6.8. Dr. Sun’s method of 
feature selection via local learning seems to provide the best results among the three 
methods discussed. As seen in the results table, it is able to remove at least some 
irrelevant features in most cases. However, this also comes at a cost: not all the 
Table 6.7 Result for linear system using method of feature selection based on local learning 
 
Table 6.8 Result for nonlinear system using method of feature selection based on local learning 
 
relevant features were selected. This is especially true when the number of inputs 
increases. In addition, there are some cases when this method fails altogether, as 
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highlighted in red in the table, i.e. [r d m] = [2 0 3], [2 0.01 3], [4 0 0], [4 0 3]. In 
these cases, all the weights associated with each input are evaluated to be 0. Hence 
none of the input was selected. Nevertheless, the results obtained using this method is 
the most desirable. Another advantage of local learning is that it does not need any 
random variable to be added in order to compare the weight value with this threshold. 
This is because this method has its own algorithm to evaluate the weight for each 
input, both actual input and those that were randomly added. 
6.4.5. Comparison of first four methods 
Comparisons are made firstly based on the performance for different values of the 
magnitude of random variables added (b): 0.01, 0.1 and 1. After that, normalization is 
applied to both the input and output, and performances of the first four methods are 
then compared. 
The results for the first four methods when b=0.01, b=0.1 and b=1 are shown in 
Figure 6.9~6.17, respectively. From the results above, we can conclude that the 
magnitude of random variables added does not have any significant effect on the 
performance of the 4 methods: linear regression, linear correlation coefficient, rank 
correlation coefficient, and Dr. Sun’s method (local learning). There are some cases 
when the performance is affected, for example when Spearman’s rank correlation 
method was applied to nonlinear system with NSR = 0.5224 and r = 1, d = 0.01, m = 
3, the rejection rate for b = 0.01 is 0.833, for b = 0.1 is 0.667, and for b = 1 is 1. 
However, in the majority of the cases, the rejection rate and selection rate are about 
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the same. This might be because the random inputs which were added do not have any 
correlation with the output, and thus their correlation coefficient with respect to the 
Table 6.9 Performance when b=0.01 (Part I) 
 
Table 6.10 Performance when b=0.01 (Part II) 
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Table 6.11 Performance when b=0.01 (Part III) 
 
 


























Table 6.17 Performance when b=1 (Part III) 
 
output is close to 0. When the magnitude of random variables is increased, the 
correlation coefficient might be increased, but the change is not very big due to the 
random nature of these variables. Therefore, the threshold level 
( max 1 2max(| |, | |, ...,  | |)r r r mw w w w+ + +=  
might not have increased by so much, and the 
performance level is roughly the same. 
Overall, Dr. Sun’s method of feature selection based on local learning seems to give 
the best result. In most cases, it is able to remove at least some, if not the majority of 
the irrelevant features. However, not all of the relevant features were selected; and it 
fails altogether in a few cases. Nevertheless, it still gives better result than linear 
correlation coefficient, rank correlation coefficient, and linear regression, which tends 
to select most of the features, regardless of whether they are relevant. 
6.4.6. New method 
For the new method, we set parameters based on extensive simulation. We find that 
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when the threshold alpha is set as 1.5 and the parameter beta is set as 0.5, the 
performance is overall the best, In this regard, we take 1.5α =  and 0.5β = . Since 
the previous experiments indicate that the magnitude of random variables added does 
not have any significant effect on the performance, the magnitude of random variables 
is set as [-1 1] and not varied in the experiments of the new method. The results for 
linear system and nonlinear system using the new method are shown in Table 6.18 and 
Figure 6.19. From the results, we observe that the new method yields quite positive 
results in terms of feature rejection. In most of the cases, this method is able to 
eliminate most of the irrelevant features, with the rate of correctly rejected 
Table 6.18 Performance on new method for linear data 
 Linear; 0NSR =  Linear; 0.8649NSR =  Linear; 13.7462NSR =  
r  d  Selected Rejected Selected Rejected Selected Rejected 
2 0 0.5 NA  0.5 NA  0.5 NA  
2 0.01 0.5 NA  1 NA  0.5 NA  
4 0 0.6667 1 0.6667 1 0.3333 1 
4 0.01 0.3333 0 0.3333 0 0.3333 0 
8 0 0.6667 1 0.3333 0.6 0.3333 0.8 
8 0.01 0.3333 0.8 0.6667 0.6 0.3333 0.6 
10 0 0.3333 1 0.3333 1 0.3333 0.7143 
10 0.01 0.6667 0.8571 0.3333 0.8571 0.6667 0.8571 
Table 6.19 Performance on new method for nonlinear data 
 Nonlinear; 0NSR =  Nonlinear; 0.043NSR =  Nonlinear; 0.5224NSR =  
r  d  Selected Rejected Selected Rejected Selected Rejected 
2 0 1 NA  1 NA  1 NA  
2 0.01 1 NA  1 NA  1 NA  
4 0 0.75 NA  0.5 NA  0.75 NA  
4 0.01 1 NA  1 NA  0.75 NA  
8 0 0.5 0.75 0.5 0.5 0.25 0.75 
8 0.01 0.5 1 0.5 0.75 0.25 1 
10 0 0.25 0.6667 0.25 0.8333 0.25 0.8333 
10 0.01 0.5 1 0.5 1 0.5 0.8333 
features almost always higher than 0.5. In some particular situations – such as 
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nonlinear data set and NSR=0, this method manages to eliminate all unwanted 
features when 8r = , 0.01d =  and 10r = , 0.01d = , where the rate of correctly 
rejected feature stands at 1. This might be because by evaluating the correction 
coefficient between features, we are able to reduce the number of features that are 
highly-correlated to each other, and thus feature rejection rate increases. 
However, there are cases (such as linear data set NSR=0.8649 with number of input 
4r = , and the input threshold level 0.01d = ) where correct rejection rate is 0. This 
might be because u(t-4) is the only irrelevant feature for linear data set, and the 
number of inputs were not large enough for the covariance checking to be effective, 
and hence this irrelevant input has passed the testing criteria. 
In terms of feature selection, this method does not give very good results, especially 
for linear data sets. For most of the test cases for linear data sets, the method is able to 
select at most 1 feature out of 2 (if n=2) or 3 (if n=4, 8 or 10). One possible 
explanation might be the high correlation coefficient between consecutive input 
features. For example, kx  and 1kx −  are consecutive terms in the time series, and 
hence they are highly correlated. As a result, their correlation coefficient is often 
higher than the correlation coefficient between the output and input vector kx . 
6.5. Conclusion 
In conclusion, this chapter has studied in detail different methods of input selection 
that might prove to be useful in helping researchers as well as investors alike predict 
future stock prices. 
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All the input selection methods are tested on artificially generated data. From these 
results, their performance is evaluated. The main contributions of this chapter are: 
firstly, among the feature selection methods, Dr. Sun’s method of “local learning 
based feature selection for high dimensional data analysis” seems to yield the best 
results, as generally it can remove at least some irrelevant features and keep most of 
the relevant features. Secondly, the results obtained are relatively consistent in both 
linear and nonlinear data sets, and both over high and low noise-signal ratio. This is 
important because it demonstrates that the methods of input selection are robust, 
which implies they can work in different conditions. Thirdly, new method we 
proposed yields quite positive results in terms of feature rejection. In most of the 















7.1. Findings of this thesis 
Although a large number of publications on financial market modeling have emerged, 
many questions still remain unsolved. The challenges in precisely modeling financial 
market are that the financial market is highly nonlinear and the internal relations are 
absolutely unknown. Besides, the financial market is always influenced by 
emergencies, which increases the difficulties in obtaining the precise models. 
However, it is still possible to make a progress in modeling the financial market. In 
view of this, the thesis explores some discovery natures in stock market and proposes 
new methods in building models. 
In chapter 2, the multiple-indicator model is investigated. Since the Efficient Market 
Hypothesis (EMH) may not hold true in stock markets, especially in the stock markets 
of developing countries, this chapter investigates the efficiency in China stock market 
which is an emerging stock market by building multiple-indicator models. We do the 
prediction of Shanghai Composite Index return and the prediction of Shanghai 
Composite Index volatility based on regression model and neural network model 
using the daily and weekly data of Shanghai Composite Index. The experiments 
results show that the neural network models produce better results than the regression 
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models. The performance of the prediction of daily return is better than the 
buy-and-hold strategy. This indicates that the China stock market is not efficient, we 
can beat the market by building multiple-indicator models. 
In chapter 3, the multiple-time model is studied. Since the traders actually make their 
decisions by simultaneously considering multiple time frames data in real trading, this 
chapter builds the multiple-time models by mimicking traders’ decision making 
process. We do the prediction of the return of Shanghai Composite Index (SH000001) 
as well as 3 representative stocks (Petrochina Co., Ltd. (SH601857), Industrial And 
Commercial Bank Of China Limited (SH601398) and China Vanke Co.,Ltd. 
(SZ000002)) based on the regression model using different combinations of different 
time frames of the daily, weekly and monthly data. Four types of the models of 
multiple frames are proposed. Two different approaches are used to test the models of 
multiple frames. The experiments results show that the performance of the models of 
multiple frames is better than the performance of the models of single frame for both 
daily and weekly predictions. The prediction of weekly return produces better results 
than the prediction of daily return. The results indicate that the China stock market is 
really inefficient, extra profit can be made from the China stock market by building 
multiple-time models. Meanwhile, the results also demonstrate that by mimicking 
traders’ decision making process, better consequence can be obtained. 
In chapter 4, multiple decision trees are explored. We present various trading models 
for the stock market and test whether they are able to consistently generate excess 
returns from the Singapore Exchange (SGX). Instead of conventional ways of 
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modeling stock prices, we construct models which relate the market indicators to a 
trading decision directly. Furthermore, unlike a reversal trading system or a binary 
system of buy and sell, we allow three modes of trades, namely, buy, sell or stand by, 
and the stand-by case is important as it caters to the market conditions where a model 
does not produce a strong signal of buy or sell. Linear trading models are firstly 
developed with the scoring technique which weights higher on successful indicators, 
as well as with the least squares technique which tries to match the past perfect trades 
with its weights. Since stock markets could be highly nonlinear sometimes, the 
random forest method is then employed as a nonlinear trading model. Gradient 
boosting is a technique in the area of machine learning. Given a series of initial 
models with weak prediction power, it produces a final model based on the ensemble 
of those models with iterative learning in gradient direction. We apply gradient 
boosting to each tree of random forest to form a new technique – Gradient Boosted 
Random Forest – for performance enhancement. All the models are trained and 
evaluated and statistical tests such as randomness, linear and nonlinear correlations 
are conducted on the data to check the statistical significance of the inputs and their 
relation with the output before a model is trained. Our empirical results show that the 
proposed trading methods are able to generate excess returns compared with the 
buy-and-hold strategy. 
In chapter 5, the multiple neural networks with randomized algorithms are studied. 
The classification problem is a sub-class of predicting the movement of stock markets. 
We proposed a novel method – Random Neural Network - for classification problem. 
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This new method combines the technique of random forest and the technique of 
neural network. We apply the proposed method to illustrative data, popular data and 
practical data, respectively, with a comparison on neural network and random forest. 
The experiments show that the proposed method averagely produces the better results 
than the other two methods (neural network and random forest). When the data set 
involves noise, the performance of neural network and the performance of random 
forest decrease sharply, while the accuracy rates of random neural network remain 
high. The method of random neural network always produces the low deviation of the 
performance especially when the noise is added into the data set. This finding is very 
significant, because it indicates that the proposed method has strong ability to classify 
the noisy data, it also demonstrates that the method of random neural network is a 
robust classification technique. 
In chapter 6, the multiple-input selection is investigated. Since the models’ 
performance is largely decided by the input data. It is important to study how to select 
appropriate features from the input data. We study several current methods of input 
selection and conduct a comparison research on these input selection methods. On a 
basis of current methods of input selection, we propose a new input selection method 
that can provide a better scheme for input selection. The results show that: firstly 
among the feature selection methods, Dr. Sun’s method of “local learning based 
feature selection for high dimensional data analysis” seems to yield the best results, as 
generally it can remove at least some irrelevant features and keep most of the relevant 
features. Secondly, the results obtained are relatively consistent in both linear and 
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nonlinear data sets, and both over high and low noise-signal ratio. This is important 
because it demonstrates that the methods of input selection are robust, which implies 
they can work in different conditions. Thirdly, new method we proposed yields quite 
positive results in terms of feature rejection. In most of the cases, this method is able 
to eliminate most of the irrelevant features. 
7.2. Future work 
In the future, the research work can be improved on: 
1). More emerging stock markets can be investigated. In addition to China stock 
market, there exist many other emerging stock markets, such as India, Brazil 
and Vietnam. Research on these stock markets is also meaningful. Besides, the 
input data used for predictions of markets can be extended by using 
macro-fundamental data such as interest rate and required reserve ratio. Such 
macro-fundamental data may contain useful information which can be used to 
predict market movements more accurately. 
2). A further focus should be to add more “lower” time frames to the model 
(hourly, minutes and seconds) to cross link the frames. Although it remains to 
be seen, this would have the effect of stabilizing the model further since the 
“layers” of time frames will behave in tandem to model the process variable. 
Since a sudden change in a higher time frame may be a gradual change in the 
lower time frame, this addition would improve directional accuracy and mean 
square error in higher time frames. 
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3). For the basic rules, currently all trading rules are defined on precise values. For 
example, one rule states that if the RSI value is above 70, then a ‘sell’ 
recommendation is given. However, what the rule should actually be is that if 
the RSI value is ‘high’, then a ‘sell’ recommendation is given. If above 70 is 
defined as ‘high’, what about a reading of 69? Hence, fuzzy logic, although 
studied by many researchers but yet used in our framework, is a good remedy 
for this problem by defining the qualitative description, ‘high’, using 
membership functions. 
4). The framework of multiple models can be explored. The multiple models often 
can not obtain consistent consequence. Building multiple models with new 
method is meaningful. For example, three or four models could be used within 
each system, and a trend classification algorithm can be used to classify the 
time series into a larger number of different trends. This framework may 
produce better results. 
5). In the framework of our research on input selection, the experiment data is 
taken from the dynamic system, which means the input is related with the 
output. It is necessary to investigate the static system under our framework of 
input selection. In addition, some new input selection method, such as 
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