Abstract Accurate seafloor geodetic methods are critical to the study of marine natural hazards such as megathrust earthquakes, landslides, and volcanoes. We propose digital image correlation of repeated shipboard sidescan sonar surveys as a measurement of seafloor deformation. We test this method using multibeam surveys collected in two locales: 2500 m deep lightly sedimented seafloor on the flank of a spreading ridge and 4300 m deep heavily sedimented seafloor far from any plate boundary. Correlation of these surveys are able to recover synthetic displacements in the across-track (range) direction accurate to within 1 m and in the along-track (azimuth) direction accurate to within 1-10 m. We attribute these accuracies to the inherent resolution of sidescan data being better in the range dimension than the azimuth dimension. These measurements are primarily limited by the accuracy of the ship navigation. Dual-frequency GPS units are accurate to ∼10 cm, but single-frequency GPS units drift on the order of 1 m/h and are insufficient for geodetic application.
Introduction

Summary
There is a compelling need for accurate and economical tools to be used for seafloor geodetic applications [Davis et al., 2012; Wilcock et al., 2012] . The vast majority of plate margins, specifically the subduction zones associated with megathrust earthquake and tsunami hazards, are distributed in marine environments unobservable via traditional satellite-based techniques [Spiess, 1985] . Understanding the earthquake cycle along spreading ridges, transform faults, and subduction zones will require at least two types of geodetic measurements-point measurements to establish plate motions and spatially dense coverage to investigate moment accumulation rate of locked patches at the plate margins.
On land, these tools are well developed. Point measurements from GPS networks provide millimeter-accuracy, vector displacement time series [Wdowinski et al., 2001] , and interferometric synthetic aperture radar (InSAR) provides spatially dense snapshots of line-of-sight deformation [Bürgmann et al., 2000] . However, these techniques make use of electromagnetic radiation which cannot penetrate the deep ocean.
There are three main classes of seafloor geodetic measurements [Bürgmann and Chadwell, 2014] . First, hybrid GPS-Acoustic (GPS-A) arrays measure the relative position between three or more seafloor transponders via acoustic ranging. The location of these transponders is monitored by a ship, buoy, or wave glider whose position is in turn monitored in a global reference frame using GPS. Second, pressure sensors can be deployed to the seafloor to directly measure vertical deformation. Finally, the seafloor can be imaged using a multibeam sonar array or an active source seismic array. These data have geodetic applications when comparing repeated surveys. Spiess [1985] and has since been employed to measure tectonic motions of the Juan de Fuca plate [Chadwell and Spiess, 2008] , interseismic strain accumulation due to subduction offshore coastal Peru [Gagnon et al., 2005] , as well as the coseismic [Sato et al., 2011; Kido et al., 2011] and postseismic [Watanabe et al., 2014; Tomita et al., 2015] displacement due to the 2011 M w 9.0 Tohoku-Oki earthquake. Analogous to terrestrial GPS, these systems can capture centimeter-scale motions at specific points, but GPS-A is hampered by the considerable expense of deploying and monitoring transponders as well as the significant ship time required to make the measurement. In contrast, multibeam sonar data are significantly cheaper to acquire and provide a denser spatial coverage like InSAR but are significantly less accurate. Repeated multibeam surveys have mostly been used to detect large changes (>10 m) in bathymetry due to volcanic events [Chadwick et al., 1991; Fox et al., 1992; Chadwick et al., 1998; Caress et al., 2012] . However, the Fujiwara et al. [2011] study showed that even the 10 m accuracy of the multibeam sonar was sufficient to provide important constraints on the very large displacement (∼50 m) of the seafloor associated with the Tohoku-Oki earthquake. These multibeam data were critical for understanding why the tsunami had such large amplitude.
GPS-A was first proposed by
We are investigating methods for improving the accuracy of the seafloor displacement measurement using digital image correlation [Pan et al., 2009] , a technique used to measure horizontal offsets. Digital image correlation has been developed as a tool for measuring in-plane deformation with subpixel accuracy [Chen et al., 1993; Sjödahl and Benckert, 1993] . These techniques are analogous to pixel tracking, which has been used in InSAR studies to measure ice velocities and along-track offsets for coseismic motions [Joughin, 2002] .
The accuracy of a displacement measurement obtained from a correlation study is a subpixel quantity, but the horizontal resolution of standard multibeam bathymetry depends upon the height of the measurement platform above the seafloor. Thus, although Fujiwara et al. [2014] demonstrated meter accuracy displacement measurements from repeated multibeam surveys of shallow (∼1000 m) water, this may not be easily extended to water deeper than 2000-3000 m, when the resolution of multibeam increases to 100-150 m. In contrast, sidescan data, while still having an along-track resolution comparable to bathymetry, have an across-track resolution R r of
where is the look angle, c is the speed of sound in seawater, and is the pulse length. (See Appendix 1) Since this quantity depends upon the look angle rather than platform height, the across-track resolution of sidescan may remain on the order of the pulse length in water 4000-6000 m deep. Here we evaluate sidescan data from a 12 kHz system having a nominal range resolution of 13-64 m. Thus, we propose cross-correlating the sidescan data product of multibeam sonar systems, which should yield superior displacement measurements in at least one dimension.
There are three general sources of error that must be quantified in such an experiment: variations in the sound speed profile, uncertainty in the digital image correlation that depend on the cruise parameters of the multibeam surveys (including the ship speed and stability, the seafloor depth and roughness, and the distance between repeat tracks), and limitations of the navigational system used to locate the measurement platform. We evaluate the error associated with each source by analyzing data from two cruises, the 2003 survey CNTL15RR collected approximately 2500 m above the young, lightly sedimented seafloor on the flank of the Juan de Fuca Ridge, and the 2010 survey MV1011 collected approximately 4300 m above old, heavily sedimented seafloor 300 nautical miles offshore Southern California.
Sound Speed Errors
We address concerns of sound speed variations with the following thought experiment. Consider the area of seafloor ensonified by right-and left-looking pings from a multibeam sonar ( Figure 1a) . We assume the most likely source of sound speed variations is due to internal waves in the upper water column. Such waves have a period on the order of tens of minutes, far greater than the duration of a single ping. Thus, we posit that at any given moment of time, the sound speed perturbation appears to be a horizontal layer, as shown in Figure 1b . This has the effect of introducing a time delay into the signal relative to the expected ping duration, similar to that if the platform had moved vertically some distance ΔH. Due to the even symmetry of this model, we expect the apparent horizontal motion of the port and starboard seafloor to cancel one another. This expectation is routinely applied to address variations in sound speed velocity in high-precision GPS-Acoustic surveys [Spiess et al., 1998 ]. The primary difference between GPS-Acoustic studies and repeat cross-correlation studies is that apparent horizontal motions due to sound speed velocity variations are averaged out over the time domain in the former and the spatial domain in the latter.
Image Correlation Errors
We assess the accuracy of the digital image correlation operation by applying it to sets of repeated sidescan sonar surveys, which have similar geometries in a single locale and consist of tracks collected in the same direction. We extract raw sidescan amplitudes from instrument-generated data files using the MB-System software package [Caress and Chayes, 1996] and rotate them into a coordinate frame with axes aligned with the along-track (azimuth) and across-track (range) directions. We then create grid files of the surveys using the Generic Mapping Tools software [Smith and Wessel, 1990] . We then calculate the normalized cross correlation between the grids, estimating the offset as the location of peak correlation coefficient [Pan et al., 2009] .
We analyze repeated multibeam tracks from the CNTL15RR and MV1011 cruises. These tracks are separated only by at most a few days of time; any deformation that may have occurred is thus negligible. We estimate the displacement accuracy by injecting an artificial horizontal offset in the repeat data and comparing the estimated offset with the injected offset. We repeat this process many times, analyzing the residuals between the injected and measured offsets to assess the accuracy and precision of this methodology.
In this way, we may begin to assess the relevance of various cruise parameters to this type of experiment. Of particular interest is the ship speed and stability during data collection, as well as how closely the tracks are repeated. These parameters should directly affect the distribution of soundings on the seafloor, as well as the coherence between repeat surveys. Also of interest are the seafloor characteristics; rougher seafloor should presumably lead to a higher correlation.
Navigation Errors
The multibeam sonar precisely measures the range of seafloor reflectors; such a relative measurement is only as accurate as our knowledge of the location of the instrument platform. Multibeam sonars generally rely on information from the ship navigation and motion reference unit to locate points on the seafloor. We evaluate the precision of the ship navigation by comparing it to independent location measurements collected during the CNTL15RR cruise, and apply the improved navigation to the associated sidescan data to assess its effect on the image correlation experiment. EXP06, in two sites, across the Juan de Fuca Ridge axis and off the ridge flank. Data were collected at slow ship speeds using a Kongsberg EM120 multibeam system.
Image Correlation Tests
CNTL15RR Cruise
Of the six multibeam tracks collected, EXP01 and EXP03 were collected above the Juan de Fuca Ridge axis with the intent of forming a synthetic aperture above young, rough seafloor. These data were collected at a speed of 0.5-1.5 knots (1 knot = 0.5 m/s = 1.85 km/h) and a heading of 277 ∘ and are a close repeat with a baseline of 1 m on average for 6 km of track length. We calculate an estimate of the signal and noise between these tracks by computing their sum and difference. The sum ( Figure 3 ) shows a coherent mottled texture, and the difference shows a speckled pattern with little structure and relative amplitude about 25-50% of the coherent signal. The experiments had minor difficulties maintaining a constant heading due to persistent winds and currents from the north, but most correlation errors are likely due to the EM120 yaw stabilization being set to filtered heading during EXP01. As a result, the orientation of the pings in EXP01 was dependent upon the orientation of the ship at the time of transmission rather than upon a user-specified orientation. The yaw compensation of EXP03 was set to 273 ∘ to most closely match the heading of EXP01 while accounting for systematic biases between the ship's gyro system and the PHINS INU.
The EXP02 and EXP04 through EXP06 tracks were collected on the cleft flank of the Juan de Fuca Ridge near (44 ∘ 42.75 ′ N, −130 ∘ 02.59 ′ E). These surveys were designed to compliment the ridge axis surveys by forming a synthetic aperture above relatively old, more sedimented seafloor. The EXP02 track was collected at a speed of 0.5-0.6 knots and a heading of 290 ∘ controlled by the manual yaw stabilization. The remaining tracks were collected with the intent of repeating the EXP02 track, but were met by various difficulties. Inclement weather during EXP04 and EXP05 rendered the ship unable to maintain a steady track at such a slow ship speed; to compensate the ship speed was increased to 1.2-1.5 knots. To ensure that the pulse frequency of the sonar remained below the pulse repetition frequency theoretically required for successfully forming a synthetic aperture, the beam width was narrowed such that the maximum allowed range was 3800 m. As a result, EXP04 and EXP05 have drastically reduced coverage, and the coverage preserved is exclusively of the near-vertical beams unsuitable for digital image correlation due to their poor range resolution. The EXP06 track is a high-quality repeat of EXP02 since it was collected with the same heading and ship speed with a small baseline offset averaging 3 m but is only 1 km long due to time constraints during the survey. The horizontal lineations across the sidescan data ( Figure 4) are sharp in the range direction, which aids in the cross correlation. In addition, the noise between surveys is small relative to the noise between EXP01 and EXP03.
MV1011 Cruise
The MV1011 cruise was conducted in 2010 offshore of Southern California in the vicinity of 124 ∘ W, 32.25 ∘ N using the Kongsberg EM122 multibeam array aboard the R/V Melville ( Figure 5 ). The seafloor in this region is approximately 4300 m deep, being old and far from any spreading ridges. Presumably from its age, it is also heavily sedimented, although it displays a well-defined abyssal hill fabric oriented north-south. This is advantageous since the fabric manifests perpendicular to the range direction in the sidescan plots (Figures 6  and 7) . The survey was collected at speed of 3.2-3.5 knots and includes five sections of track that repeat in two regions offset by approximately 2 km. The tracks that repeat one another are approximately 20 km long and separated by 2 m on average in the across-track direction. Denoting the successive repeated tracks MV11A through MV11E, MV11B, and MV11D repeat in the eastern section and the remainder in the western region. All of the tracks maintain a stable heading, although this heading is not necessarily in the direction of the track. Nevertheless, the stability of the heading means that we may easily correct for any resulting yaw biases. These tracks have a range sampling on the order of a meter, but an azimuth sampling between 30 and 40 m due to the faster ship speed compared to the CNTL15RR survey.
Although the ensonified areas of the western and eastern tracks show significant overlap, we do not perform correlation between the two sets for two reasons. First, the track headings are out of phase by approximately 180 ∘ , which may introduce unwanted errors due to the relative difference in the phase center of the multibeam array. Second, the 2 km offset between regions would likely reduce correlation significantly due to reflectors on the seafloor being observed by significantly different look angles. The error contributions of both of these effects will need to be quantified in the future, but the MV1011 survey is not ideal for such a study since the contributions cannot be isolated.
Results
We perform cross correlation of repeated raw sidescan tracks in the CNTL15RR and MV1011 surveys, injecting offsets in both the azimuth and range directions ranging from −10 < x < 10 m with 1 m increments. After estimating the displacement, we difference the measured and injected offsets to obtain a set of residuals with which to assess the efficacy of this method (Figure 8 and Table 1 ). For the cross correlation, the CNTL15RR tracks were gridded at a resolution of 20 m in both the azimuth and range directions. The MV1011 tracks were gridded at 120 m in the azimuth direction, owing to the scarcer ping spacing, and 20 m in the range direction. a CNTL15RR tracks EXP01-EXP06 were gridded at 20 m in both the azimuth and range directions. MV1011 tracks MV1011A-MV1011D were gridded at 120 m in the azimuth direction and 20 m in the range direction.
The residuals are precise to the scale of decimeters to meters, but show systematic biases on the order of meters to tens of meters.
Navigation Tests
Navigation Data
The location of the vessel is measured using the shipboard navigation, which depends upon a single-frequency GPS receiver processed using the P-code protocol (PC). During the CNTL15RR cruise, three additional dual-frequency GPS receivers were deployed aboard the vessel to serve as a complimentary location feed. From these dual-frequency GPS locations, we infer the orientation of the ship independent of the onboard motion reference unit and define a body frame through which we may accurately track the location of any specific point during the experiment. In particular, we are interested in the location of the center of gravity of the vessel (CG) and the location of the transmitter array (TX). For the following analysis, we shall be analyzing the location of the vessel during a 2 h window of the EXP03 repeat survey.
Location Differences
The locations of TX (based on dual-frequency GPS) and PC (based on single-frequency GPS) during the EXP03 survey are plotted in Figure 9 . We take the difference between these time series and CG to analyze changes in relative position within the body frame of the ship. TX and PC have standard deviations of approximately 15 cm and 2 m, respectively (Table 2) . However, the single-frequency ship navigation appears to drift with respect to the body frame defined by the dual-frequency receivers on the order of 1 m/h, as demonstrated by the apparent shift in the location of PC (Figure 10 ). The actual precision of PC is overestimated by the standard deviation due to this drift and is likely closer to ∼50 cm.
We repeat the digital image correlation procedure for EXP01 and EXP03 using the locations of CG as measured by the dual-frequency GPS units (Table 3 ). The residuals of the reprocessed results show a smaller mean and larger standard deviation in both the azimuth and range direction.
Discussion
We derive our estimate of the accuracy and precision of the displacement measurement between two surveys as the mean and standard deviation of the residuals (Table 1 and Figure 8 ). The first-order estimate of the accuracy of this method comes from the mean of the residuals, since any biases in the data will cause the mean to deviate from zero. We observe biases on the order of meters that increase by an order of magnitude in the along-track (azimuth) dimension at faster ship speeds. The large (>30 m) azimuthal biases of the MV1011 residuals may result from the lower ping density arising from these faster surveys. There is likely a shift in the ping locations along track between the two surveys, resulting in the surveys ensonifying slightly different portions of the seafloor within the same area. Increases in range bias due to ship speed are not directly observed, since the echo density depends upon the sampling rate in the range direction rather than the ship speed. However, we predict that faster ship speed could cause decorrelation between tracks if the ping shift is greater than half the wavelength of the measured features; this would adversely affect both the azimuth and range accuracy.
Observed biases may be partially due to variations in the sound speed profile between surveys. Such variations have been previously observed [Spiess et al., 1998 ], but on the order of decimeters. In addition, we expect the apparent displacements from sound speed variations to mostly cancel due to symmetry. These errors are likely due to shortcomings of the ship navigation since updating the navigation with locations constrained using a trio of dual-frequency GPS receivers significantly reduced the biases observed in the EXP01/EXP03 tracks (Table 3) . This is consistent with a drift we observed in the single-frequency ship navigation, which is on the order of meters per hour. This drift is likely due to changing electron content in the ionosphere and probably contributes to a significant portion of the error observed in the correlation experiment. Although errors introduced by these effects may not be crippling for most marine applications, they are large enough that a single-frequency GPS is insufficient for geodetic applications at sea.
The precision of these measurements may be estimated from the standard deviation of the residuals, and lies within the range of 0.5-2 m in the range dimension and 1-10 m for the azimuthal direction ( Figure 8 and Table 1 ). This difference in precision is expected due to the inherently higher resolution of sidescan sonar in the range direction, especially at faster ship speeds. We interpret the improved range precision of the MV1011 tracks as due to the lineations parallel to the range dimension, which provide a distinct signal in the correlation. Geodetic measurements at this precision should be sufficient to measure displacement due to offshore earthquakes, but only once the biases due to ship speed and navigation constraints have been minimized. Even with minimal bias, signals such as plate motions would require long periods of time between measure- ments. Since measurements are more accurate in the range dimension, we recommend conducting at least two orthogonal surveys in an area of interest, one for each horizontal dimension.
The seafloor roughness does not seem to play a large role in the displacement precision since tracks over smooth seafloor such as EXP02/EXP06 produce displacement measurements roughly as precise as tracks over rougher seafloor. This phenomenon has been previously observed by Schreier et al. [2000] , who posited that the long-wavelength features contribute the largest component of the correlation. We verify this explicitly by computing the coherency spectrum for each pair of repeated tracks in the across-track (range) dimension ( Figure 11 ). In each case the coherency is highest at low wave number (long wavelength) and falls to a noise floor at higher wave numbers (short wavelengths). We attribute more gradual decline of the MV1011 spectra to a more even frequency distribution arising from the lineations parallel to the range dimension. The approximate wavelength at which three of the four coherency spectra fall below 0.2 is 100 m or 5 pixels, since all of the grids considered in this study have a range cell size of 20 m. This may seem unintuitive since the high contrast from the high-frequency signal of a rough seafloor should presumably create a higher correlation, but in practice these features are also more susceptible to random noise.
These measurements are limited by the quality of the seafloor model used to define the range parameter. For these studies a flat seafloor model has been sufficient, but in areas with sufficient relief it may be necessary to define a more rigorous range coordinate. In addition, these measurements must still be converted to a geographic coordinate frame; they are thus limited by the quality of the digital elevation model used in the conversion. Note, however, that multibeam is somewhat unique in that the bathymetry data product may serve this role. There is also some ambiguity in how the measurements from this study would map into the geographic coordinate frame since they are derived from data on both the port and starboard of the vessel. However, this ambiguity could be resolved by correlating smaller data subsets, which would also allow us to more easily discard lower quality data such as those near-vertical incidence.
We have yet to implement a code to perform either of these operations.
Unfortunately, the cross correlation is dependent upon the gridding parameters used to process the data. The grid cell size should be large enough to include multiple samples, which are then averaged to reduce noise. However, cells that are too large are less sensitive to the displacements we wish to measure. The cell size in the range dimension is primarily governed by the sampling rate of the instrument, while the azimuthal cell size is governed by the ping spacing, a function of the ship speed. While we expect the slower surveys to have better accuracy in the azimuthal direction due to denser pings, we do not observe this effect. This is likely due to the unstable heading of the ship at such slow speeds, which causes the pings to have variable density. It is thus just as important that a multibeam survey have a steady orientation as a slow speed for geodetic application.
Conclusions
We measure simulated seafloor displacement using repeated sidescan sonar surveys. From a platform height of 3-4 km and a ship speed of 0.5-3.5 knots, we are able to measure displacements accurate to tens of meters in the along-track (azimuth) direction and meters in the across-track (range) direction, an improvement over the previous Fujiwara et al. [2011] study of approximately 1 order of magnitude. These measurements are limited by the accuracy of the shipboard navigational system, which may be accurate to ∼10 cm if it utilizes a dual-frequency GPS. Single-frequency GPS units drift on the order of meters per hour and are thus not sufficiently accurate to be applied for geodetic purposes.
The greater accuracy and precision of these measurements in the range dimension has direct implications for the orientation of the optimal survey layout. It is most advantageous to have the expected deformation occur in the across-track direction or some component thereof. Taking the example of surveying a subduction zone, we recommend collecting at least two tracks of data, which are oriented either parallel or at angles to the trench, rather than one track across the trench.
For this experimental setup to work, the survey must be collected at a stable heading and relatively slow speed. In addition, it is important to keep a careful record of the original survey so that it may be closely repeated at a later time. However, since this experimental setup makes exclusive use of equipment already available on most research vessels (except dual-frequency GPS), it presents an economical alternative to more traditional seafloor geodetic methods and may be implemented in conjunction with a wide variety of other seagoing research.
Appendix A: Methods
A1. Overview
We solve for the displacement between two multibeam surveys by computing the correlation between them. This method has been previously applied to measure vertical bathymetry changes due to submarine volcanic eruptions [Fox et al., 1992; Chadwick et al., 1991 Chadwick et al., , 1998 Caress et al., 2012] . In addition, analogous correlation techniques have been used to measure horizontal displacements [Fox et al., 1992; Fujiwara et al., 2011] . However, all of these previous studies have only considered the bathymetry product from the multibeam sonar; our innovation is applying these techniques to the sidescan data produced alongside the bathymetry.
A2. Sidescan Versus Multibeam Resolution
What makes sidescan attractive for use in these types of correlation studies is its resolution. The azimuth and range resolution (roughly corresponding to the along-track and across-track resolution) of multibeam bathymetry are governed by Fraunhoffer diffusion, which simplifies to
where R f is the resolution, is the slant range, is the pulse wavelength, and L is the aperture length. This is suboptimal because the parameter is dependent upon the depth of the seafloor.
In the case of sidescan, only the azimuth resolution is governed by Fraunhoffer diffusion; the range resolution is
where is the look angle, c is the speed of sound in seawater, and is the pulse length.
For reference, a Kongsberg EM120 multibeam sonar, which has a pulse length of 15 ms and an aperture length of 7 m, may have a bathymetry resolution of 100-150 m in both the along-track and across-track directions for seafloor of approximately 3000 m depth. The range resolution of the corresponding sidescan would be an undefined quantity at vertical incidence, but improve to about 65 m for a look angle of 10 ∘ and 13 m at 60 ∘ .
As a result, sidescan data offers superior resolution in at least one dimension.
A3. Constructing Coordinate Axes
The EM120 has nine cross-track sectors that are constrained by both the direction and carrier frequency of the outgoing pulse. The raw sidescan amplitudes do not have specific range values given by the instrument. Rather, there is information about the sector each pixel falls into and the range of each sector's center pixel. We wish to construct a simple range model, but the given center pixel associated with the minimum range may not correspond to the actual pixel with minimum range because there can be many pixels with irregular spacing in a given sector. We solve for the center pixel explicitly by fitting a linear trend to the sets of center pixel ranges of the port and starboard beams. The center pixel corresponds to the minimum where these two trends intersect. From the location of the center pixel, we may define a coordinate frame of relative ranges by incrementing the range of any adjacent pixels by a factor of c∕2 , where c is assumed 1500 m/s, and is the sampling rate. Although this exercise does not yield absolute ranges, we may use it to easily construct ranges for a given seafloor model, which for the purposes of this paper will correspond to a flat seafloor of depth H.
We define the along-track, or azimuth, coordinate using locations recorded by the ship navigation system every ping. To create a consistent coordinate axis, we define an ideal repeat track line by performing a least squares fit on the locations recorded in both surveys. The critical information is then contained within the displacement vector between the ship's location and an arbitrary reference point along the ideal repeat track. Decomposing this displacement vector into components parallel and perpendicular to the ideal repeat track yields the azimuth coordinate we desire and a location bias, which we refer to as the sway. Of course, the magnitude of the azimuth depends strongly on the location of the reference point; we prefer to choose a point sufficiently far from the ship surveys such that the sway is much smaller in magnitude than the azimuth in an effort to minimize distortions in the coordinate.
A4. Coordinate Axis Corrections
Once we have defined the range and azimuth coordinates, we must align the tracks by correcting their coordinates based upon deviations in the ship position and orientation from the heading and location presumed by the ideal repeat track. In the following section, we shall define two such corrections based upon the sway (horizontal across-track motion) and yaw (heading). Presumably, there are analogous corrections for the surge, heave, roll, and pitch, but we shall not be taking these into account for the following reasons. The surge correction is somewhat trivial in that it is parallel to the azimuth coordinate. Corrections to the heave are analogous to variations in tidal height as well as sound speed in the upper water column. The roll (side-side rocking of the vessel), while critical for forming the multibeam bathymetry, is unnecessary for sidescan for similar reasons as the surge; our definition of the look angle is arbitrarily dependent upon whatever model we use the describe the seafloor. The pitch (fore-aft rocking) can vary on timescales shorter than the length of a ping and is thus an ill-posed correction.
The sway correction accounts for strictly lateral deviations of the ship location from the ideal repeat track for a given azimuth. These deviations are easily measurable while creating the azimuth coordinate frame, and will always be present since perfectly repeating ship tracks are nominally very difficult, if not impossible, to obtain. The need for the correction then arises since the range is taken at face value to be from the ideal ship track, but in this case would mislocate the reflectors by the ship sway Δr. The magnitude of the correction Δ h may be calculated by making a parallel ray approximation, allowing us to write the relationship
By this relationship, we see that the sway increases the range from the ideal repeat track line to reflectors on the same side as the offset, and decrease the range to reflectors on the opposite side. This may easily be verified qualitatively by inspection of Figure A1 .
We must also account for variations in the ship heading. Nominally, the range coordinate is orthogonal to the azimuth coordinate, which in turn is parallel to the ideal repeat ship track. However, the range is actually perpendicular to the instantaneous heading of the ship; deviations of this from the ideal track will rotate the range axis, causing the reflectors sensed by the array to be mislocated in both azimuth and range. For a given reflector measured by a ship with yaw deviation , we may form a right triangle with the measured range to the reflector as the hypotenuse and the azimuth correction and corrected range as the legs ( Figure A2 ). We may then write the range correction as cos = ( + Δ ) sin sin (A5)
Note that the range correction is by definition always negative. In addition, we are implicitly assuming that the look angle of the corrected range is approximately equivalent to the look angle of the actual range. This should be reasonable as long as is sufficiently small. The corresponding azimuth correction is Δa = sin sin (A7)
The azimuth correction will be positive on one side of the ship and negative on the other side.
The errors due to horizontal baseline shifts display an odd symmetry that causes them to map directly as an apparent horizontal shift of the seafloor. Luckily, this baseline is easy to measure as it can be directly solved for alongside the azimuth coordinate. Another reason why the horizontal baseline contributes a larger error is due simply to the difficulty of exactly repeating ship tracks. This correction is bounded by Δr, which could easily be many tens or even hundreds of meters.
The corrections due to the orientation of the vessel are remarkably similar, showing similar magnitudes for Figure A2 . Schematic diagrams of the range correction required due to errors in the ship heading. The perspective is a bird's eye view upon the ideal repeat ship track.
the azimuth and range corrections. The range correction due to the orientations show an even symmetry and may have a magnitude of a few meters to a few tens of meters, assuming a range on the order of 5000 m. The azimuth correction is much larger in magnitude, being on the order of a few tens to hundreds of meters and rotating the coordinate frame.
However, it may not always be necessary to apply the correction for the ship's heading, as the sonar has a yaw stabilization system that, when operating, automatically aligns the ping with the average course of the ship, eliminating the need for this correction. In addition, it may be unreasonable to apply a correction due to the pitch, which varies on the order of seconds and goes through multiple cycles over the course of a single ping.
