We investigate a scheme, called pairing, for generating new valid inequalities for mixed integer programs by taking pair-wise combinations of existing valid inequalities. The pairing scheme essentially produces a split cut corresponding to a specific disjunction, and can also be derived through the mixed integer rounding procedure. The scheme is in general sequence-dependent and therefore leads to an exponential number of inequalities. For some important cases, we identify combination sequences that lead to a manageable set of non-dominated inequalities. We illustrate the framework for some deterministic and stochastic integer programs and we present computational results which show the efficiency of adding the new generated inequalities as cuts.
Introduction
We investigate a simple scheme for generating a valid inequality for a mixed integer set by combining two existing inequalities. The scheme, that we call pairing, essentially produces a split cut [4] corresponding to a specific disjunction, and can also be derived through the mixed integer rounding (MIR) procedure [8, 9] . By sequentially pairing two inequalities at a time, from a given set of inequalities, we can generate additional inequalities. The sequence in which the inequalities are paired is important. For some key structures we identify combination sequences that give all of the non-dominated inequalities. The resulting cuts are very useful for structures that arise in multi-period lot-sizing problems and some stochastic integer programs. The significance of our contribution is not the pairing procedure itself, but rather a families of inequalities that have a nice characterization, are easy to separate, and are useful for important special structures that arise in applications.
We describe the pairing procedure for pure integer programs and present a simple extension to MIPs in the next section. We study two structures in Sections 3 and 4 for which our pairing procedure gives nice results. We say that a set of inequalities is nested if component by component the coefficients in each successive inequality are no smaller than the coefficients in the previous inequalities. In the nested case, we show that there is a unique sequence for combining the inequalities that gives all of the non-dominated inequalities that can be generated by the procedure. In this case, we obtain only a small number of inequalities and separation is fast. Moreover, we provide sufficient conditions for which the resulting inequalities are facet-defining. We say that a set of inequalities is disjoint if each integer variable appears in only one of the inequalities. Such disjoint sets arise in two-stage stochastic integer programming. Here we are again able to characterize the non-dominated inequalities generated by the procedure, and we give a polynomial time separation algorithm. We also provide sufficient facet-defining conditions. Section 5 focuses on some applications of our procedure. In Section 6, we present computational results for nested and disjoint sets to demonstrate the strength of the inequalities in improving linear programming relaxation bounds. Final remarks are presented in Section 7.
The pairing scheme
Given a set of non-negative integer vectors X ⊂ Z n + , a vector a ∈ R n+1 defines a valid inequality for X if n j=1 a j x j − a n+1 ≥ 0 for all x ∈ X.
Given two such valid inequalities defined by vectors a and b, the one defined by a dominates the one defined by b if a j ≤ b j for all j = 1, . . . , n and a n+1 ≥ b n+1 . We write a b.
The inequality a ≤ b for two vectors a and b of the same dimension is meant to hold component-wise. Similarly, min(a, b) and max(a, b) is understood to be carried out component-wise. For brevity, given a vector a and a scalar γ, we define a + γ = a + γ1 and min{a, γ} = min{a, γ1}, where 1 is a vector of ones of the same dimension as a. 
for all j = 1, . . . , n.
In the following we first provide a direct proof of the validity of the inequality obtained by pairing two valid inequalities, and then discuss its relationship to existing approaches.
Theorem 1 If a, b ∈ R
n+1 define two valid inequalities for X and b n+1 ≥ a n+1 , then a • b defines a valid inequality for X.
Proof: Since b n+1 ≥ a n+1 , then (a • b) n+1 = b n+1 . For a given x ∈ X, we need to show that
Let J = {j ∈ {1, . . . , n} : a j + b n+1 − a n+1 < max(a j , b j )} and J = {1, . . . , n} \ J. Then the left-hand side of (1) can be written as
If there exists j * ∈ J such that x j * ≥ 1, then (2) is
where the last inequality follows from the validity of the inequality defined by a. On the other hand, if
where the last inequality follows from the validity of the inequality defined by b. Thus a • b defines a valid inequality for X. 2
The pairing inequality of Theorem 1 can also be derived in the form of a split cut [4] for the polyhedron defined by the two base inequalities (given by a and b) and the disjunction
where J = {j ∈ {1, . . . , n} : a j +b n+1 −a n+1 < max(a j , b j )}, using a specific set of weights for the inequalities. Similarly, the set J can be used to restate the original inequalities and then the MIR procedure [8, 9] can be applied. Now we give a sketch of MIR proof. Let M be a large positive number and J = {1, . . . , n} \ J. Then,
, which is precisely the pairing inequality. Finally, we note that in the special case where all coefficients are nonnegative, the pairing inequality can also be obtained via mixing [6] .
Example. Consider the set
The two original inequalities for X are defined by a = (3, 5, 0, 3) and b = (0, 5, 4, 5). The valid inequality defined by a • b is
To see that (4) can be useful, note that it cuts off the fractional point (0, 3/5, 1/2) which is feasible to the LP relaxation of X.
The pairing scheme can be easily applied to mixed-integer sets. The pair (a, g) ∈ R n+1 × R p , defines a valid inequality for a mixed-integer set 
is dominated by the pairing inequality in Corollary 1. We now consider the pairing inequalities obtained from a set of inequalities. Suppose we have K valid inequalities for X defined by the vectors {a 1 , . . . , a K } ⊂ R n+1 . Given a subset of these K vectors, we can obtain new valid inequalities by carrying out a sequence of pairing operations. For example, the valid inequality defined by the vector ((
, a k4 } with the parentheses distinguishing the sequence in which the pairings are carried out. Since the • operation is not associative, the valid inequalities obtained from a given set of vectors depends on the sequence in which the pairings are done. Thus from the set of K valid inequalities defined by {a 1 , . . . , a K } we can generate an exponential number of inequalities depending on the subset of valid inequalities chosen and the sequence in which they are mixed. A key problem is to identify pairing sequences that lead to good sets of valid inequalities, i.e., strong inequalities over which separation can be done efficiently.
In the following two sections, we investigate a pairing sequence that leads to two such families of inequalities. This pairing sequence is defined by Definition 2 Given a finite set of vectors, i.e., A = {a 1 , . . . , a K }, where a
, we define sequential pairing of the vectors in A by
3 The nested case
We say that the valid inequalities defined by the vectors in A are (or the set A itself is) nested. Here we consider mixed integer systems where the coefficients of the integer variables are nested. Nested sets arise, for example, in the discrete lot-sizing problem considered by Loparic, Marchand and Wolsey [7] where the feasible region is given by
with a ∈ R n + and d ∈ R n + . Here, y is a continuous inventory variable, x j ∈ {0, 1} represents whether the amount a j is produced in period j, and d j is the demand in period j.
Let A k = {a 1 , . . . , a k } for k = 1, . . . , K, and let Φ(A) ∈ R n+1 be a vector obtained by an arbitrary sequence of pairings of the vectors in A. Next, we show that ∆(A) Φ(A).
Proof: The proof is by induction. For K = 2, we have
Assume that the claim holds for
where the second equality holds because ∆(A k ) n+1 = a k n+1 and the third equality follows from the fact that
.
We have
Since a c and b d, we have max(a j , b j ) ≤ max(c j , d j ) for all j = 1, . . . , n; and since b n+1 = d n+1 , a n+1 = c n+1 and a j ≤ c j for all j = 1, . . . , n, we have
for all j = 1, . . . , n. The claim then follows from the definition of . 
Proof:
The proof is by induction on |A|. Note that the claim holds trivially for nested sets A such that |A| ≤ 2. Assume that the claim holds for all nested sets A such that |A| ≤ k. Consider a nested set A such that |A| = k + 1. Given Φ(A), obtained by an arbitrary sequence of pairings of the vectors in A, we can write
where the first statement follows from Lemma 2 and the second statement follows from Lemma 1. 2
. Hence there are at most K non-dominated inequalities. Now we give sufficient conditions for the inequalities in ∪ K k=1 ∆(A k ) to be facet-defining for a particular class of nested systems. Let A = {a 1 , . . . , a K } ∈ R n+1 be a nested set such that a i ≥ 0 for all i = 1, . . . , K, and consider the mixed 0-1 set (with one continuous variable):
Without loss of generality, we assume that a i j ≤ a i n+1 for all j = 1, . . . , n and i = 1, . . . , K, since otherwise the coefficients can be strengthened to a
Theorem 5 Given i ∈ {1, . . . , K}, the sequential pairing inequality
is facet-defining for conv(X) if, for all k ∈ {i, i + 1, . . . , K},
The proof is constructive and the details are given in the Appendix. 2
The disjoint case
2. for any two vectors a l and a m , a l j a m j = 0 for j = 1, . . . , n, and
. is said to be disjoint. Here we consider mixed integer systems where the coefficients of the integer variables are disjoint. An example is the deterministic equivalent formulation of a two-stage stochastic program with integer second stage variables [3] min
In (6), there are two sets of decision variables. The first-stage variables y are decided prior to realizations of the uncertain problem parameters (q s , T s , W s , h s ) of a scenario s. The second-stage decisions x s constitute "recourse" actions corresponding to the scenario s realized. A scenario s occurs with probability p s , and the objective is to minimize the sum of first-stage and expected second-stage costs. Note that the second-stage variables constitute a disjoint system.
Proof: The proof follows directly from Definitions 1 and 2, and the definition of a disjoint set. 2
By letting b 0 n+1 = −∞, we can write
By definition of i * , we have b
As before, we let Φ(A) ∈ R n+1 be a vector obtained by an arbitrary sequence of pairings of the vectors in A.
Proof: The proof is by induction on |A|. The claim holds trivially for any disjoint set A such that |A| ≤ 2. Assume that the claim holds for any disjoint set A with |A| ≤ k. Consider a disjoint set A such that |A| = k + 1. Given Φ(A) obtained by an arbitrary sequence of pairings of the vectors in A, we can write
By Lemma 4, there exists a subset
As a consequence of Theorem 7, among all inequalities obtained by pairings of the vectors in a disjoint set A, it is sufficient to consider the inequalities corresponding to the 2
Even though it suffices to consider the inequalities defined by the set C, the number of such inequalities is exponential in K. Here we present a polynomial time separation algorithm for finding a most violated inequality in C if one exists. The algorithm is based on solving shortest path problems on a directed graph G with nodes N = {0, 1, . . . , K} and arcs (i, j) for all i and j > i. Given a point x * , the separation problem of determining whether there exists any violated pairing inequalities can be reduced to finding a shortest path from node 0 to node k for 1 ≤ k ≤ K where the length of arc (i, j) is given by . Using Dijkstra's algorithm the separation problem can be solved in O(K 2 ) time and we can find as many as K violated inequalities from the shortest paths from 0 to k for k = 1, . . . , K. This separation algorithm applies to pure integer inequalities or MIP sets when the continuous part of the constraints is identical in each constraint. Now we give sufficient conditions for the inequalities in C to be facet-defining for a certain class of disjoint systems. Let A = {a 1 , . . . , a K } ∈ R n+1 be a disjoint set, and consider the mixed 0-1 set
with one continuous variable. Without loss of generality, as in the nested set case, we assume that a for all j = 1, . . . , n and i = 1, . . . , K. We also assume that
since otherwise, we can replace y by y + (a Proof: The proof is constructive and the details are given in the Appendix. 
Applications
Dynamic knapsack sets: Consider the set X given by (5) with a ∈ R n + and [7] proved that the inequality
is valid for conv(X) for i = 1, . . . , n, and facet-defining when i = n. Dynamic knapsack sets are nested. Applying the pairing sequence ∆ to the inequalities (5) gives the inequalities (8) . i = n corresponds to i = K in Theorem 5, and the inequality corresponding to i = n satisfies the facet-defining conditions (a) and (b) in Theorem 5. We also notice that conditions (a) and (b) in Theorem 5 provide more facet-defining inequalities for dynamic knapsack sets.
Mixed vertex packing:
The mixed vertex packing problem (MVP) is a generalization of the vertex packing problem having both binary and bounded continuous variables. Let N denote the index set of binary variables, M denote the index set of continuous variables and N (k) = {i ∈ N : (k, i) ∈ E ∪ F }, where E ⊆ {(i, j) : i, j ∈ N } is defined as the binary edge set and F ⊆ {(i, k) : i ∈ N, k ∈ M } is defined as the mixed edge set. The feasible solution set of MVP is
For each k ∈ M , let T = {i 1 , i 2 , . . . , i t } ⊂ N (k) such that a ij−1k < a ij k for j = 2, 3, . . . , t. Atamtürk et al. [1] showed that the star inequality
whereā i1k = a i1k andā ij k = a ij k − a ij−1k for j = 2, . . . , t, is valid for X MVP . Note that the mixed edge set inequalities form a disjoint set with respect to the binary variables. We now show that the pairing scheme can generate all of the star inequalities. By complementing the binary variables for the mixed edge set inequalities (10) corresponding to edge (i, k) ∈ F, i ∈ T , we have
wherex i = 1 − x i . Applying the pairing sequence ∆ to (12), we obtain
which is exactly the star inequality (11). It is also shown in [1] that the star inequality is facet-defining for conv(X MVP ) if a itk = max j∈N (k) a jk and N (i) = ∅ for all i ∈ T . If a itk = max j∈N (k) a jk , then facet-defining conditions (a) and (b) in Theorem 8 are also satisfied by the equivalent formulation (12). The condition (b) is trivially true since a itk = max j∈N (k) a jk corresponds to Q = K for the disjoint case in Theorem 8 and condition (a) is also satisfied since the inequalities in condition (a) always hold at equality.
Deterministic lot-sizing: The deterministic uncapacitated lot-sizing problem is to minimize total production and inventory holding cost while satisfying demand over a finite discrete-time planning horizon. Let y i be the production in period i, x i ∈ {0, 1} indicate if there is a production set-up in period i, d i be the demand in period i ∈ {1, . . . , n}, and d st = t i=s d i . The feasible solution set of the lot-sizing problem is
Barany et al. [2] described the convex hull of X LS by introducing the ( , S) inequalities
We now show that the pairing scheme can generate all of the ( , S) inequalities. For given and S, we use the constraints j≤k y j ≥ d 1k for each k ≤ and y j ≤ d jn x j for each j ∈ {1, . . . , n} to obtain the inequalities
where L k = {1, 2, . . . , k} and S k = S ∩ L k . The family of inequalities (14) is nested (note here 1 ∈ S k for each k ≤ ). By Theorem 2, applying sequential pairing to (14) provides the ( , S) inequality in (13) since we have
Stochastic lot-sizing: The stochastic uncapacitated lot-sizing problem is the stochastic programming extension of the deterministic formulation. Instead of deterministic cost and demand information for each time period, the problem parameters are random and evolve as discrete time stochastic processes with a finite probability space. A scenario tree is used to model this information where each node i in stage t of the tree represents a possible state of the system. For each node i, let T (i) = (V(i), E(i)) be the subtree containing all descendants of node i, L(i) be the leaf nodes of the subtree T (i), P(i, j) be the set of nodes on the path from node i to node j and d ij = k∈P(i,j) d k , where d i represents the demand in period t(i) for node i. For brevity, let
Let y i be the production and x i be the indicator variable for a production set-up in period t(i) corresponding to the state defined by node i. The feasible solution set of the stochastic lot-sizing problem [5] is
where M i = max j∈L(i) d ij is an upper bound on y i . Guan et al. [5] developed a family of valid inequalities for X SLS called the (Q, S Q ) inequalities. Consider a set of nodes Q = {1, 2, . . . , Q} ⊂ V, such that d 01 ≤ d 02 ≤ . . . ≤ d 0Q and {m, m + 1, . . . , n − 1, n} ⊆ Q(i) if m < n and m, n ∈ Q(i), where Q(i) = Q ∩ V(i). Let V Q = ∪ i∈Q P(i) and for each i ∈ V Q let D Q (i) = max{d 0j : j ∈ Q(i)},
M Q (i) = max{d ij : j ∈ Q(i)}, and
Then, given S Q ⊆ V Q and S Q = V Q \ S Q , the (Q, S Q ) inequality
is valid for X SLS . We can use sequential pairing to generate all (Q, S Q ) inequalities. Given a (Q, S Q ) tuple, first, we can use sequential pairing, as in the deterministic lot-sizing case, to generate ( , S) inequalities corresponding to P(i) for each i ∈ Q as
Then, we use sequential pairing of the inequalities (16) for i = 1 to Q to obtain
To see that sequential pairing leads to the correct coefficients in (17), note that this claim is clearly true for |Q| = 1 since this case is exactly that of an ( , S) inequality for the deterministic lot-sizing problem. Assuming that the claim is true for |Q| = k, we have
where Q k = {1, 2, . . . , k}. By pairing the above inequality with the ( , S) inequality
corresponding to i = k + 1, the resulting coefficients corresponding to each j ∈ S Q are as follows.
(i) The coefficient corresponding to each i ∈ V Q k \ P(k + 1) remains unchanged and δ Q k (i) = δ Q k+1 (i).
(ii) The coefficient corresponding to each
Thus we have the correct coefficients in (17).
Computational Experiments
In this section we provide some numerical results to demonstrate the computational effectiveness of the pairing scheme on randomly generated instances of mixed-integer programs with nested and disjoint sets of constraints. All computations have been carried out on a Linux workstation with dual 2.4 GHz Intel Xeon processors and 2 GB RAM using CPLEX 8.1.
For the nested case, we generated random instances of the model
This model has n additional binary variables in each successive row, with a total of mn binary variables and p continuous variables. The constraint coefficients and the right-hand sides were generated such that these form a nested system and were uniformly distributed within the interval [50, 75] and [50, 100], respectively. The objective function coefficients were uniformly distributed within the interval [10, 100]. In Table 1 we present computational results for p ∈ {1, 2, 3}, n ∈ {1, 2, 3} and m ∈ {10, 20, 40}. For each combination of m, n, and p, we tested five instances and report the average objective function value in the column labelled "OptVal." The row labelled "LP" provides the average optimal objective value of the linear programming relaxation without any cuts; the row labelled "LP+CUTS"(LPC) provides the average optimal objective value after adding all inequalities obtained through pairing as cuts, which can be done since the total number of cuts is small and equal to the number of rows; the row labelled "LP+CPLEX"(LPCP) provides the average optimal objective value after adding cuts generated by default CPLEX that include mixed integer rounding cuts, Gomory fractional cuts and cover cuts; the row labelled "LP+CPLEX+CUTS"(LPCPC) provides the average optimal objective value after adding cuts generated by both default CPLEX and the pairing scheme; and the row labelled "IP" provides the optimal value of the corresponding integer programming problem. The column labelled "Gap" provides the percentage LP relaxation gap, computed as (IP-LP)/LP × 100% and (IP-LPC)/LPC × 100%. In Table 2 we report the percentage of the 27 cases in which the optimality gap is below 5%, 1% or equal to 0%, for each of LP, LPC, LPCP, and LPCPC. For the disjoint case, we generated random instances of the model
Each row of this model has n independent binary variables giving rise to a disjoint system involving a total of mn binary variables. A total of p continuous variables couple the binary variables together. The constraint coefficients and the right-hand sides were generated uniformly within the interval [40, 120] and [100, 125] respectively. The objective function coefficients were uniformly distributed within the interval [10, 100] for the continuous variables and within the interval [10/m, 100/m] for the binary variables. In Table 3 , we present computational results corresponding to p ∈ {1, 2, 3}, n ∈ {1, 2, 3} and m ∈ {10, 20, 40}. As before, we report averages over five random instances for each combination of m, n and p. In this case, we use the shortest path separation routine described in Section 4 to add only violated cuts. The average number of pairing cuts added is reported in the row labelled "# CUTS." In Table 4 we report the percentage of the 27 cases corresponding to the specified optimality gap.
In both the nested and disjoint case, the pairing cuts yield significant improvements. These cuts by themselves seem to be more effective in the disjoint case -the optimality gap is reduced to zero in 59.26% of the disjoint cases. We also note that most often the pairing cuts seem to do better than default CPLEX cuts in reducing the optimality gap (in both nested and disjoint cases), but for some of the harder nested instances, the CPLEX default cuts are slightly stronger. Not surprisingly, the most effective strategy is to complement the CPLEX default cuts with pairing cuts. This scheme solved 70.37% of the nested and 66.67% of the disjoint instances to optimality, and in every case, where CPLEX cuts did not reduce the gap to zero, the addition of the pairing cuts yielded a further reduction in the gap.
Conclusions
We have developed a new and very simple way of pairwise combining linear inequalities for MIPs to obtain new linear inequalities. These new inequalities can be useful in tightening the LP relaxation for general MIPs. The sequence in which the inequalities are combined can have a significant impact on the results. For some structured systems, we provided combination sequences that are optimal in the sense that no other combination sequence can dominate the set of inequalities given by the optimal sequence. These structures arise in multi-period MIPs. We discussed applications of these structures to deterministic and stochastic lotsizing problems. Our computational results indicate that the proposed inequalities, in concert with standard MIP cuts, can be very effective. One of our goals is to apply the pairing procedure to general multi-period stochastic MIPs. To do this we need to generalize the structures considered in this paper to scenario trees. We are currently developing these results. is facet-defining for conv(X) if there exists j * ∈ {1, . . . , n} such that for all k ∈ {i, i + 1, . . . , K},
where Z(i) = {j ∈ {1, . . . , n} : a i j = 0}.
Proof: We construct dim(X) = n+1 linearly independent vectors belonging to X that satisfy (18) at equality.
We construct a vector corresponding to each of the n + 1 variables. Let e y and e xj be unit vectors in R n+1 corresponding to the coordinates y and x j for j = 1, . . . , n. The constructed vectors are denoted by {u j } n j=0
and are constructed as follows.
(i) Vector u 0 corresponds to variable y and is given by
(ii) Vector u j * corresponds to variable x j * and is given by
(iii) For each x j where j ∈ {1, . . . , n} \ {Z(i) ∪ {j * }}, the corresponding vector u j is given by
Note that there are n − |Z(i)| − 1 such vectors.
(iv) For each x j where j ∈ Z(i), the corresponding vector u j is given by
Feasibility: We need to show that {u j } n j=0 satisfies
where a k 0 = 1 for all k = 1, . . . , K. 
where the inequality for the case k < i follows from the fact that a 
, where the inequality follows from the fact that ∆
where the inequality follows from condition (a). Thus u j * satisfies (19).
(iii) For a given j ∈ {1, . . . , n} \ {Z(i) ∪ {j * }}, the vector u j clearly satisfies (20
. The left-hand-side of (19) corresponding to k < i is
where the second line follows from the nested property a 
where the second line follows from condition (b), and the last line follows from the fact that a , observe that we can obtain n + 1 unit vectors from {u j } n j=0 as follows:
xr for all j ∈ {1, . . . , n} \ {Z(i) ∪ {j * }}.
2
Theorem 8 Given A ⊆ A and the corresponding index set Q, the sequential pairing inequality
is facet-defining for conv(X) if
k , for all k ∈ {1, . . . , n} and i ∈ {Q + 1, . . . , K}.
Proof: We construct dim(X) = n + 1 linearly independent vectors belong to X that satisfy (21) at equality.
We construct a vector corresponding to each of the n+1 variables. Denote s(i) = argmax{a i j : j ∈ {1, . . . , n}} for all i ∈ Q. Let e y be the unit vector in R n+1 corresponding to the coordinate y and e xj be the unit vector in R n+1 corresponding to the coordinate x j for j = 1, . . . , n. Let Z(Q) = {j ∈ {1, . . . , n} : ∃ i ∈ Q such that a i j > 0} and Z(Q) = {1, . . . , n} \ Z(Q). We construct the following n + 1 vectors, denoted by {u j } n j=0 .
(i) Vector u 0 corresponds to variable y and is given by u 0 = a Q n+1 e y + i∈Z(Q) e xi .
(ii) For each j ∈ Z(Q), the corresponding vector u j is given by
(iii) For each j ∈ Z(Q), the corresponding vector u j is given by 
where a k 0 = 1 for all k = 1, . . . , K.
(i) The feasibility of u 0 is based on (7).
(ii) The feasibility of u j for each j ∈ Z(Q) is based on condition (b).
(iii) For a given j ∈ Z(Q), the vector u j satisfies (23) since ∆ j ≤ a where the first inequality follows from the definition of ∆ j , the second inequality follows from condition (a) and the third inequality follows from the fact that a c(r(j)) n+1 ≥ a q n+1 .
Tightness:
(i, ii) It is easily verified that u 0 and u j for each j ∈ Z(Q) satisfy (21) as an equality.
(iii) For a given j ∈ Z(Q), the left-hand side of (21) corresponding to u j is By sorting v j according to the decreasing sequence of r(j), it can be verified that v j for each j ∈ Z(Q) forms a lower triangular. Therefore, these vectors are linearly independent, which implies that original vectors are linearly independent.
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