Abstract. Let Γ be a distance-regular graph of diameter d and valency k > 2. Suppose there exists an integer s
Introduction
Throughout this paper, we assume Γ is a connected finite undirected graph without loops or multiple edges. We identify Γ with the set of vertices. For vertices u and x in Γ, let ∂(u, x) denote the distance between u and x in Γ, i.e., the length of a shortest path connecting u and x. Let d = d(Γ) denote the diameter of Γ, i.e., the maximal distance between any two vertices in Γ. Let Γ i (u) = { y ∈ Γ | ∂(u, y) = i }.
For vertices u and x in Γ at distance i, let
A graph Γ is called a distance-regular graph if for any two vertices u and x in Γ at distance i, the numbers Let h be an integer with 1 ≤ h ≤ d, v and x vertices in Γ at distance h. Take any u ∈ C h (x, v). The following are well known basic properties which we use implicitly in this paper. In particular, we have
The reader is referred to [3] or [4] for the general theory of distance-regular graphs.
A distance-regular graph Γ of diameter d is called an antipodal double cover (of its folded graph), if and only if
For more details on antipodal graphs see [5] , and § 4.2 of [4] .
The main result of this paper is the following: 
In [1] , we have already obtained the special case of the main theorem of this paper, i.e., a distance-regular graph of b t = 1, d ≥ 2t and valency k > 2 is an antipodal double cover, which is one of important facts to prove our theorem.
In general, it is well known that
and thus
Hence we obtain the following corollary immediately from our theorem.
Corollary 1 If there exists an integer t with 2t
By the definition, Γ is an antipodal double cover if and only if p
We use the following terminology in this paper.
Definition Let u, v, x and y be vertices in Γ.
(1) We write the " triangle inequalities on (u, v, x, y)" for the triangle inequalities of (u, v, y) and of (u, x, y).
A (d, 1)-box is called a box that was a key to prove the theorem in [1] . Notice that there are many boxes in an antipodal distance-regular graph Γ of diameter d ≥ 3; namely, given u, y with ∂(u, y) = d, there is a one to one correspondence between v ∈ Γ 1 (u) and x ∈ Γ 1 (y) such that (u, v, x, y) is a box. Moreover, if Γ has a box, then also Γ has a (d, j)-box, i.e., for
On the other hand, a distance-regular graph which is an antipodal double cover never contains a j-brox (u, v, x, y) by observing the (u, v, x).¨¨¨¨¨¨¨¨¨r r r r r r r r r r r r¨¨¨¨¨¨¨¨¨r r r r r r r r r r r r a box:
r r r r r r r r r r r¨¨¨¨¨¨¨¨¨r r r r r r r r r r r r an (h, j)-box: a j-brox:
When we characterize graphs, it is important to consider their substructures. One of the characterization of antipodal distance-regular graphs is that they have a box. These configurations are useful tools when we investigate if a graph is antipodal or not as we see § 2, [1] or [2] . Readers who are familiar with distance distribution diagrams may read some of proofs easily, however, we can do without diagrams.
Proof of the Theorem
Throughout this section, we assume Γ is not an antipodal double cover to derive a contradiction. Then Γ cannot have any boxes, and must have some broxes in Lemma 3 and Lemma 5. The existence and nonexistence of these configurations lead to the inequality in Lemma 6 that causes a contradiction.
For the case s = 1, the theorem is trivial and well-known. We may assume s ≥ 2. Suppose Γ is not an antipodal double cover. Then we have
. So we may assume b t ≥ 2.
Proof: Using the well known formula of p
Thus we obtain
If the equality holds, then t = 1 and b
t = c s = c s+1 = c t = 1. This contradicts b t ≥ 2.
Lemma 2 Let u, v, α and β be vertices in Γ with
(2) For all integer j with 1 ≤ j ≤ s. We have
In particular, c s+1 = b t = c s .
Proof: (1)(2) The assertions follow from basic properties and our assumptions.
Since y ∈ C s+1 (β, x) and y
Next we show that C s+1 (β, y) = B t (α, y). Take any z ∈ C s+1 (β, y). From the triangle inequalities on (α, β, y, z), we have
from (2). This contradicts y ∈ Γ s+1 (β). Hence we obtain ∂(α, z) = t + 1 and
The assertion follows from
Proof: (1) We prove by induction on j. the triangle inequalities on (u, v, y, p) and on (x, v, y, p) . r r r r r r r r r r r r 
Lemma 4 Let α and β be vertices in Γ with ∂(α, β)
In particular, we have 
In the same way, we obtain
Let u and v be vertices in Γ with ∂(u, v) = m and B m (u, v) contains an edge { w, z }.
From the triangle inequalities on (u , v, w, z) and the maximality of m, we have ∂(u , z) = m + 1. Since Since t ≤ s ≤ m, this contradicts Lemma 3 (2) . Therefore a 1 must be zero.
. By the triangle inequality of (γ, α, y), we obtain y 
Hence we obtain ∂(δ, ξ) = s + 1 as claimed.
Next we show that C t (γ, ξ) = B s+1 (δ, ξ). Take any w ∈ C t (γ, ξ). Then we obtain ∂(α, w) = t and ∂(δ, w) ∈ { s + 1, s + 2 } from the triangle inequalities on (α, γ, ξ, w) and on (δ, γ, ξ, w) .
Lemma 5
There exists an i-brox for all 2 ≤ i ≤ s. 
On the other hand, we have
from Lemma 4 (1)(3). This is a contradiction. Hence there exist s-broxes. 
It is clear that ∂(w , y ) = d − i by the triangle inequalities on (w , u , v , y ) and that
Take any z ∈ C i+1 (x , y ). From Lemma 2 (2), we obtain
This implies
However we have
This is a contradiction as i ≥ 2.
Lemma 6
We have
Proof 
r r r r r r r r r r r r
In order to prove the statement, we will show that
First, we will prove
We have ∂(x, q) = j + 1 by the triangle inequalities on (x, w, p, q) and q ∈ B j+1 (x, p).
Then we obtain ∂(v, q) = d − j − 1 by the triangle inequalities on (v, w, p, q) and On the other hand, from Lemma 4 (1)(2)
We have a contradiction. This completes the proof of Theorem 1.
