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Kurzzusammenfassung
Mit der Interaktionstechnik der „direkten Objektmanipulation“ für virtuelle Umge-
bungen wird angestrebt, virtuelle Objekte genauso realistisch und flexibel handhaben
zu können, wie das bei realen Objekten der Fall ist. Das bedeutet, virtuelle Objek-
te können mittels eines Handmodells direkt berührt, ergriffen, getragen, gedrückt und
gezogen werden. Diese Interaktionstechnik findet vor allem dort Anwendung, wo Ob-
jektmanipulationen möglichst realistisch simuliert und erfasst werden sollen, z.B. bei
Ergonomieuntersuchungen, virtuellem Prototyping, Trainingssimulationen usw.
Neben einigen Ansätzen zur technischen Umsetzung von direkten Objektmanipula-
tionen werden in dieser Arbeit vor allem Konzepte und Verfahren entwickelt und vor-
gestellt, die eine Erfassung und Analyse von Benutzerinteraktionen unter Verwendung
dieser Interaktionstechnik ermöglichen. Eine wichtige Rolle spielt dabei die Untersu-
chung von Greifvorgängen, insbesondere die automatische Erkennung von Greifarten.
Dazu wurden mehrere ausführliche empirische Studien mit einer neuartigen systemati-
schen Methodik durchgeführt, woraus sich Empfehlungen für die Wahl von Klassifika-
tionsverfahren und die Zusammensetzung der Merkmale ergeben. Ein weiteres Ergeb-
nis ist eine neue Taxonomie von Greifarten, die speziell auf den Einsatz in virtueller
Realität zugeschnitten ist und sich durch die Integration nicht-prehensiler Greifarten
auszeichnet.
Als weiterer wesentlicher Beitrag wird ein Analyseverfahren vorgestellt, mit dem
der kontinuierliche Strom von Bewegungs- und Interaktionsdaten in Sequenzen von
diskreten sinntragenden Basisinteraktionen zerlegt werden kann. Diese Sequenzen
können anschließend manuell ausgewertet oder im Rahmen des „Action Capture“-
Verfahrens in eine abstrakte Aktionsrepräsentation überführt und durch unterschiedli-
che virtuelle Figuren wiedergegeben werden.
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KAPITEL I
Einleitung
Die menschliche Hand ist eines der komplexesten und vielseitigsten mechanischen
Werkzeuge, über das ein Lebewesen verfügen kann. Sie erlaubt es uns, die Objekte
unserer Umgebung auf vielfältige Weise zu manipulieren.
Will man diesen Möglichkeiten in einer realistischen Simulation Rechnung tragen,
so sind Systeme erforderlich, die ein ähnliches Maß an Komplexität und Vielfältig-
keit aufweisen. Gegenwärtig ist der Einsatz virtueller Umgebungen (VU) immer mehr
auf dem Vormarsch (für eine umfassende Begriffsklärung siehe Abschnitt 2.1, S. 7).
Das Forschungsgebiet der virtuellen Realität (VR) befasst sich mit der Konzipierung,
sinnvollen Gestaltung und technischen Realisierung solcher Umgebungen. Virtuelle
Umgebungen erlauben es, im Gegensatz zu herkömmlichen Schnittstellen, mit einer
virtuellen, d.h. Computer-simulierten Welt auf relativ natürliche Weise zu interagie-
ren.
Abbildung 1.1.: Direkte Objektmanipulation im virtuellen Modell eines Autocockpits.
Die Methoden und Techniken der Interaktion sind dabei so vielfältig und zahlreich
wie die Geräte zu deren Umsetzung. In dieser Arbeit soll es primär um die direkte
manuelle Manipulation von Objekten in virtuellen Umgebungen gehen. Um z.B. auf-
schlussreiche ergonomische Untersuchungen an virtuellen Prototypen durchführen zu
können, bedarf es einer realistischen Simulation menschlichen Greifens und manuel-
ler Objektmanipulation. Bei vielen Interaktionstechniken können die Bestandteile der
virtuellen Umgebung (virtuelle Objekte) lediglich mittelbar, z.B. über einen Zeige-
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strahl, oder gänzlich distanziert, z.B. über Sprache und Gestik, gehandhabt werden.
Im Gegensatz dazu sollen bei direkter Objektmanipulation die virtuellen Objekte auf
ähnliche Weise gegriffen, berührt, gedrückt und bewegt werden, wie das in der Realität
der Fall ist (vgl. Abbildung 1.1). Für detailliertere Ausführungen zu den verschiedenen
Interaktionstechniken siehe Abschnitt 2.2, S. 10ff.
1.1. Wissenschaftlicher Kontext und Abgrenzung
Diese Arbeit wurde im Rahmen des „Virtual Workers“-Projekts durchgeführt, wel-
ches von der Deutschen Forschungsgemeinschaft (DFG) gefördert wurde. In diesem
Projekt geht es um den Einsatz virtueller Menschmodelle im virtuellen Prototyping.
Virtuelles Prototyping bietet im Gegensatz zur Herstellung realer Prototypen den Vor-
teil, dass Konstruktionskosten gespart werden können. Zudem können virtuelle Pro-
totypen oftmals schneller als reale Prototypen erstellt werden. Um die Bedienbarkeit
und Ergonomie der virtuellen Prototypen realistisch evaluieren zu können, bedarf es
einer Repräsentation des Benutzers in der virtuellen Welt. Dazu ist der Einsatz virtuel-
ler Menschmodelle vorteilhaft. Im einfachsten Fall bedient ein Benutzer den virtuellen
Prototypen zum Zwecke der Evaluation direkt innerhalb einer virtuellen Umgebung.
Dies kann geschehen, indem seine Bewegungen durch Tracking erfasst und in Bedien-
vorgänge am virtuellen Prototyp umgesetzt werden. Der Nachteil dabei ist, dass der
Betrieb einer virtuellen Umgebung relativ aufwändig ist und die Bedienvorgänge bei
jeder Änderung des Prototyps erneut durchgeführt werden müssen. Zudem sind die
Bewegungen des Benutzers in der virtuellen Umgebung, meist aufgrund des fehlen-
den haptischen Feedbacks, oftmals nicht fehlerfrei oder natürlich genug. So werden
Bewegungen manchmal unnatürlich langsam und vorsichtig durchgeführt, um z.B.
Durchdringungen zu vermeiden oder um den erhöhten mentalen Aufwand in der oft
ungewohnten und nicht ganz realistischen virtuellen Umgebung zu kompensieren. Bei-
den Problemen kann begegnet werden, indem die Bedienvorgänge nicht direkt zum
Zeitpunkt der Durchführung evaluiert werden, sondern vorher eine Übertragung auf
virtuelle Menschmodelle erfolgt.
Die Grundidee ist es, die Menschmodelle durch Techniken des Imitationslernens
die demonstrierten Interaktionen des VR-Benutzers nachahmen zu lassen. Der Vorteil
besteht darin, dass die Evaluation nun beliebig oft stattfinden kann, ohne den auf-
wändigen Bedienvorgang wiederholen zu müssen. Die Imitation soll robust gegenüber
verschiedenen Körperproportionen der virtuellen Menschmodelle sein, so dass der sel-
be Bedienvorgang für Personen unterschiedlicher Größe und Statur untersucht werden
kann. Zudem soll sie robust gegenüber Veränderungen in der virtuellen Szene bzw.
im Aufbau des Prototyps sein, um somit auch Varianten des Prototyps untersuchen zu
können, ohne den Bedienvorgang wiederholen zu müssen.
Dieses Verfahren, das im Rahmen des „Virtual Workers„-Projekts entwickelt wur-
de, wird „Action Capture“ genannt [JAHW06]. Es erweitert die Möglichkeiten des
klassischen Motion Capture, bei dem nur Bewegungen aufgezeichnet werden, indem
zusätzlich zu den Bewegungen auch die Ziele von Interaktionen erfasst werden. In der
Formel des Neurowissenschaftlers Michael Arbib „action = motion+goal“ [Arb02]
begründet sich daher der Name „Action Capture“.
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Kern des Verfahrens ist die Erfassung von Benutzerinteraktionen in VR, die über
die reine Bewegungserfassung hinausgeht. Dazu werden Techniken des maschinel-
len Lernens eingesetzt, wie z.B. Musterklassifikation, Bewegungssegmentierung, Di-
mensionsreduktion usw. Diese erlauben eine abstrakte Darstellung der durchgeführten
Interaktionen und Bedienvorgänge, die wiederum eine leichte Übertragbarkeit auf ver-
änderte Szenen und unterschiedlich proportionierte Menschmodelle ermöglicht.
Abbildung 1.2.: Gesamtüberblick über den Prozessablauf des Action Capture Verfahrens im
„Virtual Workers“-System. Die grauen Bereiche gehören nicht zur Aufgabenstellung dieser
Arbeit. Abbildung basierend auf Abbildung in [JAHV10].
Das im Rahmen des Projekts entwickelte Demonstratorsystem für „Action Capture“
besteht aus einer Beobachtungs- und einer Reproduktionsseite, die sich eine gemein-
same Repräsentation für Aktionen teilen (siehe Abbildung 1.2). Gegenstand der vor-
liegenden Arbeit ist die Beobachtungsseite. Genauer gesagt, es wird der Weg von der
Bewegung bis zur Repräsentation der Interaktionen durch Sequenzen von Aktions-
primitiven, so genannten Basisinteraktionen, betrachtet (in Abbildung 1.2: weiß her-
vorgehobene Kästen und Pfeile). Der Formalismus zur Repräsentation übergeordneter
Aktionen [VAHJ09] und die Erzeugung von Animationen aus diesen Repräsentatio-
nen [BAHJV08, BADV+08] sind nicht Gegenstand dieser Arbeit, sondern sind dem
erweiterten Kontext des „Virtual Workers“-Projekts zuzuordnen (in Abbildung 1.2:
graue Kästen und Pfeile).
1.2. Zielsetzung und Beitrag
Wie in Abschnitt 1.1 erläutert, ist das übergeordnete Ziel dieser Arbeit, ein Verfahren
zu entwickeln, das die systematische Analyse von zielgerichteten Benutzerinteraktio-
nen in virtuellen Umgebungen ermöglicht. Da der Zweck die spätere Wiedergabe der
Interaktionen durch virtuelle Menschmodelle ist, beschränkt sich der Begriff der Inter-
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aktionen dabei auf direkte Objektmanipulationen. Spezifisch sind damit Aufheben/Er-
greifen, Positions- und Orientierungsänderungen und Ablegen von frei beweglichen
Objekten in der virtuellen Szenerie (kurz Szene) gemeint. Im Hinblick auf das Anwen-
dungsszenario im virtuellen Prototyping ergibt sich zudem die Erfordernis, artikulier-
te Stellteile manipulieren zu können. Dabei werden die Objekte nicht als Ganzes im
Raum bewegt, sondern bewegliche Teile eines Objekts im Rahmen bestimmter Frei-
heitsgrade relativ zueinander bewegt (für weitere Erläuterungen zu Stellteilen siehe
Abschnitt 2.4.2, S. 21ff).
Das Ergebnis des Analyseverfahrens soll eine abstrakte Repräsentation der Inter-
aktionen sein, auf deren Grundlage sich die spätere Wiedergabe als Animation unter-
schiedlicher virtueller Figuren realisieren lässt. Dabei reicht eine reine Aufzeichnung
der Bewegungen im Sinne von klassischem Motion Capture nicht aus, da dabei Be-
wegungen ohne Bezug auf das Ziel der Interaktion aufgenommen werden. Bei Ände-
rungen in der Szene (unterschiedliche Lage von Objekten, Variantenkonstruktion) und
bei Unterschieden in den Proportionen der animierten virtuellen Figur ist immer eine
aufwändige nachträgliche Anpassung der Bewegungen erforderlich. Dies ist auch als
retargeting Problem bekannt [Gle98].
Um diesem Problem Rechnung zu tragen, werden bei dem hier vorgestellten An-
satz zusätzlich zu den Bewegungen auch das jeweilige Ziel der Bewegungen, was in
diesem Fall ein virtuelles Objekt oder ein Teil eines virtuellen Objekts ist, und die
Manipulationen daran erfasst. Zudem werden die Bewegungen in kleinste sinntragen-
de Teilinteraktionen unterteilt (segmentiert), die aus dem kontinuierlichen Strom der
Bewegungsdaten erkannt werden müssen, z.B. Annäherung der Hand, Berühren, Grei-
fen, Bewegen, Loslassen. Diese Basisinteraktionen bilden die Grundlage für die Er-
kennung übergeordneter Aktionen und erlauben eine stückweise Anpassung, Glättung
oder auch Entfernung einzelner Teilbewegungen bei der späteren Wiedergabe.
Da das Greifen bei der direkten Manipulation von Objekten (ob real oder virtuell)
eine zentrale Rolle spielt, nimmt die Simulation des Greifens und die Analyse der
Greifvorgänge auch einen gewichtigen Platz in dieser Arbeit ein. Um das Thema auf
einen handhabbares Maß einzugrenzen, wird die Benutzung von Werkzeugen im Rah-
men dieser Arbeit nicht betrachtet. Unter dieser Einschränkung kann ein Objekt nicht
realistisch manipuliert werden, ohne dass es vorher mit der Hand ergriffen oder zu-
mindest berührt wurde. Damit die Greifvorgänge der animierten virtuellen Figur den
durch den Benutzer demonstrierten Greifvorgängen ähneln, ist insbesondere Überein-
stimmung in der angewendeten Kategorie des Griffs - die Greifart - von zentraler Be-
deutung. Aus diesem Grund muss die verwendete Greifart bei der Analyse zuverlässig
bestimmt werden können. Ein wichtiges Ziel ist also eine robuste automatische Erken-
nung von Greifarten (Griffklassifikation) in Bezug auf eine bestimmte Taxonomie. Die
Wahl der Taxonomie von Greifarten spielt ebenfalls eine wichtige Rolle, da sie Ein-
fluss darauf hat, wie erfolgreich eine automatische Klassifikation durchgeführt werden
kann und zudem den Umfang und die Granularität bei der Wiedergabe der erkann-
ten Griffe bestimmt. Ein weiteres Ziel ist es daher, eine besonders für den Einsatz in
virtuellen Umgebungen geeignete Taxonomie zu finden oder zu definieren, wobei das
Augenmerk auf die Anwendungsdomäne virtuelles Prototyping gerichtet ist.
Die wissenschaftlichen Beiträge dieser Arbeit sind thematisch unterschiedlichen
Bereichen zuzuordnen und verteilen sich somit auch strukturell auf die verschiedenen
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Kapitel. An dieser Stelle sind sie aus Gründen der Übersichtlichkeit zusammenfassend
aufgeführt:
ã Systematische Aufarbeitung der bestehenden Literatur zu Taxonomien von
Greifarten. Entwicklung einer eigenen Taxonomie auf Grundlage der Literatur.
Dabei liegt das Augenmerk auf der Abhilfe von Beschränkungen und Schwä-
chen der bestehenden Taxonomien, insbesondere im Hinblick auf gute automa-
tische Klassifizierbarkeit beim Einsatz in virtuellen Umgebungen.
ã Umfassende empirische Untersuchungen zur automatischen Erkennung von
Greifarten (Griffklassifikation). Dabei wurden zahlreiche Klassifikationsalgo-
rithmen auf der Grundlage verschiedener Grifftaxonomien und mehrere Kombi-
nationen von Merkmalsdaten unterschiedlicher Eingabegeräte systematisch eva-
luiert. Daraus ergeben sich Empfehlungen für eine günstige Wahl der bestim-
menden Parameter. Unter Anwendung des hier vorgestellten Verfahrens über-
trifft die Erkennungsleistung der besten Klassifikatoren zudem in einige Fällen
die bisher in der Literatur veröffentlichten Ergebnisse.
ã Entwicklung von Konzepten zur Umsetzung von direkter Objektmanipulation
als Interaktionstechnik in virtuellen Umgebungen. Diese Konzepte wurden zu-
dem im Rahmen eines Demonstratorsystems implementiert. Das Demonstrator-
system diente als Grundlage zur Aufzeichnung von Interaktionsdaten und als
Framework für die Entwicklung und Implementierung der Methoden zur Inter-
aktionsanalyse (siehe unten).
ã Konzeption einer Taxonomie von Basisinteraktionen als Grundlage der Analy-
se von Interaktionen. Entwicklung und Proof-of-Concept Implementierung von
Methoden zur automatischen Erkennung von Basisinteraktionen aus dem konti-
nuierlichen Strom von Bewegungsdaten.
ã Entwicklung eines mehrschichtigen Repräsentationsformalismus für die Inter-
aktionsdaten und die Ergebnisse des Analyseprozesses. Konzipierung eines ein-
heitlichen Datenbank-basierten Systems zur persistenten Aufzeichnung von In-
teraktionsdaten (Interaktionsdatenbank) auf Grundlage dieses Formalismus.
ã Aufzeichnung einer umfassenden Sammlung von Datensätzen mit Interaktions-
daten auf Grundlage mehrerer virtueller Szenarien.
1.3. Aufbau der Arbeit
In Kapitel 2 werden zunächst einige für diese Arbeit relevante Grundlagen der Interak-
tion in virtuellen Umgebungen besprochen. Die Eingabegeräte bzw. die auf diesen Ein-
gabegeräten basierenden Interaktionstechniken spielen eine wichtige Rolle für die Art
der Daten, die einer späteren Interaktionsanalyse zur Verfügung stehen. Das in dieser
Arbeit verwendete Prinzip der direkten Manipulation wird mit anderen Interaktions-
techniken kontrastiert und die dafür nötigen Hardware-Voraussetzungen dokumentiert.
Abschließend werden softwaretechnische Grundlagen des zugrunde liegenden Objekt-
modells erläutert, wobei ein besonderes Augenmerk auf virtuelle Stellteile gelegt wird.
Als technische Grundlage wird eine relevante Industrienorm für reale Stellteile kurz
charakterisiert.
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Kapitel 3 befasst sich mit den Eigenschaften der manuellen Interaktion mit Objekten
in der realen Welt. Dabei spielt das Greifen eine zentrale Rolle. Verschiedene Taxo-
nomien von Greifarten werden vorgestellt und deren Relevanz und Eignung für den
Einsatz in virtueller Realität diskutiert. Als erster Beitrag dieser Arbeit wird dann eine
eigene Taxonomie von Greifarten vorgestellt, die auf etablierten Taxonomien der Li-
teratur aufbaut und speziell auf den Einsatz in virtuellen Umgebungen zugeschnitten
wurde.
In Kapitel 4 werden einige funktionale Komponenten beschrieben, die der tech-
nischen Realisierung direkter Objektmanipulation dienen. Diese wurden im Rahmen
eines Demonstratorsystems praktisch umgesetzt. Kernkonzepte sind dabei das Objekt-
modell, das Sensormodell für die virtuelle Hand, sowie die Simulation virtuellen Grei-
fens. Dieses Demonstratorsystem dient als Grundlage für die weiteren Arbeiten zur
Analyse direkter Objektmanipulationen.
Kapitel 5 befasst sich speziell mit der automatisierten Erkennung von Greifarten.
Die Greifart stellt ein wichtiges Merkmal der durchgeführten Interaktionen dar. Es
werden mehrere im Zuge dieser Arbeit durchgeführte empirische Untersuchungen vor-
gestellt, die eine systematische Evaluierung verschiedener Klassifikationsalgorithmen
und unterschiedlicher Merkmalsräume als Ziel haben. Dabei wird zum einen die Lei-
stungsfähigkeit des vorgestellten Ansatzes zur Griffklassifikation dokumentiert. Zum
anderen werden Empfehlungen in Bezug auf die Wahl des Klassifikators und eine ge-
eignete Kombination von Merkmalen herausgestellt. Abschließend wird die Integrati-
on der Griffklassifikation in den gesamten Prozess der Interaktionsanalyse dokumen-
tiert.
Kapitel 6 stellt den kompletten Prozess der Analyse von direkten Objektmanipu-
lationen dar. Zunächst wird ein mehrstufiges Konzept zur Aufzeichnung von Inter-
aktionsdaten vorgestellt. Als weiterer Beitrag dieser Arbeit wird anschließend eine
Taxonomie von Basisinteraktionen konzipiert und ein heuristischer Ansatz zu deren
automatischen Erkennung aus den Interaktionsdaten entwickelt. Als Repräsentations-
formalismus für die Ergebnisse des Analyseprozesses wird das Konzept der Interakti-
onsereignisse vorgestellt. Den Abschluss bildet die integrierte persistente Speicherung
von Bewegungsdaten und Analyseergebnissen in der Interaktionsdatenbank.
In Kapitel 7 wird das im vorherigen Kapitel dargelegte Analyseverfahren anhand
von zwei einfachen Beispielszenarien Schritt für Schritt besprochen. Die Datenbeispie-
le sind im Rahmen von real durchgeführten Aufzeichnungssitzungen entstanden und
entsprechen somit echten Ergebnissen des implementierten Systems. Dadurch wird die
grundsätzliche Leistungsfähigkeit des vorgestellten Ansatzes belegt und der Analyse-
prozess anschaulich zusammengefasst.
In Kapitel 8 werden die Ergebnisse und Beiträge dieser Arbeit noch einmal zusam-
menfassend dargestellt und in den größeren Kontext des „Virtual Workers“-Projekts
eingeordnet. Eine kritische Betrachtung des vorgestellten Ansatzes mit Ausblick auf
zukünftige Verbesserungen und Erweiterungen bildet den Abschluss.
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KAPITEL II
Interaktion in virtuellen Umgebungen
Der Begriff der Interaktion ist zentral für die vorliegende Arbeit. In diesem Kapitel
werden zunächst einige Grundbegriffe der 3D-Interaktion bzw. der Interaktion in virtu-
ellen Umgebungen erläutert. Dies hat zweierlei Funktion: Zum einen soll die Themen-
stellung dieser Arbeit in dem recht umfangreichen Gebiet klar eingegrenzt werden.
Zum anderen soll eine möglichst große begriffliche Klarheit für die tiefer gehenden
Kapitel dieser Arbeit geschaffen werden.
2.1. Grundbegriffe
Virtuelle Umgebungen
Eine virtuelle Umgebung ist eine computergenerierte künstliche Welt, die einem oder
mehreren Benutzern mittels immersiver Technologie präsentiert wird. Das charakte-
ristische Merkmal der immersiven Technologie ist, dass sie die Sinneseindrücke der
realen Umgebung so weit wie möglich durch künstlich erzeugte Sinneseindrücke ei-
ner virtuellen Welt zu ersetzen versucht. Somit wird dem Benutzer ein Eintauchen (Im-
mersion) in die virtuelle Welt ermöglicht. Die künstlichen Sinneseindrücke sind derzeit
hauptsächlich audiovisuell. Im Bereich der Forschung gibt es jedoch auch schon wei-
tergehende Ansätze für haptische (Berühren) und olfaktorische (Riechen) Eindrücke.
Der Begriff der Interaktion in 3D
Virtuelle Umgebungen sollen nicht nur künstliche Sinneseindrücke glaubhaft prä-
sentieren können, sondern auch einen gewissen Grad der Einflussnahme des Benut-
zers auf die virtuelle Umgebung (Interaktivität) erlauben. Im einfachsten Fall ist dies
die Veränderung der Betrachterposition (Navigation) bei sogenannten Walkthrough-
Anwendungen. Für komplexere Anwendungen sind auch Möglichkeiten zur Manipu-
lation der Bestandteile der virtuellen Welt (virtuelle Objekte) gefordert.
Bei der Interaktion mit Computern in 2D haben sich grafische Benutzeroberflächen
mit sogenannten WIMP-Schnittstellen (engl. Windows, Icons, Menus and Pointers;
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dt. Fenster, Piktogramme, Menüs und Zeiger) als Quasi-Standard durchgesetzt. Im
Bereich der 3D-Interaktion gibt es derzeit noch keinen einheitlichen Standard, aber
aufgrund der vielfältigen Möglichkeiten, die die zusätzliche dritte Dimension bietet,
eine weitaus größere Vielfalt bei den Interaktionstechniken. Mit Interaktionstechniken
ist hier die Kombination aus Hardware (Eingabegeräte) und Software gemeint, wo-
bei letztere die Daten der Eingabegeräte in Steuerbefehle umsetzt und spezifisch für
die jeweilige Interaktionsmetapher interpretiert. Viele dieser Techniken im Bereich der
3D-Interaktion unterliegen derzeit noch einer kontinuierlichen Forschung und Weiter-
entwicklung. Für einen Überblick über dieses aktive Forschungsgebiet und den Stand
der Technik siehe [BKLP04] oder [BC03].
Durch die im Vergleich zu herkömmlichen grafischen 2D-Schnittstellen zusätzliche
dritte Dimension ergibt sich nicht nur einfach eine weitere Koordinatenachse, sondern
eine Vielzahl an neuen Aspekten, die bei der Interaktion Beachtung finden müssen:
ã Drei zusätzliche Freiheitsgrade pro Objekt. Objekte lassen sich nicht nur entlang
einer weiteren Koordinatenachse verschieben, sondern auch um zwei zusätzli-
che Achsen rotieren. Aufgrund der räumlichen Beschaffenheit der Objekte ist
zudem immer ein Teil der Objekte vom Betrachter abgewandt, d.h. ein Objekt
kann niemals vollständig eingesehen werden. Dies macht die Rotation als Be-
standteil der Interaktion im Gegensatz zu 2D-Interaktionen deutlich wichtiger.
ã Die Betrachterposition spielt eine wichtige Rolle für die Semantik der Interak-
tion. Durch den räumlichen Charakter der 3D-Umgebung wird der Betrachter
gleichsam zu einem Teil der Welt. Somit werden die Position des Betrachters
und seine Blickrichtung zu wichtigen Parametern bei der 3D-Interaktion. Diese
Parameter müssen zum einen steuerbar gemacht werden und zum anderen in die
Interpretation der anderen Steuerbefehle einfließen.
ã Potenziell unbegrenzte Sichtweite entlang einer Dimension. Bei 2D-
Oberflächen wird der einsehbare Bereich beider Dimensionen durch die
Grenzen des Bildschirms bzw. der Projektion begrenzt. Die Blickrichtung
ist stets orthogonal oder weitestgehend orthogonal zu der Oberfläche, d.h.
niemals Teil der dargestellten Szenerie. Selbst wenn die simulierte Welt theore-
tisch unbegrenzt oder größer als die zu einem gegebenen Zeitpunkt einsehbare
Fläche ist, so ist immer nur ein begrenzter Abschnitt beider Koordinatenachsen
sichtbar, welcher den Abmessungen der Oberfläche entspricht. Dies fördert die
Übersichtlichkeit und vereinfacht die Auswahl von Objekten. Bei 3D-Welten
kann die simulierte Welt in Blickrichtung des Betrachters theoretisch unendlich
weit eingesehen werden, wobei entferntere Objekte natürlich immer kleiner
erscheinen, bis zur de facto Unsichtbarkeit. Ein damit verbundenes Problem ist
die Verdeckung, da Objekte von der jeweiligen Betrachterposition vollständig
hinter anderen Objekten oder gar innerhalb anderer Objekte liegen können.
ã Aus Betrachterposition und theoretischer Unbegrenztheit des Raumes ergibt sich
im Gegensatz zu 2D-Schnittstellen noch ein weiterer wichtiger Aspekt, näm-
lich der des Abstandes der Objekte vom Betrachter. Bei 2D-Schnittstellen sind
jederzeit alle sichtbaren Objekte erreichbar und somit manipulierbar. Bei 3D-
Schnittstellen spielt die Entfernung des Objektes vom Betrachter eine Rolle, die
evtl. zur Unerreichbarkeit des Objektes führen kann. Je nach Interaktionstechnik
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müssen somit Mechanismen geschaffen werden, die auch entferntere Objekte er-
reichbar machen, oder es dem Benutzer erlauben, sich den Objekten so weit zu
nähern, dass sie erreichbar werden.
ã Physische Positionierung des Benutzers. Während bei herkömmlichen 2D-
Schnittstellen der Benutzer häufig an einem Tisch vor einem Bildschirm sitzt,
nimmt er bei virtuellen Umgebungen häufig eine stehende Position ein und kann
sich mehr oder weniger frei innerhalb eines bestimmten Interaktionsvolumens
bewegen. Dies stellt zusätzliche Anforderungen an die Eingabegeräte, die für
diese mobilere Art des Einsatzes geeignet sein müssen.
Die genannten Eigenschaften stellen zusätzliche Aspekte dar, denen beim Entwurf
von Interaktionstechniken in 3D Rechnung getragen werden muss. Daraus ergibt sich,
dass Interaktionstechniken und Eingabegeräte, die bei 2D-Schnittstellen üblich sind,
für den Einsatz in virtuellen Umgebungen nur begrenzt oder gar nicht tauglich sind.
Dies hat zu einer Entwicklung zahlreicher neuer Eingabegeräte und Interaktionstech-
niken geführt, welche speziell für den Einsatz in 3D-Benutzerschnittstellen, insbeson-
dere virtuellen Umgebungen, zugeschnitten sind.
Der Begriff der Objektmanipulation
Mit Manipulation ist hier die Möglichkeit des Benutzers gemeint, Bestandteile der
virtuellen Umgebung zu verändern. Allgemein können dies z.B. Form, Größe, Farbe,
Position oder Aggregierung von Objekten sein. Bei Bowman et al. [BKLP04] wird
der Begriff der Manipulation in grundlegende immer wieder kehrende Bestandteile
zerlegt, die in den verschiedenen Interaktionstechniken in verschiedener Ausprägung
wiederzufinden sind. Diese werden kanonische Manipulationen (engl. canonical ma-
nipulations) genannt, sind jedoch auf Festkörper und deren Lageänderung im Raum
beschränkt. Die identifizierten kanonischen Manipulationen sind somit:
Selektion Die Auswahl von Objekten, meist zum Zwecke weiterer Manipulation.
Translation Die Änderung der Position eines Objektes im Raum.
Rotation Die Änderung der Orientierung eines Objektes im Raum.
Die Möglichkeit zur Skalierung, d.h. der Größenänderung von Objekten, wird bei
Bowman nicht betrachtet, da diese meist auf die Manipulation von Hilfsobjekten abge-
bildet wird, an denen wiederum nur Translation oder Rotation vorgenommen werden.
In dieser Arbeit wird der Begriff der Manipulation noch etwas erweitert, indem
auch artikulierte Objekte – insbesondere Stellteile – manipuliert werden können (siehe
Abschnitt 2.4.2, S. 21ff). Solche Teile sind keine Festkörper, sondern verfügen über
Gelenke, die wiederum objektintern innerhalb bestimmter Grenzen (engl. constraints)
verschoben oder verdreht werden können. Diese Möglichkeiten bestehen zusätzlich zu
der Möglichkeit, das Objekt als Ganzes im Raum zu verschieben oder zu drehen.
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2.2. Techniken der Interaktion in virtuellen
Umgebungen
In den folgenden Unterabschnitten wird zunächst ein Überblick über die gängigsten
Interaktionstechniken in virtuellen Umgebungen gegeben. Der letzte dieser Unterab-
schnitte stellt diejenige Interaktionstechnik vor, in deren Kontext die vorliegende Ar-
beit einzuordnen ist. Dadurch findet eine thematische Eingrenzung innerhalb des recht
breiten Gebietes der Interaktion in virtuellen Umgebungen statt.
2.2.1. Zeigerbasierte Interaktion
Abbildung 2.1.: Links: Beispiel für zeigerbasierte Interaktion mit einer virtuellen Umge-
bung. Mitte: Eingabegerät zur Steuerung eines Zeigers in 3D („Flystick“). Rechts: Trackball-
Manipulator zur Rotation eines Körpers.
Zeigerbasierte Interaktion ist die wohl am weitesten verbreitete Interaktionstechnik,
da sie am einfachsten umzusetzen ist. Sie stellt im Wesentlichen eine Übertragung
des aus 2D-Benutzerschnittstellen bekannten Konzepts des Mauszeigers in die dritte
Dimension dar. Charakterisiert wird sie durch eine vom Benutzer gesteuerte Zeiger-
Geometrie, die entweder als geschlossener Körper, oder als in einer Richtung theo-
retisch unendlich langer Zeigestrahl realisiert sein kann (siehe Abbildung 2.1 links).
Objekte werden ausgewählt, indem die Zeiger-Geometrie mit einem virtuellen Objekt
zur Kollision gebracht wird, oder indem der Zeigestrahl so ausgerichtet wird, dass er
das gewünschte Objekt schneidet oder annähernd schneidet. Der Zeiger wird vom Be-
nutzer durch ein geeignetes Eingabegerät gesteuert, das in der Lage sein muss, sechs
Freiheitsgrade zu erfassen (drei für die Position und drei für die Orientierung des Zei-
gers). Dabei kann die Positionssteuerung direkt stattfinden, z.B. bei Tracker-gestützten
Eingabegeräten wie dem „Flystick“ (siehe Abbildung 2.1 Mitte). Bei isometrischen
Geräten wie dem „Spaceball“ hingegen, wird durch Druckausübung die Geschwindig-
keit und Richtung des Zeigers gesteuert.
Zur Manipulation von Szenenobjekten kommen meist eine Reihe von speziali-
sierten Interaktionsmetaphern oder Hilfsobjekten, so genannte Manipulatoren oder
„3D-Widgets“ [Dac04] zum Einsatz. Ein Beispiel ist der so genannte Trackball-
Manipulator [Wer93] 1, welcher der Rotation von Objekten dient (siehe Abbildung 2.1
1In der Kategorisierung von Dachselt [Dac04] auch bezeichnet als „Rotationskugel“ (engl. „Virtual
Sphere“).
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rechts). Dieser besteht aus drei konzentrischen Ringen, wobei jeder Ring in einer der
drei Koordinatenebenen liegt. Durch Selektion eines Rings und anschließendes Be-
wegen des Zeigers, wird eine bestimmte Drehachse und ein Drehwinkel vorgegeben.
Durch Kombination sämtlicher drei Ringe, die sich stets mit dem Objekt drehen und
somit drei orthogonale Drehachsen definieren, lassen sich beliebige räumliche Rota-
tionen realisieren. Neben für den 3D-Raum spezifischen Manipulatoren findet man
auch oft eine Übertragung der Steuerelemente grafischer 2D-Benutzerschnittstellen in
die dritte Dimension. Den einfachsten Fall stellen Buttons dar, die bei Selektion eine
bestimmte Funktion auslösen. Aber auch Schieberegler, Menüs und Ähnliches lassen
sich entsprechend in eine 3D-Darstellung übertragen.
Der Vorteil zeigerbasierter Interaktion ist die einfache Umsetzung. Die Bedienung
der Schaltelemente muss wie im 2D-Fall zunächst eingeübt und verstanden wer-
den, wobei sich der Lernaufwand durch die Ähnlichkeit zu den etablierten WIMP-
Schnittstellen aber in Grenzen hält. Ein Nachteil ist die je nach Anwendung relativ
umständliche Bedienung. Zudem werden die dargestellten Szenen zusätzlich mit den
3D-Schaltelementen und Hilfsgeometrien beladen. Dies kann zu Unübersichtlichkeit
und einer etwaigen Reduktion der Immersion führen.
2.2.2. Multimodale Interaktion
Abbildung 2.2.: Beispiel für multimodale Interaktion (Gestik und Sprache) in einer virtuellen
Umgebung: Virtuelle Werkstatt [LJW99]
Bei multimodaler Interaktion werden Benutzereingaben aus mehreren Eingabekanä-
len (Modalitäten) vom System entgegengenommen. Dies können zum Beispiel Spra-
che und Gestik sein. Bei einer Eingabe mittels Sprache und Gestik kann der Benut-
zer natürlichsprachliche Anweisungen äußern, um z.B. bestimmte Anwendungsproze-
duren durchzuführen oder bestimmte Funktionen aufzurufen. Die Gestik dient dabei
häufig der näheren Spezifikation, d.h. der Parametrisierung dieser Anweisungen, ins-
besondere in Hinblick auf räumliche Gegebenheiten (siehe Abbildung 2.2).
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Ein klassisches Beispiel ist die “Put that there” Anweisung, zu deutsch “Lege das
dort hin” (siehe [Bol80]). Um diese Prozedur durchzuführen, würde der Benutzer an-
fangen zu sprechen, indem er das Kommando “Lege” äußert. Anschließend vollführt
er eine Zeigegeste auf ein Objekt der virtuellen Umgebung und äußert gleichzeitig das
Wort “das”. Somit ist spezifiziert, welches Objekt bewegt werden soll, d.h. es wurde ei-
ne Selektion durchgeführt. Anschließend vollführt der Benutzer eine weitere Zeigege-
ste und zeigt z.B. auf eine Stelle auf einem Tisch, wobei er die Worte “dort hin” äußert.
Dadurch hat er den Zielort angegeben und somit die gesamte Anweisung vollständig
spezifiziert. Neben den im Beispiel erwähnten deiktischen Gesten (Zeigegesten), die
sich oftmals nur zur Selektion von Objekten eignen, gibt es noch eine Reihe weiterer
Arten von Gesten, mit Hilfe derer man z.B. eine Drehrichtung (Rotation der Hand um
eine gedachte Achse), eine Höhe (Halten der flachen Hand in einer bestimmten Höhe)
oder eine Länge (Halten der Hände in einem bestimmten Abstand) spezifizieren kann
(siehe [LJW99, Lat01]). Die vollständige Bedeutung einer durchgeführten Interakti-
on ergibt sich immer erst aus der Kombination aller beteiligten Modalitäten, d.h. in
diesem Falle der Kombination der sprachlichen und der gestischen Äußerung.
Der Vorteil der multimodalen Interaktion ist der natürliche Umgang mit der simu-
lierten Umgebung, die nur wenig bis gar keine Einarbeitung erfordert. Der Benutzer
kann Befehle so äußern, als würde er mit einer natürlichen Person sprechen. Ein weite-
rer Vorteil ist die hohe Flexibilität, da dieselbe Anweisung unter Umständen in mehre-
ren Modalitäten geäußert werden kann, oder für jede Interaktion die jeweils geeignetste
Modalität gewählt werden kann. Der Nachteil ist die hohe Komplexität des Systems
und der damit verbundene enorme Entwicklungsaufwand. Zum korrekten Verständ-
nis der Interaktion muss Sprachverstehen und eine räumliche Interpretation der Gestik
implementiert werden. Dabei müssen die Benutzerposition und die aktuelle Zusam-
mensetzung der virtuellen Szene mit einfließen. Zudem müssen beide Modalitäten
zeitlich integriert werden. Multimodale Interaktion ist derzeit ein noch stark in der
Entwicklung befindliches Feld. Ein weiterer Nachteil bei Gesten-basierter Objektma-
nipulation ist die Ungenauigkeit, da sich die Gesten nur annäherungsweise in konkrete
Maße übersetzen lassen. Genauere Maße müssten dann entweder sprachlich angege-
ben werden (z.B. “mache den Tisch 75 cm hoch”) oder durch aufwändige schrittweise
Annäherung erreicht werden.
2.2.3. Direkte Objektmanipulation
Bei direkter Objektmanipulation nimmt der Benutzer direkt mit seinen Händen Ein-
fluss auf die virtuelle Szenerie, so wie er das auch in der Realität tun würde. Objekte
werden also direkt durch den Benutzer angefasst, ergriffen, bewegt, getragen, usw. Da-
zu ist ein virtuelles Modell der Hand nötig, auch als virtuelle Hand bezeichnet, welches
über geeignete Eingabegeräte isomorph angesteuert wird (siehe Abbildung 2.3). Dies
bedeutet, dass die virtuelle Hand die gleichen Bewegungen vollführt, die der Benutzer
mit seiner realen Hand vorgibt. Insbesondere können die Finger relativ zueinander be-
wegt werden, so dass das Handmodell eine Vielzahl von Fingerstellungen einnehmen
kann.
Die hier angesprochene Art von virtuellem Handmodell geht weit über die von Bow-
man et al. in [BKLP04] als „virtual hand“ bezeichnete Interaktionstechnik hinaus. Da
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Abbildung 2.3.: Beispiel für direkte Objektmanipulation mittels eines virtuellen Handmodells.
dort die Hand starr ist und lediglich zur Selektion des Objekts und zur Steuerung von
Position und Orientierung genutzt wird, ist die „virtual hand“-Metapher in der dor-
tigen Form eher der zeigerbasierten Interaktion zuzuordnen. Bei anderen Techniken
mit virtuellen Händen kann die Hand zwar als Ganzes geöffnet oder geschlossen, die
Finger aber nicht unabhängig bewegt werden. Bei direkter Objektmanipulation, wie
sie hier gemeint ist, spielt das Verhältnis der einzelnen Finger zum Objekt, d.h. die
Kontaktstellen, und die Fingerstellung eine wichtige Rolle. Es geht also sowohl um
realistisches virtuelles Greifen, wobei verschiedenste Arten von Griffen zum Einsatz
kommen können, als auch um realistische Behandlung nicht-prehensiler Kontakte zwi-
schen Teilen der Hand und den virtuellen Objekten. Dies kann z.B. das Drücken eines
Knopfes mit der Fingerspitze oder das Anstoßen einer Schublade zum Schließen sein.
Die Selektion von Objekten erfolgt bei dieser Interaktionstechnik stets implizit. Da
wie in der Realität auch ein Objekt nur dann manipuliert werden kann, wenn es ange-
fasst wird, gilt ein berührtes Objekt immer auch gleichzeitig als für die Manipulation
selektiert. Bei direkter Objektmanipulation ist die Auswahl der Objekte, welche ma-
nipuliert werden können, durch die Reichweite der Arme beschränkt. Daher muss das
Szenario entweder auf die Objekte in Reichweite beschränkt bleiben, wie es in einem
Cockpit der Fall ist, oder es muss eine Möglichkeit der Navigation vorhanden sein, um
weiter entfernte Teile der Szenerie erreichen zu können.
Die Vorteile dieser Interaktionstechnik liegen in dem hohen Grad an Realismus und
der daraus resultierenden intuitiven Verwendung. Mit gewissen Abstrichen, bedingt
durch technische Gegebenheiten, wie fehlendem haptischem Feedback oder Ungenau-
igkeiten bei Eingabegeräten und Kollisionsbehandlung, lassen sich Objekte annähernd
so präzise manipulieren, wie das auch in der Realität der Fall ist. Ein Nachteil liegt
in dem fortgeschrittenen Entwicklungsaufwand, der höher ist, als bei zeigerbasierter
Interaktion, jedoch im Allgemeinen deutlich geringer ausfallen dürfte als bei multi-
modalen Interaktionstechniken. Ein weiterer Nachteil liegt in den Beschränkungen,
die sich aus dem Realismus der Interaktion ergeben und die somit die Beschränkun-
gen von Objektmanipulationen in der realen Welt widerspiegeln. Dies ist vor allem
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die beschränkte Reichweite der Arme des Benutzers, aber auch Einschränkungen in
Hinblick auf die Größe der manipulierbaren Objekte.
Diese möglichen Nachteile können aber in bestimmten Anwendungskontexten wie-
derum gewünschte Eigenschaften sein. Zum Beispiel bei Ergonomiestudien von virtu-
ellen Prototypen, bei denen die Untersuchung der Erreichbarkeit von Steuerelementen
eine wichtige Rolle spielt. Ein weiteres Anwendungsgebiet ist die Demonstration von
Interaktionen zum Zwecke des Imitationslernens [Sch99], wie beim „Action Capture“-
Verfahren. Hierbei soll eine Interaktion auf so natürliche und realistische Weise wie
möglich vorgeführt werden, damit sie bei einer späteren Wiedergabe durch eine virtu-
elle Figur entsprechend glaubhaft wirkt.
Direkte Objektmanipulation ist die Interaktionstechnik, die dieser Arbeit zugrunde
liegt. Die Herausforderungen bei der Simulation und insbesondere bei der Analyse von
Benutzerinteraktionen in virtuellen Umgebungen mit dieser Technik sind Gegenstand
ausführlicher Betrachtung in den folgenden Kapiteln.
2.3. Eingabegeräte
Die Art und Beschaffenheit der Eingabegeräte spielt für die Interaktion in virtuellen
Umgebungen eine bestimmende und unterstützende Rolle. Sie ermöglichen es erst dem
Benutzer, durch Erfassung von Bewegungen oder Kräften, den gewünschten Einfluss
auf die Umgebung vornehmen zu können. Die Arten von Eingabegeräten für die ver-
schiedenen Interaktionstechniken sind sehr vielfältig. Hier sollen daher nur diejenigen
Eingabegeräte in ihrer Funktionsweise vorgestellt werden, die sich für direkte Objekt-
manipulation eignen, und die im Rahmen dieser Arbeit Verwendung fanden. Für einen
umfassenderen Überblick siehe [BKLP04].
2.3.1. Positionstracker
Positionstracker (kurz: Tracker, von engl. to track = verfolgen) sind Geräte, die dazu
dienen, Position und Orientierung eines Gegenstandes im Raum zu erfassen. Hierbei
werden sechs Freiheitsgrade (drei für die Position, drei für die Rotation) integriert
erfasst, so dass man daher auch von 6DOF-Trackern (DOF kurz für engl. degree of
freedom = Freiheitsgrad) spricht. Das Verfahren der Erfassung mittels Trackern wird
als Tracking bezeichnet.
In Bezug auf die Funktionsweise gibt es vielfältige Verfahren, wie z.B. mechani-
sche, magnetische, optische oder akustische Tracker. Im Rahmen dieser Arbeit wurde
ein optisches Trackingsystem der Firma Advanced Realtime Tracking (A.R.T.) GmbH
eingesetzt (siehe Abbildung 2.4). Dabei werden optische Marker eingesetzt, die aus
mehreren reflektierenden Kügelchen an jeweils einer festen Position bestehen, so ge-
nannte Rigid Bodies oder auch Targets. Beim Tracking-Vorgang werden die Targets
von mehreren Kameras mit unsichtbaren Infrarot-Lichtblitzen beschossen und Bilder
der Reflektionen aufgenommen. Da die Position der Kügelchen zueinander pro Rigid
Body eindeutig ist, lässt sich durch Analyse des Abbildes der Lichtreflexe sowohl der
jeweilige Body eindeutig bestimmen, als auch dessen genaue Position und Orientie-
rung im Raum ausrechnen.
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Abbildung 2.4.: Optisches Tracking der Firma A.R.T. GmbH. Links: Schematische Darstel-
lung des Funktionsprinzips. Mitte: Optischer 6DOF-Marker (engl. tracking target), der überall
am Körper angebracht werden kann. Rechts: Brille mit optischen Markern für die Kopfverfol-
gung (engl. head tracking).
Durch die Aufstellung und den Sichtbereich der Kameras ergibt sich ein bestimmter
räumlicher Bereich, auf den die Erkennung der Marker und somit ein Funktionieren
des Trackings beschränkt ist. Dieser Bereich wird als Tracking-Volumen bezeichnet.
Die Targets lassen sich an mehreren signifikanten Stellen des Körpers befestigen,
z.B. Hände, Arme, Kopf und somit pro Messung ein Abbild der Körperstellung des
Benutzers rekonstruieren. Besonders wichtig ist die Verfolgung der Kopfstellung über
eine mit Markern ausgestattete Brille zur Berechnung der korrekten Betrachterper-
spektive (head tracking). Aber auch die aktuelle Lage der Hände des Benutzers im
Raum spielt für die direkte Objektmanipulation eine wichtige Rolle.
2.3.2. Datenhandschuh (Cyberglove)
Ein Datenhandschuh ist ein Eingabegerät, das der Erfassung der Fingerstellung einer
Hand dient. In dieser Arbeit kam das Modell „Cyberglove 2“ der Firma Immersion
zum Einsatz. Dieser Handschuh aus einem flexiblen Material wird wie ein herkömm-
licher Handschuh getragen. Durch 22 flache, biegungssensitive Sensoren, die an meh-
reren Schlüsselpositionen (hauptsächlich Gelenke) in das Material des Handschuhs
eingenäht sind, werden Messwerte erfasst, die Rückschlüsse auf die Fingerstellung er-
lauben (siehe Abbildung 2.5). Jeder der Sensoren misst den Grad seiner Verbiegung
um die flache Seite seiner Längsachse als Zahlenwert. Dieser Wert ist annähernd linear
proportional zum jeweiligen Gelenkwinkel. Auf dem Handrücken sind an den Ansät-
zen der Finger Sensoren angebracht, die die relative Spreizung der Finger zueinander
messen.
Da der Cyberglove 2 kabellos arbeitet, muss zusätzlich zu dem Handschuh eine
kleine Konsole getragen werden, die am Unterarm befestigt wird. Diese Konsole ent-
hält einen Akku zum Betrieb der Steuerungselektronik und überträgt die gemessenen
Sensordaten via Bluetooth an einen entsprechend ausgerüsteten PC.
Es ist wichtig festzuhalten, dass die gemessenen Sensorwerte nicht direkt den Ge-
lenkwinkeln der Finger entsprechen. Diese müssen erst durch Umrechnung unter Zu-
hilfenahme benutzerspezifischer Parameter errechnet werden. Diese Parameter müssen
für jeden Benutzer im Rahmen eines recht aufwändigen Kalibrierungsvorganges ermit-
telt werden (siehe unten). Um eine isomorphe Handsteuerung zu realisieren, wie sie
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Abbildung 2.5.: Kabelloser Datenhandschuh vom Typ “Cyberglove 2” der Firma Immersion
zur Messung der Fingerstellung.
für direkte Objektmanipulation erforderlich ist, lässt sich diese Kalibrierung nicht ver-
meiden, da zur korrekten Animation des Handmodells die Gelenkwinkel bekannt sein
müssen. Allerdings lässt sich auf Grundlage der rohen Sensorwerte, d.h. ohne dass ei-
ne Kalibrierung nötig ist, eine Erkennung bestimmter Arten von Fingerstellungen, z.B.
Gesten, realisieren. Dies wird in Kapitel 5 ausführlich dargelegt.
Da der Datenhandschuh selbst nur die Fingerstellung, aber nicht die Handposition
und Orientierung im Raum messen kann, muss zusätzlich ein Tracking-Marker ein-
gesetzt werden. Dieser kann jedoch mittels einer Gummischlaufe problemlos auf dem
Rücken des Datenhandschuhs befestigt werden.
Kalibrierung des Datenhandschuhs
Die Steuerungseinheit des Datenhandschuhs liefert nicht direkt Gelenkwinkel für die
einzelnen Fingergelenke, sondern lediglich ein abstraktes Maß für die Verbiegung des
jeweiligen Sensors (für den Cyberglove eine Ganzzahl im Intervall zwischen 0 und
255). Da die Umrechnung dieser Sensorwerte in Gelenkwinkel stark von den Maßen
und Proportionen der Hand des Benutzers abhängt, ist ein benutzerabhängiger Kali-
brierungsprozess notwendig. Diese Kalibrierung ist recht aufwändig, da die Parameter
jedes Sensors einzeln angepasst und mit den gewünschten Gelenkwinkelstellungen
des Handmodells abgeglichen werden müssen. Dabei werden einzelne Finger oder die
ganze Hand in unterschiedliche Stellungen gebracht (z.B. Faust, gespreizte Finger, be-
rührende Fingerspitzen usw.) und die Kalibrationsparameter unter optischer Kontrolle
des Handmodells angepasst. Ein Nachteil dieses Verfahrens ist zudem, dass Interde-
pendenzen zwischen den einzelnen Sensoren bestehen, die von dieser relativ einfachen
linearen Abbildung nicht aufgelöst werden können. Komplexere semi-automatische
Verfahren arbeiten mit videobasierter Kontrolle der Gelenkwinkel [KZK04]. Dieses
Verfahren liefert genauere Kalibrationsergebnisse und ist in der Durchführung einfa-
cher, setzt jedoch einen komplexen technischen Aufbau voraus, der selbst wiederum
kalibriert werden muss.
Bei dem in dieser Arbeit verwendeten Kalibrierungsverfahren werden zur Umrech-
nung von Sensorwerten in Gelenkwinkel für jeden Sensorwert zwei Parameter be-
stimmt - Offset und Gain. Der Offset-Wert ist derjenige Wert, den ein Sensor liefert,
wenn sich die Hand in einer definierten Neutralstellung befindet. In der Neutralstellung
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liegt die Hand flach auf einer ebenen Oberfläche auf, wobei die Finger gerade ausge-
streckt sind und aneinander anliegen (siehe Abbildung 2.6). Der Daumen ist in einem
natürlich entspannten Winkel abgespreizt (ca. 70 Grad). Der Gain-Wert entspricht ei-
nem Faktor, mit dem die Differenz aus Sensorwert und Offset multipliziert wird, um
zu einem entsprechenden Winkel in Grad zu kommen. Der endgültige Gelenkwinkel
berechnet sich dabei nach folgender Formel:
Winkel = (Sensorwert−Offset) ∗Gain (2.1)
Diese Formel gilt allerdings nur für Fingergelenke mit einem Freiheitsgrad, d.h. in-
terphalangeale Gelenke (zur Begriffsklärung siehe Abschnitt 3.1.1, S. 26ff). Da die
Gelenkwinkel als räumliche Rotation angegeben werden, ergibt sich für die Gelenke
mit mehreren Freiheitsgraden ein etwas komplizierteres Prinzip. Dabei werden zu-
nächst Einzelwinkel entlang des jeweiligen Freiheitsgrades ausgerechnet, die wieder-
um jeweils auf einem Offset-Gain-Paar beruhen. Anschließend werden diese Einzel-
winkel dann zu einer räumlichen Gesamtrotation verrechnet. Ein Problem sind hierbei
die Adduktion/Abduktion-Sensoren zwischen den Fingern. Diese liefern jeweils nur
relative Spreizungswerte anstatt einer absoluten Rotation um die zur Handfläche or-
thogonalen Drehachse. In Bezug auf die tatsächliche Abspreizung der Finger lässt das
eine mehrdeutige Interpretation der Sensorwerte zu. Um die Gelenkwinkel determi-
nistisch bestimmen zu können, wird daher davon ausgegangen, dass der Mittelfinger
stets gerade bleibt (senkrecht zur Achse, die die MCP-Gelenke verbindet) und sich die
anderen Finger relativ zum Mittelfinger bewegen. Diese Annahme ist natürlich nicht
immer korrekt, so dass Diskrepanzen zwischen der für das Handmodell errechneten
Fingerstellung und der tatsächlichen Fingerstellung des Benutzers vorkommen kön-
nen. Dies ist jedoch unvermeidlich und liegt ursächlich in der Unvollständigkeit bzw.
Ambiguität der Sensorwerte des Datenhandschuhs begründet.
Abbildung 2.6.: Neutralstellung der Hand beim Kalibrieren des Datenhandschuhs.
Problematisch bei der Kalibrierung ist auch das Wurzelgelenk des Daumens, wel-
ches drei Freiheitsgrade hat. Bei der Bestimmung der Gelenkrotation kommen somit
die Werte von drei Sensoren zum Einsatz, deren Rotationsachsen jedoch nicht orthogo-
nal sind. Es bestehen also starke Interdependenzen zwischen den Sensorwerten. Das
Rollen des Daumens um die eigene Achse wird zudem nur durch einen generellen
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Wölbungswert der Handfläche gemessen, welcher wiederum neben dem Sattelgelenk
des Daumens von anderen Gelenken abhängt. Dies macht die Bestimmung der Ka-
librationsparameter für den Daumen besonders kompliziert. In der Praxis ließen sich
auch hier Diskrepanzen zwischen Handmodell und realer Hand nicht vermeiden und
der Daumen konnte nur sehr grob an die tatsächliche Bewegung der Hand angenähert
werden. Um Objektmanipulationen möglichst effektiv durchführen zu können, sollte
das Hauptaugenmerk bei der Kalibrierung des Daumens darauf liegen, dass sich die
Spitzen des Daumens und des Zeigefingers möglichst exakt treffen. Die Spitzen des
Daumens und der übrigen Finger sollten sich so gut wie möglich treffen, was aber in
der Praxis nicht immer perfekt erreicht werden konnte.
2.3.3. Fingertracker
Das optische Fingertracking der Firma Advanced Realtime Tracking (A.R.T. GmbH)
dient wie ein Datenhandschuh dazu, die Fingerstellung der Hände zu messen. Es wurde
als Alternative zum Cyberglove im Rahmen dieser Arbeit eingesetzt und evaluiert.
Die Funktionsweise des Fingertracking basiert auf ähnlichen Prinzipien wie das op-
tische 6DOF-Tracking. Dazu wird an der Hand ein spezielles Target, der Fingertracker,
angebracht, dessen Basisteil den 6DOF Rigid Bodies ähnelt. Zusätzlich zu dem star-
ren Basisteil verfügt der Fingertracker über Kappen mit aktiven Markern, die auf die
Fingerkuppen aufgesteckt werden. Die Marker werden „aktive Marker“ genannt, da
sie selbsttätig zu bestimmten Zeitpunkten Infrarotlicht aussenden. Diese Zeitpunkte
werden mit den Kameras synchronisiert, indem ein Synchronisationssignal auf den
Infrarotblitz der Kameras aufmoduliert wird. Durch die Synchronisation ist die Zuord-
nung vom Abbild des Markers zum dazugehörigen Finger eindeutig bestimmt. Dies
wäre auf Grundlage des Bildes allein nicht möglich, da ein Marker auf jeder der Ka-
meras nur als Lichtpunkt erscheint. Durch Bestimmung der Position des Markers kann
die Position einer jeden Fingerspitze relativ zur Handfläche gemessen werden. Position
und Orientierung der Handfläche wird, wie beim normalen 6DOF-Tracking, durch den
Rigid Body des Fingertrackers bestimmt, der auf dem Handrücken angebracht wird.
Die eigentlichen Gelenkwinkel der Finger werden durch inverse Kinematik unter Ver-
wendung einer Heuristik geschätzt, also nicht direkt gemessen.
Die vom Fingertracker ermittelten Daten bestehen aus einer 4x4 Transformations-
matrix für den Handrücken, einer 3x3 Rotationsmatrix pro Finger für das metacar-
pophalangeale Gelenk, und zwei skalaren Winkeln für die beiden interphalangealen
Gelenke (zur Begriffsklärung siehe Abschnitt 3.1.1, S. 26ff). Zusätzlich werden noch
die bei der Kalibrierung ermittelten Maße der Finger übermittelt. Eine vollständige
Auflistung der gemessenen Daten findet sich in Tabelle 5.18, S. 121.
Der Vorteil des Fingertracking gegenüber dem Datenhandschuh liegt in der genauen
Bestimmung der Positionen der Fingerspitzen. Es ist ebenfalls ein Kalibrierungsvor-
gang nötig, dessen Aufwand sich aber im Vergleich zum Datenhandschuh in Grenzen
hält. Diese Kalibrierung dient vor allem dazu, die Längen der Fingersegmente zu er-
fassen, damit die Gelenkwinkel so korrekt wie möglich geschätzt werden können. Die
Position der Fingerspitzen selbst wird jedoch stets exakt bestimmt, im Gegensatz zum
Datenhandschuh, wo sich sie sich durch Vorwärtskinematik ergibt. Durch Fortpflan-
zung von Fehlern bei der Kalibrierung können beim Datenhandschuh unkorrekte Fin-
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gerspitzenpositionen resultieren, was dazu führt, dass sich die Finger des Handmodells
nicht immer an der gewünschten Stelle treffen.
Ein Nachteil des Fingertrackers sind möglicherweise inkorrekte Messungen, die
durch Verdeckungen hervorgerufen werden. Kann der Marker einer Fingerspitze nicht
von genügend Kameras gesehen werden, weil er z.B. von anderen Fingern, Teilen
der Hand, des Armes, sonstigen Körperteilen oder Objekten verdeckt wird, kann sei-
ne Position nicht genau bestimmt werden. In diesem Fall kommt es zu Sprüngen in
den errechneten Gelenkwinkeln, was dazu führt, dass ein einzelner Finger oszilliert.
Dies kann insbesondere bei der Kollisionserkennung des Handmodells mit virtuellen
Objekten zu Problemen führen (siehe dazu Abschnitt 4.4 „Simulation des Greifens“,
S. 72ff). Beim Cyberglove besteht dieses Problem nicht, da aufgrund des mechani-
schen Messverfahrens Verdeckungen keine Rolle spielen und somit zu jeder Zeit kor-
rekte Biegungswerte für alle Sensoren ermittelt werden.
Abbildung 2.7.: Optisches Fingertracking der Firma A.R.T. GmbH. Links: Variante mit drei
Fingern. Mitte: Variante mit fünf Fingern. Rechts: Variante mit taktilem Feedback.
Es gibt verschiedene Varianten des Fingertrackings. Zum einen gibt es zwei Vari-
anten, die sich in der Anzahl der getrackten Finger unterscheiden – eine Variante mit
drei Fingern (Abbildung 2.7 links) und eine mit fünf Fingern Abbildung 2.7 Mitte).
Die dreifingrige Variante liefert zwar für Ringfinger und kleinen Finger keine Daten,
ist jedoch bei der Erfassung der übrigen Finger robuster. Dies rührt daher, dass sich die
optische Abtastrate von 60 Hz auf die Anzahl der aktiven Marker verteilt. Bei der drei-
fingrigen Variante wird eine vollständige Handpostur also mit 20 Hz erfasst, während
das bei der fünffingrigen Variante nur mit 12 Hz geschieht.
Eine dritte Variante ist ein dreifingriger Fingertracker, der mit taktilem Feedback
an den Fingerspitzen ausgestattet ist (Abbildung 2.7 rechts). Diese Variante wurde an
der Universität Weimar in Kooperation mit der Volkswagen AG entwickelt [SMF07].
Zur Erzeugung des taktilen Reizes sind die Kappen, mit denen die aktiven Marker auf
die Finger aufgesteckt werden, zusätzlich mit feinen Drähten ausgestattet, welche über
die Fingerkuppen verlaufen. Diese bestehen aus einem Material mit Formgedächtnis.
Durch ein Signal, das über Funk an eine zusätzliche Steuereinheit gesendet wird, kön-
nen die einzelnen Drähte mit variabler Intensität zum Vibrieren gebracht werden. Dies
ermöglicht es z.B. bei Kollisionen der Finger des Handmodells mit virtuellen Objek-
ten einen entsprechenden taktilen Reiz an den Benutzer zu übermitteln. Neben erhöhter
Immersion erleichtert dies auch die Kontrolle bei der direkten Objektmanipulation, da
Kollisionen nun nicht mehr optisch überprüft werden müssen, sondern direkt „gefühlt“
werden.
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2.4. Virtuelle Objekte
Bewegliche, vom Benutzer manipulierbare Objekte sind ein zentraler Bestandteil von
interaktiven virtuellen Umgebungen. Ohne diese würden virtuelle Umgebungen ledig-
lich so genannte Walkthroughs bleiben, bei denen außer der Navigation keine Inter-
aktionsmöglichkeit besteht. In solchen Walkthroughs, wie sie z.B. bei Gebäudepla-
nungen zum Einsatz kommen, gibt es eine meist aufwändige und realistische Szene,
die jedoch vollkommen statisch oder mit, durch den Benutzer nicht beeinflussbaren,
Animationen ausgestattet ist. Lediglich die Kamera- bzw. Betrachterposition kann, je
nach Eingabegerät, auf verschiedene Weise verändert werden. Kommen frei bewegli-
che, vom Benutzer manipulierbare Objekte ins Spiel, ergibt sich eine deutlich höhere
Dynamik der virtuellen Welt, aber gleichzeitig auch eine erhöhte Komplexität in Ent-
wurf und Umsetzung der virtuellen Umgebung.
2.4.1. Funktionale Komponenten virtueller Umgebungen
Moderne interaktive Echtzeit-Simulationssysteme, zu denen auch virtuelle Umgebun-
gen gehören, setzen sich aus verschiedenen Komponenten zusammen. Diese bieten
jeweils spezialisiert eine bestimmte Funktionalität für das Gesamtsystem und werden
somit im Folgenden funktionale Komponenten eines VR-Systems genannt. Beispiele
für Komponenten sind z.B. der Renderer, der die grafische Darstellung (engl. Rende-
ring) der Szenengeometrie übernimmt, die Dynamik-Simulation (engl. dynamics engi-
ne), die für ein physikalisch korrektes (oder zumindest glaubwürdiges) Verhalten der
beweglichen Szenenbestandteile sorgt, oder z.B. eine räumliche Audio-Komponente,
die eine räumliche Komposition aus verschiedenen Klangquellen an verschiedenen
Orten erzeugt und Geräusche bei Kollisionen dynamisch generiert. Anders formuliert
könnte man auch sagen, dass die einzelnen funktionalen Komponenten jeweils spe-
zifische funktional begrenzte Aspekte von virtuellen Objekten abbilden bzw. simulie-
ren. Die virtuellen Objekte selbst überschreiten dabei die Grenzen der funktionalen
Komponenten und ergeben sich vielmehr als Summe der Bestandteile der Simulation.
Manche Eigenschaften (auch Attribute genannt) der virtuellen Objekte sind dabei für
mehrere Simulationsaspekte relevant (z.B. die Position im Raum), während Andere
nur in dem begrenzten Kontext einer spezifischen funktionalen Komponente relevant
sein können (z.B. Reibungskoeffizienten bei der Dynamik-Simulation).
Eine Eigenschaft einer solchen Komponenten-basierten Architektur eines VR-
Systems ist es, dass die einzelnen Komponenten fast immer über eine eigenständi-
ge, oftmals unterschiedlich strukturierte Datenbasis verfügen. So hat der Renderer
meist als Datenbasis einen sogenannten Szenengraph, der es erlaubt, die Geometrie
so anzuordnen, dass der Vorgang der grafischen Darstellung möglichst effizient er-
folgen kann. Während der Szenengraph einen gerichteten azyklischen Graphen (also
eine Baumstruktur) darstellt, verfügen Dynamik-Engines, wie z.B. die Newton Game
Dynamics [Jer], meist über eine flach strukturierte Datenbasis, bei der alle Geome-
trien in Weltkoordinaten gehandhabt werden - so genannte objektzentrierte Datenhal-
tung. Selbst kinematische Ketten, wie sie bei artikulierten Objekten auftreten, werden
im Gegensatz zum Szenengraph nicht in Hierarchien von Koordinatensystemen ab-
gebildet, sondern als eigenständige Körper, die durch Gelenke verbunden sind. Die
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Datenbasen sind also sowohl informationstechnisch autonom, d.h. sie „wissen nichts
voneinander“, als auch strukturell heterogen [Heu04].
Um eine einheitliche und konsistente Simulation der virtuellen Szene zu ermögli-
chen, muss ein flexibler und robuster Abgleich zwischen den einzelnen funktionalen
Komponenten stattfinden. Dies ist deswegen nötig, da bestimmte Eigenschaften (At-
tribute) von virtuellen Objekten in verschiedenen Datenbasen mehrfach repräsentiert
sind, jedoch immer den gleichen Wert haben müssen (Konsistenz). In der Literatur
wird dieses Problem auch als das Problem multipler Datenbasen (engl. multiple data-
base problem) bezeichnet [SC92, Heu04]. Versuchen mehrere Simulationskomponen-
ten gleichzeitig ein Attribut zu verändern (z.B. die Flugrichtung eines Objektes zum
einen aufgrund einer Kollision und zum anderen als Resultat einer Nutzerinteraktion),
so treten Konflikte auf. Des Weiteren müssen diejenigen Komponenten, die ein Attri-
but nicht verändern sondern lediglich weiterverarbeiten, immer über den aktuellsten
Wert des Attributs informiert sein, da die Simulation sonst “auseinanderdriftet”. Bei
diesem Abgleich muss vor allem auch die strukturelle Heterogenität der Datenbasen
überwunden werden. In [HSL05] wird eine Architektur vorgeschlagen, die diesen Ab-
gleich automatisiert vornimmt.
Die angesprochenen Problematiken sind insbesondere bei der Konzipierung eines
Objektmodells zu berücksichtigen, das grafische, physikalische, auditive und interak-
tive Eigenschaften in einer gemeinsamen Struktur vereinigen soll. Es stellt sich die
Frage nach einer gemeinsamen, übergreifenden Datenbasis, die als Arbeitsgrundlage
für alle anderen funktionalen Komponenten dient. In vielen VR-Systemen wird der
Szenengraph für diesen Zweck verwendet, so z.B. auch bei Avango2 [Tra99], bei dem
Erweiterungen durch abgeleitete Knoten vorgenommen werden. Szenengraphen sind
jedoch für graphische Darstellungen optimiert und für die Aufgabe als zentrale Da-
tenbasis nicht vorgesehen und nur bedingt geeignet [BBC+99]. In Abschnitt 4.1 „An-
notierte Objekte“ (S. 53ff) wird ein übergeordnetes Objektmodell vorgestellt, das im
Rahmen dieser Arbeit entwickelt wurde und als Grundlage für die Simulation virtuel-
len Greifens dient.
2.4.2. Artikulierte Objekte und Stellteile
Für das Anwendungsgebiet der virtuellen Prototypentwicklung ist ein vielseitiges und
flexibles Bauteilmodell unerlässlich. Der erste Schritt im Hinblick auf Dynamik von
virtuellen Szenen ist die schon angesprochene freie Beweglichkeit von Festkörpern
im Raum, d.h. die Beweglichkeit in sechs Freiheitsgraden. Durch Einbindung einer
Dynamiksimulation wird in modernen VR-Anwendungen schon ein erhöhter Grad an
Realismus erreicht. Objekte unterliegen der Schwerkraft, können also herunterfallen,
reagieren dabei realistisch auf Kollisionen mit anderen Objekten, prallen von Oberflä-
chen ab, erfahren Reibungskräfte und so weiter. Der nächste Schritt ist es, über reine
Festkörper hinaus auch artikulierte Bauteile zu simulieren. Diese bestehen aus starren
Teilstücken, die durch verschiedene Gelenke mit unterschiedlichen Freiheitsgraden
verbunden sind, z.B. Scharniergelenk, Kugelgelenk, Schiebegelenk. Erst artikulierte
Bauteile erlauben eine realistische Simulation virtueller Prototypen.
2Avango ist das VR-Framework, auf dem die Implementierung dieser Arbeit aufbaut (siehe Kapitel 4).
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Abbildung 2.8.: Links: Virtueller Prototyp eines Autocockpit mit beweglichen Stellteilen.
Rechts: Beispielszene mit zahlreichen unterschiedlichen Typen von virtuellen Stellteilen.
Nimmt man als Beispiel ein Autocockpit (siehe Abbildung 2.8 links), so sollen sich
dort das Lenkrad drehen, Knöpfe drücken, Pedale und Schalthebel bewegen lassen. Al-
le diese beweglichen Teile sind aber nicht frei im Raum bewegbar, sondern unterliegen
bestimmten Einschränkungen (engl. constraints). Die Freiheitsgrade der Bewegungen
können dabei sehr unterschiedlich sein (rotatorisch, translatorisch, ein-dimensional,
zwei-dimensional, usw.), wie in Abbildung 2.8 rechts illustriert. Es bedarf also eines
Objektmodells, das eine Spezifikation dieser unterschiedlichen Freiheitsgrade erlaubt
und die Bewegungen realistisch simuliert. Im Folgenden wird dieses Modell für arti-
kulierte Objekte zusammenfassend mit virtuelle Stellteile bezeichnet, da diese Teile in
der Realität oftmals dem Zwecke bestimmter Einstell- oder Steuerungsvorgänge die-
nen. Beispiele für artikulierte Bauteile, die keine Stellfunktion haben sind z.B. Türen,
Schubladen, Fenster usw.
Aktuator Halterung komplettes Stellteil
Abbildung 2.9.: Zusammensetzung eines Stellteils aus Halterung und Aktuator.
Allgemein gesprochen besteht ein Stellteil immer aus einer festen Halterung und
einem oder mehreren beweglichen Teilen - den Aktuatoren. Ein Aktuator kann vom
Benutzer durch Krafteinwirkung im Rahmen seiner Freiheitsgrade bewegt werden.
Halterung und Aktuator(en) zusammengenommen bilden das eigentliche Stellteil. Ab-
bildung 2.9 zeigt diese Komposition am Beispiel eines Notaus-Schalters. Beispiele für
Stellteile mit mehreren Aktuatoren sind z.B. Tastaturen, Mischpulte oder Radios mit
Druck- und Drehknöpfen.
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2.4.3. Die Industrienorm EN 894-3 für Stellteile
Die Industrienorm DIN EN894-3 (im Folgenden kurz: „DIN Norm“) befasst sich
mit „Ergonomischen Anforderungen an die Gestaltung von Anzeigen und Stelltei-
len“ [DIN06]. Sie enthält „Empfehlungen über die Auswahl, Gestaltung und Anord-
nung von Stellteilen“ und „gilt für handbetätigte Stellteile an Arbeitsmitteln für ge-
werbliche und private Zwecke.“. Zunächst bietet diese Norm eine systematischen Ka-
tegorisierung realer Stellteile aus der Industrie-Praxis. Daraus lassen sich Anforde-
rungen für die Simulation virtueller Stellteile zur Evaluierung virtueller Prototypen
ableiten. Zum anderen bietet sie eine umfassende Sammlung üblicher Stellteiltypen.
Durch Anwendung dieser Kategorisierung und Systematik bei der Implementierung
virtueller Stellteile wird ein hoher Realitätsbezug sichergestellt. Das in der Norm do-
kumentierte Auswahlverfahren hat für diese Arbeit eher nachrangige Bedeutung, da
davon ausgegangen wird, dass zum Zeitpunkt der Evaluierung eines virtuellen Proto-
typs dieser Auswahlprozess schon stattgefunden hat.
Stellteile werden in der DIN Norm in einer zweistufigen Kategorisierung in Stell-
teilfamilien und Stellteiltypen unterteilt. Auf oberster Ebene stehen die Stellteilfami-
lien, die sich durch Bewegungsmerkmale und Greifmerkmale unterscheiden. Zudem
erfüllen sie in unterschiedlichem Maße Anforderungen an die Bedienung, z.B. Stell-
genauigkeit, Stellgeschwindigkeit und Stellkraft. Diese Anforderungen sind vor allem
relevant für den Auswahlprozess und werden daher im Rahmen dieser Arbeit nicht
näher betrachtet. Innerhalb der Stellteilfamilien wird zwischen verschiedenen Stell-
teiltypen unterschieden. Diese Unterscheidung beruht zum einen auf der Form des
Aktuators und zum anderen auf dem Erfüllungsgrad der Aufgabenanforderungen. Sie
ist daher für die vorliegende Arbeit ebenfalls nachrangig.
Folgende Bewegungsmerkmale von Stellteilen werden unterschieden:
rotatorisch oder translatorisch - Stellbewegungen, die Drehungen um eine Ach-
se darstellen im Ggs. zu Verschiebungen entlang einer Achse.
Bewegungsachse - Dies bezeichnet die Bewegungsachse, auf die sich das voran-
gehende Merkmal bezieht. Die Achse ist dabei aus Sicht des Operators relativ
zum Stellteil definiert.
Bewegungsrichtung - Die Richtung der Stellbewegung entlang der (oder um die)
Bewegungsachse, angegeben mit „+“ oder „-“.
Kontinuität der Bewegung - Es wird zwischen diskreten und kontinuierlichen
Stellbewegungen unterschieden. Diskrete Stellteile sind solche, die nur in be-
stimmte festgelegte Stellungen bewegt werden können, z.B. Ein-Aus-Schalter.
Kontinuierliche Stellteile lassen sich stetig bewegen und innerhalb ihrer Frei-
heitsgrade und Grenzen in beliebige Stellungen bringen, z.B. Schieberegler.
Drehwinkel > 180° - Bei kontinuierlichen rotatorischen Stellteilen wird in der
Norm eine Unterscheidung getroffen, ob Stellteile um mehr als eine halbe Um-
drehung gedreht werden können.
Greifmerkmale beziehen sich auf die Interaktionen zwischen der Hand des Benut-
zers und dem Stellteil. In der Norm werden folgende Greifmerkmale unterschieden:
Greifart - Drei Greifarten im Sinne einer Taxonomie von Greifarten werden hier un-
terschieden: Kontaktgriff, Zufassungsgriff und Umfassungsgriff (siehe Abbil-
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Kontaktgriff Zufassungsgriff Umfassungsgriff
Abbildung 2.10.: Greifarten für die Bedienung von Stellteilen, wie in DIN EN 894-3 definiert.
dung 2.10). Beim Kontaktgriff wird eine Kraft in eine Richtung mit Finger, Dau-
men oder Handfläche ausgeübt. Beim Zufassungsgriff wird das Stellteil flexibel
zwischen Daumen und Fingern gehalten. Beim Umfassungsgriff umschließen
alle Finger das Stellteil fest.
Teil der Hand, der die Stellkraft aufbringt - Der Teil der Hand, der für die Betä-
tigung des Stellteils eingesetzt wird, welcher also Kontakt mit dem Stellteil hat.
Dies können ein oder mehrere Finger, der Daumen oder die Handfläche sein.
Art der Stellkraftaufbringung - Wird die Stellkraft senkrecht zur Oberfläche des
Stellteils aufgebracht (formschlüssig), ist dies abhängig von der Form des Stell-
teils und der Greifart. Wird sie tangential zur Oberfläche aufgebracht (reib-
schlüssig) ist dies abhängig von der Reibung zwischen Stellteil und Hand.
Während die Bewegungsmerkmale vor allem wichtig für die Implementierung einer
Simulation virtueller Stellteile sind, haben die Greifmerkmale vor allem Relevanz für
die Interaktionsanalyse. Da es mit den in dieser Arbeit eingesetzten Eingabegeräten
(Datenhandschuh und Fingertracker, vgl. Abschnitt 2.3, S. 14ff) technisch nicht mög-
lich ist, Kräfte zu messen, können diese entweder durch bestimmte Verfahren geschätzt
oder müssen vernachlässigt werden. Aus der DIN Norm geht hervor, dass die ausge-
übte Stellkraft stark mit der Greifart des Bedienvorganges korreliert ist. Die Greifart
kann somit ein wichtiges Kriterium bei der Einschätzung der Stellkraft sein.
2.5. Zusammenfassung
In diesem Kapitel wurden einige begriffliche Grundlagen geklärt, die der thematischen
Abgrenzung der Arbeit dienen und zu einem besseren Verständnis der folgenden Kapi-
tel führen sollen. Die Interaktionstechnik der direkten Objektmanipulation wurde ge-
genüber anderen Interaktionstechniken für virtuelle Umgebungen mit ihren Vor- und
Nachteilen charakterisiert. Zudem wurde ein Überblick über die verwendeten Einga-
begeräte und deren Funktionsweise gegeben. Im Hinblick auf Anwendungsszenarien,
insbesondere im virtuellen Prototyping, wurden einige Aspekte virtueller Objekte un-
ter besonderer Berücksichtigung von artikulierten Stellteilen diskutiert. Diese Erkennt-
nisse werden bei den weiteren Entwicklungsprozessen zur Simulation und Analyse
virtuellen Greifens in späteren Kapiteln wieder aufgegriffen.
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KAPITEL III
Direkte Objektmanipulation in der Realität
Bevor man beginnt, einen bestimmten Vorgang in virtueller Realität zu simulieren,
sollte dieser Vorgang möglichst gut in der Realität beobachtet und verstanden wer-
den. Im Kontext dieser Arbeit geht es darum, die direkte manuelle Manipulation von
Objekten zu simulieren. Daher sollen in diesem Kapitel zunächst alle Aspekte der di-
rekten Manipulation im Umgang mit realen Objekten betrachtet werden. Dabei wird
auch die sehr umfangreiche Literatur zu diesem komplexen Themengebiet aufgearbei-
tet. Aus dieser Betrachtung ergeben sich nützliche Begrifflichkeiten und Erkenntnisse
für die anschließende Simulation dieser Vorgänge in virtueller Realität. Bei der Ana-
lyse der durchgeführten Interaktionen in VR lassen sich die gleichen Parameter und
Bezugssysteme verwenden, wie sie auch bei realen Objektmanipulationen Gültigkeit
haben.
Im ersten Abschnitt dieses Kapitels werden zunächst einige anatomische Grund-
begriffe der menschlichen Hand geklärt, sowie die Eigenschaften des menschlichen
Greifens kurz skizziert. Dadurch wird ein Vokabular aufgebaut, das im weiteren Ver-
lauf der Arbeit Verwendung findet. Anschließend werden die wichtigsten Taxonomien
von Greifarten aus der einschlägigen Literatur vorgestellt. Diese sind vor allem für die
spätere automatische Klassifikation der Greifarten von Belang, welche einen wichtigen
Bestandteil der Interaktionsanalyse darstellt. Im letzten Abschnitt wird eine eigene Ta-
xonomie vorgestellt, die im Zuge der vorliegenden Arbeit entwickelt wurde. Diese ist
speziell auf die Erfordernisse der computergestützen Analyse von Interaktionen in vir-
tueller Realität zugeschnitten und darauf ausgelegt, einige diesbezügliche Schwächen
zu überwinden, die sich bei der Arbeit mit den bestehenden Taxonomien herausgestellt
haben.
3.1. Menschliches Greifen
Einer der wichtigsten Vorgänge bei direkter Objektmanipulation ist das Greifen. Dabei
wird ein Objekt von einer oder beiden Händen so gepackt, dass es bewegt werden kann
bzw. Kräfte darauf ausgeübt werden können. Zunächst erfolgt ein kurzer Abriss über
die Anatomie der menschlichen Hand, dem wichtigsten Werkzeug beim Greifen, mit
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dem Ziel einige Fachbegriffe zu klären, die bei einer wissenschaftlichen Diskussion
über die Hand und das Greifen unentbehrlich sind. Anschließend werden die wichtig-
sten Begriffe erläutert, die bei Greifvorgängen eine Rolle spielen.
3.1.1. Anatomische Grundbegriffe der menschlichen Hand
Abbildung 3.1.: Anatomie der menschlichen Hand. Abbildung basierend auf Abbildung
in [Nap93].
Der wichtigste Körperteil zur Manipulation von Objekten ist beim gesunden Men-
schen die Hand. Die hohe Anzahl von Freiheitsgraden (Bewegungsmöglichkeiten der
Gelenke) erlaubt eine große Anzahl von möglichen Handposturen und ermöglicht so-
mit Flexibilität im Umgang mit Gegenständen aller Art. Die Hände, besonders die
Fingerspitzen, sind zudem mit zahlreichen Nervenenden ausgestattet und erlauben so
auch sehr feine Empfindungen (taktile Reize). Zudem ermöglicht die mobile Lage am
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Ende eines relativ langen und beweglichen Armes das Erreichen von Gegenständen,
die sich in einiger Entfernung vom Körper befinden. Diese Eigenschaften machen die
Hand gleichzeitig auch zum wichtigsten Organ für den Tastsinn (haptische Wahrneh-
mung o. Haptik).
Im Folgenden werden einige anatomische Grundbegriffe erläutert, die im Verlauf
der Arbeit aber auch in der themenrelevanten Fachliteratur häufige Verwendung fin-
den. Generell soll in dieser Arbeit zum Zwecke der besseren Verständlichkeit ver-
mieden werden, übermäßig viele Fachbegriffe zu verwenden. Daher werden hier nur
diejenigen Begriffe erläutert, die vom Autor für die weiteren Ausführungen als un-
entbehrlich angesehen werden. Als Referenz für den besseren Überblick siehe dazu
Abbildung 3.1.
Phalanges (singular Phalanx) - bezeichnet ein einzelnes Fingerglied oder auch
Fingersegment. Dies sind die einzelnen starren Abschnitte eines Fingers (pro
Finger drei), die durch bewegliche Gelenke miteinander verbunden sind.
Mittelhandknochen (engl. metacarpals) - sind die Knochen aus denen sich die
Handfläche zusammensetzt. Davon gibt es für jeden Finger einen, also insgesamt
fünf Stück. Sie ähneln von der Form her den Phalanges, lassen sich jedoch nicht
annähernd so stark bewegen.
Handwurzelknochen (engl. carpals) - die insgesamt acht Knochen, aus denen
sich der untere Teil der Hand, unmittelbar nach dem Handgelenk, zusammen-
setzt.
Thenar - ein Wulst aus Muskeln am Daumenansatz auf Innenseite der Hand.
Hypothenar - ein Wulst aus Muskeln gegenüber des Thenar auf der Seite des kleinen
Fingers.
volar - auf der Seite der Handfläche gelegen.
dorsal - auf der Seite des Handrückens gelegen.
proximal - gibt die relative Lage eines Knochens oder anderen Körperteils relativ zu
einem anderen an. Mit proximal wird dabei die Lage näher zur Körpermitte hin
bezeichnet.
distal - das Gegenstück zu proximal und bezeichnet Körperteile, die weiter von der
Körpermitte entfernt liegen.
radial - bezeichnet die seitliche Lage eines Teils der Hand und bezieht sich auf die
Lage näher zur Speiche (Radius), also zur Daumenseite hin.
ulnar - das Gegenstück zu radial bezeichnet die Lage näher zur Elle (Ulna), also zur
Seite des kleinen Fingers hin.
Gelenke der Hand und Bewegungsarten
Insgesamt setzt sich eine menschliche Hand aus 27 Knochen zusammen. Davon sind
14 Phalanges, fünf Mittelhandknochen und acht Handwurzelknochen. Jeder dieser
Knochen ist mit mindestens einem anderen Knochen durch eine bestimmte Art von
Gelenk verbunden. Folgende Gelenkarten kommen in der menschlichen Hand vor:
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Scharniergelenk - erlaubt eine Rotation um eine Querachse, ähnlich wie ein Tür-
scharnier.
Biaxial-Gelenk - erlauben Rotationen um zwei Querachsen, die in einem rechten
Winkel zueinander stehen.
Sattelgelenk - funktioniert wie ein Biaxial-Gelenk, erlaubt jedoch zusätzlich noch
eine leichte Drehung um die Längsachse.
Planargelenk - erlaubt eine leichte Gleitbewegung zwischen zwei gegenüberliegen-
den Flächen.
Die Phalanges sind untereinander durch Scharniergelenke verbunden und lassen sich
somit nur um eine Achse bewegen. Diese Gelenke werden auch als interphalangeale
(IP) Gelenke bezeichnet, wobei es pro Finger jeweils ein distales interphalangeales
(DIP) Gelenk und ein proximales interphalangeales (PIP) Gelenk gibt. Die Bewegung
eines Fingers zur Handfläche hin wird als Beugung oder Flexion (Verb: flektieren) be-
zeichnet, wohingegen eine Bewegung von der Handfläche weg als Streckung oder Ex-
tension (Verb: extendieren) bezeichnet wird. Am Fingeransatz sind die Phalanges mit
den Mittelhandknochen (Metacarpales) durch Biaxial-Gelenke verbunden, die auch
als metacarpophalangeale (MCP) Gelenke bezeichnet werden. Diese erlauben neben
Beugung und Streckung zusätzlich noch ein Abspreizen (Abduktion) und Anlegen
(Adduktion) der Finger. Der Daumen verfügt im Gegensatz zu den anderen Fingern
nur über zwei an Stelle von drei Phalanges und verfügt somit auch nur über ein IP-
Gelenk. Sein MCP-Gelenk ist zudem nur ein Scharniergelenk und erlaubt somit auch
nur Flexion und Extension. Dafür verfügt der Daumen über ein Sattelgelenk, welches
seinen Mittelhandknochen und Handwurzelknochen verbindet, das carpometacarpa-
le Gelenk. Dieses erlaubt zusätzlich zu Flexion/Extension und Abduktion/Adduktion
noch eine leichte Rotation um die Längsachse (ca. 15° in jede Richtung), so dass sich
der Daumen besser in Opposition zu den anderen Fingern bewegen lässt.
Mittelhandknochen und Handwurzelknochen sind untereinander durch Planargelen-
ke verbunden, die eine leichte relative Verschiebung der Knochen zueinander ermögli-
chen. Dies führt zu einer gewissen Verformbarkeit der Handfläche, die eine zusätzliche
Flexibilität und somit Stabilität der Griffe zur Folge hat.
3.1.2. Eigenschaften von Greifvorgängen
Kontaktstellen
Das wichtigste Element bei allen Greifvorgängen ist der Kontakt zwischen der Hand
und dem gegriffenen Objekt. Ohne Kontakt kann die Hand keinen Einfluss auf ein
Objekt ausüben. Daher geht dem eigentlichen Greifen eine Annäherungsphase voraus,
während derer die Hand durch Bewegung des Armes so nahe an das Objekt heran
bewegt wird, dass direkter Kontakt mit Teilen der Hand möglich wird. Während dieser
Phase werden die Finger meist schon bewegt und in eine Stellung gebracht, die den
eigentlichen Griff vorbereitet [MI94].
In der zweiten Phase, der Kontaktherstellungsphase werden nun die Finger und die
Hand als Ganzes weiterbewegt, so dass nach und nach immer mehr Teile der Hand
Kontakt mit dem Objekt bekommen. Es gibt also meist mehrere Kontaktstellen oder
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Abbildung 3.2.: Schema der bei einem Kontakt zwischen Hand und Objekt beteiligten Größen.
Kontaktpunkte zwischen Hand und Objekt. Durch den Druck von Fingern bzw. Hand-
flächenteilen, der aus der Bewegung bzw. Muskelspannung resultiert, wird an jedem
Kontaktpunkt eine Kraft auf das Objekt ausgeübt, die sogenannte Kontaktkraft. Dabei
wirkt jede einzelne Kontaktkraft an jedem Kontaktpunkt meist in eine unterschiedliche
Richtung, je nachdem aus welcher Richtung der entsprechende Handteil Druck auf das
Objekt ausübt. Diese Kräfte lassen sich als Vektoren darstellen, die im Kontaktpunkt
ansetzen und in die Richtung ihrer Wirkung zeigen, siehe Abbildung 3.2. Die Länge
des Vektors entspricht der Stärke der Kraft. Die Richtung, in die die Kraft wirkt, steht
in enger Beziehung zu der sogenannten Kontaktnormale. Dies ist ein Richtungsvektor,
der senkrecht auf der Kontaktfläche zwischen Hand und Objekt steht und stets von der
Objektoberfläche in Richtung der Hand weist. Die Wirkrichtung der Kontaktkraft zeigt
daher stets in die entgegengesetzte Richtung der Kontaktnormale. Liegt sie innerhalb
eines gewissen Toleranzkegels, dem Reibungskegel (engl. cone of friction), so ist der
Kontakt stabil, siehe [MI94, S.244f]. Andernfalls ist der Kontakt instabil, aus Haft-
reibung wird Gleitreibung und der Finger oder entsprechende andere Handteil kann
abrutschen.
Es ergibt sich also in der Summe ein ganzes Netz aus Kontaktstellen mit dazugehö-
rigen Kraftvektoren, wobei die Kontaktpunkte durch die Knochen ihrer jeweiligen Fin-
gerglieder verbunden sind. Dieses Netz wird in in [KI92] als Kontaktnetz (engl. contact
web) bezeichnet. Anhand des Kontaktnetzes lassen sich schon erste Rückschlüsse auf
die verwendete Greifart ziehen und zudem weitere die Greifart spezifizierende Para-
meter ableiten.
Grundsätzlich ist zwischen zwei Arten von Griffen bzw. Hand-Objekt-Kontakten
zu unterscheiden - die prehensilen1 und die nicht-prehensilen Kontakte. Bei nicht-
prehensilen Kontakten liegen die Kontaktpunkte nur auf einer Seite des Objekts oder
es besteht nur ein einzelner Kontaktpunkt. Bei dieser Art des Kontakts wirken alle be-
teiligten Kontaktkräfte gemeinsam in eine Richtung. Durch die einseitige räumliche
Kraftverteilung folgt, dass der Kontakt instabil gegenüber anderen einwirkenden Um-
gebungskräften ist. Wird ein nicht-prehensiler Kontakt hingegen auf eine bestehende
Umgebungskraft ausgerichtet, so können sich dennoch stabile Handhabungen erge-
1Das Wort „prehensile“ ist in der englischsprachigen Literatur gebräuchlich und bedeutet so viel wie
„zum Greifen geeignet“. In der deutschen Sprache gibt es leider keinen entsprechenden Begriff, der
diese Bedeutung in einem Wort zusammenfasst. Aus diesem Grund und da das Wort auf einen la-
teinischen Ursprung (lat. prehendere = fassen, ergreifen) zurückgeht, erschien die Verwendung von
„prehensil“ als Lehnwort praktikabler als eine entsprechende Umschreibung mit deutschem Vokabu-
lar.
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ben. Eine solche Umgebungskraft kann z.B. die Schwerkraft sein (Beispiel: Kellner
trägt ein Tablett) oder Kräfte, die sich durch die Verankerung eines Objekts in einer
beweglichen Führung ergeben (Beispiel: Drücken eines Knopfes). Im Verlauf dieser
Arbeit werden aus Gründen der einheitlichen Betrachtung sowohl nicht-prehensile als
auch prehensile Kontakte als „Griffe“ oder „Greifvorgänge“ bezeichnet. Es wird daher
von nicht-prehensilen und prehensilen Griffen gesprochen, auch wenn nicht-prehensile
Griffe nicht unbedingt Griffe im engeren Sinne sind.
Oppositionsräume
Bei prehensilen Kontakten muss eine Konfiguration von Kontaktpunkten hergestellt
werden, die in [MI94, S.30ff] als Opposition2 oder Oppositionsraum (engl. opposition
space) bezeichnet wird. Bei einer Opposition gibt es mindestens zwei Kontaktstellen
auf gegenüberliegenden Seiten des Objektes. Die entsprechenden Kontaktkräfte müs-
sen dabei auch in entgegengesetzte Richtungen wirken und jeweils innerhalb ihres
Reibungskegels liegen. In Bezug auf die Greifart wird zwischen drei verschiedenen
Typen von Opposition unterschieden, siehe Abbildung 3.3. Diese unterscheiden sich
bzgl. der relativen Lage ihrer Wirklinie zur Handfläche, wobei die Wirklinie die Ver-
bindungslinie zwischen den beiden Kontaktpunkten ist.
Abbildung 3.3.: Die drei verschiedenen Arten von Oppositionsräumen.
Fingerkuppenopposition (engl. pad opposition) wirkt entlang einer Richtung
die weitgehend parallel zur Handfläche liegt. Sie wird meist von den Fingerkup-
pen des Daumens und einem oder mehreren Fingern ausgeübt. Dies geschieht
beispielsweise beim Halten von sehr kleinen Objekten.
Handflächenopposition (engl. palm opposition) wirkt zwischen Kontaktstel-
len, deren Verbindungslinie weitgehend senkrecht auf der Handfläche steht. Da-
bei liegt eine Kontaktstelle meist auf der Innenseite der Finger und eine andere
auf der Handfläche selbst. Ein Beispiel dafür ist das Greifen eines Hammers
oder eines Schraubendrehers.
Seitopposition (engl. side opposition) wirkt entlang einer Richtung, die weit-
gehend transversal zur Handfläche liegt. Dies geschieht beispielsweise beim
Halten eines Schlüssels zwischen der Unterseite des Daumens und der radia-
len Seite des Zeigefingers. Ein anderes Beispiel ist das Halten einer Zigarette
zwischen den Innenseiten zweier Finger.
2Dieser Begriff ist nicht zu verwechseln mit der Opposition des Daumens, womit die spezifische Lage
des Daumens relativ zu anderen Fingern gemeint ist, vgl. Abschnitt 3.1.1.
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Virtuelle Finger
In [AIL85] wird das Konzept der „virtuellen Finger“ eingeführt. Diese bezeichnen
einen oder mehrere reale Finger oder Handteile, die gemeinsam wirken, d.h. sehr dicht
beieinander ansetzen und eine Kraft in eine ähnliche Richtung ausüben. Bei einer Op-
position werden die beiden gegenüberliegenden Kontaktstellen von virtuellen Fingern
gebildet, die jeweils aus unterschiedlichen Zusammensetzungen von realen Fingern,
dem Daumen, Teilen der Handfläche oder anderen Teilen der Hand bestehen können.
Für einen prehensilen Griff sind also immer mindestens zwei virtuelle Finger notwen-
dig, während bei nicht-prehensilen Griffen meist nur ein virtueller Finger vorhanden
ist. Ein dritter virtueller Finger hat oftmals stabilisierende oder unterstützende Funkti-
on, um auf das Objekt einwirkende Umgebungskräfte wie z.B. die Schwerkraft auszu-
gleichen.
Die vorliegende Art von Oppositionsraum und die Anzahl und Zusammensetzung
der an einem Griff beteiligten virtuellen Finger stellen wichtige Hilfsmerkmale dar, die
die Bestimmung der Greifart erleichtern können. Die Hauptmerkmale sind die Hand-
postur, also die Stellung der Finger, und die zwischen Hand und Objekt bestehenden
Kontaktstellen.
3.2. Taxonomien von Greifarten
Bei der direkten Manipulation von Objekten spielt die Art und Weise, wie das Objekt
von der Hand eines Benutzers gegriffen wird, eine wichtige Rolle. Generell können
die Finger einer Hand im Rahmen ihrer Freiheitsgrade nahezu beliebig viele unter-
schiedliche Stellungen einnehmen. Auch in Hinblick auf die Kontaktstellen sind viele
verschiedene Kombinationen möglich. Zum Zwecke einer besseren maschinellen Ver-
arbeitung und für den Erkenntnisgewinn aus dem verwendeten Griff erscheint jedoch
eine Kategorisierung in verschiedene Greifarten – eine Taxonomie von Greifarten –
sinnvoll.
Der Begriff Taxonomie hat in verschiedenen wissenschaftlichen Disziplinen bzw.
Verwendungskontexten unterschiedliche Bedeutungen. In der Informationsverarbei-
tung ist mit einer Taxonomie eine Klassifikation gemeint, die Begriffe eines bestimm-
ten Betrachtungsfeldes in einer hierarchischen Struktur anordnet. Jede Klasse kann
nur jeweils eine Oberklasse, aber beliebig viele Unterklassen haben, so dass sich eine
Baumstruktur ergibt. Je weiter oben in der Hierarchie eine Klasse steht, desto allge-
meiner ist das dazugehörige Konzept, wohingegen die Klassen in Richtung der Blätter
immer spezifischer werden. Bei einer Taxonomie von Greifarten handelt es sich also
um eine Klassifikation ausgewiesener Typen von Griffen innerhalb des kontinuierli-
chen Spektrums der möglichen Finger- und Kontaktkonfigurationen. Einzelne Greif-
arten können dabei auch hierarchisch zu Oberkategorien zusammengefasst werden.
Besonders im Bereich der medizinischen Forschung wurden schon seit längerer Zeit
mehrere solcher Klassifikationen erstellt. In neuerer Zeit gesellt sich zudem der Be-
reich der Robotik hinzu, mit dem Ziel, die Fähigkeiten menschlichen Greifens auf
künstliche Roboterhände zu übertragen. Folglich ist die Literatur zu Taxonomien von
Greifarten ist recht umfassend. Im Rahmen dieser Arbeit sollen daher nur diejenigen
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Taxonomien ausführlicher vorgestellt werden, die aus Sicht des Autors für die vor-
liegende Arbeit besondere Relevanz haben. Für einen breiteren Überblick über die
existierenden Taxonomien von Greifarten sei auf die entsprechenden Abschnitte in
Mackenzie und Iberall [MI94] und Edwards et al. [EBMP02] verwiesen.
3.2.1. Greifarten nach Schlesinger
Abbildung 3.4.: Erste Sammlung von Greifarten nach Schlesinger, die die Hand in ihren wich-
tigsten Gebrauchsstellungen zeigt. Abbildung aus [Sch19].
Im Kapitel „Künstliche Hände“ seiner Abhandlung „Der mechanische Aufbau der
künstlichen Glieder“ befasst sich G. Schlesinger [Sch19] mit Methoden zur Konstruk-
tion von Handprothesen für Kriegsbeschädigte. Dabei ist seine Zielsetzung, dass die
Prothesen der menschlichen Hand nicht nur äußerlich ähneln sollen, sondern „die Be-
wegung der Finger beim Ergreifen, Festhalten und Loslassen von Gegenständen mög-
lichst beliebiger Form ermöglichen“. Zur systematischen Bewertung von Prothesen
stellt er daher eine erste Sammlung von zwölf Greifarten zusammen, die die wich-
tigsten Gebrauchsstellungen der Hand umfassen, siehe Abbildung 3.4. Viele dieser
Handstellungen sind jedoch letztlich Varianten der selben Greifart oder wurden von
Schlesinger als für den Entwurf von Prothesen nicht praktikabel verworfen.
Später reduziert er daher die Auswahl an Greifarten auf ein Mindestmaß, das er
für funktionale Prothesen als erforderlich ansieht. Diese Auswahl soll „ein Bild da-
von [geben], welche Bewegungen eine künstliche Hand mindestens ausführen muß,
wenn sie die natürliche in ihren hauptsächlichsten Tätigkeiten ersetzen soll“. Moti-
vation war also nicht eine möglichst vollständige Sammlung verschiedener Greifarten
oder Handposturen, sondern ein funktionales Mindestmaß für künstliche Hände. Diese
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a) Zangengriff b) Spitzgriff c) Seitgriff
d) Faustgriff offen e) Faustgriff geschlossen f) Kugelgriff g) Hakengriff
Abbildung 3.5.: Greifarten wie von Schlesinger identifiziert. Darstellungen der Greifarten
aus [Sch19].
ausgewählten Greifarten sind in Abbildung 3.5 aufgeführt und werden im Folgenden
beschrieben. Es sei angemerkt, dass Schlesinger in seiner ursprünglichen Auflistung
keine spezifischen Namen für die einzelnen Greifarten angibt. Diese sind in [Sch19]
lediglich mit Buchstaben aufgezählt. An anderer Stelle, der späteren funktionellen Dis-
kussion der einzelnen Prothesen, bezieht sich Schlesinger jedoch mit Namen auf die
Greifarten. Zur besseren Anschaulichkeit wurden diese Namen daher in Abbildung 3.5
den einzelnen Greifarten zugeordnet.
a) Zangengriff, zum Greifen flacher und relativ dicker Gegenstände. Der Daumen
steht dabei in Oppositionsstellung zu den anderen Fingern. Die Finger sind weit-
gehend gestreckt und nur leicht gebeugt.
b) Spitzgriff, der beim Fassen von Schreibgerät, Besteck und von dünnen, flachen
Gegenständen (wie z.B. Münzen) zum Einsatz kommt.
c) Seitgriff, der wie der Spitzgriff häufig bei dünnen, flachen Gegenständen be-
nutzt wird. Hierbei drückt der Daumen den Gegenstand gegen die Seite des Zei-
gefingers, was erhöhte Stabilität und Kraftausübung gegenüber dem Spitzgriff
ermöglicht.
d) Faustgriff (offen), der vor allem beim Greifen zylindrischer Gegenstände wie
z.B. Werkzeugriffen zum Einsatz kommt. Durch die einzelne Beweglichkeit der
Finger können auch Gegenstände variierenden Durchmessers gegriffen werden.
e) Faustgriff (geschlossen), wie oben jedoch für dünnere Gegenstände.
f) Kugelgriff, bei dem die Finger gebeugt und gespreizt und der Handrücken ge-
wölbt wird.
g) Hakengriff, zum Tragen von Lasten.
In einer anatomischen Abhandlung von Taylor und Schwarz [TS55] werden die
Schlesinger-Greifarten nochmals reduziert und erstmals mit spezifischen englischen
Namen versehen. Dabei wurde der Faustgriff, welcher nach Schlesinger zwischen of-
fenem und geschlossenem Griff unterschieden wurde, als zylindrischer Griff (engl.
cylindrical) zusammengefasst. Obschon diese Reduktion in [TS55] nicht weiter be-
gründet wird, erscheint sie dennoch plausibel, da schon bei Schlesinger durch die Be-
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nennung (offener vs. geschlossener Faustgriff) deutlich wird, dass es sich hierbei im
Wesentlichen um Varitionen ein und derselben Greifart handelt. Diese Variationen äh-
neln sich sowohl funktionell als auch in Bezug auf Kontaktstellen und Handpostur so
sehr, dass zum einen eine Unterscheidung durch automatische Klassifikationsmetho-
den nicht erfolgversprechend erscheint. Zum anderen erscheint eine Differenzierung
bei der Animation für eine realistische Wiedergabe nicht nötig, da hierbei der Grad der
Handschließung ohnehin direkt von der Größe des Objekts bestimmt wird. Daher wur-
de diese reduzierte Version mit sechs Greifarten der Originalaufstellung mit sieben
Greifarten vorgezogen. Es ist diese reduzierte Version gemeint, wenn im Folgenden
von „Schlesinger-Taxonomie“ die Rede ist. In Abbildung 3.6 ist diese noch einmal
zusammenfassend dargestellt.
Abbildung 3.6.: Reduzierte Version der Schlesinger-Taxonomie nach Taylor und Schwarz,
wobei die geschlossene und offene Variante des Faustgriffs als „cylindrical grasp“ zusammen-
gefasst ist. Abbildung aus [TS55].
Der Vorteil der Schlesinger-Taxonomie ist ihre geringe Anzahl von Greifarten, wo-
bei dennoch die meisten in der alltäglichen Praxis vorkommenden Griffe abgedeckt
werden. Diese geringe Anzahl erweist sich vor allem für Klassifikationsaufgaben als
vorteilhaft, da eine geringe Anzahl an Klassen die Schwierigkeit der Klassifikations-
aufgabe deutlich reduziert. Im Rahmen dieser Arbeit wurde daher die Schlesinger-
Taxonomie auch als Ausgangspunkt für die nähere Betrachtung von Methoden zur
automatischer Klassifikation von Greifarten gewählt. In Kapitel 5 wird darauf näher
eingegangen.
3.2.2. Griffkategorien nach Napier
In „The prehensile movements of the human hand“ [Nap56] nimmt J. R. Napier eine
wichtige Grobeinteilung von Greifarten vor. Er argumentiert, dass es zwar bezüglich
der Bewegungen bzw. der Handpostur viele verschiedene Ausprägungen gibt, jedoch
bezüglich der Funktion nur zwei Kategorien von Griffen zu unterscheiden seien:
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Abbildung 3.7.: Einteilung von Greifarten nach Napier. Oben: Beispiele für Kraftgriffe. Un-
ten: Beispiele für Präzisionsgriffe. Abbildungen aus [Nap56].
Kraftgriffe (engl.: power grip): Dabei wird das Objekt fest in einer Art Umklam-
merung gehalten, die auf der einen Seite von den relativ stark gebeugten Fingern
und auf der anderen Seite von der Handfläche gebildet wird. Die Haltung des
Daumens kann dabei variieren (siehe unten), liegt jedoch meist in einer Ebe-
ne mit der Handfläche und hat eine zusätzliche unterstützende Funktion auf das
gehaltene Objekt. Generell liegt bei dieser Art von Griff der Zweck darin, mög-
lichst viel Kraft auf das Objekt ausüben zu können, bzw. von außen einwirken-
den Kräften möglichst gut entgegen wirken zu können. Beispiele von Kraftgrif-
fen, siehe Abbildung 3.7 oben.
Präzisionsgriffe (engl.: precision grip): Hierbei wird das Objekt von den Fin-
gern an ihrer Unterseite (volare Aspekte) gehalten, wobei der Daumen in Oppo-
sition zu den anderen Fingern fast senkrecht zur Handfläche steht. Handflächen-
kontakt besteht nicht. Generell liegt bei Präzisionsgriffen der Zweck darin, eine
möglichst gute Feinkontrolle über das gehaltene Objekt bzw. die darauf ausge-
übten Kräfte zu haben, das heißt das Objekt möglichst präzise handhaben zu
können. Beispiele von Präzisionsgriffen, siehe Abbildung 3.7 unten.
Die Übergänge zwischen Präzisionsgriffen zu Kraftgriffen sind fließend, da bei den
meisten Aktionen sowohl Kraftausübung als auch Kontrolle eine gewisse Rolle spie-
len. Allerdings überwiegt meistens einer der beiden Aspekte und bestimmt somit die
Art von Griff. Der nichtdominante Aspekt führt zu Variationen in der Greifart. Dies
führt bei Kraftgriffen z.B. zu Variationen in der Stellung des Daumens. Bei Kraftgrif-
fen, die auch ein hohes Maß an Feinkontrolle erfordern, befindet sich der Daumen in
einer weitestgehend adduzierten Stellung (siehe Abbildung 3.8 links) und liegt somit
fast vollständig in der Ebene der Handfläche. Bei zylindrischen, länglichen Objek-
ten liegt er somit parallel zur Längsachse des Objektes seitlich an und bildet einen
weit ausliegenden zusätzlichen Druckpunkt, mit dem sich die Richtung der ausgeüb-
ten Kraft gut kontrollieren lässt. Mit abnehmender Wichtigkeit der Feinkontrolle und
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Abbildung 3.8.: Variation der Stellung des Daumens bei Kraftgriffen, je nach Präzisionsanfor-
derungen. Links: Kraftgriff mit einiger Betonung auf Kontrolle. Rechts: Kraftgriff mit voller
Betonung auf Kraft („Kohlehammergriff“). Abbildungen aus [Nap56].
demgegenüber zunehmender Wichtigkeit der Kraftausübung, bewegt sich der Daumen
aus seiner adduzierten Stellung heraus und legt sich umschließend in Gegenrichtung
der anderen Finger um das Objekt. Bei dünneren Objekten kann sich der Daumen
auch über die anderen Finger legen (siehe Abbildung 3.8 rechts). In dieser Position
unterstützt der Daumen die anderen Finger bei ihrer Umklammerung zusätzlich. Diese
extremste Version des Kraftgriffs heißt bei Napier „Kohlehammergriff“ (engl. coal-
hammer grip).
Napier argumentiert weiterhin, dass die Form des Objekts einen eher untergeordne-
ten Einfluß auf die gewählte Greifart hat. Ein und dasselbe Objekt kann mal mit ei-
nem Kraftgriff, mal mit einem Präzisionsgriff gehalten werden, je nach auszuübender
Funktion. Dies bedeutet im Umkehrschluss, dass die gewählte Kategorie der Greif-
art (Kraft- oder Präzisionsgriff) Rückschlüsse auf den intendierten Zweck des Griffes
zulässt. Es erscheint daher sinnvoll, auch bei Taxonomien, die sich prinzipiell an der
Handpostur orientieren (z.B. Schlesinger) eine Grobeinteilung der Greifarten in eine
der beiden Kategorien vorzunehmen. Die Kategorie der Greifart bildet dann nach einer
erfolgreichen Erkennung, ein wertvolles Indiz auf den Zweck des Griffs, was weitere
Schlussfolgerungen bei der Analyse von Objektmanipulationen zulässt.
Bei Napier wird zudem erstmals eine Unterscheidung in prehensile und nicht-
prehensile Handbewegungen3 getroffen. Diese Einteilung beschreibt er folgenderma-
ßen (sinngemäß übersetzt aus dem Englischen):
Prehensile Bewegungen sind Bewegungen, bei denen ein Objekt von der Hand
ergriffen und teilweise oder vollständig davon umschlossen wird.
Nicht-prehensile Bewegungen sind Bewegungen, bei denen kein Ergreifen oder
Festhalten geschieht, sondern bei denen Objekte manipuliert werden, indem
Drück- oder Hebebewegungen der Hand als Ganzes oder individueller Finger
durchgeführt werden.
3Napier spricht von „movements“, also Bewegungen der Hand. Damit sind jedoch Bewegungen ge-
meint, bei denen Kontakt mit einem Objekt besteht, also Objektmanipulationen.
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Nicht-prehensile Bewegungen werden bei Napier nicht weiter betrachtet. Allerdings
identifiziert er auch den Hakengriff (so wie er auch von Schlesinger bekannt ist) und
weist ihn den nicht-prehensilen Bewegungen zu.
3.2.3. Taxonomie von Greifarten nach Cutkosky
In „On Grasp Choice, Grasp Models, and the Design of Hands for Manufacturing
Tasks“ [Cut89] stellt M. R. Cutkosky eine empirisch fundierte Taxonomie vor. Zu de-
ren Erstellung hat Cutkosky Fabrikarbeiter bei Arbeitsprozessen beobachtet und deren
Griffwahl bei Manipulationsaufgaben protokolliert.
Abbildung 3.9.: Taxonomie von Greifarten nach Cutkosky. Abbildung aus [Cut89].
Die Taxonomie ist mehrstufig hierarchisch aufgebaut (siehe Abbildung 3.9) und ori-
entiert sich stark am Aspekt der Griffwahl. Auch Cutkosky argumentiert, dass die Wahl
der Greifart primär von den Anforderungen der durchzuführenden Aufgabe (engl. task
requirements) und erst sekundär von den Eigenschaften des Objektes wie Größe, Form,
usw. bestimmt wird. Auf oberster Ebene folgt die Taxonomie der Grobeinteilung von
Napier in Präzisions- und Kraftgriffe. Eine Ebene tiefer wird dann zwischen prehensi-
len und nicht-prehensilen Griffen unterschieden, wobei letztere in einer einzigen Ka-
tegorie zusammengefasst (Typ 15) und den Kraftgriffen zugeordnet sind. Auf den un-
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tersten Ebenen orientiert sich die Unterscheidung der Greifarten dann an der Form des
zu greifenden Objektes. Dabei wird die grobe Gesamtform betrachtet und nach geo-
metrischen Formattributen (lang, dünn, kompakt) und Symmetrieaspekten (zirkulär,
prismatisch) eingeteilt.
Alle Greifarten von Schlesinger sind in der Taxonomie von Cutkosky enthalten,
werden jedoch teilweise in weiterführende Unterteilungen aufgespalten. Der Seitgriff
(engl. lateral) ist unter dem Namen „lateral pinch“ (Typ 16) identisch enthalten. Der
Hakengriff (engl. hook) ist unter der allgemeinen Kategorie der nicht-prehensilen
Greifarten (Typ 15) subsummiert. Der Kugelgriff (engl. spherical) wird in mehrere Un-
tertypen zerlegt, wobei zunächst zwischen Kraftgriff und Präzisionsgriff-Varianten un-
terschieden wird. Die Kraftgriff-Varianten werden weiter in scheibenförmige (Typ 10)
und kugelförmige (Typ 11) Objektformen untergliedert. Die Präzisionsgriff-Varianten
weisen neben ebefalls scheibenförmiger (Typ 12) und kugelförmiger (Typ 13) Objekt-
form noch den dreipunktigen Untertyp „tripod“ (Typ 14) auf, der speziell für kleine
Objekte angewendet wird. Der Faustgriff (engl. cylindrical) findet sich bei Cutkosky
in fünf Varianten von Umfassungsgriffen (engl. wrap) wieder, die für prismatische Ob-
jektformen vorgesehen sind. Diese unterscheiden sich nach Durchmesser des Objektes
und Kraftanforderungen, wobei vor allem die Stellung des Daumens und die Flexion
der Finger variiert. Die Variation der Daumenstellung folgt dabei der Logik von Napier
(siehe vorheriger Abschnitt) bei den Kraftgriffen mit variierenden Anforderungen an
Feinkontrolle. Dabei entsprechen die schweren Umfassungsgriffe (engl. „heavy wrap“,
unterschieden nach Durchmesser in Typ 1 und Typ 2) dem Kohlehammergriff Napiers
und gehen über den ausgeglichenen „medium wrap“ (Typ 3) über zum Kraftgriff mit
adduziertem Daumen (Typ 4). Zusätzlich identifiziert Cutkosky noch eine Greifart, die
speziell bei der Benutzung leichter Werkzeuge (engl. light tool) zum Einsatz kommt
(Typ 5) und bei der der Handflächenkontakt auf ein Minimum reduziert ist, während
die Finger das relativ dünne Objekt vor allem mit den distalen Segmenten umschlie-
ßen. Der Zangengriff Schlesingers (engl. „palmar“ nach Taylor und Schwarz) zählt
als Präzisionsgriff für prismatische Objekte und wird je nach Anzahl der beteiligten
Finger in drei verschiedene Greifarten (Typ 6 bis Typ 8) unterschieden. Der Spitzgriff
(engl. „tip“) ist ein Spezialfall dieser Unterkategorie, bei der lediglich Zeigefinger und
Daumen zum Einsatz kommen (Typ 9).
3.2.4. Taxonomie von Greifarten nach Kamakura
In “Patterns of Static Prehension in Normal Hands” [KMI+80] stellt N. Kamakura
eine Taxonomie von Greifarten vor, die ebenfalls durch eine empirische Studie fun-
diert ist. Hierbei wurden ausschließlich prehensile Greifarten betrachtet und dabei nur
die statische Phase eines Griffs, also die Phase des Haltens und nicht die Phase des
Ergreifens oder Manipulierens eines Objektes. In der Studie wurde die Griffhaltung
von sieben Testpersonen bei 98 Objekten des alltäglichen Gebrauchs (laut Kamakura
keine Objekte die bei Sport, Beruf und in der Kunst Verwendung finden) aufgezeich-
net. Der Griff wurde bei immer gleicher Armhaltung aus verschiedenen Perspektiven
fotografiert. Zudem wurden die Kontaktstellen zwischen Hand und Objekt durch Farb-
markierungen erfasst.
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Die so erfassten Griffbeispiele wurden anschließend nach Ähnlichkeit zu Greifarten
zusammengefasst, wobei über Objekt- und Probandengrenzen hinweg verglichen wur-
de. Die dabei entstandene Taxonomie umfasst 14 Greifarten, die sich auf vier grobe
Kategorien aufteilen (siehe Abbildung 3.10). Die einzelnen Greifarten wurden dabei
sowohl durch die Fingerstellung als auch durch die Kontaktstellen zwischen Hand und
Objekt charakterisiert. Zum Zwecke einer kurzen Darstellung werden die einzelnen
Greifarten hier nur grob wiedergegeben und zu den anderen Taxonomien in Bezug
gesetzt. Für die genauen Definitionen sei der Leser auf [KMI+80] verwiesen.
Abbildung 3.10.: Taxonomie von Greifarten nach Kamakura. Fotos aus [KMI+80].
Auch diese Taxonomie orientiert sich an der Einteilung von Napier in Kraft- und
Präzisiongriffe. Allerdings wurden hier zwei weitere Kategorien eingeführt. Zum
einen die „Zwischengriffe“ (engl. intermediate grips), die nicht klar den Präzisions-
oder den Kraftgriffe zugeordnet werden können, da sie von ihren Eigenschaften her
dazwischen liegen. Eine solche zusätzliche Kategorie ist durchaus plausibel, da schon
Napier deutlich machte, dass es fließende Übergänge zwischen Kraftgriffen und Präzi-
sionsgriffen gibt und jede Greifart der einen Kategorie mehr oder weniger auch Eigen-
schaften der anderen Kategorie haben kann. Ein Beispiel ist der Seitgriff (engl. lateral
grip), der von Cutkosky als Kraftgriff eingestuft wird und bei dem auch klar Stabili-
tät im Vordergrund steht. Allerdings weist dieser Griff keinen Handflächenkontakt auf,
was sonst kennzeichnend für Kraftgriffe ist. Bei Cutkosky führt diese Einteilung zu der
Ausnahme, dass der Seitgriff der einzige Kraftgriff ohne Handflächenkontakt ist. Die
Einführung einer Zwischenkategorie macht diese Ausnahmebehandlung unnötig und
erlaubt es, Handflächenkontakt als notwendige Bedingung für Kraftgriffe anzusehen.
Die vierte Kategorie von Greifarten bei Kamakura sind die Greifarten ohne Be-
teiligung des Daumens (engl. „grip involving no thumb“). Allerdings wird für diese
Kategorie nur eine dazugehörige Greifart identifiziert. Dies ist der Adduktionsgriff,
bei dem ein Objekt seitlich zwischen zwei Fingern eingeklemmt wird, wie z.B. eine
Zigarette.
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Alle sechs Greifarten der Schlesinger-Taxonomie finden sich auch bei Kamakura
wieder, allerdings in teilweise leicht abgewandelter Form. Der Faustgriff (engl. cylin-
drical grip) findet sich als „Power Grip - Standard Type (PoS)“ wieder. Der Hakengriff
(engl. hook grip) wird von Kamakura am ehesten durch den „Power Grip - Hook Type
(PoH)“ wiedergespiegelt. Allerdings handelt es sich dabei um einen prehensilen Kraft-
griff, bei dem signifikanter Handflächenkontakt besteht und die Finger das Objekt fest
umschließen. Der Hakengriff in seiner nicht-prehensilen Variante (wie bei Napier und
Cutkosky definiert) taucht bei Kamakura nicht auf. Der Seitgriff findet sich wie oben
schon erwähnt als „Lateral grip (Lat)“ in der Kategorie der Zwischengriffe wieder. Die
restlichen drei Schlesinger-Griffe sind als Präzisionsgriffe klassifiziert. Das wären der
Spitzgriff als „Tip Prehension (Tip)“, der Zangengriff (engl. palmar grip) als „Parallel
Mild Flexion Grip (PMF)“ und der Kugelgriff (engl. spherical grip) als „Surrounding
Mild Flexion Grip (SMF)“. Letzterer setzt kein kugelförmiges Objekt voraus, sondern
wird allein durch die kreisförmig umfassende Fingerstellung gekennzeichnet. Das be-
deutet, die Finger sind relativ stark abduziert und jeder Finger fasst das Objekt von
einer anderen Seite an, so dass die Kontaktstellen in eine Ebene projiziert ein (nicht
unbedingt gleichseitiges) Fünfeck bilden. Bei kleineren Objekten kann die Anzahl der
Finger die Kontakt mit dem Objekt haben auch reduziert sein.
Zusätzlich zu den genannten Schlesinger-Griffen und dem schon genannten Adduk-
tionsgriff kommen noch folgende Griffe hinzu:
ã Der „Power grip - Index Finger Extension type (PoI)“, der dem PoS sehr äh-
nelt, wobei aber der Zeigefinger ausgestreckt ist und mit seiner Spitze zusätzli-
chen stabilisierenden Druck auf das Objekt ausübt. Dieser Griff wird z.B. beim
Schneiden mit einem Messer angewendet.
ã Der „Power grip - Extension Type (PoE)“, der z.B. beim Halten eines Tellers
angewendet wird, findet sich in der Literatur auch manchmal unter der Bezeich-
nung „lumbrical grip“. Die Finger sind dabei nur leicht gebeugt und drücken
von unten fächerförmig aneinanderliegend gegen das meist flache Objekt. Der
Daumen übt mit seiner Unterseite in Richtung der Seite des Zeigefingers Ge-
gendruck aus. Der Handflächenkontakt ist auf den Daumenwulst (Thenar) be-
schränkt.
ã Der „Power grip - Distal type (PoD)“ ähnelt dem „light tool“ Griff (Typ 5) bei
Cutkosky. Hierbei sind die Finger nur leicht gebeugt und halten das (meist dün-
ne) Objekt under Gegendruck mit der Unterseite des Daumens. Handflächen-
kontakt ist minimal bis nicht vorhanden.
ã Der „Tripod grip (Tpd)“ enstpricht dem gleichnamigen Griff (Typ 14) bei Cutko-
sky. Das Objekt wird mit den Fingerspitzen von Daumen, Zeigefinger und Mit-
telfinger gehalten. Der Kontakt des Mittelfingers kann auch seitlich am distalen
Segment sein. Längliche Objekte können zusätzlich in der Kuhle der Handseite
zwischen Daumen und Zeigefinger aufliegen, während kürzere längliche Ob-
jekte durch den Wulst an der Wurzel des Zeigefingers stabilisiert sein können.
Dieser Griff kommt z.B. beim Schreiben mit einem Stift zum Einsatz.
ã Der „Tripod Variation 1 (TV1)“ stellt eine Abwandlung des Tpd dar, die z.B.
beim Halten von Essbesteck zum Einsatz kommt. Der Daumen ist hierbei stärker
adduziert und drückt von Oben auf das längliche Objekt, das zum einen von der
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Spitze von Zeigefinger und Mittelfinger (wie beim Tpd) gehalten wird und zum
anderen seitlich an der Wurzel des Zeigefingers aufliegt. Der Druckpunkt des
Daumen liegt relativ mittig zwischen diesen beiden Auflagepunkten.
ã Der „Tripod Variation 2 (TV2)“ ist eine weitere Abwandlung, die speziell bei
asiatischen Essstäbchen vorkommt. Hierbei sind die Finger insgesamt stärker
gestreckt, aber am MCP-Gelenk stärker gebeugt. Zusätzlich zum Mittelfinger
kann noch Kontakt an der Seite der Spitze des Ringfingers bestehen.
ã Der „Parallel Extension Grip (PE)“ ähnelt dem „Parallel Mild Flexion Grip
(PMF)“ (Zangengriff bei Schlesinger), wobei hierbei allerdings die Finger voll-
ständig gestreckt sind.
Zusammenfassend bietet die Kamakura Taxonomie gegenüber den Taxonomien von
Cutkosky und von Schlesinger einige weitere Greifarten, wobei einige Greifarten, die
bei Cutkosky unterschieden werden, bei Kamakura unter einer Greifart zusammenfal-
len. Der Klassifikation von Napier in Kraft- und Präzisionsgriffe werden zwei weitere
Kategorien hinzugefügt. Nicht-Prehensile Griffe werden bei Kamakura jedoch gänz-
lich außen vor gelassen.
3.3. Eine spezielle Grifftaxonomie für
Objektmanipulationen in VR
Im Rahmen dieser Arbeit wurde eine eigene Taxonomie für Greifarten entwickelt, die
speziell auf direkte Objektmanipulation in virtueller Realität zusgeschnitten ist. Zu-
nächst einmal ist festzustellen, dass es schon zahlreiche unterschiedliche Taxonomi-
en von Greifarten gibt. Warum sollte sich also jemand die Mühe machen und eine
weitere Taxonomie hinzufügen? Bei genauem Studium der vorangehend diskutierten
Taxonomien wird deutlich, dass zwar jede von diesen in einem bestimmten Bereich
wertvolle Beiträge leistet, aber eben auch signifikante Schwächen aufweist. Dies gilt
besonders für den im Rahmen dieser Arbeit vorliegenden Anwendungsbereich, der au-
tomatisierten Analyse von Benutzerinteraktionen in virtueller Realität, wobei in Bezug
auf Grifftaxonomien der Aspekt des virtuellen Greifens im Vordergrund steht.
Die hier vorgestellte neue Taxonomie ist ein Ergebnis eines längeren Entwurfspro-
zesses und wäre chronologisch eher am Ende dieser Arbeit einzuordnen. Beim Entwurf
wurden Erkenntnisse verarbeitet, die erst in späteren Kapiteln herausgestellt werden.
Dennoch erschien es sinnvoll die neue Taxonomie hier im Kontext der etablierten Ta-
xonomien aus der Literatur darzustellen. Zum einen wird hier das entsprechende be-
griffliche Fundament geschaffen und zum anderen wird so ein direkter Vergleich mit
den anderen Taxonomien erleichtert.
3.3.1. Anforderungen an eine Grifftaxonomie
Im Folgenden werden die Gegebenheiten herausgestellt, die speziell im Anwendungs-
bereich der Analyse von direkten Objektmanipulationen in virtuellen Umgebungen
bestehen. Die sich daraus ergebenden Anforderungen an eine Grifftaxonomie werden
identifiziert und die im vorherigen Abschnitt vorgestellten Taxonomien bezüglich der
Erfüllung dieser Anforderungen diskutiert.
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I. Gute Klassifizierbarkeit durch automatische Methoden
Ein Teilziel im Rahmen der Interaktionsanalyse ist die automatisierte Erkennung von
Greifarten. Diese ist wichtig, da eine korrekt erkannte Greifart eine höhere Wiederga-
betreue beim späteren Imitieren der Interaktion durch eine virtuelle Figur (siehe unten)
erlaubt. Zudem lässt die angewendete Greifart Rückschlüsse auf Sinn und Zweck der
Interaktion zu. Wie schon im vorangehenden Abschnitt von einigen Autoren heraus-
gestellt, wird die Art und Weise wie ein Objekt gegriffen wird primär von der durch-
zuführenden Aufgabe und erst nachrangig von der Objektform bestimmt.
Um also eine möglichst gute Klassifizierbarkeit der Greifarten durch automatische
Methoden sicherzustellen, sind zwei Dinge bezüglich der Taxonomie wichtig. Zum
einen sollte die Anzahl der Klassen/Greifarten möglichst gering sein, denn jede weite-
re Klasse erhöht die Komplexität der Klassifikationsaufgabe und verringert die Wahr-
scheinlichkeit, richtig zu liegen. Zum anderen sollten die einzelnen Klassen/Greifarten
im Merkmalsraum möglichst gut separierbar sein. Das bedeutet, dass die Greifarten
sich bezüglich Fingerstellung und Kontaktstellen möglichst deutlich voneinander un-
terscheiden sollten und die Taxonomie möglichst wenig Überlappung zwischen den
Greifarten enthält.
II. Grundlegende Abdeckung aller relevanten Greifarten
Im Hinblick auf eine spätere möglichst korrekte Wiedergabe der erkannten Greifart
durch eine virtuelle Figur („Action Capture“-Verfahren) ergeben sich besondere An-
forderungen. Wird die Greifart an das Animationssystem übermittelt und von diesem
korrekt wiedergegeben, so ähnelt die Imitation in einem wichtigen Punkt schon der ur-
sprünglich demonstrierten Interaktion. Daher ist es wichtig, dass zumindest Grundfor-
men aller möglichen Handposturen in der Taxonomie enthalten sind. Anpassungen an
objektspezifische Gegebenheiten werden von dem Animationssystem zum Zeitpunkt
des Abspielens vorgenommen. Dies macht feinere Unterteilungen der Greifarten auf
Basis der Objektform unnötig. Bei der Animation wird von der Grundform ausgegan-
gen und die Fingerstellung dann so weit optimiert, bis alle erforderlichen Bedingungen
des Griffs bzgl. Kontaktstellen und Stabilität erfüllt sind.
Ein wichtiger Aspekt bei der Tauglichkeit einer Taxonomie ist auch die Zieldomä-
ne. Im Falle der vorliegenden Arbeit geht es dabei hauptsächlich um Greifen, Tragen
und Ablegen (engl. pick and place) von Festkörperobjekten (engl. rigid bodies), sowie
um die Bedienung von Norm-Stellteilen. Die Zieldomäne stellt die Anforderung, dass
alle für die Zieldomäne relevanten Greifarten zumindest in einer Grundform enthalten
sein müssen. Umgekehrt können für die Zieldomäne irrelevante Greifarten weggelas-
sen werden. Dies können z.B. sehr spezielle Griffe sein, die nur bei bestimmten Spe-
zialwerkzeugen zum Einsatz kommen. Oder es können Griffe zur Handhabung von
Alltagsgegenständen sein, welche wiederum für die Zieldomäne keine Rolle spielen.
Als Beispiel seien die typischen Griffe zur Handhabung von Essbesteck, zum Halten
einer Zigarette oder zum Schneiden mit einer Schere genannt. Das Weglassen irrele-
vanter Greifarten lässt eine geeignete Reduktion der Anzahl der Greifarten zu, welche
wiederum zu einer besseren automatischen Klassifizierbarkeit führt (siehe Punkt I.).
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III. Unterstützung nicht-prehensiler Greifarten
Im Bereich des virtuellen Prototyping und der Maschinenbedienung sind besonders
auch nicht-prehensile Objektmanipulationen wichtig. Bedient man z.B. die einzelnen
Schaltelemente in einem Autocockpit, so werden diese zwar teilweise auch prehen-
sil umfasst (z.B. Lenkrad, Schalthebel, usw.), aber in vielen Fällen auch durch nicht-
prehensile Kontaktgriffe bedient (z.B. Drücken von Knöpfen, Verschieben von Reg-
lern, usw.). Damit diese nicht-prehensilen Manipulationen bei einer späteren Imitation
durch eine virtuelle Figur möglichst originalgetreu wiedergegeben werden können,
sollte die Taxonomie die unterschiedlichen Arten nicht-prehensilen Zufassens unter-
scheiden und deren Bandbreite möglichst gut abdecken.
3.3.2. Erfüllung dieser Anforderungen durch bestehende
Taxonomien
Schlesinger-Taxonomie
Die Schlesinger-Taxonomie ist mit sechs Greifarten klein genug, um gute Klassifika-
tionsergebnisse erwarten zu lassen. Daher wurde diese auch für die ersten Versuche
mit automatischer Griffklassifikation als Ausgangspunkt ausgewählt (siehe Kapitel 5).
Allerdings sind die Schlesinger-Greifarten allein im Merkmalsraum der Fingerstellung
nicht so gut separierbar. Besonders die Greifarten Faustgriff vs. Hakengriff und Zan-
gengriff vs. Spitzgriff lassen sich evtl. leicht verwechseln, sofern man nicht auch die
gegebenen Kontaktstellen betrachtet. Der Hakengriff sollte auf seine nicht-prehensile
Ausprägung beschränkt bleiben, um klar vom zylindrischen Faustgriff separierbar zu
sein. Außer dem Hakengriff werden keine nicht-prehensilen Greifarten betrachtet.
Griffkategorien nach Napier
Die Kategorisierung nach Napier ist weniger eine vollständige Taxonomie als vielmehr
eine Grobeinteilung, die sich für die systematische Unterteilung von Greifarten inner-
halb einer Taxonomie eignet. Die Unterscheidung von Kraft- und Präzisionsgriffen
erlaubt Rückschlüsse auf den Zweck der Interaktion und unterstützt somit den Ana-
lyseprozess. Zwei Griffklassen wären gut separierbar, erfüllen aber nicht die erforder-
liche Vollständigkeit für eine originalgetreue Wiedergabe bei der Animation. Zudem
lassen sich nicht-prehensile Greifarten durch dieses Schema nicht erfassen. Die Ein-
teilung von Napier soll daher für die zu entwerfende Taxonomie beibehalten werden,
ist aber alleine für die hier geforderten Zwecke nicht ausreichend genug.
Cutkosky-Taxonomie
Die Taxonomie von Cutkosky ist recht umfangreich, was zunächst einen hohen Grad
an Vollständigkeit suggeriert. Allerdings lässt sich bei einem Vergleich mit der Taxo-
nomie von Kamakura feststellen, dass einige grundlegende Greifarten bei Cutkosky
nicht enthalten sind, z.B. der PoI und der PoE. Die hohe Anzahl an Greifarten er-
gibt sich hier eher aus einer sehr feinen Unterteilung der grundlegenden Handposturen
nach Objektform (Typen 10-13 und 1-2) und nach der Anzahl der beteiligten Finger
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(Typen 6-8). Diese feine Einteilung ist einer erfolgreichen Klassifikation eher hinder-
lich (I.) und für eine korrekte Wiedergabe durch Animation einer virtuellen Figur auch
nicht notwendig (II.). Unterstrichen wird diese Einschätzung von der Tatsache, dass
Arbeiten auf dem Gebiet der automatisierten Erkennung von Greifarten, welche auf
der Cutkosky-Taxonomie basieren, oftmals von einer reduzierten Teilmenge dieser Ta-
xonomie ausgehen, z.B. [EK05]. Die Taxonomie von Cutkosky fasst nicht-prehensile
Kontakte zu einer einzigen Greifart zusammen (Typ 15), was aber für eine korrekte
Wiedergabe bei der Animation nicht ausreichend ist. Es gibt zahlreiche verschiede-
ne Handposturen, die bei nicht-prehensiler Objektmanipulation zum Einsatz kommen
können, was eine feinere Unterscheidung notwendig macht.
Kamakura-Taxonomie
In Bezug auf automatisierte Analyse von Greifarten ist die Taxonomie von Kamakura
am vielversprechendsten. Diese bietet eine recht hohe Vollständigkeit bei den grund-
legenden Greifarten. Zudem ist die Anzahl der Klassen nicht übermäßig hoch, weil
auf eine Feineinteilung nach Objektform oder Fingeranzahl verzichtet wurde. Als Be-
sonderheit dieser Taxonomie erlaubt die Einführung einer zusätzlichen Kategorie zwi-
schen den Kraft- und den Präzisionsgriffen eine plausible Systematik, die keine Aus-
nahmen erforderlich macht (vgl. Abschnitt 3.2.4, S. 38f). Als Schwäche weist die Ta-
xonomie von Kamakura jedoch einige spezielle Greifarten auf, die in der praktischen
Benutzung, speziell in virtuellen Umgebungen und auf dem Anwendungsgebiet des
virtuellen Prototyping eher selten vorkommen dürften. Da wäre zum einen der Adduk-
tionsgriff, der speziell auf das Halten einer Zigarette zugeschnitten ist. Die Tatsache,
dass für diese Greifart eine eigene Kategorie eingeführt werden musste (Greifarten oh-
ne Beteiligung des Daumens) unterstreicht dessen Sonderstellung. Andere Beispiele
sind die Varianten des Dreipunktgriffs (engl. tripod grip) TV1 und TV2, die speziell
bei der Handhabung von Essbesteck zum Einsatz kommen (TV1 für europäisches, TV2
für asiatisches) und der Parallel Extension Grip (PE), der im Prinzip eine Variante des
PMF für das Halten extrem flacher Gegenstände ist. Diese Greifarten halten die Anzahl
der Griffklassen unnötig hoch und haben für die Verwendung in virtueller Realität eher
untergeordnete Bedeutung. Ein weiterer Schwachpunkt der Kamakura-Taxonomie ist,
dass nicht-prehensile Greifarten komplett ausgeklammert werden.
3.3.3. Entwurfsprozess der Taxonomie
Der vorangehende Abschnitt motiviert den Bedarf an einer eigenen Taxonomie spe-
ziell für die automatisierte Analyse von direketen Objektmanipulationen in virtuel-
ler Realität. Die Schwächen der wichtigsten etablierten Taxonomien aus der Literatur
wurden herausgestellt. In diesem Abschnitt wird nun der Entwurfsprozess dokumen-
tiert, der der Entstehung der eigenen Taxonomie zugrunde lag. Ziel dieses Prozesses
war eine Taxonomie, die die Stärken der bestehenden Taxonomien beibehält, aber ihre
Schwächen so weit wie möglich vermeidet. Dies geschah in einem Prozess der Zusam-
menfassung, Kürzung und Ergänzung der in Abschnitt 3.2 ausführlich dargestellten
Taxonomien.
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Sowohl die Taxonomie von Cutkosky, als auch die von Kamakura beinhalten sämt-
liche Schlesinger-Griffe und verwenden die systematische Einteilung von Napier in
die Griffkategorien Präzisions- und Kraftgriffe. Diese Taxonomien sind daher implizit
berücksichtigt. Kamakura führte zusätzlich noch zwei weitere Griffkategorien ein, so
dass diese als Ausgangspunkt für den Entwurfsprozess gewählt wurde. Davon wurde
jedoch nur die Griffkategorie der “Zwischengriffe” (engl. intermediate grasps) über-
nommen. Diese Kategorie erscheint sinnvoll, da sie eine Ausnahmeregelung für den
Lateralgriff wie bei Cutkosky überflüssig macht und dem fließenden Übergang von
Kraftgriffen zu Präzisionsgriffen Rechnung trägt. Die vierte Kategorie der “daumen-
losen Griffe” (engl. no-thumb grasps) wurde weggelassen, da diese zum einen nur eine
einzige Greifart enthält (theoretisch hätte man diese auch den Präzisionsgriffen zuord-
nen können). Zum anderen wird diese Greifart nur in speziellen Fällen angewendet,
z.B. beim Rauchen einer Zigarette, die für die Zieldomäne keine Relevanz haben.
Im nächsten Schritt wurde eine Zuordnung erstellt, die alle Greifarten der Cutkosky-
Taxonomie auf die Kamakura-Taxonomie abbildbar macht. Dabei wurde festgestellt,
dass alle Cutkosky-Greifarten in ihren Grundformen in der Kamakura-Taxonomie ent-
halten sind. Die Cutkosky-Taxonomie trifft für einige Greifarten lediglich weitere Un-
terteilungen basierend auf der Form des gegriffenen Objekts. Diese wurden jedoch im
Sinne der Anforderungen (I.) und (II.) für nicht notwendig erachtet, da sich die end-
gültige objektspezifische Ausprägung einer Greifart aus der Simulation des Greifens
bei der Animation ergibt.
Mit dem Ziel einer besseren Klassifizierbarkeit (I.) wurden als nächstes einige wei-
tere Greifarten aus der Kamakura-Taxonomie entfernt, welche anderen Greifarten sehr
ähnlich oder von der Zieldomäne her eher wenig relevant sind. Zunächst wurden die
Greifarten PoS (Power Grip - Standard Type) und PoH (Power Grip - Hook Type) auf-
grund ihrer sehr ähnlichen Form und Funktion zu einer Greifart zusammengefasst. Der
PoD (Power Grip - Distal Type) wurde weggelassen, da er nur bei sehr spezifischen
Werkzeugen (z.B. Scheren) zum Einsatz kommt. Zudem lassen sich Griffe dieses Typs
je nach Ausprägung auch entweder dem PMF (Parallel Mild Flexion Grip) oder dem
PoS zuordnen. Bei den Zwischengriffen wurden die beiden Varianten des Dreipunkt-
Griffs (engl. tripod, Tpd) TV1 und TV2 weggelassen. Beide finden im Prinzip nur bei
Essbesteck eine Anwendung und lassen sich, wie auch schon bei Kamakura angedeu-
tet, als Varianten des Tpd einordnen. Bei den Präzisionsgriffen wurden PMF (Parallel
Mild Flexion Grip) und PE (Parallel Extension Grip) zusammengefasst, da sich der PE
als Extremform des PMF ansehen lässt, bei der die Finger vollkommen gestreckt sind.
Die Fingerstellung ergibt sich hierbei aus der Objektform, so dass diese Zusammen-
fassung ebenfalls durch Anforderung (II.) motiviert ist.
Nach Anforderung (III.) galt es als letztem Schritt die nicht-prehensilen Griffe in die
Taxonomie zu integrieren, da diese gerade bei Bedienprozeduren virtueller Prototypen
eine wichtige Rolle spielen. Hierbei konnte nur in sehr geringem Maße auf bestehen-
de Taxonomien zurückgegriffen werden. Zunächst wurde der Hakengriff (engl. hook),
welcher schon bei Schlesinger Erwähnung findet, in seiner nicht-prehensilen Ausprä-
gung aufgenommen. Diese Greifart eignet sich durch die Hakenform besonders zum
Ziehen. Bei Cutkosky wurden darüber hinaus unter dem singulären nicht-prehensilen
Grifftyp 15 die Begriffe Plattform (engl. platform) und Drücken (engl. push) erwähnt.
Als Plattform-Griff ergibt sich somit eine Greifart, bei der die ganze Handfläche ein-
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gesetzt wird. Zum Drücken wird neben der ganzen Handfläche üblicherweise der Dau-
men oder der Zeigefinger verwendet, die jeweils auch eine spezifische Fingerstellung
ergeben und somit durch eine eigene Greifart repräsentiert werden. Es ergibt sich also
eine Einteilung der nicht-prehensilen Greifarten in Griffe, die sich zum Ziehen und
Griffe die sich zum Drücken eignen.
3.3.4. Detailbeschreibung der neuen Taxonomie
Abbildung 3.11 gibt einen Überblick über die Greifarten der neuen Taxonomie und
ihre Einteilung in Kategorien. Im Folgenden werden die einzelnen Greifarten im De-
tail beschrieben. Zum einen werden die Greifarten im Hinblick auf Handform und
Kontaktstellen unter Verwendung des anatomischen Vokabulars beschrieben (vgl. Ab-
schnitt 3.1.1, S. 26ff). Zum anderen werden sie den entsprechenden Greifarten der Ta-
xonomien von Cutkosky und Kamakura zugeordnet. Zusätzlich findet eine Zuordnung
zu den drei Griffkategorien der DIN EN 894-3 (vgl. Abschnitt 2.4.3, S. 24) statt.
Prehensile Griffe
Prehensile (von lat. prehendere = ergreifen) Griffe umfassen das Objekt von minde-
stens zwei Seiten (mehr als zwei virtuelle Finger), so dass es durch die Hand getra-
gen werden kann. Das Objekt folgt meistens der Bewegung der Hand als Ganzes. Die
Möglichkeit das Objekt durch Änderung der Fingerstellung relativ zur Handfläche zu
bewegen hängt von der Greifart ab, ist meist jedoch nur stark eingeschränkt vorhanden.
Kraftgriffe Bei Kraftgriffen liegt der Zweck - ganz im Sinne der funktionalen Ein-
teilung von Napier [Nap56] - in der Ausübung von möglichst viel Kraft auf das Ob-
jekt bzw. in möglichst hoher Stabilität des Griffs. Charakterisierend für diese Art von
Griffen ist der Handflächenkontakt bzw. Handflächenopposition (vgl. Abschnitt „Op-
positionsräume“, S. 30). Dabei ist das Objekt so fest von der Hand umschlossen, dass
es innerhalb der Hand kaum oder gar nicht bewegt werden kann. Alle diese Greifarten
gelten als Umfassungsgriffe im Sinne der DIN EN 894-3.
Umschließungsgriff (engl. wrap grasp) Bei dieser Greifart sind die Finger je
nach Objektform zylindrisch oder sphärisch eng um das Objekt herumgelegt
und umschließen es fest. Je nach Durchmesser oder Dicke des Objektes sind die
Finger unterschiedlich stark flektiert (gebeugt). Dabei besteht meist Kontakt auf
der gesamten volaren Seite der Finger. Als Gegenpol zu den Fingern wird das
Objekt auf der anderen Seite von der Handfläche abgestützt. Der Daumen kann
eine variable Stellung einnehmen und entweder das Objekt in Gegenrichtung zu
den anderen Fingern umschließen, oder in Längsrichtung des Objektes angelegt
(adduziert) sein. Diese Greifart bietet ein Maximum an Stabilität. In Bezug auf
Cutkosky umfasst sie alle Arten von “wrap grasps” (Typen 1 bis 5). Bei Kama-
kura umfasst sie die Greifarten “power grip - standard type (PoS)” und “power
grip - hook type (PoH)”.
Zeigefinger-Diagonalgriff (engl. index extension grasp) Diese Greifart äh-
nelt dem Umschließungsgriff, unterscheidet sich jedoch dahingehend, dass der
46
3.3. Eine spezielle Grifftaxonomie für Objektmanipulationen in VR
Abbildung 3.11.: Taxonomie von Greifarten, wie sie in dieser Arbeit entwickelt wurde.
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Zeigefinger das Objekt nicht wie die anderen Finger umschließt, sondern aus-
gestreckt von oben auf das Objekt drückt (Beispiel: Schneiden mit einem Mes-
ser). Sie wird vor allem bei länglichen und relativ dünnen Objekten eingesetzt.
Der Handflächenkontakt verläuft weitgehend diagonal, beginnend auf der ulna-
ren (dem Daumen abgewandten) Seite der Handwurzel und verläuft zum Ansatz
des Zeigefingers hin. Der ausgestreckte Zeigefinger bietet eine erhöhte Stabili-
tät in Längsrichtung, indem er die Distanz der beiden äußersten Kontaktstellen
voneinander maximiert. Dafür ist die Stabilität insgesamt etwas verringert, da
das Objekt nun nicht mehr so fest umschlossen wird. Bei Cutkosky wird diese
Greifart nicht identifiziert. Bei Kamakura entspricht sie dem “power grip - index
finger extension type (PoI)”.
Tellergriff (engl. lumbrical grasp) Benannt nach den Lumbrical-Muskeln der
Finger, die bei dieser Greifart die meiste Kraft ausüben, sind die Finger hier
weit weniger flektiert, als bei den beiden vorherigen Greifarten. Sie sind fächer-
förmig aneinandergelegt und stützen das Objekt flächig von der einen Seite. Von
der anderen Seite drückt vor allem der thenare Wulst der Handfläche dagegegen.
Der Daumen ist dem radialen Aspekt des ersten Zeigefingersegments gegenüber
platziert und übt mit seiner volaren Seite meist ebenfalls stabilisierenden Druck
auf das Objekt aus. Diese Greifart kommt typischerweise z.B. beim Greifen ei-
nes Tellers, beim Werfen einer Frisbee oder beim Tragen eines Bretts mit zwei
Händen zum Einsatz. Allgemein dient der Tellergriff der Maximierung der Sta-
bilität bei flächigen oder flachen Objekten, die größer als die Handfläche sind.
Bei Cutkosky ähnelt diese Greifart am ehesten dem “adducted thumb” (Typ 4),
wobei das Objekt flach und nicht zylindrisch ist (ansonsten wäre es ein Um-
fassungsgriff). Bei Kamakura nennt sich diese Greifart “power grip - extension
type (PoE)”.
Hybride Griffe Hybride Griffe sind eine Ergänzung zur Einteilung in Kraft- und
Präzisionsgriffe. Bei diesen Griffen kann die Unterscheidung nicht klar getroffen wer-
den, da sie Merkmale beider Griffkategorien aufweisen. Obwohl kein Handflächen-
kontakt besteht, ist das Objekt (von den Fingern oder anderen Teilen der Hand) so fest
umschlossen, dass es relativ zur Handfläche kaum oder gar nicht bewegt werden kann.
Die typischen Aufgaben, bei denen diese Griffe zur Anwendung kommen, erforden
sowohl Kraft bzw. Stabilität als auch ein erhöhtes Maß an Feinkontrolle. Bzgl. DIN
EN 894-3 sind diese Greifarten den Zufassungsgriffen zuzuordnen.
Lateralgriff (engl. lateral grasp) Bei dieser Greifart sind die Finger üblicherwei-
se zur Faust geballt und das gegriffene Objekt wird zwischen dem radialen
Aspekt des Zeigefingers und der volaren Seite des Daumens eingeklemmt. Dies
ist die für den Lateralgriff charakteristische Seitopposition. Dieser Griff kommt
z.B. beim Drehen eines Schlüssels im Schloss oder beim Einführen einer Code-
karte in einen Leseschlitz zum Einsatz. Er eignet sich besonders für flache, rela-
tiv kleine Objekte, auf die moderate Kräfte bei hoher Stabilität ausgeübt werden
sollen. Sowohl bei Cutkosky als auch bei Kamakura heisst diese Greifart “lateral
grip”.
Dreipunktgriff (engl. tripod grasp) Kennzeichnend für diese Greifart sind drei
Kontaktstellen, die üblicherweise von den Spitzen von Daumen, Zeigefinger und
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Mittelfinger gebildet werden. Bei längeren Objekten wird das Objekt zudem
oft auf der radialen Seite der Handfläche abgestützt. Diese Greifart kommt z.B.
beim Schreiben zum Einsatz. Sie erlaubt ein gutes Maß an Stabilität bei hoher
Feinkontrolle. Sowohl bei Cutkosky als auch bei Kamakura heisst diese Greifart
“tripod grip”. Wie bei den Präzisionsgriffen liegt hier Fingerkuppenopposition
vor.
Präzisionsgriffe Bei Präzisionsgriffen liegt der Zweck in der Feinkontrolle der
ausgeübten Kräfte. Hierbei besteht kein Kontakt mit der Handfläche und das gegrif-
fene Objekt lässt sich relativ zur Handfläche durch Veränderung der Fingerstellung in
einem relativ hohen Maße bewegen. Bei allen Präzisionsgriffen besteht Fingerkuppe-
nopposition und sie sind den Zufassungsgriffen im Sinne der DIN EN 894-3 zuzuord-
nen.
Rundgriff (engl. surrounding grasp) Bei dieser Greifart umschließen die Finger
das Objekt von allen Seiten, wobei allerdings kein Kontakt mit der Handfläche
besteht. Da die Finger aus sehr unterschiedlichen Richtungen anfassen, gibt es
so viele virtuelle Finger wie es berührende reale Finger gibt. Rundgriffe werden
z.B. bei der Manipulation von Stellteilen mit rotatorischen Freiheitsgraden (z.B.
Drehknöpfe) oder bei der Handhabung von runden Objekten eingesetzt. Bei Cut-
kosky umfasst diese Greifart die Typen 12 und 13 (zirkulare Präzisionsgriffe).
Bei Kamakura entspricht sie dem “surrounding mild flexion grip (SMF)”.
Zangengriff (engl. pincer grasp) Bei dieser Greifarten greifen die Finger das
Objekt wie eine Zange. Allerdings gibt es beim Zangengriff nur zwei virtuelle
Finger. Der eine wird vom Daumen gebildet, während der andere von mehre-
ren Fingern wie Zeigefinger, Mittelfinger, Ringfinger und/oder kleinem Finger
gemeinsam gebildet wird. Der Zangengriff wird bei mittelgroßen bis großen flä-
chigen Objekten eingesetzt (z.B. Bücher, kleine Schachteln, etc.). Bei Cutkosky
entspricht diese Greifart den Typen 6 bis 8 (prismatische Präzisionsgriffe). Bei
Kamakura entspricht sie den Greifarten “parallel mild flexion grip (PMF)” und
“parallel extension grip (PE)”.
Spitzgriff (engl. tip grasp) Kennzeichnend für den Spitzgriff ist, dass nur Zeige-
finger und Daumen das Objekt jeweils mit dem äußersten Ende des distalen
Segments berühren und wie eine Pinzette fassen. Diese Greifart erlaubt ein ma-
ximales Maß an Präzision, aber nur sehr geringe Kraftausübung und Kontrolle.
Geeignet ist sie vor allem zum Greifen sehr kleiner oder sehr dünner Objekte
(z.B. Schrauben, Knöpfe, Münzen usw.). Bei Cutkosky entspricht diese Greifart
dem Typ 9 (“Thumb-Index Finger” aus der Kategorie der prismatischen Präzisi-
onsgriffe). Bei Kamakura heißt sie “tip prehension (Tip)”.
Nicht-prehensile Griffe
Bei Nicht-prehensilen Griffen wird das Objekt nicht ergriffen, sondern lediglich an
einer bestimmten Stelle berührt, d.h. es gibt nur einen virtuellen Finger. Diese Stelle
kann auch flächig sein wie z.B. die Handfläche. Ein Oppositionsraum wird im Gegen-
satz zu den prehensilen Griffen nicht aufgebaut. Der Grad der von der Hand ausgeüb-
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ten Kontrolle über das Objekt ist meist sehr gering. Daher eignen sich diese Arten von
Griffen auch für Manipulationen von Objekten, deren Bewegungsmöglichkeiten ohne-
hin stark eingeschränkt sind, weil sie sich z.B. in mechanischen Führungen befinden
(wie bei Stellteilen der Fall). In anderen Fällen bilden andere - nicht von der Hand aus-
geübte - Kräfte (z.B. die Schwerkraft) einen zweiten virtuellen Finger, der im Zusam-
menspiel mit der Hand wieder eine relativ kontrollierte quasi-prehensile Manipulation
ermöglicht, wie z.B. beim Tragen eines Koffers am Griff. Alle diese Greifarten sind
bei Cutkosky unter der Kategorie “non-prehensile” zusammengefasst, ohne dass wei-
ter unterschieden wird. Bei Kamakura tauchen nicht-prehensile Greifarten gar nicht
auf. Im Sinne der DIN EN 894-3 sind alle nicht-prehensilen Greifarten Kontaktgriffe.
Druckgriffe Mit Druckgriffen werden Kräfte auf ein Objekt ausgeübt, bzw. Bedien-
vorgänge vorgenommen, die als “Drücken” bezeichnet werden können, z.B. Drücken
eines Knopfes. Dabei zeigt die Wirkungsrichtung der Kraft bzw. die resultierende Be-
wegungsrichtung des Objekts meistens von der Körpermitte weg.
Zeigefinger-Kontaktgriff (engl. index push) Diese Greifart wird durch einen
ausgestreckten Zeigefinger gekennzeichnet. Druck wird dabei mit der Kuppe des
Zeigefingers (distales Segment) ausgeübt. Andere Teile der Hand berühren das
Objekt üblicherweise nicht. Typischerweise kommt dieser Griff beim Drücken
von Knöpfen oder verschieben von Schiebereglern zum Einsatz.
Daumen-Kontaktgriff (engl. thumb push) Analog zum Zeigefinger-Druckgriff,
nur dass hier der Druck mit der Kuppe des Daumens ausgeübt wird. Dies erlaubt
etwas mehr Kraftausübung als beim Zeigefinger-Druckgriff, wobei die Präzision
etwas reduziert ist. Die restlichen Finger können eine beliebige Stellung aufwei-
sen, werden jedoch oft zur Handfläche hin flektiert. In diesem Falle ähnelt der
Griff von der Form her dem Lateralgriff. Allerdings berühren keine anderen Tei-
le der Hand außer der Daumenspitze das Objekt.
Handflächen-Kontaktgriff (engl. palm push) Hierbei wird die gesamte Hand-
fläche eingesetzt, um Druck auf das Objekt auszuüben. Bei größeren Objekten
berühren auch oftmals zusätzlich die Unterseiten der Finger das Objekt, wo-
bei die Hand in ihrer Gesamtheit aber flach bleibt. Durch die große Flächig-
keit des Kontakts wird eine höhere Stabilität erreicht. In horizontaler Stellung
mit nach oben zeigender Handfläche eignet sich diese Greifart z.B. zum Tragen
von Tabletts und ähnlichen Objekten. Zudem eignet sie sich zum Drücken von
großen Knöpfen, bei denen entweder viel Kraft aufgewendet werden muss oder
der Druck sehr schnell gehen soll (z.B. Notaus-Schalter).
Zuggriffe Mit Zuggriffen werden Kräfte auf ein Objekt ausgeübt, bzw. Bedienvor-
gänge vorgenommen, die als “Ziehen” bezeichnet werden können, z.B. ziehen eines
Hebels. Dabei zeigt die Wirkungsrichtung der Kraft, bzw. die resultierende Bewe-
gungsrichtung des Objekts, meistens zur Körpermitte hin.
Hakengriff (engl. hook pull) Bei dieser Greifart werden die Finger ähnlich wie
beim Umfassungsgriff eingerollt. Allerdings wird das Objekt lediglich von den
volaren Aspekten der Finger jedoch nicht von der Handfläche berührt. Die Fin-
ger agieren dabei wie ein Haken, mit dem das Objekt gezogen werden kann. Das
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Objekt muss dazu über eine längliche Form (Hebel), einen Griff (Tasche, Kof-
fer) oder eine Öffnung (Schublade) verfügen. Eine kontrollierte Handhabung ist
nur möglich, wenn eine entsprechende Gegenkraft in die umgekehrte Richtung
wirkt, die durch die Kraftausübung überwunden werden soll, z.B. Schwerkraft,
Reibungskräfte, Rückstellkräfte, o.ä.
3.4. Zusammenfassung
In diesem Kapitel wurden die wichtigsten Konzepte und Parameter (Greifarten, Kon-
taktgrößen, Oppositionsräume usw.) bei der manuellen Objektmanipulation in der Rea-
lität herausgestellt. Diese bieten ein begriffliches Rahmenwerk, das sich auch in die
Simulation von direkten Objektmanipulationen in virtueller Realität übertragen lässt.
Zudem bieten sie wichtige Anhaltspunkte für die Aspekte, die bei der Griffsimulation
zu beachten sind.
Ein wichtiger Aspekt ist dabei die verwendete Taxonomie von Greifarten. Nachdem
zunächst einige gängige Taxonomien aus der medizinischen und kybernetischen Lite-
ratur vorgestellt wurden, wurde als zentraler Beitrag dieser Arbeit eine eigene Taxono-
mie erarbeitet, die speziell auf die Verwendung in virtuellen Umgebungen zugeschnit-
ten ist. Sie deckt alle wichtigen Greifarten der Zieldomäne, der Evaluation virtueller
Prototypen, ab und ist zudem auf die Anforderungen des „Action Capture“-Verfahrens
ausgelegt. Dabei werden vor allem zwei Aspekte begünstigt - zum einen die automati-
sche Klassifikation der Greifarten und zum anderen die spätere Wiedergabe durch eine
virtuelle Figur.
Im nächsten Kapitel werden die hier erarbeiteten Konzepte in einem Demonstrator-
system zur Simulation direkter Objektmanipulation in virtuellen Umgebungen prak-
tisch umgesetzt.
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KAPITEL IV
Umsetzung direkter Objektmanipulation in virtuellen
Umgebungen
In diesem Kapitel wird die Umsetzung direkter Objektmanipulation in virtuellen Um-
gebungen anhand eines Demonstratorsystems beschrieben. Dieses wurde auf Grund-
lage des VR-Frameworks AVANGO [Tra99]1 implementiert und diente innerhalb des
„Virtual Workers“-Projekts als Grundlage für weitere Arbeiten, wie z.B. der Aufzeich-
nung und der Analyse von Interaktionsdaten. Ziel war es, realistische direkte Manipu-
lationen von Szenenobjekten mit der Hand durch einen Benutzer in einer virtuellen
Umgebung zu simulieren. Der Beitrag im Rahmen dieser Arbeit liegt im Entwurf und
der Implementierung einiger Konzepte zur Umsetzung dieser Simulation. Daher hat
dieses Kapitel teilweise dokumentarischen Charakter. Aus Platzgründen wird hier auf
Implementierungsdetails, wie z.B. Klassenstrukturen, verzichtet und die Funktionalität
auf Konzeptebene beschrieben.
Zunächst wird ein Objektmodell vorgestellt, welches die Analyse der Interaktionen
mit den virtuellen Objekten ermöglicht. Besonderes Augenmerk wird dabei auf die
Konzeption und Umsetzung artikulierter Stellteile gelegt. Diese spielen für die rea-
listische Simulation virtueller Prototypen eine wichtige Rolle. Eine weitere wichtige
Komponente ist das Handmodell, welches die Repräsentation der Hände des Benut-
zers in der virtuellen Welt übernimmt. Zum Schluss werden verschiedene Methoden
zur Simulation von Greifvorgängen in virtueller Realität mit unterschiedlichem Grad
an Realismus detailliert beschrieben.
4.1. Annotierte Objekte
Wie in Abschnitt 2.4.1 „Funktionale Komponenten virtueller Umgebungen“ (S. 20ff)
dargelegt, sind bei der Simulation von virtuellen Objekten mehrere Simulationskom-
ponenten beteiligt, die jeweils über einen eigenen Formalismus zur Objektrepräsen-
tation verfügen. Es besteht daher Bedarf nach einem einheitlichen Beschreibungsfor-
malismus für virtuelle Objekte, der alle definierenden Objektattribute implementie-
1Zu dieser Zeit unter dem Namen AVOCADO veröffentlicht, später jedoch in AVANGO umbenannt.
53
4. Umsetzung direkter Objektmanipulation in virtuellen Umgebungen
rungsunabhängig zusammenfasst und dabei so erweiterbar ist, dass auch Aspekte der
Anwendungslogik (in diesem Fall virtuelles Greifen bzw. Stellteilbedienung) annotiert
werden können. Für die vorliegende Arbeit wurde ein eher pragmatischer Ansatz ge-
wählt, der die Anforderungen erfüllt, ohne allzu kompliziert zu sein. Er basiert auf
einer zentralen Datenbasis, bei der alle funktionalen Komponenten Typ- und Instanz-
informationen über die virtuellen Objekte und deren Attribute abfragen können. Dies
ist vor allem im Hinblick auf höherliegende Anwendungsschichten wie die Griffsimu-
lation und die Interaktionsanalyse nützlich, für die eine einheitliche und implementie-
rungsunabhängige Sicht auf Szenenobjekte sehr von Vorteil ist. Diese Sicht abstrahiert
von den Spezifika der einzelnen funktionalen Komponenten und ermöglicht somit de-
ren Austauschbarkeit.
Die Eigenschaften manipulierbarer virtueller Objekte können anhand mehrerer
grundlegender Aspekte systematisch charakterisiert werden:
Objektdynamik - Die erste Unterteilung besteht darin, ob Objekte nur vom Benut-
zer bewegt werden können, oder ob sie sich auch selbständig bewegen. Die erste
Kategorie von Objekten umfasst z.B. Bauteile, die selektiert und transformiert
werden können (z.B. in virtuellen Konstruktionsszenarien wie [BJLW02]), oder
die vom Benutzer aufgehoben und durch die Gegend getragen werden können
(z.B. im „Virtual Workers“-Projekt). Die zweite Kategorie lässt sich nochmals
unterteilen in Objekte, die einfache vorprogrammierte Motorprogramme aus-
führen (z.B. das automatische Öffnen und Schließen einer Schiebetür oder das
Drehen von Windmühlenflügeln) und Objekte, die sich autonom bewegen bzw.
komplexeren Steuerungsalgorithmen folgen (z.B. autonome Agenten, simulierte
Fahrzeuge, Schwarmsimulationen etc.).
Kollisionserkennung - Es ist ein Mechanismus nötig, um Kollisionen von Objek-
ten erkennen und entsprechend behandeln zu können. Ansonsten wären Objekte
nur rein grafischer Natur und Durchdringungen würden zugelassen bzw. igno-
riert. Die Erkennung und Vermeidung von Objektkollisionen trägt stark zum
Realismus der Anwendung bei, bedeutet jedoch auch einen erheblichen Rechen-
aufwand. Kollisionserkennung wird meist in einer eigenen funktionalen Kom-
ponente umgesetzt, deren Objektgeometrie nicht mit der grafischen Darstellung
identisch sein muss. Bei grafisch sehr aufwändigen Objekten wird häufig mit
Stellvertreterobjekten oder engl. collision proxies gearbeitet, die dem Original-
objekt in Größe und Form an markanten Punkten sehr ähnlich sind. Diese haben
jedoch eine deutlich reduzierte Komplexität und beschleunigen somit die Algo-
rithmen zur Kollisionserkennung.
Dynamiksimulation - Wenn Objekte ein physikalisch stimmiges Verhalten aufwei-
sen sollen, ist simulierte Dynamik nötig. Dazu gehört Herunterfallen, oder Re-
aktion auf die Schwerkraft, Trägheit, Impulserhaltung bei Zusammenstößen mit
anderen Objekten, Reibung und Ähnliches. Die Erkennung von Kollisionen ist
natürlich ein elementarer Bestandteil dabei, so dass der vorherige Aspekt der
Objekteigenschaften von diesem Punkt vorausgesetzt wird. Zusätzlich kommen
noch zahlreiche weitere physikalische Parameter und Algorithmen hinzu, die
den Realismus weiter erhöhen, aber auch den Rechenaufwand steigen lassen.
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Artikulation - Die Simulation von Objekten als starre Festkörper ist einfach und ef-
fizient, jedoch nicht für alle Anwendungszwecke ausreichend. Artikulierte Ob-
jekte setzen sich aus mehreren Gliedern zusammen, die sich entsprechend der
Beschränkungen ihrer verbindenden Gelenke relativ zueinander bewegen lassen.
Dies erhöht den Aufwand bei der Beschreibung der Objekte und bei der physika-
lischen Simulation, ermöglicht jedoch auch die Simulation mechanischer Funk-
tionalität (siehe dazu Abschnitt 4.2 „ Virtuelle Stellteile“, S. 62ff). Frei defor-
mierbare oder zerteilbare Objekte sind der nächste logische Schritt in Richtung
zunehmender Komplexität und Realismus des Objektverhaltens. Diese sind je-
doch noch Gegenstand der Forschung, spielen im virtuellen Prototyping bisher
kaum eine Rolle und sollen daher hier nicht weiter diskutiert werden.
Anhand dieser Aufzählung wurde schon deutlich, dass es eine Reihe von Eigen-
schaften oder Parametern bei der Objektbeschreibung gibt, die über das rein grafi-
sche Modell hinausgehen. Besonders im Hinblick auf die Anforderungen des „Action
Capture“-Verfahrens (vgl. Abschnitt 1.1, S. 2ff) ist auch eine Möglichkeit sinnvoll, die
Objekte mit Wissen über Interaktionsmöglichkeiten anzureichern. Zum Beispiel könn-
te es sinnvoll sein, den bevorzugten Grifftyp mit dem ein Objekt gegriffen werden soll,
direkt am Objekt zu vermerken. Damit lassen sich realistische Greifvorgänge eines
Objektes animieren, auch wenn bei der Interaktionsanalyse der Grifftyp nicht korrekt
erkannt wurde, oder wenn Animationen aus handgeschriebenen Aktionsbeschreibun-
gen synthetisiert werden sollen.
Um alle diese verschiedenen Aspekte von Szenenobjekten in einem einheitlichen
und übersichtlichen Formalismus definieren zu können, wurde das Konzept der anno-
tierten Objekte entwickelt [WHAJ06] und im Rahmen dieser Arbeit weiter ausgebaut.
Dieses Konzept ähnelt den sogenannten „smart objects“ von Kallmann und Thal-
mann [KT99, KT02]. Bei den annotierten Objekten wird jedoch im Kontrast zu den
„smart objects“ nicht das Objektverhalten bzw. die Interaktionsmechanismen explizit
prozedural beschrieben, sondern lediglich zusätzliches semantisches Wissen annotiert,
welches die entsprechenden Algorithmen zur Verhaltenssteuerung speist. Dieses Wis-
sen kann von allen Systemkomponenten auf einheitliche Art und Weise abgefragt wer-
den, so dass jede Komponente das jeweils für sie relevante Wissen über das Objekt
extrahieren kann.
4.1.1. Deklaration annotierter Objekte
Als Formalismus für die Deklaration von annotierten Objekten wurde ein erweiter-
bares XML-Format entwickelt. Objektdeklarationen werden in Dateien abgelegt und
können in die Datenbasis einer zentrale Komponente zur Objektverwaltung (engl. an-
notated objects pool) geladen werden. Diese Komponente übernimmt auch die Erzeu-
gung und Löschung von Objektinstanzen und unterstützt diverse Informationsabfragen
und Manipulationsanweisungen. Die Objektdeklarationen in der Datenbasis enthalten
zunächst reines Typwissen, d.h. sie definieren konzeptionelle Typen von Objekten.
Von diesen müssen erst noch konkrete Instanzen in einer jeweiligen Szene (siehe Ab-
schnitt 4.1.2, S. 58ff) erzeugt werden, um sie sichtbar zu machen und damit arbeiten zu
können. Von einem Objekttyp können naturgemäß mehrere Instanzen erzeugt werden.
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Durch ein generisches Parameterformat, das sich aus dem Tripel
〈Name, Typ,Wert〉 zusammensetzt, wird Flexibilität und Erweiterbarkeit der
Notation erreicht. So können Objekteigenschaften vom Entwickler spezifiziert wer-
den, auch wenn diese vom VR-System in seiner momentanen Zusammenstellung
(noch) nicht verstanden bzw. verarbeitet werden. Zum Beispiel können physikali-
sche Parameter angegeben werden, auch wenn das VR-System aktuell über keine
Dynamik-Engine verfügt oder wenn die angebundene Dynamik-Engine nicht alle
Parameter verarbeiten kann. Mittlerweile gibt es viele verschiene Dynamik-Engines
(z.B. Newton, ODE, Bullet, PhysX), die auch vom Funktionsumfang her recht unter-
schiedlich sind. Daher ist auch der Satz an benötigten und verarbeitbaren Parametern
sehr unterschiedlich. Durch die Möglichkeit, Parameter flexibel zu spezifizieren, wird
die Dynamik-Engine als funktionale Komponente modular austauschbar, ohne dass
dies zwingende Auswirkungen auf die Objektbeschreibung hätte.
<?xml version="1.0"?>
<annotated-objects version="2">
<object type-id="Cup">
<graphical-model>
<correction-transform scale="6.46 6.46 6.46"/>
<Inline file="/vol/vworkers/share/models/obj/cup.obj"/>
</graphical-model>
<physics-model>
<param name="movable" type="bool">true</param>
<param name="mass" type="double">0.7</param>
</physics-model>
<collision-geometry type="convex"/>
<grasping-annotations>
<grasp-port name="trunk" type="CYLINDRICAL">
<position>0.0 0.008 0.0</position>
<axis>0.0 0.0 1.0</axis>
<radius>0.0075</radius>
<min_max_axis>0.0 0.007</min_max_axis>
<grasp-templates>
<grasp-variant name="Seitlich" grasp-type="
Schlesinger::cylindrical">
<grasp-center>0.03 0.008 0.0035</grasp-center>
<approach-vector>-1 0.0 0.0</approach-vector>
</grasp-variant>
<grasp-variant name="VonOben" grasp-type="
Schlesinger::spherical">
<grasp-center>0.0 0.008 0.008</grasp-center>
<approach-vector>0.0 0.0 -1</approach-vector>
</grasp-variant>
</grasp-templates>
</grasp-port>
</grasping-annotations>
</object>
</annotated-objects>
Listing 4.1: Deklaration eines annotierten Objekts in XML Notation am Beispiel eines
Bechers.
Listing 4.1 illustriert die Deklaration eines annotierten Objektes hier am Beispiel
eines Bechers. Das Attribut type-id ist ein Pflichtattribut und definiert den eindeu-
tigen Typnamen, unter dem diese Objektdefinition im Typwissen der Datenbasis be-
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kannt gemacht wird. Eine spätere Instanziierung von Objekten erfolgt unter Angabe
dieses Names. Die Instanznamen können automatisch aus dem Typnamen abgeleitet
werden (z.B. "Cup-1" für die erste Instanz eines Bechers vom Typ Cup) oder frei
vom Szenenautor vergeben werden.
Die gesamte Objektdeklaration ist in verschiedene Abschnitte unterteilt, die die
relevanten Parameter für die einzelnen funktionalen Komponenten der Simulati-
on bündeln. Das Element <graphical-model> enthält z.B. alle Informatio-
nen, die für die grafische Darstellung des Objekts relevant sind. Die weiteren Ab-
schnitte in diesem Beispiel sind <physics-model> für Parameter, welche die
Dynamiksimulation betreffen, <collision-geometry> für die Kollisionserken-
nung und <grasping-annotations> für semantische Annotationen, welche
die Animation von Griffen mittels einer virtuellen Figur unterstützen. Das Element
<graphical-model> ist immer anzugeben, da ohne ein grafisches Modell kein
Objekt sichtbar wäre. Die anderen Abschnitte sind hingegen optional.
Mit dem <Inline>-Element des <graphical-model> Abschnitts wird
die Datei mit dem grafischen Modell spezifiziert. Das optionale Element
<correction-transform> kann eine Transformation enthalten, mit der sich das
Modell nachträglich anpassen lässt. So kann z.B. die Skalierung des Objekts an die
spezifischen Längeneinheiten der Szene angepasst oder Ursprung und Koordinaten-
achsen des Objektkoordinatensystems neu festgelegt werden.
Im Element <physics-model> werden alle Parameter im oben erwähnten gene-
rischen Format definiert, welche die physikalische Simulation des Objektes betreffen
(z.B. die Masse). Mit der Angabe von movable als true (wahr) wird spezifiziert,
dass das Objekt frei im Raum bewegbar sein soll. Somit kann es vom Benutzer ergrif-
fen und herumgetragen werden. Alternativ lassen sich hier auch Bewegungsrestriktio-
nen für Stellteile deklarieren, die in Abschnitt 4.2 ausführlicher erläutert werden.
In dem Element <collision-geometry> wird festgelegt, wie die Geometrie
aussehen soll, die für die Kollisionserkennung verwendet wird. Diese muss, wie ein-
gangs erläutert, nicht mit der grafischen Geometrie übereinstimmen, sondern kann z.B.
aus einem vereinfachten collision proxy bestehen. Im vorliegenden Beispiel wird fest-
gelegt, dass eine konvexe Hülle des grafischen Modells als Proxy-Geometrie erzeugt
wird. Alternativ dazu ließe sich auch eine Datei angeben, welche ein Proxy-Modell
enthält, oder auch geometrische Primitive (Kugel, Zylinder, Kegel, etc.) verwenden.
Diese können auch zu einer zusammengesetzten Geometrie kombiniert werden, um
komplexere und nicht-konvexe Formen als Kollisionsgeometrie zu realisieren.
Das Element <grasping-annotations> enthält Angaben über einen soge-
nannten Greifport (engl. grasp port) des Objekts, welcher eine Stelle und geometrische
Grundform definiert, die bei der Animation von Griffen mit einer virtuellen Figur zu-
grunde gelegt wird. Mit sogenannten <grasp-templates> lassen sich zudem ver-
schiedene Varianten definieren, mit denen das Objekt gegriffen werden kann, wobei
immer eine bestimmte Greifart zum Einsatz kommt. Im Beispiel des Bechers z.B. mit
einem Umfassungsgriff von der Seite oder mit einem Rundgriff von oben. Diese Anga-
ben helfen, Greifanimationen zu erzeugen, ohne dass entsprechende Interaktionsdaten
vorliegen. Da Greifports vor allem für die Seite der Animationserzeugung im „Virtual
Workers“-Projekt relevant sind, welche außerhalb der Themenstellung dieser Arbeit
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liegt, seien diese hier nur der Vollständigkeit wegen erwähnt. Nähere Erläuterungen
dazu finden sich in [WHAJ06].
Der gesamte Formalismus für annotierte Objekte ist recht umfangreich und kann
hier aus Platzgründen nur exemplarisch erläutert werden. Eine Übersicht über das ge-
samte Schema des XML-Formats findet sich im Anhang in Abbildung A.7, S. 224.
4.1.2. Szenendefinitionen
Im Rahmen des „Virtual Workers“-Projekts wurden zwei verschiene Mechanismen er-
arbeitet, virtuelle Szenen zu definieren und zu laden. Szenen können sich dabei aus sta-
tischer Geometrie und aus annotierten Objekten zusammensetzen. Alle Bestandteile,
die durch direkte Objektmanipulation veränderbar sein sollen, müssen als annotierte
Objekte definiert sein. Bei der statischen Geometrie lässt sich spezifizieren, ob die-
se bei einer evtl. angebundenen Dynamik-Engine für Kollisionstest registriert werden
soll. Ist dies nicht der Fall, dient diese Geometrie allein der grafischen Darstellung und
annotierte Objekte lassen sich ungehindert durch diese Geometrie hindurchbewegen.
Abbildung 4.1.: Veranschaulichung der Beispielszene mit einem Tisch und zwei Bechern als
annotierte Objekte.
Scheme-Skripte
Die erste Methode zur Szenendefinition sind Scheme-Skripte, die von Avango beim
Start der Applikation abgearbeitet werden. Sämtliche Instanziierungsvorgänge erfol-
gen durch Methodenaufrufe in Scheme. Listing 4.2 zeigt ein Beispiel für eine einfache
Szene mit einem statischen runden Tisch, auf dem zwei bewegliche Becher stehen.
Die Becher sind als annotierte Objekte realisiert, während der Tisch statische Geome-
trie ist, die zu Zwecken der Kollisionserkennung und -behandlung als Dreiecksgitter
bei der Dynamik-Engine registriert wird. Die Becher sind Instanzen der Objektdefi-
nition aus Listing 4.1. Dieser Szenenaufbau ermöglicht es, die Becher zu ergreifen,
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hochzuheben, fallenzulassen und/oder auf dem Tisch abzustellen. Eine Ansicht der
Beispielszene ist in Abbildung 4.1 zu sehen.
(require ’avVHPack)
;; use Newton as collision detection and dynamics engine
;; defines symbol: newton-engine
(require ’avVHNewtonSimulation)
;; table as static geometry
(define table-geom (make-instance-by-name "fpOldLoadFile"))
(-> (-> table-geom ’Filename) ’set-value
"/vol/vworkers/share/models/iv/Table_01.iv")
(define table-dcs (make-instance-by-name "fpDCS"))
(-> (-> table-dcs ’Children) ’add-1value table-geom)
(-> (-> table-dcs ’Matrix) ’set-value
(mult-mat (make-scale-mat 0.006 0.006 0.011)
(make-trans-mat 0 -0.5 0.0)))
(av-add table-dcs)
;; add table geometry to collision detection/dynamics simulation
(-> newton-engine ’register-object "Table-1" table-dcs "trimesh" 0)
;; define scheme-wrapper for annotated objects pool
(define ann-objects-pool
(make-instance-by-name "avVHAnnotatedObjectsWrapper")
)
;; load annotated object definitions
(-> (-> ann-objects-pool ’XSOFile) ’set-value
"/vol/vworkers/data/xml/ann-objects/annotatedobjects.xso")
;; create first cup instance
(-> ann-objects-pool ’create-object "Cup" "Cup-1"
(make-vec3 -0.2 -0.25 1.15)
(make-vec4 0 1 0 0)
(make-vec3 1.0 1.0 1.0))
;; create another cup instance
(-> ann-objects-pool ’create-object "Cup" "Cup-2"
(make-vec3 0.15 -0.65 1.15)
(make-vec4 0 1 0 0)
(make-vec3 1.0 1.0 1.0))
Listing 4.2: Beispielszene mit einem Tisch und zwei Bechern als Scheme-Skript. Die definierte
Szene entspricht Abbildung 4.1.
Zur Instanziierung der annotierten Objekte wird zunächst eine Referenz auf die
Komponente zur Objektverwaltung (avVHAnnotatedObjectsWrapper) benötigt. Die-
ser Komponente wird über das Feld XSOFile die Datei mitgeteilt, welche die Typ-
beschreibungen für die annotierten Objekte enthält. Zudem werden mit Hilfe dieser
Komponente über Aufrufe der create-object-Methode die beiden Objektinstan-
zen erzeugt. Dabei wird die jeweilige Transformation der Instanz in Form von Position,
Rotation (Winkel-Achse-Format) und Skalierung angegeben.
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Szenenbeschreibung in XML
Wie man sieht ist der Szenenaufbau mittels Scheme-Skript hinreichend einfach und
komfortabel. Der Nachteil ist allerdings, dass dieses Format an das VR-Framework
Avango gebunden ist und von keiner sonstigen dem Autor bekannten VR-Software
verstanden wird. Um einen Szenenbeschreibungsformalismus zu haben, der unabhän-
gig von der konkreten Implementierung des VR-Frameworks ist, wurde zusätzlich ein
XML-Format für Szenenbeschreibungen entwickelt.
Dieses Format trennt ebenfalls annotierte Objekte von statischer Geometrie. Dabei
können auch einfache Transformationshierarchien aufgebaut werden. Listing 4.3 zeigt
die Beschreibung der Tisch-Becher-Szene in diesem Format. Das Format ist weitge-
hend selbsterklärend und soll hier nicht im Einzelnen diskutiert werden. Das XML-
Schema findet sich im Anhang in Abbildung A.10, S. 226.
Eine erwähnenswerte Besonderheit ist die Unterstützung von Gruppen von anno-
tierten Objektdefinitionen durch die Elemente <AnnotatedObjectGroup>. Jeder
.xso-Datei lässt sich ein Gruppenname zuordnen, welcher bei der Objektinstanziie-
rung angegeben wird. Somit ist bei mehreren XSO-Dateien eindeutig, auf welche Datei
sich der Typname bezieht und Kollisionen von Typnamen über Dateigrenzen hinweg
werden ausgeschlossen2.
<?xml version="1.0" encoding="UTF-8"?>
<Scene xsi:noNamespaceSchemaLocation="../schemas/Scenes.xsd">
<AnnotatedObjectGroups>
<AnnotatedObjectGroup name="cup-objects"
file="/vol/vworkers/data/xml/ann-objects/annotatedobjects.xso"/>
</AnnotatedObjectGroups>
<AnnotatedObject name="Cup-1" group="cup-objects" type="Cup"
translation="-0.2 -0.25 1.15" rotation="0 1 0 0"/>
<AnnotatedObject name="Cup-2" group="cup-objects" type="Cup"
translation="0.15 -0.65 1.15" rotation="0 1 0 0"/>
<Transform scale = "0.006 0.006 0.011" translation="0 -0.5 0.0">
<Inline name="Table-1"
file="/vol/vworkers/share/models/iv/Table_01.iv" physics="1"/>
</Transform>
</Scene>
Listing 4.3: Beispielszene mit einem Tisch und zwei Bechern im XML-Format. Die definierte
Szene ist inhaltlich identisch zu Listing 4.2 und entspricht ebenfalls Abbildung 4.1.
4.1.3. Implementierung annotierter Objekte
Drei wichtige funktionale Komponenten des VR-Systems spielen bei der Implementie-
rung annotierter Objekte eine Rolle: grafisches Modell (Rendering), Kollisionserken-
nung und Dynamiksimulation. Diese können von unterschiedlichen Softwaremodulen
2Bei der Szenenbeschreibung mittels Scheme-Dateien stellt sich dieses Problem nicht, da sich XSO-
Dateien an verschiedenen Stellen im Skript laden lassen und immer die zuletzt geladene Datei zu-
grunde gelegt wird.
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mit jeweils eigener Datenbasis implementiert werden. Wird eine Dynamik-Engine ver-
wendet, so ist es meist am effizientesten, diese auch zur Kollisionserkennung heranzu-
ziehen. Theoretisch kann dies aber auch von einer dritten, unabhängigen Komponente
erledigt werden. Tabelle 4.1 gibt einen Überblick über verschiedene Kombinationen
von Softwaremodulen, die im Rahmen des „Virtual Workers“-Projekts für die Imple-
mentierung der verschiedenen Funktionalitäten exploriert wurden. Dabei bezieht sich
die Abkürzung ODE auf die „Open Dynamics Engine“ [Smi], V-Collide auf eine Kol-
lisionserkennung auf Basis des „V-Collide“ Algorithmus [HLC+97] und Newton auf
die „Newton Game Dynamics“ [Jer]. Die Kombination in der letzten Zeile unter Ver-
wendung der Newton Engine hat sich als die geeignetste herausgestellt, da sie die
robusteste, effizienteste und detaillierteste Kollisionserkennung der drei untersuchten
Module bietet (siehe unten).
Renderer Kollisionserkennung Dynamiksimulation
OpenGL Performer V-Collide -
OpenGL Performer V-Collide ODE
OpenGL Performer ODE ODE
OpenGL Performer Newton Newton
Tabelle 4.1.: Kombinationen von Softwarekomponenten, die im Rahmen des „Virtual
Workers“-Projekts für die Implementierung von annotierten Objekten herangezogen wurden.
Beim Laden und Aufbau der virtuellen Szene sucht sich jede Komponente die für die
Instanziierung nötigen Informationen aus der Objektdeklaration heraus und baut ihre
jeweilige Repräsentation des Objektes auf. So fragt z.B. die Szenengraph-Komponente
das zu ladende grafische Modell ab, die Kollisionserkennung die Methode und Daten
zum Aufbau der Kollisionsgeometrie und die Physik-Komponente physikalische Pa-
rameter wie z.B. Masse, Trägheitstensor, Reibungskoeffizienten des Materials, usw.
Das VR-Framework gleicht die veränderlichen Attribute (wie die Transformation) zur
Laufzeit zwischen den Komponenten ab. Dabei werden die annotierten Objekte über
ihren eindeutigen Instanznamen referenziert.
Um Informationen über Objektkollisionen flexibel auch an andere Anwendungstei-
le (wie die Greifheuristik, siehe Abschnitt 4.4, S. 72) übermitteln zu können, wur-
de zudem das Beobachtermuster (zu Entwurfsmustern der Softwareentwicklung siehe
Gamma et al. [GHJV95]) für Kollisionsereignisse implementiert. Damit können sich
andere Anwendungsteile als Empfänger registrieren und werden benachrichtigt, sobald
jeweils zwei Objekte kollidieren bzw. nicht mehr kollidieren. Neben den eindeutigen
Namen der betreffenden Objekte, werden auch geometrische Informationen über die
Kollisionen übermittelt, z.B. Kontaktpunkte und Kontaktnormalen. Der genaue Um-
fang der Kontaktinformationen ist jedoch von der Implementierung der Kollisionser-
kennung abhängig. Die Newton Engine liefert alle in Abschnitt 3.1.2 „ Eigenschaften
von Greifvorgängen“ (S. 28ff) beschriebenen Kontaktgrößen, während V-Collide und
ODE nur Kontaktpunkte bzw. die kollidierenden Dreiecke liefern.
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4.2. Virtuelle Stellteile
Die Umsetzung virtueller Stellteile baut auf dem Konzept der annotierten Objekte auf.
Der Definitions-Formalismus für virtuelle Stellteile sollte es ermöglichen, verschie-
dene Kombinationen aus rotatorischen und translatorischen Freiheitsgraden zu reali-
sieren. Auch komplexe Schaltwege, wie z.B. bei einer Gangschaltung, und diskrete
Schaltzustände, bei denen das Stellteil einrastet, sollten möglich sein (vgl. dazu die
Bewegungsmöglichkeiten realer Stellteile in Abschnitt 2.4.3 „Die Industrienorm EN
894-3 für Stellteile“, S.23ff). Abbildung 4.2 vermittelt einen Eindruck von den zahl-
reichen möglichen Varianten von Stellteilen.
Abbildung 4.2.: Beispielszene mit unterschiedlichen Typen von virtuellen Stellteilen.
4.2.1. Implementierung virtueller Stellteile
Im Zuge einer Masterarbeit [Gom08], die im Rahmen dieses Promotionsvorhabens be-
treut wurde, wurde eine Implementierung virtueller Stellteile realisiert, mit der sich al-
le in der DIN EN894-3 erfassten Stellteiltypen simulieren lassen. Das Objektverhalten
der Stellteile wird dabei vollständig von der in das VR-System integrierten Dynamik-
Engine simuliert. Damit reagieren die Aktuatoren in realistischer Art und Weise so-
wohl auf Kräfte die durch das virtuelle Handmodell ausgeübt werden, als auch auf
Umgebungseinflüsse wie z.B. Kollisionen mit anderen Objekten, Schwerkraft, usw.
Die Implementierung durch eine Dynamik-Engine ist flexibler und realistischer als
rein geometriebasierte Ansätze wie z.B. der von Möhring und Fröhlich [MF05,MF10].
Auch der Implementierungsaufwand ist geringer, da die Simulation des Objektverhal-
tens nicht explizit programmiert werden muss, sondern nach geeignetem Aufbau des
physikalischen Modells von der Dynamik-Simulation erledigt wird.
In Bezug auf die Freiheitsgrade lassen sich auf dem bisherigen Stand der Imple-
mentierung alle Stellteilfamilien realisieren, die in der DIN EN 894-3 Erwähnung fin-
den. Diese Stellteile haben maximal zwei Freiheitsgrade, wobei diese entweder ro-
tatorisch oder translatorisch sind. Eine Kombination von rotatorischen und translato-
rischen Freiheitsgraden ist in der Norm nicht vorgesehen, da solche Teile nicht den
ergonomischen Anforderungen genügen würden. Demzufolge wurden bei der Imple-
mentierung der Stellteile vier verschiedene Gelenktypen realisiert, die Anzahl und Art
der Freiheitsgrade des Aktuators bestimmen. Die Gelenkttypen und ihre Freiheitsgra-
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de sind in Tabelle 4.2 aufgeführt. Konkrete Beispiele für Stellteile mit den einzelnen
Gelenktypen kann man in Abbildung 4.3 sehen.
Gelenkname Gelenkname (Deutsch) Freiheitsgrade
Slider Schiebegelenk 1 translatorisch
Hinge Scharniergelenk 1 rotatorisch
DoubleAxisSlider Doppelachsen-Schiebegelenk 2 translatorische
DoubleAxisHinge Kugelgelenk 2 rotatorische
Tabelle 4.2.: Bezeichnungen der verschiedenen Gelenkarten von virtuellen Stellteilen und ihre
Freiheitsgrade.
Abbildung 4.3.: Die verschienenen Gelenkarten virtueller Stellteile. Links oben: Schiebege-
lenk (Slider), rechts oben: Scharniergelenk (Hinge), links unten: Doppelachsen-Schiebegelenk
(DoubleAxisSlider), rechts unten: Kugelgelenk (DoubleAxisHinge)
Die Deklaration virtueller Stellteile erfolgt in einem XML-Format, das auf einer
Erweiterung des Formats für annotierte Objekte beruht (vgl. Abschnitt 4.1.1, S. 55ff).
Das XML-Schema der für diese Erweiterung relevanten Elemente ist in Abbildung A.9
(im Anhang, S. 225) dokumentiert. Das Element <physics-model> und sein Un-
terelement <actuator> enthalten die wichtigsten Attribute von Stellteilen in Be-
zug auf die Dynamiksimulation. Die Definitionen einer Halterung und der jeweiligen
Aktuatoren sind in getrennten annotierten Objekten spezifiziert, was die Wiederver-
wendbarkeit eines Aktuators auf verschiedenen Halterungen ermöglicht. Die Definiti-
on der Halterung referenziert die montierten Aktuatoren mittels Typnamen innerhalb
des <children> Elements. Ein Aktuator ist unter dem entsprechenden Typnamen
als eigenständiges annotiertes Objekte definiert, wobei das <actuator> Element
angibt, dass es sich dabei um den Aktuator eines Stellteils handelt. Dieses Element ent-
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hält zudem die Spezifikationen des Gelenks, welches den Aktuator mit der Halterung
verbindet und dessen Einschränkungen (engl. constraints). Eine Gelenkdefinition ent-
hält mindestens den Gelenktyp (z.B. Schiebegelenk für einen Knopf, Scharniergelenk
für ein Steuerrad etc.) und die Spezifikationen der Achsen der Freiheitsgrade, sowie
der Grenzwerte entlang dieser Achsen. Listing 4.4 zeigt beispielhaft die Deklaration
des Notaus-Schalters aus Abbildung 2.9, Seite 22.
<object type-id="emergencyButton">
<graphical-model>
<Inline file="emergencyFitting.iv"/>
</graphical-model>
<children>
<child type="emergencyActuator" name="Button-1"
translation="0.0 0.0 0.03"/>
</children>
</object>
<object type-id="emergencyActuator">
<graphical-model>
<Inline file="emergencyActuator.iv"/>
</graphical-model>
<physics-model>
<actuator>
<param name="jointtype" type="string">slider</param>
<param name="pinDir" type="array3">0 0 -1</param>
<param name="minValue" type="double">0</param>
<param name="maxValue" type="double">0.1</param>
<discrete-states>
<state>
<param name="name" type="string">deactivated</param>
<param name="value" type="double">0</param>
<param name="tolerance" type="double">0.002</param>
</state>
<state>
<param name="name" type="string">activated</param>
<param name="value" type="double">0.05</param>
<param name="tolerance" type="double">0.002</param>
</state>
</discrete-states>
</actuator>
</physics-model>
</object>
Listing 4.4: Deklaration des Notaus-Schalter aus Abbildung 2.9 (S. 22) als virtuelles Stellteil
in XML Notation.
Eine Besonderheit des hier vorgestellten Stellteilmodells ist die Möglichkeit, dis-
krete Zustände und komplexe Zustandspfade zu realisieren. Bestimmte Drehschalter
lassen sich z.B. nicht kontinuierlich um eine bestimmte Achse drehen, sondern schnap-
pen in bestimmten Rastpositionen ein. Ein weiteres Beispiel ist eine Gangschaltung,
deren Schalthebel in einer bestimmten Position für jeden Gang stehen bleibt.
Diskrete Zustände von Stellteilen werden definiert, indem man einen Winkel oder
eine Verschiebung relativ zur Ausgangsposition bzw. einen Rotations- bzw. Transla-
tionsvektor spezifiziert. Diese Zustände können auch mit eigenen Namen versehen
werden, z.B. „an“, „aus“, usw. Wird ein diskretes Stellteil im Zuge einer Interaktion
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mit der Hand ergriffen, so ist es während der Interaktion im Rahmen seiner Gelenk-
grenzen noch frei beweglich. Wird es jedoch losgelassen3, so fährt es automatisch den
definierten diskreten Zustand an, der der Stellung beim Loslassen am nächsten liegt,
und rastet dort ein.
Abbildung 4.4.: Beispiel für ein Stellteil mit diskreten Zuständen (rot). Die blauen Kreise
markieren Übergangszustände zur Realisierung indirekter Zustandsübergänge.
Zusätzlich ist es möglich, bestimmte Übergangszustände zu definieren, die auf einen
Nachfolgezustand referenzieren. Dies ermöglicht es, komplexere Bewegungsgraphen
zu realisieren. Abbildung 4.4 zeigt eine Gangschaltung mit diskreten Zuständen und
Übergangszuständen. Die Zustände kA und kB verweisen auf den Zustand k5 als Nach-
folgezustand. Wird beim oben skizzierten Einrastmechanismus ein Übergangszustand
erreicht, wird eine neue Iteration des Einrastmechanismus gestartet, um den Nachfol-
gezustand zu erreichen. Dies wird so lange wiederholt, bis ein stabiler Endzustand
erreicht oder das Stellteil erneut angefasst wird. Der Einrastmechanismus wird nicht
direkt durch Setzen von Positionen, sondern mit Hilfe von Kräften umgesetzt, die auf
den Aktuator gewirkt werden. Die Kräfte werden durch die Dynamik-Simulation so
errechnet, dass die jeweilige Zielposition erreicht wird. Dieser Mechanismus resultiert
in einer flüssigen und realistischen Bewegung in den Zielzustand unter Berücksichtung
evtl. auftretender Kollisionen auf dem Weg dorthin.
Um die Bewegungen von Aktuatoren mit mehreren Freiheitsgraden auf bestimmte
Bahnen zu beschränken, wie die Bewegung des Schalthebels aus Abbildung 4.4 auf
die Führungsschienen der Schaltkulisse, werden die automatischen Kollisionsbehand-
lungsmechanismen der Dynamik-Engine verwendet. Dadurch wird vermieden, den er-
laubten Schaltweg explizit modellieren zu müssen, und eine realistische Bewegung
des Hebels auch als Reaktion auf Umgebungseinflüsse (z.B. Kollisionen mit anderen
Objekten) wird sichergestellt.
3Die Stellteilsimulation wird von der Greifheuristik (siehe Abschnitt 4.4) über das Greifen bzw. Loslas-
sen von Stellteilen durch das Handmodell unterrichtet.
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4.2.2. Stellteilereignisse
Um die Analyse von Benutzerinteraktionen in VR zu ermöglichen, reicht realistisches
Verhalten von beweglichen Bauteilen alleine nicht aus. Vielmehr müssen Informatio-
nen über die Interaktionen des Benutzers mit den Stellteilen und die entsprechenden
Zustandsänderungen erfasst und für die Weiterverarbeitung bereitgestellt werden. Um
diese Anforderung zu erfüllen, wurde das Konzept der Stellteilereignisse (engl. con-
trol actuator events) entwickelt. Stellteilereignisse werden verschickt, wenn eine Än-
derung des Zustands eines Stellteils erfolgt. In Bezug auf die Implementierung sind die
Stellteilereignisse als Beobachtermuster realisiert worden, so dass sich beliebige ande-
re Systemkomponenten als Interessenten an den Ereignissen registrieren können, ohne
dass die Stellteilsimulation selbst Kenntnis von diesen Komponenten haben muss.
Die exakten Bedingungen, wann ein Stellteilereignis verschickt wird, und der Um-
fang der in den Ereignissen enthaltenen Informationen ist konfigurierbar. Generell wird
ein Stellteilereignis verschickt, wann immer die Interaktion eines Benutzers mit einem
Stellteil endet, d.h. wenn der Benutzer das Stellteil loslässt. In diesem Fall enthält
das Stellteilereignis Informationen über den Ausgangszustand und den Endzustand in
Form von Rotationswinkeln (Rotationsgelenke) oder Auslenkungslängen (translatori-
sche Gelenke). Bei Stellteilen mit diskreten Zuständen wird zudem der jeweilige Na-
me des Zustandes angegeben. Stellteile können darüber hinaus so konfiguriert werden,
dass Stellteilereignisse beim Erreichen von Zwischenzuständen auch während einer
Interaktion verschickt werden.
Um die vollständigen Details der Interaktion aufzuzeichnen, kann das Stellteil auch
so konfiguriert werden, dass eine komplette Zustandshistorie aufgezeichnet wird. Die-
se Historie enthält den aktuellen Zustand des Stellteils für jeden Simulationsschritt
vom Beginn bis zum Ende der Interaktion. Die Historie wird unter einem global ein-
deutigen Identifikator (engl. universally unique identifier oder UUID) in einer Datei
oder Datenbank gespeichert (siehe unten). Das am Ende der Interaktion versendete
Stellteilereignis referenziert die Historie über die entsprechende UUID, so dass ein-
deutig ist, welche Historie zu welcher Interaktion gehört.
Die Stellteilereignisse selbst können auch in einer Datei oder Datenbank (siehe Ab-
schnitt 6.5 „Interaktionsdatenbank“, S. 172ff) gespeichert werden, wobei wieder ein
spezielles XML Format zum Einsatz kommt. Dadurch lässt sich Persistenz der durch-
geführten Stellteilmanipulationen erreichen. Listing 4.5 zeigt ein Beispiel für so ein
Stellteilereignis in XML Repräsentation. Wie man sieht ist dieses Format menschen-
lesbar und eignet sich somit auch für manuelle Analyse der durchgeführten Interak-
tionen. Für die automatische Analyse und weitergehende Verarbeitung von Stelltei-
lereignissen sei an dieser Stelle vorgreifend auf Abschnitt 6.3.3 „Verarbeitung von
Stellteilereignissen“ (S. 161f) verwiesen. Das Stellteilereignis in dem Beispiel enthält
den Verweis auf eine Zustandshistorie (Referenz actuator-trajectory), Infor-
mationen über den zeitlichen Ablauf (Attribute start-time und duration), den
Anfangs und den Zielzustand, sowie die Namen der dazugehörigen diskreten Zustän-
de.
Diese Aufzeichnung von Stellteilmanipulationen in verschiedenen Detailstufen er-
möglicht die Wiedergabe der Interaktionen in verschiedenen Stufen der Wiedergabe-
treue:
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<event type="actuator" start-time="15.5053" duration="11.646"
id="CAE-a76d2772-0f57-11df-a3d5-00142225ef0d">
<references>
<ref type="actuator-trajectory"
id="CAT-a769f264-0f57-11df-8d16-00142225ef0d"/>
</references>
<actuator-states object-id="console::slider">
<start-data>
<state dof="translational1" value="0"/>
<discrete-state value="mitte"/>
</start-data>
<goal-data>
<state dof="translational1" value="0.128004"/>
<discrete-state value="unten"/>
</goal-data>
</actuator-states>
</event>
Listing 4.5: Beispiel für ein Stellteilereignis in XML Notation.
ã Nur Endzustand - Das Ergebnis der Interaktion wird reproduziert, der Weg dort-
hin kann jedoch bei der Wiedergabe anders als bei der Aufnahme erfolgen.
ã Endzustand und diskrete Zwischenzustände - Die Interaktion wird unter Beibe-
haltung der Reihenfolge der Zwischenschritte wiedergegeben.
ã Zustandhistorie - Exakte Reproduktion der Interaktion mit identischem zeitli-
chen Verlauf.
Letzeres erlaubt auch eine exakte Wiedergabe der Objektmanipulationen ohne ange-
bundene Dynamik-Simulation, auch wenn bei der Aufzeichnung eine Dynamiksimu-
lation vorhanden war. Dies ist z.B. nützlich für die Wiedergabe von aufgezeichneten
Interaktionen auf Systemen mit relativ geringer Rechenleistung wie Laptops.
4.3. Virtuelles Handmodell
Ein zentraler Bestandteil der Simulation virtuellen Greifens ist das virtuelle Hand-
modell. Da virtuelle Objekte lediglich in der virtuellen Umgebung existieren und die
Hände des Benutzers nur in der Realität entsprechenden Raum einnehmen, ist eine
Brücke zwischen diesen beiden Welten nötig. Das virtuelle Handmodell bildet eine
solche Brücke, indem es die realen Hände des Benutzers in der virtuellen Realität ab-
bildet und für die funktionalen Aufgaben repräsentiert. Damit ermöglicht es überhaupt
erst die direkte Manipulation virtueller Objekte.
Im Rahmen dieser Arbeit wurde ein Skelett-basiertes Handmodell verwendet. Die
Knochenstruktur des Skeletts entspricht dem „H-ANIM“ Standard für humanoide Fi-
guren [Int05]. Das Modell wird bewegt, indem die Knochen an bestimmten Stellen
(den simulierten Gelenken) entsprechend ihrer Freiheitsgrade rotiert werden. Als gra-
fische Repräsentation der Hand wird über die Knochen ein Gitternetz (engl. mesh)
gespannt. Jeder Punkt (engl. vertex) dieses Gitternetzes ist einem oder mehreren Kno-
chen zugeordnet. Bewegen sich die Knochen, bewegen sich die zugeordneten Gitter-
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Abbildung 4.5.: Schema des verwendeten Sensormodells für die virtuelle Hand. Die Sensoren
sind in grün dargestellt.
punkte entsprechend mit. Für weitere Ausführungen zu Skelett-basierter Animation
siehe [MTT04] oder [FDFH90].
Eine wichtige Funktion des Handmodells ist die Erkennung von Kollisionen zwi-
schen Teilen der virtuellen Hand und den virtuellen Objekten in der Szene. Eine Kol-
lisionserkennung auf Basis eines dynamischen Gitters wäre beim aktuellen Stand der
Technik zu rechenaufwändig. Um eine effiziente und dennoch möglichst exakte Er-
kennung von Kollisionen zu ermöglichen, wurde das Handmodell daher mit mehre-
ren Kollisionssensoren ausgestattet. Solche Sensoren bestehen aus grafischen Primi-
tiven (Quader, Kugeln, Zylinder, Kegel, etc.) und werden jeweils einem bestimmten
Knochen der Skelettstruktur zugeordnet. Sie werden in Lage und Form der Geometrie
der Handoberfläche an der betreffenden Stelle möglichst gut angepasst. Eine grafische
Darstellung des in dieser Arbeit verwendeten Sensormodells ist in Abbildung 4.5 zu
sehen.
Die Sensoren folgen in ihren Bewegungen den Bewegungen des zugeordneten Kno-
chens. Durch die geometrisch einfache Beschaffenheit der Sensoren sind Kollisions-
test mit Objektgeometrien sehr effizient durchführbar. Daher kann durchaus mit ei-
ner relativ hohen Anzahl an Sensoren die Handgeometrie nachgebildet werden. Das
hier vorgestellte Sensormodell orientiert sich sehr stark an der tatsächlichen anatomi-
schen Beschaffenheit der menschlichen Hand. Jedes Fingersegment wird durch vier
Quader repräsentiert, wobei jeweils ein Quader den volaren, dorsalen, radialen und ul-
naren Aspekt der jeweiligen Phalanx repräsentiert. Die distalen Fingersegmente sind
zusätzlich mit einer Kugel am äußersten Ende ausgestattet, welche die Fingerkuppen
repräsentiert. Die Handfläche wird durch eine Sammlung von Quadern an Ihren Haupt-
flächen und Seiten, sowie Zylindern für Thenar und Hypothenar angenähert (vgl. Ab-
schnitt 3.1.1 „Anatomische Grundbegriffe der menschlichen Hand“, S. 26ff).
Bei vielen bisherigen Handmodellen werden kugelförmige Sensoren in der Mitte der
Knochen oder an der Position der Knochengelenke verwendet, wie z.B. bei Rezzonico
et al. [RBH+95]. Der hier vorgestellte Ansatz nähert die tatsächliche Geometrie der
Hand besser an und erlaubt eine genauere Zuordnung von Sensor-Objekt-Kollisionen
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zu bestimmten Stellen an der Hand (z.B. Unterscheidung zwischen Ober- und Unter-
seite). Die genaue Lage der Kontaktstellen ist für die Greifheuristik interessant (siehe
Abschnitt 4.4 „Simulation des Greifens“), da z.B. Kontakte auf der Handoberseite für
einen prehensilen Griff keine Relevanz haben, für nicht-prehensile Griffe wie Drücken
hingegen schon. Des Weiteren kann die Erkennung der Greifart durch Betrachtung
der Kontaktstellen erleichtert werden (vgl. Kamakura-Taxonomie [KMI+80], siehe
dazu auch Abschnitt 5.5 „Vergleichende Diskussion aller Studien“, S.143ff). Durch
die dichte Anordnung der Kollisionssensoren werden zudem Lücken im Handmodell
minimiert und ein Durchrutschen z.B. sehr dünner Objekte besser vermieden. Dabei
bleiben die Kollisionstests durch Verwendung geometrischer Primitive für die Senso-
ren auf aktuell gängigen Rechnersystemen effizient in Echtzeit berechenbar.
4.3.1. Deklaration des Handmodells
Zur komfortablen Beschreibung und Bearbeitung des Sensormodells wurde ein ei-
genes XML-Format entwickelt. Für jeden Sensor werden ein eindeutiger Name, der
zugeordnete Knochen des Handmodells, das Geometrische Primitiv des Sensors, die
Skalierung, sowie Position und Rotation bzgl. des zugeordneten Knochens angege-
ben. Ein Beispiel für die Definition eines Sensors (in diesem Fall an der volaren Seite
des distalen Segments des kleinen Fingers) ist in Listing 4.6 zu sehen. Das komplet-
te XML-Schema dieses Formats findet sich im Anhang in Abbildung A.6, S. 223.
Jeder Sensor identifiziert bei einer Kollision mit einem Objekt durch seine Zuord-
nung zu einem Knochen und durch seine Lage relativ zu diesem Knochen die Position
des Kontaktpunktes an dem Handmodell eindeutig. Diese Lageinformation ist in der
XML-Definition innerhalb des Elementes <sensor-segment-info> annotiert.
<sensor name="right-pinky-sensor3-volar">
<bone>r_pinky3</bone>
<rel-translation origin="r_pinky_distal_tip">-0.2 0.0 -0.7</rel-
translation>
<radius>1.8</radius>
<geometry>
<primitive>cube</primitive>
<scale>2.5 1.0 1.3</scale>
<rotation-angles>0 -12 0</rotation-angles>
</geometry>
<sensor-segment-info>
<segment>pinky_distal</segment>
<location>volar</location>
</sensor-segment-info>
</sensor>
Listing 4.6: Beispiel für die Definition eines Kollisionssensors des Handmodells in XML
Notation.
Ein wichtiges Ziel bei der Erzeugung des virtuellen Handmodells ist es, die virtu-
elle Repräsentation der Hände den realen Händen des Benutzers in Bewegungen und
Form möglichst genau anzupassen. Zum Angleich der Form kann die Hand des Benut-
zers ausgemessen werden. Knochenlängen des simulierten Skeletts können den realen
Distanzen angepasst werden, wobei die Sensoren in Knochenrichtung entsprechend
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mitskaliert werden. Die Dicke von Fingern und Handfläche kann über die Sensorgeo-
metrie angenähert werden.
4.3.2. Implementierung des Handmodells
Das grafische Modell der Hände wird durch die Skelett-Animationssoftware
Cal3D [LD] realisiert. Fingerbewegungen des Benutzers werden mit verschiede-
nen Eingabegeräten (z.B. Datenhandschuh oder Fingertracking) gemessen und daraus
Zielgelenkwinkel für die einzelnen Fingergelenke errechnet. Diese Gelenkwinkel wer-
den dann der Animationssoftware mitgeteilt, die daraus die neue Stellung der Knochen
und das veränderte Gitternetz errechnet, welches anschließend gerendert werden kann.
Knochen und Sensoren können darüber hinaus zu Test- und Visualisierungszwecken
durch einfache grafische Geometrien repräsentiert werden, wie in Abbildung 4.5
dargestellt. Die Lage der Sensoren ergibt sich jeweils aus der aktualisierten Lage der
zugehörigen Knochen.
Bei der Instanziierung des Handmodells werden die Sensoren als Kollisionsobjek-
te, jedoch nicht bei der Dynamik-Engine registriert. Das bedeutet, sie werden nicht
als Festkörper simuliert und üben somit auch keine Kräfte auf andere Objekte aus.
Allerdings werden sie mit den Positionen der grafischen Repräsentation der Sensoren
abgeglichen und Kollisionstests mit allen annotierten Objekten durchgeführt. Kolli-
sionsinformationen werden auf dem gleichen Wege übermittelt wie bei Kollisionen
zwischen annotierten Objekten (siehe Abschnitt 4.1.3 “Implementierung annotierter
Objekte”, S. 60f) und stehen somit auch anderen Anwendungsteilen, insbesondere der
Greifheuristik, zur Vefügung. Kollidierende Sensoren werden über einen eindeutigen
Namen identifiziert, der sich aus dem Namen des Handmodells und einem in der XML-
Definition vergebenen Sensornamen zusammensetzt. Durch die annotierten Lageinfor-
mationen ist genau bestimmt, welches der zugehörige Teil der Hand oder des Fingers
ist, der das Objekt berührt. Werden die Kollisionstest zudem durch eine leistungsstarke
Software zur Kollisionserkennung durchgeführt (im Falle dieser Arbeit die „Newton
Dynamics Engine“), so können zudem die genauen Kontaktpositionen in Weltkoor-
dinaten und die Kontaktnormalen ermittelt werden. Diese detaillierten Informationen
spielen für eine realistische Simulation und gründliche Analyse der Greifvorgänge eine
wichtige Rolle.
Die Umwandlung der Sensordaten von Eingabegeräten in Bewegungen des Hand-
modells erfolgt über spezielle Avango-Knoten. Diese Knoten werden auch als
Motorknoten bezeichnet. Sie sind mit den Sensor-Knoten der Eingabegeräte über
Szenengraph-Feldverbindungen (engl. field routes [Int04]) verbunden . Über bestimm-
te Eingabefelder nehmen sie die Sensordaten auf, verarbeiten diese zu entsprechenden
Steuerungsinformationen für das Handmodell und stellen diese wiederum als Ausga-
befelder zur Weiterverarbeitung zur Verfügung. Abbildung 4.6 zeigt das Verbindungs-
schema zwischen den Knoten.
Bei der Implementierung kommen folgende Motorknoten zum Einsatz:
GloveToHandMapper - Dieser Knoten wandelt die Rohdaten des Datenhand-
schuhs, die lediglich ein abstraktes Maß für die Verbiegung des jeweiligen Sen-
sors liefern, in Gelenkwinkel für jeden Knochen des Handmodells um. Dabei
werden für jeden Sensor zwei Kalibrationsparameter verarbeitet, die in einem
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Abbildung 4.6.: Schema der Feldverbindungen zwischen den Motorknoten zur Steuerung des
Handmodells.
nutzerspezifischen Kalibrationsprozess vorher bestimmt werden müssen (vgl.
Abschnitt 2.3.2, S. 15). Die Bewegungsdaten des GloveToHandMapper werden
in zwei Ausgabefeldern (sog. Multifields) zur Verfügung gestellt. Das Feld Out-
JointIDs enthält die eindeutigen Namen der zu animierenden Knochen, wobei
sich die Namen am H-ANIM-Standard [Int05] orientieren. Das Feld OutJoint-
Angles enthält die tatsächlichen Gelenkwinkel für jeden Knochen, wobei die
Reihenfolge (also der Index) mit derjenigen in OutJointIDs übereinstimmt, so
dass die richtige Zuordnung über den Index gegeben ist.
PuppetControl - Dieser Knoten nimmt Zielgelenkwinkel entgegen und setzt die-
se direkt in entsprechende motorische Kommandos für die virtuelle Figur um.
Diese motorischen Kommandos, auch Motorprogamme genannt, sorgen dafür,
dass der entsprechende Knochen nach Möglichkeit den Zielgelenkwinkel ein-
nimmt, wobei jedoch Kollisionen des Fingersegments mit einem Objekt oder
Wechselwirkungen mit anderen Motorprogrammen berücksichtigt werden. Die
Zielgelenkwinkel werden dem Knoten über die Eingabefelder InJointIDs und
InJointAngles mitgeteilt. Wird ein Datenhandschuh benutzt, so werden diese
Felder mit den Ausgabefeldern des GloveToHandMapper verbunden. Wird ein
Fingertracker verwendet, so liefert dessen Sensorknoten direkt schon die Zielge-
lenkwinkel im passenden Format und kann ohne Umweg an die PuppetControl
angeschlossen werden.
VHUpdater - Dieser Knoten repräsentiert eine beliebige artikulierte Figur, die gra-
fisch dargestellt werden soll. Dabei ist es egal, ob dieses nur ein Handmodell
oder eine komplette humanoide Figur ist. Die Steuerung dieser Figur erfolgt
über ein Motorkontrollsystem (engl. motor control). Im Normalfall werden hier
so genannte Verhaltensprogramme (engl. behaviors) abgearbeitet, die wiederum
durch Motorprogramme umgesetzt werden. Wird eine Fernsteuerung der Figur
(wie im Beispiel des Handmodells) durch eine PuppetControl angestrebt, so er-
zeugt diese direkt die entsprechenden Motorprogramme und leitet sie an die
virtuelle Figur weiter. Dabei wird aus Effizienzgründen nicht der Feldverbin-
dungsmechanismus genutzt. Für weiterführende Informationen zur Animation
der artikulierten Figur mittels des Motorkontrollsystems siehe [WHAJ06].
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4.3.3. Physikalisches Handmodell
Das oben skizzierte Handmodell ist rein geometrisch, hat also keine direkte Reprä-
sentation in der Physik-Welt der Anwendung. Explorativ wurde auch ein Handmodell
implementiert, das komplett als animiertes Skelett physikalisch repräsentiert wird - als
sogenanntes Ragdoll-Modell. Die einzelnen Fingersegmente werden dabei als Zylin-
der oder sogenannte Kapseln4 repräsentiert. Die Segmente sind durch Gelenke verbun-
den, welche entsprechende realistische Freiheitsgrade und Gelenkgrenzen aufweisen.
Zur Steuerung des Handmodells werden die Knochenrotationen, die bei dem geo-
metrischen Handmodell für die einzelnen Knochen des grafischen Modells errechnet
wurden, als Zielgelenkwinkel an das physikalische Modell übermittelt. Die Dynamik-
Engine errechnet dann enstprechende Drehmomente, die an den Gelenke angesetzt
werden, um diese in die jeweilige Stellung zu rotieren. Nach einem Simulationsschritt
ergeben sich dann auf Basis dieser Drehmomente die neue simulierte Hand- und Fin-
gerstellung, wobei Kollisionen der Segmente mit Szenenobjekten automatisch erkannt
und entsprechend behandelt werden. Die physikalisch errechnete Handstellung wird
dann wiederum an das grafische Modell übertragen und gibt die Rotationen der Kno-
chen für die Skelett-Animation vor.
Der Vorteil dieses Ansatzes ist, dass eine realistischere Interaktion mit den physi-
kalisch simulierten Objekten stattfindet. Durchdringungen des Handmodells und der
Objekte werden automatisch von der Dynamik-Engine verhindert und entsprechen-
de Kräfte generiert, die berührte Objekte von der Kollisionsstelle wegschieben oder
-stoßen. Zudem haben die Kollisionen mit Objekten auch Auswirkungen auf die Fin-
gerstellung des Handmodells. Bewegt man das Handmodell z.B. an der Kante einer
Tischplatte vorbei, wobei die Fingerspitzen die Tischplatte berühren, so werden die
Finger automatisch entsprechend ausgelenkt, so dass keine Durchdringung stattfindet.
Auch Durchdringungen der Finger untereinander werden vermieden. Dieser physikba-
sierte Ansatz ist ähnlich zu dem von Borst et al. in [BI05] vorgestellten.
Der Nachteil des Ansatzes ist der deutlich erhöhte Rechenaufwand. Die Implemen-
tierung des Handmodells mittels Newton lief auf den Arbeitssystemen des „Virtual
Workers“-Projekts5 nicht flüssig genug, so dass dieser Ansatz im Rahmen dieser Ar-
beit nicht weiter verfolgt wurde.
4.4. Simulation des Greifens
Virtuelles Greifen bezieht sich auf die mechanischen Interaktionen zwischen dem vir-
tuellen Handmodell und den bewegbaren Objekten der Szene. Auf der Eingabeseite
stehen hierbei die Kollisionen der Sensoren des Handmodells bzw. der physikalischen
Repräsentation des Handmodells mit Szenenobjekten. Ziel der Griffsimulation ist es,
Bewegungen bzw. neue Transformationen für die betroffenen Szenenobjekte zu er-
rechnen, so dass diese dem Verhalten realer Objekte bei Greifvorgängen möglichst gut
4Kapseln im Sinne der Kollisionsgeometrie sind Zylinder mit sphärisch abgerundeten Endstücken.
5Die Rechnerausstattung entsprach Highend-Systemen des Consumer-Markts zum Ende des Jahres
2005, also z.B. ein Athlon 64 X2 4000 mit NVidia GeForce 7900 Grafikkarte.
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entsprechen. Dabei wird zwischen prehensilen und nicht-prehensilen Griffen unter-
schieden:
prehensile Griffe - Hierbei ist das Objekt fest von der Hand umschlossen und kann
sich nur sehr eingeschränkt relativ zur Hand bewegen. Das Objekt folgt im we-
sentlichen der Gesamtbewegung der Hand und kann evtl. noch durch Bewegun-
gen einzelner Finger relativ zur Hand leicht rotiert und verschoben werden.
nicht-prehensile Griffe - Hierbei wird das Objekt nur berührt oder angestoßen.
Kontakt besteht meist nur an einer Seite des Objekts, wobei die Kontaktstelle
auch eine flächige Form haben kann. Durch den einseitigen Kontakt wird eine
Kraft in eine bestimmte Richtung auf das Objekt ausgeübt. Die resultierenden
Bewegungen des Objektes erfolgen weitestgehend frei, bei Stellteilen jedoch im
Rahmen der inhärenten Freiheitsgrade.
Da beide Fälle, je nach Art der Simulation (siehe unten) sehr unterschiedlich umge-
setzt werden, muss das System zur Griffsimulation in der Lage sein, zu unterscheiden,
welcher der beiden Fälle vorliegt. Es muss also festgestellt werden, ob lediglich ei-
ne nicht-prehensile Berührung des Objektes stattfindet oder ob das Objekt als Ganzes
von der Hand ergriffen wurde. Auch für die Analyse von Interaktionen (siehe Ab-
schnitt 6.3, S. 157ff) ist wichtig zu erkennen, ob, wann und wie der Benutzer ein Ob-
jekt ergriffen hat.
Nicht-prehensile Griffe sind relativ leicht zu erkennen und beginnen mit dem ersten
Kontakt, den das Handmodell mit einem Objekt eingeht. Um nicht-prehensile von pre-
hensilen Griffen automatisch unterscheiden zu können, wurde im Rahmen dieser Ar-
beit eine Greifheuristik entwickelt. Die Komponente zur Umsetzung der Greifheuristik
registriert sich als Beobachter für Objekt-Sensor-Kollisionen bei der Kollisionserken-
nung (vgl. Abschnitte 4.1.3 und 4.3.2). Bei jeder Kollision, die nun während einer
Interaktion zwischen den Sensoren des Handmodells und einem Szenenobjekt auftritt,
werden die Informationen über das betreffende Handsegment und die Kontaktinfor-
mationen in einer speziellen Datenstruktur (ObjectHandRelation) gesammelt. Diese
spiegelt das mechanische Verhältnis bzgl. des Greifens zwischen einem spezifischen
Objekt und dem Handmodell wider. Kollidiert ein Sensor nicht mehr mit dem Objekt,
wird der entsprechende Eintrag aus der Datenstruktur wieder gelöscht. Ist die Daten-
struktur leer, besteht kein Kontakt zwischen der Hand und dem Objekt. Ansonsten
spiegeln die Einträge genau wider, welcher Teil der Hand an welcher Stelle das Objekt
berührt.
In jedem Simulationsschritt der Greifheuristik wird diese Datenstruktur überprüft.
Enthält sie erstmalig einen Eintrag, beginnt zunächst ein nicht-prehensiler Kontakt-
griff. Bei jedem neuen Eintrag, der hinzukommt, wird überprüft, ob es durch diesen zu
einem prehensilen Griff gekommen ist. Dies wird auf Grundlage der Art und Anord-
nung der registrierten Kontaktstellen entschieden. Besteht zum Beispiel Kontakt an der
Unterseite der distalen Fingersegmente des Daumens und des Zeigefingers (Spitzgriff),
so gilt das Objekt als prehensil gegriffen.
Ein weiteres Beispiel ist Kontakt an der Handinnenfläche und den Innenflächen
mehrere Fingersegmente, wie z.B. beim Umfassungsgriff der Fall. Besteht ein pre-
hensiler Griff, wird bei jeder Entfernung von Einträgen überprüft, ob ein prehensiler
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Griff noch gegeben ist. Falls nicht, wird das Objekt losgelassen. Mit der Entfernung
des letzten Eintrages endet auch der nicht-prehensile Kontakt.
Die im Rahmen dieser Arbeit implementierte Greifheuristik ist recht rudimentär und
kann auch zu fälschlich erkannten Griffen führen. Ziel war es, eine funktionierende
Grundlage für die Simulation von Greifvorgängen zu schaffen, auf der die eigentli-
chen Analyseverfahren aufbauen können. Verfeinerte Greifheuristiken finden sich z.B.
in [HUWK07] oder in [MF10]. Die Erkennung von stabilen prehensilen Griffen erfolgt
dort durch paarweise Analyse der Reibungskegel (engl. cone of friction) von jeweils
zwei Kontaktstellen (vgl. Abschnitt 3.1.2, S. 28f). Die in dieser Arbeit vorgestellten
Analyseverfahren sind jedoch prinzipiell unabhängig von der verwendeten Greifheu-
ristik, so dass diese auch problemlos ausgetauscht werden kann.
Die mechanische Simulation der Greifvorgänge kann von der Simulationssoftware
auf drei verschiedene Arten vorgenommen werden. Diese sind hier in der Reihenfolge
des zunehmenden Realismus, aber auch steigenden Rechen- und Implementierungs-
aufwandes aufgeführt:
1. Geometrie-basiert - Funktioniert ohne physikalische Simulation der Objekte,
wobei jedoch nur prehensile Griffe simulierbar sind. Das Objekt liegt in gegrif-
fenem Zustand starr in der Hand und bewegt sich mit dem virtuellen Handmodell
mit.
2. Sensor-Kräfte-basiert - Objekte werden physikalisch simuliert. Bei nicht-
prehensilen Kontakten werden enstprechende Kräfte aus den Sensor-Objekt-
Kollisionen errechnet, die ein “Schubsen” der Objekte erlauben. Bei prehensilen
Griffen wird zwischen Stellteilen und frei beweglichen Festkörpern unterschie-
den. Festkörper werden im gegriffenen Zustand wie beim vorherigen Ansatz an
das Handmodell gekoppelt. Für Stellteile wird eine Kraft auf den Aktuator er-
rechnet, die eine Bewegung in Richtung der Handbewegung zur Folge hat.
3. Dynamik-basiert - Dieser Ansatz basiert auf einer kompletten physikalischen
Repräsentation des Handmodells als sogenanntes Ragdoll-Modell (vgl. Ab-
schnitt 4.3.3). Kollisionen zwischen dem Handmodell und den Objekten werden
von der Dynamik-Engine automatisch in entsprechende Kräfte umgesetzt. Diese
haben realistische Effekte sowohl auf das Objekt als auch auf das Handmodell.
Alle drei Verfahren zur Simulation virtuellen Greifens wurden im Rahmen dieser
Arbeit implementiert und exploriert und werden im Folgenden detailliert vorgestellt.
4.4.1. Implementierung der Geometrie-basierten Simulation
Bei diesem Verfahren gibt es kein dahinterliegendes physikalisches Modell der Sze-
nenobjekte. Somit können in diesem Sinne auch keine Kräfte auf Objekte ausgeübt
werden, sondern es müssen direkt neue Objekttransformationen resultierend aus den
Greifvorgängen ausgerechnet werden. Die Betrachtungen beschränken sich dabei auf
prehensile Greifvorgänge, d.h. ein Drücken oder Anstoßen der Objekte mit der Hand
oder mit einzelnen Fingern ist nicht möglich. In der einfachsten Variante bewegt sich
das Objekt im gegriffenen Zustand direkt mit dem Handmodell mit. Im Szenengraph
lässt sich das realisieren, indem das Objektmodell als Kind-Knoten des Handmodells
eingehängt wird. Das Problem reduziert sich dann darauf zu erkennen, wann ein pre-
74
4.4. Simulation des Greifens
hensiler Griff beginnt und wann er wieder endet. In der vorliegenden Implementierung
erfolgt dies durch die Greifheuristik (siehe oben) auf Basis der Kollisionsinformatio-
nen zwischen Sensoren und Objekt.
In einer etwas komplexeren Variante ließen sich auch Bewegungen des Objekts re-
lativ zur Hand als Ergebnis von Fingerbewegungen realisiseren. Dabei wird basierend
auf Bewegungen der primären Kontaktpunkte zwischen Hand und Objekt relativ zuein-
ander eine neue Objekttransformation errechnet. Holz et al. [HUWK07] stellen einen
solchen Ansatz vor, der rein Geometrie-basiert ist.
Die Geometrie-basierte Simulation ist am einfachsten umzusetzen und stellt die ge-
ringsten Anforderungen an die Rechenleistung des Systems. Allerdings wirken die
simulierten Greifvorgänge nicht sehr realistisch und eignen sich bestenfalls für symbo-
lische Aufzeichnungen von Interaktionen, z.B. für Instruktionszwecke. Interaktionen
mit Stellteilen sind in der vorliegenden Implementierung nicht möglich, da diese ein
physikalisches Modell voraussetzen. Interaktionen mit pseudo-physikalische Stelltei-
len wie in [MF05] und [MF10] vorgestellt, würden sich theoretisch umsetzen lassen,
wurden aber im Rahmen dieser Arbeit nicht exploriert, da deren Implementierung sehr
aufwändig ist.
Durchdringungen zwischen Teilen des Handmodells und den berührten Objekten
treten bei diesem Ansatz sehr häufig auf und lassen sich vom Benutzer fast nicht ver-
meiden. Ein Mechanismus der die Beugung einzelner Finger bei Kontakt mit dem Ob-
jekt deaktiviert, also die Finger am Objekt stoppen lässt, kann hier teilweise Abhilfe
schaffen. Allerdings löst dieser Mechanismus nicht das Problem von Durchdringun-
gen, die durch Bewegungen der Hand als Ganzes verursacht werden.
4.4.2. Implementierung der Sensor-Kräfte-basierten Simulation
Dieser Ansatz setzt physikalisch simulierte Szenenobjekte voraus. Im Falle nicht-
prehensiler Kontakte zwischen Hand und Objekt werden Kräfte basierend auf den Kol-
lisionsinformationen zwischen Sensoren und Objekt errechnet (siehe Abbildung 4.7).
Dabei sind die Kontaktnormalen und die Durchdringungstiefen der Kontaktpunkte in-
teressant. Es wird für jede Kontaktstelle eine Teilkraft errechnet, die proportional zur
Durchdringungstiefe ist und entgegen der Kontaktnormalen wirkt. Somit wird das Ob-
jekt in eine Richtung gedrückt, die potenziell zu einer Aufhebung oder Verminderung
der Durchdringung führt.
Zur Simulation prehensiler Griffe muss zwischen frei beweglichen Festkörpern und
virtuellen Stellteilen unterschieden werden. Frei bewegliche Objekte werden wie im
Geometrie-basierten Ansatz bewegt, indem sie direkt den Bewegungen des Handmo-
dells folgen. Dazu werden sie für die Dauer des prehensilen Griffs aus der Dynamik-
Simulation entfernt und beim Loslassen an der neuen Position wieder eingefügt. Für
die Dauer des Greifvorgangs haben Kollisionen zwischen dem gegriffenen Objekt und
anderen Szenenobjekten folglich keine Auswirkungen und Durchdringungen zwischen
diesen können vorkommen. Stellteile lassen sich allerdings nicht auf diese Art und
Weise bewegen, da sonst die mechanischen Einschränkungen der Gelenke nicht be-
rücksichtigt würden. Aus diesem Grunde muss das prehensile Greifen von Stellteilen
auch Kräfte-basiert erfolgen. Es gilt also, eine Kraft zu errechnen, die den Aktuator den
Bewegungen des Handmodells als Ganzes folgen lässt. Zu diesem Zweck wird die re-
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Abbildung 4.7.: Veranschaulichung der Sensor-Kräfte-basierten Griffsimulation. Durch Kol-
lisionen der Sensoren des Handmodells (grün, kollidierender Sensor rot) werden der Kontakt-
geometrie entsprechende Kräfte erzeugt (blaue Linien) und auf das virtuelle Objekt gewirkt.
lative Bewegung des Handmodells vom vorangegangenen Simulationsschritt bis zum
aktuellen Zeitpunkt errechnet. Dieses gibt die Richtung vor, in die die Kraft wirken
muss. Die Stärke der Kraft ist proportional zur Länge der Bewegung und zur Mas-
se des Aktuators. Ein entsprechendes Drehmoment wird analog errechnet, basierend
auf der relativen Drehung des Handmodells und dem Winkel dieser Drehung. Da hier
schwer zu ermittelnde Größen eine Rolle spielen, wie z.B. Kollisionen des Aktuators
mit der Halterung oder anderen Objekten oder Reibungskräfte, führt das Resultat der
gewirkten Kraft nicht immer zu einer Bewegung, die einer Bewegung des Handmo-
dells exakt entspricht. Es können also Diskrepanzen zu einem realistischen Verhalten
entstehen.
Der Sensor-Kräfte-basierte Ansatz ist jedoch ein guter Kompromiss zwischen Rea-
lismus und Rechenaufwand. Durchdringungen zwischen Teilen des Handmodells und
den berührten Objekten können auch hier auftreten, sind aber nicht so häufig oder stark
wie beim Geometrie-basierten Ansatz, da die von den Sensoren ausgewirkten Kräfte
zu einem gewissen Grad der Durchdringungsvermeidung führen. Dieser ist allerdings
nicht hunderprozentig, da die Kräfte durch ähnliche Umstände wie beim prehensilen
Greifen von Stellteilen, nicht immer zu einer Auflösung der Durchdringung führen.
Wichtig ist, dass dieser Ansatz trotz nicht-physikalischen Handmodells eine Interakti-
on mit virtuellen Stellteilen erlaubt.
4.4.3. Implementierung der Dynamik-basierten Simulation
Bei diesem Verfahren wird das Handmodell ebenso wie die Szenenobjekte vollstän-
dig von der Dynamik-Engine simuliert. Das bedeutet aber auch, dass die Handposition
und die Fingerstellung nicht mehr direkt von den Eingabegeräten übernommen werden
können, sondern die Steuerung der Hand ebenfalls über Kräfte realisiert werden muss
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(vgl. Abschnitt 4.3.3, S. 72). Der Vorteil ist, dass die Kollisionsbehandlung direkt von
der Dynamik-Engine übernommen wird, was zum einen einfacher zu implementieren
ist und zum anderen realistischeres Verhalten liefert. Dabei haben die Kollisionen zwi-
schen dem Handmodell und Objekten insbesondere auch realistische Auswirkungen
auf das Handmodell selbst und nicht nur (wie bei den anderen beiden Ansätzen) auf
die Objekte. Die virtuelle Hand wirkt dadurch realistischer und erscheint als echter Teil
der virtuellen Welt. Durchdringungen werden automatisch von der Dynamik-Engine
vermieden und treten nur sehr selten auf.
Die Simulation nicht-prehensiler Kontakte wird von der Dynamik-Simulation au-
tomatisch erledigt und erfordert keine gesonderte Behandlung. Dies gilt auch für die
Interaktion mit Stellteilen. Da das Handmodell ja Teil der physikalischen Simulation
ist, werden auch die Freiheitsgrade und Gelenkgrenzen der Stellteile bei Kollisionen
berücksichtigt. Prehensile Griffe machen unter Umständen zusätzliche Mechanismen
zur Vereinfachung des Greifens notwendig. Da beim prehensilen Greifen das Objekt
hier (im Gegensatz zu den vorherigen beiden Ansätzen) nicht fest am Handmodell
verankert wird, kann es bei geringer Reibung unter Umständen aus dem Handmo-
dell herausrutschen. Dies macht es schwieriger, das Objekt stabil festzuhalten. Dem
könnte begegnet werden, indem man z.B. die Reibungskoeffizienten des Materials von
Objekten, die prehensil Gegriffen werden, vorübergehend stark erhöht. Dadurch wür-
de ein Wegrutschen besser verhindert. Ein anderer Ansatz könnte sein, bei prehensilen
Griffen temporäre Gelenke an den Kontaktstellen zwischen Handmodell und Objekten
anzubringen. Diese würden wieder aufgelöst werden, sobald man die Hand über einen
bestimmten Schwellwert hinaus weiter öffnet. Eine ausführliche Darstellung dieses
Ansatzes findet sich in [BI05].
Der Dynamik-basierte Ansatz bietet den größten Realismus bei der Simulation vir-
tuellen Greifens. Dafür stellt er auch die höchsten Anforderungen an die Rechenlei-
stung. Die im Rahmen dieser Arbeit vorgenommene Implementierung unter Linux
mittels der Newton-Engine lief leider nicht in Echtzeit. Daher konnte dieser Ansatz
auch nicht so ausführlich untersucht werden, wie die beiden anderen. Abhilfe könnte
hierbei die Verwendung einer anderen Dynamik-Engine schaffen, die moderne Rech-
nerarchitekturen (Multicore) besser ausnützt und evtl. auch Hardwarebeschleunigung
unterstützt. Ein Beispiel dafür wäre die PhysX Engine der Firma NVidia [NVi].
4.5. Zusammenfassung
In diesem Kapitel wurden einige Konzepte zur Umsetzung direkter manueller Objekt-
manipulationen in virtuellen Umgebungen vorgestellt. Alle diese Konzepte wurden im
Rahmen dieser Arbeit als funktionale Bestandteile eines Demonstratorsystems imple-
mentiert.
Zur Umsetzung virtueller Objekte, welche direkte manuelle Manipulation erlau-
ben, wurde das Konzept der annotierten Objekte vorgestellt. Diese können mit einer
Dynamik-Simulation ausgestattet werden und bieten zudem Mechanismen, die Kolli-
sionsinformationen anderen Systemkomponenten zugänglich zu machen. Die Dekla-
ration erfolgt einheitlich in einem leicht bearbeitbaren XML-Format. Eine Neuerung
sind die virtuellen Stellteile, welche artikulierte Objekte mit Gelenken unterschied-
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licher Freiheitsgrade und Gelenkgrenzen darstellen. Diese spielen besonders für die
Umsetzung beweglicher Bauteile von virtuellen Prototypen eine Rolle. Der Satz von
Stellteiltypen, der in der Industrienorm DIN EN 894-3 aufgeführt ist, kann mit der vor-
liegenden Implementierung vollständig umgesetzt werden. Zudem wird die Simulation
diskreter Zustände und komplexer Schaltwege unterstützt. Über die reine Verhaltenssi-
mulation hinaus, bieten die virtuellen Stellteile auch einen Mechanismus, der Informa-
tionen über Manipulationen des Stellteils (also Zustandsänderungen) protokolliert und
anderen Anwendungsteilen in Form von Stellteilereignissen zugänglich macht. Dieses
dient der Unterstützung späterer Analysevorgänge.
Als zentral wichtige Komponente für direkte Objektmanipulationen wurde ein vir-
tuelles Handmodell vorgestellt, welches durch Skelett-basierte Animation umgesetzt
wurde. Das Handmodell ist ausgestattet mit Kollisionssensoren an verschiedenen Tei-
len der Fingersegmente und der Handfläche. Durch die hier vorgestellte Form und
Anordnung dieser Sensoren wird die tatsächliche Handform sehr originalgetreu ap-
proximiert. Dies erlaubt eine detaillierte Erkennung der Kollisionspunkte zwischen
der virtuellen Hand und Szenenobjekten, wobei z.B. auch zwischen der Oberseite und
Unterseite von Fingern unterschieden werden kann.
Abschließend wurden einige Mechanismen zur Simulation der Mechanik virtuellen
Greifens diskutiert. Diese können je nach zu leistendem Implementierungs- und Re-
chenaufwand auf drei unterschiedliche Weisen stattfinden: Geometrie-basiert, Sensor-
Kräfte-basiert und Dynamik-basiert. Die beiden letztgenannten Mechanismen unter-
stützen die Interaktion mit physikalisch simulierten Objekten und virtuellen Stelltei-
len. Die hier vorgestellten Konzepte bieten neben einer realistischen Simulation vir-
tueller Greifvorgänge zugleich die funktionale Grundlage für die detaillierte Analyse
von Benutzerinteraktionen, welche in den folgenden Kapiteln näher beleuchtet wird.
Im nächsten Kapitel wird mit ausführlichen Betrachtungen zur automatischen Erken-
nung von Greifarten (Griffklassifikation) dazu ein wichtiger Grundstein gelegt.
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KAPITEL V
Automatische Erkennung von Greifarten
Wie in Kapitel 3 ausführlich diskutiert, lassen sich menschliche Griffe anhand von
Taxonomien in bestimmte Klassen oder Typen von Griffen (Greifarten) einteilen. Ein
zentrales Ziel bei der Analyse von direkten Objektmanipulationen im Rahmen des
„Action Capture“-Verfahrens ist die automatische, d.h. computergestützte Erkennung
der verwendeten Greifart. Die Erkennung der Greifart hat verschiedene nützliche An-
wendungszwecke. Mit der Zielstellung der Animation einer virtuellen Figur geht es
vor allem darum, relevante Daten bzw. Griffmerkmale zu sammeln, die es erlauben,
die spätere Wiedergabe der Interaktionssequenzen durch die virtuelle Figur so origi-
nalgetreu wie möglich zu gestalten. Die verwendete Greifart ist dabei das wichtigste
Merkmal. Wird z.B. ein Objekt durch den Benutzer mit einem zylindrischen Griff
ergriffen und bei der Imitation durch eine virtuelle Figur ebenfalls ein zylindrischer
Griff synthetisiert, so ähnelt der animierte dem demonstrierten Greifvorgang zumin-
dest grundlegend1.
Ein anderer wichtiger Anwendungszweck, zu dem sich die Erkennung der Greif-
arten anbietet ist die Analyse des verfolgten Zweckes der Interaktion. Wie schon in
der Literatur zu Grifftaxonomien von mehreren Autoren festgestellt wurde (vgl. Ab-
schnitt 3.2, S. 31ff), hängt die Wahl der verwendeten Greifart in erster Linie von der zu
erfüllenden Aufgabe ab. Erst in zweiter Linie kommt die physische Beschaffenheit des
Objektes, also Form, Größe, Gewicht usw., ins Spiel. Dies bedeutet, dass sich durch
die Erkennung der Greifart auch Rückschlüsse auf die Art der Aufgabe und somit die
Intention des Benutzers (z.B. Kraftausübung) ziehen lassen.
In diesem Kapitel werden vier ausführliche empirische Studien vorgestellt, die im
Rahmen dieses Promotionsvorhabens durchgeführt wurden. Dabei wurden Verfahren
aus dem Bereich der Musterklassifikation bzw. des maschinellen Lernens eingesetzt.
Es wird ein Klassifikations- oder Lernalgorithmus zunächst mit Trainingsbeispie-
len trainiert, welche sich aus bestimmten Eingabemerkmalen zusammensetzen. Diese
Trainingsbeispiele wurden in verschiedenen Datenerfassungsprozessen mit mehreren
Benutzern und unter Verwendung verschiedener Eingabegeräte aufgezeichnet und mit
1Ein anderes wichtiges Merkmal ist die Annäherungstrajektorie der Hand bzw. der zeitliche Ablauf der
Handbewegung. Dieses und weitere Merkmale werden noch ausführlicher in Kapitel 6 besprochen.
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der entsprechenden Klasse (in diesem Falle der Greifart) annotiert. Nach dem Training
ist der Klassifikator in der Lage, neue Beispiele (mit der gleichen Merkmalszusam-
mensetzung) einer entsprechenden Klasse zuzuordnen.
Bevor die zugrundeliegende Methodik und dann die eigentlichen Studien im Detail
präsentiert werden, soll zunächst ein kurzer Überblick über verwandte Arbeiten aus
dem Bereich der Griffklassifikation gegeben werden.
5.1. Verwandte Arbeiten
Im Bereich der virtuellen Realität gibt es bisher nur sehr wenige Forschungsarbeiten,
die sich mit der automatischen Erkennung von Greifarten befassen. Allerdings gibt
es einige Arbeiten aus dem Bereich der Robotik, in denen es unter anderem beim
„Programmieren durch Vormachen“ (engl. programming by demonstration [BCDS08])
darum geht, Greifarten zu klassifizieren und in funktional entsprechende Griffe des
Roboters zu übersetzen.
Bereits 2003 berichteten Bernardin et al. [BOID03] über ihren erfolgreichen Ansatz,
Sequenzen von Greifbewegungen mittels Hidden-Markov-Modellen zu klassifizieren.
Als Eingabedaten dienen dabei Gelenkwinkelwerte der Finger, die mittels eines Da-
tenhandschuhs gemessen wurden, sowie Kontaktpunkte mit gegriffenen Objekten, die
über Berührungssensoren am Handschuh ermittelt werden. Die erkannten Griff-Typen
entstammen der Taxonomie von Kamakura (vgl. Abschnitt 3.2.4, S. 38) und werden
mit durchschnittlich 92% erkannt.
Ekvall und Kragic [EK05] beschreiben eine Methode zur Erkennung kompletter
Greifsequenzen, welche auf absoluten Positionsdaten von drei Fingerspitzen und des
Handrückens basiert. Die Daten werden dabei mittels eines selbst entwickelten Hand-
schuhs mit magnetischen Trackern ermittelt. Zur Erkennung wird ein hybrider An-
satz verfolgt, der eine Klassifikation der Handpostur mit einer Verfolgung der Hand-
Trajektorie integriert. So kann auch vor Vollendung der Greifbewegung der Grifftyp
in Einzelbenutzer-Szenarien mit einer Genauigkeit von bis zu 95% erkannt bzw. vor-
hergesagt werden. Die Grifftypen stammen hier aus einer Untermenge der Cutkosky-
Taxonomie (vgl. Abschnitt 3.2.3, S. 37).
In [AC06] wird die Grifftyp-Erkennung mittels eines dort eingeführten heuristischen
Klassifikationsverfahrens untersucht. Die Gelenkwinkel der Hand des Benutzers wer-
den mit einem „CyberTouch“-Datenhandschuh erfasst und zusätzlich Informationen
über Kontaktpunkte und -normalen durch die verwendete proprietäre VR-Software
ermittelt. In einem zweischrittigen Verfahren wird zunächst der ähnlichste Griff per
Nearest-Neighbour-Verfahren aus einer Untermenge der Cutkosky-Taxonomie ausge-
wählt. Anschließend wird mit heuristischen Regeln auf Basis der Kontaktpunkte und
-normalen disambiguiert, um Fehlklassifikationen zu minimieren. Die erreichte Klassi-
fikationsrate beträgt ca. 82% für ungesehene Benutzer. Zusätzlich zur erkannten Greif-
art sollen hier auch die Trajektorien der Benutzerhand auf den Roboter übertragen
werden, um Hindernisse zu vermeiden.
Ein etwas ungewöhnlicher Ansatz im Hinblick auf die verarbeiteten Eingabedaten
findet sich in den Arbeiten von Ferguson und Dunlop [FD02]. Dabei werden mittels
am Unterarm angebrachter Elektroden myoelektrische Signale gemessen, um Greifar-
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ten daraus zu erkennen, die der Taxonomie von Vuskovic [VPP95] entstammen. Dies
soll eine direkte Ansteuerung von Handprothesen ermöglichen. Die Erkennungsrate
beträgt hier nur 75 - 80 %, soll aber durch Training des Benutzers verbessert werden
können.
5.2. Methodik
Es gibt mehrere unabhängige Variablen bzw. Randbedingungen, die einen Einfluss
auf die Erkennungsrate der Klassifikatoren haben. Durch systematische Variation die-
ser Variablen von Studie zu Studie lassen sich einige Vergleiche ziehen und auf die-
ser Grundlage günstige Rahmenbedingungen für den Einsatz innerhalb des „Action
Capture“-Verfahrens schaffen. Die Variablen lauten wie folgt:
ã Die Grifftaxonomie - Die Wahl der Taxonomie spielt eine wichtige Rolle, da
diese die Einteilung des Merkmalsraums in verschiedene Klassen bestimmt.
Grundsätzlich ist wichtig, dass innerhalb des Merkmalsraumes eine möglichst
gute Separierbarkeit, d.h. möglichst wenig Überlappung, zwischen den Klas-
sen herrscht. Als Grundlage für die meisten der folgenden Studien diente die
Schlesinger-Taxonomie [Sch19], da sie relativ wenig Klassen hat und somit ei-
ne gute Erkennungsrate erwarten ließ. Durch einen Vergleich mit der neuen in
dieser Arbeit vorgestellten Taxonomie, sollte deren Eignung empirisch belegt
werden.
ã Das Eingabegerät - Das Eingabegerät bestimmt Art und Zusammensetzung der
Merkmale, die dem Klassifikationsprozess zugrunde liegen. Hier wurden der
Cyberglove 2 (Datenhandschuh) und die A.R.T. Fingertracker (in 3-Fingriger
sowie 5-Fingriger Variante) als Eingabegeräte untersucht.
ã Die Merkmalskombination - Um eine gute Generalisierungsfähigkeit für einen
Klassifikator zu erreichen, sollte die Anzahl der Merkmale im Vergleich zur
Anzahl der Trainingsbeispiele möglichst gering bleiben. Zudem tragen nicht al-
le Merkmale positiv zu einer Erhöhung der Erkennungsrate bei. Die Wahl der
Merkmale ist daher eine wichtige Fragestellung, die es durch systematische Un-
tersuchung zu ermitteln gilt.
ã Beschaffenheit der Objekte - Für die anfänglichen Studien wurden zunächst rea-
le Objekte verwendet. Diese haben den Vorteil, dass sie den Benutzer durch ih-
re physische Beschaffenheit zwingen, eine korrekte Griffpostur zu bilden. Bei
virtuellen Objekten hingegen herrscht kein physischer Widerstand, so dass die
Handform größeren Variationen ausgesetzt sein kann. Griffe könnten unter Um-
ständen unsauberer ausgeführt werden als bei realen Objekten. Um den Einfluss
der fehlenden Haptik auf die Erkennungsrate zu ermitteln, sollte also ein direkter
Vergleich zwischen realen und virtuellen Objekten durchgeführt werden.
ã Die Anzahl der Benutzer - Wenn ein System nur von einem einzelnen Benutzer
verwendet wird, reicht es üblicherweise aus, auch nur Trainingsbeispiele dieses
einen Benutzers zu verwenden. Soll ein System jedoch von mehreren Benutzern
eingesetzt werden oder gar beliebige, d.h. ungesehene Benutzer unterstützen, so
muss der Klassifikator über die verschiedenen Benutzer hinweg generalisieren
können (Generalisierungsfähigkeit). Dazu sind Trainingsdaten mehrerer Benut-
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zer nötig. Die Anzahl der Benutzer, welche Datenbeispiele für das Training des
Systems liefern, lässt sich fast beliebig variieren. Eine wichtige Frage ist, wann
eine weitere Erhöhung der Nutzerzahl des Systems zu keiner signifikanten wei-
teren Erhöhung der Generalisierungsfähigkeit führt bzw. wann der Aufwand für
das Training den Nutzen übersteigt.
Alle diese Variablen lassen eine Vielzahl von Kombinationen zu, die im Rahmen
einer Dissertation nicht erschöpfend untersucht werden können. Durch gezielte Varia-
tion können jedoch einige direkte Vergleiche gezogen werden, wodurch sich Hinweise
auf Tendenzen ergeben.
Neben der Variation der genannten Variablen, welche zwischen den verschiedenen
Studien vorgenommen wurde, wurde innerhalb der einzelnen Studien eine systemati-
sche Methodik angewendet. Ein wichtiges Ziel dabei war es, die geeignetsten Klassi-
fikationsalgorithmen für die jeweilige Problemdomäne zu ermitteln. Das sogenannte
„No Free Lunch“-Theorem aus dem Bereich des maschinellen Lernens besagt, dass
gemittelt über alle möglichen Problemdomänen alle Lernalgorithmen gleich gute Lei-
stung erbringen [WM97]. Daraus ergibt sich, dass es keinen einzelnen Lern- bzw. Klas-
sifikationsalgorithmus geben kann, der für alle Aufgaben optimal ist. Beschränkt man
sich jedoch auf eine bestimmte Problemdomäne, so kann es sehr wohl einen Klassi-
fikator geben, der eine bessere Leistung erbringt als alle anderen. Dies führt zu der
Schlussfolgerung, dass die Wahl des verwendeten Klassifikationsalgorithmus für ei-
ne bestimmte Problemdomäne auf einer systematischen empirischen Untersuchung in
dieser Problemdomäne gründen sollte.
Aus diesem Grund wurden in jeder Studie mehrere Klassifikatoren trainiert und
deren Erkennungsrate untereinander verglichen. Zudem wurden verschiedene Anwen-
dungsszenarien im Hinblick auf die erforderliche Generalisierungsfähigkeit des Klas-
sifikators untersucht. Die hier verwendete Methodik ist neuartig in Bezug auf die bis-
herige Literatur. In der Vergangenheit wurde meist nur ein bestimmter Klassifikations-
algorithmus oder ein bestimmtes Anwendungsszenario untersucht. An dieser Stelle sei
auch schon vorgreifend die Arbeit von Kider et al. [KSB08] erwähnt. Darin wird die
Methodik übernommen, die auch bei den hier noch vorzustellenden Studien angewen-
det wurde. Diese Methodik wurde zusammen mit den Ergebnissen der ersten Studie
in [HBAWJ07] publiziert und wird im Detail anhand der ersten Studie erläutert.
5.3. Erkennung basierend auf Rohdaten des
Cyberglove
Als erster Schritt zur Erkennung von Handposturen kann der Ansatz gelten, Rohdaten
von Eingabegeräten (z.B. Datenhandschuhen) ohne weitere Verarbeitung als Eingabe-
daten für das Klassifikatortraining zu verwenden. Die Merkmale bestehen also direkt
aus den verschiedenen Sensorwerten der Eingabegeräte. Der Vorteil dieser Methode
ist, dass keine Kalibrierung des Eingabegeräts für einen bestimmten Benutzer notwen-
dig ist. Auch eine Umrechnung der Sensordaten in Gelenkwinkel und deren Übertra-
gung auf ein Handmodell kann für den Prozess der bloßen Erkennung der Greifart
entfallen. Somit eignet sich diese Methode auch für die Erkennung reiner Handge-
stik (d.h. ohne direkten Kontakt mit einem Objekt) und kann vor allem in Anwen-
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dungsbereichen mit häufig wechselnden Benutzern (z.B. öffentlichen Installationen)
verwendet werden. Hier zahlt sich der entfallende Aufwand der benutzerspezifischen
Kalibrierung besonders aus.
5.3.1. Erste Studie (CG-S-R): Cyberglove-Rohdaten, Schlesinger-
Taxonomie, reale Objekte
In der ersten Studie, welche 2007 im Rahmen dieses Promotionsvorhabens durchge-
führt wurde, sollte zunächst die Tragfähigkeit dieses Ansatzes überprüft werden. Das
heißt, es sollte festgestellt werden, ob eine Klassifikation basierend auf reinen Sen-
sorrohdaten eine genügend hohe Erkennungsrate liefert, um in der Praxis einsetzbar
zu sein. Zudem sollte festgestellt werden, welcher Klassifikationsalgorithmus aus der
mittlerweile beachtlichen Menge an zu Verfügung stehenden Verfahren sich am besten
für das vorliegende Problemfeld eignet.
Für diese Studie wurde die Taxonomie von Schlesinger in ihrer gekürzten Version
Taylor und Schwarz [TS55] verwendet, da sie mit wenigen Greifarten auskommt, was
das Klassifikationsproblem zunächst relativ einfach hält. Zur weiteren Vereinfachung
des Problems wurden reale statt virtueller Objekte für die Studie verwendet. Durch
ihre Festigkeit zwingen die realen Objekte die Versuchsteilnehmer dazu, die Objekte
nur auf realistische Weise zu greifen und die Greifarten deutlich durchzuführen. Bei
virtuellen Objekten wären z.B. Durchdringungen zwischen Hand und Objekt möglich,
was zu unrealistischen Fingerstellungen führen könnte. Die Ergebnisse dieser Studie
wurden schon in [HBAWJ07] und in einer erweiterten Fassung später in [HBAJ08]
publiziert. Die Methodik dieser Studie, welche auch bei den nachfolgenden Studien
angewendet wurde, soll hier zusammen mit den wichtigsten Ergebnissen noch einmal
wiedergegeben werden.
Datenerfassung
Zu Beginn der Studie sollte in einem ersten Schritt eine Datenbasis aus Beispielen für
die verschiedenen Greifarten geschaffen werden, um hinreichend viele Trainingsbei-
spiele für die Klassifikationsalgorithmen zu haben. Bezüglich der Beschaffenheit der
Trainingsbeispiele sind vor allem drei bestimmende Faktoren gegeben:
1. Die Greifart - Die Greifart bestimmt auf wesentliche Weise die Handpostur,
welche von dem Eingabegerät erfasst wird. Jede der sechs Greifarten aus der
Schlesinger-Taxonomie sollte in einer Ausprägung enthalten sein, die deutlich
genug von den anderen Greifarten unterscheidbar ist. Die Greifarten sollten den-
noch nicht zu künstlich sein, d.h. von den Versuchsteilnehmern auf natürliche
und relativ spontane Art und Weise „geäußert“ werden.
2. Der Benutzer - Je nach Benutzer sind unterschiedliche Größen und Formen
der Hand gegeben was zu unterschiedlichen Sensordaten selbst bei der gleichen
Handstellung bzw. der gleichen Greifart führen kann. Da die Sensordaten roh,
d.h. ohne Umrechnung in Gelenkwinkel, verwendet werden, dürfte dieser Um-
stand stärker ins Gewicht fallen, als bei Griffklassifikation die auf Gelenkwin-
keln beruht. Dort sorgt normalerweise die Kalibrierung für einen weitestgehen-
den Ausgleich der physiognomischen Unterschiede.
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3. Die gegriffenen Objekte - Die Form jedes Objektes bestimmt die konkrete
Ausprägung einer gegebenen Greifart, so dass sich auch hier starke unterschie-
de in den Sensorwerten ergeben dürften. Ein dünner Bleistift der z.B. nach der
Schlesinger-Taxonomie mit einem Faustgriff gegriffen wird, wird aufgrund der
stärkeren Flexion der Finger zu ganz andere Sensorwerten führen, als dies z.B.
bei einer dickbauchigen Flasche der Fall ist. Dies gilt, obwohl die Greifart nach
der gegebenen Taxonomie die gleiche ist.
In der Datenerfassungsphase wurden Greifbeispiele eines Benutzers für jede Greif-
art an verschiedenen realen Objekten aufgezeichnet. Als Eingabegerät wurde ein 22-
sensoriger kabelloser Cyberglove 2 von der Firma Immersion verwendet (für Details
zu dem Gerät siehe Abschnitt 2.3.2, S. 15ff). Die Rohdaten des Cyberglove bestehen
aus einem Biegungsindex pro Sensor, der im Intervall zwischen 0 und 255 liegt und
angibt, wie stark der Sensor in die eine oder andere Richtung verbogen wurde. Der
Wert für die Neutralstellung, d.h. einen komplett flachen Sensor, liegt irgendwo in der
Mitte dieses Intervalls, wobei dies für jeden Sensor ein anderer Wert ist. Für die mei-
sten Sensoren ist dieser Biegungsindex linear proportional zu einem entsprechenden
Gelenkwinkel. Dies gilt vor allem für die interphalangealen Gelenke.
Für jede der sechs Greifarten wurden vier verschiedene Objekte gegriffen. Diese
wurden so gewählt, dass sich die jeweilige Greifart intuitiv anbietet. Die Greifart ergibt
sich dabei aus dem Angebotscharakter (engl. affordance, vgl. [Nor02]) beim typischen
Gebrauch oder beim Aufheben des jeweiligen Objekts. Zudem wurde darauf geach-
tet, dass die Form und Größe der Objekte variiert, so dass sich ein möglichst breites
Spektrum an verschiedenen Ausprägungen einer Greifart ergibt. Tabelle 5.1 listet die
Objekte für jede Greifart auf. In Abbildung 5.1 sind Fotos von jeweils zwei Objekten
pro Greifart zu sehen, wobei auch Beispiele für die Greifarten illustriert werden.
Greifart Objekte
Faustgriff (cylindrical) Flasche, Hammer, Blumentopf, Kaffekanne (Griff)
Hakengriff (hook) Werkzeugkoffer, Werkzeugkasten, Rucksack, Umhängetasche
Seitgriff (lateral) Diskette, Schlüssel, Magnetkarte, CD-Hülle
Zangengriff (palmar) Streichholzschachtel, kleine Schachtel, Tesa-Roller, PDA-Hülle
Kugelgriff (spherical) Tennisball, ovales Gehäuse, Schüssel, Computermaus
Spitzgriff (tip) Nagel, Bleistift, kleiner Radiergummi, PDA (Oberseite)
Tabelle 5.1.: Die Greifarten und die dazugehörigen Versuchsobjekte, die in dieser und der
FT3-S-R Studie (siehe Abschnitt 5.4.1, S. 119ff) Verwendung fanden. Fotos der Objekte siehe
Abbildung 5.1.
Bei der Durchführung der Datenaufzeichnung saß der Versuchsteilnehmer vor ei-
nem Tisch, auf dem ihm von dem Versuchsleiter die Objekte bereitgestellt wurden.
Für jedes Objekt fanden zwei Durchgänge statt. Beim ersten Durchgang wurde das
Objekt fünf Mal von dem Versuchsteilnehmer gegriffen, wobei die Hand zu Beginn
jedes Greifvorganges von einer festen Position auf dem Tisch ausging und das Objekt
immer in gleicher Orientierung an der gleichen Stelle auf dem Tisch stand. Beim zwei-
ten Durchgang wurde das Objekt wieder fünf Mal gegriffen. Dabei wurde jedoch die
Anfangsposition der Hand vom Versuchsteilnehmer bewusst variiert und das Objekt
jedes Mal von dem Versuchsleiter in einer anderen Stellung auf dem Tisch platziert.
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Abbildung 5.1.: Einige der Versuchsobjekte der ersten Studie, zugeordnet zu der jeweiligen
Greifart.
Bei den Hakengriffen konnte der Versuchsteilnehmer im zweiten Durchgang auch auf-
stehen, um die Objekte besser natürlich herunterhängen lassen zu können.
Das Ziel war, beim ersten Durchgang eine möglichst einheitliche, beispielhafte Re-
präsentation einer jeden Greifart für das jeweilige Objekt zu bekommen. Beim zweiten
Durchgang sollten hingegen möglichst viele Variationen in der Durchführung provo-
ziert werden, um ein möglichst breites Spektrum im Merkmalsraum abzudecken.
Der Ablauf des Greifvorgangs bestand darin, dass der Versuchsteilnehmer die Hand
zum Objekt hinbewegte, das Objekt ergriff, hochhob und dann Hand und Arm in Ruhe
hielt. In dieser Position fand die Aufzeichnung des Griffs statt. Anschließend wur-
de das Objekt wieder losgelassen bzw. abgestellt, die Hand wieder in Ausgangsstel-
lung bewegt und das Objekt vom Versuchsleiter wieder in Position für den nächsten
Vorgang gebracht. Die aufgezeichneten Daten bestanden aus allen 22 Sensorwerten
zum stabilen Zeitpunkt des Griffs. Das heisst insbesondere, es wurde keine Sequenz
von Sensorwerten aufgezeichnet, die eine komplette Greifbewegung repräsentiert hät-
te, sondern ein momentanes Bild der Handpostur aufgenommen. Zum Zeitpunkt der
Aufzeichnung hatte der Versuchsteilnehmer das Objekt stabil gegriffen und Finger und
Hand waren in Ruhe. Die Aufzeichnung wurde manuell durch Drücken eines Knopfes
ausgelöst.
Insgesamt nahmen sechs Versuchsteilnehmer an dieser Studie teil. Alle Personen
waren männlich, rechtshändig, im Alter zwischen 23 und 40 Jahren und in der Be-
nutzung von Datenhandschuhen weitestgehend unerfahren. Insgesamt wurden somit 6
(Versuchsteilnehmer)× 24 (4 Objekte pro Greifart)× 10 (2 Durchgänge a 5 Greifvor-
gängen) = 1440 Datenbeispiele aufgezeichnet.
Visualisierung des Datensatzes
Vor der eigentlichen Evaluierung der Klassifikationsalgorithmen können aus einer ein-
gehenden Betrachtung der Daten schon einige Kenntnisse gewonnen werden. Dazu
bietet sich eine schematische Darstellung der Verteilung der Datenbeispiele im Merk-
malsraum an. Da die 22 Merkmale oder Eingabegrößen einen 22-dimensionalen Raum
aufspannen, kann dieser nicht ohne weiteres in einem zweidimensionalem Diagramm
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visualisiert werden. Es wird also ein Verfahren benötigt, das den hochdimensiona-
len Merkmalsraum geeignet auf zwei Dimensionen abbildet. Ein nützliches Verfahren
dafür ist die Sammon-Projektion [Sam69] [Kas97] einer selbstorganisierenden Karte
(engl. Self-Organizing Map oder kurz SOM [KSH01]). Die in dieser Arbeit abgebil-
deten Karten wurden mit der Software “SOM_PAK” [KHKL96] erstellt2.
Abbildung 5.2.: Sammon-Projektion einer selbstorganisierenden Karte, die den 22-
dimensionalen Merkmalsraum der Sensordaten in einer 2-dimensionalen Darstellung abbildet
und dabei die geometrischen Beziehungen zwischen den Datenpunkten des Originalraumes so
weit als möglich erhält.
Mit ihrer Eigenschaft, die geometrischen Beziehungen zwischen den ursprüngli-
chen Datenpunkten weitestgehend zu erhalten3, führt die Sammon-Projektion dazu,
dass Punkte, die in der Projektion nahe beieinander liegen, dies mit hoher Wahrschein-
lichkeit auch im ursprünglichen Merkmalsraum getan haben. Zudem wird auch die to-
pologische Struktur des Merkmalsraums so weit als möglich erhalten. Abbildung 5.2
zeigt eine Sammon-Projektion, die aus den aufgezeichneten Sensordaten erzeugt wur-
de. Wie man erkennen kann, bilden die Kugelgriffe (spherical) eine eigene Region im
oberen Bereich der Karte. Diese Region ist gut abgegrenzt von den Regionen, wel-
che von anderen Greifarten gebildet werden. Dies lässt darauf schließen, dass sich die
Kugelgriffe einen gut separierbaren Cluster bilden und sich somit relativ gut erken-
2Die von der Software erstellten Karten sind schwarz-weiß. Die Einfärbung wurde hinterher von Hand
vorgenommen. Die Einfärbung soll lediglich einer besseren Erkennbarkeit zusammenhängender Be-
reiche einzelner Klassen dienen und keine Aussage über die Ausdehnung der Bereiche treffen.
3Genauer: Das Maß, das benutzt wird, um die Sammon-Projektion zu erzeugen, ist so beschaffen, dass
die Differenzen zwischen korrespondierenden Distanzen von Paaren von Datenpunkten in den beiden
Räumen möglichst minimiert werden. Das heißt, es werden Transformationen bevorzugt, die die Di-
stanz zwischen zwei Punkten im Originalraum sowie im transformierten Raum so gleich wie möglich
lassen.
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nen lassen. Die anderen Greifarten nehmen auch jeweils eigene größere Bereiche der
Karte ein, sind von ihrer Verteilung her jedoch weitaus weniger deutlich getrennt. So
können z.B. die Spitzgriffe (tip) und die Zangengriffe (palmar) nicht sauber voneinan-
der getrennt werden. Zudem wird sichtbar, dass Faustgriffe (cylindrical) über mehrere
Bereiche der Karte verteilt sind.
Dies untermauert die intuitive Vermutung, dass sich Schlesinger-Griffe durch Po-
sturdaten alleine relativ schlecht auseinander halten lassen. Aufgrund dieser Beobach-
tung ist zu erwarten, dass insbesondere Spitzgriffe (tip) und Zangengriffe (palmar)
häufig miteinander verwechselt werden, und Faustgriffe (cylindrical) generell schlech-
ter erkannt werden als z.B. die deutlich besser separierbaren Kugelgriffe (spherical).
Diese Vermutungen, würden sie durch die Klassifikationsalgorithmen bestätigt wer-
den, würden verdeutlichen, dass das Problem der Separierbarkeit im Merkmalsraum
an sich liegt und weniger auf konkrete Schwächen eines Klassifikationsalgorithmus
zurückzuführen wäre.
Methodik der Klassifikatorevaluation
Wie eingangs erwähnt, sollten verschiedene Klassifikationsverfahren auf ihre Taug-
lichkeit für die vorliegende Problemstellung – die Grifferkennung aus Rohdaten – ge-
prüft werden. Insgesamt wurden 38 verschiedene Klassifikationsalgorithmen aus dem
frei erhältlichen Datamining Softwarepaket “Weka” [WF05] untersucht. Die Algorith-
men sind dabei in verschiedene Kategorien unterteilt, die sich je nach der Vorgehens-
weise beim Lernen und Klassifizieren unterscheiden. Die Kategorien werden in den
Tabellen dieses Kapitels mit Kürzeln referenziert, welche nachfolgend aufgeschlüsselt
sind. Für eine genauere Diskussion der verschiedenen Verfahren sei der interessierte
Leser an [HBAJ08] verwiesen.
ã bayes: probabilistische Methoden wie der naive Bayes-Klassifikator [FGG97]
oder Bayes-Netze [CH92]
ã functions: Funktionsapproximatoren wie Multilagen-Perzeptron [Bis95],
Support-Vector-Maschinen [CST00] oder Gauß-Prozesse [RW05]
ã lazy: „lazy learning“-Techniken [BBB02], z.B. Instanz-basierte Verfahren wie
IB1 [AK91] oder K* [CT95]
ã trees: Entscheidungsbaum-Verfahren [Qui93], wie z.B. LMT (logistic model
trees [LHF03]) oder „Random Forests“ [Bre01]
ã rules: Regelinduktionsverfahren [QCHL87], z.B. „Ridor“ (ripple down ru-
le [Ric02])
ã misc: Verfahren, die keiner der anderen Kategorien zuzuordnen sind, z.B. „Hy-
per Pipes“ oder FLR (fuzzy lattice reasoning [AKMP03])
Um festzustellen, welcher Klassifikationsalgorithmus (im Folgenden kurz Klassifi-
kator) die beste Performanz in der Problemdomäne aufweist, wurde eine umfassende
systematische Evaluation durchgeführt. Jeder Klassifikator wurde in sechs verschie-
denen Szenarien untersucht, welche unterschiedliche Gegebenheiten der Anwendung
darstellen. Die Szenarien ergeben sich aus Kombination von zwei Situationsvariablen,
die unterschiedliche Anforderungen an die Generalisierungsfähigkeit der Klassifikato-
ren stellen. Die Belegungen dieser Variablen sind in den Tabellen 5.2 und 5.3 aufge-
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schlüsselt, wobei jeweils auch mögliche Anwendungsfelder beispielhaft erwähnt wer-
den.
Wert Bedeutung Beispielanwendung
gesehen Klassifikator wurde mit den gleichen
Objekten getestet, mit denen er trai-
niert wurde.
Anwendungen mit einer festen be-
kannten Menge an Objekten, z.B.
Werkzeugkästen.
ungesehen Klassifikator wird mit anderen Ob-
jekten getestet, als mit denen er trai-
niert wurde.
Anwendungen mit beliebigen Objek-
te oder Objekten, die eine veränderli-
che Form haben, z.B. CAD oder vir-
tuelle Konstruktion.
Tabelle 5.2.: Die Variable „Objekte“ und ihre möglichen Belegungen.
Wert Bedeutung Beispielanwendung
Einzelne(r) Klassifikator wird von einzelnem
Benutzer trainiert und getestet.
Systeme, die von einer einzelnen Per-
son benutzt werden.
Gruppe Klassifikator wir von einer Gruppe
von Benutzern trainiert und von ei-
nem Mitglied der Gruppe getestet.
Systeme, die von Teams oder Arbeits-
gruppen benutzt werden.
ungesehen Klassifikator wird von mehreren
Benutzern trainiert, aber von einem
Benutzer getestet, der nicht in der
Gruppe ist.
Öffentliche Installationen, z.B. Spie-
le, Messen, Museen usw.
Tabelle 5.3.: Die Variable „Benutzer“ und ihre möglichen Belegungen.
Die Variable „Objekte“ gibt an, ob die gegriffenen Objekte der Testmenge bekannt
(oder „gesehen“) waren, d.h. ob Datenbeispiele mit denselben Objekten in der Trai-
ningsmenge waren. Für den Fall dass Objekte unbekannt (oder „ungesehen“) sind, wa-
ren nur Datenbeispiele anderer Objekte in der Trainingsmenge, so dass der Klassifika-
tor die Greifart auf das neue Objekt generalisieren muss. Es ist an dieser Stelle wichtig
zu bemerken, dass Trainingsmenge und Testmenge in allen Fällen disjunkt sind. Auch
im „gesehenen“ Fall, sind nur Datenbeispiele mit dem gleichen Objekt, aber niemals
das identische Datenbeispiel sowohl in Test- als auch in der Trainingsmenge vorhan-
den. Es kann jedoch aufgrund der Art und Weise wie die Daten aufgezeichnet wurden
davon ausgegangen werden, dass im gesehenen Fall für jedes Datenbeispiel aus der
Testmenge eine gewisse Anzahl recht ähnlicher Datenbeispiele sich auch in der Trai-
ningsmenge befinden.
Die zweite Variable, „Benutzer“, beschreibt einen ähnlichen Sachverhalt für die Da-
tenaufteilung bezogen auf den Benutzer bzw. Versuchsteilnehmer. Hier geht es darum,
Daten welcher Versuchsteilnehmer für das Training und welche zum Testen verwendet
werden. Im Fall „Einzelne(r)“ werden nur Daten eines einzigen Versuchsteilnehmers
sowohl für Training als auch für das Testen verwendet. Im Fall „Gruppe“ wurden die
Daten aller Versuchsteilnehmer zum Training verwendet und beim Testen ebenfalls
Datenbeispiele eines jeden Versuchsteilnehmer aus dieser Gruppe. Im Fall „ungese-
hen“ werden die Daten aller Versuchsteilnehmer bis auf Einen für das Training ver-
wendet und für das Testen dann die Daten genau dieses Einen Benutzers. Dadurch
muss der Klassifikator die Greifarten auf die Handform des ungesehenen Benutzers
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generalisieren. Auch für diese Variable sind in allen drei Fällen Trainings- und Test-
menge disjunkt.
Für jede der sechs Testszenarien wurden verschiedene disjunkte Paare von Test-
und Trainingsmenge generiert, indem der Gesamtdatensatz auf geeignete Weise auf-
geteilt wurde. Dies wurde zum einen gemacht, indem eine bestimmte Anzahl zufällig
gewählter Datenbeispiele aus der Trainingsmenge entfernt und für die Testmenge vor-
gemerkt wurden (Stratifikation). Dabei wurde stets sichergestellt, dass jede Greifart,
jeder Benutzer und jedes Objekt durch die jeweils gleiche Anzahl an Datenbeispie-
len repräsentiert wurde (gleiche a priori Wahrscheinlichkeit). Zum anderen wurde die
Aufteilung vorgenommen, indem semantisch sinnvoll getrennt wurde, wenn z.B. Da-
ten eines bestimmten Benutzers aus der Trainingsmenge entfernt und in die Testmenge
verschoben wurden. Anzahl und Größe der Datenpaare für jedes Szenario sind in Ta-
belle 5.4 aufgelistet. In der mittleren Spalte ist eine Kurzbeschreibung angegeben, wie
die Aufteilung in Trainings- und Testmenge durchgeführt wurde. Die Aufteilungsme-
thode ist für jedes Szenario anders und wird weiter unten im Detail erläutert.
Szenario Aufteilung der Datenpaare Trainings- Test-
(Benutzer, Objekte) menge menge
#1 - Einzelner, ge-
sehene Objekte
Pro Benutzer (6) mal 6 Zufallssplits mit Daten
eines Benutzers – Testmenge: zwei zufällige
Beispiele pro Objekt.
192* 48*
#2 - Einzelner, un-
gesehene Objekte
Pro Benutzer (6) mal 8 Paare (2 Serien von 4)
aus den Daten eines Benutzers. Testmenge -
Zwei Mal ein zufälliges Objekt pro Greifart.
180* 60*
#3 - Gruppe, gese-
hene Objekte
6 Paare - wie bei #1 aber aus den Daten al-
ler Benutzer – Testmenge: zwei zufällige Bei-
spiele pro Objekt und Benutzer
1152 288
#4 - Gruppe, unge-
sehene Objekte
8 Paare wie bei #2 aber aus den Daten aller
Benutzer. 1080 360
#5 - Benutzer un-
gesehen, gesehene
Objekte
Pro Benutzer ein Paar (6) – Testmenge: alle
Daten des ausgelassenen Benutzers 1200 240
#6 - Benutzer und
Objekte ungesehen
12 Paare (2 Serien von 6) – Testmenge: erst
Aufteilung in Benutzer (wie bei #5), dann
zwei mal ein zufälliges Objekt pro Greifart
rauslassen (wie bei #2 und #4).
900 60
Tabelle 5.4.: Aufteilung des Datensatzes in Paare von Test- und Trainingsmenge für die ver-
schiedenen Szenarien. (*: Die angegebene Zahl bezieht sich auf die Anzahl Datenbeispiele
pro Benutzer. Für jeden der sechs Benutzer wurde ein Durchlauf mit der angegebenen Größe
durchgeführt und der Durchschnitt über die Ergebnisse gebildet.)
Zur Evaluation eines Klassifikators wurde dieser mit jedem Datenpaar trainiert und
getestet und die durchschnittliche Anzahl korrekter Klassifikationen über alle Tests er-
mittelt. Der Eingabevektor bestand aus allen 22 Sensorwerten, welche nicht gewichtet
wurden. Da jedes Datenbeispiel jeweils eine der sechs Greifarten repräsentiert, gab
es keine Rückweisungsklasse. Die Performanz eines Klassifikators wurde durch den
Prozentsatz der richtig erkannten Greifarten gemessen. Wenn zwei Klassifikatoren die
gleiche durchschnittliche Performanz hatten, wurde der Klassifikator mit der gerin-
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geren Standardabweichung als besser betrachtet. Durch einen Signifikanztest wurden
zudem diejenigen Klassifikatoren bestimmt, deren Performanz sich nicht statistisch
signifikant von der des besten Klassifikators unterschied. Zur Feststellung der Signifi-
kanz der Performanzunterschiede wurde der McNemar-Test (siehe dazu [Die98]) mit
p < 0.05 verwendet.
Als zusätzliches Maß für die Performanz eines Klassifikators wurde eine stratifizier-
te 10-fache Kreuzvalidierung auf dem gesamten Datensatz durchgeführt. Dies ist eine
Standardmethode, um die Fehlerrate eines Lernalgorithmus vorherzusagen [WF05].
Bei dieser Methode wird der Datensatz in k Teilmengen zerlegt, wobei in diesem Fall
k = 10. Dann werden k Tests durchgeführt, wobei die i-te Teilmenge (i ∈ {1, . . . , k})
als Testmenge fungiert, während die anderen k-1 Teilmengen als Trainingsmenge ver-
wendet werden. Die Gesamtklassifikationsrate wird als Durchschnitt der Klassifikati-
onsraten aller k Tests berechnet. Stratifiziert bedeutet, dass jede Klasse angemessen
in den k Teilmengen repräsentiert wird. Die Ergebnisse der Kreuzvalidierung flossen
ebenfalls in die Bewertung der Gesamtperformanz eines Klassifikators mit ein.
Aufteilung der Daten in Trainings- und Testmengen
Im Folgenden wird für jedes der sechs Szenarien genau aufgeschlüsselt, auf welche Art
der Gesamtdatensatz in Trainings- und Testmenge aufgeteilt wurde. Dazu wurde jedes
Datenbeispiel zunächst mit dem jeweiligen Benutzer, dem Objekt und der Greifart an-
notiert. Aufgrund dieser Annotierung wurden die Beispiele dann unter szenariospezi-
fischen Gesichtspunkten in Testmenge oder Trainingsmenge einsortiert. Das Vorgehen
war dabei für jedes Szenario anders. Nach der Aufteilung wurden alle Annotierungen
bis auf die Greifart wieder entfernt.
Einzelner Benutzer, gesehene Objekte In diesem Szenario werden nur Daten
eines einzelnen Benutzers verwendet. Zudem sind Trainingsbeispiele aller Objekte so-
wohl inder Trainings- als auch in der Testmenge enthalten. Um disjunkte Trainings-
und Testmengen für dieses Szenario zu erzeugen, wurden alle Daten eines Benutzers
genommen und in zwei Datensätze aufgeteilt. Die Beispiele wurden zufällig ausge-
wählt, wobei jedoch sichergestellt wurde, dass die Anzahl Beispiele pro Objekt und
Greifart in jedem der beiden Datensätze gleich groß ist. Da zehn Beispiele für jedes
Objekt aufgezeichnet wurden – fünf mit fester Position und fünf mit variabler Positi-
on – wurden zwei Beispiele pro Objekt (eines für jede der beiden Varianten) für die
Testmenge ausgewählt (insgesamt 48 Beispiele), während die anderen Datenbeispie-
le die Trainingsmenge bildeten (192 Beispiele). Insgesamt wurden auf diese Weise
pro Benutzer sechs Mengenpaare (Aufteilung des Ursprungsdatensatzes in Trainings-
und Testmenge) generiert, wobei die Wahl der Beispiele jedes Mal zufällig war. Die-
ser Prozess wurde für jeden Benutzer wiederholt, so dass insgesamt sechs mal sechs
Mengenpaare erzeugt wurden. Als Performanz eines Klassifikators in diesem Szenario
wurde die durchschnittliche Klassifikationsrate gemittelt über alle dieses Paare ermit-
telt.
Einzelner Benutzer, ungesehene Objekte Hier wurden auch nur Daten eines
einzelnen Benutzers betrachtet, wobei jedoch keine Datenbeispiele der Objekte aus der
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Testmenge in der Trainingsmenge enthalten waren. Um die Mengenpaare zu generie-
ren, wurde pro Greifart zufällig ein Objekt ausgewählt. Die Datenbeispiele mit diesem
Objekt wurden als Testmenge verwendet, während die Datenbeispiele aller anderen
Objekte als Trainingsmenge verwendet wurden. Auf diese Weise wurde für jeden Be-
nutzer eine Serie von Mengenpaaren erzeugt, wobei jedes Objekt einer jeden Greifart
genau zwei Mal für die Testmenge verwendet wurde. Dabei die Testmenge eine Größe
von 60 Datenbeispielen, während die Trainingsmenge aus 180 Beispielen bestand. Die
Kombinationen zwischen Greifarten, d.h. welches Objekt einer Greifart ausgewählt
wurde, waren zufällig. Es wurde jedoch sichergestellt, dass jede Permutation nur ein-
mal vorkam. Wie beim „Einzelner Benutzer, gesehene Objekte“-Szenario wurden der
Durchschnitt der Klassifikationsleistung über alle Mengenpaare aller Benutzer gebil-
det
Gruppe, gesehene Objekte Die Einteilung der Mengenpaare erfolgte analog
zum Szenario „Einzelner Benutzer, gesehene Objekte“, allerdings auf Basis der Da-
ten aller Benutzer anstatt eines einzelnen Benutzers. Zusätzlich wurde sichergestellt,
dass die gleiche Anzahl Datenbeispiele von jedem Nutzer ausgewählt wurde. Für jede
Kombination aus Benutzer und Objekt wurden zwei zufällig gewählte Beispiele aus
der Trainingsmenge herausgenommen und in die Testmenge verschoben. Die Trai-
ningsmenge war somit 1152 Beispiele groß, während die Testmenge aus 288 Daten-
beispielen bestand.
Gruppe, ungesehene Objekte Auch hier erfolgte die Aufteilung analog zum
entsprechenden Einzelbenutzer Szenario („Einzelner Benutzer, ungesehene Objekte“),
wobei hier wieder Datenbeispiele aller Benutzer verwendet wurden. Es wurden insge-
samt 8 Mengenpaare erzeugt, wobei bei jedem Paar pro Greifart die Daten eines zu-
fällig ausgewählten Objektes von der Trainings- in die Testmenge verschoben wurden.
Die Trainingsmenge setzte sich aus 1080 Beispielen und die Testmenge aus 360 Bei-
spielen zusammen. Auch bei diesem Szenario wurde wieder sichergestellt, dass sich
keine Permutation wiederholte und dass jedes Objekt genau zweimal für die Testmen-
ge ausgewählt wurde.
ungesehener Benutzer, gesehene Objekte Bei diesem Szenario wurden die
Daten eines Benutzers aus der Trainingsmenge entfernt und für die Testmenge ver-
wendet. Dies bedeutet, dass der Klassifikator kein Trainingsbeispiel des zum Testen
verwendeten Benutzer vorher zu Gesicht bekommen hatte. Es wurde pro Benutzer
ein Datenpaar erzeugt, wobei die Trainingsmenge alle Datenbeispiele enthielt bis auf
diejenigen, die von dem ausgewählten Benutzer stammten, d.h. insgesamt 1200 Bei-
spiele. Die Testmenge wurde dann aus allen Daten des Benutzers gebildet und bestand
aus 240 Beispielen. Da Daten von insgesamt sechs Versuchsteilnehmer aufgezeichnet
wurden, wurden auf diese Art sechs disjunkte Mengenpaare erzeugt.
ungesehener Benutzer, ungesehene Objekte Bei diesem Szenario hatte der
Klassifikator weder die Objekte noch die Benutzer, welche beim Testen verwendet
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wurden, beim Training gesehen. Daher stellt dieses Szenario auch die höchsten An-
forderungen an die Generalisierungsfähigkeit des Klassifikators. Um Trainings- und
Testmengen zu erzeugen, wurden die Daten zunächst auf Grundlage der Benutzer auf-
gespalten, wie auch im Szenario „ungesehener Benutzer, gesehene Objekte“ der Fall.
Anschließend wurde für jede dieser sechs Benutzeraufteilungen zwei zufällige Objek-
taufteilungen erzeugt, wobei für jede Greifart ein Objekt ausgewählt wurde. Daten des
ausgewählten Objekts wurden aus der Trainingsmenge entfernt, wohingegen nur Da-
ten dieses Objektes (bezogen auf die jeweilige Greifart) in der Testmenge verblieben.
Auf diese Weise wurden insgesamt zwölf Mengenpaare erzeugt, wobei die Größe der
Testmenge jeweils 60 und die Trainingsmenge jeweils 900 Datenbeispiele umfasste.
Ergebnisse
Jeder der 38 Klassifikationsalgorithmen wurde mit jedem Datenpaar in jedem Szenario
evaluiert. Dabei wurde jeweils der Prozentsatz der korrekt erkannten Beispiele ermit-
telt. Aus Platzgründen kann nicht für jedes Szenario die komplette Tabelle mit den Er-
gebnissen aller Mengenpaare wiedergegeben werden. Die Klassifikationsleistung wur-
de für jedes Szenario zusammengefasst, indem Durchschnitt und Standardabweichung
über alle Einzelleistungen innerhalb eines Szenarios gebildet wurden. Die Ergebnisse
sind in Tabelle 5.5 aufgeführt. Neben den durchschnittlichen Leistungen in den ver-
schiedenen Szenarien sind die Ergebnisse der Kreuzvalidierung angegeben. Die Ge-
samtleistung wurde errechnet, indem über die Einzelleistungen in den verschiedenen
Szenarien und das Ergebnis der Kreuzvalidierung der Durchschnitt gebildet wurde.
Zuletzt ist noch die durchschnittliche Laufzeit eines einzelnen Tests angegeben. Die-
ser Wert ist abhängig von der verwendeten Hardware und kann daher nur als relativer
Vegleichswert zwischen den verschiedenen Algorithmen dienen.
Die Ergebnisse in der Tabelle sind nach der Gesamtleistung absteigend sortiert. Es
sei betont, dass der Klassifikator mit der besten Gesamtleistung nicht auch in jedem
Einzelszenario der Beste ist. Daher wurde das Ergebnis des besten Klassifikators in
einem bestimmten Szenario jeweils in fetter Schrift hervorgehoben. In kursiver Schrift
sind zudem die Klassifikatoren angegeben, die laut McNemar-Test eine nicht signifi-
kant schlechtere Leistung erbracht haben.
Im Folgenden sind die Ergebnisse für jedes Szenario zusammengefasst:
ã Einzelner Benutzer, gesehene Objekte – Mit 99.48% konnte der KStar-
Algorithmus eine sehr zuverlässige Klassifikationsrate erreichen. Dies ist der
Tatsache geschuldet, dass kaum Generalisierungsleistung nötig ist, da sowohl
der Benutzer bekannt ist, als auch von jedem Objekt Trainingsbeispiele in der
Testmenge vorhanden waren. Nicht signifikant schlechter waren IB1, LibSVM,
Gauß-Prozesse (engl. Gaussian processes), RBF Network, Multilayer Percep-
tron, SMO, LMT, Simple Logistic, Random Forest, und verschiedene Regres-
sionsalgorithmen. Da Gauß-Prozesse (9.3ms pro Test) und KStar (28.5ms) ei-
ne relativ lange Laufzeit haben, kann der IB1 (2.4ms) als nächstbessere Wahl
betrachtet werden. Die kürzeste Laufzeit bei immer noch sehr guter Leistung
erreichte das Multilayer Perceptron mit 0.1 Millisekunden.
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ã Einzelner Benutzer, ungesehene Objekte – Da hier durch die ungesehenen
Objekte eine etwas höhere Generalisierungsfähigkeit erforderlich ist, sank die
beste Klassifikationsleistung in diesem Szenario auf 84.45% ab. Diese wurde
vom SMO Algorithmus erreicht, welcher auch ein relativ kurze Laufzeit hat.
Nicht signifikant schlechter waren Gaussian Processes, IB1, LibSVM, und Mul-
tilayer Perceptron.
ã Gruppe, gesehene Objekte – Für diesen Fall, in dem der Benutzer einer aus ei-
ner bekannten Gruppe von Benutzern ist, konnte mit 98.79% eine Erkennungs-
rate erreicht werden, die fast so gut wie beim entsprechenden Einzelbenutzer
Fall ist. Diese beste Leistung wurde wieder vom KStar-Algorithmus erbracht,
gefolgt von IB1 und LibSVM. Letzerer wäre die beste Wahl, falls eine kurze
Laufzeit gefragt wäre. Die Gaussian Processes hatten ebenfalls eine nicht signi-
fikant schlechtere Erkennungsrate.
ã Gruppe, ungesehene Objekte – Auch hier sank für die ungesehenen Objekte
die Klassifikationsleistung ab, in diesem Fall auf 87.12%. Der klar beste Klassi-
fikator in diesem Szenario war Gaussian Processes und alle anderen Klassifika-
toren hatten eine signifikant schlechtere Erkennungsrate.
ã ungesehener Benutzer, gesehene Objekte – Für den Fall, dass der Benutzer
ungesehen ist, sinkt die Erkennungsrate in ähnlichem Maße wie bei ungesehenen
Objekten ab. Mit 84.44%, war wieder Gaussian Processes am besten gefolgt von
den nicht signifikant schlechteren SMO, LibSVM und Multilayer Perceptron
Klassifikatoren.
ã ungesehener Benutzer, ungesehene Objekte – Für den Fall, dass sowohl Be-
nutzer als auch Objekte ungesehen sind, sinkt die Erkennungsrate aufgrund der
hohen Anforderung an die Generalisierungsfähigkeit am Meisten ab. Hier wurde
die beste Leistung von LibSVM mit 77.36% erbracht, dicht gefolgt von Gaussi-
an Processes mit 77.08%, der jedoch eine niedrigere Standardabweichung hatte.
Alle anderen Klassifikatoren hatten eine signifikant schlechtere Klassifikations-
rate.
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In der Spalte „Gesamt“ ist der Durchschnitt der Klassifikationsleistung über die
einzelnen Szenarien angegeben. Dieser Wert gibt an, wie gut die Leistung eines Klas-
sifikators insgesamt ist. Hierbei führt der Gaussian Processes Klassifikator mit 89.59%
Erkennungsrate. Die Standardabweichung gibt hier an, wie stark die Klassifikations-
leistung zwischen den einzelnen Szenarien schwankt. Dies ist also insbesondere nicht
der Durchschnitt der Standardabweichungen in den einzelnen Szenarien.
Die durchnittlichen Laufzeiten pro Test wurden bestimmt, indem die Laufzeit über
alle Tests summiert und durch die Anzahl der Tests geteilt wurde. Diese sind in der
letzten Spalte von Tabelle 5.5 angegeben. Wie man sieht, bewegen sich die meisten
Laufzeiten innerhalb der selben Größenordnung. Ausnahmen bilden Gaussian Pro-
cesses und diverse „lazy learner“-Verfahren, welche eine relativ lange Laufzeit ha-
ben, da viele Trainingsbeispiele während der Tests durchsucht werden müssen. Dieser
Laufzeitunterschied wird sich vermutlich mit zunehmender Größe der Trainingsmenge
noch weiter vergrößern.
Zur weitergehenden Analyse wurde in dieser Studie noch die Konfusionsmatrix al-
ler Tests für den besten Klassifikator, hier Gaussian Processes, ermittelt. In den Zeilen
dieser Matrix sind die korrekten Klassen der gezeigten Beispiele aufgeführt. In den
Spalten der Matrix sind die Klassen angegeben, als die das jeweils gezeigte Beispiel
erkannt wurden. Eine korrekte Antwort steht also immer auf der Diagonalen der Ma-
trix während falsch klassifizierte Beispiele (Konfusion) in den anderen Zellen zu finden
sind. Für die bessere Verständlichkeit wurden die Zahlen in der Matrix normalisiert,
indem sie durch die Gesamtzahl an Beispielen pro Greifart geteilt wurden. Eine Klasse
die immer perfekt erkannt worden wäre, würde also durch eine 1 auf der Diagonalen
und Nullen im Rest der Zeile ausgezeichnet werden. Die resultierende Konfusionsma-
trix ist in Tabelle 5.6 dargestellt.
Spitzgriff Faustgriff Kugelgriff Zangengriff Hakengriff Seitgriff
Spitzgriff 0.9592 0.0040 0.0007 0.0285 0.0071 0.0006
Faustgriff 0.0085 0.9321 0.0057 0.0120 0.0400 0.0018
Kugelgriff 0.0030 0.0012 0.9918 0.0030 0.0000 0.0010
Zangengriff 0.0156 0.0047 0.0012 0.9785 0.0000 0.0000
Hakengriff 0.0003 0.0245 0.0002 0.0000 0.9710 0.0040
Seitgriff 0.0029 0.0002 0.0002 0.0000 0.0016 0.9951
Tabelle 5.6.: Die normalisierte Konfusionsmatrix aller Tests für den Gauß-Prozess Klassifi-
kator. (Zeile = gezeigtes Beispiel, Spalte = klassifiziert als)
Die Einträge auf der Diagonalen der Matrix repräsentieren den Prozentsatz der Bei-
spiele einer Greifart, die richtig klassifiziert wurden. Da, wie gezeigt wurde, der Gauß-
Prozess Klassifikator eine recht gute Erkennungsleistung erbringt, ist dieser Wert für
alle Klassen relativ hoch. Die anderen Werte in der Matrix geben den Prozentsatz
der Fehlklassifikationen zwischen der gezeigten und der klassifizierten Greifart an.
Dabei kann man Tendenzen zu besonders schwierig zu unterscheidenden Paaren von
Greifarten erkennen. Wie schon auf Grundlage der Visualisierung des Datenraumes
(Sammon-Projektion) in Abschnitt 5.3.1 (S. 85f) absehbar war, stechen besonders Ver-
wechslungen zwischen Faustgriff und Hakengriff und zwischen Spitzgriff und Zan-
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gengriff als problematisch heraus. Im Gegensatz dazu sind Kugelgriff und Seitgriff
relativ gut von allen anderen Greifarten zu unterscheiden. Die Konfusionsmatrizen
für andere Klassifikatoren, die ähnlich gute Leistung erbringen, z.B. der IB1, zeigten
ähnliche Muster. Dies weist auf eine Problematik hin, die inhärent im Datensatz bzw.
der gewählten Taxonomie liegt und weniger auf die Leistung einzelner Klassifikato-
ren zurückzuführen ist, wenn es darum geht, die oben angesprochenen Greifarten zu
unterscheiden.
Diskussion
Durch diese erste Studie wurde gezeigt, dass automatische Erkennung von Greifar-
ten, basierend auf den unkalibrierten Rohdaten eines Datenhandschuhs, mit durchaus
verlässlichen Erkennungsraten durchgeführt werden kann. Wie verlässlich hängt dabei
von dem Anwendungsszenario ab. Eine sehr verläßliche Erkennungsrate von um die
98% kann in Szenarien erreicht werden, bei denen ein Einzelbenutzer oder eine feste
Gruppe von Benutzern das System trainiert und in denen die Objekte, mit denen inter-
agiert wird, vorher feststehen. Zur Erzeugung von Trainingsdaten müsste dann jeder
Benutzer jedes Objekt ein paar Mal (im Fall der vorliegenden Studie 10 Mal) greifen.
In Fällen, in denen entweder die pontentiellen Benutzer oder die benutzten Objekte
nicht vorher feststellbar sind, kann mit einer Erkennungsrate von ca 85% immer noch
eine relativ verlässliche Erkennungsrate erreicht werden. Aber auch in dem Fall mit
den höchsten Generalisierungsanforderungen (ungesehene Objekte, ungesehener Be-
nutzer) ist mit ca. 77% eine immer noch brauchbare Erkennungsrate erzielbar. Dies gilt
insbesondere falls gelegentliche Fehlklassifikationen nicht kritisch sind. Beim “Acti-
on Capture“ wäre z.B. in einem solchen Fall nur eine unpassende Animation das Er-
gebnis, d.h. die Greifart der animierten Figur würde nicht der Greifart entsprechen,
die der Benutzer vorgemacht hat. Weitere Anwendungen wären z.B. öffentliche Spiel-
oder Unterhaltungsinstallationen oder Anwendungen, bei denen es möglich ist, falsch
klassifizierte Griffe zu wiederholen.
Durch die Untersuchung der durchschnittlichen Erkennungsleistung der Klassifi-
katoren in allen Szenarien konnte eine Liste von Klassifikationsalgorithmen zusam-
mengestellt werden, die am besten für die vorliegende Problemstellung geeignet sind.
Dabei stellte sich der Gauß-Prozesse Klassifikator (engl. Gaussian processes) als ins-
gesamt am besten geeignet heraus. In zwei der sechs untersuchten Szenarien war die
Leistung dieses Algorithmus signifikant besser als alle anderen Klassifikatoren. In den
anderen Szenarien war die Erkennungsleistung nicht signifikant schlechter als die des
jeweils Besten. Einige andere Klassifikatoren zeigten auch eine durchweg gute Er-
kennungsleistung, insbesondere IB1, Support Vector Maschinen (LibSVM) und Mul-
tilagen Perzeptron (MultilayerPerceptron). Von diesen zeichnen sich insbesondere die
letzten beiden zudem durch eine deutlich schnellere Laufzeit aus. Dies kann bei in-
teraktiven Echtzeitanwendungen, wie sie mit der virtuellen Realität gegeben sind, ein
entscheidender Vorteil sein.
Betrachtet man die Leistung der Klassifikationsalgorithmen in Hinblick auf die Ka-
tegorien, zu denen sie gehören, so lässt sich feststellen, dass manche Kategorien in
der vorliegenden Problemdomäne generell eine bessere Leistung aufweisen als ande-
re. Zum Beispiel erbrachten alle „lazy learners“ eine zufriedenstellende (mit IB1 sogar
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gute) Leistung, wohingegen die Bayes’schen Klassifikatoren alle eher schlechte Erken-
nungsraten bieten konnten. Im Mittelfeld schnitten Entscheidungsbäume leicht besser
ab als regelbasierte Klassifikatoren. Die Leistung bei den Funktionsapproximatoren
war sehr unterschiedlich. Wärend manche davon einige der schlechtesten Erkennungs-
raten überhaupt aufwiesen, gehören auch vier der fünf besten Klassifikatoren zu dieser
Kategorie.
5.3.2. Anschlussstudie zur Verbesserung der
Generalisierungsfähigkeit
Die Ergebnisse der ersten Studie wurden erreicht, indem die verschiedenen Klassifika-
tionsalgorithmen des Datamining-Pakets „Weka“ direkt und ohne weitere Optimierun-
gen auf den rohen Eingabedatensatz angewendet wurden. In Szenarien mit niedrigen
Generalisierungsanforderungen (bekannte Benutzer, bekannte Objekte) wurden dabei
auch sehr gute Erkennungsleistungen erzielt. Die Erkennungsleistung für die Szenari-
en mit stärkeren Anforderungen an die Generalisierungsfähigkeiten der Klassifikato-
ren ist jedoch noch verbesserungswürdig. In einer Anschlussstudie wurden daher ver-
schiedene Methoden untersucht, um diese Generalisierungsfähigkeit zu erhöhen. Dazu
gehören Vorverarbeitung der Eingabedaten durch z.B. Dimensionsreduktion oder Nor-
malisierung und Kombination von Klassifikatoren zu Ensembles.
An dieser Stellen sollen nur die generelle Methode und die wichtigsten Ergebnisse
dieser Anschlussstudie wiedergegeben werden. Ein ausführlichere Darstellung findet
der interessierte Leser in [HBAJ08].
Vorverarbeitung der Eingabedaten durch Hauptkomponentenanalyse
Der 22-dimensionale Originaldatensatz aus Sensordaten, wie sie vom Datenhand-
schuh geliefert werden, enthält möglicherweise redundante korrelierte oder überflüs-
sige Werte. Diese können ein Problem für die Klassifikatoren darstellen und de-
ren Generalisierungsfähigkeit reduzieren. Ein gängiges statistisches Verfahren, um
die Dimensionalität eines Datensatzes zu reduzieren, unkorrelierte Merkmale zu ex-
trahieren und verstecktes Rauschen zu dämpfen, ist die Hauptkomponentenanaly-
se (engl. Principal Component Analysis, kurz: PCA), auch bekannt als Karhunen-
Loeve-Transformation [Fuk90]. Dabei wird die Dimensionalität eines Datenraumes
reduziert, indem die hochdimensionalen Ursprungsvektoren auf niedrigdimensionale
Hauptkomponenten abgebildet werden, wobei so viel Varianz wie möglich aus dem
Originaldatensatz erhalten bleibt. Die Hauptkomponenten haben die Dimensionalität
des Usprungsdatensatzes und können durch Linearkombination zu Vektoren beliebi-
ger Dimensionalität zusammengesetzt werden. Die erste Hauptkomponente enthält die
größte Varianz. Jede weitere Hauptkomponente fügt weitere Varianz hinzu, so dass
durch Wahl der Anzahl der Hauptkomponenten (also die Dimensionalität des trans-
formierten Datensatzes) ein Kompromiss zwischen Erhaltung der Varianz und Dimen-
sionsreduktion bzw. Glättung eingegangen werden kann. Hauptkomponentenanalyse
ist ein Standardverfahren, das schon für eine Vielzahl von Klassifikationsaufgaben er-
probt wurde, wie z.B. Gesichtserkennung [TP91], Sprachverarbeitung [LZN+05] und
Bewegungsanalyse [Bow00].
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Die Auswirkungen der PCA auf die Erkennungsleistung der Klassifikatoren wurde
durch zwei Experimente evaluiert. Dazu wurden zwei PCA-transformierte Datensät-
ze erzeugt und die Klassifikatoren damit nach der in Abschnitt 5.3.1 („ Methodik der
Klassifikatorevaluation“, S. 87ff) beschriebenen Methodik trainiert und getestet. Der
erste Datensatz wurde auf 17 Dimensionen reduziert, wobei 99% der ursprünglichen
Varianz erhalten blieben. Der zweite Datensatz hatte 12 Dimensionen und erhielt da-
mit 95% der Varianz. Um keine versteckten Informationen aus dem Gesamtdatensatz
über die Transformation einzuschleusen, wurde nicht der Gesamtdatensatz transfor-
miert und anschließend in Trainings- und Testmenge aufgespalten. Stattdessen wur-
den zuerst die Mengenpaare (analog zu der ersten Studie) gebildet und anschließend
für jedes Datenpaar die PCA basierend auf der Trainingsmenge durchgeführt und die
Klassifikatoren mit der transformierten Trainingsmenge trainiert. Die Testmenge wur-
de anschließend anhand der aus der Trainingsmenge ermittelten Hauptkomponenten in
den entsprechenden PCA-Raum abgebildet. Die Evaluation des Klassifikators wurde
dann mit dieser transformierten Testmenge durchgeführt. Durch diesen Prozess wurde
zudem sichergestellt, dass keine Informationen aus der Testmenge die PCA beinflusst
haben.
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In Tabelle 5.7 sind die Ergebnisse der Evaluation mit 12 Hauptkomponenten zu
sehen. In Bezug auf die Rangliste der Klassifikatoren bleibt die generelle Tendenz
der vorherigen Studie erhalten, wobei Gaussian Processes, IB1, Multilayer Perceptron
und SMO die beste Leistung erbringen. Die Leistung des Support-Vector-Machine-
Klassifikators (LibSVM) ist jedoch hier um einige Ränge nach hinten gerutscht. In
Bezug auf die Erkennungsrate konnte leider keine signifikante Verbesserung festge-
stellt werden, allerdings verschlechterte sich die Erkennungsleistung trotz geringerer
Zahl der Eingabemerkmale auch nicht. Für einige Klassifikatoren konnte die Gene-
ralisierungsfähigkeit im “ungesehen, ungesehen”-Szenario leicht verbessert werden.
Die Leistung des IB1 stieg dort z.B. von 66.39% auf 70.56% an. Die Laufzeit für die
Tests wurde bei allen Klassifikatoren deutlich reduziert. Allerdings muss festgestellt
werden, dass jeder zu klassifizierende Datenpunkt zunächst in den PCA-Raum trans-
formiert werden muss. Die Rechenzeit dafür ist in der Laufzeit nicht enthalten, da die
Laufzeitmessung direkt von Weka und die PCA-Transformation für Weka “unsichtbar”
vorgenommen wurde.
Tabelle 5.8 zeigt die Ergebnisse der Evaluation mit 17 Hauptkomponenten. Hier fiel
die Leistung der LibSVM nicht ganz so stark ab wie bei 12 Dimensionen und rangiert
auf dem vierten Platz nach Gaussian Processes, IB1 und Multilayer Perceptron. Beim
Vergleich mit Tabelle 5.7 bleibt leider unklar, welche Anzahl an Hauptkomponenten
besser geeignet ist. Abgesehen von LibSVM gibt es keinen Klassifikator bei dem die
Erkennungsleistung für die höhere Anzahl an Dimensionen in allen Szenarien durch-
gängig besser wäre.
Zusammenfassend kann man sagen, dass für die Szenarien mit geringen bis mitt-
leren Anforderungen an die Generalisierungsfähigkeiten keine signifikante Verbesse-
rung durch Vorverarbeitung der Daten mittels PCA erreicht werden konnte. Eine leich-
te Verbesserung konnte jedoch für einzelne Klassifikatoren im Szenario mit den stärk-
sten Anforderungen (ungesehener Benutzer, ungesehene Objekte) festgestellt werden.
Liegen in einem Anwendungsszenario solche Bedingungen vor, wie z.B. bei öffentli-
chen Installationen, kann die Leistung mit PCA verbessert werden. Ein weiterer Vorteil
der Methode ist die Reduktion der Laufzeiten, was sich besonders bei Klassifikatoren
mit relativ langen Laufzeiten, wie z.B. Gaussian Processes, auszahlt. Die Reduktion
der Laufzeit kann gerade bei interaktiven Echtzeitandwendungen eine wichtige Rolle
spielen.
Kombination von Klassifikatoren
Als weitere Möglichkeit zur Verbesserung der Generalisierungsfähigkeit wurde die
Kombination mehrerer einzelner Klassifikatoren zu einem Klassifikatorensemble in
Betracht gezogen. Eigenständige Klassifikationsvefahren, so wie sie in der ersten Stu-
die evaluiert wurden (im Folgenden als Basisklassifikatoren bezeichnet), können auf
verschiedene Weisen zu sogenannten Metaklassifikatoren [CS97] kombiniert werden.
Die Idee dabei ist, dass eine Gruppe von Klassifikatoren eher in der Lage ist, kol-
lektiv die Schwächen individueller Klassifikatoren auszugleichen. Die Ergebnisse der
Basisklassifikatoren werden dabei auf verschiedene Weisen zu einem Gesamtergebnis
zusammengefügt, im einfachsten Falle z.B. durch Mehrheitswahl.
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Generell gibt es bei der Bildung von Metaklassifikatoren zwei grundlegende An-
sätze. Bei dem einen Ansatz werden verschiedene Instanzen des gleichen Klassifikati-
onsalgorithmus mit leicht variierenden Datensätzen trainiert. Dadurch können Überan-
passungen an einen bestimmten Datensatz ausgeglichen werden, welche die Genera-
lisierungsfähigkeit verringern würden. Bei dem anderen Ansatz werden verschieden-
artige Klassifikationsalgorithmen mit dem gleichen Datensatz trainiert und deren Ein-
zelergebnisse zu einem Gesamtergebnis kombiniert. Einige der gängigsten Metaklas-
sifikationsverfahren heißen Voting, Bagging, Boosting und Stacking. Für einen Über-
blick über dieses umfangreiche Themengebiet des maschinellen Lernens siehe [Die00]
oder [Pol06].
Eine erschöpfende Untersuchung aller möglichen Kombinationsmöglichkeiten ist
aufgrund der kombinatorischen Explosion unrealistisch. Diese Anschlussstudie stützt
ihre Untersuchungen daher auf die Erkenntnisse aus der ersten Studie zur Evaluierung
der Basisklassifikatorn, wobei je nach Metaklassifikationsverfahren unterschiedliche
Strategien zum Einsatz kamen. Insbesondere wurden solche Klassifikatoren für die
Kombination ausgewählt, die in der ersten Studie schon gute Einzelleistungen erbracht
hatten. Die Implementierung der Metaklassifikatoren wurde wieder aus der Weka Da-
tamining Software verwendet, so dass sich die Auswahl der Algorithmen auf die dort
vorhandenen beschränkt.
Die Methode der Evaluierung der Klassifikationsleistung war identisch mit der er-
sten Studie. Es wurden jeweils wieder die sechs Szenarien untersucht, wobei die Paare
von Trainings und Testmengen auf die gleiche Art und Weise erzeugt wurden.
Boosting und Bagging einzelner Klassifikationsalgorithmen Bagging
(oder bootstrap aggregating) [Bre96] und Boosting [FS97] sind Verfahren, bei denen
mehrere Instanzen des selben Klassifikationsalgorithmen mit leicht variierenden Da-
tensätzen trainiert werden, um Überanpassung (engl. Overfitting) zu vermeiden. Die
Idee beruht auf der Beobachtung, dass die durch Training erzeugten Modelle einiger
Algorithmen des maschinellen Lernens sehr stark von der Beschaffenheit der Trai-
ningsdaten abhängen. So kann z.B. das Lernen mit zwei verschiedenen Datensätzen zu
gänzlich unterschiedlich strukturieren Entscheidungsbäumen führen, auch wenn beide
Datensätze die Problemdomäne gut repräsentieren. Um dieser Problematik zu begeg-
nen, werden bei Boosting und Bagging eine Reihe neuer Trainingsdatensätze aus den
Originaldaten erzeugt und für jeden dieser neuen Datensätze jeweils eigene Basisklas-
sifikatoren trainiert. Die endgültige Entscheidung der erkannten Klasse wird durch
Mehrheitsentscheid auf Grundlage der Ergebnisse der Basisklassifikatoren getroffen.
Der Unterschied zwischen Bagging und Boosting liegt in der Art und Weise, wie die
neuen Trainingsdatensätze erzeugt werden. Beim Bagging werden zufällig Beispiele
aus dem Originaldatensatz ausgewählt und durch Duplikate anderer Beispiele ersetzt.
Die Basisklassifikatoren werden dann unabhängig voneinander auf einem jeweils ei-
genen Datensatz trainiert. Beim Boosting werden die neuen Trainingsdatensätze se-
quenziell erzeugt, wobei die Zusammensetzung eines neuen Trainingsdatensatzes von
der Erkennungsleistung des Klassifikators abhängt, der mit dem vorherigen Trainings-
datensatz trainiert wurde. Es gibt unterschiedliche Boosting Methoden, wobei die Art
und Weise, wie die Erzeugung der Trainingsdatensätze auf den vorherigen Datensätzen
beruht, variiert. Bei der AdaBoost Methode werden z.B. die Trainingsbeispiele stärker
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gewichtet, die von den vorherigen Klassifikatoren schlecht erkannt wurden. Auf diese
Weise werden Experten für bestimmte Teile der Problemdomäne herausgebildet. Im
Rahmen dieser Studie wurden neben dem Bagging die Methoden AdaBoostM1 und
MultiBoostAB aus dem Weka Softwarepaket untersucht.
Da bei Bagging und Boosting versucht wird die Leistung einzelner Klassifikations-
algorithmen zu verbessern, wurden diejenigen Klassifikatoren für die Evaluation aus-
gewählt, die schon in der ersten Studie gute Erkennungsraten aufgewiesen hatten. Ins-
besondere waren das diejenigen Klassifikatoren, die in jeweils einem Szenario die be-
ste oder eine (laut McNemar-Test) nicht signifikant schlechtere Leistung erzielt hatten.
Im Detail waren dies Gaussian Processes, LibSVM, KStar, LMT, RandomForest, IB1,
MultilayerPerceptron, SMO, SimpleLogistic, PLSClassifier, LinearRegression, M5P,
Logistic, und RBFNetwork. Jeder der drei untersuchten Metaklassifikationsvefahren
(Bagging, AdaBoostM1 und MultiBoostAB) wurden mit jedem dieser Algorithmen
als Basisklassifikator evaluiert.
Die Ergebnisse der Evaluation finden sich in Tabelle 5.9. Für jeden der Basisklassifi-
katoren ist diejenige Metamethode angegeben, die zum besten Gesamtergebnis geführt
hat. Vergleicht man die Erkennungsraten mit denen aus der ersten Studie (vgl. Tabel-
le 5.5, S. 94), so sieht man, dass mit Bagging und Boosting durchweg leichte Ver-
besserungen erreicht wurden. Die größten Leistungszuwächse sind in den Szenarien
mit höheren Generalisierungsanforderungen zu verzeichnen (insbesondere „ungesehe-
ner Benutzer, ungesehene Objekte“). Das Multilayer Perceptron konnte hier durch das
Bagging eine um fast 8% bessere Leistung erzielen als bei der Einzelevaluation. Für
die Szenarien, bei denen die Leistung vorher schon nahe an 100% lag, sind keine wei-
teren Leistungsverbesserungen zu verzeichnen. Die beste Gesamtleistung wurde auch
hier von Gaussian Processes unter MultiBoostAB mit 89.62% erbracht. Dies ist aller-
dings nur unwesentlich besser als die Erkennungsrate in der Einzelevaluation. Auch
die Steigerung im „ungesehen, ungesehen“-Szenario war nur unwesentlich. Die stärk-
ste Leistungssteigerung wurde beim M5P mit AdaBoostM1 erreicht und betrug 5.12%
Zuwachs gegenüber der Einzelleistung. Hier wurde auch die stärkste Steigerung in
einem einzelnen Szenario erreicht, welche 14.17% für das „ungesehen, ungesehen“-
Szenario betrug. Keine der verbesserten Leistungen anderer Klassifikatoren konnte
jedoch die Einzelleistung der Gaussian Processes aus der ersten Studie übertreffen.
Dieser Algorithmus bleibt also nach wie vor die erste Wahl. Sollte man sich z.B. aus
Performanzgründen für einen anderen Algorithmus entscheiden, so kann z.B. für das
Multilayer Perceptron mit Bagging eine deutliche Steigerung der Generalisierungsfä-
higkeit erreicht werden.
Auf die Frage welche der drei Metaverfahren (Bagging, AdaBoostM1 oder Mult-
iBoostAB) die höchste Leistungssteigerung erreichen konnten, kann keine eindeutige
Antwort gegeben werden. Dies hängt sehr stark vom zu verbesserten Basisklassifikator
ab. Überraschenderweise stand das einfachere Bagging den beiden Boosting Verfahren
in Sachen Leistungssteigerung keineswegs nach.
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Ensembles aus verschiedenartigen Klassifikationsalgorithmen Eine ein-
fache Methode, ein Klassifikatorensemble zu erzeugen besteht darin, zunächst unter-
schiedliche „Basisklassifikatoren“ unabhängig voneinander einzusetzen und das End-
ergebnis durch Mehrheitswahl aus den Einzelergebnissen zu bestimmen. Dies ist in
Weka durch das Voting Metaverfahren realisiert. Eine etwas aufwändigere Methode
ist das Stacking (stacked generalization [Wol92]). Auch dabei werden mehrere ver-
schiedene Basisklassifikatoren eingesetzt. Es findet jedoch keine Mehrheitswahl statt,
sondern es wird ein übergeordneter Klassifikator mit der Ergebnisse der Basisklas-
sifikatoren trainiert, welcher das Endergebnis bestimmt. In der Theorie kann dieser
„Oberklassifikator“ somit Wissen über die Stärken und Schwächen der Basisklassifi-
katoren aufbauen und diese entsprechend ausgleichen.
Die Möglichkeiten, Basisklassifikatoren zu Ensembles zu kombinieren, sind nahe-
zu unbegrenzt. Für diese Untersuchung wurden Klassifikatoren ausgewählt, die sich
als „Experten“ für problematische Entscheidungen zwischen einzelnen Greifarten eig-
nen. Wie bei der Betrachtung der Konfusionsmatrizen festgestellt (vgl. Abschnitt 5.3.1
„Ergebnisse“, S. 95), waren bestimmte Greifarten besonders schwierig zu unterschei-
den. Klassifikatoren, die eine solche Unterscheidung besonders gut vornehmen konn-
ten, wurden (ungeachtet deren Gesamterkennungsleistung) als Entscheidungsexperten
ausgewählt. Als Experte für die Unterscheidung zwischen Spitzgriff und Zangengriff
wurde „BayesNet“ und als Entscheidungsexperten zwischen Faustgriff und Haken-
griff wurden „OneR“ bzw. „REPTree“ ausgewählt. Jeweils zwei Entscheidungsexper-
ten wurden zusammen mit drei anderen Klassifikatoren (mit guter Gesamtleistung) zu
Fünfer-Komitees kombiniert und sowohl mit Stacking als auch mit Voting evaluiert.
Durch weitere Analyse der Konfusionsmatrizen wurden zudem diejenigen Klas-
sifikatoren bestimmt, die für jeweils eine der Greifarten den höchsten Wert auf der
Diagonalen hatten und somit diese Greifart am besten erkennen konnten. Dies waren
„HyperPipes“ für den Spitzgriff, „MultilayerPerceptron“ für Faust- und Zangengriff,
„SMO“ für den Kugelgriff und „IB1“ für Haken- und Seitgriff. Aus diesen Klassifika-
toren wurde ein Sechser-Komitee gebildet, wobei „IB1“ und „MultilayerPerceptron“
doppelt teilnahmen, da sie als Experten für zwei Greifarten galten. Diese Sechser-
Komitees wurden ebenfalls mit Stacking und Voting evaluiert. Als Oberklassifikatoren
für das Stacking wurden die fünf Klassifikatoren mit der besten Gesamterkennungslei-
stung (vgl. Tabelle 5.5, S. 94) ausgewählt.
Tabelle 5.10 zeigt die Ergebnisse der Evaluation, wobei die elf Ensembles mit der
besten Gesamtleistung in absteigender Reihenfolge sortiert aufgelistet wurden. Die
genaue Zusammensetzung der untersuchten Ensembles ist Tabelle 5.11 zu entnehmen.
Das erfolgreichste Ensemble war ein Sechser-Komitee aus je einem Experten für je-
de Greifart, welche durch Voting kombiniert wurden. Im „ungesehen, ungesehen“-
Szenario wurde damit eine relativ hohe Erkennungsrate von 75.83% erzielt. Die Ge-
samtleistung dieses Ensembles von 89.30% ist vergleichbar mit der Einzelleistung von
Gaussian Processes, konnte diese jedoch nicht übertreffen. Komitees aus Entschei-
dungsexperten konnten auch eine verlässliche Erkennungsleistung erzielen, die mit
einigen der besseren Einzelleistungen vergleichbar sind. Ein wirklicher Leistungsge-
winn konnte jedoch nicht erzielt werden, so dass sich der erhöhte Aufwand für ein
Klassifikatorensemble nicht ausgezahlt hat. Die Einzelleistung der Gaussian Proces-
ses blieb nach wie vor die beste erreichte Erkennungsrate in dieser Problemdomäne.
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Gesamtergebnis
In diesem Abschnitt werden die Erkenntnisse aus der ersten Studie und der An-
schlussstudie zur Verbesserung der Generalisierungsfähigkeit kurz zusammengefasst.
Als wichtigstes Ergebnis ist festzustellen, dass sich der Ansatz, Greifarten auf Grund-
lage der Rohdaten eines Datenhandschuhs wie des Cyberglove zu klassifizieren, als er-
folgreich herausgestellt hat. Der Vorteil dieses Ansatzes liegt vor allem darin, dass die
aufwändige Kalibrierung für jeden Benutzer entfallen kann. Je nach Anwendungssze-
nario und den damit verbundenen Anforderungen an die Generalisierungsleistung des
Klassifikators, wurden unterschiedlich verlässliche Erkennungsraten erreicht. Hoch-
gradig verlässlich, sogar annähernd perfekt (98 - 99% Erkennungsrate), funktioniert
die Erkennung von Greifarten für Anwendungen bei denen entweder ein Einzelbenut-
zer oder eine geschlossene Gruppe von Benutzern das System benutzen und bei denen
die Objekte, die gegriffen werden sollen, in Form und Größe feststehen. Ist eine der
beiden Größen (Objekte oder Benutzer) unbekannt, kann mit ca. 85% immer noch eine
recht verlässliche Erkennungsrate erreicht werden. Für Objekte bedeutet dies, dass die
Objekte sich während der Benutzung der Anwendung unvorhersehbar in Größe und
Form ändern können. Dies kann z.B. bei CAD-ähnlichen Anwendungen der Fall sein,
wenn Objekte z.B. frei skaliert oder Eckpunkte verschoben werden können. Ein an-
deres Beispiel wäre virtuelle Konstruktion, wobei Objekte zu Aggregaten zusammen-
gebaut werden können, und sich somit die Form des Aggregats ändert. „Unbekannte
Benutzer“ bedeutet, dass der Benutzer, welcher das System schlussendlich nutzt, nicht
am Training des Systems beteiligt war. Dies ist vor allem bei Szenarien gegeben, die
eine hohe Nutzerfluktuation aufweisen, so dass ein nutzerspezifisches Training unöko-
nomisch wäre. Ein Beispiel wären hier öffentliche Installationen, z.B. auf Messen, zur
Unterhaltung oder Information. Sind sowohl Benutzer als auch Objekte unbekannt, ein
Szenario welches dem Klassifikator die höchste Generalisierungsfähigkeit abverlangt,
so ist immer noch eine brauchbare Erkennungsrate von 77% erreichbar.
Als bester Klassifikationsalgorithmus für diese Problemdomäne hat sich der Gauß-
Prozess (engl. Gaussian Processes) Klassifikator herausgestellt. Dieser wies in zwei
der sechs Szenarien die klar beste Erkennungsrate auf und war in den anderen Szena-
rien nicht signifikant schlechter als der jeweils Beste. Die Versuche zur Verbesserung
der Generalisierungsfähigkeit änderten nicht viel an diesem Ergebnis. Zwar konnten
durch Dimensionsreduktion der Eingabedaten mittels Hauptkomponentenanalyse die
Leistungen einiger Klassifikationsalgorithmen vor allem in den Szenarien mit hohen
Generalisierungsanforderungen verbessert werden, allerdings übertrafen diese verbes-
serten Erkennungsraten niemals die unoptimierte Leistung des Gauß-Prozesse Klas-
sifikators. Für die Kombination mit Klassifikatorensembles ergab sich ein ähnliches
Bild. Für Gauß-Prozesse ergaben die Versuche zur Verbesserung der Generalisierungs-
fähigkeit nur statistisch insignifikante Leistungssteigerungen. Trotzdem wies er gegen-
über allen anderen verbesserten Klassifikatoren durchweg die beste Erkennungsrate
auf.
Dies wirft die Frage auf, ob die Erkennungsraten vielleicht nicht in den Leistun-
gen der Klassifikatoren, sondern in der Problemstellung an sich ihre Grenzen finden.
Die Visualisierung des Datenraumes (siehe „Visualisierung des Datensatzes“ in Ab-
schnitt 5.3.1, S. 85f) legte schon eine schwierige Unterscheidbarkeit mancher Greif-
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arten nahe. Die Analyse der Konfusionsmatrizen bestätigte diese Beobachtung. Eine
höhere Diversität der Datenbeispiele in den Szenarien mit hohen Generalisierungsan-
forderungen – durch eine höhere Variation der Handposturen für unbekannte Objek-
te und unbekannte Benutzer – dürfte die Klassengrenzen noch mehr verschwimmen
lassen. Es liegt der Schluss nahe, dass die Greifarten der Schlesinger-Taxonomie auf
Grundlage der Handposturdaten alleine (wie sie von den Sensoren eines Datenhand-
schuhs gemessen werden) in einem generellen Fall nur unzureichend separierbar sind.
Somit bleiben einige Fragen offen: Kann vielleicht durch eine andere Taxonomie mit
einer klareren Trennung der Klassen im Merkmalsraum der Handposturen eine bessere
Erkennungsrate erzielt werden? Kann sie vielleicht durch zu Zuhilfenahme weiterer
Merkmale wie Kontaktpunkte oder abgeleiteter Hilfsgrößen noch verbessert werden?
Oder bringt vielleicht schon die Klassifikation auf Basis der Gelenkwinkel anstelle von
Sensorrohdaten eine Verbesserung? Zudem bleibt die Frage, ob vielleicht ein Umstieg
von realen auf virtuelle Objekte einen Einfluss auf die Erkennung der Greifart hat.
Zum einen kann es sein, dass das fehlende mechanische Feedback die Greifarten in
ihrer Durchführung undeutlicher werden lässt. Zum anderen kann es aber auch sein,
dass der Benutzer aus dem gleichen Grund versucht die Greifarten betont deutlich
durchzuführen. Diesen Fragen wurde in den im Folgenden beschriebenen weiteren
Studien nachgegangen.
5.3.3. Zweite Studie (CG-H-R): Cyberglove-Rohdaten, neue
Taxonomie, reale Objekte
In Abschnitt 3.3 wurde eine neue, im Zuge dieser Arbeit entwickelte Taxonomie vorge-
stellt, die speziell auf die direkte Objektmanipulation in virtueller Realität zugeschnit-
ten ist. Neben dem Einbezug nicht-prehensiler Greifarten soll durch diese Taxonomie
mit ihrer Einteilung in wenige klar getrennte Klassen vor allem die automatisierte Er-
kennung von Greifarten möglichst erleichtert werden. Im Vergleich zur Schlesinger-
Taxonomie umfasst diese neue Taxonomie die doppelte Anzahl an Greifarten. Mit der
folgenden Studie sollte evaluiert werden, ob sich die Greifarten der neuen Taxono-
mie genauso gut, besser oder schlechter erkennen lassen, als die sechs Greifarten der
Schlesinger-Taxonomie. Zudem wurde bei der nachfolgenden Studie eine höhere An-
zahl an Testbenutzern aufgezeichnet. Damit sollte überprüft werden, ob eine Erhöhung
der Anzahl an Benutzern zu einer Verbesserung der Erkennungsrate führt.
Datenerfassung
Die Phase der Datenerfassung erfolgte weitestgehend nach den gleichen Methoden
wie bei der ersten Studie (siehe Abschnitt 5.3.1, „Datenerfassung“, S. 83ff). Der ver-
wendete Datenhandschuh war identisch. Im Gegensatz zur ersten Studie wurden nun
allerdings Daten von zwölf Benutzern aufgezeichnet. Dabei war die Benutzergruppe
der ersten Studie teilweise, jedoch nicht vollständig, in der Gruppe dieser Studie ent-
halten. Auch bei der zweiten Studie waren alle Versuchsteilnehmer männlich, rechts-
händig und im Alter zwischen 23 und 40 Jahren.
Da eine andere Taxonomie zugrunde gelegt wurde, wurden folglich auch andere
Objekte verwendet. Auch bei dieser Studie galt, dass für jede der Greifarten vier ver-
108
5.3. Erkennung basierend auf Rohdaten des Cyberglove
Greifart Objekte
Umfassungsgriff (wrap) Kochmesser, Badmintonschläger, Flasche, Hammer
Zeigefinger-Diagonalgriff
(index extension)
Stricknadel, Schuhbürste, Buttermesser, Zahnbürste
Lumbricalgriff (lumbrical) Teller, Schüssel, Frisbee, Spielkarten
Lateralgriff (lateral) Schlüssel, Kreditkarte, Diskette, Reisepaß
Dreipunktgriff (tripod) Kreide, Kugelschreiber, Lippenstift, Klinkenstecker
Rundgriff (surrounding) Tennisball, Deckel Marmeladenglas, Spaceball, Topfdeckel
Zangengriff (pincer) Buch, Maus, PDA, kleine Schachtel
Fingerspitzengriff (tip) Münze, Nagel, Pinzette, Reißverschluß
Zeigefinger-Kontaktgriff
(index push)
Telefon, Knopf auf Konsole, Schieberegler, Fernbedienung
Daumen-Kontaktgriff
(thumb push)
Knopf Gamepad, Kippschalter, großer Knopf Joystick, klei-
ner Knopf Joystick
Handflächen-Kontaktgriff
(platform push)
Tablett, runder Deckel, Locher, Tacker
Hakengriff (hook) Werkzeugkasten, Rucksack, Tasche mit langer Schlaufe,
Schubladengriff
Tabelle 5.12.: Zweite Studie: Die Greifarten und die dazugehörigen Versuchsobjekte.
schiedene Objekte gegriffen wurden, so dass sich nun bei zwölf Greifarten insgesamt
48 Objekte ergaben. Dabei wurde auch wieder auf den natürlichen Angebotscharakter
der Objekte in Bezug auf die vorgesehene Greifart sowie auf eine möglichst Große Va-
riabilität in Form und Größe geachtet. Eine Aufzählung der verwendeten Objekte ist
in Tabelle 5.12 zu finden. Abbildungen 5.3 und 5.4 zeigen Fotos der Objekte, wobei
auch die verwendete Greifart illustriert wird.
Insgesamt wurden bei der zweiten Studie somit 12 (Versuchsteilnehmer) × 48 (4
Objekte pro Greifart) × 10 (Durchgänge) = 5760 Datenbeispiele aufgezeichnet.
Visualisierung des Datensatzes
Da der Datensatz der zweiten Studie auf einer anderen Taxonomie basiert, wurde hier
erneut eine Visualisierung des Datenraumes analog zur ersten Studie durch SOM und
Sammon-Projektion erzeugt. Da das Eingabegerät identisch ist, ist auch die Struktur
des ursprünglichen Merkmalsraumes gleich. Allerdings ist die Verteilung der Klassen
im Merkmalsraum sowohl vor als auch nach der Dimensionsreduktion eine andere.
Abbildung 5.5 zeigt die resultierende Karte.
Auch bei dieser Karte wird deutlich, dass von der Handpostur her ähnliche Greifar-
ten in der Abbildung auch nahe beieinander liegen. Durch die insgesamt höhere An-
zahl an Greifarten ist die Verteilung der Klassen im Merkmalsraum etwas schwieriger
zu erkennen als in Abbildung 5.2. Generell lässt sich aber auch wieder die Tendenz
ablesen, dass einige Greifarten eigene abgegrenzte Gebiete einnehmen (z.B. platform,
indexextension, tip, pincer, lateral und hook), wohingegen andere Greifarten auf meh-
rere Teilbereiche der Karte verteilt auftreten (z.B. wrap, surrounding, indexpush, tri-
pod, thumbpush und lumbrical). Aufgrund der höheren Anzahl der Klassen und der
(zumindest in der Visualisierung) schlechter ausgeprägten Separierbarkeit ist mögli-
cherweise eine schlechtere Erkennungsrate gegenüber der ersten Studie zu erwarten.
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Umschließ-
ungsgriff
(wrap)
Zeigefinger-
Diagonalgriff
(index exten-
sion)
Tellergriff
(lumbrical)
Lateralgriff
(lateral)
Dreipunkt-
griff
(tripod)
Rundgriff
(surrounding)
Zangengriff
(pincer)
Spitzgriff
(tip)
Abbildung 5.3.: Versuchsobjekte der CG-H-R-Studie (prehensile Griffe).
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Zeigefinger-
Kontaktgriff
(index push)
Daumen-
Kontaktgriff
(thumb push)
Handflächen-
Kontaktgriff
(palm push)
Hakengriff
(hook pull)
Abbildung 5.4.: Versuchsobjekte der CG-H-R-Studie (nicht-prehensile Griffe).
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Abbildung 5.5.: Sammon-Projektion der Daten der CG-H-R-Studie mit neuer Taxonomie und
zwölf Benutzern.
Es bleibt jedoch das Ergebnis der Klassifikatorevaluation abzuwarten, ob diese Ver-
mutung tatsächlich eintritt.
Methodik der Klassifikatorevaluation
Die grundsätzliche Vorgehensweise zur Evaluation der verschiedenen Klassifikations-
algorithmen war identisch zur ersten Studie. Es wurden wieder die gleichen sechs Sze-
narien evaluiert und der Gesamtdatensatz mit den gleichem Methoden dem jeweiligen
Szenario entsprechend in verschiedene Paare von Trainings- und Testmenge aufgetei-
lit.
Erstmalig neu evaluiert wurde ein Klassifikator basierend auf dem Adaptive Topo-
logy Cascade-Correlation Algorithm (ATCC), welcher im Rahmen einer Diplomarbeit
am Institut für Informatik der TU Freiberg entwickelt wurde [Lie08]. Dieser Algorith-
mus basiert auf dem sogenannten consolidation learning, einer bestimmten Art neu-
ronaler Netze, welche inkrementelles Lernen ermöglichen und dabei das Vergessen
bereits gelernter Inhalte (engl. catastrophic forgetting) verhindern soll.
Um Vergleichbarkeit gegenüber den Ergebnissen der ersten Studie zu erreichen,
wurden zwei Durchläufe der Evaluation durchgeführt. Beim ersten Durchlauf wur-
den die Daten von nur sechs Versuchsteilnehmern verwendet, so dass die Anzahl der
Benutzer mit der ersten Studie übereinstimmt. Somit weicht lediglich die Taxonomie
und somit die Anzahl der Greifarten von der ersten Studie ab. Die Zahl der Objek-
te pro Greifart und die Zahl der Datenbeispiele pro Objekt blieb identisch, so dass
insgesamt eine Verdopplung der Größen von Trainings- und Testmengen resultierte.
Im zweiten Durchlauf wurden Daten von allen zwölf Versuchsteilnehmern verwen-
det. Durch die doppelte Anzahl an Benutzern und die doppelte Anzahl an Greifarten
ergab sich somit insgesamt eine Vervierfachung der Datenbeispiele. Durch einen Ver-
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gleich der Ergebnisse des zweiten Durchlaufs mit denen des ersten Durchlaufs sollte
festgestellt werden, ob eine Erhöhung der Benutzerzahl zu einer besseren Generalisie-
rungsfähigkeit der Klassifikatoren und somit zu einer besseren Erkennungsrate führt.
Die Tabellen 5.13 und 5.14 zeigen jeweils die Größen der Trainings- und Testmengen
für den ersten und den zweiten Durchlauf.
Szenario Aufteilung der Mengenpaare Trainings- Test-
(Benutzer, Ob-
jekte)
menge menge
#1 - Einzelner,
gesehene Objekte
Pro Benutzer (6) mal 6 Zufallssplits mit Daten
eines Benutzers – Testmenge: zwei zufällige
Beispiele pro Objekt.
384* 96*
#2 - Einzelner,
ungesehene Ob-
jekte
Pro Benutzer (6) mal 8 Paare (2 Serien von 4)
aus den Daten eines Benutzers. Testmenge -
Zwei Mal ein zufälliges Objekt pro Greifart.
360* 120*
#3 - Gruppe, ge-
sehene Objekte
6 Paare - wie bei #1 aber aus den Daten aller
Benutzer – Testmenge: zwei zufällige Beispie-
le pro Objekt und Benutzer
2304 576
#4 - Gruppe, un-
gesehene Objekte
8 Paare wie bei #2 aber aus den Daten aller
Benutzer.
2160 720
#5 - Benutzer un-
gesehen, gesehe-
ne Objekte
Pro Benutzer ein Paar (6) – Testmenge: alle
Daten des ausgelassenen Benutzers
2400 480
#6 - Benutzer und
Objekte ungese-
hen
12 Paare (2 Serien von 6) – Testmenge: erst
Aufteilung in Benutzer (wie bei #5), dann zwei
mal ein zufälliges Objekt pro Greifart rauslas-
sen (wie bei #2 und #4).
1800 120
Tabelle 5.13.: Aufteilung und Umfang der Test- und Trainingsmengen für die verschiedenen
Szenarien des ersten Durchlaufs der zweiten Studie. *: Die angegebene Zahl bezieht sich auf
die Anzahl Datenbeispiele pro Benutzer.
Ergebnisse
Auch für diese Studie wurden die Klassifikationsleistungen in den einzelnen Szenari-
en nach der gleichen Methode wie in der ersten Studie zusammengefasst. Die über die
einzelnen Mengenpaare gemittelte Erkennungsrate für die einzelnen Szenarien sowie
das Ergebnis der Kreuzvalidierung wurden herangezogen, um die durchschnittliche
Gesamtleistung zu errechnen. Diese Werte sind für die besten 33 Klassifikatoren in
Tabelle 5.15 und Tabelle 5.16 angegeben. Die Tabellen sind wieder nach der Gesamt-
leistung absteigend sortiert. Die jeweils beste Leistung in den einzelnen Szenarien
wurde in fetter Schrift hervorgehoben.
Tabelle 5.15 zeigt die Ergebnisse des Vergleichsdurchlaufs mit sechs Benutzern. Die
besten Leistungen in den einzelnen Szenarien waren wie folgt:
ã Einzelner Benutzer, gesehene Objekte – IB1 mit 99,60% (0.83 Standardab-
weichung).
ã Einzelner Benutzer, ungesehene Objekte – GaussianProcesses mit 89,34%
(4,18 Standardabweichung).
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Szenario Aufteilung der Mengenpaare Trainings- Test-
(Benutzer, Ob-
jekte)
menge menge
#1 - Einzelner,
gesehene Objekte
Pro Benutzer (12) mal 6 Zufallssplits mit Da-
ten eines Benutzers – Testmenge: zwei zufälli-
ge Beispiele pro Objekt.
384* 96*
#2 - Einzelner,
ungesehene Ob-
jekte
Pro Benutzer (12) mal 8 Paare (2 Serien von
4) aus den Daten eines Benutzers. Testmenge
- Zwei Mal ein zufälliges Objekt pro Greifart.
360* 120*
#3 - Gruppe, ge-
sehene Objekte
12 Paare - wie bei #1 aber aus den Daten aller
Benutzer – Testmenge: zwei zufällige Beispie-
le pro Objekt und Benutzer
4608 1152
#4 - Gruppe, un-
gesehene Objekte
8 Paare wie bei #2 aber aus den Daten aller
Benutzer.
4320 1440
#5 - Benutzer un-
gesehen, gesehe-
ne Objekte
Pro Benutzer ein Paar (12) – Testmenge: alle
Daten des ausgelassenen Benutzers
5280 480
#6 - Benutzer und
Objekte ungese-
hen
24 Paare (2 Serien von 12) – Testmenge: erst
Aufteilung in Benutzer (wie bei #5), dann zwei
mal ein zufälliges Objekt pro Greifart rauslas-
sen (wie bei #2 und #4).
3960 120
Tabelle 5.14.: Aufteilung und Umfang der Test- und Trainingsmengen für die verschiedenen
Szenarien des zweiten Durchlaufs der zweiten Studie.
ã Gruppe, gesehene Objekte – IB1 mit 99,54% (0,14 Standardabweichung).
ã Gruppe, ungesehene Objekte – GaussianProcesses mit 88,92% (6,25 Stan-
dardabweichung).
ã ungesehener Benutzer, gesehene Objekte – GaussianProcesses mit 79,24%
(11,40 Standardabweichung).
ã ungesehener Benutzer, ungesehene Objekte – MultilayerPerceptron mit
72,50% (11,22 Standardabweichung).
ã Kreuzvalidierung – KStar mit 99,48%.
ã Beste Gesamtleistung – GaussianProcesses 89,51% (11,02 Standardabwei-
chung).
Für den in Tabelle 5.16 vollständig angegebenen Durchlauf mit zwölf Benutzern
waren die jeweils besten Erkennungsleistungen wie folgt:
ã Einzelner Benutzer, gesehene Objekte – IB1 mit 99,70% (0.62 Standardab-
weichung).
ã Einzelner Benutzer, ungesehene Objekte – GaussianProcesses mit 89,63%
(4,43 Standardabweichung).
ã Gruppe, gesehene Objekte – IB1 mit 99,72% (0,08 Standardabweichung).
ã Gruppe, ungesehene Objekte – GaussianProcesses mit 89,62% (4,00 Stan-
dardabweichung).
ã ungesehener Benutzer, gesehene Objekte – GaussianProcesses mit 87,66%
(5,57 Standardabweichung).
114
5.3. Erkennung basierend auf Rohdaten des Cyberglove
ã ungesehener Benutzer, ungesehene Objekte – GaussianProcesses mit 79,79%
(9,78 Standardabweichung).
ã Kreuzvalidierung – KStar mit 99,67%.
ã Beste Gesamtleistung – GaussianProcesses 91,96% (7,38 Standardabwei-
chung).
Der in dieser Studie erstmals evaluierte ATCC-Klassifikator konnte eine solide Klas-
sifikationsleistung erzielen, konnte aber mit den Erkennungsraten der besten vier Klas-
sifikatoren nicht mithalten. Die Stärke dieses Klassifikators besteht jedoch in seiner
fortwährenden Trainierbarkeit, die in der vorliegenden Studie nicht zur Geltung kam.
Es bliebe zu untersuchen, inwieweit sich diese Stärke in Szenarien auszahlt, die eine
laufende Aktualisierung mit neuen Trainingsbeispielen erfordern.
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5. Automatische Erkennung von Greifarten
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Diskussion
Die Ergebnisse der zweiten Studie mit der neuen Taxonomie bestätigen die Erkennt-
nisse der ersten Studie auf Grundlage der Schlesinger-Taxonomie. Sowohl die gene-
relle Größenordnung der Erkennungsleistungen als auch das Muster der Änderung der
Erkennungsleistungen über die einzelnen Szenarien hinweg blieb gleich. Als am be-
sten geeignete Klassifikatoren wurden GaussianProcesses und IB1 bestätigt. Aber auch
MultilayerPerceptron und LibSVM konnten ihre gute Erkennungsleistung in beiden
Durchläufen behaupten und waren jeweils unter den besten fünf Klassifikatoren.
Klassifikator Taxonomie Einzel, Einzel, Gruppe, Gruppe, unges., unges., Gesamt
(# Nutzer) g. Obj. u. Obj. g. Obj. u. Obj. g. Obj. u. Obj.
Gaussian Schlesinger (6) 98,85 84,27 97,69 87,12 84,44 77,08 89,59
Processes Heumer (6) 99,42 89,34 99,28 88,92 79,24 71,18 89,51
Heumer (12) 99,54 89,63 98,77 89,62 87,66 79,79 91,96
IB1 Schlesinger (6) 99,25 83,75 98,73 84,14 80,07 66,39 87,27
Heumer (6) 99,60 87,99 99,54 86,81 77,26 67,85 88,34
Heumer (12) 99,70 88,41 99,72 87,95 82,17 73,33 90,12
libSVM Schlesinger (6) 99,48 83,16 99,07 82,36 78,40 66,81 86,87
Heumer (6) 99,54 88,75 99,28 88,87 76,60 71,671 89,16
Heumer (12) 99,60 88,36 99,13 88,90 80,96 74,44 90,07
Multilayer Schlesinger (6) 98,15 82,92 97,11 80,87 81,18 69,45 86,66
Perceptron Heumer (6) 99,37 88,59 98,06 86,63 76,81 72,50 88,72
Heumer (12) 99,59 89,10 97,24 86,62 83,61 76,77 90,01
Tabelle 5.17.: Vergleich der Erkennungsleistungen der insgesamt besten vier Klassifikations-
algorithmen zwischen der ersten Studie und den beiden Durchläufen der zweiten Studie.
Vergleicht man die Ergebnisse der beiden Durchläufe untereinander sowie mit den
Ergebnissen der Einzelklassifikatorevaluation der ersten Studie, so lassen sich einige
weitere Erkenntnisse gewinnen (siehe Tabelle 5.17). Zunächst ist festzustellen, dass
sich die Erkennungsrate trotz der mit zwölf Greifarten doppelt so umfangreichen Ta-
xonomie mit Vergleich zur ersten Studie (Schlesinger-Taxonomie mit sechs Greifar-
ten) nicht wesentlich verschlechtert hat. Schlechtere Erkennungsraten finden sich beim
Vergleichsdurchlauf mit sechs Benutzern vor allem in den Szenarien mit ungesehenen
Benutzern. Dieser Einbruch der Erkennungsleistung kann jedoch durch eine Erhöhung
der Anzahl an Benutzern wieder wettgemacht werden, wie sich beim zweiten Durch-
lauf mit 12 Benutzern herausgestellt hat. Insgesamt wird deutlich, dass eine Erhöhung
der Anzahl das System trainierender Benutzer tendentiell zu einer deutlichen Verbes-
serung der Generalisierungsfähigkeit führt4. Diese Tendenz zeigt sich bei allen vier
oben aufgeführten Klassifikatoren.
Betrachtet man die absolute Erkennungsrate, so konnte mit der zweiten Studie un-
ter Verwendung der neuen Taxonomie sogar ein neues Bestergebnis erzielt werden.
Im Szenario „ungesehener Benutzer, ungesehene Objekte“ konnte nun mit fast 80%
eine relativ beachtliche Erkennungsrate erzielt werden, bedenkt man die recht hohen
Anforderungen an die Generalisierungsfähigkeit des Klassifikators. In Bezug auf die
in dieser Arbeit neu vorgestellte Taxonomie wurde gezeigt, dass diese nicht nur einen
vollständigeren Satz an Greifarten (inklusive nicht-prehensiler Griffe) abdeckt, son-
4Dies gilt zumindest in Bezug auf einen Vergleich zwischen sechs und zwölf Benutzern und bezogen
auf die vorliegende Gesamtzahl an Trainingsbeispielen pro Szenario. Inwiefern sich dieser Trend bei
einer weiteren Erhöhung der Nutzerzahl fortsetzt, wäre jedoch in weiteren Untersuchungen zu klären.
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dern im Vergleich zur Schlesinger-Taxonomie genauso gute, in einzelnen Fällen sogar
bessere Erkennungsraten5 ermöglicht.
5.4. Erkennung basierend auf Gelenkwinkeln des
Fingertrackings
In zwei weiteren Studien sollten die Möglichkeiten zur automatischen Klassifikation
von Greifarten basierend auf der Handstellung in Form von Gelenkwinkeln ermittelt
werden. Als Eingabegerät für diese Studien wurde das optische Fingertracking der
Firma A.R.T. verwendet. Dieses bietet ein verlässliches und relativ robustes System
zur Kalibrierung und liefert direkt Gelenkwinkel als Daten. Wie in Abschnitt 2.3.3
(S. 18) erläutert, werden beim Fingertracking nur die Positionen der Endpunkte der
Fingerspitzen tatsächlich gemessen und die Gelenkwinkel durch inverse Kinematik
geschätzt. Dadurch kann es zu Abweichungen bei den ermittelten Gelenkwinkeln ge-
genüber der realen Fingerstellung des Benutzers kommen. Da das Kalibrierungsver-
fahren des Fingertrackings jedoch ausgereifter als das des Cyberglove ist und somit
trotz des Schätzverfahrens deutlich bessere Meßwerte für die resultierenden Gelenk-
winkel liefert, wurde für die Gelenkwinkel-basierte Klassifikation das Fingertracking
vorgezogen.
Technische Anmerkung: Zeitlich fanden diese Studien nach den Vorarbeiten zu
der in Abschnitt 5.3.1 beschriebenen ersten Studie (in [HBAWJ07] veröffentlicht), aber
vor der Durchführung ihrer erweiterten, engültigen Fassung (wie in [HBAJ08] veröf-
fentlicht) statt. Da zu dieser Zeit noch mit einer älteren Version des Weka Datamining
Toolkits gearbeitet wurde, war der Satz an evaluierten Klassifikationsalgorithmen nicht
so umfangreich wie in erstgenannter Studie. Insbesondere LibSVM und Gaussian Pro-
cesses waren in diesen Studien somit nicht enthalten.
Weiterhin war zum Zeitpunkt der Durchführung der ersten Fingertracking-Studie
(FT3-S-R) am LVRM nur eine dreifingrige Version des Fingertracking vorhanden.
Daher wurden bei dieser Studie auch nur drei Finger erfasst. Bei der zweiten
Fingertracking-Studie (FT5-S-V) waren jedoch weitere Fingertracking-Varianten (ins-
besondere die fünffingrige Variante) erschienen und angeschafft worden, so dass alle
fünf Finger erfasst werden konnten.
5.4.1. Dritte Studie (FT3-S-R): Fingertracking, Schlesinger-
Taxonomie, reale Objekte
Ziel dieser ersten Studie mit dem Fingertracking war es festzustellen, inwiefern sich
eine Klassifikation basierend auf Gelenkwinkeln des Fingertrackers im Gegensatz zu
den unkalibrierten Rohdaten des Cyberglove auf die Erkennungsrate auswirkt.
5Mit 12 Versuchsteilnehmern ist das Ergebnis durchgängig besser. Ein direkter Vergleich mit der CG-
S-R-Studie ist auf dieser Grundlage jedoch nicht unbedingt zulässig, da die Anzahl der Benutzer
u.U. einen größeren Einfluss auf die Erkennungsrate hat, als die Anzahl der Greifarten. Es zeigt sich
jedoch, dass auch bei der Vergleichsstudie mit sechs Benutzern in einzelnen Szenarien und für be-
stimmte Klassifikatoren mit der neuen Taxonomie eine bessere Erkennungsrate erzielt werden konnte.
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Da das Fingertracking über die Gelenkrotationen hinaus noch einige weitere Merk-
male erfasst, wurden zudem verschiedene Zusammensetzungen des Merkmalsvek-
tors exploriert. Insbesondere sollte für die Repräsentation der Rotationen der MCP-
Gelenke (also der Gelenke mit mehr als einem Freiheitsgrad), eine möglichst günstige
Darstellung gefunden werden.
Datenerfassung
Die Phase der Datenerfassung erfolgte bei dieser Studie nach einer ähnlichen Methode
wie bei den Studien mit dem Cyberglove (vgl. Abschnitt 5.3.1, S. 83). Wie eingangs
erwähnt, wurde für diese Studie das optische Fingertracking in der dreifingrigen Va-
riante verwendet (vgl. Abbildung 2.7 links, S. 19). Da dieses Eingabegerät auf opti-
sches Tracking angewiesen ist, musste die Aufzeichnung im Trackingvolumen, d.h.
innerhalb der Virtual Reality Installation stattfinden. Da wie bei der CG-S-R-Studie
die Schlesinger-Taxonomie zugrunde gelegt wurde, wurden bei dieser Studie auch die
gleichen realen Objekte verwendet. Diese sind in Tabelle 5.1 (S. 84) aufgeführt. Um
die optische Erfassung des Eingabegeräts nicht zu beeinträchtigen, wurde kein Tisch
in das Trackingvolumen gestellt. Stattdessen wurden die Objekte den Versuchsteilneh-
mern durch einen einen Assistenten gereicht. Nach dem Anreichen des Objekts wurde
dieses von dem Versuchsteilnehmer mit der vorgegebenen Greifart auf möglichst na-
türliche Weise gegriffen und mittig in das Trackingvolumen gehalten, wobei die Hand
zur Ruhe kam. In dieser Ruhelage wurde dann eine Momentaufnahme der Daten des
Eingabegeräts aufgezeichnet.
Zur optischen Kontrolle wurde auf dem Display der VR-Installation ein Handmodell
eingeblendet, welches mit den Gelenkwinkeln des Eingabegeräts angesteuert wurde.
Eine kugelförmige Indikatorgeometrie am Handgelenk des Handmodells zeigte zu-
dem farblich an, ob das Eingabegerät gut von den Kameras erfasst werden konnte. Der
Versuchsleiter stellte sicher, dass nur dann eine Momentaufnahme aufgezeichnet wur-
de, wenn dies der Fall war. Dennoch ließen sich, bedingt durch die Treiber-Software
des Fingertrackers, Sprünge in der Fingerstellung nicht immer vermeiden. Somit ist
nicht auszuschließen, dass sich in dem aufgezeichneten Datensatz auch Gelenkwin-
kelstellungen befinden, die der jeweiligen Greifart nicht entsprechen. Dieses könnte
die Erkennungsleistung der Klassifikatoren beeinträchtigen, da der Klassifikator mit
falschen Beispielen trainiert würde. Allerdings ist diese Problematik auch in einer tat-
sächlichen Anwendung gegeben, da auch dort Sprünge in der Fingerstellung auftreten
können.
Die Versuchsteilnehmer dieser Studie setzten sich aus Teilnehmern einer Übungs-
gruppe zu der Vorlesung „Virtuelle Realität“ an der TU Freiberg zusammen. Insgesamt
waren es sechs Versuchsteilnehmer und eine Versuchsteilnehmerin im Alter zwischen
22 und 25 Jahren, die alle rechtshändig und weitestgehend unerfahren mit der Benut-
zung des Fingertrackers waren. Es wurden bei dieser Studie somit 7 (Versuchsteil-
nehmer) × 24 (4 Objekte pro Greifart) × 10 (Durchgänge) = 1680 Datenbeispiele
aufgezeichnet.
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Vorverarbeitung und Rotationskonversion
Die Daten, welche von dem optischen Fingertracking erfasst werden sind deutlich um-
fangreicher und heterogener als die Sensorwerte des Cyberglove. Aus diesem Grund
erscheint eine nähere Betrachtung der zur Klassifikation herangezogenen Merkmale
sinnvoll. In Tabelle 5.18 werden alle Merkmale erläutert, die pro Finger vom Finger-
tracking ermittelt werden. Die Spalte „Werte“ gibt dabei die Anzahl der Fließkom-
mazahlen an, durch die das jeweilige Merkmal repräsentiert wird. Der vollständige
Datensatz des Fingertrackers enthält zusätzlich noch Informationen über Position und
Orientierung der Hand im Raum. Diese ist allerdings für eine Erkennung der Greifart
nicht relevant, denn die Greifart soll unabhängig von der Lage der Hand erkannt wer-
den. Aus diesem Grunde wurden die Lageinformationen der Hand von Anfang an aus
dem Datensatz entfernt. Die Länge der Fingersegmente und der Radius werden beim
Kalibrierungsvorgang ermittelt und bleiben während der Messung konstant. Sie unter-
scheiden sich daher innerhalb des aufgezeichneten Datensatzes dieser Studie lediglich
von Benutzer zu Benutzer.
Merkmal Kürzel Werte Beschreibung
Position
F.-Spitze
pos 3 float Durch aktiven Marker gemessene Position der Fingerspit-
ze relativ zur Handfläche (Handkoordinaten)
Rotation
MCP-
Gelenk
rot 9 float Das Gelenk, welches das erste Fingersegment mit
dem Mittelhandknochen verbindet, verfügt (wie in Ab-
schnitt 3.1.1 erläutert) als einziges Fingergelenk über
mehr als einen Freiheitsgrad. Aus diesem Grund wird die
Rotation dieses Gelenk als vollständige räumliche Rota-
tion in Form einer 3x3-Rotationsmatrix gemessen.
Winkel
IP-
Gelenke
angles 2 float Die beiden anderen Fingergelenke (interphalangeale Ge-
lenke) sind Scharniergelenke und verfügen somit über je-
weils nur einen Freiheitsgrad. Aus diesem Grund sind sie
als einfache Winkel in Grad angegeben.
Länge
Fingerseg-
mente
len 3 float Die Längen der drei Fingersegmente gemessen in mm.
Radius
Finger-
spitze
radius 1 float Gibt die Länge des Radius in cm an, innerhalb dessen sich
die Fingerspitze um den Fingeransatz herum bewegt.
Tabelle 5.18.: Die Merkmale, welche pro Finger vom Fingertracking gemessen werden.
Generell gilt, dass für erfolgreiche automatische Klassifikation möglichst wenige
aber aussagekräftige Merkmale verwendet werden sollten. Dies bedeutet insbesondere,
dass Merkmale, die stark untereinander korrelieren, evtl. durch Konversionsverfahren
in weniger bzw. nicht korrelierte Merkmale umgewandelt werden sollten. In Bezug
auf die Repräsentation einer Rotation in Matrixdarstellung ist anzumerken, dass die
Elemente einer Rotationsmatrix untereinander sehr stark nicht-linear korreliert sind.
Im Wesentlichen lassen sich alle Elemente einer Rotationsmatrix auf drei unabhängige
Variablen zurückführen. Daher ist fraglich, ob die direkte Verwendung der Elemente
der Rotationsmatrix innerhalb des Merkmalsvektors zu guten Erkennungsraten führt.
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In Hinblick auf die Verwendung von Merkmalen für diese Studie stellen sich daher
zwei Fragen: (1) Welche Merkmale des gesamten Satzes an Merkmalen sollen für die
Klassifikation verwendet werden und welche können eventuell weggelassen werden?
(2) Ist die Repräsentation der Rotation der MCP-Gelenke als Rotationsmatrix für eine
Klassifikation geeignet oder lässt sich vielleicht eine bessere Repräsentation finden?
Eines der Ziele dieser Studie war es, eine güstige Auswahl der Merkmale und ein ge-
eignetes Repräsentationsformat für Rotationen empirisch festzustellen. Dazu wurden
aus dem ursprünglichen Datensatz durch Streichung von Merkmalen und Konversi-
on der ursprünglichen Rotationsmatrix in andere Repräsentationsformen insgesamt 18
neue Datensätze erzeugt. Die Merkmalskombinationen dieser verschiedenen Datensät-
ze sind Tabelle 5.20 zu entnehmen. Jeder dieser 18 Datensätze diente als Grundlage
für eine vollständige Klassifikatorevaluation nach dem aus den vorherigen Studien be-
kannten Schema.
Die verschiedenen untersuchten Repräsentationsformen für die Rotation sind in Ta-
belle 5.19 erläutert. Ein ausführliche Darstellung der einzelnen Repräsentationsformen
mit ihren Formalismen, Umwandlungsvorschriften und Vor- und Nachteilen würde den
Rahmen dieser Arbeit sprengen. Es sei daher auf die umfangreiche zu diesem Thema
vorhandene Literatur verwiesen, z.B. [FDFH90], [Sho85] oder [Gra98].
Rotationsform Kürzel Werte Beschreibung
Rotationsmatrix matrix 9 float Eine 3x3 Matrix, welche durch Multiplikation mit
einem räumlichen Richtungsvektor (3 Elemente),
diesen Vektor auf die gegebene Weise rotiert.
Achse-Winkel axisang 4 float Einheitsvektor, der Rotationsachse angibt und
Winkel, der Drehung um diese Achse spezifiziert.
Eulerwinkel euler 3 float Drei Winkel die jeweils eine Drehung um eine
der Hauptkoordinatenachsen spezifizieren. Dabei
ist die Reihenfolge der Drehungen wichtig.
Quaternion quat 4 float Eine hyperkomplexe Zahl mit einem reellen und
drei imaginären Anteilen. Für weitere Ausführun-
gen zum Rechnen mit Quaternionen siehe [Sho85]
Exponential
Map
expmap 3 float Eine fortgeschrittene Repräsentationsform, die
mit 3 Zahlenwerten auskommt. Für weitere Aus-
führungen zu exponential Maps siehe [Gra98]
Tabelle 5.19.: Die verschiedenen Repräsentationsformen einer räumlichen Rotation, die in
dieser Studie untersucht wurden.
Visualisierung des Datensatzes
Auch bei dieser Studie wurde wieder eine Visualisierung des Gesamtdatensatzes nach
der aus Abschnitt 5.3.1 („Visualisierung des Datensatzes“, S. 85ff) bekannten Metho-
de vorgenommen. Die verschiedenen Merkmalsvektoren, die in dieser Studie zugrun-
de gelegt wurden, spannen ganz unterschiedliche Merkmalsräume auf. Diese sollen
jedoch aus Platzgründen hier nicht alle abgebildet werden. Stattdessen wurden ex-
emplarisch zwei Datenräume herausgegriffen, die so gewählt sind, dass sie eventuell
repräsentative Schlussfolgerungen auf die Verteilung der Klassen im Datenraum und
deren Separierbarkeit zulassen.
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Kürzel d. Kombination Anzahl Merkmalszusammensetzung
Merkmale
complete-axisangle 39 3*(pos(3), rot(axisang)(4), angles(2), len(3), radius)
complete-euler 36 3*(pos(3), rot(euler)(3), angles(2), len(3), radius)
complete-expmap 36 3*(pos(3), rot(expmap)(3), angles(2), len(3), radius)
complete-matrix 54 3*(pos(3), rot(matrix)(9), angles(2), len(3), radius)
complete-quaternion 39 3*(pos(3), rot(quat)(4), angles(2), len(3), radius)
nolen-axisangle 27 3*(pos(3), rot(axisang)(4), angles(2))
nolen-euler 24 3*(pos(3), rot(euler)(3), angles(2))
nolen-expmap 24 3*(pos(3), rot(expmap)(3), angles(2))
nolen-matrix 42 3*(pos(3), rot(matrix)(9), angles(2))
nolen-quaternion 27 3*(pos(3), rot(quat)(4), angles(2))
rotonly-axisangle 18 3*(axisang(4), angles(2))
rotonly-euler 15 3*(rot(euler)(3), angles(2))
rotonly-expmap 15 3*(rot(expmap)(3), angles(2))
rotonly-matrix 33 3*(rot(matrix)(9), angles(2))
rotonly-quaternion 18 3*(rot(quat)(4), angles(2))
pos-lengths 21 3*(pos(3), len(3), radius)
pos-angles 15 3*(pos(3), angles(2))
pos-only 9 3*(pos(3))
Tabelle 5.20.: Die verschiedenen Merkmalskombinationen, die untersucht wurden. Die Merk-
male sind dabei durch die Kürzel aus den Tabellen 5.18 und 5.19 angegeben.
Abbildung 5.6.: Sammon-Projektion des vollständigen Datenraumes der dritten Studie (3-
fingriger Fingertracker als Eingabegerät, Schlesinger-Taxonomie, sieben Benutzer). Der Merk-
malsvektor besteht aus allen gemessenen Attributen, wobei Rotationen als Matrizen repräsen-
tiert sind (complete-matrix).
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Zum einen wurde der vollständige Datenraum mit der ursprünglichen Darstellung
als Rotationsmatrizen gewählt (siehe Abbildung 5.6). Dabei lässt sich ablesen, ob bei
dieser Attributzusammensetzung schon eine relative gute Separierbarkeit der Klassen
herrscht oder ob evtl. weitere Konvertierungen oder Reduzierungen der Attribute nötig
wären. Zum anderen wurde der Merkmalsraum visualisiert, bei dem sich die Merkma-
le nur aus den einfachen Rotationswinkeln (d.h. nur Gelenke mit einem Freiheitsgrad)
und den Positionen der Fingerspitzen zusammensetzen (siehe Abbildung 5.7). Daran
lässt sich ablesen, ob eine dermaßen reduzierter Datenraum eventuell für eine Klassi-
fizierung ausreichend ist.
Abbildung 5.7.: Sammon-Projektion eines zweiten Datenraumes der dritten Studie. Der
Merkmalsverktor enthält nur Winkel und die Positionen der Fingerspitzen (pos-angles).
Vergleicht man die beiden visualisierten Datenräume mit der Visualisierung des Da-
tenraumes der ersten Studie mit Cyberglove-Daten (siehe Abbildung 5.2), so fällt eine
deutlich stärkere Zersplitterung der Klassen auf. Während bei den Cyberglove-Daten
noch drei der sechs Klassen zusammenhängende Gebiete einnehmen, so ist dies bei
den Fingertracking-Daten nur noch für den Zangengriff (engl. palmar) der Fall. Zu-
dem fällt auf, dass es deutlich mehr Inseln gibt, d.h. Klassen, die durch einen einzel-
nen Punkt in einer Umgebung anderer Klassen repräsentiert werden. Ebenso ist die
Anzahl der Regionen auf die sich die einzelnen Klassen verteilen insgesamt höher.
Dies alles lässt darauf schließen, dass die Greifarten in diesem Datensatz schlechter
zu separieren sind als in dem Cyberglove-Datensatz und somit allgemein niedrigere
Erkennungsraten zu erwarten sind.
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Vergleicht man Abbildung 5.6 und Abbildung 5.7 miteinander, so lässt sich kein
wesentlicher Unterschied in der Zersplitterung feststellen6. Demnach ist zu erwarten,
dass eine Reduktion der Merkmale durch Weglassung zu keiner besseren Separierbar-
keit führt. Interessant ist allerdings, dass die Zersplitterung auch nicht zugenommen
hat, so dass eventuell mit weniger Merkmalen eine ebenso gute Erkennungsrate erzielt
werden kann wie mit dem vollen Satz der Merkmale.
Methodik der Klassifikatorevaluation
Für jede der 18 im Vorverarbeitungsschritt erzeugten Merkmalskombinationen wurde
eine vollständige Evaluation nach der Methodik der vorherigen beiden Studien durch-
geführt, d.h. mit sechs verschiedenen Szenarien und Kreuzvalidierung. Durch die Ver-
wendung einer älteren Weka-Version wurden bei dieser Studie allerdings nur 26 Klas-
sifikationsalgorithmen untersucht. Das Schema zur Aufteilung der Mengenpaare war
bei dieser Studie identisch zu der CG-S-R Studie (siehe Abschnitt „ Methodik der
Klassifikatorevaluation“, S. 87ff). Da hier jedoch Daten von sieben Versuchsteilneh-
mern erhoben wurden, ergaben sich andere Größen der jeweiligen Test- und Trainings-
mengen (siehe Tabelle 5.21).
Ergebnisse
Die Ergebnisse dieser Studie wurden zusammengefasst, indem zunächst für jede der
18 Merkmalskombinationen eine Ergebnistabelle nach dem Schema der vorherigen
beiden Studien erzeugt wurde. Diese 18 Tabellen wurden aneinander gehängt, wobei in
der dritten Spalte jeweils die Merkmalskombination angegeben wurde. Anschließend
wurde die gesamte Tabelle wiederum nach der Gesamtleistung sortiert. Der obere Teil
dieser insgesamt 468 Zeilen umfassenden Tabelle ist in Tabelle 5.22 zu sehen.
Die besten Leistungen in den einzelnen Szenarien waren wie folgt:
ã Einzelner Benutzer, gesehene Objekte – KStar (rotonly-quaternion) mit
99,53% (0.38 Standardabweichung).
ã Einzelner Benutzer, ungesehene Objekte – MultilayerPerceptron (complete-
matrix) mit 85,98% (3,91 Standardabweichung).
ã Gruppe, gesehene Objekte – IB1 (nolen-axisangle) mit 99,53% (0,34 Stan-
dardabweichung).
ã Gruppe, ungesehene Objekte – MultilayerPerceptron (complete-matrix) mit
80,42% (6,18 Standardabweichung).
ã ungesehener Benutzer, gesehene Objekte – SimpleLogistic (pos-angles) mit
70,95% (10,24 Standardabweichung).
6Es sei an dieser Stelle angemerkt, dass das verwendete Werkzeug zur Visualisierung „Sompak“ bei
jeder erzeugten Karte eine andere absolute Position der einzelnen Datenpunkte auf der Karte zuweist.
Somit ist bei der Lage der Datenpunkte nur die relative Lage zueinander relevant. Die beiden abge-
bildeten Karten wurden absichtlich so ausgewählt, dass die Klassen „lateral“ und „palmar“ jeweils
in der linken unteren bzw. rechten oberen Ecke liegen und somit eine maximale Vergleichbarkeit der
Karten herrscht.
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5. Automatische Erkennung von Greifarten
Szenario Aufteilung der Mengenpaare Trainings- Test-
(Benutzer, Ob-
jekte)
menge menge
#1 - Einzelner,
gesehene Objekte
Pro Benutzer (7) mal 7 Zufallssplits mit Daten
eines Benutzers – Testmenge: zwei zufällige
Beispiele pro Objekt.
192* 48*
#2 - Einzelner,
ungesehene Ob-
jekte
Pro Benutzer (7) mal 8 Paare (2 Serien von 4)
aus den Daten eines Benutzers. Testmenge -
Zwei Mal ein zufälliges Objekt pro Greifart.
180* 60*
#3 - Gruppe, ge-
sehene Objekte
7 Paare - wie bei #1 aber aus den Daten aller
Benutzer – Testmenge: zwei zufällige Beispie-
le pro Objekt und Benutzer
1344 336
#4 - Gruppe, un-
gesehene Objekte
8 Paare wie bei #2 aber aus den Daten aller
Benutzer.
1260 420
#5 - Benutzer un-
gesehen, gesehe-
ne Objekte
Pro Benutzer ein Paar (7) – Testmenge: alle
Daten des ausgelassenen Benutzers
1440 240
#6 - Benutzer und
Objekte ungese-
hen
14 Paare (2 Serien von 7) – Testmenge: erst
Aufteilung in Benutzer (wie bei #5), dann zwei
mal ein zufälliges Objekt pro Greifart rauslas-
sen (wie bei #2 und #4).
1080 60
Tabelle 5.21.: Aufteilung des Datensatzes in Paare von Test- und Trainingsmenge für die
verschiedenen Szenarien. *: Die angegebene Zahl bezieht sich auf die Anzahl Datenbeispiele
pro Benutzer. Für jeden der sieben Benutzer wurde ein Durchlauf mit der angegebenen Größe
durchgeführt und der Durchschnitt über die Ergebnisse gebildet.
ã ungesehener Benutzer, ungesehene Objekte – SimpleLogistic (pos-angles)
mit 67,14% (14,48 Standardabweichung).
ã Kreuzvalidierung – IB1 (nolen-axisangle) mit 99,46%.
ã Beste Gesamtleistung – MultilayerPerceptron (nolen-expmap) 83,11% (15,34
Standardabweichung).
126
5.4. Erkennung basierend auf Gelenkwinkeln des Fingertrackings
K
la
ss
ifi
ka
to
r
K
at
M
er
km
al
s-
E
in
z.
B
en
ut
ze
r,
E
in
z.
B
en
ut
ze
r,
G
ru
pp
e,
G
ru
pp
e,
un
ge
s.
B
en
ut
ze
r,
un
ge
s.
B
en
ut
ze
r,
K
re
uz
-
G
es
am
t
ve
kt
or
ge
s.
O
bj
ek
te
un
ge
s.
O
bj
ek
te
ge
s.
O
bj
ek
te
un
ge
s.
O
bj
ek
te
ge
se
.O
bj
ek
te
un
ge
s.
O
bj
ek
te
va
l.
∅
St
aw
.
∅
St
aw
.
∅
St
aw
.
∅
St
aw
.
∅
St
aw
.
∅
St
aw
.
∅
∅
St
aw
.
M
ul
til
ay
er
Pe
rc
ep
tr
on
f
no
le
n-
ex
pm
ap
99
,3
2
0,
37
83
,1
3
6,
59
96
,3
0
0,
97
79
,2
3
6,
57
63
,6
3
18
,5
7
63
,3
3
17
,4
8
96
,8
5
83
,1
1
15
,3
4
M
ul
til
ay
er
Pe
rc
ep
tr
on
f
no
le
n-
ax
is
an
gl
e
98
,7
2
1,
34
83
,0
1
5,
36
96
,3
0
0,
68
79
,1
1
4,
65
68
,6
3
14
,0
1
56
,1
9
19
,5
0
97
,2
6
82
,7
5
16
,1
6
M
ul
til
ay
er
Pe
rc
ep
tr
on
f
no
le
n-
qu
at
er
ni
on
99
,1
1
1,
31
82
,0
0
5,
85
97
,5
4
0,
64
79
,5
5
2,
50
63
,5
7
15
,2
2
59
,4
0
20
,2
3
97
,0
2
82
,6
0
16
,4
0
M
ul
til
ay
er
Pe
rc
ep
tr
on
f
no
le
n-
m
at
ri
x
99
,0
7
1,
48
84
,4
9
3,
88
97
,7
5
0,
69
77
,5
0
7,
09
65
,0
6
18
,6
6
55
,9
5
25
,0
9
97
,3
2
82
,4
5
17
,1
5
M
ul
til
ay
er
Pe
rc
ep
tr
on
f
ro
to
nl
y-
m
at
ri
x
99
,0
7
0,
98
83
,4
8
4,
03
97
,6
2
0,
71
77
,8
3
5,
78
65
,1
8
18
,3
2
56
,4
3
21
,6
1
97
,2
6
82
,4
1
16
,9
5
IB
1
l
no
le
n-
ax
is
an
gl
e
99
,4
9
0,
66
79
,5
8
7,
26
99
,5
3
0,
34
77
,8
0
6,
46
64
,2
9
13
,7
3
55
,8
3
22
,9
6
99
,4
6
82
,2
8
17
,9
8
IB
1
l
no
le
n-
qu
at
er
ni
on
99
,1
1
1,
17
78
,6
9
7,
99
98
,9
4
0,
23
78
,2
4
3,
95
62
,9
8
13
,2
3
57
,7
4
15
,0
9
99
,2
3
82
,1
3
17
,5
7
M
ul
til
ay
er
Pe
rc
ep
tr
on
f
po
s-
an
gl
es
99
,1
1
0,
62
82
,3
5
6,
62
94
,9
8
0,
93
77
,7
1
7,
69
60
,4
2
17
,0
2
64
,1
7
15
,2
0
95
,0
0
81
,9
6
15
,4
5
IB
1
l
no
le
n-
m
at
ri
x
99
,3
6
1,
07
81
,1
9
6,
57
98
,8
9
0,
44
77
,0
2
6,
25
62
,1
4
12
,4
4
55
,2
4
20
,6
6
99
,0
5
81
,8
4
18
,3
2
IB
1
l
po
s-
an
gl
es
99
,1
9
1,
05
78
,0
3
6,
85
99
,1
9
0,
28
75
,3
3
5,
05
64
,1
7
15
,3
4
57
,1
4
16
,3
0
99
,3
5
81
,7
7
17
,7
4
M
ul
til
ay
er
Pe
rc
ep
tr
on
f
no
le
n-
eu
le
r
99
,3
2
0,
59
82
,3
5
5,
36
96
,3
0
1,
15
78
,2
4
7,
94
63
,0
4
19
,1
1
54
,8
8
18
,1
0
96
,6
1
81
,5
3
17
,4
4
IB
1
l
no
le
n-
eu
le
r
99
,3
2
0,
80
77
,6
2
6,
72
98
,8
5
0,
50
78
,0
1
2,
99
63
,9
9
12
,6
2
53
,8
1
9,
64
98
,9
9
81
,5
1
18
,3
7
L
M
T
t
no
le
n-
qu
at
er
ni
on
98
,3
9
1,
31
80
,8
3
4,
67
96
,1
7
0,
96
74
,6
1
6,
65
63
,5
1
14
,6
9
61
,5
5
14
,9
7
95
,3
0
81
,4
8
15
,6
0
IB
1
l
no
le
n-
ex
pm
ap
99
,2
4
0,
84
78
,8
1
7,
99
98
,8
1
0,
42
77
,1
1
5,
87
61
,5
5
12
,6
5
55
,0
0
16
,1
3
99
,2
3
81
,3
9
18
,5
1
K
St
ar
l
no
le
n-
ex
pm
ap
99
,1
5
0,
65
77
,9
8
6,
74
98
,3
4
0,
66
78
,6
6
3,
84
60
,6
6
11
,2
6
55
,1
2
13
,3
3
99
,0
5
81
,2
8
18
,5
0
IB
1
l
ro
to
nl
y-
ax
is
an
gl
e
98
,6
4
1,
48
80
,4
8
5,
44
98
,4
3
0,
59
77
,5
0
6,
09
58
,9
3
16
,1
6
56
,0
7
15
,5
6
98
,5
7
81
,2
3
18
,4
6
K
St
ar
l
no
le
n-
qu
at
er
ni
on
98
,9
4
1,
13
76
,8
8
7,
86
98
,9
3
0,
59
77
,7
4
5,
85
60
,8
3
12
,0
0
55
,4
8
13
,6
6
99
,2
3
81
,1
5
18
,5
3
SM
O
f
no
le
n-
m
at
ri
x
98
,9
8
1,
44
85
,8
0
4,
47
91
,9
2
1,
23
76
,9
1
6,
24
65
,0
0
15
,9
7
58
,3
3
18
,4
4
90
,9
5
81
,1
3
15
,0
1
L
M
T
t
no
le
n-
m
at
ri
x
98
,3
4
1,
22
81
,0
1
6,
16
97
,1
1
0,
90
73
,0
4
6,
31
63
,4
5
16
,8
1
57
,6
2
18
,8
5
97
,1
4
81
,1
0
17
,0
2
R
an
do
m
Fo
re
st
t
co
m
pl
et
e-
m
at
ri
x
98
,4
7
1,
53
76
,1
6
4,
84
96
,8
1
0,
90
75
,2
1
6,
10
65
,1
8
14
,6
2
58
,2
1
15
,5
3
96
,7
9
80
,9
8
16
,4
9
M
ul
til
ay
er
Pe
rc
ep
tr
on
f
ro
to
nl
y-
qu
at
er
ni
on
99
,1
9
0,
95
80
,2
1
7,
3
96
0,
87
78
,0
7
4,
19
62
,9
8
15
,7
3
54
,6
4
16
,6
9
94
,9
4
80
,8
6
17
,2
2
M
ul
til
ay
er
Pe
rc
ep
tr
on
f
ro
to
nl
y-
ax
is
an
gl
e
98
,6
0
1,
00
81
,0
1
5,
35
94
,4
3
1,
00
76
,4
3
7,
79
65
,3
6
13
,5
8
55
,1
2
18
,7
7
94
,7
6
80
,8
2
16
,4
0
R
an
do
m
Fo
re
st
t
no
le
n-
qu
at
er
ni
on
98
,0
0
1,
41
74
,3
8
8,
51
96
,9
8
1,
12
74
,9
4
5,
25
65
,5
4
13
,0
1
58
,5
7
13
,7
9
97
,2
6
80
,8
1
16
,4
9
SM
O
f
no
le
n-
qu
at
er
ni
on
98
,3
0
1,
43
82
,6
2
8,
23
89
,5
0
0,
54
77
,5
9
3,
12
66
,9
1
11
,6
1
61
,4
3
15
,3
1
89
,0
5
80
,7
7
13
,1
1
IB
1
l
ro
to
nl
y-
qu
at
er
ni
on
99
,4
1
0,
62
79
,6
7
5,
05
98
,7
3
0,
41
79
,7
9
3,
09
58
,5
7
13
,8
4
50
,2
4
20
,9
2
98
,6
9
80
,7
3
20
,0
8
Si
m
pl
eL
og
is
tic
f
po
s-
an
gl
es
98
,7
3
0,
78
78
,7
8
6,
91
87
,2
9
0,
82
74
,9
4
5,
34
70
,9
5
10
,2
4
67
,1
4
14
,4
8
86
,5
5
80
,6
3
10
,9
4
M
ul
til
ay
er
Pe
rc
ep
tr
on
f
co
m
pl
et
e-
m
at
ri
x
99
,4
5
0,
81
85
,9
8
3,
91
98
,2
5
0,
78
80
,4
2
6,
18
53
,1
0
9,
47
49
,1
7
14
,3
3
97
,9
8
80
,6
2
21
,3
8
IB
1
l
ro
to
nl
y-
m
at
ri
x
99
,4
1
0,
86
78
,8
1
5,
17
98
,9
4
0,
38
78
,4
2
4,
02
58
,9
3
13
,7
7
50
,7
1
17
,4
7
98
,9
9
80
,6
0
20
,0
0
M
ul
til
ay
er
Pe
rc
ep
tr
on
f
ro
to
nl
y-
ex
pm
ap
98
,7
2
1,
15
81
,2
5
7,
48
94
,4
7
0,
99
72
,1
1
2,
65
62
,7
4
16
,8
1
59
,4
1
20
,9
0
94
,5
8
80
,4
7
16
,1
1
L
M
T
t
ro
to
nl
y-
m
at
ri
x
98
,2
6
1,
11
80
,6
9
6,
54
95
,8
3
1,
24
75
,0
9
3,
38
61
,8
4
17
,3
5
54
,6
4
18
,5
2
95
,9
5
80
,3
3
17
,4
9
K
St
ar
l
no
le
n-
eu
le
r
99
,3
2
0,
61
75
,3
0
6,
21
99
,3
2
0,
44
79
,3
8
4,
19
59
,0
5
13
,8
8
50
,3
6
16
,2
5
99
,1
7
80
,2
7
20
,2
2
K
St
ar
l
ro
to
nl
y-
qu
at
er
ni
on
99
,5
3
0,
38
77
,4
7
6,
87
98
,7
7
0,
56
78
,1
4,
09
55
,7
2
16
,1
3
53
,1
15
,6
9
98
,6
3
80
,1
9
20
,0
2
IB
1
l
po
s-
on
ly
99
,4
0
0,
73
71
,9
6
11
,5
2
98
,6
8
0,
59
71
,2
2
4,
80
63
,1
0
10
,2
6
57
,8
6
20
,2
8
98
,6
9
80
,1
3
18
,2
2
Ta
be
lle
5.
22
.:
E
rg
eb
ni
ss
e
de
rK
la
ss
ifi
ka
to
re
va
lu
at
io
n
m
it
ve
rs
ch
ie
de
ne
n
M
er
km
al
sv
ek
to
re
n.
D
er
be
st
e
K
la
ss
ifi
ka
to
rp
ro
Sz
en
ar
io
is
ti
n
fe
tt
he
rv
or
ge
ho
be
n.
127
5. Automatische Erkennung von Greifarten
Um den Einfluss der verschiedenen Merkmalskombinationen auf die Erkennungs-
rate besser einschätzen zu können, wurden die Erkennungsraten für die beiden besten
Klassifikatoren einzeln gegenübergestellt. Tabelle 5.23 zeigt die Ergebnisse für das
Multilagen-Perzeptron (MultilayerPerceptron) und Tabelle 5.24 für den instanzbasier-
ten Klassifikator (IB1). Aus Platzgründen und der besseren Übersichtlichkeit wegen
wurden die Standardabweichungen in diesen Tabellen weggelassen. Die Bedeutung
der Kürzel für die Merkmalskombinationen kann Tabelle 5.20 (S. 123) entnommen
werden.
Merkmals- Einzel, Einzel, Gruppe, Gruppe, unges., unges., Kreuz- Gesamt
kombination g. Obj. u. Obj. g. Obj. u. Obj. g. Obj. u. Obj. val.
nolen-expmap 99.32 83.13 96.30 79.23 63.63 63.33 96.85 83.11
nolen-axisangle 98.72 83.01 96.30 79.11 68.63 56.19 97.26 82.75
nolen-quat 99.11 82.00 97.54 79.55 63.57 59.40 97.02 82.60
nolen-Matrix 99.07 84.49 97.75 77.50 65.06 55.95 97.32 82.45
rotonly-matrix 99.07 83.48 97.62 77.83 65.18 56.43 97.26 82.41
pos-Angles 99.11 82.35 94.98 77.71 60.42 64.17 95.00 81.96
nolen-Euler 99.32 82.35 96.30 78.24 63.04 54.88 96.61 81.53
rotonly-quat 99.19 80.21 96.00 78.07 62.98 54.64 94.94 80.86
rotonly-axisangle 98.60 81.01 94.43 76.43 65.36 55.12 94.76 80.82
complete-matrix 99.45 85.98 98.25 80.42 53.10 49.17 97.98 80.62
rotonly-expmap 98.72 81.25 94.47 72.11 62.74 59.41 94.58 80.47
complete-expmap 98.90 82.35 97.74 83.48 47.02 47.62 98.04 79.31
complete-quat 99.19 82.38 97.79 80.24 51.19 46.79 97.20 79.25
complete-axisang 99.49 84.05 98.00 82.23 46.61 45.83 98.27 79.21
complete-euler 99.06 82.41 97.87 79.61 52.50 43.57 97.74 78.97
pos-only 97.83 76.19 89.20 70.89 66.96 61.07 89.52 78.81
rotonly-euler 98.00 81.52 92.86 71.96 57.92 52.38 93.39 78.29
Pos-lengths 98.26 77.38 96.34 76.99 37.86 40.83 95.36 74.72
Tabelle 5.23.: Ergebnisse der Evaluation der verschiedenen Merkmalskombinationen für das
Multilagen-Perzeptron.
Merkmals- Einzel, Einzel, Gruppe, Gruppe, unges., unges., Kreuz- Gesamt
kombination g. Obj. u. Obj. g. Obj. u. Obj. g. Obj. u. Obj. val.
nolen-axisangle 99.49 79.58 99.53 77.80 64.29 55.83 99.46 82.28
nolen-quat 99.11 78.69 98.94 78.24 62.98 57.74 99.23 82.13
nolen-Matrix 99.36 81.19 98.89 77.02 62.14 55.24 99.05 81.84
Pos-Angles 99.19 78.03 99.19 75.33 64.17 57.14 99.35 81.77
nolen-Euler 99.32 77.62 98.85 78.01 63.99 53.81 98.99 81.51
nolen-expmap 99.24 78.81 98.81 77.11 61.55 55.00 99.23 81.39
rotonly-axisangle 98.64 80.48 98.43 77.50 58.93 56.07 98.57 81.23
rotonly-quat 99.41 79.67 98.73 79.79 58.57 50.24 98.69 80.73
rotonly-matrix 99.41 78.81 98.94 78.42 58.93 50.71 98.99 80.60
pos-only 99.40 71.96 98.68 71.22 63.10 57.86 98.69 80.13
rotonly-expmap 99.06 79.35 98.77 77.05 53.99 47.62 98.45 79.18
rotonly-euler 98.94 76.81 98.51 75.62 50.89 47.26 97.92 77.99
complete-axisang 99.45 80.51 99.49 77.08 42.56 38.93 99.52 76.79
complete-quat 99.45 80.33 99.49 77.44 40.89 40.48 99.40 76.78
complete-expmap 99.41 79.08 99.15 79.71 39.88 38.93 99.35 76.50
complete-matrix 99.70 80.39 99.28 77.56 41.25 36.79 99.35 76.33
complete-euler 98.85 79.67 99.11 77.47 40.42 37.74 99.17 76.06
Pos-lengths 98.98 73.31 99.44 75.95 40.00 33.93 99.29 74.41
Tabelle 5.24.: Ergebnisse der Evaluation der verschiedenen Merkmalskombinationen für den
IB1-Klassifikator.
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Diskussion
Wie man aus Tabelle 5.22 recht deutlich ablesen kann wurden MulitlayerPerceptron
und IB1 als besonders geeignete Klassifikatoren bestätigt. Sie teilen sich mit verschie-
denen Merkmalskombinationen die ersten 12 Plätze. Als Merkmalskombinationen ha-
ben sich vor allem „nolen“ (vgl. Tabelle 5.20, S. 123), d.h. die Kombination aus Ge-
lenkwinkeln + Fingerspitzenposition ohne die Segmentlängen und „pos-angles“ (wie
„nolen“ nur unter Weglassung der MCP-Gelenkwinkel) als erfolgreich erwiesen.
Den Tabellen 5.23 und 5.24 kann man entnehmen, dass die Zusammensetzung des
Merkmalsvektors, sprich die Auswahl der für die Klassifikation herangezogenen At-
tribute einen recht entscheidenden Einfluss auf die Erkennungsrate hat. Beiden Tabel-
len gemein ist, dass die Kombinationen ohne Segmentlängen besser abschneiden als
die mit. Durchgängig findet sich „pos-lengths“ auf den letzten Plätzen, während die
„nolen“-Kombinationen die besten Plätze einnehmen. Vergleicht man die Zusammen-
setzungen ohne Segmentlängen untereinander, so schneiden die Kombinationen mit
Fingerspitzenpositionen etwas besser ab als die ohne. Die „nolen“-Kombinationen fin-
den sich durchgängig vor den „rotonly“-Kombinationen. Man kann also sagen, dass
die Fingerspitzenpositionen einen positiven Einfluss auf die Erkennungsrate haben,
während die Hinzunahme der Segmentlängen der Finger sich (unabhängig von der
Gesamtzahl der Merkmale) eher hinderlich auswirkt.
Das Repräsentationsformat der Rotation des MCP-Gelenks hatte einen vergleichs-
weise geringen Einfluss auf die Erkennungsrate. Dies wird deutlich, da die verschie-
denen Rotationsformate innerhalb der Merkmalskombinationen meist in einem Block
hintereinander auftauchen und die Reihenfolge der Erkennungsraten immer variiert,
sich also keine eindeutige Rangliste herausbildet. Entgegen der ursprünglichen Ver-
mutung schneidet die Darstellung der Rotation als Rotationsmatrix nicht schlechter
ab, als die anderen Repräsentationsformen.
Vergleicht man die Erkennungsraten mit denen der Cyberglove-Studien, so zeigt
sich, dass die Erkennung auf Grundlage der Fingertracking-Daten schwieriger ist
als auf Grundlage der Cyberglove-Sensordaten. Die beste Gesamt-Erkennungsrate
(83,11 % für MultilayerPerceptron (nolen-expmap) ist deutlich schlechter als die
entsprechende Erkennungsrate in der Cyberglove-Studie mit Schlesinger-Taxonomie
(86,66 %). Das Gleiche gilt für die Erkennungsrate des IB1 (nolen-axisangle), der
82,28 % im Vergleich zu 87,27 % erreichte. Die Unterschiede ergeben sich dabei
vor allem in den Szenarien mit ungesehenen Benutzern. Dies ist erstaunlich, da die
Sensordaten des Cyberglove eher benutzerspezifisch sind als die Gelenkwinkel des
Fingertracking, welche durch die Kalibrierung schon in eine benutzerunabhängigere
Form übertragen wurden. Auch die Segmentlängen der Finger können hier keine Ab-
hilfe schaffen, sondern haben sich im Gegenteil als abträglich für die Erkennungsrate
erwiesen. Es ist jedoch auch festzuhalten, dass der in dieser Studie verwendete Finger-
tracker nur drei der fünf Finger (wenn auch die wichtigsten: Daumen, Zeigefinger und
Mittelfinger) erfasst. Es bleibt also zu vermuten, dass der Ringfinger und der kleine
Finger ebenfalls einen entscheidenden Einfluss auf die Erkennung der Greifart haben
könnten.
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5.4.2. Vierte Studie (FT5-S-V): Fingertracking, Schlesinger-
Taxonomie, virtuelle Objekte
Bei dieser zweiten Studie mit dem Fingertracking wurde im Gegensatz zu allen an-
deren Studien virtuelle statt realer Objekte verwendet. Dies führt insbesondere dazu,
dass kein direkter physischer Einfluss des Objektes auf die Fingerstellung mehr aus-
geübt wird. Der Benutzer muss nun vielmehr durch visuelle Kontrolle die zu einer
Greifart passende Fingerstellung einnehmen. Erstes Ziel der Studie war es festzustel-
len, in welchem Maße sich dieser Umstand auf die Erkennungsrate auswirkt. Da bei
der Anwendung im „Action Capture“-Verfahren virtuelle Objekte manipuliert wer-
den, entsprechen die Bedingungen in dieser Studie auch am ehesten den Bedingungen
in der tatsächlichen Praxis. Bedingt durch die Verwendung virtueller Objekte konnten
nun auch erstmals Kontaktinformationen zwischen dem Handmodell und den Objek-
ten aufgezeichnet werden. Als zweites Ziel dieser Studie sollte der Einfluss dieser
Kontaktinformationen auf die Erkennungsleistung untersucht werden.
Datenerfassung
Bedingt durch die Verwendung virtueller Objekte und des Fingertrackings wurde diese
Studie innerhalb der Virtual-Reality-Installation durchgeführt. Als simulierte Szene
wurden die realen Bestandteile aus den ersten beiden Studien (Tisch und Objekte)
nachmodelliert. Der Benutzer saß während dieser Studie auf einem Stuhl und hatte
die einzelnen Objekte auf einem virtuellen Tisch vor sich stehen. Abbildung 5.8 zeigt
einen Eindruck von der Situation bei der Datenerfassung.
Abbildung 5.8.: Situation in der Virtual-Reality-Umgebung während der Datenerfassungs-
phase der vierten Studie mit virtuellen Objekten (nachgestellt).
Auch bei dieser Studie wurde die Schlesinger-Taxonomie zugrunde gelegt. Als Ver-
suchsobjekte wurden die realen Objekte der anderen beiden Studien mit Schlesinger-
Taxonomie nachmodelliert. Die Objekte waren somit in Größe und Form identisch. Zu-
sätzlich wurden die Segmentlängen des Handmodells an die realen Längen der Hand
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des Benutzers angepasst, so dass die Größenverhältnisse zwischen Hand und Objekten
so weit wie möglich erhalten blieben. Abbildung 5.9 zeigt die virtuellen Modelle der
entsprechenden realen Versuchsobjekte aus Abbildung 5.1 auf Seite 85.
Abbildung 5.9.: Virtuelle Objektmodelle als Entsprechung zu den realen Objekten für die
Greifarten der Schlesinger-Taxonomie. Vergleiche dazu Abbildung 5.1 auf Seite 85.
Die Datenerfassung erfolgte analog zu der dritten Studie, jedoch auf Grundlage
der virtuellen Objekte. Dazu fand eine Geometrie-basierte Griffsimulation statt (vgl.
Abschnitt 4.4, S. 72). Der Benutzer konnte das Objekt mit dem virtuellen Hand-
modell greifen und vom Tisch aus hochheben. Dabei sollte die entsprechende, vor-
her festgelegte Schlesinger-Greifart angewendet werden. In dem Moment in dem die
Hand mit dem Objekt in der Luft zur Ruhe kam, wurde eine Momentaufnahme der
Fingertracker-Daten analog zu der dritten Studie aufgezeichnet. Im Gegensatz zur vor-
herigen Studie kam aber nun ein Fingertracker mit fünf Fingern zum Einsatz, so dass
Gelenkwinkeldaten für alle fünf Finger erfasst wurden. Der ganze Ablauf (Objekt grei-
fen, hochheben, Momentaufnahme) wurde wieder für jedes der 24 Objekte zehn mal
durchgeführt. Zwischen den Aufnahmen wurde das virtuelle Objekt per Tastendruck
vom Versuchsleiter auf die Ausgangsposition auf dem Tisch zurückgesetzt.
Zusätzlich zu den Fingertracker-Daten wurden in dieser Studie Kontaktinformatio-
nen zwischen Hand und Objekt aufgezeichnet. Das virtuelle Handmodell war mit den
in Abschnitt 4.3 (S. 67) beschriebenen Kollisionssensoren ausgestattet, auf denen auch
die Simulation des virtuellen Greifens basierte. Bei jeder Momentaufnahme des Griffs
wurden die Kollisionsinformationen der Sensoren abgefragt. Die Kollisionsdaten der
volaren Sensoren und der Sensoren der Handfläche wurden in einem Array von 16
Boole’schen Werten zusammengefasst. Ein Wert für den Handflächenkontakt und eine
Wert für jeden der drei Segmente jedes der fünf Finger. Bei Kontakt war der entspre-
chende Wert „wahr“, ansonsten „falsch“.
Die Versuchsteilnehmer dieser Studie setzten sich aus Mitarbeitern und Hilfskräf-
ten des Lehrstuhls für Virtuelle Realität an der TU Freiberg zusammen. Diese hatten
größtenteils schon an den vorherigen Studien teilgenommen und lagen im Alter zwi-
schen 25 und 40 Jahren. Alle Versuchsteilnehmer waren männlich. Insgesamt nahmen
neun Personen an der Studie teil, wobei die Daten einer Person aufgrund von Unvoll-
ständigkeit nicht verwertet werden konnte. Es wurden bei dieser Studie somit 8 (Ver-
suchsteilnehmer) × 24 (4 Objekte pro Greifart) × 10 (Durchgänge) = 1920 gültige
Datenbeispiele aufgezeichnet.
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Vorverarbeitung und Rotationskonversion
In der vorherigen Studie wurden verschiedene Merkmalskombinationen aus den Daten
des Fingertrackers untersucht. Auf Grundlage der Erkenntnisse jener Studie wurden
daher für diese Studie eine Kombination aus den reinen Rotationsinformationen, also
insbesondere unter Weglassung der Längeninformationen und Radien, als Merkmals-
vektoren ausgewählt. Im Gegensatz zur vorherigen Studie war der Merkmalsvektor
bei dieser Studie aber insgesamt größer, da Rotationsinformationen von fünf statt drei
Fingern vorlagen. Um den Merkmalsvektor nicht übermäßig groß werden zu lassen
wurden daher die Positionsinformationen weggelassen. Dies entspricht den „rotonly“-
Merkmalskombinationen aus Tabelle 5.20, S. 123.
Kürzel der Kombination Anzahl Merkmalszusammensetzung
Merkmale
6u-rot-only-axisang 30 5*(rot(axisang)(4), angles(2))
6u-rot-only-euler 25 5*(rot(euler)(3), angles(2))
6u-rot-only-expmap 25 5*(rot(expmap)(3), angles(2))
6u-rot-only-matrix 55 5*(rot(matrix)(9), angles(2))
6u-rot-only-quaternion 30 5*(rot(quat)(4), angles(2))
8u-rot-only-axisang 30 5*(rot(axisang)(4), angles(2))
8u-rot-only-euler 25 5*(rot(euler)(3), angles(2))
8u-rot-only-expmap 25 5*(rot(expmap)(3), angles(2))
8u-rot-only-matrix 55 5*(rot(matrix)(9), angles(2))
8u-rot-only-quaternion 30 5*(rot(quat)(4), angles(2))
6u-rot-axisang-cp 46 5*(rot(axisang)(4), angles(2)), contacts(16)
6u-rot-euler-cp 41 5*(rot(euler)(3), angles(2)), contacts(16)
6u-rot-expmap-cp 41 5*(rot(expmap)(3), angles(2)), contacts(16)
6u-rot-matrix-cp 71 5*(rot(matrix)(9), angles(2)), contacts(16)
6u-rot-quaternion-cp 46 5*(rot(quat)(4), angles(2)), contacts(16)
Tabelle 5.25.: Die verschiedenen Merkmalskombinationen, die in der vierten Studie unter-
sucht wurden. Kürzel der Merkmale siehe Tabellen 5.18 und 5.19, S. 121.
Bei dieser Studie wurden drei Gruppen von Datensätzen angelegt, um drei Verglei-
che durchführen zu können:
1. Daten von sechs Benutzern ohne Kontaktinformationen, um Vergleichbarkeit zu
den vorherigen Studien mit sechs Benutzern zu haben. Dabei soll festgestellt
werden, welchen Einfluß die Verwendung virtueller Objekte im Gegensatz zu
realen Objekten auf die Erkennungsleistung der Klassifikatoren hat.
2. Daten von acht Benutzern, um festzustellen, ob eine Erhöhung der Anzahl der
Benutzer zu einer Erhöhung der Erkennungsleistung führt.
3. Daten von sechs Benutzern mit Kontaktinformationen, um festzustellen, ob eine
Hinzunahme der Kontaktinformationen zu einer Erhöhung der Erkennungslei-
stung führt.
Um den Einfluss des Repräsentationsformats auf die Erkennungsleistung noch ein-
mal zu überprüfen, wurde zudem für jede der drei Gruppen die MCP-Gelenkwinkel aus
der ursprünglichen Matrixrepräsentation durch Rotationskonversion in die vier ande-
ren Repräsentationsformen umgerechnet (siehe Tabelle 5.19). Somit wurden für diese
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Studie insgesamt 15 Datensätze erzeugt. Tabelle 5.25 zeigt zusammenfassend Größe
und Zusammensetzung der Merkmalsvektoren dieser Datensätze.
Visualisierung des Datensatzes
Aufgrund der hohen Anzahl an Datensätze wurden wieder zwei repräsentative Daten-
sätze zur Visualisierung nach bereits bekannter Methode ausgewählt. Dies waren zum
einen der Datensatz von acht Benutzern ohne Kontaktinformationen mit Rotationen in
Matrixdarstellung (Kürzel „8u-rot-only-matrix“), der in Abbildung 5.10 dargestellt ist.
Dieses ist der umfangreichste Datensatz ohne Kontaktinformationen und soll Indizien
auf die Separierbarkeit alleine aufgrund der Gelenkwinkel geben.
Abbildung 5.10.: Sammon-Projektion der Daten von acht Benutzern mit Rotationen in Ma-
trixdarstellung ohne Kontaktinformationen.
Zum anderen wurde der Datensatz von sechs Benutzern mit Kontaktinformationen
mit Rotationen in Matrixdarstellung (Kürzel „6u-rot-matrix-cp“) ausgewählt. Dieser
soll Aufschluss darüber geben, ob eine Hinzunahme der Kontaktinformationen evtl.
zu einer besseren Separierbarkeit der Klassen im Merkmalsraum führt.
Beide Abbildungen weisen (wie auch die Visualisierungen der vorherigen Studie
mit Fingertracker-Daten, vgl. Abschnitt 5.4.1, S. 122ff) eine relativ große Zersplit-
terung der Klassen und komplexe Klassengrenzen auf. Somit ist eine eher schlechte
Separierbarkeit zu erwarten. Die Visualisierungen können natürlich nur einen unge-
fähren qualitativen Eindruck der Separierbarkeit bieten. Die Hinzunahme der Kontakt-
informationen führt jedoch zu keiner subjektiv erkennbaren Verbesserung. Einzig die
Klasse Seitgriff („lateral“) weist für den Datensatz mit Kontaktinformationen (siehe
Abbildung 5.11) eine geschlossene Region auf. Diese hat jedoch sehr komplexe Klas-
sengrenzen zu der fast „umschlossenen“ Klasse Hakengriff („hook“).
Methodik der Klassifikatorevaluation
Nach aus den vorherigen Studien bekannter Methodik wurde für jeden Datensatz eine
vollständige Evaluation mit allen Szenarien für jeden der Klassifikatoren untersucht.
Da bei dieser Studie eine neuere Version von Weka verwendet wurde, standen mehr
Klassifikatoren zur Verfügung, insbesondere GaussianProcesses. Es wurden insgesamt
41 Klassifikationsalgorithmen evaluiert.
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Abbildung 5.11.: Sammon-Projektion der Daten von sechs Benutzern mit Rotationen in Ma-
trixdarstellung mit Kontaktinformationen.
Szenario Aufteilung der Mengenpaare Trainings- Test-
(Benutzer, Ob-
jekte)
menge menge
#1 - Einzelner,
gesehene Objekte
Pro Benutzer (8) mal 8 Zufallssplits mit Daten
eines Benutzers – Testmenge: zwei zufällige
Beispiele pro Objekt.
192* 48*
#2 - Einzelner,
ungesehene Ob-
jekte
Pro Benutzer (8) mal 8 Paare (2 Serien von 4)
aus den Daten eines Benutzers. Testmenge -
Zwei Mal ein zufälliges Objekt pro Greifart.
180* 60*
#3 - Gruppe, ge-
sehene Objekte
8 Paare - wie bei #1 aber aus den Daten aller
Benutzer – Testmenge: zwei zufällige Beispie-
le pro Objekt und Benutzer
1536 384
#4 - Gruppe, un-
gesehene Objekte
8 Paare wie bei #2 aber aus den Daten aller
Benutzer.
1440 480
#5 - Benutzer un-
gesehen, gesehe-
ne Objekte
Pro Benutzer ein Paar (8) – Testmenge: alle
Daten des ausgelassenen Benutzers
1680 240
#6 - Benutzer und
Objekte ungese-
hen
16 Paare (2 Serien von 8) – Testmenge: erst
Aufteilung in Benutzer (wie bei #5), dann zwei
mal ein zufälliges Objekt pro Greifart rauslas-
sen (wie bei #2 und #4).
1260 60
Tabelle 5.26.: Aufteilung des Datensatzes in Paare von Test- und Trainingsmenge für die
verschiedenen Szenarien. *: Die angegebene Zahl bezieht sich auf die Anzahl Datenbeispiele
pro Benutzer. Für jeden der acht Benutzer wurde ein Durchlauf mit der angegebenen Größe
durchgeführt und der Durchschnitt über die Ergebnisse gebildet.
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Die Größen der Mengenpaare von Test- und Trainingsmengen für die einzelnen Sze-
narien sind für die Datensätze mit sechs Benutzern mit denen aus Tabelle 5.4 identisch.
Für die Datensätze mit acht Benutzern sind die Größen in Tabelle 5.26 angegeben.
Ergebnisse
Für jede der im Abschnitt „Vorverarbeitung und Rotationskonversion“ beschriebenen
Gruppen von Datensätzen wurde eine eigene Ergebnistabelle erzeugt. Dabei wurden
jeweils die Ergebnisse der fünf Datensätze mit den verschiedenen Rotationsformaten
zu einer Tabelle zusammengefasst und nach der Gesamtleistung sortiert.
Tabelle 5.27 zeigt die Ergebnisse der Evaluation mit den Datensätzen von sechs Be-
nutzern ohne Kontaktinformationen. Die besten Leistungen in den einzelnen Szenarien
waren wie folgt (das jeweilige Rotationsformat ist in Klammern angegeben):
ã Einzelner Benutzer, gesehene Objekte – GaussianProcesses (matrix) mit
98,84% (1.29 Standardabweichung).
ã Einzelner Benutzer, ungesehene Objekte – PaceRegression (matrix) mit
72,74% (4,67 Standardabweichung).
ã Gruppe, gesehene Objekte – IB1 (matrix) mit 96,94% (0,97 Standardabwei-
chung).
ã Gruppe, ungesehene Objekte – MultilayerPerceptron (matrix) mit 73,92%
(6,14 Standardabweichung).
ã ungesehener Benutzer, gesehene Objekte – SMO (matrix) mit 68,27% (8,78
Standardabweichung).
ã ungesehener Benutzer, ungesehene Objekte – LMT (euler) mit 57,22% (18,37
Standardabweichung).
ã Kreuzvalidierung – IB1 (matrix) mit 97,50%.
ã Beste Gesamtleistung – MultilayerPerceptron (matrix) 79,35% (16,94 Stan-
dardabweichung).
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5.4. Erkennung basierend auf Gelenkwinkeln des Fingertrackings
Die Ergebnisse der Evaluation mit den Datensätzen von sechs Benutzern mit Kon-
taktinformationen ist in Tabelle 5.28 angegeben. Die besten Leistungen in den einzel-
nen Szenarien waren:
ã Einzelner Benutzer, gesehene Objekte – RandomForest (euler) mit 96,24%
(1.8 Standardabweichung).
ã Einzelner Benutzer, ungesehene Objekte – MultilayerPerceptron (matrix) mit
73,37% (6,22 Standardabweichung).
ã Gruppe, gesehene Objekte – MultilayerPerceptron (matrix) mit 95,31% (1,18
Standardabweichung).
ã Gruppe, ungesehene Objekte – SMO (matrix) mit 74,27% (4,6 Standardab-
weichung).
ã ungesehener Benutzer, gesehene Objekte – MultilayerPerceptron (matrix) mit
78,61% (8,44 Standardabweichung).
ã ungesehener Benutzer, ungesehene Objekte – LMT (euler) mit 67,22% (15,23
Standardabweichung).
ã Kreuzvalidierung – MultilayerPerceptron (matrix) mit 95,14%.
ã Beste Gesamtleistung – MultilayerPerceptron (matrix) 81,61% (13,65 Stan-
dardabweichung).
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5.4. Erkennung basierend auf Gelenkwinkeln des Fingertrackings
Die Ergebnisse der letzten Gruppe, Datensätze von acht Benutzern ohne Kontakt-
informationen, ist schließlich in Tabelle 5.29 zu finden. Die besten Leistungen in den
einzelnen Szenarien waren:
ã Einzelner Benutzer, gesehene Objekte – GaussianProcesses (matrix) mit
98,15% (1,14 Standardabweichung).
ã Einzelner Benutzer, ungesehene Objekte – SMO (matrix) mit 70,96% (5,13
Standardabweichung).
ã Gruppe, gesehene Objekte – IB1 (matrix) mit 97,37% (0,75 Standardabwei-
chung).
ã Gruppe, ungesehene Objekte – SMO (matrix) mit 70,16% (7,13 Standardab-
weichung).
ã ungesehener Benutzer, gesehene Objekte – SMO (matrix) mit 69,27% (11,55
Standardabweichung).
ã ungesehener Benutzer, ungesehene Objekte – GaussianProcesses (matrix) mit
60,10% (15,40 Standardabweichung).
ã Kreuzvalidierung – IB1 (matrix) mit 96,88%.
ã Beste Gesamtleistung – GaussianProcesses (matrix) 79,43% (16,41 Standard-
abweichung).
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5.4. Erkennung basierend auf Gelenkwinkeln des Fingertrackings
Diskussion
Wie unter „Vorverarbeitung und Rotationskonversion“ (S. 132) erläutert, sollten mit
dieser Studie drei Vergleiche gezogen werden. Vergleicht man die Ergebnisse der
vorherigen Studien auf Grundlage der Schlesinger-Taxonomie (CG-S-R und FT3-S-
R), so bekommt man einen Eindruck des Einflusses virtueller statt realer Objekte
auf die Erkennungsrate der Greifarten. Die Ergebnisse dieser Studien sind in Tabel-
le 5.30 für die besten Klassifikatoren noch einmal direkt gegenübergestellt. Da der
LibSVM-Klassifikator (support vector machine) aus technischen Gründen in den bei-
den Fingertracking-Studien nicht evaluiert wurde, taucht er in dieser Gegenüberstel-
lung nicht auf. Stattdessen wurden die Klassifikatoren SMO (sequential minimal opti-
mization) und LMT (logistic model trees) in die Tabelle aufgenommen, da sie in der
vierten Studie für jeweils mindestens ein Szenario die höchste Erkennungsrate erziel-
ten. In der zweiten Spalte der Tabelle sind das jeweilige Eingabegerät der Studie durch
ein Kürzel (cg22 = Cyberglove mit 22 Sensoren, ft3 = Fingertracker mit 3 Fingern, ft5
= Fingertracker mit 5 Fingern) sowie die Anzahl der Benutzer angegeben.
Klassifikator Eingabegerät, Einzel, Einzel, Gruppe, Gruppe, unges., unges., Gesamt
Anz. Nutzer, g. Obj. u. Obj. g. Obj. u. Obj. g. Obj. u. Obj.
Real/Virtuell
Gaussian cg22, 6 N., R 98,85 84,27 97,69 87,12 84,44 77,08 89,59
Processes ft3, 7 N., R - - - - - - -
ft5, 6 N., V 98,84 68,82 96,93 72,01 66,04 54,58 79,19
IB1 cg22, 6 N., R 99,25 83,75 98,73 84,14 80,07 66,39 87,27
ft3, 7 N., R 99,49 79,58 99,53 77,80 64,29 55,83 82,28
ft5, 6 N., V 98,44 68,99 96,94 68,96 59,72 46,39 76,71
Multilayer cg22, 6 N., R 98,15 82,92 97,11 80,87 81,18 69,45 86,66
Perceptron ft3, 7 N., R 99,32 83,13 96,30 79,23 63,63 63,33 83,11
ft5, 6 N., V 97,98 70,87 95,60 73,92 66,53 55,14 79,35
SMO cg22, 6 N., R 97,57 84,45 93,46 81,60 81,74 71,53 86,30
ft3, 7 N., R 98,98 85,80 91,92 76,91 65,00 58,33 81,13
ft5, 6 N., V 97,57 72,54 90,22 72,05 68,27 56,81 78,25
LMT cg22, 6 N., R 97,51 80,66 95,49 76,63 77,98 65,00 84,05
ft3, 7 N., R 98,34 81,01 97,11 73,04 63,45 57,62 81,10
ft5, 6 N., V 95,55 68,61 92,36 68,79 63,68 57,22 76,89
Tabelle 5.30.: Vergleich der Erkennungsleistungen der insgesamt besten Klassifikationsal-
gorithmen zwischen den Studien mit realen versus virtuellen Objekten auf Grundlage der
Schlesinger-Taxonomie.
Aus Tabelle 5.30 wird deutlich, dass die Verwendung virtueller statt realer Objek-
te eine deutliche Abnahme der Erkennungsleistung zur Folge hat. Besonders stark ist
diese Abnahme in den Szenarien mit ungesehenen Objekten und/oder ungesehenen
Benutzern, aber auch in den anderen Szenarien ist eine leichte verschlechterte Erken-
nungsrate zu verzeichnen. Dieses Muster zeigt sich bei allen hier untersuchten Klas-
sifikatoren. Die Tatsache, dass bei der vierten Studie im Gegensatz zur dritten Studie
ein Fingertracker mit fünf Fingern statt drei Fingern verwendet wurde, konnte die Ver-
schlechterung nicht verhindern bzw. ausgleichen.
Die Verschlechterung der Erkennungsrate ist wohl vor allem direkt auf die Verwen-
dung virtueller Objekte zurückzuführen. Es ist zu vermuten, dass bei virtuellen Ob-
jekten die Griffe durch das fehlende haptische Feedback nicht so klar und eindeutig
durchgeführt werden, wie das bei den realen Objekten der Fall ist. Bei realen Objek-
ten „zwingt“ allein schon die Form der Objekte die Finger in eine bestimmte Haltung.
141
5. Automatische Erkennung von Greifarten
Bei virtuellen Objekten muss diese Haltung bewusst eingenommen werden, was un-
ter Umständen nicht immer gelingt. Oftmals wird die Fingerstellung vom Benutzer
so angepasst, dass die distalen Sensoren des Handmodells zu einer Kollision mit dem
Objekt kommen. Dabei können Durchdringungen an den proximalen Fingersegmen-
ten vorkommen. Ein physikalisch simuliertes Handmodell (vgl. Abschnitt 4.3.3, S. 72)
könnte hier vielleicht Abhilfe schaffen. Dabei werden Durchdringungen automatisch
durch die Dynamik-Simulation verhindert, was eine realistischere Fingerstellung des
virtuellen Handmodells zur Folge hat.
Klassifikator Datensatz Einzel, Einzel, Gruppe, Gruppe, unges., unges., Gesamt
# Nutzer, KP? g. Obj. u. Obj. g. Obj. u. Obj. g. Obj. u. Obj.
Gaussian 6 N. 98,84 68,82 96,93 72,01 66,04 54,58 79,19
Processes 8 N. 98,15 69,22 96,06 69,43 67,35 60,10 79,43
6 N. mit KP 94,50 69,41 91,55 69,34 74,03 63,06 79,13
IB1 6 N. 98,44 68,99 96,94 68,96 59,72 46,39 76,71
8 N. 97,76 68,20 97,37 67,74 61,46 49,90 77,04
6 N. mit KP 94,68 68,47 89,82 66,46 68,61 57,50 76,59
Multilayer 6 N. 97,98 70,87 95,60 73,92 66,53 55,14 79,35
Perceptron 8 N. 97,50 69,51 93,85 69,64 64,64 56,46 77,85
6 N. mit KP 94,97 73,37 95,31 72,50 78,61 61,39 81,61
SMO 6 N. 97,57 72,54 90,22 72,05 68,27 56,81 78,25
8 N. 96,55 70,96 88,28 70,16 69,27 59,38 77,44
6 N. mit KP 95,72 72,50 92,60 74,27 78,47 61,67 81,07
LMT 6 N. 95,55 68,61 92,36 68,79 63,68 57,22 76,89
8 N. 96,29 69,82 91,34 65,60 60,68 52,50 75,21
6 N. mit KP 95,26 68,75 92,19 72,61 73,54 67,22 80,20
Tabelle 5.31.: Vergleich der Erkennungsleistungen der insgesamt besten Klassifikationsalgo-
rithmen zwischen den verschiedenen Gruppen von Datensätzen der vierten Studie.
In Tabelle 5.31 wurden die Erkennungsleistungen der besten Klassifikatoren für die
drei Gruppen von Datensätzen dieser Studie gegenübergestellt. Auf Grundlage die-
ser Tabelle lassen sich die anderen beiden Vergleiche ziehen. Wie zu sehen ist, hat
die Erhöhung der Anzahl an Benutzern von sechs auf acht keinen merklich positiven
Einfluss auf die Erkennungsrate. Wenn eine Verbesserung zu erkennen ist, dann vor
allem in den Szenarien mit ungesehenen Benutzern. Dort können weitere Trainings-
beispiele auch am ehesten die Generalisierungsfähigkeit erhöhen. Interessanterweise
ist in einigen Szenarien sogar teilweise eine Verschlechterung der Erkennungsrate zu
verzeichnen. Wie oben schon erwähnt hängt die korrekte Durchführung einer Greif-
art bei virtuellen Objekten noch stärker von den Fähigkeiten bzw. der Disziplin des
Benutzers ab, als bei realen Objekten. Es könnte also sein, dass einer oder beide der
zusätzlichen Benutzer die Greifarten inakkurat demonstriert und somit eher schädli-
che Beispiele produziert hat. Somit lässt sich festhalten, dass für eine Erkennung von
Greifarten in Szenarien mit geringer Generalisierungsanforderung eine Verwendung
von wenigen akkurat durchgeführten Trainingsbeispielen erfolgversprechender als die
vieler eventuell fehlerhafter Beispiele ist.
In Bezug auf die Hinzunahme von Kontaktinformationen als Merkmale lässt sich
eine deutliche Verbesserung der Erkennungsrate feststellen. Dies gilt vor allem wieder
in den Szenarien mit hoher Generalisierungsanforderung. Hier sind teilweise Verbes-
serungen der Erkennungsrate von bis zu 10% (IB1, LMT, SMO) zu verzeichnen. Es
kann also festgehalten werden, dass eine Hinzunahme von Kontaktinformationen ein
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sehr geeignetes Mittel ist die Generalisierungsfähigkeit bei der automatischen Erken-
nung von Greifarten zu erhöhen.
Bezüglich des Einflusses des Repräsentationsformats für Rotationen auf die Erken-
nungsleistung hat sich das Ergebnis der vorherigen Studie bestätigt. Die Unterschiede
in der Erkennungsrate fielen in allen drei Gruppen von Datensätzen zwischen den ein-
zelnen Rotationsformaten für einen bestimmten Klassifikator recht gering aus. Von der
allgemeinen Tendenz her waren allerdings durchweg die Matrixdarstellung und Euler-
winkel unter den besten Ergebnissen zu finden. Es spricht folglich nichts gegen eine
Verwendung der Gelenkwinkel der MCP-Gelenke als Merkmale in ihrer ursprüngli-
chen Form als Rotationsmatrix. Eine Verbesserung durch ein anderes Repräsentations-
format konnte nicht festgestellt werden, so dass nicht zu erwarten ist, dass sich der
zusätzliche Aufwand für eine Rotationskonversion bezahlt macht.
5.5. Vergleichende Diskussion aller Studien
In diesem Abschnitt werden die Ergebnisse der vier Studien noch einmal vergleichend
zusammengefasst. Zudem soll ein Ausblick auf weitere Untersuchungen in zukünfti-
gen Arbeiten gegeben werden, die eventuell zu einer weiteren Verbessung der Erken-
nungsleistung führen könnten.
Allgemeine Erkenntnisse und Eignung des Ansatzes
Als wichtigste Erkenntnis ist festzuhalten, dass die automatisierte Erkennung von
Greifarten sowohl auf Grundlage der unkalibrierten Rohdaten eines Datenhandschuhs
(wie z.B. des Cyberglove der Firma Immersion) als auch auf Grundlage der Gelenk-
winkel eines optischen Fingertrackings (wie derzeit von der Firma A.R.T. GmbH an-
geboten) durchführbar ist. Dabei konnten interessanterweise für die Klassifikation auf
Basis von Sensordaten des Datenhandschuhs höhere Erkennungsraten erzielt werden.
Die Erkennungsrate hängt vor allem von den Anforderungen des jeweiligen Anwen-
dungsszenarios an die Generalisierungsfähigkeit des Klassifikators ab. Die höchsten
Anforderungen bestehen dabei, wenn ein ungesehener Benutzer das System benutzt
und ungesehene Objekte gegriffen werden. Dies bedeutet, dass der Benutzer nicht un-
ter denjenigen war, die den Klassifikator trainiert haben, und neue Objekte gegriffen
werden, die beim Training noch nicht vorhanden waren. Die geringsten Anforderungen
bestehen bei Einzelbenutzer-Szenarien (der Benutzer hat das System selbst trainiert),
wenn nur Objekte gegriffen werden, für die auch Trainingsbeispiele aufgezeichnet
wurden. Im letzteren Fall konnten durchweg Erkennungsraten von knapp unter 100%,
d.h. fast sichere Erkennung, sowohl für den Datenhandschuh, als auch für das Finger-
tracking erzielt werden. Für das Szenario mit den höchsten Generalisierungsanforde-
rungen wurde mit dem Datenhandschuh eine höchste Erkennungsrate von 79,79% und
mit dem Fingertracking von 67,22% erreicht. Diese Ergebnisse übertreffen die meisten
bisher publizierten Erkennungsraten in Bezug auf automatische Grifferkennung (vgl.
Abschnitt 5.1, S. 80f).
Beim Vergleich zwischen den Szenarien fiel zudem auf, dass ungesehene Benutzer
sich stärker negativ auf die Erkennungsrate auswirken als ungesehene Objekte. Wie in
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der zweiten Studie (CG-H-R) gezeigt werden konnte, lässt sich jedoch mit einer Erhö-
hung der Anzahl der Benutzer (in diesem Fall von sechs auf zwölf) die Erkennungsrate
tendenziell steigern.
Konkrete Eignung einzelner Klassifikationsalgorithmen
Als bester Allround-Klassifikator haben sich Gauß-Prozesse (engl. Gaussian proces-
ses) unter Verwendung der „Classification via Regression“ Methode herausgestellt.
Weitere gut geeignete Klassifikationsalgorithmen waren Support-Vektor-Maschinen,
Mulitlagen-Perzeptron, Instanz-basierte Klassifikation (IB1), SMO (sequential mini-
mal optimization) sowie LMT-Bäume (logistic model trees).
In Hinblick auf die Eignung eines Klassifikators für ein konkretes Anwendungssze-
nario lässt sich noch eine Beobachtung machen, die vor allem bei den Fingertracking-
Studien aufgrund des schwerer zu separierenden Datensatzes und somit größeren Un-
terschieden bei der Erkennungsleistung innerhalb eines Szenarios deutlich wird. Ten-
denziell zeichnet sie sich jedoch auch bei den Studien mit dem Datenhandschuh ab.
Die Beobachtung ist, dass manche Klassifikationsalgorithmen sich besser für mög-
lichst gutes „Fitting“ eignen jedoch schlecht generalisieren können, während andere
Klassifikatoren gut generalisieren können, dafür jedoch kein so gutes „Fitting“ bie-
ten. „Fitting“ bedeutet im Prinzip ein „Auswendiglernen“ des Datensatzes bzw. kor-
rekte Klassifikation von Beispielen, die im Merkmalsraum bekannten Beispielen sehr
ähnlich sind. Solche Beispiele treten vor allem in den Szenarien mit gesehenen Be-
nutzern und Objekten, d.h. „einzelner Benutzer, gesehene Objekte“ bzw. „Benutzer-
gruppe, gesehene Objekte“, und bei der Kreuzvalidierung auf. Bei diesen Szenarien
ist es recht wahrscheinlich, dass für jedes Datenbeispiel aus der Testmenge ein recht
ähnliches bis identisches Beispiel in der Trainingsmenge existiert. Klassifiktoren die
dabei gut abschneiden, können jedoch meist relativ schlecht generalisieren, was sich
an der vergleichsweise schlechteren Erkennungsrate in den Szenarien mit ungesehe-
nen Benutzern und/oder Objekten zeigt. Umgekehrt weisen die Klassifikatoren, die gut
generalisieren können, d.h. besonders gut in Szenarien mit ungesehenen Benutzern ab-
schneiden, ein relativ schlechtes „Fitting“ in den anderen Szenarien auf. Es scheint hier
also einen Kompromiss zwischen diesen beiden Fähigkeiten zu geben. Als Richtlinie
lässt sich somit sagen, dass zunächst die Generalisierungsanforderungen des jeweili-
gen Szenarios einer Anwendung festgestellt werden sollte (Generalisierungsfähigkeit
vs. Fitting). Anschließend sollte der Klassifikationsalgorithmus auf Grundlage dieses
Szenarios ausgewählt werden.
Erkenntnisse über günstige Zusammensetzung des Merkmalsvektors
In Bezug auf eine möglichst günstige Zusammensetzung des Merkmalsvektors ließen
sich folgende Beobachtungen machen:
ã Dimensionsreduktion mittels PCA brachte für einige Klassifikatoren eine leich-
te Verbesserung der Erkennungsrate (ca. 4% für IB1). Für den insgesamt besten
Klassifikator (Gaussian Processes) konnte damit jedoch keine weitere Verbesse-
rung erreicht werden. Auf jeden Fall kann jedoch die Laufzeit des Klassifikati-
onsprozess mit dieser Technik verkürzt werden.
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ã Die Hinzunahme von Kontaktinformationen (Kontaktpunkte zwischen Hand
und Objekt an den einzelnen Segmenten) in den Merkmalsvektor führt zu ei-
ner deutlichen Verbesserung der Erkennungsrate, vor allem bei den Szenarien
mit hohen Generalisierungsanforderungen (bis zu 10% Steigerung).
ã Die Hinzunahme der Fingerspitzenpositionen hat ebenfalls einen positiven Ein-
fluss auf die Erkennungsrate.
ã Die Hinzunahme der Segmentlängen der Finger hat einen eher abträglichen Ef-
fekt auf die Erkennungsrate.
ã Die Repräsentationsform von räumlichen Rotationen (Matrix, Euler-Winkel,
Achse-Winkel, Quaternion oder Exponential Map) bei den Gelenkwinkeln
hat kaum einen nennenswerten Einfluss auf die Erkennungsrate. Insbesonde-
re spricht nichts gegen eine Verwendung der Fingertracking-Daten in ihrer ur-
sprünglichen Form als 3x3-Rotationsmatrix.
Eine interessante Frage für zukünftige Untersuchungen wäre, ob die Einbindung
weiterer Hilfsmerkmale in den Merkmalsvektor zu einer besseren Generalisierungsfä-
higkeit führen könnte. Wie in der vierten Studie (FT5-S-V) festgestellt, hat die Hinzu-
nahme von Kontaktinformationen einen stark positiven Einfluss auf die Erkennungsra-
te. Weiter Hilfsmerkmale könnten z.B. durch Analyse der Fingerstellung ermittelt wer-
den, wie z.B. der Griff-Kohäsionswert (engl. grasp cohesive index, vgl. [KI92]), der
Oppositionsraum oder die Abbildung auf virtuelle Finger (vgl. [MI94]). Diese Merk-
male könnten helfen, bestimmte nicht zu dem jeweiligen Merkmal passende Greifarten
von vorneherein auszuschließen.
Die Problematik der virtuellen Objekte
Die Klassifikation von Greifarten stellte sich für virtuelle Objekte als schwieriger her-
aus als bei realen Objekten, was durch die deutlich niedrigeren Erkennungsraten sicht-
bar wurde. Grund dafür ist wahrscheinlich das fehlende haptische Feedback, welches
zu einer undeutlicheren Ausführung der Greifarten führen könnte. In den bisherigen
Studien wurden Trainings- und Testdaten immer beide entweder mit realen oder mit
virtuellen Objekten erhoben. Zu evaluieren wäre noch der Ansatz, dass das Training
auf Grundlage realer Objekte durchgeführt wird und die so trainierten Klassifikatoren
dann mit virtuellen Objekten benutzt werden.
Einfluss der Taxonomie
In Bezug auf die Taxonomien wurde die Tauglichkeit der in dieser Arbeit vorgestellten
neuen Taxonomie empirisch belegt. Im Vergleich zur Schlesinger-Taxonomie konnten
trotz doppelter Anzahl an Greifarten im wesentlichen genauso gute, teilweise sogar
bessere Erkennungsraten erzielt werden.
Die Untersuchung der Konfusionsmatrizen hat gezeigt, dass die Unterscheidung be-
stimmter Greifarten paarweise besonders problematisch ist (z.B. Hakengriff vs. Faust-
griff und Spitzgriff vs. Zangengriff, vgl. Abschnitt 5.3.1, S. 95). Diese Unterschei-
dung könnte jedoch auf Grundlage der Kontaktstellen recht eindeutig getroffen wer-
den, da z.B. beim Spitzgriff nur Kontakte an den distalen Segmenten des Daumens
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und des Zeigefingers bestehen dürfen. Beim Hakengriff darf im Gegensatz zum Faust-
griff kein Handflächenkontakt bestehen. Auch bei der Unterscheidung zwischen nicht-
prehensilen Greifarten und prehensilen Greifarten mit ähnlicher Handform kann die
Betrachtung der Kontaktstellen Eindeutigkeit bringen.
Eine Antwort könnte ein hybrides Klassifikationsverfahren sein (ähnlich dem zwei-
schrittigen Verfahren von Aleotti et al. [AC06]), bei dem zuerst auf Basis der Finger-
stellung durch einen der hier untersuchten Klassifikationsalgorithmen eine gewertete
Liste möglicher in Frage kommender Greifarten ermittelt und anschließend unter Be-
trachtung der Kontaktstellen oder weiterer Hilfsmerkmale (siehe oben) die endgültige
Entscheidung getroffen wird. Ein solcher Ansatz wäre in zukünftigen Untersuchungen
zu evaluieren.
Andere zukünftige Untersuchungen
In zukünftigen Arbeiten könnten zudem einige weitere Vergleiche durchgeführt wer-
den. Interessant wäre z.B. eine Untersuchung unter Verwendung des Cyberglove und
der neuen Taxonomie mit virtuellen Objekten und Einbezug von Kontaktinformatio-
nen in den Merkmalsvektor. Diese Kombination müsste nach dem Stand der aus den
vorliegenden Studien gewonnenen Erkenntnisse eine höhere als die bisher erreichten
Erkennungsraten liefern. Des weiteren wäre interessant, inwieweit die Erkennungslei-
stung durch Erhöhung der Anzahl der Benutzer zur Erfassung von Trainingsbeispielen
noch gesteigert werden kann und ab welcher Anzahl eine weitere Erhöhung keinen
Vorteil mehr bringt. Durch eine solche Untersuchung könnte eine optimale Anzahl
trainierender Benutzer zumindest annäherungsweise ermittelt werden.
5.6. Zusammenfassung
In diesem Kapitel wurden vier umfangreiche empirische Studien vorgestellt, die im
Rahmen dieser Promotionsarbeit durchgeführt wurden. Eine der Studien wurde schon
in einem Zeitschriftenbeitrag publiziert [HBAJ08], wohingegen die anderen drei Stu-
dien bisher unveröffentlichte Ergebnisse enthalten. Bei diesen Studien wurden die
Möglichkeiten zur automatischen Erkennung von Greifarten durch Methoden des ma-
schinellen Lernens systematisch evaluiert. Dabei wurden verschiedene Taxonomien,
verschiedene Eingabegeräte, verschiedene Merkmalskombinationen und reale sowie
virtuelle Objekte untersucht. Zwar konnten nicht alle Kombinationen der Variablen
vollständig evaluiert werden (dies hätte den Rahmen einer Dissertation gesprengt),
es konnten jedoch dennoch einige systematische Vergleiche gezogen werden, auf de-
ren Grundlage einige informierte Hypothesen in Bezug auf die Auswahl und günstige
Kombinationen von Merkmalen aufgestellt werden konnten.
Die Evaluationen innerhalb einer jeden Studie wurden in verschiedenen Szenarien
mit unterschiedlichen Anforderungen an die Generalisierungsleistung der Klassifika-
toren durchgeführt. Dabei wurden Einzelbenutzer-Szenarien, gesehene versus ungese-
hene Objekte und Mehrbenutzer-Szenarien mit gesehenen versus ungesehenen Benut-
zern gegenübergestellt. Dadurch konnten Empfehlungen für die Auswahl von Klassi-
fikationsalgorithmen für die jeweiligen Szenarien herausgearbeitet werden. Die erziel-
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ten Erkennungsraten für die erfolgreichsten Klassifikatoren übertreffen dabei in fast
allen Szenarien die Ergebnisse in der bisher zu diesem Thema publizierten Literatur.
Die in Abschnitt 3.3 (S. 41ff) vorgestellte neue Taxonomie von Greifarten mit
spezieller Eignung für den Einsatz in virtueller Realität sowie Integration nicht-
prehensiler Greifarten wurde im Zuge dieser Studien ebenfalls empirisch validiert.
Die Erkennungsraten unter Einsatz dieser Taxonomie stehen den Erkennungsraten der
Schlesinger-Taxonomie in nichts nach, obwohl die hier vorgestellte Taxonomie die
doppelte Anzahl an Greifarten aufweist. In einigen Szenarien und mit bestimmten
Klassifikatoren konnten unter Einsatz der neuen Taxonomie auch in der Vergleichs-
studie mit sechs Benutzern sogar bessere Erkennungsraten gegenüber der einfacheren
Schlesinger-Taxonomie erzielt werden.
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KAPITEL VI
Erfassung und Analyse von direkten
Objektmanipulationen in virtuellen Umgebungen
Nachdem in den vorhergehenden beiden Kapiteln die technischen Grundlagen zur Si-
mulation direkter Objektmanipulationen gelegt und Verfahren zur automatischen Er-
kennung von Greifarten vorgestellt wurden, soll es in diesem Kapitel um die Erfassung
und Analyse von Objektmanipulationen gehen. Der Ausgangspunkt sind zunächst die
Sensordaten der Eingabegeräte, die man auch als Bewegungsdaten oder Motion Cap-
ture Daten bezeichnen kann. Diese Daten werden gekoppelt mit weiteren Informatio-
nen, die sich aus den Interaktionen des Benutzers mit der virtuellen Szene ergeben -
den Interaktionsdaten. Dies sind z.B. Kollisionsinformationen zwischen dem virtuel-
len Handmodell und den annotierten Objekten.
Im Gegensatz zur Griffklassifikation, welche auf statischen Posturen beruht, geht es
hier nun um die Analyse dynamischer Bedien- und Manipulationssequenzen. Das hier
vorgestellte Analyseverfahren arbeitet auf verschiedenen Ebenen der Datenabstrakti-
on. Zunächst wird durch Segmentierung der kontinuierliche Strom von Eingabedaten
in semantisch zusammengehörige Intervalle zerlegt. Dabei helfen bestimmte Ereignis-
se, die bei der Interaktion des Benutzers mit der Szene erfasst werden, z.B. Zustands-
änderungen von Stellteilen, Kollisionen, Ergebnisse der Greifheuristik. Als Ergebnis
des Analyseprozesses werden Interaktionsereignisse generiert, verschickt und/oder ge-
speichert. Diese enthalten Informationen über Basisinteraktionen, welche die kleinste
zusammengehörige Einheit darstellen, in die sich eine kontinuierliche Interaktion (im
Sinne direkter Objektmanipulation) zerlegen lässt. Die Basisinteraktionen dienen im
weiteren Verlauf des „Action Capture“-Verfahrens als Grundlage zur Erkennung von
ganzen Aktionen oder Aktionssequenzen, mit dem Ziel diese durch Animation einer
virtuellen Figur wiederzugeben.
6.1. Erfassung und Aufzeichnung von Interaktionen
Als Grundlage für die Analyseprozesse werden die Interaktionen des Benutzers mit
der Szene zunächst einmal aufgezeichnet. Die Analyse der Interaktionen kann sowohl
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online - d.h. noch während der Durchführung der Interaktion - als auch offline - d.h.
nach Abschluss der Aufzeichnung auf Grundlage der Gesamtdaten passieren.
Die Daten über die Benutzerinteraktionen werden im Rahmen dieser Arbeit in einem
mehrschichtigen Modell betrachtet. Die einzelnen Ebenen werden im Folgenden näher
erläutert.
6.1.1. Ebene 0 - Rohdaten der Eingabegeräte
Die unterste Ebene bilden die Rohdaten der Eingabegeräte. Hier geht es zunächst dar-
um, möglichst exakte Daten über die Bewegungen des Benutzers zu sammeln. Dazu
werden z.B. bestimmte Schlüsselpositionen am Körper des Benutzers - Kopf, Schul-
tern, Ellbogen, Hände - mit Hilfe von Markern getrackt. Für die Simulation des Grei-
fens und die Analyse der Greifvorgänge ist es wichtig, auch die Fingerstellungen der
Hände möglichst exakt zu erfassen und auf das virtuelle Handmodell abzubilden. Da-
zu wird spezielle Hardware, wie z.B. Datenhandschuhe oder Fingertracker eingesetzt
(vgl. Abschnitt 2.3, S. 14ff).
Abbildung 6.1.: VR-Benutzer voll ausge-
stattet mit Hardware zur Bewegungsverfol-
gung für das Motion Capture.
Die Eingabegeräte liefern einen konti-
nuierlichen Datenstrom. Je nach Abtastra-
te des Eingabegeräts tritt in einer bestimm-
ten Frequenz (z.B. 100Hz) ein jeweils aktu-
eller Messwert auf. Im Demonstratorsystem
des „Virtual Workers“-Projekts werden die
Eingabedaten über bestimmte Sensorknoten
in den Szenengraph des VR-Frameworks
Avango gebracht. In den Sensorknoten liegt
der jeweilig gültige Wert des Eingabegeräts
als Feldwert an. Diese Feldwerte werden
im Rhythmus der Update-Schleife des VR-
Systems aktualisiert (bei Avango 60Hz), so
dass die Abtastrate aller Geräte innerhalb des
Avango-Frameworks einheitlich ist.
Die Sensordaten sind sehr heterogen, d.h.
in ihrer Zusammensetzung unterschiedlich
beschaffen (siehe Tabelle 6.1). Die Daten des
Cyberglove über die aktuelle Handpostur lie-
gen z.B. in Form von 22 ganzzahligen Wer-
ten1 zwischen 0 und 255 vor. Zudem gibt
es die klassischen Trackerdaten über Positi-
on und Orientierung in sechs Freiheitsgraden (engl. six-degree-of-freedom oder kurz
6DOF). Diese liegen meist in Form einer 4x4 homogenen Transformationsmatrix vor,
abgebildet durch 16 Fließkommazahlen. Auf diese Weise wird z.B. die Kopfposition
an der Brille oder bestimmte Schlüsselpositionen am Körper, z.B. Handrücken, Unter-
arm, Oberarm, usw. erfasst. Die Daten des Fingertrackers sind etwas komplexer (vgl.
Abschnitt 5.4.1 „ Vorverarbeitung und Rotationskonversion“, S. 121). Sie bestehen
1Eine frühere Version des Cyberglove liefert nur 18 Sensorwerte, da keine Sensoren an den distalen
IP-Gelenken vorhanden sind.
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aus einer Transformationsmatrix, die die Position und Orientierung des Handrückens
angibt, den Positionen der Fingerspitzen, sowie den Gelenkwinkeln der Fingergelenke.
Körperteil Freiheitsgrade Eingabegerät Datenbeschaffenheit
Kopf Position, Blickrich-
tung
6DOF-Tracker
an Brille
4x4 Transformationsma-
trix, 16 Fließkomma
Handrücken
(Datenhand-
schuh)
Position, Orientierung 6DOF-Tracker
auf Handrücken
4x4 Transformationsma-
trix, 16 Fließkomma
Fingerstellung
(Datenhand-
schuh)
10*1 Freiheitsgrad,
4*2 Freiheitsgrade,
1*3 Freiheitsgrade
Datenhand-
schuh
22 Sensorwerte als
Ganzzahlen im Intervall
[0, 255]
Handrücken
(Fingertracker)
Position, Orientierung Fingertracker 4x4 Transformationsma-
trix, 16 Fließkomma
Fingerstellung
(Fingertracker)
10*1 Freiheitsgrad,
4*2 Freiheitsgrade,
1*3 Freiheitsgrade
Fingertracker 5*3-Vektor, 10 Fließkom-
ma, 5 Rotationsmatrizen
(3x3 aus 9 Fließkomma-
zahlen)
Oberarm Position, Orientierung 6DOF-Tracker
am Oberarm
4x4 Transformationsma-
trix, 16 Fließkomma
Unterarm Position, Orientierung 6DOF-Tracker
am Unterarm
4x4 Transformationsma-
trix, 16 Fließkomma
Hüfte (Körper-
mitte)
Position, Orientierung 6DOF-Tracker
an Hüfte
4x4 Transformationsma-
trix, 16 Fließkomma
Tabelle 6.1.: Übersicht über die verschiedenen Datenformate, die von den Eingabegeräten
geliefert werden.
Aufgrund dieser Heterogenität und um die Ausstattung des Benutzers mit Einga-
begeräten flexibel gestalten zu können, werden die Daten eines jeden Eingabegeräts
separat aufgezeichnet (siehe dazu auch Abschnitt 6.5.1 „ Interaktionskanäle“, S. 173).
Dazu wird im Rhythmus der Update-Rate, der jeweils aktuelle Vektor aus Sensorwer-
ten mit einem Zeitstempel versehen und als Zeile in einer Tabelle gespeichert.
6.1.2. Ebene 1 - Bewegungsdaten der Körpermodells
Hier gilt es aus der Gesamtheit der Daten der Eingabegeräte für jeden Zeitschritt eine
Repräsentation der Körperstellung des Benutzers zu errechnen. Diese blieb im „Virtu-
al Workers“-Projekt zunächst auf den Oberkörper beschränkt, wobei sich die gleichen
Methoden jedoch auch auf die unteren Gliedmaßen anwenden lassen würden. Da hier
ein Modell der Bewegungen des Benutzers erstellt wird, nennt man dieses Verfahren
auch Motion Capture. Daher kann diese Ebene auch als Motion Capture Ebene be-
zeichnet werden.
Die Abbildung von Sensorwerten der Eingabegeräte auf die Stellung des Körper-
modells kann je nach Körperteil und Eingabegerät mehr oder weniger direkt sein. So
müssen z.B. bei Benutzung des Datenhandschuhs die Sensorwerte zunächst in Ge-
lenkwinkel umgerechnet werden (vgl. Abschnitt 2.3.2 „ Kalibrierung des Datenhand-
schuhs“, S. 16). Der Fingertracker liefert hingegen schon direkt Gelenkwinkel, die
allerdings evtl. noch in ein anderes Format gebracht werden müssen (Winkel-Achse-
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Darstellung). Um den Stellwinkel des Ellbogens (engl. swivel angle [TGB00]) er-
rechnen zu können, müssen die Transformationen des Oberarm- und des Unterarm-
Trackers miteinander verrechnet werden [Pri08].
Für die Analyse der Körperbewegungen sind bestimmte Körperteile von besonde-
rem Interesse und werden daher auch als semantisch zusammengehörige Einheit in
sog. Bewegungskanälen separat erfasst. Ein Beispiel dafür wäre die Handtrajektorie,
also die Bewegung der Hand (hier repräsentiert durch die Bewegung des Handgelenks
bzw. Handrückens) im Raum. Ein weiteres Beispiel wäre die Fingerstellung der Hand,
die ebenfalls getrennt betrachtet werden kann. Eine solche Aufteilung erleichtert die
spätere Analyse auf der Interaktionsebene (siehe unten) unter Zuhilfenahme der Be-
wegungsdaten.
Ein weiterer wichtiger Aspekt ist die Segmentierung der einzelnen Bewegungskanä-
le in semantisch zusammengehörige zeitliche Intervalle. Dies kann z.B. die Aufteilung
der Handtrajektorie zu Zeitpunkten des Kontakts (bzw. Auflösung des Kontakts) mit
einem Objekt sein. Dabei wird die Trajektorie der Hand zu verschiedenen Einzeltrajek-
torien dekomponiert, die dann z.B. Annäherungsphase, Manipulationsphase und Ent-
fernungsphase widerspiegeln. Ebenso kann die Veränderung der Fingerstellung seg-
mentiert werden. Der Beginn einer Fingerbewegung aus der Ruhe markiert z.B. den
Anfang einer Greifbewegung, während die anschließende Ruhe, bzw. die Erkennung
eines prehensilen Griffs das Ende markiert. Der Prozess der Segmentierung wird in
Abschnitt 6.3.1 (S. 158) ausführlicher beschrieben.
6.1.3. Ebene 2 - Interaktionsdaten
Bewegungsdaten alleine beinhalten noch keinerlei Wechselwirkungen zwischen dem
Körpermodell des Benutzers und der virtuellen Szene – also das was als Interaktion zu
bezeichnen ist. Auf der nächsthöheren Ebene – der Ebene der Interaktionsdaten – wer-
den daher alle Daten aufgezeichnet, die sich auf eine solche Wechselwirkung beziehen.
Das sind zunächst Kollisionsinformationen zwischen Kontaktsensoren und virtuellen
Objekten. Diese Kollisionsinformationen können neben der Meldung über Auftreten
und Beendigung einer Kollision auch detailliertere Daten enthalten, wie z.B. die ge-
nauen Koordinaten der Kontaktpunkte im Raum, die Richtung der Kontaktnormalen
und die Durchdringungstiefe zwischen Objekt und Sensor.
Bei jeder Kontaktänderung zwischen dem Handmodell und einem Szenenobjekt
wird zudem auf das Vorliegen eines prehensilen Griffs geprüft. Dies geschieht über
eine Greifheuristik. Liegt ein solcher Griff vor, ergeht eine entsprechende Meldung an
das System und die Simulation des Greifvorgangs beginnt (vgl. Abschnitt 4.4 „ Simu-
lation des Greifens“, S. 72). Der Zeitpunkt der Erkennung des prehensilen Griffes wird
ebenfalls aufgezeichnet, da dieser das Ende der Greifbewegung und den Beginn der
Objektmanipulation kennzeichnet. Diese Zeitangaben sind für das Timing bei der spä-
teren Wiedergabe wichtig. Darüber hinaus wird die Greifart des vorliegenden Griffes
bestimmt. Dies geschieht über einen Klassifikationsvorgang, der auf unterschiedlichen
Merkmalen beruhen kann, wie in Kapitel 5 „Automatische Erkennung von Greifarten“
ausführlich erläutert.
Das Ergebnis der Interaktionen mit virtuellen Objekten wird ebenfalls aufgezeich-
net, um diese später „im Effekt“ wiedergeben zu können. Bei dieser Form der Wie-
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dergabe ist weniger interessant, auf welche Art und Weise ein Manipulationsvorgang
durchgeführt wurde, sondern nur zu welchem Ergebnis dieser geführt hat. Ein Beispiel
wäre das Umsetzen eines Objektes auf einer Tischfläche, wobei nur die Zielposition
korrekt wiedergegeben werden soll, die genauen Hand- und Armbewegungen während
der Objektmanipulation jedoch nachrangig sind. Bei frei beweglichen Objekten gehört
zu diesen Interaktionsdaten vor allem die Änderung der Objektposition, aber im Fal-
le von nicht-prehensilen Manipulationen auch die auf das Objekt ausgeübten Kräfte
und Drehmomente. Letztere setzen eine physikalische Simulation der Objekte vor-
aus. Bei virtuellen Stellteilen sind vor allem die Zustandsänderungen der Aktuatoren
innerhalb ihrer Freiheitsgrade interessant. Zudem wird die Einnahme ausgewiesener
diskreter Zustände aufgezeichnet. Diese Informationen werden direkt von den Stelltei-
len in Form von Stellteilereignissen (siehe dazu Abschnitt 4.2.2 „Stellteilereignisse“,
S. 66) verschickt.
Mit den Interaktionsdaten der Ebene 2 werden neue Konzepte eingeführt, die ent-
scheidend dafür sind, um aus Motion Capture „Action Capture“ machen zu können.
Die betreffenden Konzepte, Datenstrukturen und Analyseprozesse stellen somit einen
weiteren wichtigen Beitrag dieser Arbeit dar und werden im weiteren Verlauf dieses
Kapitels ausführlich erläutert.
6.2. Basisinteraktionen
Direkte manuelle Manipulation von Objekten in virtuellen Umgebungen weist eine
hohe Komplexität und eine hohe Zahl von Variablen auf. Betrachtet man z.B. klassi-
sche WIMP-Computerbedienung so gibt es eine relativ begrenzte Zahl von Variablen:
Mauszeigerposition (X- und Y-Koordinate), gedrückte Tasten, Schaltfläche unter dem
Mauszeiger, usw. In virtuellen Umgebungen kommen, insbesondere bei direkter Ma-
nipulation, neben der dritten Raumdimension noch eine Vielzahl weiterer Variablen
hinzu: Betrachterposition (in sechs Freiheitsgraden), Handposition (in sechs Freiheits-
graden) und Fingerstellung (21 Freiheitsgrade), Objektposition (in sechs Freiheitsgra-
den), Kontaktstellen zwischen Hand und Objekt, Gelenkstellungen bei artikulierten
Objekten, etc. Alle diese veränderlichen Merkmale spannen einen sehr hochdimen-
sionalen Merkmalsraum auf und machen es schwierig Aktionen direkt auf Basis der
Eingabemerkmale zu klassifizieren, wie das z.B. bei Greifarten möglich ist.
Um aus komplexen Interaktionen sinnhafte Aktionen zu erkennen, ist es also sinn-
voll, zunächst eine Art Alphabet von grundlegenden Basisinteraktionen festzulegen.
Solche Basisinteraktionen sollen atomar sein, dürfen also nicht in weitere funktiona-
le Bestandteile zerlegbar sein. Zudem müssen sie eindeutig sein. Zu jedem Zeitpunkt
muss genau erkennbar sein, welche Basisinteraktion stattfindet.
6.2.1. Taxonomie von Basisinteraktionen
Im Rahmen dieser Arbeit wurde eine Taxonomie von Basisinteraktionen herausgear-
beitet, die in Abbildung 6.2 aufgeführt ist. Die einzelnen Klassen von Basisinterak-
tionen sind gruppiert nach derjenigen Eigenschaft des Objektes (bzw. dem Verhältnis
zwischen Benutzerhand und Objekt), die durch die Basismanipulation verändert wird.
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Diese wird im Folgenden kurz als die modifizierte Eigenschaft bezeichnet. Dazu gehö-
ren die Distanz zwischen Hand und Objekt, Kontakt zwischen Hand und Objekt, die
Lage des Objektes im Raum und Kräfte, die auf das Objekt ausgeübt werden.
Abbildung 6.2.: Die Taxonomie von Basisinteraktionen.
Bei der Unterscheidung der Basisinteraktionen sind zudem einige weitere Kriteri-
en wichtig, die sich aus der Simulation der Interaktionen ergeben (vgl. Abschnitt 4.4
„Simulation des Greifens“). Diese Kriterien sind:
ã prehensiler vs. nicht-prehensiler Kontakt
ã Stellteil vs. frei bewegliches Objekt
ã physikalische vs geometrie-basierte Simulation von Objektverhalten
Je nach den Gegebenheit bei einer Interaktion bezüglich dieser Unterscheidungskrite-
rien ergeben sich unterschiedliche Vorgehensweisen schon bei der Simulation. Diese
motivieren zum einen eine entsprechende Unterscheidung bei den Basisinteraktionen,
da die Interaktionen bei einer späteren Wiedergabe durch eine virtuelle Figur - zumin-
dest auf dem gleichen VR-Simulationssystem - auf ähnliche Weise umgesetzt werden.
Zum anderen erleichtern sie aber auch eine dementsprechende Unterscheidung, da die
Unterscheidungskriterien schon zum Zeitpunkt der Simulation der Interaktion erhoben
werden.
Jede Klasse von Basisinteraktionen wird durch entsprechende klassenabhängige Pa-
rameter weiter spezialisiert. Diese sollen nicht zu einer weitergehenden Aufteilung
in benannte Unterklassen führen, sondern stellen lediglich Varianten einer jeweiligen
Basisinteraktion dar. Beispiele für solche Parameter sind z.B. die Greifart bei einer
Ergreifen-Basisinteraktion oder die Kontaktpunkte und ausgeübte Kraft in Stärke und
Richtung bei einer Drücken-Basisinteraktion.
6.2.2. Detailbeschreibung der Basisinteraktionen
Im Folgenden werden die unterschiedlichen Klassen von Basisinteraktionen im De-
tail beschrieben. Dabei wird jeweils die modifizierte Eigenschaft und das Ergebnis
der Basisinteraktion herausgestellt. Zudem werden die Parameter identifiziert, die die
Basisinteraktionen weiter spezialisieren.
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Annähern (engl. reach)
Annähern bezeichnet die Bewegung der Hand zu einem Objekt der Szene hin. Diese
Bewegung kann entlang einer relativ geraden Linie erfolgen als auch eine komplexe
Trajektorie im Raum beschreiben.
ã modifizierte Eigenschaft: Der Abstand zwischen der Hand und dem Objekt.
ã Ergebnis: Die Hand befindet sich nahe genug am Objekt, um es zu berühren.
Zurückziehen (engl. retract)
Als Gegenstück zum Annähern bezeichnet dies die Bewegung der Hand von einem
Objekt weg. Die Bewegung kann dabei in eine natürliche Ruheposition der Hand oder
zu einem anderen Objekt hin erfolgen. In letzterem Fall teilt sich der Weg der Hand
gleichteilig in einen Zurückziehen und einen Annähern Anteil auf. Auch hierbei sind
verschiedene Bewegungstrajektorien möglich.
ã modifizierte Eigenschaft: Der Abstand zwischen der Hand und dem Objekt.
ã Ergebnis: Die Hand befindet sich weiter von dem vormals manipulierten Objekt
weg als während der Interaktion und ist bereit für die nächste Aktion.
Greifen (engl. grasp)
Dies bezieht sich auf einen vollständigen prehensilen Griff eines Objektes durch die
Hand des Benutzers. Das Greifen kann dabei auf verschiedene Greifarten stattfinden.
Auch die Kontaktstellen zwischen der Hand und dem Objekt sind dabei wichtige Pa-
rameter.
ã modifizierte Eigenschaft: Der Kontakt zwischen der Hand und dem Objekt.
ã Ergebnis: Der Benutzer hält das Objekt in der Hand und ist in der Lage, es an
einen anderen Ort zu bewegen, bzw. im Falle von Stellteilen, den Aktuator im
Rahmen seiner Freiheitsgrade zu bewegen.
Berühren (engl. touch)
Ähnlich wie Greifen, wobei allerdings kein prehensiler Griff stattfindet, sondern ledig-
lich ein nicht-prehensiler Kontakt zwischen Hand und Objekt. Auch hierbei kann eine
Unterscheidung in verschiedene nicht-prehensile Greifarten stattfinden. Die Kontakt-
stellen spielen ebenfalls eine wichtige Rolle.
ã modifizierte Eigenschaft: Der Kontakt zwischen der Hand und dem Objekt.
ã Ergebnis: Berührungskontakt wurde hergestellt und ermöglicht direkte nicht-
prehensile Manipulationen, z.B. Drücken.
Loslassen (engl. release)
Das Gegenstück zu Ergreifen und Berührung, wobei hier jeglicher Kontakt zwischen
der Hand und dem Objekt aufgehoben wird. Ohne Einfluss der Hand ist das Objekt nun
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wieder anderen Einflussfaktoren unterworfen, wie der Schwerkraft oder Rückstellkräf-
ten.
ã modifizierte Eigenschaft: Der Kontakt zwischen der Hand und dem Objekt.
ã Ergebnis: Kontakt zwischen Hand und Objekt besteht nicht mehr, womit der
Einfluss der Hand auf das Objekt endet und direkte Manipulationen nicht mehr
möglich sind.
Bewegen (engl. displace)
Dies bezieht sich auf eine Bewegung des Objektes als Ganzes und ist somit beschränkt
auf frei bewegliche Objekte. Diese Basisinteraktion erfordert zudem einen prehensi-
len Griff. Wichtige Parameter sind die neue Position und Orientierung des Objektes.
Die Bewegungstrajektorie der Hand durch den Raum während dieser Interaktion kann
ähnlich wie bei Annähern sehr unterschiedlich und beliebig komplex sein.
ã modifizierte Eigenschaft: Die Lage des Objektes im Raum.
ã Ergebnis: Das Objekt befindet sich an einer anderen Stelle und/oder in einer
anderen Orientierung.
Stellen (engl. actuate)
Dies ist die Entsprechung von Bewegen aber bezogen auf Stellteile. Hierbei sind die
Bewegungen auf mögliche Bewegung innerhalb der Freiheitsgrade des Aktuators be-
schränkt. Wichtige Parameter sind hier der neue Zustand des Aktuators und die Bewe-
gungstrajektorie dorthin.
ã modifizierte Eigenschaft: Die Lage bzw. Stellung des Aktuators eines Stellteils.
ã Ergebnis: Der Aktuator hat je nach Freiheitsgraden relativ zu seiner Halterung
eine neue Position bzw. Orientierung eingenommen.
Drücken (engl. push)
Da es hierbei um die Ausübung von Kräften geht, setzen diese und die folgende Ba-
sisinteraktion eine physikalische Simulation des Objektverhaltens voraus. Drücken
bezieht sich auf jegliche Ausübung von Kräften auf das Objekt unter einem nicht-
prehensilen Kontakt mit der Hand. Dieses ist sowohl für Stellteile als auch für Nicht-
Stellteile gültig, wobei das Egebnis dieser Kraftausübung von der Art des Objektes
abhängt. Im Falle eines frei beweglichen Festkörpers führt sie normalerweise zu einer
Positionsänderung. Bei einem Stellteil hängt der Effekt von den spezifischen Freiheits-
graden des Aktutators ab. Normalerweise ist das Ergebnis eine Verschiebung des be-
rührten Aktutators entlang einer seiner Bewegungsachsen. Das Drücken eines Knop-
fes ist ein klassisches Beispiel hierfür. Parameter beim Drücken sind Angriffspunkt,
Stärke und Richtung der ausgeübten Kraft sowie die Parameter des nicht-prehensilen
Kontakts (siehe Berühren).
ã modifizierte Eigenschaft: Kräfte die auf das Objekt wirken.
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ã Ergebnis: Unterschiedlich je nach Beschaffenheit des Objekts. Normalerweise
eine Bewegung in Richtung der Kraft.
Ziehen (engl. pull)
Diese Basisinteraktion ist ähnlich zu Drücken, erfordert aber einen prehensilen Griff
mit der Hand. Eine Ausnahme bildet der nicht-prehensile Haken-Griff (Hook), der
einem prehensilen Griff gleichwertig gewertet wird, wenn die Richtung der Kraftaus-
übung in Richtung der Fingermulde (Haken) und eine Umgebungskraft in entgegenge-
setzter Richtung wirkt. Diese Umgebungskraft kann z.B. die Schwerkraft, eine Rück-
stellkraft, oder eine Reibungskraft sein. Allerdings ist Ziehen im Kontext dieser Arbeit
auf Stellteile beschränkt, da jegliche prehensile Manipulation für frei bewegliche Ob-
jekte mit Bewegen identisch ist.
Ähnlich wie beim Drücken ist das Ergebnis der Interaktion stark abhängig von der
Beschaffenheit des Stellteils. Das Ziehen eines Hebels oder das Öffnen einer Schubla-
de sind typische Beispiele für Ziehen. Wichtige Parameter sind auch hierbei Angriffs-
punkt, Stärke und Richtung der ausgeübten Kraft sowie die Parameter des prehensilen
Griffs (siehe Ergreifen). Im Gegensatz zum üblichen Sprachgebrauch spielt die Bewe-
gungsrichtung hier keine Rolle bei der Unterscheidung zwischen Drücken und Ziehen.
Die Unterscheidung wird hier lediglich auf Grundlage der Art des Kontaktes zwischen
prehensil und nicht-prehensil getroffen.
ã modifizierte Eigenschaft: Kräfte die auf das Objekt wirken.
ã Ergebnis: Unterschiedlich je nach Freiheitsgraden des Stellteils. Normalerweise
eine Bewegung in Richtung der Kraft, der Bewegung der Hand folgend.
6.3. Erkennung von Basisinteraktionen
Wie zu Beginn von Abschnitt 6.2 erläutert, stellt die Erkennung von sinnhaften Ein-
heiten aus dem Strom von Bewegungs- und Interaktionsdaten aufgrund der Vielzahl
an Merkmalen ein nicht-triviales Problem dar. Dieser Abschnitt stellt einen heuristi-
schen Ansatz zur Erkennung von Basisinteraktionen vor, der im Rahmen des „Virtual
Workers“-Projekts zu verlässlichen Ergebnissen geführt hat. Bei diesem Ansatz wer-
den zum einen die Bewegungsdaten auf Pausen, bzw. Extremstellen überwacht, da
solche Stellen üblicherweise den Beginn oder das Ende einer Interaktion markieren.
Zum anderen wird auf bestimmte Ereignisse aus dem Bereich der Interaktionsdaten
reagiert, wie z.B. Kollisionen zwischen Sensoren des virtuellen Handmodells und Sze-
nenobjekten. Letztlich werden auch die vorangegangenen Basisinteraktionen mit in
Betracht gezogen, da bestimmte Basisinteraktionen andere vorangehende Basisinter-
aktionen als Vorbedingung haben. So muss ein Objekt z.B. prehensil gegriffen worden
sein (Greifen), bevor es durch den Raum bewegt werden kann (Bewegen).
Tabelle 6.2 listet für jede Basisinteraktion die Vorbedingungen und bestimmte
Schlüsselmerkmale auf, welche den Beginn bzw. das Ende einer Basisinteraktion
kennzeichnen. Dabei muss die Vorbedingung zwingend erfüllt sein, damit die entspre-
chende Basisinteraktion überhaupt in Betracht kommen kann. Die Beginnmerkmale
sind bestimmte Ereignisse oder Eigenschaften im Datenstrom, die bei ihrem Auftreten
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Basis-
interaktion
Vorbedingung Beginnmerkmale Endmerkmale
Annähern kein Objektkontakt Handbewegung be-
ginnt
Handbewegung endet
oder Objektkontakt
Zurückziehen Objektkontakt wur-
de aufgehoben (vor-
angehendes Loslas-
sen)
Handbewegung be-
ginnt
Handbewegung endet
oder Objektkontakt
Greifen kein Objektkontakt Fingerbewegung be-
ginnt
Fingerbewegung en-
det, prehensiler Griff
erkannt
Berühren kein Objektkontakt Kontakt beginnt Hand- und Fingerbe-
wegung enden und
kein prehensiler Griff
erkannt
Loslassen Objektkontakt Kontaktpunkt wird
aufgelöst
kein Objektkontakt
mehr
Bewegen prehensiler Griff ei-
nes frei beweglichen
Objektes
Handbewegung be-
ginnt
Handbewegung oder
Loslassen
Stellen Griff eines Stellteils Handbewegung be-
ginnt
Handbewegung oder
Loslassen
Drücken nicht-prehensiler
Griff eines Objektes
Kraftausübung
beginnt
Kraftausübung endet
oder Loslassen
Ziehen prehensiler Griff
oder Hakengriff
eines Stellteils
Kraftausübung
beginnt
Kraftausübung endet
oder Loslassen
Tabelle 6.2.: Übersicht über die Merkmale zur Erkennung von Basisinteraktionen.
den Beginn der Basisinteraktion markieren. Der Beginn einer Annähern-Interaktion
wird z.B. dann eingeleitet, wenn nach einer Phase des Stillhaltens eine neue Bewe-
gung der Hand auftritt. Die Endmerkmale kennzeichnen das Ende der Basisinterakti-
on. Nach deren Auftreten wird der endgültige Typ der Basisinteraktion bestimmt (z.B.
Unterscheidung zwischen Berühren und Greifen) und die Timing-Informationen er-
fasst.
Der Erkennungsprozess geschieht in Echtzeit, das heißt er passiert noch während die
Interaktion durchgeführt wird. Dies erlaubt eine direktes Reagieren auf die erkannten
Basisinteraktionen. Aus technischen Gründen müssen allerdings kleinere Verzögerun-
gen bei der Erkennung in Kauf genommen werden, die allerdings im Bereich von
Sekundenbruchteilen bis wenigen Sekunden liegen (siehe unten).
6.3.1. Segmentierung der Bewegungen
Ein wichtiger Aspekt bei der Erkennung von Basisinteraktionen ist die Segmentierung
der Bewegungsdaten. Handtrajektorien und Fingerbewegungen werden protokolliert
und immer dann segmentiert, wenn Pausen in der Bewegung auftreten. Diese Pausen
kennzeichnen normalerweise das Ende einer Interaktion und den möglichen Beginn
einer neuen Interaktion. Bei dieser Pausenerkennung können Ungenauigkeiten beim
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Tracking problematisch werden, die durch zeitweilige Verdeckungen oder andere ex-
terne Einflüsse hervorgerufen werden können. Diese können zu Sprüngen der Lage ei-
nes Trackers oder der Gelenkwinkel beim Fingertracking führen. Diese Sprünge sind
üblicherweise so beschaffen, dass die erkannte Position oder erkannte Gelenkwinkel
kurzzeitig in eine fehlerhafte Stellung springen und nach wenigen Simulationsschritten
wieder in ihre ursprüngliche korrekte Position zurück springen. Aus diesem Grunde
wird bei der Pausenerkennung ein Verfahren verwendet, das auf verzögerten Differen-
zen und Schwellwerten beruht. Dieses führt zu einem gewissen Grad der Robustheit
gegenüber Sprüngen, indem nicht nur die jeweils letzte Lageänderung, sondern die
Änderungen über mehrere Simulationsschritte hinweg betrachtet werden.
Für die Bewegungen der Hand und die der Finger werden jeweils zwei Schwell-
werte definiert: Beginn-Schwellwert (engl. begin threshold) und End-Schwellwert
(engl. end threshold). Die Bewegungen, also Positions- bzw. Winkeländerungen, wer-
den auf einen skalaren Indexwert heruntergerechnet (siehe unten), um die Schwell-
wertbetrachtung zu vereinfachen. Übersteigt der Indexwert aus der Ruhe heraus den
Beginn-Schwellwert, so gilt eine neue Interaktion als begonnen. Der Zeitpunkt, an
dem der Schwellwert überschritten wurde wird protokolliert und gilt als Startzeit-
punkt der Interaktion. Diese wird solange fortgeführt, bis der Indexwert unter den
End-Schwellwert sinkt. Dieses Ereignis markiert eine Pause in der Bewegung und so-
mit das Ende der Interaktion. Die Hand wird wieder als in Ruhe betrachtet und die-
ser Zeitpunkt als Endzeitpunkt protokolliert. Neben einer Bewegungspause können
Interaktionen auch durch bestimmte Kollisionsereignisse beendet werden (siehe Ab-
schnitt 6.3.2 “Verarbeitung von Kontaktinformationen”). Abbildung 6.3 illustriert die-
sen Prozess der Pausenerkennung grafisch. Im Folgenden wird die genaue Berechnung
der Indexwerte dokumentiert.
Abbildung 6.3.: Pausenerkennung beim Segmentieren von Bewegungsdaten.
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Berechnung der Indexwerte
Als Indexwert für die Handbewegung wird die Länge des Änderungsvektors summiert
über die letzten n Simulationsschritte2 verwendet. Der Änderungsvektor für die Hand-
position ∆−→p ergibt sich somit nach folgender Formel:
∆−→p =
n−1∑
i=0
~pt−i − ~pt−(i+1) (6.1)
wobei ~pt die Handposition zum Zeitpunkt des Simulationsschrittes t ist. Als Index-
wert für die Handposition wird schließlich die Länge dieses Änderungsvektors genom-
men:
ihand =
√
(∆p1)2 + (∆p2)2 + (∆p3)2 (6.2)
Während die Handposition aus einem Vektor mit drei Komponenten besteht, wird
die Fingerstellung der Hand durch 15 räumliche Rotationen repräsentiert. Dies macht
einen Schwellwertbetrachtung relativ aufwändig. Aus diesem Grund werden die räum-
lichen Rotationen zunächst in Einzelrotationen um die entsprechenden Freiheitsgrade
(Eulerwinkel) zerlegt. Somit ergeben sich 21 Rotationswinkel. Anschließend werden
die Differenzen über die letzten n Simulationsschritte nach dem gleichen Schema, wie
Formel 6.1 aufsummiert, nur dass sich in diesem Fall der Änderungsvektor für die
Fingerstellung ∆
−→
f aus 21 Rotationswinkeln zusammensetzt:
∆
−→
f =
n−1∑
i=0
~ft−i − ~ft−(i+1) (6.3)
Der Indexwert für die Fingerstellung ergibt sich dann aus:
ifinger =
√√√√ 21∑
i=1
(∆fi)2 (6.4)
6.3.2. Verarbeitung von Kontaktinformationen
Neben Pausen in den Bewegungsdaten kann der Beginn oder das Ende von Basisinter-
aktionen auch auf Grundlage bestimmter Kollisionsereignisse von den Handsensoren
erfolgen. Die Komponente zur Kollisionserkennung teilt allen Beobachtern über einen
Callback-Aufruf mit, wenn zwei registrierte Objekte kollidieren, bzw. eine vorher be-
standene Kollision aufhört (siehe Abschnitt 4.3.2, S. 70). Die Komponente zur Erken-
nung von Basisinteraktionen ist hierbei vor allem an Kontakten zwischen Sensoren des
virtuellen Handmodells und annotierten Objekten interessiert.
Wie in Abschnitt 4.4 (S. 72) erläutert, werden für jedes Handmodell (rechte oder
linke Hand) und für jedes Szenenobjekt die Kontaktinformation in einer Datenstruktur
namens ObjectHandRelation protokolliert. Diese Datenstruktur beschreibt das
Kontaktverhältnis zwischen der Hand und dem jeweiligen Objekt. Dabei ist zu unter-
scheiden zwischen dem erstmaligen Kontakt zwischen der Hand und einem Objekt,
2Im Rahmen des „Virtual Workers“-Projekts hat sich n = 5 als robuste Wahl herausgestellt.
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der Veränderung dieses Kontaktes und der Auflösung des Kontaktes. Tritt ein Kontakt
erstmalig auf, so markiert dies z.B. Ende einer Annähern-Interaktion und den Beginn
einer Berühren- oder einer Greifen-Interaktion. Dies geschieht nicht selten, während
die Hand als ganzes in Bewegung ist, so dass dieses Ereignis einer Pause in der Bewe-
gung oft zuvorkommt. Die Auflösung des letzten Kontaktes mit einem Objekt markiert
zudem eine Loslassen-Interaktion und beendet automatisch alle zuvor stattgefundenen
Manipulationen.
Um eine Unterscheidung zwischen Berühren und Greifen zu ermöglichen, muss
der Erkennungsprozess leicht verzögert werden. Naturgemäß beginnt jeder prehensi-
ler Griff zunächst mit einem nicht-prehensilen Kontakt (das erste Fingersegment das
mit dem Objekt Kontakt bekommt). Daher muss abgewartet werden, ob nicht noch
weitere Kontakte hinzukommen, die letztlich zu einem prehensilen Griff führen kön-
nen. Des Weiteren kann auch die Klassifikation der Greifart nicht beim ersten Kontakt
durchgeführt werden, da sich die Handform bis zum Abschluss des Griffs noch ändern
kann, was zu einem anderen Klassifikationsergebnis führen kann. Als Markierung für
den Abschluss der Griffes können zwei Ereignisse betrachtet werden: Timeout und
Bewegungspause. Die meisten natürlichen Handgriffe sind normalerweise innerhalb
weniger Sekunden abgeschlossen. Tritt also innerhalb eines bestimmten Zeitintervalls
seit Auftreten des ersten Kontakts kein weitere Kontakt mehr auf, kann der Griff als ab-
geschlossen betrachtet werden. Das zweite Ereignis ist, wenn die Finger der Hand zur
Ruhe kommen. Zur Herstellung weiterer Kontakte ist meist eine Bewegung der Finger
notwendig. Wird innerhalb des Timeout-Intervalls eine Pause in der Fingerbewegung
festgestellt, so kann dies ebenfalls den Abschluss des Griffs markieren.
Gilt der Griff durch Eintreten eines der beiden Ereignisse als abgeschlossen, so wird
auch die Greifart klassifiziert. Dazu werden die Greifmerkmale, also z.B. die Rohda-
ten des entsprechenden Datenhandschuhs oder die Fingerstellung, in diesem Moment
abgefragt und dem Klassifikator zugeführt. In Bezug auf die Implementierung wurden
die Klassifikationsalgorithmen von Weka über das Java Native Interface (JNI) in das
ansonsten in C++ geschriebene System zur Interaktionsanalyse integriert. Der Klas-
sifikator liefert die erkannte Greifart als Indexwert bzgl. der verwendeten Taxonomie
zurück. Dieser Wert wird in eine textuelle Repräsentation der Greifart übersetzt. Somit
ist die Greifen- bzw. Berühren-Interaktion vollständig erkannt und parametrisiert.
6.3.3. Verarbeitung von Stellteilereignissen
Die Stellteilereignisse helfen bei der Erkennung von Drücken, Ziehen und Stellen Ba-
sisinteraktionen. Wie in Abschnitt 4.2.2 (S. 66) schon dargelegt, werden Stellteilereig-
nisse verschickt, sobald ein Stellteil losgelassen wird, oder wenn diskrete Zwischen-
zustände erreicht werden. Bei physikalisch simulierten Stellteilen (wie im „Virtual
Workers“-Projekt der Fall) muss nun die Unterscheidung zwischen Drücken und Zie-
hen getroffen werden. Dies geschieht anhand der vorliegenden Greifart, die im vor-
angehenden Greifen- oder Berühren-Ereignis klassifiziert wurde. Liegt ein prehensiler
oder ein Haken-Griff vor, so handelt es sich per Konvention um Ziehen, ansonsten
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um Drücken3. Beide Interaktionsereignistypen enthalten zudem einen Verweis auf das
zugehörige Stellteilereignis, so dass die genaue Zustandsänderung nachvollzogen wer-
den kann. Bei physikalisch simulierten Stellteilen werden zusätzlich noch die ausge-
übten Kräfte mitprotokolliert. Diese werden während der Interaktion (ab dem Eintritt
eines Greifen oder Berühren-Ereignis) in jedem Simulationsschritt bei der Dynamik-
Simulation abgefragt und in einer Kräftetrajektorie gespeichert. Für mehr Details dar-
über, siehe Abschnitt 6.4.3, S. 166.
Bei nichtphysikalischen Stellteilen, wie z.B. in [MF05] vorgestellt, spielen die aus-
geübten Kräfte keine Rolle. Daher werden diese Interaktionen allgemein unter dem
Interaktionstyp Stellen zusammengefasst. Wie bei physikalischen Stellteilen ist hier
wieder ein Verweis auf das zugehörige Stellteilereignis enthalten, was eine spätere
Reproduktion der Interaktion „im Effekt“ ermöglicht.
6.3.4. Weiterverarbeitung von Basisinteraktionen
Wie Eingangs schon erwähnt, werden erkannte Basisinteraktionen in Form von Inter-
aktionsereignissen an andere Anwendungsteile übermittelt. Das Konzept der Interak-
tionsereignisse wird im nächsten Abschnitt ausführlich erläutert. Ein wichtiger Emp-
fänger von Interaktionsereignissen ist eine Komponente zur Aktionserkennung. Deren
Aufgabe ist es, aus den Basisinteraktionen zusammengesetzte Aktionen zu erkennen.
Sie bilden das Bindeglied beim „Action Capture“-Verfahren zwischen der Aufzeich-
nung von Interaktionen und der Imitation durch eine virtuelle Figur. Diese Aufgabe
liegt jedoch außerhalb der Themenstellung dieser Arbeit und soll daher nur in Ab-
schnitt 8.2 „ Einbettung der Arbeit in das „Action Capture“-Verfahren“ (S. 209ff) aus-
blickhaft skizziert werden.
6.4. Interaktionsereignisse
Neben der Kategorisierung und Erfassung von Basisinteraktionen spielt die Übermitt-
lung der gewonnenen Informationen an andere Teile der VR-Anwendung eine wichti-
ge Rolle. Zu diesem Zweck wurde ein flexibles Ereignis-Systems (engl. event system)
für Interaktionen entworfen und implementiert. Informationen über erkannte Basisin-
teraktionen lassen sich damit in Form von Interaktionsereignissen (engl. interaction
events) an beliebige andere Komponenten verschicken, ohne dass der Sender der In-
teraktionsereignisse diese kennen muss.
Wie bei den Stellteilereignissen (vgl. Abschnitt 4.2.2, S. 66) wurde dies durch einen
Dispatcher-Subscriber Mechanismus (Beobachtermuster) realisiert. Jede funktionale
Komponente des Systems kann sich als Empfänger beim Dispatcher registrieren. Wann
immer ein Ereignis an den Dispatcher versandt wird, leitet dieser das Ereignis auto-
matisch an alle registrierten Empfänger weiter. In Abbildung 6.4 wird dieser Mecha-
nismus grafisch illustriert.
3Auf eine Betrachtung der Bewegungsrichtung relativ zum Benutzer zur Unterscheidung von Drücken
und Ziehen wurde aus Gründen der Einfachheit zunächst verzichtet. Falls dies aufgrund von Erforder-
nissen der Zielandwendung notwendig sein sollte, wäre jedoch auch eine solche Betrachtung denkbar.
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Auf diese Art lassen sich verschiedene unabhängige Komponenten implementieren,
die verschiedene Aufgaben auf Basis der empfangenen Interaktionsereignisse erfül-
len. Eine Komponente sammelt z.B. alle empfangenen Ereignisse und schreibt diese
im XML-Format in eine Datei oder Datenbank (Persistenz). Eine andere Komponen-
te stellt eine grafische Repräsentation der empfangenen Ereignisse in der Szene dar
(Visualisierung). Eine dritte Komponente sammelt Sequenzen von Interaktionsereig-
nissen und erkennt daraus Aktionen (Aktionserkennung) zur späteren Überführung in
Animationspläne für eine virtuelle Figur.
Abbildung 6.4.: Dispatcher-Subscriber System zum flexiblen Verschicken von Interaktionser-
eignissen an andere Anwendungsteile.
6.4.1. Typen von Interaktionsereignissen
Es gibt verschiedene Typen von Interaktionsereignissen, wobei jeder Basisinterakti-
on ein entsprechender Ereignistyp zugeordnet ist. Es gibt also Bewegen-Ereignisse,
Greifen-Ereignisse, Loslassen-Ereignisse, usw. Von der Struktur her haben Interakti-
onsereignisse einen typunabhängigen Kopfteil und einen typabhängigen Hauptteil. Der
Inhalt des Hauptteils wird bestimmt durch die Basisinteraktion, die in dem Ereignis
beschrieben wird. Er enthält alle Informationen über die Parameter, die die Basisinter-
aktion kennzeichnen.
Der typunabhängige Kopfteil ist für alle Interaktionsereignisse gleich und setzt sich
folgendermaßen zusammen:
ã Typ-Kennung - Identifiziert den Typ des Interaktionsereignisses, um die weitere
typspezifische Verarbeitung zu ermöglichen. Folgende Typen sind implemen-
tiert: Grasp, Touch, Release, Displace, Reach, Retract, Actuate, Push, Pull
ã Startzeitpunkt (engl. start-time) - Zeitpunkt zu dem das Ereignis aufgetreten
ist, bzw. zu dem die entsprechende Basisinteraktion begonnen hat. Dieser Zeit-
punkt wird ab dem Startzeitpunkt der umgebenden Ereignissequenz (siehe Ab-
schnitt 6.4.4 “Sequenzen von Interaktionsereignissen”, S. 171) in Sekunden ge-
zählt.
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ã Dauer (engl. duration) - Dauer der durch das Ereignis beschriebenen Basisinter-
aktion in Sekunden. Aus Startzeitpunkt+Dauer ergibt sich der Endzeitpunkt
der Interaktion, gezählt ab dem Beginn der beinhaltenden Ereignissequenz.
Die Zeitmessungs-Informationen (engl. timing) eines Interaktionsereignisses (Start-
zeitpunkt und Dauer) sind so beschaffen, dass sich Interaktionereignisse auch zeitlich
überschneiden können. Innerhalb einer Sequenz von Interaktionsereignissen sind die
Ereignisse nach ihrem Startzeitpunkt sortiert. Es kann jedoch bereits ein neues Ereig-
nis erfolgen, während die Dauer eines vorherigen Ereignisses noch nicht verstrichen
ist. Dies erlaubt die zeitliche Überlappung von Ereignissen, wie z.B. Annähern und
Greifen. Bei der späteren Wiedergabe in Form einer Animation (Imitation) sorgen die-
se Timing-Informationen dafür, dass die Bewegungsabläufe auch zeitlich den demon-
strierten Objektmanipulationen ähneln.
6.4.2. XML-Format
Um Persistenz der Interaktionsdaten zu erreichen, wurde ein XML-Format entwickelt,
mit dem sich Interaktionsereignisse in Dateien oder Datenbanken speichern lassen. In
modernen Datenbanksystemen können XML-Codefragmente direkt gespeichert wer-
den (siehe Abschnitt 6.5, S. 172). Der Vorteil von XML ist, daß es mittlerweile eine
Reihe von Softwarewerkzeugen gibt, mit denen sich XML-Dateien komfortabel wei-
terverarbeiten lassen. Ein anderer Vorteil ist die Menschenlesbarkeit des Formats. Dies
zusammen erlaubt auch z.B. manuelle Analysen der durchgeführten Interaktionen und
kann somit den Prozess der automatisierten Erkennung von Aktionen aus Sequenzen
von Basisinteraktionen unterstützen bzw. ergänzen.
Das Schema des XML-Formats für Interaktionsereignisse ist in den Abbildun-
gen A.1 bis A.5 im Anhang dokumentiert (S. 219 ff.). Listing 6.1 zeigt ein Beispiel für
ein Greifen-Ereignis. Aus Platzgründen und der besseren Übersichtlichkeit wegen wur-
de das Beispiel gekürzt, indem sich häufig wiederholende Elemente wie Gelenkwinkel
oder Kontaktpunkte auf 2 Beispiele beschränkt wurden (Weglassungen gekennzeich-
net durch [...]). Zudem wurden alle Fließkommazahlen auf vier Nachkommastellen
begrenzt. Bei der ausführlichen Beschreibung der typabhängigen Inhalte im nachfol-
genden Abschnitt sind immer auch kurze Code-Beispiele in XML angegeben, die den
Aufbau des Formats weiter illustrieren.
<event type="grasp" start-time="0.533959" duration="1.63802"
id="IE-17ddbc04-0f55-11df-a03e-00142225ef0d">
<low-level-features>
<hand-side>right</hand-side>
<start-data>
<sensor-rawdata type="cg22" numsensors="22">145 91 136 101 106
94 70 100 103 65 165 71 107 63 134 60 95 93 102 116 131 43
</sensor-rawdata>
<hand-posture>
<joint-angle joint-id="r_index1">30.4117 -0.0599 0.9720
0.2269</joint-angle>
[...]
<joint-angle joint-id="r_thumb3">15.4054 0 1 0</joint-angle>
</hand-posture>
<hand-transform-wcs> 0.7268 -0.4655 -0.5048 0
0.0157 0.7462 -0.6654 0
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0.6866 0.4757 0.5497 0
-0.0876 -0.4376 0.91819 1
</hand-transform-wcs>
</start-data>
<goal-data>
<sensor-rawdata type="cg22" numsensors="22">153 73 136 73 91
100 74 93 105 67 137 60 105 61 116 54 79 89 71 128 115 61
</sensor-rawdata>
<hand-posture>
<joint-angle joint-id="r_index1">17.1717 -0.0746 0.7429
0.6652</joint-angle>
[...]
<joint-angle joint-id="r_thumb3">10.5405 0 1 0</joint-angle>
</hand-posture>
<hand-transform-wcs> 0.8412 -0.3475 -0.4141 0
-0.0196 0.7458 -0.6658 0
0.5402 0.5682 0.6206 0
-0.5070 0.0478 0.9942 1
</hand-transform-wcs>
<hand-transform-ocs>-0.0753 0.5812 -0.8102 0
-0.2420 0.7776 0.5803 0
0.9673 0.2397 0.0820 0
0.0751 -0.0114 -0.0902 1
</hand-transform-ocs>
<contact-points object-id="Bottle-1">
<contact-point sensor-id="right-thumb-sensor1-volar">
<pos-ocs>-0.5373 0.0671 0.95266</pos-ocs>
<normal-ocs>1 0.9526 0.0671</normal-ocs>
<pos-hcs>-0.0149 0.0427 -0.0312</pos-hcs>
<normal-hcs>-0.5373 -0.1782 -0.1365</normal-hcs>
</contact-point>
[...]
<contact-point sensor-id="right-thumb-sensor3-volar">
<pos-ocs>-0.6088 0.0832 0.9014</pos-ocs>
<normal-ocs>1 0.9014 0.0832</normal-ocs>
<pos-hcs>-0.0594 0.0902 -0.0925</pos-hcs>
<normal-hcs>-0.6088 -0.1823 -1.1265</normal-hcs>
</contact-point>
</contact-points>
</goal-data>
</low-level-features>
<medium-level-features>
<pca-coordinates space-id="Schlesinger::cylindrical" pca-space="/
vol/vworkers/data/pca/schlesinger-gommlich/cylindrical.hsty"
dimensions="3">-2.73908 -1.70615 0.112679</pca-coordinates>
</medium-level-features>
<high-level-features>
<target-object>Bottle-1</target-object>
<grasp-type taxonomy="Schlesinger">cylindrical</grasp-type>
</high-level-features>
</event>
Listing 6.1: Beispiel für ein Interaktionsereignis im XML Format (gekürzt), das eine Greifen-
Basisinteraktion beschreibt.
Von der Struktur her sind die Parameter und Merkmale im Hauptteil ei-
nes Interaktionsereignisses in drei Ebenen gegliedert, die einen zunehmenden
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Grad der Datenabstraktion widerspiegeln. Diese werden im XML-Format von
den Elementen <low-level-features>, <medium-level-features> und
<high-level-features> umgeben. Die Zuordnung von Parametern zu diesen
Ebenen erfolgt dabei nach folgender Systematik:
untere Ebene (engl. low-level) - Hier finden sich alle Parameter wieder, die
sich direkt, d.h. ohne weitere Berechnungs- oder Erkennungsschritte aus
Bewegungs- und Interaktionsdaten ergeben. Für diese Ebene sind jeweils die
Zustände zu Beginn der Interaktion (Zeitpunkt start-time) im Element
<start-data> und zum Ende der Interaktion (Zeitpunkt start-time +
duration) im Element <goal-data> angegeben. Dies geschieht, da die
Zustandsänderung von Beginn bis zum Ende relevant für die Aktionserkennung
ist. Für die höheren Ebenen sind nur die Zielzustände angegeben, da bei diesen
Ebenen auch nur der Zielzustand relevant ist..
mittlere Ebene (engl. medium-level) - Hier befinden sich alle Hilfsmerkmale,
die sich zur Unterstützung der komplexeren Analysevorgänge (wie z.B. Griff-
klassifikation) durch Berechnungs- und einfache Analysevorgänge aus den Pa-
rametern der unteren Ebene ableiten lassen. Zudem gehören die Ergebnisse von
Prozessen der Griffsimulation auf diese Ebene. Beispiele für Parameter der mitt-
leren Ebene sind z.B. Koordinaten in PCA-Räumen, Kraftvektoren, Aufteilung
der Kontaktstellen in virtuelle Finger, usw.
obere Ebene (engl. high-level) - Diese Ebene kann auch als Konzeptebene be-
zeichnet werden. Hier finden sich symbolische Merkmale oder Merkmale, die
sich aus komplexen Analyse- und Klassifikationsvorgängen ergeben, wie z.B.
die verwendete Greifart, der Name des Objekts, der vermutete Zweck der Inter-
aktion, usw.
Diese Aufteilung der Merkmale erhöht die Übersichtlichkeit bei der manuellen Ana-
lyse. Zudem ergibt sich daraus eine klare Bearbeitungsreihenfolge bei der Bestimmung
der Parameter und Merkmale von der unteren über die mittlere bis zur oberen Ebene.
6.4.3. Typabhängige Inhalte
Der typabhängige Teil eines Interaktionsereignisses enthält Details über die jeweilige
Basisinteraktion in Form von Parametern. Welche Parameter enthalten für eine Ba-
sisinteraktion relevant sind, hängt von deren Typ ab. Der besseren Lesbarkeit wegen
sind in der XML-Darstellung nur solche Parameter enthalten, die für die jeweilige
Basisinteraktion relevant sind. Ein “Greifen”-Ereignis (engl. grasp event) z.B. enthält
die Fingerstellung, Handposition, Indentifikator des gegriffenen Objektes, Kontakt-
stellen zwischen Hand und Objekt, die erkannte Greifart und einige weitere Informa-
tionen. Ein “Annähern”-Ereignis (engl. reach event) enthält die Bewegungstrajektorie
der Hand, Start- und Endposition, Zielobjekt und so weiter. Im Folgenden erfolgt eine
detaillierte Aufstellung der einzelnen Bewegungs- oder Interaktionsdaten, die im typ-
abhängigen Teil von Interaktionsereignissen enthalten sein können. In Tabelle 6.3 ist
für jeden Typ von Interaktionsereignis aufgeführt, welche Daten dieser Typ enthält.
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Ereignistyp enthaltene Daten
reach Referenz-ID Bewegungstrajektorie, Handtransformation, Objekt-IDs
retract Referenz-ID Bewegungstrajektorie, Handtransformation
grasp Handtransformation, Fingerstellung, Sensordaten, Greifart, Kontakt-
punkte, Objekt-IDs
touch Handtransformation, Fingerstellung, Sensordaten, Greifart, Kontakt-
punkte, Objekt-IDs
release Handtransformation, Fingerstellung, Objekt-IDs
displace Referenz-ID Bewegungstrajektorie, Handtransformation, Fingerstel-
lung, Sensordaten, Greifart, Kontaktpunkte, Objekt-IDs
actuate Referenz-ID Stellteilereignis, Handtransformation, Fingerstellung,
Sensordaten, Greifart, Kontaktpunkte, Objekt-IDs
push Referenz-ID Kräftetrajektorie, Handtransformation, Fingerstellung,
Sensordaten, Greifart, Kontaktpunkte, Objekt-IDs, Kraftvektor
pull Referenz-ID Kräftetrajektorie, Handtransformation, Fingerstellung,
Sensordaten, Greifart, Kontaktpunkte, Objekt-IDs, Kraftvektor
Tabelle 6.3.: Übersicht über die verschiedenen Typen von Interaktionsereignissen und die je-
weils enthaltenen typabhängigen Daten.
Referenzen
Interaktionsereignisse beziehen sich zwar immer auf ein bestimmtes Zeitintervall (vom
Start-Zeitstempel an gerechnet für die Dauer des Ereignisses), allerdings gibt es keine
Informationen über Veränderungen der Parameter während dieses Intervalls. Um über
die Zeit veränderliche Daten wiedergeben zu können, können bestimmte Bewegungs-
daten aus der Ebene 1 referenziert werden. Dieses sind z.B. die Handtrajektorien, die
in Annähern-Ereignissen vorkommen. Diese Bewegungsdaten werden in bestimmte
Intervalle segmentiert und mit einem global eindeutigen Identifikator (engl. univer-
sally unique identifier - UUID) versehen. Diese UUIDs werden im Referenz-Teil des
Interaktionsereignisses unter einem bestimmten Schlüssel angegeben, welcher den In-
halt der referenzierten Daten kennzeichnet (in diesem Beispiel hand-trajectory).
Auf diese Art kann immer eine eindeutige Zuordnung von Bewegungsdaten zu einem
Interaktionsereignis erfolgen. Auch zugeordnete Stellteilereignisse können auf diese
Art und Weise über ihre ID referenziert werden. Da manche Interaktionsereignisse
mehrere Referenzen enthalten können, werden diese nicht im Kopfteil, sondern direkt
danach in einer eigenen Sequenz (<references>) angegeben.
<references>
<ref type="hand-trajectory"
id="MET-0d4f2764-0f55-11df-8a6e-00142225ef0d"/>
</references>
Handtransformationen
Die Handtransformation gibt Position und Orientierung der jeweiligen Hand in Welt-
koordinaten (wcs) zum Start- bzw. Endzeitpunkt der Interaktion an. Wird ein Objekt
berührt, wie z.B. bei einem Greifen-Ereignis, so wird die Handtransformation auch in
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Objektkoordinaten (ocs) angegeben. Dies ermöglicht bei der Wiedergabe der Interak-
tion in einer veränderten Szene die korrekte Anpassung der Handposition an die neue
Objektposition.
<hand-transform-wcs> 0.8412 -0.3475 -0.4141 0
-0.0196 0.7458 -0.6658 0
0.5402 0.5682 0.6206 0
-0.5070 0.0478 0.9942 1
</hand-transform-wcs>
<hand-transform-ocs>-0.0753 0.5812 -0.8102 0
-0.2420 0.7776 0.5803 0
0.9673 0.2397 0.0820 0
0.0751 -0.0114 -0.0902 1
</hand-transform-ocs>
Kontaktpunkte
In der Sequenz <contact-points> werden alle Berührungspunkte zwischen der
Hand und dem berührten Objekt angegeben. Für jeden berührenden Sensor, der über
seinen eindeutigen Namen referenziert wird, wird dabei ein Kontaktpunkt angegeben.
Kontaktpunkte werden durch ihre Position (zur leichteren Analyse sowohl in Handko-
ordinaten als auch in Objektkoordinaten) und durch die Kontaktnormale spezifiziert.
Die Kontaktnormale ist optional und hängt davon ab, dass die verwendete Kollisions-
engine diese Informationen zur Verfügung stellt.
<contact-points object-id="Bottle-1">
<contact-point sensor-id="right-thumb-sensor1-volar">
<pos-ocs>-0.5373 0.0671 0.95266</pos-ocs>
<normal-ocs>1 0.9526 0.0671</normal-ocs>
<pos-hcs>-0.0149 0.0427 -0.0312</pos-hcs>
<normal-hcs>-0.5373 -0.1782 -0.1365</normal-hcs>
</contact-point>
[...]
<contact-point sensor-id="right-thumb-sensor3-volar">
<pos-ocs>-0.6088 0.0832 0.9014</pos-ocs>
<normal-ocs>1 0.9014 0.0832</normal-ocs>
<pos-hcs>-0.0594 0.0902 -0.0925</pos-hcs>
<normal-hcs>-0.6088 -0.1823 -1.1265</normal-hcs>
</contact-point>
</contact-points>
Sensordaten
Um die Griffklassifikation auf Grundlage der Sensor-Rohdaten später nachvollziehen
zu können, können bei Verwendung eines Datenhandschuhs optional auch die Sens-
ordaten abgespeichert. Diese bilden eine gerätespezifische Repräsentation der Finger-
stellung und werden daher mit einem Kürzel für das jeweilige Eingabegerät (in diesem
Beispiel type="cg22") versehen. Der komplette Verlauf der Sensordaten über die
Zeit gehört zu Ebene 0. Im Gegensatz dazu entspricht die Angabe hier eine Moment-
aufnahme, die für den Zeitpunkt der Griffklassifikation relevant ist.
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<sensor-rawdata type="cg22" numsensors="22">
145 91 136 101 106 94 70 100 103 65 165 71
107 63 134 60 95 93 102 116 131 43
</sensor-rawdata>
Handpostur
Hier wird die genaue Fingerstellung der Hand in Form von Gelenkwinkeln für die ein-
zelnen Fingergelenke angegeben. Jedes Gelenk wird durch seinen eindeutigen Namen
spezifiziert, wobei die Namen der Gelenkwinkel der H-ANIM Konvention entspre-
chen [Int05]. Der Gelenkwinkel wird standardmäßig im Winkel-Achse Format ange-
geben, wobei der Winkel in Grad angegeben ist. Auch die Fingerstellung entspricht
einer Momentaufnahme aus den Bewegungsdaten einer tieferen Ebene, in diesem Fal-
le der Ebene 1.
<hand-posture>
<joint-angle joint-id="r_index1">26.27 -0.10 0.84 0.51
</joint-angle>
<joint-angle joint-id="r_index2">20.62 0 1 0</joint-angle>
<joint-angle joint-id="r_index3">0 0 1 0</joint-angle>
<joint-angle joint-id="r_middle1">51.28 0 1 0</joint-angle>
<joint-angle joint-id="r_middle2">37.28 0 1 0</joint-angle>
[...]
<joint-angle joint-id="r_thumb3">15.40 0 1 0</joint-angle>
</hand-posture>
Kraftvektor
In diesem Vektor wird die Gesamtkraft angegeben, die im Rahmen einer Interaktion
auf ein Objekt ausgeübt wird. Dieser Parameter spielt nur bei physikalisch simulier-
ten Objekten eine Rolle. Die Länge des Vektors bestimmt dabei die Stärke der Kraft,
während die Richtung durch die Koordinaten des Vektors definiert ist. Um einen fei-
neren Verlauf der Kraftausübung über die Zeit hinweg bestimmen zu können, kann
auch eine Referenz auf eine Kräftetrajektorie (Schlüssel force-trajectory) an-
gegeben werden. Diese entspricht im Wesentlichen einem eigenen Kraftvektor für je-
den Zeitschritt der Simulation. Die Kräfte werden je nach Griffsimulation durch die
Dynamik-Engine oder basierend auf den Kollisionen mit den Sensoren des Handmo-
dells errechnet (vgl. Abschnitt 4.4.2, S. 75).
<force-vector>0.0031 -0.0018 0.0024</force-vector>
PCA-Koordinaten
In [BAHJV08] ist eine Technik beschrieben mit der Griffposturen aus niedrigdimen-
sionalen probabilistischen Modellen synthetisiert werden können. Diese Technik fin-
det bei der Erzeugung von Animationen von Greifvorgängen im Rahmen der Aktions-
reproduktion des „Action Capture“-Verfahrens Anwendung. Kern des Verfahrens ist,
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dass die hochdimensionale Repräsentation einer Handpostur als Gelenkwinkel durch
Dimensionsreduktionsverfahren wie z.B. PCA in eine niedrigdimensionale Darstel-
lung4 überführt wird. In der niedrigdimensionalen Darstellung (PCA-Raum) lassen
sich dann effizienter Optimierungsverfahren anwenden, mit deren Hilfe passende Po-
sturen synthetisiert werden können.
Zur Unterstützung der Griffsynthese auf der Reproduktionsseite wird beim Erfas-
sen der Handposturen die vom Benutzer verwendete Handstellung in einen Greifart-
spezifischen PCA-Raum transformiert5. Bei der Griffsynthese durch Optimierung wer-
den diese „PCA-Koordinaten“ dann als Ausgangspunkt für das Optimierungsverfah-
ren verwendet. Damit soll erreicht werden, dass das Optimierungsverfahren zum einen
schneller konvergiert und zum anderen das Ergebnis der demonstrierten Handpostur
ähnlicher ist, als das bei einem zufällig gewählten Startpunkt vielleicht der Fall wäre.
<pca-coordinates space-id="Schlesinger::cylindrical"
pca-space="/data/pca/schlesinger/cylindrical.hsty"
dimensions="3">-2.73908 -1.70615 0.112679
</pca-coordinates>
Zielobjekt
Hier wird der Namen des Objekts angegeben, welches das Ziel der Interaktion ist.
Der Name ist hierbei ein eindeutiger Identifikator (siehe Abschnitt 4.1.1 „Deklaration
annotierter Objekte“, S. 55) und entspricht bei annotierten Objekten dem Instanzna-
men. Auf dem aktuellen Stand der Implementierung kann nur ein Objekt gleichzeitig
gegriffen werden, so dass hier auch jeweils nur ein Objekt angegeben wird. Bei den
Kontaktpunkten (siehe oben) können jedoch durchaus mehrere Objektnamen auftre-
ten, falls mehrere Objekte während der Interaktion berührt werden. Spätere Versionen
sollen dann auch das gleichzeitige Greifen mehrerer Objekte unterstützen, so dass z.B.
ein Objekt zwischen Daumen und Zeigefinger und ein weiteres zwischen Mittelfinger
und Handfläche gehalten werden kann.
<target-object>Bottle-1</target-object>
Greifart
Wird ein Objekt berührt, gegriffen oder gehalten, so wird hier die jeweils verwendete
Greifart (sowohl prehensil als auch nicht-prehensil) angegeben. Dabei wird sowohl die
verwendete Taxonomie (durch den verwendeten Klassifikator bestimmt), als auch der
Grifftyp bezüglich dieser Taxonomie angegeben.
<grasp-type taxonomy="Schlesinger">cylindrical</grasp-type>
4Im Falle der Handposturen reichen aufgrund der starken Abhängigkeiten zwischen den Gelenkwinkeln
zwei oder drei Dimensionen aus um 80 % der Varianz zu erhalten.
5Auf Grundlage zahlreicher Datenbeispiele wird vorab für jede Greifart so ein PCA-Raum errechnet.
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6.4.4. Sequenzen von Interaktionsereignissen
Zur zeitlichen und semantischen Organisation von Interaktionsereignissen, wurde das
Konzept der Ereignis-Sequenzen realisiert. Mehrere Interaktionsereignisse können da-
bei zu einer Sequenz zusammengefasst werden. Eine solche Sequenz besitzt einen
Startzeitpunkt und einen Endzeitpunkt, gemessen in Sekunden relativ zum Startzeit-
punkt der VR-Anwendung. Sequenzen von Interaktionsereignissen können sich nicht
überschneiden und ein Ereignis kann immer nur zu einer bestimmten Sequenz ge-
hören. Die Startzeitpunkte einzelner Ereignisse beziehen sich immer auf den Beginn
der Sequenz. Somit lassen sich Sequenzen als Ganzes zeitlich verschieben, z.B. beim
Abspielen, wobei das zeitliche Verhältnis der einzelnen Interaktionsereignisse relativ
zueinander erhalten bleibt. Darüber hinaus werden Interaktionsereignisse von der In-
teraktionsanalyse so gruppiert, dass semantisch offensichtlich zusammengehörige Er-
eignisse sich auch in einer Sequenz befinden. So wird z.B. eine Ereignissequenz erst
beendet, wenn zu einem Ergreifen ein dazugehöriges Loslassen aufgetreten ist. Dies
erleichtert die spätere Weiterverarbeitung von Interaktionsereignissen, z.B. die Gene-
rierung übergeordneter Aktionsbeschreibungen aus Sequenzen von Basisinteraktionen
(siehe dazu Abschnitt 8.2.1, S. 209ff).
<interaction-events>
<sequence start-time="0.0872">
<event type="reach" start-time="0" duration="1.79359">
[...]
</event>
<event type="touch" start-time="1.79359" duration="0.299484">
[...]
</event>
<event type="release" start-time="3.57491" duration="0.809965">
[...]
</event>
<sequence-end-time>6.895</sequence-end-time>
</sequence>
<sequence start-time="9.7555">
<event type="grasp" start-time="0"duration="1.225334">
[...]
</event>
<event type="displace" start-time="1.225334" duration="2.534485">
[...]
</event>
<event type="release" start-time="4.350522" duration="0.977496">
[...]
</event>
<sequence-end-time>16.165</sequence-end-time>
</sequence>
</interaction-events>
Listing 6.2: Beispiel für eine Sequenz von Interaktionsereignissen im XML Format (gekürzt).
6.4.5. Visualisierung von Interaktionsereignissen
Zum Zwecke der visuellen Analyse der aufgezeichneten Interaktionen wurde eine Vi-
sualisierung für Interaktionsereignisse und die dazugehörigen Trajektorien und Kon-
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Abbildung 6.5.: Visualisierung von Interaktionsereignissen mit Trajektorien. Unterschiedliche
Typen von Interaktionsereignissen sind durch unterschiedlich farbige Kugeln dargestellt. Die
Koordinatensysteme geben die Orientierung der Hand bei Abschluss der Interaktion an.
taktpunkte implementiert (siehe Abbildung 6.5). Jedes Interaktionsereignis wird durch
ein farbiges Kügelchen und ein Koordinatensystem visualisiert. Die Farbe des Kügel-
chens gibt dabei den Typ des Interaktionsereignisses wieder. Die Position des Kügel-
chens und das zugehörige Koordinatensystem geben die Lage der Hand bei Abschluss
der Interaktion wieder. Die Kügelchen werden verbunden durch Linienzüge, die die je-
weiligen Handtrajektorien visualisieren. Kontaktstellen werden für jedes Interaktions-
ereignis durch die Positionen der kollidierenden Sensoren und die jeweiligen Kontakt-
normalen visualisiert. Auf diese Weise lassen sich die erkannten Interaktionsereignisse
optisch von einem menschlichen Benutzer nachvollziehen und validieren.
6.5. Interaktionsdatenbank
In den Abschnitten 6.1 und 6.4.2 wurde die Art und das Format der Daten dargestellt,
die bei der Aufzeichnung von Nutzerinteraktionen und im Rahmen der Interaktions-
analyse anfallen. In einem ersten Ansatz wurden die verschiedenen Bewegungs- und
Interaktionsdaten in mehreren separaten Dateien gespeichert. Dies machte eine späte-
re Rekonstruktion und Analyse der gesamten Interaktion jedoch schwierig. Um eine
komfortable Möglichkeit zur integrierten Speicherung der Daten zu haben, wurde im
Rahmen einer Masterarbeit [Win09] ein System für Interaktionsdatenbanken imple-
mentiert. Dieses Datenbanksystem sammelt und speichert alle Daten, die auf den drei
Ebenen (vgl. Abschnitt 6.1, S. 149) im Rahmen der Interaktionen des Benutzers mit
der virtuellen Szene anfallen. Ziel war es, dieses Datenbanksystem so flexibel zu hal-
ten, dass es mit den sehr verschiedenartig strukturierten Daten umgehen kann. Zudem
sollte es modular sein, da nicht bei jeder Aufzeichnungssitzung das gleiche Spektrum
an Daten gesammelt wird. Zu guter Letzt sollte es auch erweiterbar sein, so dass spä-
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ter problemlos weitere Eingabekanäle für neue Eingabegeräte, Bewegungskanäle (z.B.
Beine und Füße) oder Interaktionsdaten hinzufügen lassen.
6.5.1. Interaktionskanäle
Um Flexibilität, Modularität und Erweiterbarkeit zu realisieren, wurde das Konzept
des Interaktionskanals eingeführt. Ein Interaktionskanal ist eine in sich geschlossene
zusammengehörige Einheit von Aufzeichnungsdaten. So ist z.B. jedem Eingabegerät
ein eigener Interaktionskanal zugeordnet. Interaktionskanäle sind je nach Erforder-
nissen der jeweiligen Aufzeichnungssituation modular hizufüg- oder weglassbar. Für
manche Anwendungen sind, z.B. nur die Bewegungen eines Armes interessant, wäh-
rend für Andere vielleicht eine Aufzeichnung der Ganzkörperbewegungen gewünscht
ist. Auch beim Abspielen müssen nicht alle aufgezeichneten Kanäle wiedergegeben
werden, sondern es kann eine bestimmte Auswahl getroffen werden. Diese Möglich-
keiten sind in Abschnitt 6.5.2 genauer ausgeführt.
Entsprechend dem in Abschnitt 6.1 (S. 149) beschriebenen Modell ist jeder Inter-
aktionskanal genau einer Ebene zugeteilt. Welche Ebene das ist hängt von der Art der
Daten ab, die der Interaktionskanal enthält. Folgendes Schema gilt bei der Zuordnung:
ã Ebene 0 - Rohdaten der Eingabegeräte Für jedes Eingabegerät gibt es einen
eigenen Kanal, der den jeweiligen Sensor-Datensatz des Eingabegerätes für je-
den Simulationsschritt aufzeichnet. Jeder Datensatz wird bei der Aufzeichnung
mit einem Zeitstempel versehen, was die spätere zeitgetreue Wiedergabe ermög-
licht. Von der Struktur her sind die Daten dieser Ebene immer so beschaffen,
dass für jeden Zeitschritt der Aufzeichnung ein Datensatz existiert und der Da-
tensatz immer genau gleich groß ist, da für jeden Zeitschritt die gleiche Menge
Sensordaten anfallen. Daher werden diese Kanäle auch als kontinuierlich und
homogen bezeichnet.
ã Ebene 1 - Segmentierte Bewegungsdaten in semantisch zusammengehöri-
gen Intervallen Auf dieser Ebene entspricht ein Interaktionskanal jeweils ei-
nem Bewegungskanal (vgl. Abschnitt 6.1.2, S. 151). Somit enthält jeder Kanal
die Bewegungsdaten eines bestimmten Körperteils des Benutzer-Modells, z.B.
Handtrajektorie, Ellbogenhaltung (engl. swivel angle), Blickrichtung, usw. Die-
se Daten werden wie die Daten der Ebene 0 mit Zeitstempeln versehen, die
den jeweiligen Simulationsschritt spezifizieren. Zusätzlich werden die Daten
in semantisch zusammengehörige Intervalle segmentiert (vgl. Abschnitt 6.3.1,
S. 158), wobei jedes Intervall mit einer eindeutigen Kennung (UUID) versehen
wird. Durch diese Kennung sind sie von Daten auf darüberliegenden Ebenen
(vor allem Interaktionsereignissen) eindeutig referenzierbar. Da nicht mehr für
jeden Zeitschritt ein Datensatz anfällt, sondern bestimmte Intervalle definiert
sind, werden diese Kanäle auch als intervallbasiert bezeichnet. Wie die Daten
der Ebene 0 sind sie homogen, da der Eintrag für jeden Zeitschritt immer gleich
groß ist.
ã Ebene 2 - Interaktionsdaten, die durch Detektions- und Klassifikationspro-
zesse gewonnen wurden Hier finden sich die Ergebnisse der Interaktionsanaly-
se wieder, welche sowohl auf Rohdaten (Ebene 0) als auch auf Bewegungsdaten
(Ebene 1) basieren. Dies sind vor allem Interaktionsereignisse und Stellteiler-
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eignisse, welche im XML-Format verarbeitet und gespeichert werden. Wie in
Abschnitt 6.4.3 beschrieben, sind die Inhalte der Interaktionsereignisse je nach
Typ sehr unterschiedlich. Zudem fallen Daten der Ebene 2 nicht mehr kontinu-
ierlich oder intervallbasiert, sondern nur zu bestimmten Zeitpunkten an. In den
Zeitmessungs-Informationen (Startzeitpunkt und Dauer) eines Interaktionser-
eignisses können zwar auch Zeitintervalle beschrieben werden6, die enthaltenen
Parameter beziehen sich jedoch immer auf bestimmte Zeitpunkte (Startzeitpunkt
und Endzeitpunkt). Die Struktur der Daten dieser Ebene wird daher auch als
punktuell und inhomogen bezeichnet.
Abbildung 6.6 illustriert die Zuordnung der Interaktionskanäle zu den Ebenen und
die unterschiedliche Struktur der Daten. Die Zeitmessung ist für alle Interaktionskanä-
le gleich und beginnt mit dem Start der Aufzeichnungssitzung zum Zeitpunkt Null.
Abbildung 6.6.: Beispiele für Interaktionskanäle der Interaktionsdatenbank und ihre Zuord-
nung zu den verschiedenen Ebenen.
6.5.2. Aufzeichnungssitzungen
Vor der Implementierung der Interaktionsdatenbank wurden die Daten eines jeden In-
teraktionskanals in einer separaten Datei aufgezeichnet. Dies stellt zwar auch eine
Form der Modularität bei der Aufzeichnung dar, macht aber die Zuordnung der einzel-
nen Dateien zu einer zusammengehörigen Aufzeichnungssitzungen umständlich. Für
die Interaktionsdatenbank wurde daher eine explizite Sitzungsverwaltung (engl. ses-
sion management) eingeführt. Dabei wird mit Beginn eines jeden Aufzeichnungsvor-
gangs eine neue Sitzung (engl. session) definiert. In dieser sind alle bei der Aufzeich-
nung beteiligten Interaktionskanäle, sowie gewisse Metadaten über die Aufzeichnung
gespeichert. Folgende Metadaten werden zu einer Sitzung gespeichert:
ã Sitzungsname - Jeder Sitzung kann ein eigener Name gegeben werden, der al-
lerdings nicht zwingend eindeutig sein muss. Die Vergabe eines inhaltlich sinn-
vollen Namens (z.B. „Evaluation Autocockpit September 09“), macht Sitzungen
später leichter wieder auffindbar.
ã Datum - Kennzeichnet das Datum der Aufzeichnung und wird automatisch fest-
gehalten. Über das Datum können Suchfunktionen durchgeführt werden, so dass
6Es sind nicht zwangsläufig Intervalle, da die Dauer auch Null sein kann, z.B. im Falle von Berühren-
Ereignissen.
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z.B. alle Aufzeichnungen einer Experimentreihe leicht gefunden werden kön-
nen.
ã Benutzer - Dieser Bezeichner identifiziert den Benutzer, der während der Sit-
zung mit der virtuellen Szene interagiert. Zu Anonymisierungszwecken kann
dies auch eine abstrakte Nutzerkennung sein. Über diese Kennung lassen sich
später, z.B. bei Klassifikationsexperimenten, alle Daten ihrem jeweiligen Be-
nutzer zuordnen.
ã Szene - Dies bezeichnet die virtuelle Szene oder das Szenario, in dem die In-
teraktionen stattfinden. Bei einem späteren Abspielen aufgezeichneter Interak-
tionen ist es sinnvoll die gleiche oder (zur Variantenanalyse) eine leicht modi-
fizierte Szene zu verwenden. Zudem lassen sich auch szenenbasierte Analysen
durchführen, z.B. alle Interaktionen in einer bestimmten Szene miteinander ver-
gleichen.
ã Kommentar - Hier können weitere Anmerkungen zu der Sitzung notiert wer-
den, die in keinem der anderen Datenfelder Platz gefunden haben. So lässt sich
z.B. die Aufgabe bei der Interaktion oder eine Kennung für die Experimentreihe
angeben.
ã Video - Optional kann eine Datei angegeben werden, die eine Videoaufnah-
me der Interaktion enthält. Bei einem späteren Abspielen der Sitzung kann das
Video zeitgleich mit den aufgezeichneten Daten der Interaktionskanäle abge-
spielt werden, was eine direkte zeitliche Zuordnung ermöglicht. Dies erlaubt bei
späterer Analyse einen Vergleich zwischen den aufgezeichneten Daten und der
tatsächlichen Interaktion. Die automatische Interaktionsanalyse lässt sich somit
manuell überprüfen, korrigieren oder ergänzen.
Wiedergabe einer Aufzeichnung
Für die Wiedergabe können die aufgezeichneten Sitzungen über ihren Namen oder
unter Benutzung von Auswahlfiltern basierend auf den einzelnen Datenfeldern der
Metadaten aufgelistet und ausgewählt werden. Dabei werden automatisch alle an der
Sitzung beteiligten Interaktionskanäle und ihre jeweiligen Daten abgerufen. Die Daten
der Interaktionskanäle werden über jeweils unabhängige Abspielroutinen (in einzelnen
Threads) unter Beibehaltung der Original-Timings wiedergegeben.
ohne Interaktionskanal mit Interaktionskanal
Abbildung 6.7.: Feldverbindungsschema zwischen Sensoren und Motorknoten. Links: ohne
Interaktionskanal Rechts: mit Interaktionskanal
Für das Avango-Framework gibt es Kapselungsklassen für die einzelnen Interak-
tionskanäle der Ebene 0 (Rohdaten), die die gleichen Feldnamen wie die jeweiligen
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Sensorknoten für die Eingabegeräte verwenden. Beim Szenenaufbau werden diese
Kapselungsklassen zwischen die Sensorknoten und die Motorknoten geschaltet (vgl.
Abschnitt 4.3.2, S. 70). Abbildung 6.7 illustriert dieses Feldverbindungsschema gra-
fisch. Beim Aufzeichnen leiten die Knoten für die Interaktionskanäle die Sensorda-
ten von den Sensorknoten einfach weiter an die Motorknoten. Beim Abspielvorgang
werden die Sensordaten hingegen durch die aufgezeichneten Daten ersetzt. Für die
VR-Anwendung ist es also vollkommen transparent, ob die Daten tatsächlich von den
Eingabegeräten oder aus der Datenbank kommen. Einmal aufgezeichnet lassen sich
die Rohdaten somit immer wieder analysieren.
Durch die Modularität der Interaktionskanäle ergeben sich verschiedene Möglich-
keiten des Abspielens. Spielt man nur die Rohdaten ab, so lässt sich die durchgeführ-
te Interaktion erneut simulieren und dabei eine erneute Interaktionsanalyse durchfüh-
ren. Dies erlaubt insbesondere das Austesten verschiedener Analysealgorithmen (z.B.
Klassifikatoren) oder Parameter. Spielt man nur die gewonnenen Interaktionsdaten ab,
lassen sich höherliegende Analyseverfahren, wie z.B. die Aktionserkennung austesten.
Für die darüberliegenden Applikationschichten macht es keinen Unterschied, ob die
Ereignisse live – also aus einer aktuell durchgeführten Interaktion des Benutzers –
generiert wurden, oder ob sie aus der Datenbank abgespielt werden.
Offline-Analyse der aufgezeichneten Daten
Neben dem zeitgetreuen Abspielen einer einzelnen Sitzung gibt es zudem die Mög-
lichkeit sitzungsübergreifend Offline-Analysen durchzuführen. Es lassen sich z.B. alle
Sensordaten des Datenhandschuhs abfragen, in denen ein bestimmter Benutzer einen
bestimmten Grifftyp durchführt, und somit der Klassifikationsalgorithmus für die Grif-
ferkennung trainieren. In weiteren Arbeiten, welche sich im Rahmen des „Virtual
Workers“-Projekts mit der Animation virtueller Figuren beschäftigen, werden Verfah-
ren vorgestellt, die Posturdaten analysieren und daraus niedrigdimensionale statisti-
sche Modelle (engl. probabilistic low dimensional posture models - PLDPM) generie-
ren [BADV+08, BAHJV08]. Diese Modelle erlauben eine realistische an veränderte
Szenen adaptierte Synthese neuer Trajektorien oder Griffposturen. Die zur Erzeugung
der PLDPM notwendigen Daten lassen sich aus der Interaktionsdatenbank abfragen,
indem z.B. alle Handtrajektorien oder Griffposturen einer bestimmten Experimentrei-
he in einer bestimmten Szene abgerufen werden.
6.6. Zusammenfassung
In diesem Kapitel wurden Konzepte und Methoden vorgestellt, die der Analyse von
direkten Manipulationen virtueller Objekte in virtuellen Umgebungen dienen. Diese
Objekte können sowohl statisch, als auch frei beweglich sein und umfassen zudem
artikulierte Stellteile mit einem beschränkten Satz an Freiheitsgraden. Die Methoden
eignen sich gleichermaßen für Objekte deren Verhalten rein geometrisch modelliert
ist, als auch für solche deren Verhalten durch eine Dynamik-Engine simuliert wird.
Zunächst wurde eine Systematik zur Aufzeichnung von Nutzerinteraktionen in vir-
tueller Realität vorgestellt. Das System ist vor allem auf direkte Manipulation von
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Szenenobjekten mittels eines Handmodells ausgelegt, lässt sich jedoch durch einfa-
che Erweiterungen auch auf andere Interaktionstechniken übertragen. Die bei der Auf-
zeichnung anfallenden Daten werden in drei Ebenen eingeteilt: Rohdaten der Eingabe-
geräte, Bewegungsdaten des Körpermodells und Interaktionsdaten. Diese Systematik
impliziert eine klare Verarbeitungsreihenfolge und erleichtert eine spätere Analyse der
Daten.
Als ein zentraler Beitrag wurde eine Taxonomie von Basisinteraktionen eingeführt.
Basisinteraktionen sind kleinste sinntragende Einheiten, in die sich der kontinuierliche
Strom von Bewegungs- und Interaktionsdaten zerlegen lässt. Sie sind das Ergebnis der
ersten Stufe des Analyseprozesses im „Action Capture“-Verfahren und gehen somit
über bloße Bewegungsdaten hinaus. Die Taxonomie definiert unterschiedliche Typen
von Basisinteraktionen und teilt diese in unterschiedliche Kategorien ein, basierend auf
der durch die jeweilige Basisinteraktion modifizierten Eigenschaft des Objekt-Hand-
Verhältnisses.
Über die Kategorisierung von Basisinteraktionen hinaus, wurde ein Ansatz vorge-
stellt, mit dem sich Basisinteraktionen aus dem Strom von Bewegungs- und Interakti-
onsdaten automatisch erkennen lassen. Dabei wird ein heuristischer Prozess angewen-
det, der auf der Segmentierung von Bewegungen und der Verarbeitung von Kontakt-
und Stellteilereignissen beruht. Die beim Erkennungsprozess maßgeblichen Merkmale
wurden identifiziert und für jeden Typ von Basisinteraktionen systematisch aufgeführt.
Zur flexiblen Übermittlung erkannter Basisinteraktionen an andere Systemkompo-
nenten wurde das Konzept der Interaktionsereignisse vorgestellt. Diese werden über
einen zentralen Verteiler (engl. event dispatcher) an registrierte Empfänger verschickt,
ohne dass der Sender diese kennen muss. Dadurch lassen sich beliebige Komponenten
zur Weiterverarbeitung von Interaktionsereignissen ankoppeln, ohne dass das System
selbst angepasst werden muss. Zum Zwecke der Persistenz und um eine manuelle
Analyse der Ereignissequenzen zu ermöglichen, wurde zudem ein XML-Format für
Interaktionsereignisse definiert. In diesem Format lassen sich Interaktionsereignisse
menschenlesbar speichern, bearbeiten, laden und wiedergeben.
Als zentrale Speicherstelle für alle Daten, die bei einer Benutzerinteraktion und de-
ren Analyse anfallen, wurde eine Interaktionsdatenbank konzipiert und im Rahmen
einer Masterarbeit implementiert. Diese erlaubt es, verschiedene Interaktionskanäle
modular zu definieren und für die Aufzeichnung hinzuzuschalten. Die Einteilung der
Kanäle erfolgt dabei in Entsprechung zu dem eingangs definierten Ebenenmodell. Auf-
zeichnungen werden in sogenannten Sitzungen organisiert und können mit Metadaten
annotiert werden. Bei einer späteren Wiedergabe aus der Datenbank lassen sich alle
Kanäle, von Sensor-Rohdaten bis hin zu Interaktionsereignissen unter Beibehaltung
ihres Original-Timings abspielen. Dabei können einzelne Kanäle auch weggelassen
werden und somit verschiedene Abspielmodi für verschiedene Zwecke umgesetzt wer-
den.
Im nachfolgenden Kapitel werden die hier vorgestellten Konzepte und Methoden
zur Interaktionsanalyse an einigen praktischen Beispielszenarien im Detail illustriert.
Da es sich um die Ergebnisse real durchgeführter Aufzeichnungssitzungen handelt,
wird damit auch die Leistungsfähigkeit des Ansatzes belegt.
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KAPITEL VII
Beispielszenarien
Im Rahmen des „Virtual Workers“-Projekts wurden drei verschiedene virtuelle Szenen
modelliert, anhand derer die Möglichkeiten der Analyse direkter Objektmanipulatio-
nen erprobt und demonstriert werden sollten. Zwei davon (Werkbank und Stellteilpult)
sollten als eher akademische Szenarien eine möglichst große Vollständigkeit in Bezug
auf die enthaltenen Arten von Objekten und die verwendeten Greifarten bieten. Das
dritte Szenario (Autocockpit) ist mehr an eine reale Anwendung im virtuellen Proto-
typing angelehnt und beihaltet daher nur eine Auswahl von Objekttypen. In jeder der
Szenen wurden mehrere Aufzeichnungssitzungen mit bis zu zehn Benutzern durchge-
führt, wodurch die Interaktionsdatenbank mit einem Grundstock an Interaktionsdaten
für die Weiterverarbeitung (z.B. Aktionserkennung und Animationsgenerierung) aus-
gestattet werden sollte.
Im Folgenden werden zunächst zwei konkrete Beispiele von Objektmanipulationen
und deren Analyse ausführlich dargestellt, wobei zwei der oben beschriebenen virtu-
ellen Szenen zum Einsatz kommen (Werkbank und Stellteilpult). Beide Beispiele ent-
sprechen Teilaufgaben innerhalb der vollständigen Aufzeichnungssitzungen. Zur Ver-
anschaulichung des in Abschnitt 6.3 (S. 157ff) beschriebenen Prozesses zur Erkennung
von Basisinteraktionen, wird die Funktionsweise der Erkennungsheuristik anhand der
Beispiele im Detail beschrieben. Zudem wird die dahinterstehende Simulation der In-
teraktionen durch die beteiligten funktionalen Komponenten des VR-Systems - ins-
besondere Szenengraph und Dynamiksimulation - erläutert. Im dritten Beispiel wird
anhand des Autocockpit-Szenarios eine ganze Sequenz von Objektmanipulationen bei-
spielhaft dargestellt, wobei mehrere verschiedene Objekte manipuliert werden.
Mit den in diesem Kapitel dargestellten Beispielen sollen die Prozesse bei der Ana-
lyse von Benutzerinteraktionen in virtueller Realität illustriert und die Leistungsfä-
higkeit des hier vorgestellten Ansatzes dokumentiert werden. Die aufgeführten Da-
tenbeispiele sind realen Aufzeichnungssitzungen entnommen und stellen somit echte
Ergebnisse der Analyseheuristik dar. Aus Gründen der Lesbarkeit und Kürze der Dar-
stellung wurden die Daten manuell formatiert und Fließkommazahlen auf maximal
vier Nachkommastellen gekürzt.
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7.1. Objekt an andere Position tragen (pick and place)
In diesem ersten Beispiel hebt der Benutzer ein frei bewegliches Objekt mit einem
prehensilen Griff auf, bewegt es mit der Hand an eine andere Position und stellt es dort
wieder ab. Dies wird in der englischsprachigen Literatur als “pick and place” Vorgang
bezeichnet. Anwendungsszenarien für diese Art von Interaktionen finden sich z.B. in
der Robotik, im Bereich des Programming by Demonstration [ACR03]. Auf diese Art
kann ein Benutzer einem Roboter durch einfaches Vormachen beibringen, wie z.B. ein
Tisch gedeckt werden soll (siehe [DES+02]).
7.1.1. Die Werkbank-Szene
Abbildung 7.1.: Werkbank-Szenario zur Demonstration von pick-and-place Interaktionen.
Das Werkbank-Szenario (siehe Abbildung 7.1) beinhaltet eine fest montierte (unbe-
wegliche) Werkbank. Sie ist als Kollisionsgeometrie dreiecksgenau bei der Dynamik-
Engine registriert, so dass Objekte darauf abgestellt werden können. Die Werkbank
verfügt über eine als Stellteil modellierte Schublade die geöffnet und geschlossen wer-
den kann. Darin können auch Gegenstände abgelegt werden. Für die eigentlichen pick-
and-place Vorgänge gibt es eine Reihe von frei beweglichen Objekten, wobei jedes Ob-
jekt durch eine bestimmte Greifart der Schlesinger-Taxonomie (vgl. Abschnitt 3.2.1,
S. 32) motiviert ist. Die Zuordnung von Objekten zu Greifarten ist in Tabelle 7.1 doku-
mentiert. Als Hindernisse und zum Abstellen oder Ablegen von Gegenständen bei den
Interaktionen ist zudem ein Werkzeughalter mit mehreren Löchern und ein Bildschirm
auf der Werkbank vorhanden. Diese Objekte sind wie die Werkbank unbeweglich und
ebenfalls dreiecksgenau bei der Dynamik-Engine registriert.
Dieses Szenario ist hauptsächlich als Testszenario für die Erkennung verschiedener
Greifarten und zur Exploration von Pick-and-Place Interaktionen gedacht. Bei durch-
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Objekt Schlesinger-Greifart
Flasche, Hammer, Schraubenzieher Faustgriff
Ball Kugelgriff
Diskette Seitgriff
PDA Zangengriff
Koffer Hakengriff
Bleistift, Schraubenzieher Spitzgriff
Tabelle 7.1.: Übersicht über die frei beweglichen Objekte im Werkbank-Szenario mit dazuge-
hörigen Schlesinger-Greifarten.
geführten Aufzeichnungssitzungen hatte der Benutzer die Aufgabe, die relativ unge-
ordnet auf der Werkbank herumliegenden Gegenstände aufzuräumen.
7.1.2. Interaktionssequenz im Detail
Im Folgenden wird eine Pick-and-Place Interaktion am Beispiel der Werkbank-Szene
im Detail besprochen. Zielobjekt der Interaktion ist die Flasche. Diese soll hochge-
hoben und neben dem Bildschirm wieder abgestellt werden. Die gesamte Interaktion
gliedert sich in fünf Phasen, welche durch entsprechende Basisinteraktionen repräsen-
tiert werden. Die einzelnen Phasen werden in den folgenden Abschnitten im Detail
erläutert.
Phase 1 - Annäherung der Hand an das Objekt
Abbildung 7.2.: Beispielinteraktion mit Werkbank-Szene: Annäherung der Hand an das Ob-
jekt (reach).
Die Komponente zur Interaktionsanalyse wurde in den Aufzeichnungsmodus ge-
schaltet und befindet sich im Startzustand, d.h. es besteht derzeit keine laufende Be-
wegungssequenz oder Trajektorienaufzeichnung. Die Dynamiksimulation wurde akti-
viert und hat volle Kontrolle über alle Objekte der Szene. Der Benutzer steht in Start-
position mittig vor der Werkbank, so dass er alle beweglichen Objekte mit der Hand
erreichen kann. Der rechte Arm des Benutzers hängt entspannt an der Seite herab.
Die Hand befindet sich ungefähr auf Hüfthöhe und nimmt ebenfalls eine entspannte
neutrale Fingerstellung ein.
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Nun beginnt der Benutzer mit der Interaktion. Dazu bewegt er zunächst die Hand
in Richtung der Flasche. Aus den Positionsdaten des Trackers am Handrücken wird
für jeden Simulationsschritt der Bewegungsindex für die Handposition berechnet (vgl.
Abschnitt 6.3.1 “Segmentierung der Bewegungen“, S. 158). Aufgrund der zielgerich-
teten Bewegung überschreitet dieser Index nun den Schwellwert für den Beginn einer
Bewegung. Der Zeitpunkt dieser Schwellwertüberschreitung wird protokolliert und
gilt fortan als Beginnzeitpunkt für die derzeit ablaufende Bewegung. Mit Beginn die-
ser Bewegung wird auch die Aufzeichnung der Handtrajektorie begonnen. Dazu wird
fortan für jeden Simulationsschritt die aktuelle Lage der Hand im Raum aufgezeichnet.
Nähert sich die Hand des Benutzers der Flasche, beginnen sich auch irgendwann
die Finger der Hand zu bewegen, um eine sogenannte Griffvorform (engl. grasp pres-
hape) Postur einzunehmen (vgl. [MKCA03]). Eine solche Postur bringt die Finger in
eine Stellung, die ein späteres Zupacken und Ergreifen des Objekts mit der entspre-
chenden Greifart ermöglicht. In diesem Fall werden die Finger aus der Ruhehaltung
heraus weiter gespreizt, um die relativ breite Flasche umschließen zu können. Mit Be-
ginn dieser Fingerbewegung überschreitet auch der Bewegungsindex für die Finger-
stellung irgendwann den Schwellwert. Der Zeitpunkt dieser Überschreitung wird nun
ebenfalls protokolliert und gilt als Beginnzeitpunkt einer eventuellen späteren Greifen-
Interaktion.
Irgendwann hat sich die Hand dem Zielobjekt Flasche so weit genähert, dass ei-
ner der Kollisionssensoren des Handmodells (vgl. Abschnitt 4.3 “Virtuelles Handmo-
dell“, S. 67) eine Kollision mit dem Objekt meldet. Dieses Ereignis markiert das Ende
der Annäherungsbewegung (Annähern-Basisinteraktion) und leitet eine neue Basisin-
teraktion ein, die auf Kontaktänderung basiert (Berühren oder Greifen). Da derzeit
noch eine Bewegung der Hand stattfindet - der Bewegungsindex der Handposition ist
noch nicht unter den End-Schwellwert gesunken - wird die Bewegung an dieser Stelle
segmentiert. Die Aufzeichnung der Handtrajektorie wird beendet und die Trajektorie
unter einem eindeutigen Identifikator (UUID) abgespeichert. Da Kontakt mit einem
Objekt zustande gekommen ist, wird die Trajektorie nun in ein lokales Koordinaten-
system transformiert, welches sich aus der ursprünglichen Handposition und der Po-
sition des Objektes (Zielposition der Trajektorie) ergibt. Diese Transformation erlaubt
bei späterer Wiedergabe der Interaktion eine leichte Anpassung der Trajektorie an eine
eventuell veränderte Objektposition (siehe [BAWHJ07]). Der Zeitpunkt des Kontakts
wird als Endzeitpunkt der Bewegung aufgezeichnet. Alle relevanten Daten über die
Annähern-Basisinteraktion werden nun in einem Interaktionsereignis des Typs An-
nähern verpackt (vgl. Abschnitt 6.4.3 “Typabhängige Inhalte“, S. 166) und über den
Ereignis-Dispatcher verschickt. In Listing 7.1 ist der Inhalt dieses Interaktionsereig-
nisses im XML-Format zu sehen.
<event type="reach" start-time="0.363303" duration="2.09447"
id="IE-9c0d70ec-1012-11df-8ea5-00142225ef0d">
<references>
<ref type="hand-trajectory"
id="MET-9c0bafbe-1012-11df-86dd-00142225ef0d"/>
</references>
<low-level-features>
<hand-side>right</hand-side>
<start-data>
<hand-transform-wcs> 0.4255 -0.6792 -0.5979 0
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0.1101 0.6947 -0.7107 0
0.8982 0.2366 0.3704 0
-0.1729 -0.8929 0.8506 1
</hand-transform-wcs>
</start-data>
<goal-data>
<hand-transform-wcs> 0.3211 -0.1081 -0.9408 0
-0.1482 0.9754 -0.1627 0
0.9353 0.1917 0.2971 0
-0.3632 -0.1353 1.0128 1
</hand-transform-wcs>
</goal-data>
</low-level-features>
<high-level-features>
<target-object>Bottle-1</target-object>
</high-level-features>
</event>
Listing 7.1: Beispielinteraktion mit Werkbank-Szene: Annähern-Interaktionsereignis.
Phase 2 - Ergreifen des Objekts
Abbildung 7.3.: Beispielinteraktion mit Werkbank-Szene: Ergreifen des Objekts (grasp).
Der erste Kontakt mit dem Objekt ist nun hergestellt. Allerdings ist zu diesem Zeit-
punkt noch nicht klar, ob es bei diesem bisher nicht-prehensilen Kontakt bleibt, ob wei-
tere Kontaktstellen hinzukommen, oder ob letztlich ein prehensiler Griff des Objektes
durch die Hand zustande kommt. Aus diesem Grund wird nun der in Abschnitt 6.3.2
(“Verarbeitung von Kontaktinformationen“, S. 160) beschriebene Prozess zur Unter-
scheidung zwischen Berühren und Greifen eingeleitet. Im Wesentlichen wird eine be-
stimmte Zeit gewartet, bis evtl. die Finger zur Ruhe kommen.
Während sich die Finger weiter um die virtuelle Flasche schließen, werden nun
immer weitere Kollisionen zwischen Sensoren und dem Handmodell gemeldet. Die-
se werden in der Datenstruktur für das Hand-Objekt-Verhältnis (ObjectHandRelation,
siehe dazu Abschnitt 4.4 “Simulation des Greifens“, S. 72) protokolliert. Die Greifheu-
ristik prüft bei jedem neuen Kontakt, ob es durch diesen eventuell zu einem prehensilen
Griff gekommen ist. In diesem Beispiel ist das nach einiger Zeit der Fall und die Griff-
simulation wird aktiviert. In der aktuellen Implementierung bedeutet dies konkret, dass
die Flasche der Kontrolle der Dynamiksimulation entzogen und im Szenengraph das
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grafische Modell der Flasche als Kind unter den Transformationsknoten des Handmo-
dells gesetzt wird. Somit folgt die Flasche fortan den Bewegungen der Hand.
Schließlich kommen auch die Finger zur Ruhe und der Bewegungsindex für die
Fingerbewegung sinkt unter den Schwellwert, welcher das Ende der Bewegung kenn-
zeichnet. Der Griff der Hand um die Flasche wird nun als beendet angesehen und
der entsprechende Zeitpunkt als Ende der Interaktion protokolliert. Da der Griff nun
sowohl in Bezug auf die Handpostur als auch auf die Kontaktpunkte vollständig ist,
wird zu diesem Zeitpunkt auch die Greifart klassifiziert. Nun wird eine Greifen-
Interaktionsereignis mit den relevanten Daten verschickt (siehe Listing 7.2).
<event type="grasp" start-time="1.84234" duration="2.10739"
id="IE-9cf9ae8a-1012-11df-91b5-00142225ef0d">
<low-level-features>
<hand-side>right</hand-side>
<start-data>
<sensor-rawdata type="cg22" numsensors="22">150 78 133 82 92 99
70 89 105 64 139 54 110 63 130 52 91 90 91 35 132 43
</sensor-rawdata>
<hand-posture>
<joint-angle joint-id="r_index1">21.35 -0.08 0.85 0.5</joint-
angle>
...
<joint-angle joint-id="r_thumb3">12.973 0 1 0</joint-angle>
</hand-posture>
<hand-transform-wcs> 0.5278 -0.0877 -0.8447 0
0.0070 0.9950 -0.0988 0
0.8493 0.0462 0.5258 0
-0.2914 -0.3114 1.0479 1
</hand-transform-wcs>
</start-data>
<goal-data>
<sensor-rawdata type="cg22" numsensors="22">176 90 137 64 108
136 78 107 123 80 137 68 124 71 122 70 107 96 71 33 126 49
</sensor-rawdata>
<hand-posture>
<joint-angle joint-id="r_index1">30.21 -0.09 0.92 0.37</joint
-angle>
...
<joint-angle joint-id="r_thumb3">14.59 0 1 0</joint-angle>
</hand-posture>
<hand-transform-wcs> 0.2139 -0.1972 -0.9567 0
-0.2443 0.9374 -0.2479 0
0.9457 0.2868 0.1524 0
-0.4025 -0.1120 0.9957 1
</hand-transform-wcs>
<hand-transform-ocs> 0.2311 -0.1758 -0.9568 0
-0.3120 0.9181 -0.2441 0
0.9215 0.3550 0.1573 0
0.1040 -0.0811 0.0001 1
</hand-transform-ocs>
<contact-points object-id="Bottle-1">
<contact-point sensor-id="right-pinky-sensor3-distal">
<pos-ocs>-0.4824 0.0058 0.9047</pos-ocs>
<normal-ocs>1 0.9047 0.0058</normal-ocs>
<pos-hcs>0.04667 0.1526 -0.05560</pos-hcs>
<normal-hcs>-0.4824 0 0</normal-hcs>
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</contact-point>
...
<contact-point sensor-id="right-thumb-sensor3-volar">
<pos-ocs>-0.5221 -0.0482 1.0014</pos-ocs>
<normal-ocs>1 1.0014 -0.0482</normal-ocs>
<pos-hcs>-0.0436 0.0876 -0.0939</pos-hcs>
<normal-hcs>-0.5221 0 0</normal-hcs>
</contact-point>
</contact-points>
</goal-data>
</low-level-features>
<medium-level-features>
<pca-coordinates space-id="Schlesinger::cylindrical"
pca-space="pca/schlesinger/cylindrical.hsty"
dimensions="3">-2.7379 -1.70609 0.114498
</pca-coordinates>
</medium-level-features>
<high-level-features>
<target-object>Bottle-1</target-object>
<grasp-type taxonomy="Schlesinger">cylindrical</grasp-type>
</high-level-features>
</event>
Listing 7.2: Beispielinteraktion mit Werkbank-Szene: Greifen-Interaktionsereignis.
Phase 3 - Tragen des Objektes an eine andere Position
Abbildung 7.4.: Beispielinteraktion mit Werkbank-Szene: Tragen des Objektes an eine andere
Position (displace).
Das Objekt ist nun prehensil gegriffen und befindet sich somit unter Kontrolle der
Hand. Zum Greifen wird die Handbewegung normalerweise leicht abgebremst. Aber
selbst wenn dies nicht der Fall gewesen wäre, so wäre die Bewegung zum Zeitpunkt
des ersten Kontakts segmentiert worden. Um das Objekt an eine andere Stelle zu trans-
portieren, setzt sich nun die Hand mit dem gegriffenen Objekt erneut in Bewegung
bzw. setzt ihre Bewegung fort. Dies führt schließlich dazu, dass der Bewegungsindex
für die Handposition den Schwellwert für den Beginn einer Bewegung erneut über-
schreitet. Es sei angemerkt, dass dies auch geschehen kann, bevor die Finger zur Ruhe
kommen und der Griff somit endgültig abgeschlossen ist (vgl. Phase 2).
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Wie beim Annähern wird nun wieder der Beginnzeitpunkt der Bewegung proto-
kolliert und mit der Aufzeichnung der Handtrajektorie begonnen. Der Benutzer kann
nun das Objekt beliebig durch den Raum bewegen, wobei die Position der Hand in
jedem Simulationsschritt gespeichert wird. Die Bewegung der Hand mit dem gehalte-
nen Objekt wird solange verfolgt bis eines von zwei möglichen Kriterien das Ende der
Interaktion markiert:
1. Die Bewegung der Hand wird so weit verlangsamt, dass der Bewegungsindex für
die Handposition unter den Schwellwert für das Bewegungsende sinkt. In die-
sem Fall wird die Bewegung zunächst als beendet betrachtet. Dieser Zeitpunkt
gilt als Endzeitpunkt der Interaktion und es wird die Dauer der Basisinteraktion
ausgerechnet. Wie beim Ende der Annähern-Interaktion werden nun alle erfor-
derlichen Daten für ein Bewegen-Interaktionsereignis gesammelt, die Handtra-
jektorie gespeichert und das Interaktionsereignis verschickt. Da das Objekt sich
immer noch im Griff der Hand befindet, wäre es nun auch möglich, dass sich
die Hand wieder in Bewegung setzt und der Bewegungsindex wieder über den
Schwellwert für den Beginn einer Bewegung steigt. In diesem Fall würde eine
neue Bewegen-Interaktion, wie zu Beginn von Phase 3 begonnen.
2. Durch Öffnen der Hand verlieren so viele Fingersegmente den Kontakt zum Ob-
jekt, dass ein prehensiler Griff nicht mehr gegeben ist. Dies ist in unserem Bei-
spiel der Fall. Endet ein prehensiler Griff, so wird der Prozess zum Loslassen
eingeleitet (siehe Phase 4). Zuvor wird jedoch die aktuelle Bewegen-Interaktion
als beendet erklärt. Analog zum Beenden der Annähern-Interaktion durch den
ersten Kontakt mit dem Objekt wird nun auch die aktuelle Bewegungstrajekto-
rie gespeichert, die Segmentierungsinformationen zurückgesetzt und ein Inter-
aktionsereignis mit den entsprechenden Daten gefüllt und verschickt - in diesem
Fall ein Bewegen-Ereignis (siehe Listing 7.3).
<event type="displace" start-time="3.99203" duration="3.06305"
id="IE-9eccd3c2-1012-11df-97cb-00142225ef0d">
<references>
<ref type="hand-trajectory"
id="MET-9ec82246-1012-11df-84b3-00142225ef0d"/>
</references>
<low-level-features>
<hand-side>right</hand-side>
<start-data>
<hand-transform-wcs> 0.2139 -0.1972 -0.9567 0
-0.2443 0.9374 -0.2479 0
0.9457 0.2868 0.1524 0
-0.4025 -0.1120 0.9957 1
</hand-transform-wcs>
<hand-transform-ocs> 0.2311 -0.1758 -0.9568 0
-0.3120 0.9181 -0.2441 0
0.9215 0.3550 0.1573 0
0.1040 -0.0811 0.0001 1
</hand-transform-ocs>
</start-data>
<goal-data>
<hand-transform-wcs> 0.1166 0.1160 -0.9863 0
0.5974 0.7851 0.1629 0
0.7933 -0.6083 0.0222 0
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0.2901 -0.1617 1.2751 1
</hand-transform-wcs>
<hand-transform-ocs> 0.2311 -0.1758 -0.9568 0
-0.3120 0.9181 -0.2441 0
0.9215 0.3550 0.1573 0
0.1040 -0.0811 0.0001 1
</hand-transform-ocs>
</goal-data>
</low-level-features>
<high-level-features>
<target-object>Bottle-1</target-object>
</high-level-features>
</event>
Listing 7.3: Beispielinteraktion mit Werkbank-Szene: Bewegen-Interaktionsereignis.
Phase 4 - Loslassen des Objekts
Abbildung 7.5.: Beispielinteraktion mit Werkbank-Szene: Loslassen des Objekts (release).
Wie oben bereits erwähnt, führt ein Öffnen der Finger dazu, dass die einzelnen Kolli-
sionssensoren am Handmodell nach und nach den Kontakt zum Objekt verlieren. Diese
Bewegung führt zudem dazu, dass der Bewegungsindex für die Fingerstellung irgend-
wann den Schwellwert für Bewegungsbeginn überschreiten. Dieser Zeitpunkt markiert
den Beginn der Loslassen-Interaktion. Er liegt üblicherweise zeitlich vor dem Kontakt-
verlust, der zum Loslassen führt. Daher wurde er zunächst nur protokolliert und wird
nun rückwirkend als Beginn der Loslassen-Interaktion interpretiert. Wie auch beim
Greifen, so evaluiert die Greifheuristik bei jedem Kontaktverlust zwischen einem Sen-
sor des Handmodells und dem gegriffenen Objekt die Objekt-Hand-Relation neu. Ein
bestimmtes „Entkollisions“-Ereignis (engl. uncollision) führt schließlich dazu, dass
der Griff nicht mehr als prehensil gewertet wird. In diesem Fall endet auch die Simula-
tion des Greifens. Dazu wird der Szenengraphknoten der Objekts als Kind unter dem
Handmodell entfernt und wieder auf oberster Ebene in die Szene eingehängt. Schließ-
lich wird die Kontrolle über das Objekt wieder an die Dynamiksimulation übergeben.
Die Loslassen-Interaktion wird als beendet gewertet, entweder sobald die Finger
zur Ruhe kommen und somit der Bewegungsindex für die Fingerstellung wieder
unter den Schwellwert sinkt, oder sobald der letzte Kontakt zwischen dem Objekt
und dem Handmodell aufgelöst wird, je nachdem welcher Fall früher eintritt. Dieser
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Zeitpunkt markiert dann das Ende der Basisinteraktion und es wird ein Loslassen-
Interaktionsereignis verschickt (siehe Listing 7.4).
<event type="release" start-time="10.2774" duration="0.3132"
id="IE-a0e459b4-1012-11df-9fcf-00142225ef0d">
<low-level-features>
<hand-side>right</hand-side>
<start-data>
<sensor-rawdata type="cg22" numsensors="22">180 98 137 66 126
135 76 124 123 78 145 81 121 69 131 72 111 96 79 43 122 49
</sensor-rawdata>
<hand-posture>
<joint-angle joint-id="r_index1">46.62 -0.08 0.97 0.20</joint
-angle>
...
<joint-angle joint-id="r_thumb3">16.2162 0 1 0</joint-angle>
</hand-posture>
<hand-transform-wcs> 0.1166 0.1160 -0.9863 0
0.5974 0.7851 0.1629 0
0.7933 -0.6083 0.0222 0
0.2901 -0.1617 1.2751 1
</hand-transform-wcs>
<hand-transform-ocs> 0.2311 -0.1758 -0.9568 0
-0.3120 0.9181 -0.2441 0
0.9215 0.3550 0.1573 0
0.1040 -0.0811 0.0001 1
</hand-transform-ocs>
</start-data>
<goal-data>
<sensor-rawdata type="cg22" numsensors="22">164 80 131 68 81 99
68 80 107 63 126 40 105 61 122 44 78 88 73 37 136 45
</sensor-rawdata>
<hand-posture>
<joint-angle joint-id="r_index1">15.98 -0.07 0.59 0.79</joint
-angle>
...
<joint-angle joint-id="r_thumb3">11.35 0 1 0</joint-angle>
</hand-posture>
<hand-transform-wcs> 0.1735 0.1110 -0.9785 0
0.5328 0.8250 0.1881 0
0.8282 -0.5540 0.0840 0
0.2822 -0.1580 1.2811 1
</hand-transform-wcs>
</goal-data>
</low-level-features>
<high-level-features>
<target-object>Bottle-1</target-object>
</high-level-features>
</event>
Listing 7.4: Beispielinteraktion mit Werkbank-Szene: Loslassen-Interaktionsereignis.
Der hier diskutierte Prozess des Loslassens ist spezifisch für prehensile Griffe. Das
Loslassen für nicht-prehensile Kontakte wird anhand des Stellteil-Beispiels in Ab-
schnitt 7.2.2 besprochen.
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Phase 5 - Rückkehr der Hand in Ruhestellung
Abbildung 7.6.: Beispielinteraktion mit Werkbank-Szene: Rückkehr der Hand in Ruhestellung
(retract).
Noch während sich die Kontakte zwischen Handmodell und Objekt nach und nach
auflösen, setzt sich die Hand wieder in Bewegung und entfernt sich von dem vor-
mals gegriffenen Objekt. Dies führt wieder zu einem neuerlichen Überschreiten des
Schwellwerts durch den Bewegungsindex und leitet eine neuerliche Aufzeichnung der
Handbewegung ein, analog zu Phase 1 und Phase 3.
Da die Bewegung nicht auf ein neues Ziel ausgerichtet ist, endet sie irgendwann,
indem die Hand zur Ruhe kommt und somit der Bewegungsindex wieder unter den
Schwellwert sinkt. Dies markiert auch den Endzeitpunkt der Bewegung und legt so-
mit die Dauer der Interaktion fest. Da vorher ein Objekt manipuliert wurde, zum Ende
der Bewegung nun aber kein Objektkontakt besteht, wird diese Interaktion als Zurück-
ziehen gewertet und ein entsprechendes Zurückziehen-Interaktionsereignis verschickt
(siehe Listing 7.5).
<event type="retract" start-time="10.6442" duration="2.82835"
id="IE-a2a66120-1012-11df-818c-00142225ef0d">
<references>
<ref type="hand-trajectory"
id="MET-a2a4840e-1012-11df-80b8-00142225ef0d"/>
</references>
<low-level-features>
<hand-side>right</hand-side>
<start-data>
<hand-transform-wcs> 0.1802 0.1048 -0.9780 0
0.5358 0.8233 0.1870 0
0.8248 -0.5577 0.0921 0
0.2811 -0.1580 1.2817 1
</hand-transform-wcs>
</start-data>
<goal-data>
<hand-transform-wcs>-0.1597 -0.3640 -0.9175 0
0.5999 0.7023 -0.3831 0
0.7839 -0.6116 0.1062 0
-0.0030 -0.6098 0.9650 1
</hand-transform-wcs>
</goal-data>
</low-level-features>
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<high-level-features>
<target-object>Bottle-1</target-object>
</high-level-features>
</event>
Listing 7.5: Beispielinteraktion mit Werkbank-Szene: Zurückziehen-Interaktionsereignis.
Gesamtsequenz
Die Zurückziehen-Basisinteraktion schließt die Pick-and-Place Aktion ab. Im vor-
liegenden Beispiel wird die Aufzeichnung nun beendet. Dadurch wird auch die Se-
quenz von Interaktionsereignissen automatisch abgeschlossen. Die komplette Ereig-
nissequenz ist in Listing 7.6 abgedruckt. Zum Zwecke der besseren Übersichtlichkeit
wurden die Interaktionsereignisse auf ihren Kopfteil inklusive Referenzen reduziert
und die Identifikatoren (ids) weggelassen. Wie man an dem Beispiel sehen kann, wur-
den drei unterschiedliche Bewegungstrajektorien für die Hand aufgezeichnet:
1. Bewegung aus der Ausgangsposition der Hand zum Objekt hin.
2. Bewegung von der Ausgangsposition des Objekts zur neuen Zielposition.
3. Bewegung von der neuen Position des Objekts in die Ruhestellung.
Die erste Bewegungstrajektorie wurde in einem lokalen Koordinatensystem gespei-
chert, so das sie sich leicht an veränderte Szenen mit neuen Objektpositionen anpassen
lässt. Die zweite Trajektorie wurde in Weltkoordinaten belassen, da sie die Zielposi-
tion der Interaktion in Weltkoordinaten definiert. Sie wird jedoch bei einem späteren
Abspielvorgang so angepasst werden, dass sie von einer evtl. abweichenden Startpo-
sition des Objektes ausgehen kann. Die letzte Trajektorie wird in ein lokales Koordi-
natensystem transformiert, das zwischen der neuen Lage des Objektes und dem Ur-
sprung des Benutzerkoordinatensystems (üblicherweise die Hüfte) aufgespannt wird.
Dies ermöglicht eine Rückkehr in eine relative Ruheposition, unabhängig von einer
eventuell veränderten Position des Benutzers bei der Wiedergabe. Für weitergehende
Ausführung zur Transformation von Trajektorien bei der Wiedergabe siehe Ben Amor
et al. [BAWHJ07].
<interaction-events version="2">
<sequence start-time="31.2764">
<event type="reach" start-time="0.363303" duration="2.09447">
<references>
<ref type="hand-trajectory" id="MET-9c0bafbe-1012-11df-86dd
-00142225ef0d"/>
</references>
</event>
<event type="grasp" start-time="1.84234" duration="2.10739"/>
<event type="displace" start-time="3.99203" duration="3.06305">
<references>
<ref type="hand-trajectory" id="MET-9ec82246-1012-11df-84b3
-00142225ef0d"/>
</references>
</event>
<event type="release" start-time="10.2774" duration="0.313247"/>
<event type="retract" start-time="10.6442" duration="2.82835">
<references>
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<ref type="hand-trajectory" id="MET-a2a4840e-1012-11df-80b8
-00142225ef0d"/>
</references>
</event>
<sequence-end-time>49.7532</sequence-end-time>
</sequence>
</interaction-events>
Listing 7.6: Gesamtsequenz von Interaktionsereignissen (gekürzt) für das Pick-and-Place
Beispiel.
7.2. Stellteilbedienung
Das zweite Beispiel soll die Spezifika nicht-prehensiler Interaktionen und die Mani-
pulation von Stellteilen illustrieren. Dies geschieht am Beispiel eines Schiebereglers,
also einem Stellteil mit einem translatorischen Freiheitsgrad. Anwendungsszenarien
für diese Art von Interaktionen finden sich vor allem bei der Evaluierung virtueller
Prototypen. Die demonstrierten Bedienvorgänge sollen erkannt werden und auch in
Varianten des Prototyps abspielbar sein.
7.2.1. Die Pult-Szene
Dieses Szenario besteht aus einem fest montierten Bedienpult (siehe Abbildung 7.7),
auf dem eine größere Auswahl verschiedenartiger Stellteile angebracht ist. Dabei ist
von jeder Gelenkart mindestens ein Stellteil vorhanden. Von den Gelenkarten mit ei-
nem Freiheitsgrad sind mehrere Stellteile mit verschiedenen Aktuator-Geometrien vor-
handen.
Abbildung 7.7.: Stellteilpult-Szenario zur Demonstration von Interaktionen mit virtuellen
Stellteilen.
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Bedienelement Freiheitsgrade
Schieberegler (5) In den Grenzen der Führungsschiene translatorisch bewegbar.
Notaus-Schalter (2) Drückbar (translatorisch), wobei der eine nach dem Drücken ein-
rastet und der andere in die Ausgangsposition zurückspringt.
Schaltung Schalthebel mit zwei translatorischen Freiheitsgraden, der inner-
halb einer H-förmigen Schaltkulisse bewegbar ist. Es gibt diskrete
Rastpositionen jeweils an den Spitzen des Hs und in der Mitte.
Steuerräder (2) Eines ist aus der Neutralstellung um jeweils 180 Grad nach rechts
und links drehbar. Das andere ist beliebig um eine Achse drehbar.
Kurbel Beliebig um eine Achse drehbar.
Schalthebel (2) Aus der Ausgangsstellung (senkrecht) jeweils um 90 Grad nach
links oder rechts kippbar (rotatorisch). Rastpositionen in den waa-
gerechten Kippositionen und in der Ausgangsstellung.
Kippschalter (2) Nach vorne oder hinten kippbar (rotatorisch), wobei sie in den
Endpositionen einrasten.
Tabelle 7.2.: Übersicht über die Bedienelemente des Stellteil-Pults und ihre Freiheitsgrade.
Dieses Szenario ist als Testszenario für die verschiedenen Arten von Stellteilen und
den unterschiedlichen Interaktionsmöglichkeiten damit gedacht. Hier war Vollständig-
keit vorrangig vor Realismus. In Tabelle 7.2 sind die einzelnen Stellteile und deren
Freiheitsgrade aufgeführt.
7.2.2. Die Interaktionssequenz mit dem Stellteil im Detail
Im Folgenden wird eine Stellteilmanipulation anhand der Bedienpult-Szene detailliert
beschrieben, um die Spezifika bei der Analyse dieser Art von Interaktionen zu erläu-
tern. Der Benutzer steht zu Beginn der Interaktion mittig vor dem Pult, so dass er
alle Stellteile mit der Hand erreichen kann. Zielobjekt der Interaktion ist der hellgraue
Schieberegler auf der kleinen Konsole auf der linken Seite des Pults.
Phase 1 - Annäherung der Hand an das Stellteil
Abbildung 7.8.: Beispielinteraktion mit Pult-Szene: Annäherung der Hand an das Stellteil
(reach).
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Die Annäherungsphase an das Stellteil erfolgt weitestgehend identisch zu Phase 1
im vorherigen Beispiel. Lediglich die einzelnen Parameter (Koordinaten, Timing, Tra-
jektorie, etc.) unterscheiden sich. Auch hier endet die Annähern-Interaktion mit dem
ersten Kontakt zwischen Hand und Stellteil. Als Ergebnis der Interaktion wird ein
Annähern-Interaktionsereignis verschickt, wie in Listing 7.7 abgedruckt.
<event type="reach" start-time="3.91" duration="1.5434"
id="IE-1837054e-0f59-11df-bc25-00142225ef0d">
<references>
<ref type="hand-trajectory"
id="MET-1832cbe6-0f59-11df-b36a-00142225ef0d"/>
</references>
<low-level-features>
<hand-side>right</hand-side>
<start-data>
<hand-transform-wcs> 0.8121 0.4710 -0.3441 0
-0.5145 0.8563 -0.0422 0
0.2748 0.2114 0.9379 0
-0.4025 -0.3856 1.1344 1
</hand-transform-wcs>
</start-data>
<goal-data>
<hand-transform-wcs> 0.7870 0.5035 -0.3564 0
-0.5573 0.8280 -0.0608 0
0.2645 0.2465 0.9323 0
-0.4502 -0.3059 1.1318 1
</hand-transform-wcs>
</goal-data>
</low-level-features>
<high-level-features>
<target-object>consoleUtilities-1::balance</target-object>
</high-level-features>
</event>
Listing 7.7: Beispielinteraktion mit Pult-Szene: Annähern-Interaktionsereignis.
Phase 2 - Kontaktgriff des Stellteils
Abbildung 7.9.: Beispielinteraktion mit Pult-Szene: Kontaktgriff des Stellteils (touch).
Bei einem nicht-prehensilen Griff (Kontaktgriff nach DIN EN894-3) muss nicht ge-
zwungenermaßen eine erkennbare Fingerbewegung den Griff einleiten. Sollte daher
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der Bewegungsindex für die Fingerstellung den Schwellwert vor dem ersten Kontakt
nicht überschritten haben, so markiert stattdessen der Zeitpunkt der ersten Kollision
zwischen einem Sensors des Handmodells und dem Stellteil den Beginn der Inter-
aktion. In diesem Falle wird natürlich auch das Ende des Greifvorganges nicht klar
durch eine Rückkehr des Bewegungsindex unter den Beendigungsschwellwert mar-
kiert. Aus diesem Grund wird in dem Fall, dass ein Erstkontakt entsteht, ohne dass
aktuell eine Fingerbewegung abläuft, nicht gewartet, sondern die Interaktion direkt
als Berühren interpretiert. Aus diesem Grunde hat die entsprechende Basisinteraktion
auch keine Dauer (Attribut „duration“ im Interaktionsereignis, siehe Listing 7.8). Wür-
den sich die Finger jedoch beim ersten Kontakt in Bewegung befinden, so würde der
gleiche Prozess wie in Phase 2 des vorherigen Beispiels aktiviert (vgl. Abschnitt 7.1.2,
S. 183). Bei Beendigung der Fingerbewegung würde dann jedoch kein prehensiler
Griff zustande gekommen sein, und die Interaktion zu diesem Zeitpunkt als Berüh-
ren gewertet. Wie im prehensilen Fall auch, wird nun die Greifart klassifiziert und ein
Berühren-Interaktionsereignis verschickt (siehe Listing 7.8).
<event type="touch" start-time="5.45343" duration="0"
id="IE-184746b6-0f59-11df-a633-00142225ef0d">
<low-level-features>
<hand-side>right</hand-side>
<goal-data>
<sensor-rawdata type="cg22" numsensors="22">128 99 136 105 97
82 69 117 119 78 131 91 117 67 131 72 120 93 94 137 128 33
</sensor-rawdata>
<hand-posture>
<joint-angle joint-id="r_index1">25.4 -0.09 0.87 0.46</joint-
angle>
...
<joint-angle joint-id="r_thumb3">15.4 0 1 0</joint-angle>
</hand-posture>
<hand-transform-wcs> 0.7870 0.5035 -0.3564 0
-0.5573 0.8280 -0.0608 0
0.2645 0.2465 0.9323 0
-0.4502 -0.3059 1.1318 1
</hand-transform-wcs>
<hand-transform-ocs>-0.9617 -0.0529 -0.2687 0
0.0587 -0.9981 -0.0135 0
-0.2675 -0.0288 0.9631 0
-0.0821 0.0945 0.1613 1
</hand-transform-ocs>
<contact-points object-id="consoleUtilities-1::balance">
<contact-point sensor-id="right-index-sensor3-distal">
<pos-ocs>0.0296 0.0875 1.3380</pos-ocs>
<normal-ocs>1 1.3380 0.0875</normal-ocs>
<pos-hcs>-0.0290 0.0867 -0.0564</pos-hcs>
<normal-hcs>0.0296 -0.0201 -0.0131</normal-hcs>
</contact-point>
...
<contact-point sensor-id="right-index-sensor3-volar">
<pos-ocs>0.0265 0.0973 1.3409</pos-ocs>
<normal-ocs>1 1.3409 0.0973</normal-ocs>
<pos-hcs>-0.0316 0.0967 -0.0537</pos-hcs>
<normal-hcs>0.0265 -0.0201 -0.0131</normal-hcs>
</contact-point>
</contact-points>
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</goal-data>
</low-level-features>
<medium-level-features>
<pca-coordinates space-id="Schlesinger::tip"
pca-space="pca/schlesinger-gommlich/tip.hsty"
dimensions="3">-2.316 -0.97 -0.7687
</pca-coordinates>
</medium-level-features>
<high-level-features>
<target-object>consoleUtilities-1::balance</target-object>
<grasp-type taxonomy="Schlesinger">tip</grasp-type>
</high-level-features>
</event>
Listing 7.8: Beispielinteraktion mit Pult-Szene: Berühren-Interaktionsereignis.
Phase 3 - Manipulation des Stellteils
Abbildung 7.10.: Beispielinteraktion mit Pult-Szene: Manipulation des Stellteils (push).
Mit dem ersten Kontakt zwischen Hand und Objekt wird dem Stellteil eine Mittei-
lung geschickt, dass es nun durch die Benutzerhand manipuliert wird. Entsprechend
der Beschreibung in Abschnitt 4.4.2 (“Implementierung der Sensor-Kräfte-basierten
Simulation“, S. 75) werden für jeden Simulationsschritt, in dem Kontakt zwischen
dem Stellteil und der Benutzerhand besteht, Kräfte und Drehmomente errechnet, die
auf das Stellteil ausgeübt werden. Im Beispiel des Schiebereglers führen diese Kräfte
dazu, dass der Schieberegler den Bewegungen des Fingers folgt. Bei Stellteilen be-
hält im Gegensatz zu den frei beweglichen Objekten (vgl. vorheriges Beispiel) die
Dynamik-Simulation stets die Kontrolle über das Objekt, da sie die Reaktionen des
Aktuators auf die ausgeübten Kräfte simulieren soll. Dies gilt sowohl für prehensile
als auch nicht-prehensile Griffe und lediglich die Methode der Kraftberechnung unter-
scheidet sich dabei.
Bei physikalisch simulierten Stellteilen, wie in diesem Beispiel, muss eine Unter-
scheidung zwischen Drücken und Ziehen getroffen werden. Bei nicht vorhandener Dy-
namiksimulation würde stattdessen nur eine Stellen-Interaktion in Frage kommen (vgl.
Abschnitt 6.2.2 “Detailbeschreibung der Basisinteraktionen“, S. 154ff). Da das Stell-
teil nur berührt, d.h. mit einem nicht-prehensilen Griff „gegriffen“ worden ist, wird die
Manipulation als Drücken interpretiert. Das Ende der Interaktion wird durch ein Ende
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der Handbewegung oder durch ein Loslassen des Stellteils markiert, je nachdem wel-
cher Fall zuerst eintritt. Zu diesem Zeitpunkt wird ein Drücken-Interaktionsereignis
verschickt, welches neben den Informationen über die Handbewegung auch Informa-
tionen über die auf das Stellteil ausgeübten Kräfte enthält (siehe Listing 7.9).
<event type="push" start-time="5.45343" duration="2.25742"
id="IE-1985ceee-0f59-11df-bfa2-00142225ef0d">
<references>
<ref type="hand-trajectory"
id="MET-a06abba6-0f57-11df-bbfb-00142225ef0d"/>
<ref type="force-trajectory"
id="FT-1983f93e-0f59-11df-a859-00142225ef0d"/>
</references>
<low-level-features>
<hand-side>right</hand-side>
<start-data>
<hand-transform-wcs> 0.7870 0.5035 -0.3564 0
-0.5573 0.8280 -0.0608 0
0.2645 0.2465 0.9323 0
-0.4502 -0.3059 1.1318 1
</hand-transform-wcs>
</start-data>
<goal-data>
<hand-transform-wcs> 0.7945 0.4953 -0.3511 0
-0.5452 0.8365 -0.0537 0
0.2671 0.2341 0.9347 0
-0.4527 -0.304 1.1326 1
</hand-transform-wcs>
</goal-data>
</low-level-features>
<medium-level-features>
<force-vector>0.3516 -0.3703 0.3508</force-vector>
</medium-level-features>
<high-level-features>
<target-object>consoleUtilities-1::balance</target-object>
</high-level-features>
</event>
Listing 7.9: Beispielinteraktion mit Pult-Szene: Drücken-Interaktionsereignis.
Phase 4 - Loslassen des Stellteils
Wie beim Berühren ist bei einem nicht-prehensilen Kontaktgriff auch nicht zwingend
eine Fingerbewegung notwendig, um das Loslassen einzuleiten. Vom Timing her be-
ginnt daher der Loslassen-Prozess mit der ersten auftretenden „Entkollision“ zwischen
einem Kollisionssensor des Handmodells und dem Stellteil. Als abgeschlossen wird
das Loslassen angesehen, sobald der letzte Kontakt zwischen Hand und Objekt aufge-
hoben wurde. Wenn dies geschieht, wird wie im prehensilen Fall die aktuelle Hand-
bewegung segmentiert. Sollte der erste aufgehobene Kontakt gleichzeitig der letzte
sein, so kann wie auch beim Berühren (vgl. Phase 2) ein instantanes Ereignis, d.h. ein
Ereignis ohne Dauer auftreten.
Stellteile verschicken spätestens beim Loslassen Stellteilereignisse, die detail-
lierte Informationen über die durchgeführten Manipulation enthalten (vgl. Ab-
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Abbildung 7.11.: Beispielinteraktion mit Pult-Szene: Loslassen des Stellteils (release).
schnitt 4.2.2 “Stellteilereignisse“, S. 66ff). Listing 7.10 zeigt das entsprechende Stell-
teilereignis, das von dem Schieberegler am Ende der Manipulation verschickt wurde.
Da für den Schieberegler diskrete Zustände definiert sind („oben“, „mitte“, und „un-
ten“), sind neben den numerischen Werten des Start- und Endzustands auch die Namen
der dazugehörigen diskreten Zustände enthalten. Da eine komplette Zustandshistorie
aufgezeichnet wurde (Zustand zu jedem Zeitschritt der Manipulation), ist zudem eine
Referenz auf diese Historie (auch „Aktuator-Trajektorie“ genannt) enthalten.
<event type="actuator" start-time="13.9866" duration="3.7668"
id="CAE-1a851aac-0f59-11df-876e-00142225ef0d">
<references>
<ref type="actuator-trajectory"
id="CAT-20c57bd2-0f59-11df-b1f2-00142225ef0d"/>
</references>
<actuator-states object-id="consoleUtilities-1::balance">
<start-data>
<state dof="translational1" value="-0.0094"/>
<discrete-state value="mitte"/>
</start-data>
<goal-data>
<state dof="translational1" value="0.128"/>
<discrete-state value="unten"/>
</goal-data>
</actuator-states>
</event>
Listing 7.10: Beispielinteraktion mit Pult-Szene: Stellteilereignis des Schiebereglers.
Um die Stellteilereignisse der jeweiligen Manipulation auf der Ebene der Inter-
aktionsereignisse zuordnen zu können, kann ein Loslassen-Ereignis Referenzen auf
Stellteilereignisse enthalten. Dazu werden empfangene Stellteilereignisse gepuffert.
Beim Verschicken des Loslassen-Interaktionsereignis, werden Referenzen auf alle bis-
her von diesem Stellteil gesendeten Stellteilereignisse über die jeweiligen eindeutigen
Event-IDs vermerkt. Listing 7.11 zeigt das Loslassen-Interaktionsereignis in diesem
Beispiel.
<event type="release" start-time="9.3759" duration="0"
id="IE-1a873936-0f59-11df-a0e0-00142225ef0d">
<references>
<ref type="actuator-event"
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id="CAE-1a851aac-0f59-11df-876e-00142225ef0d"/>
</references>
<low-level-features>
<hand-side>right</hand-side>
<goal-data>
<hand-posture>
<joint-angle joint-id="r_index1">29.03 -0.10 0.87 0.46</joint
-angle>
...
<joint-angle joint-id="r_thumb3">15.40 0 1 0</joint-angle>
</hand-posture>
<hand-transform-wcs> 0.7962 0.4896 -0.3552 0
-0.5468 0.8337 -0.0763 0
0.2587 0.2550 0.9316 0
-0.4504 -0.3058 1.1212 1
</hand-transform-wcs>
</goal-data>
</low-level-features>
<high-level-features>
<target-object>consoleUtilities-1::balance</target-object>
</high-level-features>
</event>
Listing 7.11: Beispielinteraktion mit Pult-Szene: Loslassen-Interaktionsereignis.
Phase 5 - Rückkehr der Hand in Ruhestellung
Abbildung 7.12.: Beispielinteraktion mit Pult-Szene: Rückkehr der Hand in Ruhestellung (re-
tract).
Die letzte Phase der Interaktionssequenz ist wie die erste Phase vom Ablauf her
wieder weitgehend identisch zum vorherigen Beispiel, wobei sich auch hier lediglich
die Parameter der Bewegung unterscheiden. Kommt die Hand schließlich zur Ruhe, so
wird ein Zurückziehen-Interaktionsereignis verschickt, das neben den Bewegungsin-
formationen den Namen des zuletzt manipulierten Objekts enthält (siehe Listing 7.12).
<event type="retract" start-time="9.49271" duration="0.606391"
id="IE-1af7f3d8-0f59-11df-843c-00142225ef0d">
<references>
<ref type="hand-trajectory"
id="MET-1af6988a-0f59-11df-80df-00142225ef0d"/>
</references>
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<low-level-features>
<hand-side>right</hand-side>
<start-data>
<hand-transform-wcs> 0.8003 0.4857 -0.3512 0
-0.5467 0.8318 -0.0953 0
0.2459 0.2683 0.9314 0
-0.4498 -0.3072 1.1170 1
</hand-transform-wcs>
</start-data>
<goal-data>
<hand-transform-wcs> 0.8072 0.4652 -0.3630 0
-0.5330 0.8389 -0.1100 0
0.2533 0.2823 0.9252 0
-0.4439 -0.3115 1.1061 1
</hand-transform-wcs>
</goal-data>
</low-level-features>
<high-level-features>
<target-object>consoleUtilities-1::balance</target-object>
</high-level-features>
</event>
Listing 7.12: Beispielinteraktion mit Pult-Szene: Zurückziehen-Interaktionsereignis.
Gesamtsequenz
Auch in diesem Beispiel ist die Interaktion mit dem Stellteil nun mit der Zurückziehen-
Interaktion abgeschlossen. Die Aufzeichnung wird nun ebenfalls beendet und alle noch
evtl. offenen Sequenzen geschlossen.
Die Sequenz von Interaktionsereignissen ist noch einmal gekürzt in Listing 7.13
aufgeführt. Wie im vorherigen Beispiel sind wieder die drei Handbewegungstrajek-
torien für Annäherung, Bewegung während der Interaktion und Entfernung der Hand
vom Objekt aufgezeichnet und in den Interaktionsereignissen referenziert worden. Da-
bei sind wieder entsprechende Koordinatensystemtransformationen in Bezug auf die
Objektposition (in diesem Fall die Position des beweglichen Aktuators des Schiebe-
reglers) angewendet worden.
Zusätzlich zur Handtrajektorie findet sich beim Drücken-Ereignis noch eine Refe-
renz auf eine Kräftetrajektorie. Diese enthält den genauen Verlauf der in jedem Si-
mulationsschritt (von Berühren bis Loslassen) durch das Handmodell auf das Stellteil
ausgeübten Kräfte und Drehmomente. Diese Informationen lassen sich bei einer späte-
ren Wiedergabe unter Verwendung einer Dynamiksimulation nutzen, um die gleichen
Kräfte erneut wirken zulassen. Somit ließe sich der gleiche (oder ähnliche, bedingt
durch Ungenauigkeiten bei der Dynamiksimulation) Effekt wie bei der Interaktion
herstellen. Alternativ dazu kann bei einer Wiedergabe ohne Physiksimulation der in
der Aktuatortrajektorie des Stellteilereignisses (vgl. Listing 7.10) aufgezeichnete Zu-
standsverlauf genutzt werden, um die Lage des Aktuators entsprechend zu aktuali-
sieren. Dadurch würde zumindest optisch der gleiche Effekt erzielt, ohne dass eine
Dynamiksimulation nötig wäre. Das Stellteilereignis wird Timing-bedingt im vierten
Interaktionsereignis (Loslassen) referenziert. Es taucht in Listing 7.13 selbst jedoch
nicht auf, da Interaktionsereignisse und Stellteilereignisse in getrennten Kanälen er-
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fasst werden (vgl. Abschnitt 6.1 „Erfassung und Aufzeichnung von Interaktionen“,
S. 149ff). Vom zeitlichen Ablauf her ist es kurz vor dem Loslassen-Ereignis einzuord-
nen.
<interaction-events version="2">
<sequence start-time="8.45782">
<event type="reach" start-time="3.91003" duration="1.5434">
<references>
<ref type="hand-trajectory" id="MET-1832cbe6-0f59-11df-b36a
-00142225ef0d"/>
</references>
</event>
<event type="touch" start-time="5.45343" duration="0"/>
<event type="push" start-time="5.45343" duration="2.25742">
<references>
<ref type="hand-trajectory" id="MET-a06abba6-0f57-11df-bbfb
-00142225ef0d"/>
<ref type="force-trajectory" id="FT-1983f93e-0f59-11df-a859
-00142225ef0d"/>
</references>
</event>
<event type="release" start-time="9.37599" duration="0">
<references>
<ref type="actuator-event" id="CAE-1a851aac-0f59-11df-876e
-00142225ef0d"/>
</references>
</event>
<event type="retract" start-time="9.49271" duration="0.606391">
<references>
<ref type="hand-trajectory" id="MET-1af6988a-0f59-11df-80df
-00142225ef0d"/>
</references>
</event>
<sequence-end-time>22.55692</sequence-end-time>
</sequence>
</interaction-events>
Listing 7.13: Gesamtsequenz von Interaktionsereignissen (gekürzt) für die Interaktion mit dem
Schieberegler.
7.3. Beispiel eines virtuellen Prototyps
Die bisherigen Beispiele enthielten ausführliche Darstellungen einzelner Aktionen an
jeweils einem einzigen Objekt. In diesem abschließenden Beispiel soll nun die Fä-
higkeit verdeutlicht werden, auch ganze Sequenzen von Aktionen zu erfassen und zu
analysieren, wobei mehrere unterschiedliche Objekte hintereinander manipuliert wer-
den. Als Beispielszene dient dabei das Modell eines Autocockpits, welches auch näher
an der vorgesehenen Anwendungsdomäne im virtuellen Prototyping ist.
7.3.1. Die Autocockpit-Szene
Dieses Szenario ist an reale Szenarien zur Evaluation virtueller Prototypen angelehnt.
Das dargestellte Modell eines Autocockpits (siehe Abbildung 7.13) verfügt über ver-
200
7.3. Beispiel eines virtuellen Prototyps
Abbildung 7.13.: Autocockpit als anwendungsnahes Szenario im virtuellen Prototyping.
schiedene bewegliche Bedienelemente, die als virtuelle Stellteile simuliert sind. Diese
sind unter Angabe ihrer Bewegungsmöglichkeiten in Tabelle 7.3 aufgelistet.
Bedienelement Freiheitsgrade
Lenkrad Aus der Neutralstellung um jeweils 120 Grad nach rechts und nach
links um eine Achse drehbar.
Radioknöpfe Beliebig um eine Achse drehbar.
Schalthebel Innerhalb der Führungsschiene der Schaltkulisse in zwei Freiheits-
graden translatorisch bewegbar. Der Schalthebel hat bestimmte
definierte Rastpositionen (diskrete Zustände).
Tabelle 7.3.: Übersicht über die Bedienelemente des Auto-Cockpits und ihre Freiheitsgrade.
Der Benutzer befindet sich in diesem Szenario in sitzender Haltung an der Stelle des
Fahrersitzes, agiert also aus der Perspektive des Fahrzeugführers. Bei den aufgezeich-
neten Interaktionen ging es hierbei vor allem um Bedienvorgänge an den Bedienele-
menten eines virtuellen Prototypen, wobei Erreichbarkeit und Ergonomie untersucht
werden sollen.
7.3.2. Aufgezeichnete Aktionssequenz
In der hier dargestellten Beispielinteraktion wurde zunächst der Schalthebel bewegt,
anschließend das Lenkrad leicht gedreht und zum Schluß einer der Radioknöpfe ge-
drückt. Listing 7.13 zeigt die Sequenz von Interaktionsereignissen, die dabei aufge-
zeichnet wurde. Da die Struktur der Interaktionsereignisse schon aus Abschnitt 6.4.2
(S. 164ff) und den vorherigen Beispielen bekannt ist, wird hier aus Gründen der Über-
sichtlichkeit nur noch die Gesamtsequenz in stark gekürzter Form wiedergegeben.
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Die einzelnen Interaktionsereignisse sind dabei auf die Ereignistypen, die Timing-
Informationen sowie die Zielobjekte reduziert. Auch wurden nicht alle Ereignisse ab-
gedruckt (Weglassungen sind mit „[...]“ gekennzeichnet.), da sich einige Ereignis-
se implizit aus dem Kontext ergeben (insbesondere „release“ und „retract“ vor dem
„reach“ zum nächsten Objekt).
<interaction-events version="2">
<sequence start-time="5.9137">
<event type="reach" start-time="0" duration="2.3038">
<target-object>gear_shift::stick</target-object>
</event>
<event type="touch" start-time="2.3038" duration="0">
<target-object>gear_shift::stick</target-object>
</event>
<event type="push" start-time="2.3038" duration="1.9439">
<target-object>gear_shift::stick</target-object>
</event>
[...]
<event type="reach" start-time="4.8237" duration="0.2058">
<target-object>cockpit-1::steering_wheel</target-object>
</event>
<event type="grasp" start-time="5.0769" duration="0">
<target-object>cockpit-1::steering_wheel</target-object>
</event>
<event type="pull" start-time="5.0769" duration="0.8292">
<target-object>cockpit-1::steering_wheel</target-object>
</event>
<event type="release" start-time="5.4295" duration="0">
<target-object>cockpit-1::steering_wheel</target-object>
</event>
[...]
<event type="reach" start-time="5.6862" duration="1.7865">
<target-object>cockpit-1::radio_button_left</target-object>
</event>
<event type="touch" start-time="7.4727" duration="0">
<target-object>cockpit-1::radio_button_left</target-object>
</event>
<event type="push" start-time="7.4727" duration="2.7008">
<target-object>cockpit-1::radio_button_left</target-object>
</event>
[...]
<event type="retract" start-time="10.7760" duration="2.6204">
<target-object>cockpit-1::radio_button_left</target-object>
</event>
<sequence-end-time>18.2453</sequence-end-time>
</sequence>
</interaction-events>
Listing 7.14: Gesamtsequenz von Interaktionsereignissen (gekürzt) für die Aktionssequenz im
Autocockpit.
Wie man an der Sequenz sehen kann, wurden drei verschiedene Objekte ma-
nipuliert: der Schalthebel mit Objekt-ID „gear_shift::stick“, das Lenkrad
mit Objekt-ID „cockpit-1::steering_wheel“ und der linke Radioknopf mit
Objekt-ID „cockpit-1::radio_button_left“. Da bei der Manipulation des
Schalthebels nur Handflächenkontakt bestand, wurde der Kontakt als nicht-prehensiler
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„touch“ mit anschließendem „push“ eingeordnet. Beim Lenkrad hingegen wurde ein
prehensiler Griff („grasp“) erkannt und die anschließende Manipulation daher als
„pull“ interpretiert. Abschließend wurde an dem Radioknopf ein nicht-prehensiler
„touch“ mit der Fingerspitze durchgeführt, was wiederum zu einem „push“ führt. Ob-
wohl der Radioknopf als Stellteil mit einem rotatorischen Freiheitsgrad umgesetzt ist,
lässt sich auf diese Weise ein Drücken des Knopfes, z.B. zum Einschalten, simulieren.
Zum Drehen hätte der Knopf prehensil (z.B. mit einem Spitzgriff) gegriffen werden
müssen.
Diese Beispielsequenz wird in Abschnitt 8.2 (S. 209ff) noch einmal aufgegriffen.
Dort werden die Prozesse der Weiterverarbeitung im Rahmen des „Action Capture“-
Verfahrens (Generierung der Aktionsbeschreibung und Erzeugung von Animationen)
ausblickhaft skizziert.
7.4. Zusammenfassung
Im Rahmen mehrerer Aufzeichnungssitzungen wurden Interaktionen von insgesamt
zehn verschiedenen Benutzern in drei verschiedenen virtuellen Szenarien aufgezeich-
net. Die Daten wurden in einer Interaktionsdatenbank (vgl. Abschnitt 6.5, S. 172ff)
gespeichert und bilden einen Grundstock für die Analyse von direkten Objektmani-
pulationen. Neben den in dieser Arbeit vorgestellten automatischen Methoden kann
diese Analyse auch offline durch einen menschlichen Analyst erfolgen. Ein interes-
santer Aspekt ist dabei auch die Sammlung und Analyse von Datenbeispielen über
Sitzungsgrenzen hinweg. Aus verschiedenen Handtrajektorien lassen sich z.B. durch
Dimensionsreduktion statistische Modelle ableiten, die der Synthese neuer Trajektori-
en bei der Animation dienen können (vgl. [BADV+08]).
Anhand zweier konkreter Beispiele wurde der Prozess der Analyse direkter Ob-
jektmanipulationen in virtuellen Umgebungen nach dem in dieser Arbeit vorgestellten
Ansatz schrittweise erläutert. In einem dritten Beispiel wurde eine komplette Sequenz
von drei verschiedenen Aktionen an verschiedenen Bedienelementen eines virtuellen
Prototypen wiedergegeben. Diese Beispiele sollen zum einen der Veranschaulichung
der verwendeten Heuristik und des Zusammenspiels aller beteiligten Komponenten im
Demonstratorsystem dienen. Zum anderen soll die Leistungsfähigkeit des vorgestell-
ten Ansatzes belegt werden. Dies wird dadurch untermauert, dass die dargestellten
Beispieldaten (Interaktions- und Stellteilereignisse) während realer Aufzeichnungssit-
zungen entstanden sind. Sie sind somit ein echtes Ergebnis des Analyseprozesses, so
wie er im Demonstratorsystem als Machbarkeitsnachweis (engl. proof of concept) im-
plementiert wurde.
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KAPITEL VIII
Zusammenfassung und Ausblick
Das übergeordnete Ziel dieser Arbeit war es, Verfahren und Konzepte für die Analy-
se von Benutzerinteraktionen in virtuellen Umgebungen zu entwickeln. Im Hinblick
auf die Art der Interaktionstechniken, welche hier betrachtet wurden, fand eine Ein-
schränkung auf direkte Objektmanipulationen statt. Die Analyse von Interaktionen bil-
det dabei einen elementaren Bestandteil des „Action Capture“-Verfahrens, welches im
Rahmen des DFG-geförderten Projekts „Virtual Workers“ entwickelt wurde. Das An-
wendungsziel liegt dabei in der Animation verschiedener virtueller Figuren, welche
die demonstrierten Objektmanipulationen auch in leicht veränderten Szenen imitieren
sollen. Dieses Verfahren kann gewinnbringend in der Evaluation virtueller Prototypen
z.B. bei Ergonomiestudien eingesetzt werden.
8.1. Ergebnisse
Die Ergebnisse und wissenschaftlichen Beiträge dieser Arbeit liegen in unterschiedli-
chen Themenbereichen und werden im Folgenden thematisch gruppiert zusammenge-
fasst.
Grifftaxonomie
Da bei direkter Objektmanipulation das Greifen eine wichtige Rolle spielt, wurde zu-
nächst eine ausführliche Betrachtung realer Greifvorgänge vorgenommen. Insbeson-
dere wurde die bestehende Literatur zu Taxonomien von Greifarten systematisch auf-
gearbeitet. Im Verlauf der Arbeit stellte sich heraus, dass die vorhandenen Taxonomi-
en einige Beschränkungen oder konzeptionelle Schwächen aufweisen, wodurch sie in
Hinblick auf den Anwendungskontext innerhalb virtueller Umgebungen nur bedingt
geeignet sind. Dies gilt insbesondere für die automatische Klassifikation von Greifar-
ten im Rahmen der Interaktionsanalyse. Aus diesem Grund wurde, als ein wesentliches
Ergebnis dieser Arbeit, eine ausgewogene Taxonomie entwickelt, welche sich spezi-
ell für Interaktionen in VR eignet. Sie kommt mit relativ wenigen Greifarten aus und
deckt dennoch das Griffspektrum der Zieldomäne (virtuelle Maschinenbedienung, vir-
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tuelles Prototyping) gut ab. Als mögliche Interaktionen wurde dabei primär abgezielt
auf: Aufheben, Tragen und Ablegen starrer Objekte (pick and place) und die Bedie-
nung artikulierter Stellelemente. Die in dieser Arbeit vorgestellte Taxonomie basiert
auf gängigen und bekannten Taxonomien aus der Literatur, welche ihrerseits empi-
risch fundiert sind. Eine Besonderheit der hier vorgestellten Taxonomie ist die detail-
lierte Abdeckung nicht-prehensiler Greifarten, welche speziell für die Bedienung von
Stellteilen von großer Relevanz sind. Die gute Eignung dieser Taxonomie für die auto-
matische Griffklassifikation wurde im Rahmen einer ausführlichen empirischen Studie
nachgewiesen. Die Rate korrekt klassifizierter Griffe übertraf dabei in einigen Fällen
die Erkennungsrate einer vergleichbaren Studie unter Verwendung der Schlesinger-
Taxonomie, welche nur die halbe Anzahl an Greifarten besitzt.
Studien zur Griffklassifikation
In den umfassenden empirischen Studien zur automatischen Erkennung von Greifarten
(Griffklassifikation) liegt ein weiterer wesentlicher Beitrag dieser Arbeit. Insgesamt
wurden vier größere Studien mit je sechs bis zwölf Versuchsteilnehmern durchgeführt.
Die erste der vier hier dokumentierten Studien wurde schon in einem Zeitschriftenbei-
trag international publiziert [HBAJ08]. Die anderen drei Studien sind bisher unveröf-
fentlichtes Material.
Alle vier Studien beruhen auf einer Methodik, bei der mehrere beteiligte Variablen
systematisch variiert wurden. Zunächst stellte sich die Frage nach dem für die ge-
gebene Zieldomäne am besten geeigneten Klassifikationsalgorithmus aus dem mitt-
lerweile recht umfangreichen Gebiet des maschinellen Lernens. Außerdem wurden
innerhalb der Studien die Generalisierungsanforderungen des Anwendungsszenarios
variiert. Damit ist gemeint, ob die Datenbeispiele auf gesehenen oder ungesehenen
Benutzer- und Objektbeispielen beruhen, was einen starken Einfluss auf die Erken-
nungsrate des Klassifikators hat. Bei den meisten bisherigen Untersuchungen aus dem
Bereich der Griffklassifikation wurde nur ein einzelnes dieser Szenarien und meist
auch nur ein einzelner Klassifikationsalgorithmus betrachtet. Ein Novum ist die hier
vorgestellte systematische Methodik insofern, dass erstmals Datamining-Methoden für
Untersuchungen auf dem Gebiet der virtuellen Realität angewendet wurden. Es spricht
für diese Methodik, dass diese mittlerweile schon von anderen Wissenschaftlern für
ähnliche Untersuchungen aufgegriffen wurde, wie [KSB08].
Neben den Variablen, die innerhalb einer Studie variiert wurden, wurden über die
Grenzen der Studien hinweg weitere Variablen variiert, um bestimmte Vergleiche zie-
hen zu können. Dies ist zunächst die verwendete Taxonomie, welche die zu erkennen-
den Klassen vorgibt. Wie oben erwähnt, wurde die Schlesinger-Taxonomie mit der in
dieser Arbeit vorgestellten Taxonomie verglichen. Auch kamen unterschiedliche Ein-
gabegeräte zum Einsatz, welche strukturell unterschiedliche Daten liefern. Als Aus-
gangspunkt wurden Rohdaten eines Datenhandschuhs verwendet. Auf Grundlage die-
ser Daten wurden auch Methoden zur Dimensionsreduktion untersucht. Weiterhin wur-
den die Gelenkwinkelinformationen, die von einem optischen Fingertracking-System
geliefert werden, in verschiedenen Rotationsrepräsentationen und Zusammensetzun-
gen untersucht. Datenhandschuhe und Fingertracker sind gängige Geräte im Bereich
der VR-Hardware zur Erfassung von Handposturen eines Benutzers.
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Die ausführlichen Ergebnisse der einzelnen Studien sind zu umfangreich, um sie
hier noch einmal komplett wiederzugeben. Sie sind in Abschnitt 5.5 (S. 143ff) schon
vergleichend zusammengefasst worden. Hier sollen nur noch einmal die wichtigsten
Ergebnisse in Kurzform aufgeführt werden:
ã Auf Grundlage von Rohdaten des Datenhandschuhs (Cyberglove 2 der Firma
Immersion) konnten unter Verwendung der neuen Taxonomie die besten Erken-
nungsraten erzielt werden. Diese lagen je nach Anwendungszenario zwischen
mit 99,70 % fast absolut sicherer Erkennung für „gesehen, gesehen“ Szenarien
(geringste Generalisierungsanforderungen) und mit 79,79 % immer noch recht
guter Erkennungsrate für die „ungesehen, ungesehen“ Szenarien (höchste Gene-
ralisierungsanforderungen).
ã Die Wahl des Klassifikationsalgorithmus sollte sich vor allem auf die Generalsi-
sierungsanforderungen des Anwendungsszenarios stützen. Für geringe Genera-
lisierungsnanforderungen hat sich der Instanzbasierte Algorithmus (IB1) als am
zuverlässigsten erwiesen. Bei hohen Generalisierungsanforderungen schnitt der
Gauß-Prozess Klassifikator1 am besten ab. Dieser hatte auch die beste Durch-
schnittsleistung über alle Szenarien hinweg und stellt damit eine sichere Wahl
dar. Gute Erkennungsraten wurden zudem von Multilagen-Perzeptren und „Sup-
port Vector Machines“ (SVM) erreicht.
ã Virtuelle Objekte führen im Vergleich zu realen Objekten zu einer deut-
lich schlechteren Erkennungsrate (z.B. 76,71 % vs. 82,28 % für den IB1-
Klassifikator). Ein Grund dafür könnte der fehlende physische Einfluss des Ob-
jekts auf die Handform liegen, was die Grenzen zwischen den Greifarten ver-
schwimmen lässt.
ã In Bezug auf die Zusammensetzung des Merkmalsvektors ließen sich folgen-
de Erkenntnisse gewinnen: Die Hinzunahme von Kontaktinformationen hat eine
deutliche Verbesserung der Erkennungsrate zur Folge. Auch durch die Hinzu-
nahme der Fingerspitzenpositionen lässt sich die Erkennungsrate leicht steigern.
Negative Auswirkungen hatte hingegen die Hinzunahme der Fingersegment-
längen. Die Repräsentationsform für die Gelenkwinkel (Matrix, Euler-Winkel,
Achse-Winkel, Quaternion oder Exponential Map) hatte keine nennenswerten
Auswirkungen, so dass auch nichts gegen die direkte Verwendung der Rotati-
onsmatrizen spricht, wie sie vom Fingertracking geliefert werden.
Technische Umsetzung direkter Objektmanipulation
Als technisches Ergebnis dieser Arbeit wurde ein Demonstratorsystem implementiert,
welches direkte Objektmanipulation in virtuellen Umgebungen auf der intendierten
hohen Komplexitätsstufe praktisch umsetzt. Dazu wurden einige wichtige funktiona-
le Konzepte entwickelt und in einer funktionierenden Implementierung realisiert. Als
Objektmodell wurde das Konzept der annotierten Objekte weiter ausgebaut, das es er-
möglicht sämtliche Attribute eines virtuellen Objekts zentral und implementierungsu-
nabhängig zu deklarieren. Zusätzlich zu Parametern, die die Simulation des Objektver-
1Angewendet mittels „Klassifikation via Regression“-Methode (engl. classification via regression), bei
der ein Klassifikationsproblem auf mehrere Regressionsprobleme zurückgeführt wird.
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haltens betreffen, können insbesondere auch semantische Informationen über geeigne-
te Greifvorgänge direkt am Objekt annotiert werden. Neben frei beweglichen Festkör-
pern können mit dem vorgestellten Objektmodell auch artikulierte virtuelle Stellteile
realisiert werden, die für die Evaluation virtueller Prototypen von entscheidender Be-
deutung sind.
Zentraler Bestandteil des Demonstratorsystems ist die Simulation virtuellen Grei-
fens unter Verwendung einer Greifheuristik. Diese erlaubt sowohl prehensile als auch
nicht-prehensile Objektmanipulationen. Zur Unterstützung der Greifheuristik wurde
ein virtuelles Handmodell mit einer neuartigen Anordnung von Kollisionssensoren
vorgestellt. Diese nähern im Gegensatz zu den aus der Literatur geläufigen Kugelsen-
soren die Anatomie der realen menschlichen Hand deutlich genauer an. Insbesondere
lässt sich die Seite mit der ein Fingersegment oder die Handfläche ein Objekt berührt
eindeutig feststellen. Neben den für die Greifheuristik relevanten Informationen liefert
diese Einteilung auch für die Erkennung der Greifart wichtige Merkmale in Form der
genauen Kontaktstellen.
Analyse direkter Objektmanipulationen
Als begriffliche Grundlage für die Analyse von direkten Objektmanipulationen wurde
eine Taxonomie von Basisinteraktionen definiert. Basisinteraktionen bilden semanti-
sche Bausteine, aus denen sich übergeordnete Aktionen zusammensetzen. Man kann
sie daher auch als Aktionsprimitive bezeichnen. Ein wichtiges Ziel der Interaktions-
analyse ist es, den kontinuierlichen Strom der Bewegungs- und Interaktionsdaten in
Basisinteraktionen zu segmentieren, um Basisinteraktionen aus diesem Strom zu er-
kennen. Als Machbarkeitsnachweis (engl. proof of concept) wurde eine Analysekom-
ponente implementiert, die diesen Erkennungsprozess auf Grundlage einer Ereignis-
getriebenen Zustands-basierten Heuristik erfolgreich realisiert. In Probeaufzeichnun-
gen anhand von Beispielszenarien (Werkbank, Stellteilpult) konnten demonstrierte
Pick-and-Place und Bedienvorgänge erfolgreich in Basisinteraktionen zerlegt werden.
Als Beschreibungsformalismus für Basisinteraktionen zur maschinellen und ma-
nuellen Weiterverarbeitung wurde ein XML-Format für Interaktionsereignisse ent-
wickelt. Darin werden alle qualifizierenden Parameter einer Basisinteraktion in einer
mehrschichtigen Darstellung gebündelt. Die unterste Ebene bilden gemessene Daten
wie Gelenkwinkel, Kontaktpunkte, Sensorwerte, usw. Die mittlere Ebene bilden abge-
leitete bzw. errechnete Hilfswerte wie z.B. die PCA-Koordinaten der Handpostur. Die
oberste Ebene ist die Konzeptebene, auf der sich hauptsächlich symbolische Parame-
ter wie z.B. die verwendete Greifart und Taxonomie, der Objektname usw. vorfinden.
Das Format für Interaktionsereignisse eignet sich zur maschinellen Weiterverarbeitung
wie z.B. Visualisierung oder weitergehende Analyseprozesse wie die Generierung von
Aktionsbeschreibungen (siehe unten). Durch das menschenlesbare Format lassen sie
sich auch manuell weiterverarbeiten, um z.B. Korrekturen vorzunehmen oder manuel-
le Analysen durchzuführen.
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Interaktionsdatenbank
Zum Zwecke der Aufzeichnung und Persistenz der Bewegungs- und Interaktionsdaten
wurde ein Datenbank-basiertes System entwickelt. Dieses ist organisiert in mehrere
Kanäle, welche verschiedenen Ebenen zugeordnet sind. Dadurch lassen sich einzelne
Aspekte einer Aufzeichnungssitzung gezielt wiedergeben oder zum Zwecke der wei-
teren Analyse betrachten. Während die im vorherigen Abschnitt beschriebenen Ana-
lyseprozesse „online“, d.h. simultan zur aktuell durchgeführten Interaktion stattfinden,
lässt sich auf Grundlage der Interaktionsanalyse auch eine „offline“-Analyse betreiben,
die auch über mehrere Aufzeichnungssitzungen hinweg gehen kann. Die gesammel-
ten Bewegungsdaten können z.B. als Trainingsdaten für Klassifikationsverfahren oder
zur Erstellung statistischer Modelle verwendet werden, auf deren Grundlage sich neue
Bewegungen synthetisieren lassen (siehe [BADV+08]).
Im Zuge dieses Promotionsvorhabens wurden umfassende Datensätze aus
Bewegungs-, Interaktions- und Posturdaten gewonnen, welche ebenfalls ein Er-
gebnis darstellen. Die Handposturdaten der verschiedenen Eingabegeräte wurden z.B.
als Grundlage für die oben beschriebenen empirischen Studien verwendet. Natürlich
sind auf Grundlage dieser Daten auch noch weitere Untersuchungen denkbar. Ein
Grundstock an Interaktionsdaten wurde im Rahmen einer Aufzeichnungssitzung mit
zehn Benutzern gewonnen. Dabei handelt es sich um unterschiedliche Pick-and-Place
Vorgänge in einem Werkbank-Szenario (vgl. Abschnitt 7.1.1, S. 180). Diese Daten
konnten zwar im Rahmen dieser Arbeit nicht mehr ausgewertet werden, stellen aber
einen Fundus für weitere Untersuchungen dar.
8.2. Einbettung der Arbeit in das „Action
Capture“-Verfahren
Im gesamten Prozessablauf des „Action Capture“-Verfahrens bilden die Basisinterak-
tionen bzw. die Sequenzen von Interaktionsereignissen die Schnittstelle zwischen der
Observationsseite und der Repräsentation von Aktionen (vgl. Abbildung 1.2, S. 3). Für
das „Action Capture“ sind diese Ereignissequenzen somit das wichtigste Ergebnis des
hier vorgestellten Analyseverfahrens. Der unmittelbar nächste Schritt im Prozessablauf
ist die Generierung von Aktionsbeschreibungen aus diesen Sequenzen, aus denen wie-
derum Animationspläne für vituelle Figuren erzeugt werden sollen. Im Ergebnis sollen
verschiedenartige virtuelle Figuren die demonstrierten Objektmanipulationen imitie-
ren können. Auch wenn die weitere Verarbeitung nicht im Aufgabenbereich dieser Ar-
beit liegt, so soll sie hier kurz skizziert werden, um die Anwendbarkeit des Verfahrens
zu belegen und dessen Einbettung in den größeren Forschungskontext zu illustrieren.
8.2.1. Automatische Generierung von Aktionsbeschreibungen
In [VAHJ09] wird der Repräsentationsformalismus für Aktionen „XSAMPL3D“ be-
schrieben. Dieser beruht wie die Interaktionsereignisse auf einem XML-Format. Um
Aktionen aus Sequenzen von Interaktionsereignissen zu generieren, wird ein auf XSL-
Transformationen beruhender Ansatz verwendet. Da die Mächtigkeit von XSLT allei-
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ne für diese komplexe Aufgabe nicht ausreicht, wurden die Transformationen durch
in Java geschriebene Funktionen ergänzt, welche insbesondere auch Algorithmen zur
Musterklassifikation beinhalten. Listing 8.1 zeigt beispielhaft eine Aktionsbeschrei-
bung, welche aus der Sequenz von Interaktionsereignissen generiert wurde, die im
ersten Beispielszenario entstanden ist (vgl. Abschnitt 7.1, S. 180).
<?xml version="1.0" encoding="UTF-8"?>
<ActionModel xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"
xsi:noNamespaceSchemaLocation="../../schemas/XSAMPL3D_V1
.xsd">
<Objects>
<MovableObject ID="Bottle-1"/>
</Objects>
<Actions>
<Sequential>
<Parallel>
<RightHand startTime="0.3633" relaxDuration="2.8283" ID="
HandSide_1">
<Manipulate ID="Action_1" reachDuration="3.5864"
object="Bottle-1"
graspType="SCHLESINGER:CYLINDRICAL"
eventIDs="IE-9c0d70ec-1012-11df-8ea5
-00142225ef0d IE-9cf9ae8a-1012-11df-91
b5-00142225ef0d IE-9eccd3c2-1012-11df
-97cb-00142225ef0d IE-a0e459b4-1012-11
df-9fcf-00142225ef0d">
<Place orientation="0.4574 0.0246 -0.8888 0.9991"
position="0.2770 -0.0368 1.3330"
duration="6.6409"/>
</Manipulate>
</RightHand>
</Parallel>
</Sequential>
</Actions>
</ActionModel>
Listing 8.1: Aktionsbeschreibung, welche aus der Sequenz von Interaktionsereignissen des
Werkbank-Beispielszenarios (S. 181ff) generiert wurde.
Ein wichtiger Aspekt bei der Generierung von Aktionsbeschreibungen ist die Glät-
tung der Ereignissequenzen. Da der Erkennungsprozess von Basisinteraktionen heu-
ristisch ist, ist ein fehlerfreies Funktionieren nicht sichergestellt. Insbesondere kön-
nen z.B. durch Trackingfehler, Bedienungsfehler oder auch Erkennungsfehler mehrere
Paare von „Greifen“- und „Loslassen“-Ereignissen hintereinander kommen. Ein wei-
teres Phänomen, das häufig auftreten kann, sind mehrere „Annähern“-Ereignisse, die
unmittelbar hintereinander folgen. Diese könnten im Prinzip auf eine einzige, längere
Annäherungsphase reduziert werden. Der weiterverarbeitenden Komponente zur Ak-
tionserkennung obliegt es nun, solche fehlerhaften Ereignisse auszusortieren und die
Aktionen in ihrer Zusammensetzung aus Basisinteraktionen auf die wesentlichen Be-
standteile zu reduzieren.
Generell setzen sich Aktionen immer nach einem bestimmten Schema aus Basisin-
teraktionen zusammen. Dabei gibt es fünf Phasen:
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1. Annäherung - Die Hand nähert sich dem Objekt, bis es in Reichweite ist (Annä-
hern).
2. Kontaktherstellung - Die Hand kommt in direkten Kontakt mit dem Objekt in-
dem sie es einfach berührt oder es prehensil greift (Berühren oder Greifen).
3. Manipulation - Das Objekt wird direkt durch die Hand in Bezug auf Positi-
on, Orientierung oder ausgeübte Kräfte manipuliert (Bewegen, Stellen, Drücken
oder Ziehen).
4. Kontaktauflösung - Der Kontakt zwischen der Hand und dem Objekt wird auf-
gelöst (Loslassen).
5. Entfernung - Die Hand entfernt sich von dem zuvor manipulierten Objekt (Zu-
rückziehen). Diese Phase kann auch als Wiederholung der ersten Phase gesehen
werden, da die Entfernung der Hand nahtlos in die Annäherung an das nächste
Objekt übergehen kann.
Abbildung 8.1.: Die verschiedenen Phasen einer Aktion und die dazugehörigen Basisinterak-
tionen.
In Abbildung 8.1 sind diese Phasen noch einmal schematisch dargestellt. Meistens
lassen sich Basisinteraktionen eines Zyklus von der Annäherungs- bis zur Entfernungs-
phase zu einer einzelnen Aktion bündeln. Dabei kann die Manipulationsphase auch
entfallen.
8.2.2. Erzeugung von Animationen
Der nächste Schritt im „Action Capture“-Verfahren besteht darin, aus den Aktions-
beschreibungen Animationspläne für eine virtuelle Figur zu erzeugen. Im „Virtual
Workers“-Projekt wurde zu diesem Zweck eine Beschreibungssprache für die Ani-
mation virtueller Figuren entwickelt, bei der Animationen aus einzelnen Verhaltens-
programmen (engl. behaviors) zusammengesetzt werden. Die Umwandlung von Akti-
onsbeschreibungen in Animationspläne geschieht wieder in einem XSL- Transforma-
tionsprozess, wobei eine Aktion in mehrere Behaviors zerlegt wird.
Die genaue Ausführung der Behaviors wird erst zur Laufzeit auf Grundlage der
aktuellen Szenensituation festgelegt. Dabei kommen die im Rahmen der Interaktions-
analyse ermittelten Parameter zum Einsatz (z.B. Greifart, Trajektorie usw.), welche das
endgültige Aussehen der Animation bestimmen. Alternativ können auch einige direkt
in den annotierten Objekten vermerkte Parameter berücksichtigt werden, z.B. für den
Fall, dass Aktionsbeschreibungen von Hand geschrieben werden, oder um Parameter
aus der Interaktionsanalyse zu ersetzen und so die Animationen zu modifizieren.
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In Abbildung 8.2 sind zwei Animationssequenzen zu sehen, die auf Grundlage der
Ereignissequenz aus Abschnitt 7.3 (S. 200) erzeugt wurden. Jede Spalte gibt dabei die
Interaktion mit einem der drei Objekte in der Sequenz wieder. In der obersten Zeile
ist der Benutzer abgebildet, der die Objektmanipulation demonstriert. Die folgenden
beiden Zeilen zeigen die Reproduktion der Manipulationen durch zwei verschiedene
virtuelle Figuren (eine männlich, eine weiblich). Es sei auf die verschiedenen Körper-
proportionen der Figuren hingewiesen, welche in unterschiedlichen Körperhaltungen
bei der Interaktion resultieren (insbesondere in Bezug auf Arm- und Rückenhaltung).
Trotz starker Unterschiede in der Armreichweite der Figuren erreichen und manipu-
lieren die Hände in beiden Fällen das Objekt auf die vorgesehene Art und Weise. Dies
demonstriert die Stärke des „Action Capture“-Verfahrens gegenüber klassischem „Mo-
tion Capture“, bei dem Gelenkwinkelstellungen des Demonstrators direkt auf die vir-
tuelle Figur übertragen werden. Dadurch hätte mindestens eine der virtuellen Figuren
die Objekte nicht korrekt erreicht.
1.) Schalthebel 2.) Lenkrad 3.) Radioknopf
Abbildung 8.2.: Animationen, die aus der Interaktionssequenz im Autocockpit generiert wur-
den.
Zum Zeitpunkt der Fertigstellung dieser Arbeit konnten als erste Ergebnisse ein-
zelne Animationen auf Grundlage demonstrierter Interaktionssequenzen als Machbar-
keitsnachweis erzeugt werden. Ein nächster wichtiger Schritt wäre eine systematische
Evaluation des gesamten „Action Capture“-Verfahrens, wobei vor allem die Wieder-
gabetreue der Imitationen und die Robustheit des Verfahrens zu untersuchen wären.
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des vorgestellten Ansatzes
In diesem Abschnitt werden Grenzen des in dieser Arbeit vorgestellten Analyseansat-
zes aufgezeigt, welche zukünftige Arbeiten motivieren. Zudem werden Probleme beim
simulierten virtuellen Greifen auf dem hier vorgestellten technischen Stand identifi-
ziert.
Da der hier vorgestellte Ansatz in einem ganz bestimmten Forschungskontext ent-
wickelt wurde („Virtual Workers“-Projekt), wurden eine Reihe möglicher anderer An-
wendungsgebiete nur nachrangig betrachtet. Dies hat Einfluss auf die Taxonomie, da
hier nur Greifarten betrachtet wurden, die bei „pick and place“- und Maschinenbedi-
envorgängen vorkommen. Sollen Analysen von Interaktionen in anderen Tätigkeits-
feldern durchgeführt werden, sind evtl. Erweiterungen um spezifische Greifarten er-
forderlich. Die hier vorgestellte Taxonomie wurde bewusst auf die relevanten Greifar-
ten der Anwendungsdomäne (Bedienung virtueller Prototypen) eingeschränkt, um die
Anzahl der Klassen klein zu halten, die bei der Griffklassifikation in Betracht gezogen
werden müssen.
In Bezug auf die Simulation wurden zudem nur Tätigkeiten mit relativ gerin-
ger Dynamik betrachtet. Wurfbewegungen, Kampfkunst [ZMCF05], Instrumenten-
spiel [ES03] oder andere hochdynamische Vorgänge sind u.U. durch die vorgestell-
ten Konzepte nicht realisierbar bzw. werden nicht korrekt erfasst. Hierzu wären eigene
Betrachtungen notwendig, die die zeitlichen Abläufe genauer auflösen und berücksich-
tigen.
Weitere Grenzen des Ansatzes liegen in folgenden Punkten:
ã Es kann pro Hand immer nur ein Objekt gleichzeitig manipuliert werden. In
der Realität sind natürlich durchaus Vorgänge möglich, bei denen eine Hand mit
zwei Objekten gleichzeitig interagiert. Auch Manipulationen eines Stellteils, das
aus mehreren Aktuatorkompenten besteht, wurden nicht betrachtet. Ein Beispiel
hierfür ist ein Joystick, der mit einem Faustgriff umschlossen und ausgelenkt
werden kann, wobei gleichzeitig mit dem Daumen ein oben angebrachter Knopf
gedrückt werden kann. Diese Aspekte wurden zwar in der vorliegenden Arbeit
nicht betrachtet, es ist aber theoretisch nicht ausgeschlossen, im Rahmen zu-
künftiger Arbeiten entsprechende Erweiterungen an den Verfahren und Konzep-
ten vorzunehmen.
ã Es wurden nur einhändige Interaktionen betrachtet. Zwar können Objektmani-
pulationen erfasst und analysiert werden, bei denen beide Hände gleichzeitig
unterschiedliche Objekte manipulieren. Allerdings gilt dies nicht für Aktionen,
bei denen beide Hände zusammenarbeiten. Für beidhändige Vorgänge wären
ganz eigene Betrachtungen notwendig, die den Rahmen dieser Arbeit gesprengt
hätten. Auch in dieser Hinsicht sind jedoch Erweiterungen in späteren Arbeiten
denkbar.
ã Es wird davon ausgegangen, dass während einer Objektmanipulation immer nur
eine Greifart verwendet wird. Wie Cutkosky jedoch in [Cut89] darlegt, kann die
Greifart durchaus auch wechseln, während das Objekt von der Hand prehensil
gegriffen bleibt. Dies kommt laut Cutkosky vor allem dann vor, wenn die durch-
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zuführende Aufgabe ein anderes Maß an Kräften oder Drehmomenten erfordert.
Aber auch funktionale Aspekte der Bedienung spielen eine Rolle. Ein gängiges
Beispiel hierfür wäre, wenn man einen Kugelschreiber mit einem Spitzgriff (tip)
erst aufhebt und anschließend in einen Dreipunktgriff (tripod) übergeht, um da-
mit zu schreiben. Zuvor könnte man ihn noch mit einem Faustgriff greifen, um
ihn durch das Drücken des Knopfes am Ende schreibfertig zu machen.
Wie man an obiger Aufzählung sehen kann, sind die Einsatzmöglichkeiten der
menschlichen Hand so vielseitig, dass es eine große Herausforderung darstellt, die-
se in ihrer Gänze im Rahmen einer Simulation in virtuellen Umgebungen zu erfassen.
Die hier untersuchten einhändigen Objektmanipulationen und Bedienprozeduren stel-
len aber schon einen wichtigen Schritt in diese Richtung dar.
Einige technische Aspekte haben sich bei der Arbeit als problematisch herausge-
stellt und sollen hier zum Zwecke der Erkenntnisvermittlung aufgeführt werden. Dies
ist zum einen die Unstetigkeit der Eingabegeräte. Insbesondere das optische Finger-
trackingsystem kann im Falle von auftretenden Verdeckungen falsche Gelenkwinkel-
stellungen liefern. Besonders problematisch sind gelegentliche Sprünge oder gar Os-
zillieren der Finger, da ein prehensiler Griff oder eine durchgeführte Stellteilmanipula-
tion durch Kontaktverlust ungewollt beendet werden kann. Dies kann je nach Situation
dazu führen, dass das Objekt aus der Hand fällt oder das Stellteil in seine Ausgangs-
lage zurückspringt. Der Datenhandschuh weist zwar eine höhere Stetigkeit in Bezug
auf die Gelenkwinkel auf, konnte allerdings im Zuge dieser Arbeit trotz einiger An-
strengungen in diese Richtung nicht so kalibriert werden, dass ein ähnlich hohes Maß
an Übereinstimmung der Fingerspitzen wie beim Fingertracking gegeben war. Vor al-
lem das Verhalten des Daumens im Handmodell konnte nicht so eingestellt werden,
dass es den Bewegungen des realen Daumens immer korrekt folgt. Hier musste ein
Kompromiss eingegangen werden, da niemals alle Fingerspitzen mit dem Daumen in
Übereinstimmung gebracht werden konnten. Es wurde daher vor allem auf eine gute
Übereinstimmung mit dem Zeigefinger, als neben dem Daumen wichtigsten Finger,
geachtet.
Das fehlende haptische Feedback machte eine präzise Kontrolle der Greifvorgän-
ge schwierig. Verstärkt wurde dieses Problem dadurch, dass bei projektionsbasierten
Systemen die reale Hand das virtuelle Handmodell oft verdeckt und somit auch die
optische Kontrolle schwierig ist. Dies führte in der Praxis oft zu Durchdringungen
oder unerwünschten Kontaktverlusten. Bei ersten Versuchen mit dem Fingertracker
mit haptischem Feedback (vgl. Abschnitt 2.3.3, S. 18) konnte von mehreren Benut-
zern subjektiv eine deutliche Verbesserung der Objektkontrolle festgestellt werden.
Durch das Vibrieren der Drähte an den Fingerspitzen kann festgestellt werden, wenn
ein bestimmter Finger das virtuelle Objekt berührt, auch wenn die Kontaktstelle nicht
einsehbar ist. Allerdings bleiben die Berührungsinformationen auf die Fingerspitzen
beschränkt. In Bezug auf diese technischen Probleme ist vor allem auf Weiterentwick-
lungen im Bereich der VR-Hardware zu hoffen, um präzisere und robustere direkte
Objektmanipulationen möglich zu machen.
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Im vorangehenden Abschnitt wurden schon einige kleinere Verbesserungsmöglichkei-
ten aufgezeigt. Hier sollen nun einige weitergehende Ideen präsentiert werden, die auf
eine Weiterentwicklung und mögliche Einsatzgebiete der vorgestellten Ergebnisse ab-
zielen.
Werkzeuge für die manuelle Analyse der Interaktionssequenzen
Neben der automatisierten Generierung von Aktionsbeschreibungen besteht noch die
Möglichkeit der manuellen Weiterverarbeitung oder Analyse. In Abschnitt 8.1 wurde
im Teilabschnitt „Interaktionsdatenbank“ schon die Möglichkeit der Offline-Analyse
angesprochen. Derzeit läuft eine Masterarbeit am Lehrstuhl für virtuelle Realität und
Multimedia der TU Freiberg, in der ein Werkzeug zur Visualisierung der erfassten
Bewegungs- und Interaktionsdaten erarbeitet wird. Damit soll es z.B. möglich sein,
Sequenzen von Interaktionsereignissen grafisch in einer Zeitleiste darzustellen. Zu-
sätzlich sollen auch die Inhalte der Interaktionsereignisse (z.B. Handposturen) in Teil-
fenstern visualisierbar sein. Eine solche Darstellung dürfte die manuelle Analyse der
Benutzerinteraktionen deutlich erleichtern, wobei insbesondere die zeitlichen Abläu-
fe klarer erkennbar werden. Zudem kann durch eine mögliche Editierfunktion eine
Nachbearbeitung der automatisch erkannten Basisinteraktionen auf dem Weg zur Ak-
tionsrepräsentation erfolgen, um z.B. unerwünschte Artefakte oder fehlerhaft erkann-
te Basisinteraktionen zu entfernen. Darüber hinaus ließen sich auch Sequenzen aus
aufgezeichneten Interaktionen auf komfortable Weise zu neuen zusammengesetzten
Aktion kombinieren. Unter dem Aspekt der späteren Aktionsreproduktion durch eine
virtuelle Figur wäre dies eine komfortable neue Version der Animationserstellung, die
deutlich komfortabler als Keyframe-Animationen, und deutlich flexibler als Motion
Capture Animationen ist.
Aufzeichnung und Analyse weiterer Körperteile
Auf dem bisher bearbeiteten Stand waren Benutzerinteraktionen auf Objektmanipu-
lationen mit der Hand beschränkt, wobei davon ausgegangen wurde, dass sich der
Benutzer weitestgehend stillstehend in einem engen Bereich der virtuellen Umgebung
aufhält. Für die weitere Entwicklung des Analyseverfahrens wäre es interessant, die-
se Beschränkungen aufzuheben und somit ein größeres Spektrum an Interaktionen zu
ermöglichen. Dazu gehören z.B. Interaktionen mit den Füßen (z.B. Betätigung von
Pedalen), Aufzeichnung und Wiedergabe der Blickrichtung (zur Sichtbarkeitsanalyse)
sowie die Navigation des Benutzers in der Szene, um weiter entfernte Objekte errei-
chen zu können.
Virtuelle Maschinenbedienung
Die virtuellen Stellteile in Kombination mit den Stellteilereignissen erlauben auch eine
virtuelle Maschinenbedienung, sowohl unter Verwendung immersiver VR-Techniken
als auch z.B. in einfachen Bildschirmsettings. Dies ist vor allem zu Schulungszwecken
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interessant, da z.B. schwierige oder potenziell gefährliche Prozesse ohne Gefahr für
Ausrüstung oder Mensch eingeübt werden können. Durch die Stellteilereignisse lie-
fert jedes Stellteil genaue Zustandsinformationen, die beliebig weiterverabeitet wer-
den können. Ein Schieberegler liefert z.B. einen skalaren Wert in einem bestimmten
Intervall, der in einem Maschinenmodell auf einen funktionalen Parameter (z.B. Tem-
peratur, Umdrehungszahl, Lautstärke usw.) abgebildet werden kann. Damit ist auch
eine Steuerung des VR-Systems selbst möglich.
Weiterentwicklung von Klassifikatoren zur Erkennung von Greifarten
Die Ergebnisse zur Griffklassifikation lassen sich ebenfalls vielfältig einsetzen. Zu-
nächst einmal wurde gezeigt, dass eine Erkennung von Greifarten, Handposturen oder
Gesten grundsätzlich auch auf Grundlage unkalibrierter Rohdaten von Datenhand-
schuhen erfolgreich möglich ist. Anwendungsmöglichkeiten dieses Verfahrens beste-
hen überall dort, wo Handgesten oder Griffe erkannt werden müssen. Zudem kann die
vorgestellte Methodik als Grundlage für weitere Untersuchungen zu einer Verbesse-
rung der Erkennungsrate bei der Griffklassifikation vor allem in Szenarien mit hohen
Generalisierungsanforderungen dienen. In Abschnitt 5.5 (S. 143) wurden schon eini-
ge Ideen für zukünftige Untersuchungen aufgeführt. Aus Sicht des Autors bieten vor
allem hybride Klassifikationsverfahren unter Einbezug von Domänenwissen einiges
Potenzial, um die hier präsentierten schon recht vielversprechenden Ergebnisse weiter
zu verbessern.
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ANHANG A
Schemata der XML-Formate
A.1. Interaktionsereignisse
Abbildung A.1.: XML-Schema des Formats für Interaktionsereignisse: Sequenzen.
219
A. Schemata der XML-Formate
Abbildung A.2.: XML-Schema des Formats für Interaktionsereignisse: Ein einzelnes Interak-
tionsereignis (Element: event) und dessen Low-Level-Features.
220
A.1. Interaktionsereignisse
Abbildung A.3.: XML-Schema des Formats für Interaktionsereignisse: Daten der Low-Level-
Features.
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Abbildung A.4.: XML-Schema des Formats für Interaktionsereignisse: Daten der Medium-
Level-Features.
Abbildung A.5.: XML-Schema des Formats für Interaktionsereignisse: Daten der High-Level-
Features.
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A.2. Handsensoren
Abbildung A.6.: XML-Schema des Formats zur Deklaration von Kollisionssensoren des
Handmodells.
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A.3. Annotierte Objekte
Abbildung A.7.: XML-Schema des Formats zur Deklaration von annotierten Objekten: Ge-
samtüberblick.
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A.3. Annotierte Objekte
Abbildung A.8.: XML-Schema des Formats zur Deklaration von annotierten Objekten: Infor-
mationen zur Unterstützung von Griffanimationen, sog. Greifports.
Abbildung A.9.: XML-Schema des Formats zur Deklaration von annotierten Objekten: Spe-
zielle Parameter für virtuelle Stellteile.
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A.4. Szenenbeschreibung
Abbildung A.10.: XML-Schema des Formats zur Beschreibung virtueller Szenen.
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Abkürzungsverzeichnis
3D Dreidimensional.
AG Aktiengesellschaft.
ART Advanced Realtime Tracking GmbH. Firma, die optische Trackingsysteme an-
bietet.
ATCC Adaptive Topology Cascade-Correlation. Verfahren zum maschinellen Lernen.
CAD Computer-Aided Design.
Cal3D Character Animation Library 3D. Software zur Animation virtueller Figuren.
CD Compact Disc.
CG CyberGlove.
DFG Deutsche Forschungsgemeinschaft
DIN Deutsches Institut für Normung.
DIP Distales interphalangeales Gelenk. Zur Begriffsklärung vgl. Abschnitt 3.1.1
„Anatomische Grundbegriffe der menschlichen Hand“, S. 26
DOF Degrees Of Freedom. Freiheitsgrade, d.h. unabhängig voneinander veränderba-
re Parameter.
EN Europäische Norm.
FT FingerTracker
H-ANIM Standard für die Modellierung humanoider virtueller Figuren [Int05].
HCS Hand Coordinate System. Handkoordinatensystem.
Hz Hertz. Maßeinheit für Frequenzen.
IB1 Instance-Based 1. Ein Klassifikationsverfahren.
ID Identifikator (engl. identifier)
IP Gelenk Interphalangeales Gelenk. Ein Scharniergelenk, das zwei Fingersegmente
untereinander verbindet, vgl. Abschnitt 3.1.1 „Anatomische Grundbegriffe der
menschlichen Hand“, S. 26
LMT Logistic Model Tree. Ein Klassifikationsverfahren.
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LVRM Der Lehrstuhl für Multimedia und Virtuelle Realität der Technischen Univer-
sität Bergakademie Freiberg.
MCP Gelenk Metacarpophalangeales Gelenk. Ein Biaxial-Gelenk, das das proxima-
le Fingersegment mit einem Mittelhandknochen verbindet, vgl. Abschnitt 3.1.1
„Anatomische Grundbegriffe der menschlichen Hand“, S. 26
OCS Object Coordinate System. Objektkoordinatensystem.
ODE Open Dynamics Engine, eine Software zur Dynamiksimulation [Smi]
PC Personal Computer
PCA Principal Component Analysis (dt. Hauptkomponentenanalyse), ein Dimensi-
onsreduktionsverfahren, auch als Karhunen-Loeve-Transformation [Fuk90] be-
kannt.
PDA Personal Digital Assistant. Ein kleiner, tragbarer Computer.
PIP Proximales interphalangeales Gelenk. Zur Begriffsklärung vgl. Abschnitt 3.1.1
„Anatomische Grundbegriffe der menschlichen Hand“, S. 26
PLDPM Probabilistic Low Dimensional Posture Model
SMO Sequential Minimal Optimization. Ein Klassifikationsverfahren.
SOM Self-Organizing Map.
Staw. Standardabweichung.
SVM Support-Vector Machine. Ein Klassifikationsverfahren.
TU Technische Universität
UUID Universally Unique Identifier. Ein Identifikator in Form einer Zeichenkette,
dessen doppelte Erzeugung extrem unwahrscheinlichist, wodurch absolute Ein-
deutigkeit angestrebt wird.
VR Virtuelle Realität
VU Virtuelle Umgebung
WCS World Coordinate System. Weltkoordinatensystem.
WIMP Windows, Icons, Menus and Pointers
XML Extensible Markup Language. Eine Auszeichnungssprache für hierarchisch
strukturierte Datensätze.
XSLT Extensible Stylesheet Language Transformations. Programmiersprache zur
Transformation von XML-Dokumenten.
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