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Finding the similarity between two sequences is a major problem in computer science. It
is motivated by many issues from computational biology as well as from information re-
trieval and image processing. These fields take into account possible corruptions of the data
causedbygenomerearrangements, typingmistakes, andmore. Therefore,manyapplications
do not require merely complete resemblance of the sequences, but rather an approximate
matching. We consider mismatches and swaps as natural mistakes which are allowed in a
meagre number. The edit distance problemwith swap andmismatch operations was solved
in O(n
√
m logm) time. Yet, the problem of string matching with at most k swaps and mis-
matches errors was open.
In this paper, we present an algorithm that finds all locations where the pattern has at
most kmismatch and swap errors in time O(n
√
k logm).
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
In the last few decades various scientific and business applications requested solutions for the approximate stringmatch-
ing problem. In approximatematching, a distance between objects (e.g. strings, matrices) is defined and the goal is to find all
text locations where the pattern matches the text with a pre-specified "small" distance. The necessity mainly derives from
information retrieval, image processing, and computational biology. In the former fields the benefit from approximate string
matching is obvious. In the latter, the presence of a region of conserved gene order allows, for example, the prediction of
groups of functionally associated genes [18]. Nevertheless, as rearrangements do occur, the approximatematching is sought
after, as well as the exact matching. Similarly, detecting that a certain protein is in proximity to a known one, may yield
functional similarity between them, giving biologists a lead for their research.
Approximate stringmatching is definedbyfinding text positions similar to thepattern,where similarity shouldbedefined
by a function such as Edit Distance, hereafter defined.
Definition 1. Let S and Q be two strings over alphabet  and let E be a set of edit operations. Then the Edit Distance
(S, Q ) with respect to E is the minimum number d, such that exists a sequence of d edit operations ∈ E for which
ed(ed−1(. . .e1(Q). . .)) = S.
In this paper, we consider the set of edit operations {swap,mismatch}.
Definition 2. Given a string S = s0. . .sn−1 over alphabet  and σ ∈ ,
swap((i)(S)) = s0. . .si−1si+1sisi+2. . .sn−1.
mis((i, σ )(S)) = s0. . .si−1σ si+1. . .sn−1.
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The earliest and well-known string distance measures are Levenshtein’s edit distance [15] and the Hamming distance,
considering merely mismatches. Let n be the text length andm the pattern length. Lowrance and Wagner [16,17] proposed
an O(nm) dynamic programming algorithm for an extended edit distance problem, where the set of edit operations is
{mismatch, delete, insert}. In [14] thefirstO(kn) algorithmwas given for the edit distancewith only k allowed edit operations.
Cole and Hariharan [9] presented an O(nk4/m + n + m) algorithm for this problem. To date, however, there is no known
algorithm that solves the general case of the extended edit distance problem, where the edit operations are: insertion,
deletion, mismatch, and swap, in time o(nm).
Since theupper bound for the edit distance seemsvery tough tobreak, attemptsweremade to consider the edit operations
separately. If only mismatches are counted for the distance metric, we get the Hamming distance, which defines the string
matchingwithmismatchesproblem.Asubstantial amountofworkwasdoneonfindingefficientalgorithms for stringmatching
with mismatches, e.g. [7,14]. The most efficient deterministic worst-case algorithm for finding the Hamming distance of
the pattern at every text location runs in time O(n
√
m logm). Isolating the swap edit operation yielded even better results
[3,6], with a worst-case running time of O(n logm log σ).
Amir et al. [4] coped with the challenge of integration of the above two results, providing an efficient algorithm for edit
distance withmismatch and swap. Integration can be tricky and the problem of indexing with do not cares is an example for
that. There are efficient algorithms for string matching with do not cares (e.g. [10,13] ) and efficient algorithms for indexing
exact matching (e.g. [19]), both are over 30 years old. Yet, no efficient algorithm for indexing with do not cares is known,
though, Cole et al. [8] give an efficient algorithm for indexing in which a bounded number of "don’t care" characters is
allowed.
In fact, sometimes the integration of two efficiently solvable operations ends up intractable. For example, Wagner [17]
proves that edit distance with the two operations: insertion and swap is NP-hard, while each one separately can be solved
in polynomial time and the general edit distance – consisting of the four operations insertion, deletion, mismatch, and swap
– is also polynomially solvable.
In this context, Amir et al. [5] provided an efficient algorithm for edit distance with two operations:mismatch and swap.
Their algorithm runs in time O(n
√
m logm).
String matching with up to k swaps and mismatches errors has been an open problem for over four years, worked on by
some researchers groups to no avail. Lately, a randomized solution was suggested [11].
In this paper, we discuss the problem of approximate stringmatching, with only swap andmismatch operations allowed,
as formally defined in Definition 3.
Definition 3. The string matching with up to k swaps and mismatches problem (SMkSM):
Input: A text T = t0. . .tn−1 and a pattern P = p0. . .pm−1, over alphabet ,
a constant k and a set of editing operations E = {swap(i),mis(i, σ )}.
Output: All text locations i, for which the edit distance, with respect to E, between
P and the substring ti. . .ti+m−1 is ≤ k, with the restriction that each
character can participate in no more than one swap.
The restriction for characters not to participate in more than one swap is motivated by text editing common typing
mistakes [2]. Moreover, removing this restriction gives rise to a different distance measure, the interchange distance, which
was first defined and discussed in pattern matching settings by Amir et al. [1].
We present an O(n
√
k logm) time algorithm for a constant alphabet, using counting techniques, convolutions and other
combinatorial methods.
The paper is organized as follows: in the next section, we give some related previous work. In Section 3, we describe our
algorithm, split into three cases, one of them uses the results of Section 4. An overview of the algorithm is given at the end
of this section. Section 4 describes an algorithm performing simultaneously many computations. This algorithm is used by
a certain case of the main algorithm, but as it can stand for its own, it was singled out to occupy a distinct section. Section 5
concludes the paper.
2. Previous work
The SMkSM (stringmatchingwith up to k swaps andmismatches) problem sets challenges of both approximatematching
and that of integrating the swap and mismatch operations. We therefore briefly describe the results regarding both edit
operations.
Landau and Vishkin [14] solved the approximate matching problem, allowing k mismatches, in O(nk) time, for a text of
lengthn. They introducedamethodofusing suffix treesandLowestCommonAncestorqueries inorder toallowconstant-time
jumps over equal substrings in the text and the pattern. Their solution can be easily adjusted to solve our problem, allowing
swaps as well. Start at each text location, pass over the longest equal substring, until a mismatch is reached, consuming
constant time (using a Lowest Common Ancestor query). After the next ‘jump’ check whether the last mismatches are
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adjacent, and if so, whether a single swap can replace the two mismatches. In case a swap was found, the number of
corrections activated so far is updated. If a location hasmore than k errors, we stop. Thus, verification of every location takes
time of O(k). Hence, the total time required is O(nk), a bound which we improve in this paper.
Amir et al. [7] solved the problem of approximate pattern matching, where kmismatches are allowed per location. They
introduced a counting technique reducing the number of text locations needed to be checked using filtering. Their algorithm
requires O(n
√
k log k) time. Their solution does not return the locations of mismatches in the text during its processing,
hence, it cannot efficiently solve the SMkSM problem. Nevertheless, we follow some ideas from their algorithm, but instead
of referring to symbols we refer to segments of the text and the pattern.
Amir et al. [2] showed that if the swap operation is isolated as the only allowed edit distance operation, the approxi-
mate string matching problem can be solved in time O(n
√
m logm), where n,m stands for the length of the text, pattern,
correspondingly.
The first integration of the swap and mismatch as the set of legitimate operations of the edit distance was suggested by
Amir et al. [4,5]. They considered the caseof binary alphabet anddevelopedanalgorithmusingnewcasesof overlapmatching
and convolutions, consuming O(n logm) time, where n,m stands for the length of the text and pattern, correspondingly.
For general alphabet they reduced part of the problem to binary alphabet, yielding a total solution in O(n
√
m logm) time.
Obviously, their algorithm solves our problem: compute the edit distance between all text locations and the pattern, then
save only locations where the edit distance is less than k + 1. Using their application, the time required for solving our
problem is O(n
√
m logm), which we wish to ameliorate.
Lately, Porat et al. [11] solved the approximate swap and mismatch edit distance using a randomized algorithm consum-
ing O( 1
3
n log n log3 m) time. Their algorithm guarantees an approximation factor of (1 + ) with probability of at least
1 − 1
n
.
3. The algorithm
The algorithmwe suggest for the stringmatchingwith up to k swaps andmismatches problemuses several filters yielding
possible candidates and then verifies these text locations.
As a first step, we partition the text to pieces of length 2m starting from the first text symbol. In order to avoid neglecting
pattern appearances that are split between two adjacent text pieces, we performyet another partitioning starting from index
m of the text. As a consequence we have the following texts: [T0, T2m−1], [T2m, T4m−1], … and [Tm, T3m−1], [T3m, T5m−1], …
The creation of the text pieces is done in linear time and space. Throughout the algorithm we consider these text pieces as
texts of size 2m. The results returned by the algorithm are later normalized by the start index of the text piece, in the input
text of size n, to form the output.
Consider the combination of our edit operations, swap and mismatch. It is clear that every swap error can be viewed as
two mismatch errors, yielding the following observation.
Observation 1. Every text location that has a swap plusmismatch distance of atmost kmust have amismatch only distance
of at most 2k.
As a primary filter we use the algorithm of Amir et al. [7] for string matching with a constant number of mismatches.
Due to Observation 1 we apply their algorithm with 2k allowed mismatches. This procedure requires O(m
√
k log k) time.
To every text location we attach a flag, which is set only if its corresponding location begins an occurrence of the pattern
with at most 2kmismatches. From now on, we process the whole text but consider merely results associated with possible
candidates.
The next step is to perform a relabelling over the text and pattern, by converting the building blocks of the sequences
from single symbols to segments.
Definition 4. An alternating segment of a string S over alphabet , is a substring alternating between σ, ρ ∈ . A special
case is a substring consisting of a single σ ∈ . A maximal alternating segment, or a segment for short, is an alternating
segment that cannot be extended to either side.
In other words, if S′ is a segment σρσ . . ., then the character to the left of S′, cannot be ρ and the one to the right of S′ is
distinguished from the symbol before the last symbol of S′. A segment is therefore uniquely defined by its first and second
characters and by its length. To each segment we attach its appearance index in the sequence. When partitioning a string S
into segments, we start a segment at the last symbol of the preceding one, implying a single character overlap between two
consecutive segments, as was previously done [5]. An example for segmentation follows. The numbers in round brackets
refer the startin location of the segment in the concatenated string. Let S = ababcbbacacbabab, then the segments are:
abab[a, b, 4](1), bcb[b, c, 3](4), b[b, 2](6), ba[b, a, 2](7), ac[a, c, 4](8), cb[c, b, 2](11), babab[b, a, 5](12).
Trying to avoid the segments overlapmight cause anerroneous countingof the swapsmistakes betweenpattern segments
and text segments. For example, suppose P = ababacac, its non-overlapping segment are Sp1 = ababa and Sp2 = cac.
If the text contains babacaca, we will count for Sp1 two swaps and a mismatch, and for Sp2 a single swap and a single
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mismatch, summing up to 5 mistakes, while the correct number of mistakes is 4 swaps. The partitioning including border
symbol overlaps prevents such pitfalls. However, we must ensure that overlapping symbol will not participate in two swap
operations.
The segmentation is therefore, done by going over the string with two distinct character variables and a counter. As
long as the string consists of these characters merely, in alternating order, the counter is increased. When the alternation is
disturbed, we seal the segment, attaching it its characters and length, which equals the counter. We then clear the counter,
and decrease by one the current index, to induce overlap between segments. In addition, we update the characters of the
new segment. Having started a new segment, we proceed in the same fashion, till the end of the string. Obviously the
segmentation is done in linear time in the size of the string.
Note that a swap operation performed on single character segments as "bbbb" are meaningless. Consequentially, in the
rest of the paper we consider only segments consisting of two distinct characters.
Lemma 1. For every two consecutive pattern segments Sp1, Sp2,either only the last symbol of Sp1 or only the first symbol of Sp2
participates in a swap correction or neither of them does.
Proof. Let Sp1, Sp2 be adjacent pattern segments compared to a text segment Sti. Suppose Sp1 = . . .ab. Since Sp2 is adjacent
to Sp1, it must begin in b due to the border symbol overlap. In addition, we know that the consecutive symbol is not a,
otherwise contradicting the maximality of Sp1, therefore Sp2 = bc. . . for some c ∈ . Suppose the last ab of Sp1 are
swapped, hence the text segment Sti compared to Sp1 is Sti = . . .baba. . . If Sp2 is also compared to Sti right after Sp1, it will
confront ba aligned to Sp2 = bc. . ., yielding no need for swapping. Nevertheless, if Sti’s end is aligned to the end of Sp1, even
though Sp2 will be aligned to a different segment, it is the consecutive segment of Sti, therefore starting in a and continuing
in a symbol distinct from b, here again implying no profit from a swap operation. The proof for the case Sp2 participate in a
swap is symmetric. 
After executing these primary procedures of constructing a new text and pattern ST , and SP by partitioning them to
segments and replacing their symbols by the appropriate segments, we are ready for efficiently solving the SMkSMproblem.
For this purpose we consider three cases of pattern instances, for each we suggest appropriate methods. An outline of the
overall algorithm is presented at the end of this section in Fig. 6.
3.1. Pattern with many different segments
In this subsection, we deal with patterns having more than 3k distinct segments. A distinct segment refers to a segment
different fromall other segments, by at least one of its properties, starting letter, second letter or its length, avoiding duplicity.
For this case we suggest finding all pattern occurrences in the text with no more than k swaps and mismatches in linear
time. This will be done using a counting filter based on the following lemma and on a verification.
Lemma 2. A pattern segment that does not match exactly an identical text segment produces at least one mismatch error.
Proof. Suppose a text segment St is aligned against segment Sp of the pattern. By definition, if the segments do not
match in the overlap, there are mismatches. Suppose they do match in the overlap area, but one of them, say St, ends
after the other, i.e. Sp ends at location i and St ends at location i + j, for j > 0. As a consequence, there is a mismatch at the
location i + 1, otherwise, the symbol at location i + 1 of the pattern was the same as that of St and the segment Sp could
have been longer, contradicting the maximality of the segmentation. The case where one segment starts before the other is
symmetric. 
Wewould like to count, for every text location l, the number of pattern segmentswhich are identical to the text segments
included in T[l. . .l + m − 1]. Let {Sp1,…, Sp3k} be the first 3k different pattern segments. We select for each Spj its first
occurrence in the pattern starting at index ij . Now, for every text location l, if l is a start of a text segment St and there exists a
pattern segment Spj that is identical to St, thenmark, increment by one a counter related to text location l− ij . This counting
technique is formally described in Fig. 1.
Recall that according to Observation 1, every text location with no more than k swap and mismatch errors cannot have
more than 2kmismatch errors. Since we mark 3k pattern segment occurrences in text segments, a possible matching must
be marked by at least k pattern segments out of the 3k, allowing at most 2kmismatches with 2k pattern segments that did
not match. Thus, locations marked by less than k pattern segments are discarded.
Lemma 3. At the conclusion of the marking stage there are at most O(m/k) candidate locations.
Proof. The algorithm performs at most one marking per text location, the total number of marks cannot exceed 2m. Every
location that was not discarded has at least kmarks, there could be no more than O(2m/k) such locations. 
In order to verify the 2m/k new candidates we use the Landau and Vishkin [14] method of moving from onemismatch to
the next one, till the (k+ 1)th mismatch is reached. As we go over themismatches we consider consecutive ones and check,
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Fig. 1. Counting algorithm.
Fig. 2. An outline of the SMkSM algorithm for the case of many pattern segments.
with no additional complexity, whether they can be corrected by a single swap and if so we increase the number of yet
allowed mistakes by one. This verification requires O(2k) time per candidate location. As a consequence the time required
for verifying all candidates is O(km/k) = O(m). Lemma 4 follows.
Lemma 4. The SMkSM problem for patterns with more than 3k distinct segments can be solved in linear time.
An outline of the procedure suggested to the case of more than 3k pattern segments appears in Fig. 2.
3.2. Pattern with frequent segments
In this subsection we deal with patterns having less than 3k distinct segments, yet, these segments appear in high
frequency, compensating for their small number. Formally, in this case there are at least
√
k/ logm different frequent
segments each occurring at least 3
√
k logm times in the pattern.
Note that in order to apply the marking and counting technique, we need to select for marking purposes 3k pattern
segments, a condition which is fulfilled by selecting the first 3
√
k logm appearances of each of the different frequent
segments.
For the counting step we go over the text and whenever we encounter a text segment identical to a pattern segment,
we would like to mark a possible starting of an occurrence of the pattern in the text. Yet, in contrast to the previous case,
here we have to mark several text locations, one for each of the first 3
√
k log n occurrence of this segment in the pattern.
Therefore, for each frequent pattern segment Spj , we construct a list of indices ij , starting locations of the 3
√
k logm first
occurrences of Spj in the pattern. We go over the text and for each text location l that is a start of a segment St in the text,
identical to a segment Spj , we mark locations l − ij for each ij in the list. Since we choose 3k segments’ occurrences in total,
we need O(k) additional space for the lists.
After the marking and counting step, we discard every text location that is marked with less than kmarks. The counting
procedure for frequent pattern segments is described in Fig. 3.
Lemma 5. At the conclusion of the marking stage there are at most 3m· √logm/k candidate locations.
Proof. Similar to the proof of Lemma 3, the algorithm can perform 3
√
k logm marking per text location, the total number
of marks cannot exceed 3m
√
k logm. Every location that was not discarded has at least k marks, hence, there could be no
more than 3m
√
k logm/k = 3m√logm/k such locations. 
For verifying the candidates we use, here again, the Landau and Vishkin [14] method, as was previously described. Since
there are atmost 3m
√
logm/k candidate locations, and the verification time for each candidate isO(k), the total verification
time is O(m
√
k logm). Lemma 6 follows.
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Fig. 3. Counting algorithm for frequent pattern segments.
Fig. 4. An outline of the SMkSM algorithm for the case of frequent pattern segments.
Lemma 6. The case of patterns with
√
k/ logm frequent segments is solvable in time O(m
√
k logm).
An outline of the procedure suggested to the case of
√
k/ logm frequent pattern segments appears in Fig. 4.
If there are less than
√
k/ logm frequent segments, we choose 3
√
k occurrences of every frequent segment, and then
we pick unfrequent segments and their occurrences. If we manage to gather 3k segments’ occurrences altogether, then the
necessary condition is satisfied and we obtain O(m
√
k logm) time algorithm once again using counting arguments.
3.3. Few segments and fewer frequent segments
The last case iswhere there are less than
√
k/ logm frequent pattern segments, and there are no 3k segments appearances
in the pattern required for the counting filtering.
For the current case we suggest to compute the swaps caused by all possible alignments of the pattern on the text. Recall
we have calculated, at the beginning of the algorithm, all text locations matching the pattern with at most 2k mismatches.
If we can detect the number of swaps, subtracting the latter from the former gives us the number of required swaps and
mismatches inmatching the pattern to each of the candidate text location. Locations that do not exceed k errors are reported
as output.
For text T of length 2m, we consider all its first m + 1 substrings of length m, which are possible full overlaps with the
pattern, and call these substrings text sections.
So far, we have considered frequency of segments originating in the pattern only. In this subsection the text segments
are also measured by their frequency. A text section segment is called frequent if it appears at least 5
√
klogm times in the
text section. We therefore determine that a text segment is called frequent if it appears at least 10
√
klogm times in the text
(of length 2m). Recall that a pattern segment is called frequent if it appears at least 3
√
klogm times in the pattern. Note that
these rather high constants were selected for the ease of the reader, in practice they can be substantially reduced.
For each text sectionwe count the number of its frequent segments. Observe, that as a substring differs from its following
substring by omitting its first segment and by the adding of a single segment at its end, using a sliding window, this process
is done in linear time, for all text sections.
Lemma 7. In case the pattern contains less than
√
k/ logm frequent segments and a text section consists of at least 2
√
k/ logm
frequent segments, this section cannot be matched to the pattern under the problem restrictions.
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Fig. 5. An outline of the SMkSM algorithm for the case of pattern segments.
Proof. Suppose, in the best case, all frequent segments of P are contained in the text section frequent segments set, hence,
there are at least
√
k/ logm frequent segments of the text sectionwhich do not frequently occur in P. Even if we claim that all
these segments do appear in P almost frequently, up to 3
√
klogm− 1 times, these√k/ logm segments still have additional
2
√
klogm + 1 appearances in the text section segment that have no correspondence in P, due to the definition of 5√klogm
appearances of a frequent text section segment. Hence, we get at least
√
k/ logm ·2√klogm = 2k mismatches, preventing
an approximate matching between this text section and the pattern. 
As this subsection considers merely patterns with less than
√
k/ logm frequent segments, due to Lemma 7, we can rule
out text locations by their number of frequent segments information. We go over our text, first from right to left and then
from left to right and seek the first location possessing less than 2
√
k/ logm frequent text segments. These text locations,
bounds the area in the text of possible candidates.
Lemma 8. The bounded area contains c
√
k/ logm frequent text segments, c a small constant.
Proof. The bounds of the bounded area are locations where the text sections starting there have less than 2
√
k/ logm
frequent text section segments. Even if these locations are far enough, where their frequent text section segments are not
overlapping, and the frequent segments are identical, implying their frequency ismultiplied by two, we get only 4
√
k/ logm
frequent text segments.
Moreover, though there may be more frequent text section segments, because a non-frequent text section segment now
havingmoreoccurrences andcanbecome frequent, nevertheless, it cannot attain the frequencydemand in the total text. 
For the frequent segmentsweuse theAmir et al. [4] algorithm for calculating {swap,mismatch} edit distance of sequences
with binary alphabets, requiring O(n logm) time, where the text is of size n and the pattern of size m. Their algorithm
computes the number of real mismatches due to certain pattern and text segments alignments, yet their output can easily
be translated to swaps, (by executing an additional convolution of the appropriate sequences, and subtracting the former
output from it and dividing by two). Due to Lemma8 and the current case of few frequent pattern segments, there aremerely
c
√
k/ logm frequent segments from the pattern and text, to consider. In order to avoid duplicate counting, we operate the
algorithm for every frequent pattern segment with all segments of the text, and for frequent text segments with merely
unfrequent pattern segments. Therefore, the time consumedby calculating their swaps contribution isO(m
√
k/ logm logm)
= O(m√k logm). Lemma 9 follows.
Lemma 9. Counting the number of swaps induced by frequent segments from both pattern and text can be done in O(m
√
k logm)
time.
Having calculated the number of the swaps caused by the frequent segments from both pattern and text, we are left to
count swaps caused by non-frequent pattern segments (appearing atmost 3
√
k logm times in the pattern), that come across
a non-frequent text segment (appearing at most 10
√
k logm).
In Section 4 we suggest a procedure, that given a pattern and text segments accordingly, Sp and St, marks the number of
swaps between the compared segments in constant time, enabling to retrieve by two passes over the text the total number
of swaps due to all Sps. First we consider matching of Sp of length iwith all text segments of length greater than or equal to
i and then the other way around.
Lemma 10. Marking the swaps caused by alignments of pattern segments and texts segments of greater or equal size can be done
in O(m
√
klogm) time.
Proof. For a text segment St of length |St|, the number of different pattern segments of length |St| or less is bounded
by 2|St|||2 due to |St| possible lengths, ||2 options for alphabet and two options for the first character. Each of the
pattern segments can appear at most 3
√
k logm times and every appearance implies a O(1) time for marking the swaps by
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Fig. 6. A general outline of the SMkSM algorithm.
Lemma 13. We get that a single text segment St requires 6|St|√k logm||2 time for the marking. Since we deal with small
sizes alphabets we say the marking per a text segment is done in O(|St|√k logm). The time required for all text segments
matched to shorter pattern segments is
∑
St∈T O(|St|
√
k logm). All text segments compose the text itself, so we get a time
of O(m
√
k logm).
Now we need to compare p of length iwith all text segments of length less than i. We apply the marking procedure here
again, but count the number of operations from the pattern segment point of view, implying it can be matched to shorter
text segments, whose number is bounded by 2(|Sp| − 1)||2. Recall that Sp’s appearances in the current case, cannot
exceed 3
√
k logm in the pattern. Therefore, the time required for swap detecting between Sp and a shorter text segments is
6||2(|Sp|− 1)√k logm = O(|Sp|√k logm). Considering all pattern segments, the time is∑Sp∈P O(|Sp|
√
k logm) and since
all Sps construct P, the overall time is O(m
√
k logm).
An additional pass over the text is required, to sum up all swaps caused by alignments of all unfrequent Sps to all
unfrequent Sts, as described in the following section, requires linear time, hence subsumed by O(m
√
k logm). 
An outline of the algorithm suggested to the third case is shown in Fig. 5.
Lemma 11. The time required for solving the SMkSM problem for the third case of patterns is O(m
√
k logm).
Proof. Lemma 9 implies that counting the number of swaps induced by frequent text or pattern segments requires
O(m
√
k logm) time. The rest of the swap operation are caused by aligning non-frequent pattern and text segments. Ac-
cording to Lemma 10 these swaps can be counted in time O(m
√
k logm). After counting the total number of swaps in
O(m
√
k logm) time we are left to subtract for every text location the swaps number from the number of mismatches
found by the Amir et al. [7] algorithm, which can be done in linear time, yielding no additional contribution to the time
complexity. 
Theorem 1. The string matching with up to k swaps and mismatches problem is solvable in O(n
√
k logm) time.
Proof.Due to Lemmas 4, 6, and 11wehave the problem solved for 2m sized texts inO(m
√
k logm).Weperform the algorithm
for each of the 2n/m text pieces, yielding the required time. 
An outline of the overall SMkSM algorithms is given in Fig. 6.
Suppose k = O(m) then, √k = O(√m). For small value k there is an additional algorithm [12], solving the SMkSM
problem in O(m
√
k log k) time, to be published.
4. Detecting swaps
The problem we solve in this section is efficiently marking the number of swaps between two segments St and Sp. The
proposed algorithm is used in Section 3.3.
Lemma 12. Aiming at detecting swaps between two segments, only segments sharing the same alphabet need to be considered.
Proof. For two segments, there are three possible relations concerning their alphabets: they can be distinct, share a single
character or they can be identical. For the first case, no swap can obtain a match between the segments. If the segments
share a single symbol, for example, Sp = abab, St = bcbcbc then activating a swap operations over Sp, will not reduce the
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Fig. 7. Alignments of t = abababa and p = baba.
edit distance between the segments, as each pair of symbols will require a swap and a replacement corrections instead of
two replacements, so all mismatches are real. When the alphabets of the segments St, Sp are identical, swaps do occur. The
first symbol of St and the last of Sp determine the number of swaps required for matching the segments. 
For simplicity, we suppose hereafter that the pattern segment Sp is the first segment of the pattern, therefore, when
aligning P to index j of T , all mismatches found are due to index j of T . If this is not the situation, and Sp begins at index i of
the pattern, the number of mismatches calculated should be written associated to location j − i of T .
Marking each text location with the number of swaps caused by aligning the relevant pattern segments can be eas-
ily done in linear time. However, looking closely on the problem, we see there is a constancy in the slide over the text
segment. There is a certain point where the end of the pattern segment starts overlapping the text segment. The overlap
will increase as well as the number of swaps, as long as we continue the pass over the text segment. When the overlap
reaches its peak the number of swaps is stabilized. Decrease of the overlap implies the same effect over the number of
swaps.
Consider, for example, St = abababa and Sp = baba all possible alignments of these segments are depicted in Fig. 7.
Beneath a text location j we write the number of swaps between St and Sp due to placing p on location j of T .
We wish to capture the overlap orientation in a way requiring a constant number of operations per a pattern and text
segments. For this purpose,weuse, for every text segment, an array named change , inwhichwe save change points reflecting
the trend of swaps as detailed hereafter. When p start overlapping t, the overlap contains a single symbol. Hereafter, the
overlap increases until it reaches its maximum. When there is a first swap due to aligning the pattern segment to the jth
index of the text, we denote change[j] = change[j] + 1 meaning that from now on the number of swaps increases by one
for every alternate offset.
Having reached the largest possible overlap, starting at index j′, the number of swaps is maximal, so we want to stop the
incrementing of the swaps in the following offsets, by applying change[j′ + 2] = change[j′ + 2] − 1.
The next change occurs when the number of swaps decreases due to the shortening of the overlap, say at index j′′. We
need a further decrement and update change[j′′] = change[j′′]−1. Nevertheless, if the length of the overlap reaches its pick,
at index j′ and start decreasing in the following location, we will then need to decrease 2 from change[j′ + 2], to counteract
the first +1 as well as start decreasing by one.
When the overlap ends at index j′′′ and the number of swaps is zero, we want to avoid a negative number of mismatches
formed by the continuation of the−1 usage. Performing change[j′′′ +2] = change[j′′′ +2]+1we stabilize the zero number
of swaps due to the current Sp, St.
We save two change arrays, one for odd alignments and the other for the evens. In the example of Fig. 7, suppose the text
segment begins at location 3 of the text and the pattern is placed over the first text location which is 0, the odd offsets are
the swapping locations, they first occur when the pattern is aligned to location 1 of the text, so we use change1. The arrays
are updated for every relevant Sp, St. Similarly, in the example of Fig. 8 change2 is used.
After all segments of the same alphabet as that of a certain St were compared, and change arrays updated, we calculate,
via a single pass over the change arrays, the number of swaps caused by all relevant pattern segments and the current text
segment St. The number of swaps per text location is saved in array swaps. We also use a counter dif accumulating the
difference between the current swaps entry and the preceding one. The computation is done consecutively by the following
assignments:
if i is odd dif1 = dif1 + change1[i], swap[i] = swap[i − 2] + dif1. (1)
if i is even dif2 = dif2 + change2[i], swap[i] = swap[i − 2] + dif2. (2)
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Fig. 8. Alignments of t = abababa and p = abab.
Fig. 9. Algorithm for marking swaps.
Note, that there may be several swapped overlaps in a certain offset l of P on T due to different pattern segments, yet they
will be noted when compared, and the appropriate adding will be marked on change[l]. As a consequence, in the final pass
the appropriate values will be added to swap[l], capturing all swaps altogether (this is the reason for adding values to change
instead of assigning it the value).
Determining the text locations in which change should be updated, and the values added there, a procedure performed
for every relevant Sp, can be easily done in constant time. Suppose the pattern segment Sp of length |Sp| is first aligned to
location j of the text, and then slides along the text segment St of length |St|. We discuss hereafter the case where the first
symbol of St is the same as the last symbol of Sp. Such a scenario is depicted in Fig. 7. The other case of distinct symbols can
be computed similarly.
First we increment by 1 entry j + 1 of the appropriate change array, indicating that when there is a two length overlap,
one swap is counted. Note that we are interestedmerely in an even length overlap since a swap requires two characters. The
size of such possible overlap between St and Sp is 2min{|Sp|,|St|}
2
 and we refer to it as even overlap.
The maximal overlap and accordingly the maximal number of swaps is reached at j′ which equals j + 2even overlap − 1,
therefore we decrement change[j′ + 2] by one to stop the increase.
The overlap starts diminishing at index j′′, when the pattern segment is not fully contained in the text segment and we
decrement change[j′′] by 1. The last symbol of St is located at index j + |Sp| − 1 + |St| − 1, consequently j′′ = j + |Sp| −
1 + |St| − 1 − 2.
The last step is the disappearance of the even overlap, where the swaps number reaches zero, at location j′′′. We would
like to increment change[j′′′ + 2] by one in order to set the swaps number attributed to the current segments to zero. Here
we distinguish between cases of parity of |Sp| and |St|. When one of the segments is of odd length and the other is even
lengthen, j′′′ is the index of the last symbol of St. In case both segments are even j′′′ is the index after the last symbol of St.
For the last case of odd segments j′′′ is the index before the last symbol of St.
A summarized description of the algorithm for odd alignments, is given in Fig. 9. Other cases are solved similarly, with
slight modifications. Lemma 13 follows.
Lemma 13. Marking the number of swaps between a pattern segment and a text segment requires constant time.
Proof. As was described in this subsection, marking swaps between pattern and text segments requires merely denoting
turning points in the even lengthen overlap’s life cycle. This implies four marks are needed: the starting point of an even
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overlap from which it increases, the peak of the overlap, from which it does not change, the location in which it starts
decreasing and the final point of disappearance. The algorithm proposed in Fig. 9 perform these four computations in
constant time, as all the computations can be combinatorially done without actually comparing the two segments. 
5. Conclusions
The main contribution of this paper is presenting a simple yet efficient algorithm for the important problem of ap-
proximate matching with swap and mismatch errors. We have used counting and convolution techniques, adjusting them
to this problem unique requirements, as well as other combinatorial methods. Other questions of finding the distance or
approximate matching between two sequences with regard to other sets of edit operations are still open.
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