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Abstract
The Quantum Approximate Optimization Algorithm (QAOA) is a general-purpose algorithm
for combinatorial optimization problems whose performance can only improve with the number
of layers p. While QAOA holds promise as an algorithm that can be run on near-term quantum
computers, its computational power has not been fully explored. In this work, we study the
QAOA applied to the Sherrington-Kirkpatrick (SK) model, which can be understood as energy
minimization of n spins with all-to-all random signed couplings. There is a recent classical algo-
rithm [9] that can efficiently find an approximate solution for a typical instance of the SK model
to within (1 − ) times the ground state energy, so we can only hope to match its performance
with the QAOA. Our main result is a novel technique that allows us to evaluate the typical-
instance energy of the QAOA applied to the SK model. We produce a formula for the expected
value of the energy, as a function of the 2p QAOA parameters, in the infinite size limit that
can be evaluated on a computer with O(16p) complexity. We found optimal parameters up to
p = 8 running on a laptop. Moreover, we show concentration: With probability tending to one
as n → ∞, measurements of the QAOA will produce strings whose energies concentrate at our
calculated value. As an algorithm running on a quantum computer, there is no need to search
for optimal parameters on an instance-by-instance basis since we can determine them in advance.
What we have here is a new framework for analyzing the QAOA, and our techniques can be of
broad interest for evaluating its performance on more general problems.
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2 The Quantum Approximate Optimization Algorithm (QAOA)
1 Introduction
The Quantum Approximate Optimization Algorithm [1], QAOA, consists of a shallow depth quantum circuit
with p layers and 2p parameters. It is designed to find approximate solutions to combinatorial search
problems, and like simulated annealing can be applied to almost any problem. As p increases, performance
can only improve. Even at p= 1, worst case performance guarantees have been established [1, 2]. These beat
random guessing but not the best classical algorithms. Aside from worst case we can ask how the QAOA
performs on typical instances where the problem instances are drawn from a specified distribution. For
example, for the combinatorial search problem E3LIN2, a worst case performance guarantee was established
but the typical performance is better [2]. For similar results on other problems see Lin and Zhu [3].
A key insight for typical instances, drawn from a specified distribution, is the landscape independence [4]
of the expected value of the cost function in the parameter dependent quantum state: Given an instance of
a combinatorial search problem and a set of control parameters, the QAOA quantum state depends both on
the instance and the parameters. However for large systems, the expected value of the cost function in the
quantum state depends on the parameters but not the instance, up to finite size effects. This means that
for each value of p, the optimal parameters are the same for typical instances coming from the distribution.
Although the optimal parameters may be known, one still needs to run the quantum computer for each
instance to find a string which achieves the optimal cost function value attainable at a given p.
In this paper we apply the QAOA to the Sherrington-Kirkpatrick model. This model can be seen as
a combinatorial search problem on a complete graph with random couplings. For typical instances, the
value of the lowest energy is known [5, 6, 7, 8]. There is also a recent polynomial-time classical algorithm
for finding a string whose energy is between (1 − ) times the lowest energy and the lowest energy with
high probability [9]. What we have accomplished is a method for calculating, in advance, what energy the
QAOA will produce for given parameters at fixed p in the infinite size limit. We also show concentration,
i.e., with probability tending to one as n → ∞, measurements of the QAOA will produce strings whose
energies concentrate at our calculated value. This concentration result implies landscape independence for
this model, similar to what was found for bounded degree graphs in [4]. This means that optimal parameters
found for one large instance will also be good for other large instances. The complexity of our calculation
scales as O(16p), and the answer is computed via an algorithm run on a laptop. Without much trouble,
we have found optimal values of the parameters up to p = 8. Our contribution is a novel technique for
evaluating the typical-instance energy of the QAOA applied to a combinatorial search problem for arbitrary
fixed p as the problem size goes to infinity.
The paper is organized as follows. We first review the QAOA (Section 2) and the Sherrington-Kirkpatrick
model (Section 3). As an example, we demonstrate how to calculate the typical-instance energy for the
QAOA at p = 1 for any given parameters in Section 4. We then prove, in Section 5, that the measured
energy concentrates at our calculated value. In Section 6, we describe a formalism for calculating the typical-
instance energy for general p in the infinite size limit, and show that our concentration results from Section
5 apply. We summarize our computational strategy in Section 6.4. In Section 7, we present our results
optimizing the calculated energy up to p = 8. We provide further discussion in Section 8.
2 The Quantum Approximate Optimization Algorithm (QAOA)
We start by reviewing the Quantum Approximate Optimization Algorithm (QAOA). Given a classical cost
function C(z) defined on n-bit strings z = (z1, z2, . . . , zn) ∈ {+1,−1}n, the QAOA is a quantum algorithm
that aims to find a string z such that C(z) is close to its absolute minimum. The cost function C can be
written as an operator that is diagonal in the computational basis, defined as
C |z〉 = C(z) |z〉 . (1)
We introduce a unitary operator that depends on C and a parameter γ
U(C, γ) = e−iγC . (2)
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Additionally, we introduce the operator
B =
n∑
j=1
Xj , (3)
where Xj is the Pauli X operator acting on qubit j, and an associated unitary operator that depends on a
parameter β
U(B, β) = e−iβB =
n∏
j=1
e−iβXj . (4)
In the QAOA circuit, we initialize the system of qubits in the state
|s〉 = |+〉⊗n = 1√
2n
∑
z
|z〉 , (5)
and alternately apply p layers of U(C, γ) and U(B, β). Let γ = γ1, γ2, . . . , γp and β = β1, β2, . . . , βp; then
the QAOA circuit prepares the following state
|γ,β〉 = U(B, βp)U(C, γp) · · ·U(B, β1)U(C, γ1) |s〉 . (6)
For a given cost function C, the associated QAOA objective function is
〈γ,β|C|γ,β〉 . (7)
By measuring the quantum state |γ,β〉 in the computational basis, one will find a bit string z such that
C(z) is near (7) or better. Different strategies have been developed to find optimal (γ,β) for any given
instance [4, 10, 11]. In this paper, however, we will show how to find, in advance, the optimal parameters of
the QAOA at fixed p for typical instances of the Sherrington-Kirkpatrick model.
3 The Sherrington-Kirkpatrick (SK) model
In this paper, we apply the QAOA to instances of the Sherrington-Kirkpatrick model. This is a classical
spin model with all-to-all couplings between the n spins. The classical cost function is
C(z) =
1√
n
∑
j<k
Jjkzjzk. (8)
Each instance is specified by the Jjk’s which are independently chosen from a distribution with mean 0 and
variance 1. For example they could be +1 or −1 each with probability 1/2, or drawn from the standard
normal distribution. As n goes to infinity, the classical results as well as our quantum results are independent
of which distribution the Jjk’s come from. In a celebrated result, Parisi calculated the lowest energy of (8)
for typical instances as n goes to infinity. The first step is to consider the partition function∑
z
exp(−C(z)/T ) (9)
which is dominated by the low energy configurations for low temperature T . Averaging this quantity over
the Jjk’s is easy but gives the wrong description at low temperature. One needs to first take the log and
then average:
T
n
EJ
[
log
(∑
z
exp(−C(z)/T )
)]
. (10)
In the limit of n→∞, this quantity has been proven to exist, although evaluating this quantity is extremely
challenging. Using the method of replica symmetry breaking, Parisi [5] provides a formula (for proof, see [6])
that, when numerically evaluated [7, 8, 9], shows for typical instances,
lim
n→∞minz
C(z)
n
= −0.763166 . . . . (11)
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We note that this model has a phase transition at T = 1, and that at this temperature, C/n is −0.5 for
typical instances.
The result just given tells us what the lowest energy of the SK model is, but it does not tell us how to
find the associated configuration. How hard is this? Simulated annealing does rather well in getting a string
whose energy is close to the minimum. For example running simulated annealing starting at a temperature
above the phase transition, say T = 1.3, and bringing it down to near T = 0 in 10 million steps on a 10000
bit instance achieves −0.754. It is not believed that simulated annealing can go all the way to the lowest
energy configuration [12]. We can also ask how zero-temperature simulated annealing performs. Here the
update rule is flip a spin if it lowers the energy, and don’t flip if it does not. This algorithm comes down to
around −0.71.
Recently, Montanari gave an algorithm [9] that finds a string whose energy is below (1 − ) times the
lowest energy for typical instances. The run time of this algorithm is c()n2, and the function c() is an
inverse polynomial of . There is not much room for improvement on this algorithm.
4 The QAOA applied to the SK model at p = 1
We analyze how the QAOA performs on the SK model by evaluating
EJ [〈γ,β|C/n|γ,β〉] and EJ
[〈γ,β|(C/n)2|γ,β〉] (12)
in the infinite size n → ∞ limit. We start by showing how to compute these for the simplest case of the
QAOA at p = 1. Since there is only one parameter in γ and β, we denote them without boldface. We start
by evaluating
EJ
[
〈γ, β|eiλC/n|γ, β〉
]
= EJ
[
〈s|eiγCeiβBeiλC/ne−iβBe−iγC |s〉
]
= EJ
 ∑
z1,zm,z2
〈s|eiγC |z1〉 〈z1|eiβB |zm〉 eiλC(zm)/n 〈zm|e−iβB |z2〉 〈z2|e−iγC |s〉

=
1
2n
∑
z1,zm,z2
EJ
[
exp
(
iγ[C(z1)− C(z2)] + iλ
n
C(zm)
)]
〈z1|eiβB |zm〉 〈zm|e−iβB |z2〉 , (13)
where we have inserted complete sets of basis vectors |z1〉 , |zm〉 , |z2〉, each of which runs through all 2n
elements of {+1,−1}n. Note that Jjk only appears in C(z) = (1/
√
n)
∑
j<k Jjkzjzk. For every string z
m,
we can redefine Jjk → Jjkzmj zmk , z1 → z1zm, z2 → z2zm, where the product of strings yz is understood as
bit-wise product (i.e., [yz]k = ykzk). Since we are averaging over all choices of Jjk via EJ [· · · ], this is the
same as averaging over all choices of Jjkz
m
j z
m
k . Therefore,
EJ
[
〈γ, β|eiλC/n|γ, β〉
]
=
1
2n
∑
z1,zm,z2
EJ
exp( i√
n
∑
j<k
Jjk
[
γ(z1j z
1
k − z2j z2k) + λ/n
]) 〈z1zm|eiβB |zm〉 〈zm|e−iβB |z2zm〉 . (14)
Observe that 〈z1zm|eiβB |zm〉 = 〈z1|eiβB |1〉, which is independent of zm. Hence, the sum over zm kills the
1/2n factor, yielding
EJ
[
〈γ, β|eiλC/n|γ, β〉
]
=
∑
z1,z2
EJ
exp( i√
n
∑
j<k
Jjk
[
γ(z1j z
1
k − z2j z2k) + λ/n
]) 〈z1|eiβB |1〉 〈1|e−iβB |z2〉
=
∑
z1z2
∏
j<k
EJ
[
exp
( i√
n
Jjk[φjk(z
1, z2) + λ/n]
)]
fβ(z
1)f∗β(z
2), (15)
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where we have denoted
φjk(z
1, z2) ≡ γ(z1j z1k − z2j z2k), (16)
and
fβ(z) ≡ 〈z|eiβB |1〉 = (cosβ)#1’s in z(i sinβ)#−1’s in z. (17)
Now, let us evaluate EJ [· · · ], where the choices of Jjk are averaged over. While in principle Jjk can be
drawn from any distribution with mean 0 and variance 1, here we consider the case of the standard normal
distribution, because it is more convenient when Jjk is in the exponential. Then we have EJ
[
eiJjkx
]
= e−x
2/2
and so
EJ
[
〈γ, β|eiλC/n|γ, β〉
]
=
∑
z1z2
∏
j<k
exp
[
− 1
2n
(φjk + λ/n)
2
]
fβ(z
1)f∗β(z
2)
=
∑
z1z2
exp
[
− 1
2n
∑
j<k
φ2jk −
λ
n2
∑
j<k
φjk − λ
2
2n3
(
n
2
)]
fβ(z
1)f∗β(z
2). (18)
Changing from string to configuration basis — Instead of summing over all (2n)2 possible strings
z1, z2 in (18), we can switch to a more convenient basis that we call the configuration basis. For a given
choice of strings (z1, z2), if we look at the k-th index bit of both strings, (z1k, z
2
k), it can only be one of four
possible configurations from the following set
A = {(+1,+1), (+1,−1), (−1,+1), (−1,−1)}. (19)
We denote the number of times the (+1,+1) configuration appears among the n possible bits as n++, etc.
In other words, we want to change the basis from
{(z1, z2) : zj ∈ {±1}2n} −→ {(n++, n+−, n−+, n−−) :
∑
a∈A
na = n}. (20)
We wish to express (18) in the configuration basis. We start by observing that
fβ(z
1) = (cosβ)n+++n+−(i sinβ)n−++n−− , (21)
and
f∗β(z
2) = (cosβ)n+++n−+(−i sinβ)n+−+n−− . (22)
Therefore,
fβ(z
1)f∗β(z
2) = (cos2 β)n++(i sinβ cosβ)n−+(−i sinβ cosβ)n+−(sin2 β)n−− ≡
∏
a∈A
Qnaa , (23)
where
Q++ = cos
2 β, Q−− = sin2 β, and Q−+ = −Q+− = i sinβ cosβ. (24)
Now we want to perform the basis change on the part that depends on
∑
j<k φ
q
jk(z
1, z2), where q = 1, 2.
Since φjk = φkj and φkk = 0, we can write
∑
j<k
φqjk =
1
2
n∑
j,k=1
φqjk =
1
2
∑
a,b∈A
Φqabnanb (25)
where the product of configurations ab is understood as bit-wise product (i.e., [ab]j = ajbj), and
Φab ≡ γ(a1b1 − a2b2). (26)
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We can now rewrite (18) in the configuration basis, yielding
EJ
[
〈γ, β|eiλC/n|γ, β〉
]
= e−
λ2(n−1)
4n2
∑
{na}
(
n
{na}
)
exp
[
− 1
4n
∑
a,b∈A
Φ2abnanb −
λ
2n2
∑
a,b∈A
Φabnanb
] ∏
a∈A
Qnaa
(27)
where the multinomial coefficient is defined in general as(
n
{na}
)
=
(
n
n1, n2, n3, . . .
)
=
n!
n1!n2!n3! · · · subject to n1 + n2 + n3 + · · · = n. (28)
Expressions of moments — The desired moments EJ [〈γ, β|C/n|γ, β〉] and EJ
[〈γ, β|(C/n)2|γ, β〉] can
be calculated by differentiating with respect to λ and then setting λ = 0. For the first moment, we get
M1 = EJ [〈γ, β|C/n|γ, β〉] = −i ∂
∂λ
EJ
[
〈γ, β|eiλC/n|γ, β〉
] ∣∣∣
λ=0
=
∑
{na}
(
n
{na}
) i
2n2
∑
a,b∈A
Φabnanb
 exp(− 1
4n
∑
a,b∈A
Φ2abnanb
) ∏
a∈A
Qnaa . (29)
Similarly, the second moment is
M2 = EJ
[〈γ, β|(C/n)2|γ, β〉] = (−i)2 ∂2
∂λ2
EJ [〈eiλC/n〉]
∣∣∣
λ=0
=
∑
{na}
(
n
{na}
)[( i
2n2
∑
a,b∈A
Φabnanb
)2
+
n− 1
2n2
]
exp
(
− 1
4n
∑
a,b∈A
Φ2abnanb
) ∏
a∈A
Qnaa
=
n− 1
2n2
+
∑
{na}
(
n
{na}
)( i
2n2
∑
a,b∈A
Φabnanb
)2
exp
(
− 1
4n
∑
a,b∈A
Φ2abnanb
) ∏
a∈A
Qnaa , (30)
where we pulled out (n− 1)/(2n2) out of the sum as the rest of the summand corresponds to setting λ = 0
on the LHS of (27), which yields EJ [〈1〉] = 1. To simplify the expressions of the moments further, note that∑
a,b∈A
Φabnanb =
∑
a,b∈A
γ(a1b1 − a2b2)nanb . (31)
Now the only non-zero coefficient in front of nanb is 2γa1b1 when a1b1 = −a2b2. Thus∑
a,b∈A
Φabnanb = 4γ(n++ − n−−)(n+− − n−+). (32)
Furthermore, since Φ2ab can only be 0 or (2γ)
2, we have∑
a,b∈A
Φ2abnanb = 2(2γ)
2(n++ + n−−)(n+− + n−+), (33)
where the extra factor of 2 comes from double counting in the sum.
Evaluating the first moment 〈C/n〉 — Plugging (32) and (33) into (29), we get that the first moment
is
M1 =
i2γ
n2
∑
{na}
(
n
{na}
)
(n++ − n−−)(n+− − n−+) exp
[
−2γ
2
n
(n++ + n−−)(n+− + n−+)
] ∏
a∈A
Qnaa . (34)
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To evaluate this, let t = n−+ + n+− and n− t = n++ + n−−. We then sum on t to get
M1 =
i2γ
n2
n∑
t=0
(
n
t
)
exp
[
−2γ2 t(n− t)
n
] ∑
n+−+n−+=t
(
t
n+−, n−+
)
(n+− − n−+)Qn+−+− Qn−+−+
×
∑
n+++n−−=n−t
(
n− t
n++, n−−
)
(n++ − n−−)Qn++++ Qn−−−− . (35)
Observe the following identity ∑
p+q=s
(
s
p, q
)
(p− q)xpyq = s(x− y)(x+ y)s−1. (36)
We can then evaluate the sum over n++ and n−− to obtain∑
n+++n−−=n−t
(
n− t
n++, n−−
)
(n++ − n−−)Qn++++ Qn−−−− = (n− t)(cos2 β − sin2 β) = (n− t) cos 2β, (37)
where we used the fact that Q++ = cos
2 β and Q−− = sin2 β.
Now for the sum over n+− and n−+, we have that Q+− = −Q−+ = −i sinβ cosβ. Thus when applying
(36), where x = −y, it is only nonzero for s = 1, in which case it is 2x. For the n+− and n−+ sum we set
t = 1 and get ∑
n+−+n−+=t
(
t
n+−, n−+
)
(n+− − n−+)Qn+−+− Qn−+−+ = 2(−i sinβ cosβ) = −i sin 2β. (38)
Now, returning to (35), we get with t = 1
EJ [〈γ, β|C/n|γ, β〉] = M1 = i2γ
n2
n exp
(−2γ2n− 1
n
)
[−i(n− 1) sin 2β cos 2β]
=
n− 1
n
γ exp
(−2γ2n− 1
n
)
sin 4β. (39)
Here at p = 1, we have obtained a formula for any finite n when Jjk are drawn from the standard normal
distribution. We can carry out a similar calculation for when Jjk are uniformly drawn from {+1,−1}, and
obtain a slightly different answer. Nevertheless, in the infinite size limit, both answers agree and become the
following
V1(γ, β) ≡ lim
n→∞EJ [〈γ, β|C/n|γ, β〉] = γe
−2γ2 sin 4β. (40)
This is minimized at γ = 1/2 and β = −pi/8, where
V1(1/2,−pi/8) = −1/
√
4e ≈ −0.303265. (41)
Generic QAOA states — Looking at (40) one concludes that for any values of γ and β the quantum
expectation of the cost function is of order n. However, in a generic QAOA state the expected value of the
cost function is exponentially small in n. To understand this apparent inconsistency, return to (8) where you
see the factor of 1/
√
n in front. Without this factor and with the Jjk’s chosen from {+1,−1}, γ is an angle
between −pi and pi. With this convention the expected value of the cost function scales like the right hand
side of (40) with γ replaced by
√
nγ. Then, a random γ between −pi and pi gives an exponentially small
quantum expected value. Under this convention the expected value of the cost function is only of order n in
a vanishingly small subset of parameter space, that is, where γ is of order 1/
√
n.
7
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Evaluating the second moment 〈(C/n)2〉 — To evaluate the second moment, we plug (32) and (33)
into (30) to obtain
M2 =
n− 1
2n2
− 4γ
2
n4
∑
{na}
(
n
{na}
)
(n++ − n−−)2(n+− − n−+)2 exp
[
−2γ
2
n
(n++ + n−−)(n+− + n−+)
] ∏
a∈A
Qnaa .
(42)
Note that the sum we need to do is very similar to that for the first moment (35). We perform the same
change of variable with t = n−+ + n+− and n− t = n++ + n−− to get
M2 =
n− 1
2n2
− 4γ
2
n4
n∑
t=0
(
n
t
)
e−2γ
2t(n−t)/n ∑
n+−+n−+=t
(
t
n+−, n−+
)
(n+− − n−+)2Qn+−+− Qn−+−+
×
∑
n+++n−−=n−t
(
n− t
n++, n−−
)
(n++ − n−−)2Qn++++ Qn−−−− . (43)
Using another version of the identity in (36),∑
p+q=s
(
s
p, q
)
(p− q)2xpyq = s[s(x− y)2 + 4xy](x+ y)s−2, (44)
we can then evaluate the sum over n++ and n−− to obtain∑
n+++n−−=n−t
(
n− t
n++, n−−
)
(n++ − n−−)2Qn++++ Qn−−−− =
1
2
(n− t)[n− t+ 1 + (n− t− 1) cos 4β], (45)
where we plugged in Q++ = cos
2 β and Q−− = sin2 β.
Now for the sum over n+− and n−+, we again have Q+− = −Q−+ = −i sinβ cosβ. And so in (44) we
have x = −y, and it is only nonzero for s = 2, which which case it is 8x2. Then∑
n+−+n−+=t
(
t
n+−, n−+
)
(n+− − n−+)2Qn+−+− Qn−+−+ = 8(−i sinβ cosβ)2 = −2 sin2 2β. (46)
Returning to our expression in (43), we set t = 2 and get
M2 =
n− 1
2n2
+
2γ2(n− 1)(n− 2)[n− 1 + (n− 3) cos 4β]
n3
e−4γ
2(n−2)/n sin2 2β. (47)
In the infinite size limit, this has a much simpler form
lim
n→∞EJ
[〈γ, β|(C/n)2|γ, β〉] = γ2e−4γ2 sin2 4β = V 21 (γ, β). (48)
This is exactly equal to the first moment squared in the infinite size limit.
5 Concentration
We will now use the fact that (48) is the square of (40) to show that at p = 1, the energy produced by
the QAOA on almost every instance of the SK model concentrates at V1(γ, β) in the limit as n → ∞. The
argument below will also apply to higher p.
Concentration over J — We first note from (40) and (48) that
lim
n→∞
(
EJ [〈γ, β|(C/n)2|γ, β〉]− E2J [〈γ, β|C/n|γ, β〉]
)
= 0. (49)
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Additionally, since for any operator O,
〈O〉2 ≤ 〈O2〉 , (50)
we have
EJ [〈γ, β|C/n|γ, β〉2]− E2J [〈γ, β|C/n|γ, β〉] ≤ EJ [〈γ, β|(C/n)2|γ, β〉]− E2J [〈γ, β|C/n|γ, β〉]. (51)
Note that as n→∞, the right hand side vanishes, which implies
lim
n→∞
(
EJ [〈γ, β|C/n|γ, β〉2]− E2J [〈γ, β|C/n|γ, β〉]
)
= 0. (52)
This implies concentration over instances, i.e., for every  > 0,
PJ
(∣∣∣ 〈γ, β|C/n|γ, β〉 − V1(γ, β)∣∣∣ > )→ 0 as n→∞. (53)
This is a proof of landscape independence [4] for the SK model.
Concentration over measurements for fixed J — Subtracting (52) from (49) gives us
EJ
[
〈γ, β|(C/n)2|γ, β〉 − 〈γ, β|C/n|γ, β〉2
]
−→ 0 as n→∞. (54)
By (50) for any J
〈γ, β|(C/n)2|γ, β〉 − 〈γ, β|C/n|γ, β〉2 ≥ 0, (55)
Then (54) shows that this variance vanishes typically as n →∞. This implies concentration over measure-
ments, i.e. as n → ∞, for typical instances of the SK model, upon applying the QAOA and measuring in
the computational basis, we will obtain a string z that has energy C(z)/n close to 〈γ, β|C/n|γ, β〉, which is
itself close to V1(γ, β).
6 General p
In this section we go beyond the p = 1 calculations done in Section 4 to arbitrary p. We will be able to
evaluate the expected value of C/n in an arbitrary QAOA state with 2p parameters in the n → ∞ limit.
The form of our answer will involve a looping procedure that needs to be run on a computer. We have
implemented this routine, and although the computational complexity is O(16p) we have been able to take
this out to p = 8 and then find optimal parameters. We are also able to show that in this limit,
lim
n→∞EJ [〈γ,β|(C/n)
2|γ,β〉] = lim
n→∞E
2
J [〈γ,β|C/n|γ,β〉] (56)
so the concentration results of Section 5 do apply for p > 1.
To begin, we want to evaluate
〈γ,β|eiλC/n|γ,β〉 = 〈s|eiγ1Ceiβ1B · · · eiγpCeiβpBeiλC/ne−iβpBe−iγpC · · · e−iβ1Be−iγ1C |s〉 (57)
and now insert 2p+ 1 complete sets to get
〈eiλC/n〉 =
∑
z[±1],...,z[±p],zm
〈s|z[1]〉 eiγ1C(z[1]) 〈z[1]|eiβ1B |z[2]〉 · · · eiγpC(z[p]) 〈z[p]|eiβpB |zm〉 eiλC(zm)/n
× 〈zm|e−iβpB |z[−p]〉 e−iγpC(z[−p]) · · · 〈z[−2]|e−iβ1B |z[−1]〉 e−iγ1C(z[−1]) 〈z[−1]|s〉 . (58)
Here we label the 2p + 1 strings as z[1], z[2], . . . ,z[p], zm, z[−p], . . . ,z[−2], z[−1]. This labelling is convenient
because z[j] will often be paired with z[−j] in the calculations that follow. Note each of the terms of the
form say 〈z[2]|eiβ3B |z[3]〉 only depends on the bit-wise product z[2]z[3]. Hence, we define
fj(zz
′) ≡ 〈z|eiβjB |z′〉 . (59)
9
6 General p
Then we get
〈γ,β|eiλC/n|γ,β〉 = 1
2n
∑
z[±1],...,z[±p],zm
exp
[
i
p∑
r=1
γr[C(z
[r])− C(z[−r])] + iλ
n
C(zm)
]
× f1(z[1]z[2]) · · · fp−1(z[p−1]z[p])fp(z[p]zm)
× f∗1 (z[−1]z[−2]) · · · f∗p−1(z[1−p]z[−p])f∗p (z[−p]zm). (60)
We are going to transform the z[j]’s to achieve two results. We will make each of the f factors depends on
only one z[j]. We will also be able to absorb zm into other variables so it disappears. To this end, for every
r = 1, 2, . . . , p, we simultaneously transform
z[r] → z[r]z[r+1] · · · z[p]zm,
z[−r] → z[−r]z[−r−1] · · · z[−p]zm
(61)
where the product of strings is understood as bit-wise product. In the f factors, we see for example
z[2]z[3] → (z[2]z[3] · · · z[p]zm)(z[3]z[4] · · · z[p]zm) = z[2],
z[−3]z[−4] → (z[−3]z[−4] · · · z[−p]zm)(z[−4]z[−5] · · · z[−p]zm) = z[−3].
(62)
In general, the products z[±r]z[±(r+1)] → z[±r] for 1 ≤ r ≤ p − 1, so the first goal is achieved. Since
z[±p]zm → z[±p], the second goal is also achieved. Recall that
C(z) =
1√
n
∑
j<k
Jjkzjzk . (63)
Then after the transformation, Jjk always appear together with z
m
j z
m
k as Jjkz
m
j z
m
k . Now, note that averaging
over Jjk is the same as averaging over Jjkz
m
j z
m
k , so we get
EJ
[
〈γ,β|eiλC/n|γ,β〉
]
=
∑
z[±1],...,z[±p]
EJ
[
exp
( i√
n
∑
j<k
Jjk(φjk +
λ
n
)
)]
× f1(z[1])f2(z[2]) · · · fp(z[p])f∗p (z[−p]) · · · f∗2 (z[−2])f∗1 (z[−1]) (64)
where
φjk = γ1
(
z
[1]
j z
[2]
j · · · z[p]j z[1]k z[2]k · · · z[p]k − z[−1]j z[−2]j · · · z[−p]j z[−1]k z[−2]k · · · z[−p]k
)
+
γ2
(
z
[2]
j · · · z[p]j z[2]k · · · z[p]k − z[−2]j · · · z[−p]j z[−2]k · · · z[−p]k
)
+ · · ·+
γp
(
z
[p]
j z
[p]
k − z[−p]j z[−p]k
)
. (65)
The sum over zm, which no longer appears, killed the 1/2n factor in front of (60).
For convenience, we assume each Jjk comes from the standard normal distribution, which means EJ [eiJjkx] =
e−x
2/2. We now average over all Jjk to get
EJ
[
〈γ,β|eiλC/n|γ,β〉
]
=
∑
z[±1],...,z[±p]
∏
j<k
exp
[
− 1
2n
(φjk +
λ
n
)2
]
× f1(z[1])f2(z[2]) · · · fp(z[p])f∗p (z[−p]) · · · f∗2 (z[−2])f∗1 (z[−1]). (66)
Changing from string to configuration basis — Instead of summing over all (2n)2p possible string
values of (z[1], . . . ,z[p], z[−p], . . . ,z[−1]) in (66), we will sum over a configuration basis as we did at p = 1.
To define this configuration basis, let
A = {+1,−1}2p = {a = (a1, a2, . . . , ap, a−p, . . . , a−2, a−1) : a±j ∈ {+1,−1}}, (67)
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where we index the 2p bits in each a as 1, 2, . . . , p,−p, . . . ,−2,−1. Now look at the k-th indexed bit of all
the strings, that is
(z
[1]
k , z
[2]
k . . . , z
[p]
k , z
[−p]
k , . . . , z
[−2]
k , z
[−1]
k ) ∈ A. (68)
We denote the number of times a given configuration a ∈ A occurs among the n possible bits as na, where∑
a∈A
na = n. (69)
Note that a takes 22p possible values, and∑
{na}
(
n
{na}
)
=
∑
n1,...,n22p
(
n
n1, . . . , n22p
)
= (22p)n = (2n)2p, (70)
where the multinomial coefficient is defined in (28), so we have everything covered in the configuration basis.
We want to express the sum in (66) in terms of the a’s and the na’s. Let us start with the f ’s, for
example
f3(z
[3]) = 〈z[3]|eiβ3B |1〉 = (cosβ3)# of 1’s in z[3](i sinβ3)# of −1’s in z[3] . (71)
Let a = (a1, . . . , ap, a−p, . . . , a−1). Then the cosβ3 term fires when a3 = 1 while the i sinβ3 term fires when
a3 = −1. Let
θ(b) =
1
2
(1 + b), b ∈ {+1,−1} . (72)
Then this f3 term can be written as
f3 = (cosβ3)
∑
a θ(a3)na(i sinβ3)
∑
a θ(−a3)na . (73)
Therefore, the product of all the f ’s is
f1(z
[1])f2(z
[2]) · · · fp(z[p])f∗p (z[−p]) · · · f∗2 (z[−2])f∗1 (z[−1]) =
∏
a∈A
Qnaa (74)
where
Qa =
p∏
j=1
(cosβj)
[θ(aj)+θ(a−j)](sinβj)
[θ(−aj)+θ(−a−j)](i)[θ(−aj)−θ(−a−j)] . (75)
Return to (66) where we want to put the φjk terms into the configuration basis. Note for q = 1, 2,
∑
j<k
φqjk =
1
2
n∑
j,k=1
φqjk (76)
since φjk = φkj and φkk = 0. Let
Φc =
p∑
r=1
γr(c
∗
r − c∗−r), (77)
where c∗ is a transformation of c defined as
c∗r = crcr+1 · · · cp and c∗−r = c−rc−r−1 · · · c−p for 1 ≤ r ≤ p . (78)
For example, for p = 3,
c = (c1, c2, c3, c−3, c−2, c−1),
c∗ = (c1c2c3, c2c3, c3, c−3, c−2c−3, c−1c−2c−3).
(79)
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Then ∑
j<k
φqjk =
1
2
∑
a,b∈A
Φqabnanb (80)
where ab is understood as bit-wise product (i.e., [ab]k = akbk). Thus, (66) in the configuration basis is
EJ
[
〈γ,β|eiλC/n|γ,β〉
]
=
∑
{na}
(
n
{na}
)
exp
[
− 1
4n
∑
a,b∈A
Φ2abnanb −
λ
2n2
∑
a,b∈A
Φabnanb − λ
2
2n3
(
n
2
)] ∏
a∈A
Qnaa .
(81)
which is the same as (27) in the p = 1 case, except with expanded meaning of Φab, Qa, etc.
6.1 Organizing the sum by showing 1 = 1
We are going to expand (81) in λ to get the first two moments as the coefficients of λ1 and λ2. To organize
our calculation we first look at the λ0 term. We want to show
1 =
∑
{na}
(
n
{na}
)
exp
[
− 1
4n
∑
a,b∈A
Φ2abnanb
] ∏
a∈A
Qnaa . (82)
This is not obvious! To make it work, we organize the sum over {na} to get cancellations. To this end, we
divide the set of configurations A into p+ 1 subsets,
A = A1 ∪A2 ∪ · · · ∪Ap+1, (83)
where
A` = {a : a−p+k−1 = ap−k+1 for 1 ≤ k < `, and a−p+`−1 = −ap−`+1} for 1 ≤ ` ≤ p, (84)
and
Ap+1 = {a : a−p+k−1 = ap−k+1 for 1 ≤ k ≤ p} . (85)
Recall that we index the entries of a as (a1, . . . , ap, a−p, . . . , a−1). Subset A1 has a−p = −ap, so there are
22p−1 elements. Subset A2 has a−p = ap and a−p+1 = −ap−1, with 22p−2 elements, etc. We illustrate this
for p = 3,
A1 : (a1, a2, a3, −a3, a−2, a−1) 32 elements
A2 : (a1, a2, a3, a3, −a2, a−1) 16 elements
Ap : (a1, a2, a3, a3, a2, −a1) 8 elements
Ap+1 : (a1, a2, a3, a3, a2, a1) 8 elements
(86)
We now define a “bar” operation that takes configuration a ∈ A` to a¯ ∈ A` for 1 ≤ ` ≤ p via
a¯±r =
{
a±r, r 6= p− `+ 1
−a±r r = p− `+ 1
for a ∈ A`, 1 ≤ ` ≤ p . (87)
Note the bar operation is its own inverse. We also never bar elements of Ap+1. For example, for the form of
a’s given in (86), the corresponding a¯’s are
A1 : ( a1, a2, −a3, a3, a−2, a−1)
A2 : ( a1, −a2, a3, a3, a2, a−1)
Ap : (−a1, a2, a3, a3, a2, a1)
(88)
Note a¯ flips the signs of two elements of a. If you look at Qa defined in (75), we see that
Qa¯ = −Qa . (89)
Furthermore, we note that
Φaa¯ = 0 . (90)
We now introduce a notion we call “plays well with”:
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Definition 1. Given two configurations a, b ∈ A, we say a plays well with b if Φ2ab = Φ2a¯b.
Lemma 1. For any p, if a ∈ A` and b ∈ A`′ , where ` ≤ `′, then a plays well with b.
Proof. We show how to prove for the case of p = 3, and the generalization to other p is immediate. First,
let us show that all a ∈ A1 plays well with all b. Using p = 3 as an example, then a and b are of the form
a = (a1, a2, a3, −a3, a−2, a−1),
b = (b1, b2, b3, b−3, b−2, b−1).
(91)
Then Φab depends on the following
(ab)∗ = (a1a2a3b1b2b3, a2a3b2b3, a3b3, −a3b−3, −a−2a3b−2b−3, −a−1a−2a3b−1b−2b−3). (92)
Note every term is proportional to a3. Taking a to a¯ flips the sign of a3, so Φa¯b = −Φab and Φ2a¯b = Φ2ab.
We see that indeed all a ∈ A1 plays well with all b ∈ A.
Now consider a ∈ A2 and b ∈ A3, where
a = (a1, a2, a3, a3, −a2, a−1),
b = (b1, b2, b3, b3, b2, −b1). (93)
So
(ab)∗ = (a1a2a3b1b2b3, a2a3b2b3, a3b3, a3b3, −a2a3b2b3, a−1a2a3b1b2b3). (94)
Now the coefficients of γ3 in Φab is 0, and all other terms flip sign when a2 → −a2, so again we have
Φ2a¯b = Φ
2
ab when a ∈ A2 and b ∈ A3. The other cases and generalization to other p are immediate.
Return to our task of showing 1 = 1 as in (82). Pick one d ∈ A1 and let Ac = A \ {d, d¯}. We can write
the RHS of (82) as
n∑
td=0
∑
nd+nd¯=td
∑
{na: a∈Ac}
(
n
td
)(
td
nd, nd¯
)(
n− td
{na}
)
exp
[
− 1
4n
∑
a,b∈Ac
Φ2abnanb
] ∏
a∈Ac
Qnaa
exp
[
− 1
2n
∑
b∈Ac
Φ2dbndnb
]
exp
[
− 1
2n
∑
b∈Ac
Φ2d¯bnd¯nb
]
Qndd Q
nd¯
d¯
. (95)
Now note the identity ∑
nd+nd¯=td
(
td
nd, nd¯
)
xndynd¯ = (x+ y)td . (96)
If y = −x this is only non-zero (and equal to 1) if td = 0, in which case nd = nd¯ = 0. And since d ∈ A1
plays well with all b ∈ Ac and Qd¯ = −Qd, we have that y = −x, so in fact nd = nd¯ = 0 in (95).
This argument applies to all d ∈ A1. So we have nd = 0 for all d ∈ A1. Now take d ∈ A2. This d
plays well with all the remaining b’s which are at levels 2 through p + 1. So now all d ∈ A2 have nd = 0.
Continuing in this fashion, the RHS of (82) becomes∑
{na: a∈Ap+1}
(
n
{na}
)
exp
[
− 1
4n
∑
a,b∈Ap+1
Φ2abnanb
] ∏
a∈Ap+1
Qnaa . (97)
But consider Φab with any a, b ∈ Ap+1,
a = (a1, a2, a3, a3, a2, a1),
b = (b1, b2, b3, b3, b2, b1),
(98)
so (ab)∗r = (ab)
∗
−r, which gives Φab = 0 as can be seen from its definition from (77). So now the RHS of
(82) becomes ∑
{na: a∈Ap+1}
(
n
{na}
) ∏
a∈Ap+1
Qnaa =
[ ∑
a∈Ap+1
Qa
]n
. (99)
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Return to the form of Qa given in (75). For a ∈ Ap+1 where a−j = aj for all 1 ≤ j ≤ p, we have
Qa =
p∏
j=1
(cos2 βj)
θ(aj)(sin2 βj)
θ(−aj) (100)
and ∑
a∈Ap+1
Qa =
∑
a1=±1
· · ·
∑
ap=±1
p∏
j=1
(cos2 βj)
θ(aj)(sin2 βj)
θ(−aj) =
p∏
j=1
[cos2 βj + sin
2 βj ] = 1, (101)
so happily we have 1 = 1.
6.2 Evaluating the moments
We are now going to calculate the first and second moments, and we will organize the sum in the same way
as for the zeroth moment, but evaluating the sum will be more complicated. From (81), the first moment is
EJ [〈γ,β|C/n|γ,β〉] = i
2n2
∑
{na}
(
n
{na}
)( ∑
u,v∈A
Φuvnunv
)
exp
[
− 1
4n
∑
a,b∈A
Φ2abnanb
] ∏
a∈A
Qnaa . (102)
Similarly, the second moment is
EJ
[〈γ,β|(C/n)2|γ,β〉]
=
n− 1
2n2
− 1
4n4
∑
{na}
(
n
{na}
)( ∑
u,v∈A
Φuvnunv
)2
exp
[
− 1
4n
∑
a,b∈A
Φ2abnanb
] ∏
a∈A
Qnaa . (103)
In the limit of n→∞, the first term drops out and we only care about the second term. To evaluate these
two moments, we first note that
Φuv =
p∑
r=1
γr [(u
∗v∗)r − (u∗v∗)−r] . (104)
Recall the ∗ operation defined in (78). Note each term is non-zero only when u∗ru∗−r = −v∗rv∗−r. We then
write a conveniently factorized form
∑
u,v∈A
Φuvnunv =
p∑
r=1
∑
u,v∈A
γr(u
∗
r + u
∗
−r)(v
∗
r − v∗−r)nunv. (105)
Therefore, the hard part of the calculation is to evaluate sums of the form
Suv =
∑
{na}
(
n
{na}
)
exp
[
− 1
4n
∑
a,b∈A
Φ2abnanb
]( ∏
a∈A
Qnaa
)nunv
n2
(106)
Suvxy =
∑
{na}
(
n
{na}
)
exp
[
− 1
4n
∑
a,b∈A
Φ2abnanb
]( ∏
a∈A
Qnaa
)nunvnxny
n4
(107)
for a fixed u,v,x,y. To that end, we will show the following Lemma:
Lemma 2. There are a set of functions {Wu(γ,β) : u ∈ A} such that
lim
n→∞Suv = WuWv (108)
and
lim
n→∞Suvxy = WuWvWxWy . (109)
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Combining (102) with (105) and (108), we have
Vp(γ,β) = lim
n→∞EJ [〈γ,β|C/n|γ,β〉] =
i
2
p∑
r=1
∑
u,v∈A
γr(u
∗
r + u
∗
−r)(v
∗
r − v∗−r)WuWv (110)
which is the expected value of the energy of the QAOA applied to typical instance of SK model in the infinite
size limit, in terms of the yet-to-be-determined W ’s that we will soon show how to compute. Combining
(103) with (105) and (109) gives
lim
n→∞EJ
[〈γ,β|(C/n)2|γ,β〉]
= −1
4
p∑
r,s=1
∑
u,v,x,y∈A
γrγs(u
∗
r + u
∗
−r)(v
∗
r − v∗−r)(x∗s + x∗−s)(y∗s − y∗−s)WuWvWxWy
= [Vp(γ,β)]
2 = lim
n→∞E
2
J [〈γ,β|C/n|γ,β〉]. (111)
Applying the arguments in Section 5 shows both concentration over J and concentration over measurements
for fixed J for the case of general p.
The reader who is not interested in more details can skip to Section 6.4 where (110) is repeated as (208).
There we present a self-contained procedure for evaluating (110) for general p.
Proof of Lemma 2 – First Moment — To begin we show (108). Note in evaluating Suv for the purpose
of calculating the first moment, we see from (105) that we need not consider the case where u = v or u = v¯.
Even though (108) can be shown to be true for all choice of u,v, here we will only prove it for the cases we
need. The other cases are simple extensions of the arguments presented here. Let us denote
gab = exp
[
− 1
2n
Φ2ab
]
(112)
to keep some of the formulas a bit more compact. We write (106) as
Suv =
∑
{na}
(
n
{na}
) ∏
a,b∈A
g
nanb/2
ab
∏
a∈A
Qnaa
nunv
n2
. (113)
We will organize (113) by summing over {na : a ∈ Ap+1} first. For these a’s, the Qa’s have trigonometric
factors but no i’s. When showing that 1 = 1 these were the only non-zero na’s, so they added to n. The
remaining configurations are in the set we denote as
B ≡ A \Ap+1 (114)
which is everything in A that is not in Ap+1. Now let∑
a∈Ap+1
na = n− t and
∑
b∈B
nb = t. (115)
We can write
Suv =
n∑
t=0
suv(t, n) (116)
where
suv(t, n) =
(
n
t
) ∑
{nb: b∈B}
(
t
{nb}
) ∏
b,b′∈B
g
nbnb′/2
bb′
∏
b∈B
Qnbb
×
∑
{na: a∈Ap+1}
(
n− t
{na}
) ∏
a∈Ap+1,b∈B
gnanbab
∏
a∈Ap+1
Qnaa︸ ︷︷ ︸
I
nunv
n2
(117)
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where we used that Φ2aa′ = 0 if a,a
′ are both in Ap+1.
To evaluate Suv and control our approximation as n→∞, our strategy is to examine its summand suv
in two situations. We will first show that for fixed T , independent of n, and t ≤ T ,
suv(t, n) = `uv(t)× (1 +O(1/n)) (118)
for some `uv that depends on t and not n. We will also show that there exists a sequence {buv(t)}∞t=0, which
depends on t but not n that bounds |suv(t, n)| via
|suv(t, n)| ≤ buv(t), for all t ≤ n, (119)
and satisfies
∞∑
t=0
buv(t) <∞ . (120)
Now as a consequence of (119)∣∣∣∣Suv − T∑
t=0
`uv(t)
∣∣∣∣ ≤ T∑
t=0
∣∣∣∣suv(t, n)− `uv(t)∣∣∣∣+ n∑
t=T+1
buv(t) . (121)
By taking the limit as n→∞, we see that the first term of the RHS vanishes because of (118), yielding
lim
n→∞
∣∣∣∣Suv − T∑
t=0
`uv(t)
∣∣∣∣ ≤ ∞∑
t=T+1
buv(t) . (122)
Then taking the limit as T →∞, we see from (120) that
lim
n→∞Suv =
∞∑
t=0
`uv(t) . (123)
We will show that the RHS of (123) evaluates to WuWv as asserted in (108) in Lemma 2.
We will proceed in two cases: (1) neither u nor v is in Ap+1; or (2) at least one of u,v is in Ap+1. We
first focus on finding `uv(t) which we need for (123). We will later show (119) and (120) which are needed
to prove (123) is true.
Case 1: Suppose u,v are both not in Ap+1. Using the multinomial generalization of (96), we can sum
over {na : a ∈ Ap+1} in (117) with t fixed to get
I =
 ∑
a∈Ap+1
Qa
∏
b∈B
gnbab
n−t . (124)
Since b ∈ B, we have that nb ≤ t. For t ≤ T with T fixed, and for large n, we can expand gab in (112) to
leading order in 1/n, giving
I =
 ∑
a∈Ap+1
Qa
(
1− 1
2n
∑
b∈B
Φ2abnb
)
+O(
1
n2
)
n−t . (125)
Using the fact that
∑
a∈Ap+1 Qa = 1 from (101), we have
I =
1− 1
2n
∑
a∈Ap+1
Qa
∑
b∈B
Φ2abnb +O(
1
n2
)
n−t . (126)
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For large n we have
I = exp
−1
2
∑
a∈Ap+1
Qa
∑
b∈B
Φ2abnb
× (1 +O(1/n)) . (127)
Let us define
Fb = exp
−1
2
∑
a∈Ap+1
QaΦ
2
ab
 . (128)
then
I =
∏
b∈B
Fnbb ×
(
1 +O(1/n)
)
. (129)
Note that since any b ∈ B = A \Ap+1 plays well with any a ∈ Ap+1, we have that
Fb = Fb¯ . (130)
Returning to (117), we have for t ≤ T
suv(t, n) =
(
n
t
) ∑
{nb: b∈B}
(
t
{nb}
) ∏
b,b′∈B
g
nbnb′/2
bb′
∏
b∈B
Xnbb
(nunv
n2
)(
1 +O(1/n)
)
(131)
where we defined
Xb = QbFb. (132)
Note Xb¯ = −Xb for b ∈ B. Evaluating (131) will allow us to obtain an approximate form of suv(t, n) as
`uv(t).
In order to establish the patterns that make this calculation doable, let us pretend that B has 8 elements
and write
B = {1, 1¯, 2, 2¯, 3, 3¯, 4, 4¯}. (133)
Because of Lemma 1, we can assume without loss of generality that the lower numbered elements play well
with the higher (e.g., 2 and 2¯ play well with 3, 3¯, 4, 4¯ but not necessarily with 1, 1¯, etc.). We are not assuming
anything about the levels these elements come from other than that they are consistent with the playing-well
ordering. Now, between 1 and 2 we have
gn1n212 g
n1¯n2
1¯2
g
n1n2¯
12¯
g
n1¯n2¯
1¯2¯
. (134)
But 1 plays well with both 2 and 2¯, so g12 = g1¯2 and g12¯ = g1¯2¯, so this factor is
(gn212 g
n2¯
12¯
)n1+n1¯ . (135)
Let us also write
tj = nj + nj¯ . (136)
Then (131) becomes
suv(t, n) =
∑
t1+t2+t3+t4=t
(
n
t
)(
t
t1, t2, t3, t4
) ∑
{nj+nj¯=tj}
(
t1
n1, n1¯
)
(gn212 g
n2¯
12¯
)t1(gn313 g
n3¯
13¯
)t1(gn414 g
n4¯
14¯
)t1Xn11 X
n1¯
1¯
×
(
t2
n2, n2¯
)
(gn323 g
n3¯
23¯
)t2(gn424 g
n4¯
24¯
)t2Xn22 X
n2¯
2¯
×
(
t3
n3, n3¯
)
(gn434 g
n4¯
34¯
)t3Xn33 X
n3¯
3¯
×
(
t4
n4, n4¯
)
Xn44 X
n4¯
4¯
×
(nu
n
)(nv
n
)
×
(
1 +O
( 1
n
))
. (137)
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Now, for given tj , we will sum over nj and nj¯ . If j or j¯ are not u or v, these sums are of the form∑
nj+nj¯=tj
(
tj
njnj¯
)
D
nj
j D
nj¯
j¯
= (Dj +Dj¯)
tj . (138)
But we also need to consider the cases where j or j¯ can be u or v. As mentioned earlier, we don’t need to
consider cases where u = v or u = v¯ when evaluating Suv. Then we have sums of the form∑
nj+nj¯=tj
nj
(
tj
njnj¯
)
D
nj
j D
nj¯
j¯
= tjDj(Dj +Dj¯)
tj−1, (139)
and ∑
nj+nj¯=tj
nj¯
(
tj
njnj¯
)
D
nj
j D
nj¯
j¯
= tjDj¯(Dj +Dj¯)
tj−1. (140)
Example summing on n3, n3¯ where u,v 6= 3, 3¯ — As an example, let us do the sum on n3 and n3¯
in (137), first assuming that 3 and 3¯ are not equal to u or v. Using (138), this sum gives(
X3g
t1
13g
t2
23 +X3¯g
t1
13¯
gt2
23¯
)t3
. (141)
Now, for t ≤ T with T fixed and n large, we have
X3g
t1
13g
t2
23 +X3¯g
t1
13¯
gt2
23¯
= X3 exp
[
− 1
2n
(Φ213t1 + Φ
2
23t2)
]
−X3 exp
[
− 1
2n
(Φ213¯t1 + Φ
2
23¯t2)
]
=
1
2n
[
X3(Φ
2
3¯1 − Φ231)t1 +X3(Φ23¯2 − Φ232)t2
]
+O(1/n2)
=
1
n
(K3,1t1 +K3,2t2) +O(1/n
2) (142)
where we defined
Kb,c =
1
2
Xb(Φ
2
b¯c − Φ2bc) . (143)
Now the combinatorial factor in (137) is(
n
t
)(
t
t1, t2, t3, t4
)
=
n!
(n− t)!
1
t1!t2!t3!t4!
. (144)
For t ≤ T with T fixed and n large, we have n!/(n− t)! = nt(1 +O(1/n)), and so(
n
t
)(
t
t1, t2, t3, t4
)
=
nt1
t1!
nt2
t2!
nt3
t3!
nt4
t4!
× (1 +O(1/n)). (145)
The factor of nt3/t3! combines with (141) and (142) to give
1
t3!
(K3,1t1 +K3,2t2)
t3 × (1 +O(1/n)). (146)
So far, we have summed on n3 and n3¯ with t3 = n3 + n3¯, but the formula given in (146) has a 3 but no
3¯. This is because
Kb¯,c = Kb,c (147)
as can be seen as follows: Kb,c =
1
2Xb(Φ
2
b¯,c
−Φ2b,c) as defined in (143), but Xb¯ = −Xb, so Kb¯,c = Kb,c. We
also have that
Kb,c¯ = Kb,c . (148)
To see this, note that Kb,c is not zero only if b does not play well with c, and thus b is after c in the play-well
ordering by Lemma 1. Then c must play well with b and b¯, and thus Φ2bc¯ = Φ
2
bc and Φ
2
b¯c¯
= Φ2
b¯c
, implying
(148). So in (146), we could replace 1 with 1¯, 2 with 2¯, or 3 with 3¯.
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Example summing over n3, n3¯ where u = 3 — Now, let us see what happens if say u = 3. Including
nu/n in the sum over n3 and n3¯ as well as n
t3/t3! from the combinatorial factor, we can use (139) and get
1
n
nt3
t3!
t3X3g
t1
13g
t2
23
(
X3g
t1
13g
t2
23 +X3¯g
t1
13¯
gt2
23¯
)t3−1
. (149)
For t ≤ T with T fixed and n large, (149) becomes
1
t3!
t3X3g
t1
13g
t2
23(K3,1t1 +K3,2t2)
t3−1 × (1 +O(1/n)). (150)
Note the factors of n have all cancelled, because we have nt3 from the combinatorial factor, (1/n)t3−1 from
(142) raised to the t3 − 1 power, and 1/n from nu/n. Then since t1, t2 ≤ t, we have gt113gt223 = 1 +O(1/n) for
large n, so we have
1
t3!
t3X3(K3,1t1 +K3,2t2)
t3−1 × (1 +O(1/n)). (151)
The sum on t3 starts at t3 = 0, where this term is zero. The t3 = 1 term is X3. We can let t
′
3 = t3 − 1 and
sum from t′3 = 0. The factor (151) is now
1
t′3!
X3(K3,1t1 +K3,2t2)
t′3 × (1 +O(1/n)). (152)
Obtaining `uv to get (123) — Combining the two examples above, we can see that one can write
(137) as
suv(t, n) = `uv(t)×
(
1 +O(1/n)
)
(153)
with
`uv(t) = XuXv
∑
t′1+t
′
2+t
′
3+t
′
4=t−2
1
t′1!
0t
′
1 × 1
t′2!
(K2,1t1)
t′2 × 1
t′3!
(K3,1t1 +K3,2t2)
t′3
× 1
t′4!
(K4,1t1 +K4,2t2 +K4,3t3)
t′4 (154)
where tj = t
′
j + 1 if j = u or v, and tj = t
′
j otherwise. The factor of 0
t′1 forces t′1 to be zero, but we keep it
in this form to help see the pattern. We can replace tj with t
′
j by defining
K¯j =
∑
i<j
Kj,i(δi,u + δi,v) = Kj,u +Kj,v, (155)
where the last equality comes from the fact that Kj,i = 0 if i ≥ j. So for example,
1
t′3!
(K3,1t1 +K3,2t2)
t′3 =
1
t′3!
(K3,1t
′
1 +K3,2t
′
2 + K¯3)
t′3 . (156)
Having written everything in terms of t′j , we can now drop the prime to get
`uv(t) = XuXv
∑
t1+t2+t3+t4=t−2
1
t1!
0t1 × 1
t2!
(K2,1t1 + K¯2)
t2 × 1
t3!
(K3,1t1 +K3,2t2 + K¯3)
t3
× 1
t4!
(K4,1t1 +K4,2t2 +K4,3t3 + K¯4)
t4 . (157)
And we see that `uv is indeed independent of n.
Assuming (123) is true and letting `uv(0) = `uv(1) = 0 (for the case where u,v 6∈ Ap+1), we have
lim
n→∞Suv =
∞∑
t=0
`uv(t) = XuXv
∞∑
t1,t2,t3,t4=0
1
t1!
0t1 × 1
t2!
(K2,1t1 + K¯2)
t2 × 1
t3!
(K3,1t1 +K3,2t2 + K¯3)
t3
× 1
t4!
(K4,1t1 +K4,2t2 +K4,3t3 + K¯4)
t4 . (158)
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Proving (123) — We now take an aside to establish the truth of (123), but the reader can skip to
(173) without interruption since it does not help us in evaluating Suv for the first moment. We need to
bound |suv(t, n)| by buv(t) as in (119), and show that buv gives a convergent series as in (120), then from
(121) we get (123). The first goal is to derive an n-independent bound buv(t) where |suv(t, n)| ≤ buv(t), for
which we need to return to (117). Plugging (124) into (117), we get
suv(t, n) =
(
n
t
) ∑
{nb: b∈B}
(
t
{nb}
) ∏
b,b′∈B
g
nbnb′/2
bb′
∏
b∈B
Qnbb
[ ∑
a∈Ap+1
Qa
∏
b∈B
gnbab
]n−t
︸ ︷︷ ︸
I
(nunv
n2
)
. (159)
We observe that since everyone plays well with a ∈ Ap+1, we can write the factor
gnbabg
nb¯
ab¯
= g
nb+nb¯
ab = g
tb
ab (160)
where tb = nb + nb¯. Thus, we can bipartition B = D ∪Dc such that if b ∈ D then b¯ ∈ Dc, and write
I =
[ ∑
a∈Ap+1
Qa
∏
b∈B
gnbab
]n−t
=
[ ∑
a∈Ap+1
Qa
∏
b∈D
gtbab
]n−t
(161)
which is a function of {tb} and not {nb}. We also note that since 0 ≤ gab ≤ 1, and 0 ≤ Qa ≤ 1 when
a ∈ Ap+1, we have
0 ≤ I ≤
[∑
a∈Ap+1 Qa
]n−t
= 1 . (162)
Then we can bound (159) by∣∣∣∣suv(t, n)∣∣∣∣ = ∣∣∣∣ ∑{td:d∈D}
(
n
t
)(
t
{td}
)
I({td})
∑
{nd+nd¯=td:d∈D}
[∏
d∈D
(
td
nd, nd¯
)( ∏
b,b′∈B
g
nbnb′/2
bb′
)(∏
b∈B
Qnbb
)
nunv
n2
] ∣∣∣∣
≤
∑
{td:d∈D}
(
n
t
)(
t
{td}
) ∣∣∣∣ ∑{nd+nd¯=td:d∈D}
[∏
d∈D
(
td
nd, nd¯
)( ∏
b,b′∈B
g
nbnb′/2
bb′
)(∏
b∈B
Qnbb
)
nunv
n2
]∣∣∣∣
(163)
where we pulled I out of the sum on nb’s and used the fact that |
∑
k AkBk| ≤
∑
k |Ak||Bk|.
Now we want to calculate an n-independent bound on the RHS of (163). We will use the same strategy
as before that gave us `uv, where we looked at an example where B has 8 elements. Then we have∣∣∣∣suv(t, n)∣∣∣∣ ≤ ∑
t1+t2+t3+t4=t
(
n
t
)(
t
t1, t2, t3, t4
) ∣∣∣∣ ∑{nj+nj¯=tj}
(
t1
n1, n1¯
)
(gn212 g
n2¯
12¯
)t1(gn313 g
n3¯
13¯
)t1(gn414 g
n4¯
14¯
)t1Qn11 Q
n1¯
1¯
×
(
t2
n2, n2¯
)
(gn323 g
n3¯
23¯
)t2(gn424 g
n4¯
24¯
)t2Qn22 Q
n2¯
2¯
×
(
t3
n3, n3¯
)
(gn434 g
n4¯
34¯
)t3Qn33 Q
n3¯
3¯
×
(
t4
n4, n4¯
)
Qn44 Q
n4¯
4¯
×
(nu
n
)(nv
n
)∣∣∣. (164)
Then we obtain from (163) an expression that is similar to (137) obtained from (131), except every Xb is
replaced by Qb.
We can look at the same examples summing over n3 and n3¯ as before. Consider first again the case where
u,v 6= 3, 3¯. We want to bound this sum, along with the relevant factor from the multinomial coefficient
involving t3. By looking at (164), and noting that n!/(n− t)! ≤ nt, the sum over n3 and n3¯ along with the
combinatorial factor gives
nt3
t3!
(
Q3g
t1
13g
t2
23 +Q3¯g
t1
13¯
gt2
23¯
)t3
. (165)
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We will use the following identity, which is a simple consequence of the Mean Value Theorem: For a, b > 0,
we have
|e−b − e−a| ≤ |a− b| . (166)
Then the sum on n3 and n3¯ is bounded by∣∣∣∣nt3t3!
(
Q3g
t1
13g
t2
23 +Q3¯g
t1
13¯
gt2
23¯
)t3∣∣∣∣ = |Q3|t3nt3t3!
∣∣∣∣exp [− 12n (Φ213t1 + Φ223t2)]− exp [− 12n (Φ213¯t1 + Φ223¯t2)]
∣∣∣∣t3
≤ |Q3|
t3nt3
t3!
∣∣∣∣ 12n [(Φ23¯1 − Φ231)t1 + (Φ23¯2 − Φ232)t2]
∣∣∣∣t3
=
1
t3!
|F3|−t3 |K3,1t1 +K3,2t2|t3 (167)
since Qb = Xb/Fb.
We now consider the second example where we sum over n3 and n3¯, but u = 3. Including the factor of
nu/n in the sum, we get an expression just like (149), but with Xb replaced by Qb:
1
n
nt3
t3!
t3Q3g
t1
13g
t2
23
(
Q3g
t1
13g
t2
23 +Q3¯g
t1
13¯
gt2
23¯
)t3−1
. (168)
We can then apply the identity (166) in the example above, and use the fact that 0 < gab ≤ 1 to show that
for general t, this sum over n3 and n3¯ is bounded:∣∣∣∣ 1n nt3t3! t3Q3gt113gt223
(
Q3g
t1
13g
t2
23 +Q3¯g
t1
13¯
gt2
23¯
)t3−1∣∣∣∣ ≤ 1t3! t3|Q3||F3|1−t3 |K3,1t1 +K3,2t2|t3−1. (169)
Now we can combine the two examples above just like before in (154), and use the same trick that got
us `uv in (157) to obtain a bound
|suv(t, n)| ≤ |Qu||Qv|
∑
t1+t2+t3+t4=t−2
|F1|−t1
t1!
0t1 × |F2|
−t2
t2!
|K2,1t1 + K¯2|t2 × |F3|
−t3
t3!
|K3,1t1 +K3,2t2 + K¯3|t3
× |F4|
−t4
t4!
|K4,1t1 +K4,2t2 +K4,3t3 + K¯4|t4 . (170)
Then we can define
buv(t) = |Qu||Qv|
∑
t1+t2+t3+t4=t−2
|F1|−t1
t1!
0t1 × |F2|
−t2
t2!
(|K2,1|t1 + |K¯2|)t2 × |F3|
−t3
t3!
(|K3,1|t1 + |K3,2|t2 + |K¯3|)t3
× |F4|
−t4
t4!
(|K4,1|t1 + |K4,2|t2 + |K4,3|t3 + |K¯4|)t4 (171)
so |suv(t, n)| ≤ buv(t).
We now show (120). Note when summing buv(t) from t = 2 to ∞, we in fact sum over all values of tj
from 0 to ∞. Then
∞∑
t=2
buv(t) = |Qu||Qv|
∞∑
t1,t2,t3,t4=0
|F1|−t1
t1!
0t1 × |F2|
−t2
t2!
(|K2,1|t1 + |K¯2|)t2 × |F3|
−t3
t3!
(|K3,1|t1 + |K3,2|t2 + |K¯3|)t3
× |F4|
−t4
t4!
(|K4,1|t1 + |K4,2|t2 + |K4,3|t3 + |K¯4|)t4 (172)
can be summed explicitly, summing on t4, then t3, then t2, then t1, which shows that the series converges.
And hence (123) is true. Our remaining task is thus to give an iterative procedure for explicitly evaluating∑∞
t=0 `uv(t).
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Iterative procedure to evaluate (158) — Here we show how to evaluate limn→∞ Suv given in (158)
explicitly with an iterative procedure that can be generalized to arbitrarily many tj ’s. To proceed, we first
multiply the summand in (158) by Rt11 R
t2
2 R
t3
3 R
t4
4 R where we initialize R1 = R2 = R3 = R4 = R = 1. This
gives
lim
n→∞Suv = XuXv
∞∑
t1,t2,t3,t4=0
0t1
t1!
(K2,1t1 + K¯2)
t2
t2!
(K3,1t1 +K3,2t2 + K¯3)
t3
t3!
× (K4,1t1 +K4,2t2 +K4,3t3 + K¯4)
t4
t4!
Rt11 R
t2
2 R
t3
3 R
t4
4 R. (173)
Now, summing on t4, we get
lim
n→∞Suv = XuXv
∞∑
t1,t2,t3=0
0t1
t1!
(K2,1t1 + K¯2)
t2
t2!
(K3,1t1 +K3,2t2 + K¯3)
t3
t3!
× eR4K4,1t1eR4K4,2t2eR4K4,3t3eR4K¯4Rt11 Rt22 Rt33 R, (174)
Let
R1 → R1eR4K4,1 , R2 → R2eR4K4,2 , R3 → R3eR4K4,3 , R→ ReR4K¯4 . (175)
With the new R1, R2, R3 and R we have
lim
n→∞Suv = XuXv
∞∑
t1,t2,t3=0
0t1
t1!
(K2,1t1 + K¯2)
t2
t2!
(K3,1t1 +K3,2t2 + K¯3)
t3
t3!
Rt11 R
t2
2 R
t3
3 R. (176)
Now the sum on t3 gives
R1 → R1eR3K3,1 , R2 → R2eR3K3,2 , R3 → R3, R→ ReR3K¯3 . (177)
Then summing over t2 gives
R1 → R1eR2K2,1 , R2 → R2, R3 → R3, R→ ReR2K¯2 . (178)
And finally,
lim
n→∞Suv = XuXv
∞∑
t1=0
0t1
t1!
Rt11 R = XuXvR . (179)
In summary, the iteration for the 4 levels of sum gives
R1 = 1 → R1eR4K4,1 → R1eR3K3,1 → R1eR2K2,1
R2 = 1 → R2eR4K4,2 → R2eR3K3,2 → R2
R3 = 1 → R3eR4K4,3 → R3 → R3
R4 = 1 → R4 → R4 → R4
R = 1 → ReR4K¯4 → ReR3K¯3 → ReR2K¯2
(180)
The final value of R is
R = eR4K¯4eR3K¯3eR2K¯2 (181)
where the values of Rj are given at the end of the iteration.
We now show that the final value of R just given is a product of the factors that separately depend on
u and v. Recall that the definition of K¯j from (155) in terms of u and v is
K¯j = Kj,u +Kj,v . (182)
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Now let
Yu = exp
[∑|B|/2
j=1 RjKj,u
]
, (183)
we see that
R = YuYv. (184)
And thus for u,v 6∈ Ap+1,
lim
n→∞Suv =
∞∑
t=0
`uv(t) = XuXvYuYv = WuWv, where Wu = XuYu (185)
as we claimed in (108) of Lemma 2. However, what we have shown so far is only true when u,v 6∈ Ap+1. To
tie it up, we now consider the other case.
Case 2: Now suppose at least one of u,v is in Ap+1. If u is in Ap+1, then u = (u1, u2, . . . , up, up, . . . , u2, u1),
where u−r = ur for 1 ≤ r ≤ p. It follows that u∗r = u∗−r. Thus from (105), we see that if u ∈ Ap+1, then
v must not be. So we need only consider the case where u ∈ Ap+1 and v ∈ A \ Ap+1. Look at (117) and
consider the Qa’s with a ∈ Ap+1 as variables, whose values are not yet specified by (75). Then we can
replace nu/n by
nu
n
←→ Qu
n
d
dQu
(186)
in (117). Differentiating (124) with respect to Qu and then multiplying by Qu/n gives
Qu
n
(n− t)
∏
b∈B
gnbub
 ∑
a∈Ap+1
Qa
∏
b∈B
gnbab
n−t−1 . (187)
For t ≤ T with T fixed and n large, this is
QuI ×
(
1 +O(1/n)
)
= Qu
∏
b∈B
Fnbb ×
(
1 +O(1/n)
)
. (188)
So the net effect of having nu/n with u ∈ Ap+1 is to have a factor of Qu instead of Xu in `uv. Observe
that for any u ∈ Ap+1, if we look at the definition of Fu in (128), we have Fu = 1 since Φua = 0 for any
u,a ∈ Ap+1. Furthermore, for u ∈ Ap+1, with whom everyone plays well by Lemma 1, we have Kj,u = 0
so Yu = 1 from the definition in (183). Thus the factor of Qu can also be written as Wu = QuFuYu, for
consistency of notation with (185) where u can now be any element of A.
Hence, in general, for any u,v ∈ A, where u 6= v, v¯, and at most one of u,v is in Ap+1, we have
lim
n→∞Suv =
∞∑
t=0
`uv(t) = WuWv (189)
as desired in (108) in Lemma 2.
Proof of Lemma 2 – Second Moment — We need to evaluate Suvxy defined in (107) and show that
in the limit as n → ∞ it is WuWvWxWy as in (109). Recall that in the first moment calculation of Suv,
we only had to consider cases where u 6= v, v¯, and we obtained the WuWv result. Now for the present
calculation, if u,v,x and y are all distinct, the first moment argument carries through, and we immediately
get WuWvWxWy. Looking at (105), we need not consider u = v or x = y when evaluating Suvxy. Suppose
u = x. Then neither v nor y can be x, so we need only consider the case of n2unvny with u,v,y distinct,
and the case of n2un
2
v with u 6= v. In either case we need to consider (nu/n)2 as a factor in (107). Let’s
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again look at the example where u,v,x,y are in B, and B has 8 elements as above. Then for t ≤ T with T
fixed and n large, the relevant term in Suvxy is
suvxy(t, n) =
∑
t1+t2+t3+t4=t
∑
nj+nj¯=tj
(
n
t
)(
t
t1, t2, t3, t4
)
×
(
t1
n1, n1¯
)
(gn212 g
n2¯
12¯
)t1(gn313 g
n3¯
13¯
)t1(gn414 g
n4¯
14¯
)t1Xn11 X
n1¯
1¯
×
(
t2
n2, n2¯
)
(gn323 g
n3¯
23¯
)t2(gn424 g
n4¯
24¯
)t2Xn22 X
n2¯
2¯
×
(
t3
n3, n3¯
)
(gn434 g
n4¯
34¯
)t3Xn33 X
n3¯
3¯
×
(
t4
n4, n4¯
)
Xn44 X
n4¯
4¯
×
(nu
n
)(nv
n
)(nx
n
)(ny
n
)(
1 +O
( 1
n
))
. (190)
We can use the identity∑
nj+nj¯=tj
n2j
(
tj
njnj¯
)
D
nj
j D
nj¯
j¯
= tjDj(Dj +Dj¯)
tj−1 + tj(tj − 1)D2j (Dj +Dj¯)tj−2 . (191)
Let us apply this to say the sum over n3 and n3¯ in (190) with u = x = 3, and we get
1
n
1
t3!
t3X3g
t1
13g
t2
23(K3,1t1 +K3,2t2)
t3−1 +
1
t3!
t3(t3 − 1)X23 (gt113gt223)2(K3,1t1 +K3,2t2)t3−2. (192)
Note the first term gets factors of n as nt3(1/n)t3−1(1/n2) = 1/n, whereas the second term gets factors of n
as nt3(1/n)t3−2(1/n2) = 1. Keeping in mind that gt113g
t2
23 = 1 +O(1/n), to leading order in 1/n, we have
1
t3!
t3(t3 − 1)X23 (K3,1t1 +K3,2t2)t3−2. (193)
Let t′3 = t3 − 2, and we get
1
t′3!
X23 (K3,1t1 +K3,2t2)
t′3 (194)
and we set t3 = t
′
3 +2 in all other places that t3 appears. The evaluation of the sum proceeds similarly as the
case of Suv, except now (155) is replaced by K¯j = Kj,u +Kj,v +Kj,x +Kj,y. When u = x, we have 2Kj,u
appearing in K¯j . This effectively sends Yu to Y
2
u , and along with X
2
u we get for the n
2
unvny case W
2
uWvWy
as claimed. The same argument can be worked out for the n2un
2
v case, in which case we get W
2
uW
2
v .
6.3 Examples for p = 1 and p = 2
Let us see how our formalism works to produce explicit formulas for limn→∞ EJ [〈γ,β|C/n|γ,β〉] by looking
at how they apply at p = 1 and p = 2.
For p = 1, the set of configurations A contains just 4 elements as discussed in Section 4. Then, A1 =
{+−,−+}, and A2 = Ap+1 = {++,−−}. It is easy to check all elements of A play well with each other, so
Kb,c = 0 for all b, c ∈ A, and Yu = 1 for all u ∈ A. Then
W++ = X++ = Q++F++ = Q++ = cos
2 β1,
W−− = X−− = Q−−F−− = Q−− = sin2 β1,
W+− = X+− = Q+−F+− = −i sinβ1 cosβ1e−2γ21 ,
W−+ = X−+ = Q−+F−+ = i sinβ1 cosβ1e−2γ
2
1 . (195)
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Furthermore, note that a∗ = a when p = 1. So combining (102), (105), and (108), we have
lim
n→∞E[〈γ,β|C/n|γ,β〉] =
i
2
γ1
[∑
u∈A
(u1 + u−1)Wu
][∑
v∈A
(v1 − v−1)Wv
]
=
i
2
γ1(2W++ − 2W−−)(2W+− − 2W−+)
= γ1e
−2γ21 sin 4β1 (196)
as we have already shown in Section 4.
Now, let us consider the example of p = 2, where the set of configurations A has 16 elements. We first
list Wu for u ∈ Ap+1 = {+ + ++,+−−+,−+ +−,−−−−}, which are
W++++ = Q++++ = cos
2 β1 cos
2 β2,
W+−−+ = Q+−−+ = cos2 β1 sin2 β2,
W−++− = Q−++− = sin2 β1 cos2 β2,
W−−−− = Q−−−− = sin2 β1 sin2 β2. (197)
Now, we need to compute Wu for the remaining 12 elements, which constitute the set B = A \ Ap+1. We
first bipartition B = D ∪Dc such that if b ∈ D then b¯ ∈ Dc. We also assign indices to configurations of D
so that if two configurations have indices j ≤ k then j plays well with k. For concreteness, we can choose
the convention where all configurations of D are chosen so that their first p elements have even parity (i.e.,
b1b2 · · · bp = 1). Then for p = 2, we have
D = {1 = + +−−, 2 = −−++, 3 = + +−+,
4 = −−+−, 5 = + + +−, 6 = −−−+}. (198)
Note that 1, 2, 3, 4 are in A1, whereas 5 and 6 are in A2. Now we need to consider elements of D that don’t
play well with others. After some inspection, the only cases we need to worry about are that 5 and 6 do not
play well with 1 and 2. Then the only non-zero Kj,i are
K5,1 = −K5,2 = 4iγ1γ2e−2γ21 sin 2β1 cos2 β2,
K6,1 = −K6,2 = 4iγ1γ2e−2γ21 sin 2β1 sin2 β2. (199)
Now we need to perform the iterative procedure to calculate Yu as in (180). We initialize R1 = R2 = R3 =
R4 = R5 = R6 = 1, and note that the only non-trivial operations in the iteration are
R1 → R1eR6K6,1 → R1eR5K5,1 =⇒ R1 = eK6,1+K5,1 ,
R2 → R2eR6K6,2 → R2eR5K5,2 =⇒ R2 = eK6,2+K5,2 . (200)
For the rest, we still have R3 = R4 = R5 = R6 = 1 at the end of the iteration. Then the non-trivial Yu are
Y1 = exp
[∑
j RjKj,1
]
= eR6K6,1+R5K5,1 = eK6,1+K5,1 = eiΛ,
Y2 = exp
[∑
j RjKk,2
]
= eR6K6,2+R5K5,2 = eK6,2+K5,2 = e−iΛ, (201)
where we defined
Λ = 4γ1γ2 sin 2β1 exp(−2γ21). (202)
25
6 General p 6.4 Implementation for general p
Then
W1 = X1Y1 = −1
4
e−2γ
2
2+iΛ sin 2β1 sin 2β2,
W2 = X2Y2 = −1
4
e−2γ
2
2−iΛ sin 2β1 sin 2β2,
W3 = X3 = − i
2
e−2(γ
2
1+γ
2
2)−Ω cos2 β1 sin 2β2,
W4 = X4 =
i
2
e−2(γ
2
1+γ
2
2)+Ω sin2 β1 sin 2β2,
W5 = X5 = − i
2
e−2γ
2
1 sin 2β1 cos
2 β2,
W6 = X6 =
i
2
e−2γ
2
1 sin 2β1 sin
2 β2, (203)
where we have denoted
Ω = 4γ1γ2 cos 2β1. (204)
Note that Wu for the other elements u ∈ Dc are given via Wu¯ = −Wu. Thus, for p = 2, we have
lim
n→∞E[〈γ,β|C/n|γ,β〉] =
i
2
2∑
r=1
γr
[∑
u∈A
(u∗r + u
∗
−r)Wu
][∑
v∈A
(v∗r − v∗−r)Wv
]
= [γ1Γ1(γ,β) + γ2Γ2(γ,β)] exp
[−2(γ21 + γ22)], (205)
where
Γ1(γ,β) = 2
(
e2γ
2
2 sin 2β1 cos 2β2 + sin 2β2(cos 2β1 cosh Ω− sinh Ω)
)
×
(
cos 2β1 cos 2β2 − e−2γ22 sin 2β1 sin 2β2 cos Λ
)
, (206)
Γ2(γ,β) =
(
cosh Ω + e2γ
2
1 sin 2β1 sin Λ− cos 2β1 sinh Ω
)
sin 4β2. (207)
6.4 Implementation for general p
Our main result is a method to evaluate
Vp(γ,β) = lim
n→∞EJ [〈γ,β|C/n|γ,β〉] =
i
2
p∑
r=1
γr
[∑
u∈A
(u∗r + u
∗
−r)Wu
][∑
v∈A
(v∗r − v∗−r)Wv
]
. (208)
We now give self-contained instructions on how to evaluate this expression. We define
A = {(a1, . . . , ap, a−p, . . . , a−1) : a±j = +1,−1} (209)
as the set of all configurations. We partition into A = A1 ∪ · · · ∪Ap ∪Ap+1, where
A` = {a : a−p+k−1 = ap−k+1 for 1 ≤ k < `, and a−p+`−1 = −ap−`+1} for 1 ≤ ` ≤ p, (210)
and
Ap+1 = {a : a−p+k−1 = ap−k+1 for 1 ≤ k ≤ p} . (211)
The ∗ operation transforms configuration a into a∗ given by
a∗r = arar+1 · · · ap and a∗−r = a−ra−r−1 · · · a−p for 1 ≤ r ≤ p . (212)
We need
Qa =
p∏
j=1
(cosβj)
[θ(aj)+θ(a−j)](sinβj)
[θ(−aj)+θ(−a−j)](i)[θ(−aj)−θ(−a−j)] (213)
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where θ(b) = (1 + b)/2. We also need
Φa =
p∑
r=1
γr(a
∗
r − a∗−r), Fb = exp
[
−∑a∈Ap+1 QaΦ2ab], (214)
Xb = QbFb, Kb,c =
1
2
Xb(Φ
2
b¯c − Φ2bc) (215)
where the a¯ operation takes configuration a ∈ A` to a¯ ∈ A` for 1 ≤ ` ≤ p via
a¯±r =
{
a±r, r 6= p− `+ 1
−a±r r = p− `+ 1
. (216)
The contexts of these definitions are given at (75), (77), (78), (87), (128), (132), and (143).
The remaining task is to obtain Wu. Our strategy is to bipartition B = A \Ap+1 into two sets D ∪Dc,
such that if b ∈ D then b¯ ∈ Dc. Note |D| = |B|/2 = (22p−2p)/2. For concreteness, we can use the convention
where all configurations of D are chosen so that their first p elements have even parity. Furthermore, for
each element b ∈ D we assign an index j(b), such that if j(b) ≤ j(b′) then Φ2
b¯b′ = Φ
2
bb′ (and we say “b plays
well with b′” as in Definition 1). With this index assignment, we have Ki,j = 0 for i < j. The iterative
procedure to compute Wu is
Procedure for computing {Wu : u ∈ A}
1: Allocate memory for an array R ∈ C|D| where all entries are initialized to 1.
2: for s = |D|, |D| − 1. . . . , 3, 2 do
3: Update Rj := Rj exp(RsKs,j) for every 1 ≤ j ≤ |D|
4: end for
5: Compute Yu = exp[
∑
j RjKj,u] for all u ∈ D.
6: Return an array of Wu = XuYu, making use of the fact that Wu = Xu when u ∈ Ap+1, and Wu¯ = −Wu
when u ∈ A \Ap+1.
Once we have all the Wu’s computed we can plug into (208) and get Vp. The memory complexity of the
above procedure is at most O(4p) for storing the vector R of dimension |D| = (4p − 2p)/2. Computing all
Wu requires performing line 3 of the procedure at most |D|2 = O(16p) times, but it can be sped up via
parallelization. Once we have an array of Wu in memory, computing Vp takes at most O(4
p) extra time as
we simply add up Wu for some subsets of A and multiply the results. The time complexity for computing
Vp is thus at most O(16
p).
7 Results from optimization
Here, we give our results optimizing
Vp(γ,β) = lim
n→∞E[〈γ,β|C/n|γ,β〉], (217)
with respect to the QAOA parameters (γ,β). For given p, we denote the optimal value as
V¯p = min
γ,β
Vp(γ,β). (218)
Using a laptop to calculate Vp(γ,β) to floating point precision, and applying known heuristics for optimizing
QAOA parameters [10], we are able to find good parameters up to p = 8.
In Figure 1(a), we plot the values of the energy in the infinite size limit, Vp(γ,β), at the parameters
we have found. These serve as upper bounds on the value of V¯p, since we are not always certain that the
parameters we found are the best possible. It is shown to decrease steadily as p increases, but it is unclear
where or how fast it will asymptote. The known minimum energy (11) of the Parisi ansatz is shown as a
dashed line.
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To confirm that our infinite size limit calculation gives reasonable predictions in the finite size case, we
simulate the QAOA on 60 randomly tossed instances of the SK model with n = 26 spins and Jjk drawn
from the standard normal distribution. In Figure 1(b), we plot the expectation value of the energy 〈C/n〉
for these instances, at the same optimized QAOA parameters used for the infinite size limit. It appears to
give good agreement with the values in Figure 1(a), up to O(1/n) finite size effects.
We have found that the optimal QAOA parameters for the SK model in the infinite size limit appear to
have a pattern, similar to what was found in [10, 11]. As an example, we plot the optimal parameters for
p = 5 in Figure 2. The full list of parameters and V¯p we found for 1 ≤ p ≤ 8 are also given in Table 1. As we
progress through the QAOA circuit, the optimal parameter γi appears to increase monotonically, and the
parameter −βi appears to decrease monotonically.
8 Discussion
The QAOA is a general purpose quantum optimizer whose computational power has not been fully explored.
Early applications were to problems such as MaxCut on bounded degree graphs. Here it is known that for
fixed depth p, as the graph size increases there can be upper bounds on how well the algorithm can perform.
For example, for MaxCut on 3-regular bipartite graphs (i.e., completely satisfiable) with o(n) subgraphs that
are triangles, squares or pentagons, the achieved approximation ratio at p = 2 is 0.7559 [1]. (Poor reader,
don’t think this has anything to do with the Parisi constant of 0.763. . . in (11).) For fixed degree graphs we
need p to increase at least logarithmically so that each edge sees the whole graph. What we mean by “sees”
is this: Consider a cost function that is a sum of local terms described in terms of a graph problem. Pick
one term say Cα corresponding to clause α. Then in evaluating (7) we look at
U†(C, γ1) · · ·U†(B, βp)CαU(B, βp) · · ·U(C, γ1) (219)
as in (6). The locality of this operator is found by taking each qubit in Cα and moving out a distance p on
the instance graph to see which other qubits are involved. If p does not grow with n, then for large n, not all
qubits are “seen” by the clause. Without seeing the whole graph the algorithm can not detect contradictions
from say large loops. Therefore, to have hope of success on bounded degree graphs, we need p to grow at
least as a big enough constant times log(n). For near term quantum computers with even 1000 qubits, this
is easily achievable since for say 3-regular graphs at p = 8, each clause is guaranteed to see the whole graph.
For problems on graphs whose degree grows with the number of bits, the previous arguments do not
apply. For the Sherrington-Kirkpatrick model, the associated graph is the complete graph. Therefore, each
clause sees all the qubits at p = 1, and sees all the qubits as well as all the edges at p = 2. Hence, one may
imagine that for large fixed p, that in the large n limit, the QAOA will perform well. We have explored this
prospect in this work by obtaining a formula for the expected value of the cost function for an arbitrary
QAOA state in the limit as n → ∞. The complexity of our formula grows as O(16p), so without too much
trouble we could optimize up to p = 8, and our results are shown in Figure 1. It is not possible from the
Figure or the data to know if for large p the performance asymptotes to the Parisi value (11) or something
above it. At p = 4, we have crossed the energy at the phase transition which is −0.5n. Nevertheless, as
we discussed in Section 3, the recent classical algorithm by Montanari [9] can find a string whose energy is
between (1− ) and 1 times the lowest energy, so we can only hope to match this with the QAOA. We can
apply our techniques to other problems where we average over instances. We also imagine the possibility of
extending the techniques to p growing with n.
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Figure 1: (a) Our upper bounds on V¯p = minγ,β Vp(γ,β) as a function of p. These are based on optimizing
Vp(γ,β) = limn→∞ EJ [〈C/n〉], using heuristics from [10]. The values of V¯p and the parameters are given
in Table 1. (b) The expectation value of C/n for 60 randomly tossed instances of 26-spin Sherrington-
Kirkpatrick model with Jjk drawn from the standard normal distribution. The spread in values over the
instances is a finite n effect, since our concentration results show that the variance over instances goes to 0
as n→∞. The p= 1 predicted average at n = 26 from (39), which evaluates to −0.297263, is also plotted.
1 2 3 4 5
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Figure 2: The optimal parameters found for p = 5. We believe these to be globally optimal, based on the
fact they appear repeatedly as the best local minimum when optimizing from 1000 starting points uniformly
randomly drawn from the range γi ∈ [−2, 2] and βi ∈ [−pi/4, pi/4].
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p V¯p optimized γ optimized −β
1
−1/√4e =
1/2 pi/8
−0.303265
2 −0.407545 0.381743, 0.665499 0.495968, 0.269043
3 −0.472619 0.329688, 0.568791, 0.640594 0.549976, 0.367517, 0.210879
4 −0.515679 0.294949, 0.514373, 0.558558, 0.642872 0.570994, 0.417565, 0.302778, 0.172894
5 −0.547646 0.270515, 0.480353, 0.507386 0.589913, 0.449204, 0.355928
0.564639, 0.639658 0.264285, 0.148568
6 −0.572137† 0.252826, 0.453091, 0.474952 0.600405, 0.467040, 0.388039
0.514601, 0.565009, 0.639218 0.317584, 0.232471, 0.129061
0.238268, 0.432688, 0.451587, 0.608465, 0.480954, 0.409021,
7 −0.591481† 0.482956, 0.514743, 0.353450, 0.285714,
0.568575, 0.639323 0.208033, 0.114564
0.226819, 0.416252, 0.433320, 0.615182, 0.490603, 0.424400,
8 −0.607266† 0.460813, 0.481643, 0.517999, 0.377877, 0.322304, 0.260570,
0.571868, 0.639604 0.188428, 0.102989
Table 1: Our calculated values of V¯p = minγ,β limn→∞ E[〈C/n〉] and optimized QAOA parameters (γ,β).
These parameters, presented in the order of γ1, γ2, . . ., etc., are optimized using heuristics from [10]. They
are confirmed to be globally optimal up to p = 5 by running optimization from 1000 random starts and
seeing the same values repeat. The remaining values (†) should be interpreted as upper bounds on V¯p, since
we have not exhaustively searched the parameter space at this point.
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