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Pulsar, PIC and Pigeon
Rui Hu
The dissertation presents the computational technique Particle-In-Cell, or PIC for short,
and its applications in studying the magnetospheres of neutron stars, modeled as conducting
rotators with strong magnetic fields. Pigeon, an open-source PIC simulator written by the
author in modern C++, is anatomically examined as an instrument to illustrate the principles,
algorithms and engineering difficulties of the PIC technique. Two types of rotators are studied
using Pigeon. The monopolar rotator, which has an exact solution in the force free limit, serves
as a tester for the code, as well as an example of the PIC’s capability. The main application of
Pigeon is on the ab initio simulation of an (axisymmetric) dipolar rotator with self-consistent
gamma ray photon emission and pair creation, the study of which could reveal valuable
information of the mechanism of the pulsars. Thanks to the performance boost brought by
Pigeon’s dynamic load balancing functionality, we are able to perform the simulation with a
4096x4096 high resolution grid. The high resolution is critical in obtaining a Lorentz factor of
10000 of the polar cap potential drop, which in turn enables good separations of energy levels
and hence makes the simulation closer to representing the real-life pulsars. With the high
resolution, we are also able to study the Y point more closely, where we find that the angular
momentum conservation dictates the process of magnetic flux surface crossing that is
responsible for the release of electromagnetic energies into the plasma.
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Observationally, pulsars are astronomical objects that emit pulsating radiation signals with
a remarkably stable period. The radiation was found originally in the radio band, with a later
expansion to the gamma rays in the band of 100MeV - 30GeV. The periods of pulsars are largely
divided into two groups, the regular group with perioids of order 1 second, and the millisecond
group with perioids of order 10 milliseconds or less. For example, the Crab pulsar has frequency
33Hz, the Vela pulsar 11Hz. The fastest millisecond pulsar has a frequency 716Hz. Like all other
astrophysical phenomena, the ultimate goal of pulsar studies is to reveal the pulsar’s nature and
explain the associated observations.
Fortunately, the nature of a pulsar was soon demystified after the discovery of the first pulsar.
It is a neutron star with a dipolar magnetic field , rotating at the observed period. In fact, this
model of a rotating neutron star was put forward before the discovery, and its validity was fur-
ther confirmed by subsequent discoveries of pulsars. As a theoretical model, the neutron star is
considered a dipole magnetic moment µ whose polar axis makes an angle j with the rotational
axis 
. In the radiation zone approximation of the classical electrodynamics, a rotating dipole









Since this is at the expense of the rotational energy of the neutron star, this energy loss rate is
called the spindown power, denoted as !sd. The factor in front of sin2 j sets the scale of the
spindown power when parameters of ` and Ω are known. Observationally by measuring the



















where  = "'2★ is the rotational inertia of the neutron star. Equating this to the characteristic






















where " = 2 × 1033g is the solar mass. That is, the neutron star possesses a magnetic field
beyond the realization in a terrestrial laborotory. Fields of this scale can easily accelerate particles
to relativistic energies. Some pulsars (Morris et al., 2002; McLaughlin et al., 2003) have a magnetic
field strength close to or even exceeding the Schwinger limit in quantum electrodynamics (QED),
which can be obtained by equating the Landau level energy in a critical magnetic field with










≈ 4.4 × 1013 G. (0.4)
Therefore, QED effects potentially can play a role in such systems, although they are not included
in this dissertation.
0.1 Model One: The Vacuum Dipole
What’s discussed above comprises the first pulsar model, the vacuum dipole, i.e. a rotating
dipole surrounded by vacuum (Pacini, 1967, 1968; Ostriker and Gunn, 1969). Soon after its propo-
sition, however, the vacuum dipole was called into question. Besides being a magnetic dipole, a
neutron star is also a perfect conductor that can supply free electrons and ions near its surface.
Although the gravity of the neutron star acts as a bounding force, charges can still be lifted off
the surface by the electric field induced through the following mechanism. We content ourselves
2
with an aligned rotator, i.e. µ ‖ 
, in which case the dipole magnetic field can be expressed in
spherical coordinates as





(2 cos\, sin\, 0) , (0.5)
where ★ B `/'3★ is the magnetic field strength at the equator of the star. As the star is rotating
with 
 = Ωẑ, the free charges experience a nonzero v×B Lorentz force, which must be balanced




×B = 0. (0.6)
This corrotation electric field can also be obtained by imposing the MHD condition which will
be discussed shortly in § 0.2. Obviously Eq. (0.6) only holds in the interior of the star, but it can
be used as the boundary condition to solve for the electric field in the vacuum, which gives a
quadrupole configuration








1 − 3 cos2 \,−2 sin\, 0
)
. (0.7)
It is this A that, combined with the enormous ★ found in Eq. (0.3), can easily overcome the
gravity as well as the work function of the surface to lift charges.1
In summary, a pulsar can bemodeled as a rotating dipolemagnetic momentwhich can provide
free electrons and ions as needed by its surrounding environment which is otherwise vacuum.
The surrounding environment is called the magnetosphere. Inclusion of the charged particles,
or plasma, is a game changer, in that the charges extracted from the star form electric currents
that can and will modify the electromagnetic field configuration, which in turn affects the charge
extraction itself. The whole system evolves in a dynamical and highly nonlinear manner, towards
an equilibrium state that naturally produces radio and gamma ray emissions that agree with the
1There are models proposing that the work function of ions is too huge to be overcome (M. Ruderman, 1971; M.
Ruderman, 1975). Such models are not considered in the dissertation, as later calculations show otherwise (Jones,
1986; Medin and Lai, 2007).
3
observations. Unfortunately, the seek of this equilibrium state turns out surprisingly difficult.
After more than 5 decades since the discovery of pulsars, people are still debating themechanisms
of the observed emissions.
As a simplest example of the game changing role of plasma, an aligned rotator can produce
nonzero spindown power when the magnetosphere has access to the free charges, as opposed
to the vacuum dipole which loses no energy when setting j = 0 in Eq. (0.1). Exactly how this
happens will be discussed in relevant chapters. In fact, aligned rotators are an appealing object to
study, both analytically and numerically, due to the existence of axisymmetry. Despite the lack
of pulsating effect in its radiation field, aligned rotators do exhibit crucial features that also exist
in an inclined rotator. This dissertation is restricted to the case of aligned rotators.
0.2 Conducting Magnetized and Plasma
Now that the plasma is able to occupy the magnetosphere, howwill they behave, especially in
the presence of the enormous magnetic field of the neutron star? We introduce a few important
approximations for understanding this behavior.
The first approximation is that the plasma has practically infinite conductivity in the rest
frame of a fluid element. The Ohm’s law J ′ = fE′, together with the requirement of a finite J ′,
requires that the electric field in the rest frame E′ = 0 in the limit f → ∞. This is known as the
ideal MHD condition. Using the Lorentz transformation for E′, one has
E′ = W (E + β ×B) − W
2
W + 1β(β ·E) = 0, (0.8)
where 2β is the velocity of the plasma in the lab frame, and W = (1− V2)−1/2 is the Lorentz factor.
Dotting both sides with β gives β ·E = 0, from which it follows
E + β ×B = 0. (0.9)
In particular, setting 2β = 
 × r recovers Eq. (0.6) in the last section. Eq. (0.9) also implies
4
that E · B = 0, which makes sense because any electric field along the magentic field will be
immediately screened by the surrounding plasma with high conductivity.




= −2∇ ×E = ∇ × (2β ×B) . (0.10)
One can show that ( see, e.g., Choudhuri, 1998, for details ) , if (C) is a closed path each point of






B(C) · 3S = 0, where m( (C) =  (C). (0.11)
This result is known as the Alfven’s theorem of flux freezing, or simply flux-frozen theorem. It
vividly depicts the picture that magnetic fluxes are frozen into the plasma and dragged by it as it
moves about.
So howwill the plasma move? We restrict our discussion to the regime of magnetized plasma.
Bymagnetized, wemean that the gyration radius of the plasma particles in a strongmagnetic field
is small compared to the scale _ on which the magnetic field changes considerably. Figuratively,
if there is one magnetic field line threading an area of _2, the the particles will only be able to slide
along the field line but otherwise tied to the it, the so-called “bead-on-a-wire” picture. When the
magnetic field is joined by an electric field, given by Eq. (0.9), the behavior can be understood as
follows. The most general statement for arbitraryE andB fields is that there is always a Lorentz
boost into a frame in which E′ ‖ B′. This boost can be worked out to be
βD B
E ×B
′2 + 2 . (0.12)
Since Eq. (0.9) implies that E ·B = 0 and |E | < |B |, by the Lorentz invariant quantities E ·B
and 2 − 2, one can deduce that E′ = 0. That is in the primed frame, only magnetic fields exist
5
that, if strong, will trap the magnetized plasma at its location. From the perspective of a lab frame





This behavior is known as the  ×  drift, which is quite effective in describing trajectories of
highly magnetized plasma.
With this knowledge, let’s move onto plasmamodels with a rotating dipole. Again, we restrict
ourselves to axisymmetry.
0.3 Model Two: Electrosphere
Although not historically the immediate successor of the vacuum dipole model, the electro-
sphere model is the second simplest, which is obtained by allowing the A of quadrupole electric
field (Eq. (1.2)) of the vacuum dipole to lift up charges off the star until A is screened. We repeat









1 − 3 cos2 \
)
.









which means electrons will be lifted there, while the rest of the surface has positive A so ions
will be lifted. The final outcome is famously known as the dome-torus structure. A Particle-
in-Cell realization is shown in Fig. 0.1. Various groups obtained similar results using iterative or
PIC methods (Krause-Polstorff and Michel, 1985a,b; Shibata, 1989; Neukirch, 1993; Thielheim and
Wolfsteller, 1994; Smith et al., 2001; Pétri et al., 2002; Spitkovsky and Arons, 2002; McDonald and
Shearer, 2008; Wada and Shibata, 2011; A. Philippov and Spitkovsky, 2014; Cerutti, A. Philippov,
et al., 2015 ). The most important feature is that electrospheres don’t form outflow winds, and
6
Figure 0.1: Time averaged charge density and the component of the electric field E parallel to
the magnetic field B of an electrosphere.
hence is not a candidate to explaining the pulsar activities. In fact, electrospheres are considered
a dead pulsar.
Rotating dipole combined with plasma lifted from the star fails too. What’s next?
0.4 Gamma Rays and Pair Production
Let’s put aside rescuing electrosphere for amoment, and instead step back to the observational
fact that pulsars emit gamma rays (Kanbach, 2002; Abdo, Ackermann, et al., 2010; Abdo, Ajello, et
al., 2013). The mechanism was soon revealed: through the curvature radiation (Sturrock, 1971).
We’ve seen that highly magnetized plasma practically trace the geometry of a magnetic field
line. When the field line is curved, such as in the case of a dipole field, particles are undergoing
instantaneous circular motion and hence subject to radiation with characteristic frequency
l2 B W
32/'2, (0.15)
where W  1 is the particle’s Lorentz factor and '2 is the radius of curvature. It is shown (see
Lyubarsky, 1995 and the references therein) that with typical parameters of pulsars, l2 can reach
7
that of gamma rays.
Gamma ray photons are also capable of producing 4− − 4+ pairs, through the channel of two-
photon collision
W + W  4+ + 4−, (0.16)
in which one photon is from gamma rays and the other typically is from lower radiations such as
X rays. In addition, it is pointed out ( Erber, 1966; Sturrock, 1971; M. A. Ruderman and Sutherland,
1975; Arons, 1983; Baring and Harding, 2001; Harding and Lai, 2006 ) that in the strong magnetic
field of neutron stars, it is possible that a gamma ray photon might collide with the magnetic field
and self produces a pair, a process called single-photon pair production,
W +B 4+ + 4−. (0.17)
As this process has relatively short mean free path when the magnetic field is strong, it is con-
sidered the preferred channel to create pairs in the vicinity of the neutron star. Either way, pair
production provides another source of free charges other than the star itself.
One photon pair production is considered active at regions with unscreened parallel (to the
magnetic field) electric fields ‖ that is strong enough to accelerate plasma to ultra-relativistic en-
ergies, which in turn emit gamma ray photons according to the curvature radiation in Eq. (0.15),
which then produce pairs through the one-photon process, which thus screens the ‖ and hence
shuts off the entire accelerating mechanism, after which the system relapses to the previous
charge starved state and the whole cycle resets. This mechanism of intermittent, self-regulated
cycles of gamma ray emission and pair production is known as the gap model, where “gap” refers
to sites with unscreened ‖ . Depending on the location, there are polar cap gaps (Sturrock, 1971;
M. A. Ruderman and Sutherland, 1975), slot gaps (Arons, 1983; Muslimov and Harding, 2004),
outer gaps (K. S. Cheng et al., 1986a). The gap model is favored as an explanation for the radio
emission, as the alternation between charge starvation and screening of accelerating ‖ is non-
stationary in nature and can give rise to particle bunching and be accompanied by emission of
8
electromagnetic waves (M. A. Ruderman and Sutherland, 1975; A. Philippov, A. Timokhin, et al.,
2020).
In summary, in pulsar magnetospheres, gamma ray emission and its pair production are likely
to happen. In fact, they are exactly the missing ingredient in activating the electrosphere.
0.5 The Force Free Condition
The assumption of the so-called force free electrodynamics is that the system’s energy mo-
mentum tensor) `a , composed of the field part) `aEM and the matter part)
`a











In the above `, a are spacetime indices. The conservation of) `a , ∇`) `a ≡ 0, becomes ∇`) `aEM ≡ 0.
But classical electrodynamics says that ∇`) `aEM = −
`a` = (E · J , 2dE + J ×B), it follows that
the assumption in Eq. (0.18) gives
dE + J ×B
2
≡ 0. (0.19)
As the LHS of Eq. (0.19) is nothing but the force expericenced by a fluid element volume, the
assumption Eq. (0.18) is known as the force free condition.
The force free condition automatically gives E · J = 0 and E · B = 0, the latter of which
in the pulsar’s nomenclature just means being gap free. As pairs are possible, one can imagine a
situation in which pairs screen all ‖ , or gaps, leaving the entire magnetosphere E ·B = 0 and
hence making it valid to apply the force free technique.
0.6 Model Three: Time-independent, Axisymetric Force Free Equations
0.6.1 Stationary, Axisymetric Electrodynamics
Let φ̂ be the azimuthal direction. We consider the steady states of systemswith aixissymmety,
or mC = mq = 0. We can divide the dimensions into toroidal and poloidal ones. We have ®∇ = ®∇? .
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Let 5 be a magnetic flux function that satisfies
B · ®∇5 = 0. (0.20)
That is, 5 labels the magnetic flux surface. In the axisymmetric cases, the flux function can be
chosen to be
















where A, \ are spherical coordinates, and ( (A, \ ) is any surface bound by b closed contour with














mA (A 2A ) sin\ ′3\ ′
)
r̂ + (2cAA sin\ ) θ̂.
The first term can be simplified by noting that










sin\mA (A 2A ) = −A m\ (sin\\ ).
Therefore the integral can be evaluated
∫ \
0
mA (A 2A ) sin\ ′3\ ′ = −A
∫ \
0
m\ (sin\ ′\ )3\ ′
= −A\ sin\ .
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It follows that
B · ®∇5 = 2cA (−A\ + \A ) sin\ = 0.
















Inserting the expression of A into Eq. (0.21) yields a relation between the flux function 5 and the
azimuthal component of the vector potential q





m\ 5 , \ = −
1
A sin\
mA 5 . (0.24)
That is, the flux function fully determines the poloidal magnetic field, which is an important
result of the stationary axisymmetric electrodynamics.
In the steady state, E = −®∇Φ, where Φ is the electrostatic potential. Using the assumption
that E ·B ≡ 0,
B ·E = −B · ®∇Φ ≡ 0. (0.25)
That is, the electrostatic potential Φ is constant on a magnetic flux surface, so it must depend
only on 5 ,
Φ = Φ(5 ). (0.26)






can be shown to satisfy
S · ®∇5 = 2
4c























This means that the Poynting flux flows entirely alongmagnetic flux surfaces. The same behavior
also exists for another quantity, the azimuthal angular momentum, which has the following form
of conservation law corresponding to the axisymmetry mq = 0, (see Appendix B for derivation)
mC!I + ®∇ ·  = −(ẑ × r) ·
(









 B (ẑ × r) · ←→" , (0.31)
where
←→














!I is the angular momentum density, and therefore  can be interpreted as its flux vector. Using
the identity that for a vector a, (ẑ ×r) ·a ∝ 0q , and the fact that q = 0 if mC = 0, it can be shown
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that
 · ®∇5 = − (ẑ × r) ·E︸        ︷︷        ︸
∝ q = 0
E · ®∇5
4c





B · ®∇5 + (E
2 +B2)
8c
(ẑ × r) · ®∇5︸         ︷︷         ︸
∝ mq 5 = 0
= 0. (0.33)
0.6.2 The Pulsar Equation
The stationary axisymmetric electrodynamics was applied in early theoretical attempts to-
wards a better description of the axisymmetric, force free pulsar magnetosphere. We’ve seen in
Eq. (0.24) that the flux function alone determines the poloidal magnetic field, and in Eq. (0.26)
that the electric potential Φ is a function of 5 . The actual form of Φ(5 ) can be determined by




























Φ(5 ) = Ω5
2
. (0.35)
The constant is Φ is chosen to be zero. At this point, all field components have been successfully
expressed in terms of 5 , except q , which unfortunately is indepedent of 5 . In analogy with 5 ,
q is represented through the so-called poloidal current function  , defined as
 (A, \ ) B 2
∫
( (A,\ )
J · 3A = 2
∫
( (A,\ )
Jpol · 3A, (0.36)
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where ( (A, \ ) has the same meaning as in Eq. (0.21), and the prefactor 2 is included for future
convenience. Using the Ampere’s law to eliminate J ,


















Now it’s time to invoke the force free condition dE + J × B/2 = 0. Thanks to q = 0,
the q component of the condition gives (J × B)q = Jpol × Bpol = 0. This means the poloidal
current flows along magnetic field lines, which enables us to write Jpol = [ (5 )Bpol(5 ) with some
flux surface dependent proportionality constant [ (5 ). Together with the definition Eq. (0.36) it
implies that the poloidal current function  is a function of 5 , i.e.  =  (5 ). To proceed, replace
d with ( ®∇ · E)/(4c) and J with 2 ( ®∇ ×B)/(4c), which gives the following version of the force
free condition
( ®∇ ·E)E + ( ®∇ ×B) ×B = 0. (0.38)
Firstly, we have
( ®∇ ·E)E = Ω
2
22
®∇25 ®∇5 . (0.39)
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With the above, we look at Eq. (0.38) component by component. The q component gives 0 = 0,
which is expected because  =  (5 ) was imposed. The A component of Eq. (0.38) reads



































































′(5 ) (5 )
Ω2A 2 sin2 \
= 0. (0.43)
The above equation is also obtained by looking at the \ component of Eq. (0.38). Eq. (0.43) is called
the pulsar equation (Julian, 1973; Michel, 1973; Scharlemann and Wagoner, 1973; Contopoulos
et al., 1999; Gruzinov, 2005). Often it is written in the cylinderical coordinate system, so if one
defines the dimensionless cylindrical radius r B ΩA sin\/2 and the dimensionless I coordinate
Z B ΩA cos\/2 , the pulsar equation can be expressed as the following more succinct form
(















′(5 ) (5 )
Ω2
= 0. (0.44)
As 5 and  (5 ) uniquely determine the force free configuration, any physically meaningful solu-
tion to the pulsar equation could potentially correspond to a real pulsar magnetosphere. Seeking
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such solutions, however, is by no means an easy matter.
0.6.3 The Exact Solution of A Monopolar Magnetic Field
Surprisingly, an exact solution to the pulsar equation was found by Michel, 1973,
5 (r, Z ) = 50
Z√
r 2 + Z 2
(0.45)







where 50 is a constant. This solution corresponds to the force free magnetosphere of a conductor
with a monopolar poloidal magnetic field that rotates with 
 = Ωẑ. This can be seen by working
out the field components, charge density and current,









(A , \ , q ) =
(










(A , \ , q ) = (d2, 0, 0) , (0.50)
The charge density in Eq. (0.49), known as the corotation density or Goldreich Julian density






sets the scale of characteristic charge density in the magnetosphere. Unlike the electrosphere, the
monopole solution is a lossy system, which can be seen by the radial current A having nonzero
values beyond the light cylinder. Indeed, the spindown power can be calculated using the Poynt-
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0.6.4 The Approximate Solution of A Dipolar Magnetic Field
Unfortunately, analytical solution corresponding to a dipolar rotator is not found at the time
of writing, despite all the efforts. Instead, numerical or approximate solutions were sought by
various groups (Contopoulos et al., 1999; Goodwin et al., 2004; Gruzinov, 2005; Contopoulos,
2005; A. N. Timokhin, 2006). They find that a steady state of the magnetosphere as is depicted in
Fig. 0.2.
To make sense of this nontrivial sketch, we first note that there are two types of field lines,
those that are open (i.e. extending to infinity) and those that are closed. Imagine one starts with








and fill it with strongly magnetized plasma, and then sets the star in rotation with angular speed
Ω. If the magnetic fields remained closed, the plasma, frozen to the field lines, would have to
corotate at Ω in the steady state, which would imply that the particles with A sin\ > 2/Ω were
moving at superluminal speeds, hence violating the premise of the special relativity. That special






Figure 0.2: Sketch of the force free magnetosphere of an aligned rotator. Picture taken from
Cerutti and A. M. Beloborodov, 2017
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Therefore field lines extending beyond the light cylinder must be forced open, leading to plasma
outflow. This is the wind zone in Fig. 0.2.
The characteristic amount of open field lines in terms of the \ angle across the surface of the








A = Amax sin
2 \, (0.56)
where Amax is the integral constant that represents the maximum reach of a certain field line.
Amax = 'LC lables the field line that is tangent to the light cylinder, which has a footpoint on the








\pc defines two caps on the surface from which the open field lines emainate. These two caps are
called the polar caps. Particles will escape from the polar caps at a characteristic charge density
given by the divergence of the corotating electric field defined in Eq. (0.6), which in the case of a







































2See Hones and Bergeson, 1965 for calculations in the non-aligned case. Note that the equation (16) in that paper
has a typo in \ .
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It is nothing but the Goldreich-Julian density dGJ introduced in Eq. (0.51).
This induced \ in Eq. (0.58) generates a transverse potential drop across the polar cap
Φpc =
∫ \pc0 \ ('★, \ ) '★3\

=






This potential drop provides sufficient energy source for polar cap activities such as accelerat-
ing particles to ultra-relativistic speeds at a length scale comparable to the size of the polar cap
(Fawley et al., 1977; Arons and Scharlemann, 1979; Arons, 1983, 1981; Barnard and Arons, 1982).
As a result, we can assume the particle outflow travels at the speed of light, which enables us
to find the characteristic total current GJ out of the two polar caps by integrating the local dGJ2











3 cos2 \ − 1
√
1 + 3 cos2 \
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The negative signmeans that negative charges are extracted when 
 is aligned with the magnetic
moment µ, and positive charges are extracted when they are anti-aligned.
Due to the up-down symmetry of the problem, both polar caps have a current GJ/2 flowing
out ot them. The system must find a way to replenish the lost charges (electrons in the aligned
case), otherwise the star will quickly accumulate charges of the opposite sign and generate a point
charge like electric field that stops that outflow. This is known as the current closure problem of
the pulsar: where and how do the return currents flow? Back in Fig. 0.2, we look for clues.
While the open field lines form the wind zone, the closed field lines form the closed zone.
It’s obvious that in the closed zone plasma is corotating with the star as it is frozen to the strong
magnetic field. This eliminates the closed zone as a viable channel to conduct the return current,
which leaves us with one choice: the interface between the open and the closed field lines inside
the light cylinder, the so-called separatrices. By the Ampere’s law, a net total current out of the
polar cap implies the existence of q ≠ 0 on the open field lines, and the lack of total currents
in the closed zone implies q = 0. Therefore, currents must flow along the two separatrices (one
in each hemisphere) to sustain the jump in q . The current must equal GJ/2 on each separatrix.
When the two separatrix currents join in the equatorial plane, they merge into the equatorial
current sheet (outside of 'LC) and forms one single outflow current to sustain the jump of op-
positely directed magnetic field lines above and below the equatorial plane. This completes the
circuit. The location of the separatrix currents and the equatorial current join is called the Y
point, an important yet mysterious location to understand for the pulsar magnetosphere, as well
as an intriguing mathematical singularity in its own right.
In this picture, GJ generates a braking on the rotator as it forces its way through the polar
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0.7 Model Four: Time-dependent Force Free Simulations
Besides the stationary approach as we saw earlier, the force free magnetosphere also warrants
a dynamical treatment. As it turns out, the force free condition (Eq. (0.19)) can be inverted to find




















= −2E · (∇ ×E) + 2B · (∇ ×B) − 4cJ ·B
∴ J ·B = 2
4c
(B · (∇ ×B) −E · (∇ ×E)) . (0.69)





(∇ ·E) E ×B
B2




As expected, J consists of a E × B term corresponding to the drift motion of the plasma and
a term along B since the plasma can slide along B freely. The Maxwell’s equations and the
constituitive relation Eq. (0.70) form a closed dynamical system of equations known as the force
free electrodynamics.
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As the increase in the power of computersmakes them accessible, time-dependent simulations
of the force free electrodynamics are performed to evolve themagnetosphere of an aligned rotator
with a dipolar magnetic field to its quasi-steady state (Spitkovsky, 2006; McKinney, 2006; Parfrey
et al., 2012a). The results agree with those obtained from the stationary approach (Fig. 0.2).
Simulations of oblique rotators were also performed (Spitkovsky, 2006; Kalapotharakos and
Contopoulos, 2009; Kalapotharakos, Kazanas, et al., 2012; Pétri, 2012). We don’t discuss the details
in this dissertation, other than showing the result of the spindown power !sd as a function of the





1 + sin2 j
)
. (0.71)
0.8 Deficiency of the Force Free Approach
Although successful in revealing the global structure of fields of the pulsar magnetosphere,
the force free methods face inherent difficulty when it comes to questions regarding the plasma
behaviors, since they deliberately neglects the plasma’s ) `aMT from the very beginning. One of
such problems is where particles are accelerated to ultra-relativistic speeds. Recall in the exact
solution of the mopole that the radial current A (Eq. (0.50)) is just the local charge density d
(Eq. (0.49)) times 2 . If the outflow has only one sign of charge, it indicates that the particles must
be moving at a speed very close to 2 , which is impossible to achive without some E‖ ≠ 0. As ‖
vanishes by the force free condition, answers cannot be given as to where and with what profile
are the particles accelerate. The same problem exists in the pulsar case as well, in which particles
are expected to accelerate under the polar cap potential drop (Eq. (0.61)) to energies capable of
producing gamma ray photons (as mentioned in §. 0.4, this might be an important process to
explain the pulsar radio emission).
In addition, the force free methods are self-inconsistent if the system simply will develop
regions where the force free condition doesn’t hold. For instance, in the axisymmetric force free
pulsar magnetosphere, we’ve seen that the the magnetic field lines are, by symmetry, oppositely
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directly above and below the equatorial current sheet (Fig. 0.2), which means B = 0 right in the
equatorial plane and hence breaks the assumption that the electromagnetic fields dominate the
energy momentum tensor.
Finally, whether a system evolves into a force free state is a question in the first place. In this
sense, the force free approach serves as a zeroth order approximation to the true electromagnetic
fields and currents.
0.9 What’s Next?
In the last decade or two, the computer capabilities have soared, opening possibilities to tech-
niques that were deemed impractical. One of the examples is the Particle-in-Cell (PIC) method,
in which plasma is directly modelled as free roaming particles which individually update their
positions and momenta as per the Lorentz force of the ambient electromagnetic fields, as well
as collectively conduct currents through motions that update the electromagnetic fields by the
Maxwell’s equations. This self-consistent interaction between fields and plasma sheds light on
addressing the particle acceleration problem in the pulsar studies. As kinetic simulations, PIC
simulations are able to capture effects absent from equivalent simulations with a field descrip-
tion, an example of which is the Landau damping.
There are several PIC codes, such as TRISTAN-MP, OSIRIS, APERTURE. Pigeon, developed
by the author and publicly available at https://github.com/hoorayphyer/Pigeon, is the code
we use throughout the dissertation. Pigeon is engineered to be a highly modular PIC simulator
that can be adpated to accommodate various dimensionalities (1D, 2D, 3D) and geometries (Carte-
sian, spherical). To achieve flexibility as such, the components of the infrastructure of Pigeon
are by design as mutually agnostic as possible, which is crucial to the high reusability of the code
and eventually contributes to the flexibility.
We will first perform an anatomy of Pigeon to illustrate the core concepts in PIC as well as
various algorithms and implementations. Then we will present results of its application to the






Particle-in-Cell (PIC) is a numeric technique that evolves kinetic equations about the distri-
bution function of large amount of microscopic particles (Buneman and Dunn, 1966; Dawson,
1983; Birdsall, 1967; Birdsall and Langdon, 1985). In reality, a macroscopic system of particles
is often studied from the perspective of effective fields, obtained by smoothing the microscopic
irregularities over some chosen length or energy scales. It is appealing conceptually as well as
computationally because the degrees of freedom of the system has been brought from an impos-
sible number down to a managable one. While bestowing this reduction of degrees of freedom,
the conceptual smoothing also deliberately leaves out any details within the smoothing scale. It
stands as a major difficulty when such details have impact on the overall behavior of the system.
This difficulty is overcome by adopting the kinetic description that tracks individual particles. In
this chapter, we introduce the kinetic description of electromagnetic plasma systems and how it
can be studied numerically via the PIC framework. We then discuss the major technical aspects
of PIC, accompanied by the corresponding implementation of the code Pigeon.
1.1 Vlasov Equations
In the kinetic approach, a particle distribution function 5 (C,x,u) is defined in the phase space
x − u. Here u B Wv = v/
√
1 − v2/22 is the spatial component of the particle’s 4-velocity.












where F (C,x,u) is the external force field,< is the mass of the particle, and  reprensents the
collision integral. We are interested in electromagnetic fields interacting with plasma, so the
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force F would be Lorentz force. We also consider collisionless systems, which is true for many
astrophysical plasma. These two together yields
m5
mC












@/< is the charge-to-mass ratio, and E (C,x) and B(C,x) are external fields that are to be self-
consistently evolved in response to charges in 5 . This evolution is governed by Maxwell’s equa-
tions
∇ ·E = 4cd, (1.3)





∇ ·B = 0, (1.5)














are the charge density and electric current respectively. Eqs. (1.2)- (1.8) are called the Vlasov
equations.
1.2 Superparticles
The idea of Particle-in-Cell starts from the following version of collisionless Boltzmann equa-
tion. Imagine a path in the phase space parameterized as x(C),u(C). If such a path corresponds
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That is, the distribution function is conserved by following the trajectory of a particle. Such a
trajectory represents a characteristic curve to the original partial differential equation. It follows
that one can solve the collisionless Boltzmann equation by the method of characteristic curves,
which practically entails specifying the x’s and u’s of particles at C = 0 and solve for the trajec-
tories of these particles for all future time C , from which 5 (C,x,u) is inferred.
PIC assumes that the distribution function can be approximated, by the linearity of Boltzmann
equation, as the sum of individual distributions of the so-called superparticles. By a superparticle,
we mean the distribution function
5[x? (C),u? (C)] (C,x,u) B (x − x? (C))X (u − u? (C)), (1.12)
in which is some shape function with a finite support that satisfies the normalization condition
∫ ∞
−∞
(y − x)33G = 1, ∀y ∈ R3, (1.13)
and X (u) is the Dirac delta function. The symbols x? (C) and u? (C) are part of the distribution
function symbol 5[x? (C),u? (C)] , and represent a path in the phase space. Requiring that 5[x? (C),u? (C)]
solves the Boltzmann equation gives constraints on x? (C) and u? (C). These constraints turn out
to have the form of the equations of motion of a particle, which is shown below.
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in the (∗) line of which we assumed that
∇u · F = 0, (1.14)
which is true for all forces F = −∇x* (x) with some potential* (x), as well as the Lorentz force















· ∇uX = 0. (1.15)







Apparently, what is left cannot hold identically, as the quantity inside the parenthsis is a function
of C and x. This means that the ansartz 5[x? ,u? ] is not an exact solution to the partial differential
1As can be verified via direct calculation,
∇v · (v ×B) = 0.
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(x − x?)33G . (1.18)
Eq. (1.16) and Eq. (1.18) form the equations of motion of superparticles. The resemblance with
physical particles warrants the interpretation that a superparticle is a cloud of particles all having
the same momentum D? . The unspecified shape function (x) is discussed next.
1.3 Grid and Shape
Unlike superparticles, which can freely roam across the space, external fields F in the Boltz-
mann equation must be first defined on a grid to enable numerical treatment. A grid is introduced
to discretize the space dimension by dimension. In the simplest scenario, a dimension of the grid
consists of a preset number # + 1 of points (also called nodes in some contexts) spaced out along
a line parallel to one of the coordinate axis. The first point has coordinate value Glb and is said to
have index 0. The last point has coordinate value Gub. # is the number of divisions or cells over
the grid dimension. The spacing between two adjacent points can be variable, but we content
ourselves with uniform spacings. With this setting, an arbitrary point on the grid dimension has
the following coordinate value




We use the lower bound convention when indexing a cell, i.e. the semi-open range [G8, G8+1) is
identified with the 8-th cell. Any location in between two grid points is specified by an index and
an offset, in units of the spacing, from the point G8 , as illustrated in Fig. 1.1.
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index: 0 1 8 − 1 8 8 + 1 8 + 2 8 + 3ΔG offset

G = G0 + (8 + offset)ΔG
Figure 1.1: Illustration of a grid dimension
With the cells and offsets, an integral over the entrie space can be rewritten as the following
∫ Gub
Glb





5 (Glb + 8ΔG + X)3X.






































 (GΔG − X) 3X (1.21)
is the discretized shape function with the summation version of normalization
∑
8∈Z
( (G − 8) = 1, ∀G ∈ R. (1.22)
Note that despite the appearance of ΔG in its definition Eq. (1.21), ( (G) is completely independent
of grid spacing, as its argument is dimension-free. In PIC, the discretized shape function ( is of
more direct use than the true physical shape function ; for this reason, it is ( (G), as opposed to
(G), that is specified in PIC. Hereafter, unless otherwise specified, we will use “shape function”
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or simply “shape” to mean the discretized version.
The following are examples of shapes from the B-spline family, with increasing value of sup-
port from 1 to 4:
Nearest Grid Point (NGP) ( (G) B

1, for |G | < 12
0, otherwise
, (1.23)
Cloud In Cell (CIC) ( (G) B

1 − |G |, for |G | < 1
0, otherwise
, (1.24)








2 − |G |
)2










4 − 6G2 + 3|G |3
)
, for |G | < 1
1
6 (2 − |G |)




In Pigeon, CIC is used.
The shape function ( (G) determines how superparticles interact with fields defined on the
grid. This interaction is manifested in two places, where the E and B are interpolated their
values on the grid onto the location of a superparticle, and where a superparticle deposits to the


















The latter turns out to be a numeric problem in its own right, known as the charge conservative
current deposition. We will discuss this topic later.
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1.4 The Yee Lattice
Yee, 1966 proposes a staggering definition of components ofE andB within a grid cell, which
is also known as the Yee lattice. Shown in Fig. 1.2 is the staggering used in Pigeon, wherein
electric field components are defined at face centers, and magnetic field components are defined










Figure 1.2: Staggering of E and B components on a Yee lattice
cretized via a central difference, giving an 2nd order precision in grid spacing (2nd order precision
means the error is O(Δ2)). As an illustration, we take the 3rd component of the Ampere-Maxwell
























2 8+1, 9+ 12 ,:










1 8+ 12 , 9+1,:
− 1 8+ 12 , 9,:
ΔG2
.
The discretized Ampere-Maxwell equation now takes the form
2 8+1, 9+ 12 ,:
− 2 8, 9+ 12 ,:
ΔG1
−
1 8+ 12 , 9+1,:















where 8, 9, : are whole integers representing the indices of the cell, and a + 12 is added wherever
the component is staggered at half points of the grid in that dimension. The point to note is that
although 1 and 2 are defined at different locations, their spatial central differences in curl are
collocated, and the location further coincides with where 3 is defined. The collocation also dic-
tates that J is staggered the same way as isE. The discretization of the two Maxwell’s equations
with divergence benefits as well from the staggering, although a lesser attention is paid to them
since they don’t contain time evolutions.
The benefits of a staggering grid come at the expense of complicating other calculations. A
typical example is that each of the 6 components is differently displaced from a particle’s location,
hence requiring separate calculations of the weight of the shape function. The benefits offered by
a staggering grid depend on the premise that curl and divergence of the same vector field don’t
mix in one equation. This premise can break in a rotating curved spacetime, such as the Kerr and
the slowing rotating Schwarzschild metrics.
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Chapter 2: Elements of Pigeon : Serial
2.1 The Field Updater In Curvilinear Coordinates










= (∇− ×B) − 4c
2
J . (2.2)
The suffix in ∇+ labels that the operand is a field with E type of staggering, and ∇− for B type.
Their significance is for numeric reasons only. Otherwise ∇+ and ∇− both function as ordinary
gradient derivatives.
Consider the situation in which E and B are defined at integer time steps, while J at half



















In the above equations U and V are weights of implicitness satisfying U + V = 1, U > 12 , V > 0. We




From Eq. (2.4) we solve for E=+1,




− 4cΔCJ=+ 12 . (2.5)
Inserting the above into Eq. (2.3),






R B B= − 2ΔC∇+ ×E= − U2ΔC∇+ ×
(
V2ΔC∇− ×B= − 4cΔCJ=+ 12
)
(2.7)
is constructed entirely from known quantities. Separating ∇+ ×E= from the last term is because
E= can be continuous at interfaces, which has implications on numeric implementation. A full
solution to the implicit Eq. (2.6) would require inversion of the differential operators which is a
nonlocal and hence expensive operation. Leveraging that (U2ΔC)2  1, a local taylor series of
the operators can be obtained. Schematically, if denoting the LHS asL+n2m2Lwhere n  1, one
has




Once B=+1 is obtained, inserting into Eq. (2.5) yields E=+1.
The -version
Instead of starting with E=+1, one could also solve for B=+1 from Eq. (2.3),






By the same token,






R′ B E= − 4cΔCJ=+ 12 + 2ΔC∇− ×
(
B= − UV2ΔC∇+ ×E=
)
(2.11)
is constructed entirely from known quantities. Using the technique in Eq. (2.8), one can obtain
E=+1, inserting which into Eq. (2.9) yields B=+1.
We call this alternative the -version of the scheme. In Pigeon, the -version is used.
2.1.2 Minimum Guard Cells Needed
Due to existence of derivatives, =+1, =+1 can only be found on a part of the grid on which
=, = (and =+
1
2 ) are given. That is, for any dimension of the grid with# cells, a minimumnumber
of guard cells is needed such that the knowledge of =, = on indices [−6, # + 6)2 is sufficient to
yield, under the scheme in §. 2.1.1, =+1, =+1 on [0, # ) (the so-called bulk of the grid). In this
section, we work out this minimum number of guard cells. We content ourselves with 2nd order
differences.
Firstly, we note that ∇+× only acts on E-type fields, and ∇−× only acts on B-type fields. Then,
∇+ ×  only involves off-diagonal terms of m 98 . By design, 8 is offset by half a spacing in 9
dimension, therefore it so happens that m 98

 9
can be found with 8 ( 9 ) and 8 ( 9 −1), i.e. it needs
values to the left of the cell  9 . By the same token, m 98

 9
needs values to the right of the current
cell. The results can be summarized as follows:




[0 + 1, 1) (2.12)
∇− × (B [0,1)) = (∇− ×B) [0,1 − 1) (2.13)
We then apply the above arithmetic to the scheme, step by step, as shown below.
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1. E= , B= start with range [−6, # + 6). J=+ 12 is assumed to have a sufficient range.
2. In the expression ofR (Eq. (2.7)), a∇−× and a∇+× appear. SoR has range [−6+1, # +6−1).
3. Iteratively update ΔE (Eq. (2.8)) for  times. When it finishes, ΔB has range [−6 + 1 +
 , # + 6 − 1 −  ). So does B=+1.
4. Lastly, Eq. (2.5) applies a ∇+ to B=+1 to find E=+1, leading to a final range [−6 + + 1, # +
6 − 2 −  ).
The asymmetry is due to the use of the -version scheme. If the -version was used, the final
range would have been [−6+ +2, # +6−1− ). Either way, requiring the final range to contain
[0, # ) results in the constraint 6 >  + 2. However, in the case V ≡ 0, a ∇− ×B= in the -version
can be omitted, reducing the minimum needed guard cell by 1. The same reduction also occurs
in the -version, as can be readily checked.
In summary, the guard cell needed satisfies
6 >

 + 1, if V = 0
 + 2, otherwise
. (2.14)
2.1.3 Algorithm
This section outlines a procedure to implement the scheme, with emphasis on reducing the
use of extra memory. Initially, data is stored in vector fields E,B,J . We use one temporary
vector field C . During the process we also repurpose J as a second temporary variable.
The -version
1. J ←− V2ΔC∇− ×B − 4cΔCJ .
2. B ←− B − 2ΔC∇+ ×E − U2ΔC∇+ × J . Now B holds R.
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3. E ←− E + J . Now E holds E=+1 − U2ΔC∇− ×B=+1.
4. C ←− B, then repeat the following: J ←− ∇− × C, C ←− −(U2ΔC)2∇+ ×
J , B ←− B +C . When it finishes, B stores B=+1.
5. E ←− E + U2ΔC∇− ×B. Now E stores E=+1.
The -version
1. C ←− ∇+ ×E.
2. B ←− B − UV2ΔCC .
3. J ←− −4cΔCJ + 2ΔC∇− ×B. Now J holds R′ −E= .
4. B ←− B − V22ΔCC . Now B holds B=+1 + U2ΔC∇+ ×E=+1.
5. E ←− E+J , then repeat the following: C ←− C+∇+×J , J ←− −(U2ΔC)2∇−×
C, C ←− 0, E ←− E + J . When it finishes, E stores E=+1.
6. B ←− B − U2ΔC∇+ ×E. Now B stores B=+1.
2.1.4 Boundary Conditions with Axisymmetry in Log-Spherical Coordinates
In this section, we discuss the boundary conditions arising from log-spherical coordinates
(eA , \, q), with axisymmetry mq = 0. The axisymmetry effectively reduces the dimension of the
grid to 2. We content ourselves with a 2nd order accuracy difference scheme for the derivatives.
We start by listing the scale functions in log-spherical coordinates,
ℎA = e
A , ℎ\ = e
A , ℎq = e
A sin\ . (2.15)
The needed derivatives come from the curls, i.e. ∇− ×B and ∇+ × E. With mq = 0, there are 8
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\,q (A + ΔA ) − \,q (A ) e−ΔA
}
























{A (\ + Δ\ ) − A (\ )} + O(Δ\ 2). (2.21)
On boundaries, central differences encounter problems. We first look at axes.
Axes at \ = 0 and \ = c
On the axes, by axisymmetry,
\ = q = \ = q = 0, when\ = 0, c . (2.22)
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The m\ may need special treatment on the axes because 1) the one-sided derivative may be needed
and 2) sin−1 \ blows up. The details must be studied with reference to the field staggering, which















Figure 2.1: Staggering of E and B at \ = 0 (left) and \ = c (right).
• m\A and m\A need no treatment.




happens to be regular on axes. The sin−1 \ factor doesn’t cause
trouble because it is evaluated at half grid points.




encounters true division by 0 on both axes because of the vanishing
scale function. The L’Hôpital’s rule comes to the rescue
lim
\→Θ
























where Θ = 0 or c . It then can be further discretized with a one-sided derivative, helped


























+ O(Δ\ 4). (2.24)
Surface of a Conductor
Depending on the actual problem, radial derivatives are subject to different boundary condi-








Figure 2.2: Conductor Surface
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Across the surface of a conductor, A , \ , q are discontinuous while \ , q , A are con-
tinuious. Consider the situation in which the fields inside the conductor are given. It so happens
that the staggering of the field components has the continuous components aligned on a line with
constant A , and the discontious ones aligned on a different line, as illustrated in Fig. 2.2.
The surface is chosen to be infinitesimally above where the continuous components(A ,\ ,q )
are defined. The values of these continuous components are set by the boundary condition. This
particular choice implies that mA on the \ and q components of fields with B staggering can all














s+ ΔA2 + 3
(






























+ O(ΔA 2) (2.25)
1 where  represents field components staggered as \ or q , and A ′s = As + ΔA/2 and As is the
(log-)radius of the surface of the conductor. The important exception is when  = \ or  = q ,
in which case, instead of the above one-sided derivative, ordinary central difference must be used
so as to conmmunicate out the effect of the boundary condition.
Somewhat arbitrary as it may seem, the above choice of the exact location of As is crucial for
the sake of stability. Alternative choices, such as being infinitesimally below As, or infinitesimally
below As+ΔA/2, together with their respective one-sided derivatives, turn out to be unstable when
currents are present.



















A ′s + 7ΔA2
)
24ΔA
+ O(ΔA 3), (2.26)
turns out to be unstable in practice. It may have to do with a large stiffness of the matrix whose inversion gives the
above expression.
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2.2 Grid-particle interaction : Current deposition
When a charged particle moves, how should it give feedback to the current vector field J that
lives on the grid? A naive approach would be to modify the theoretical formula for the current
generated by a point charge, j (x) = @vXDirac(x − x2 (C)), to j (x) = @v( (x − x2 (C)), i.e. to
substitute the Dirac delta XDirac with the particle shape function ( . However, it turns out that
this simple scheme breaks charge conservation law mCd + ∇ · J = 0, and will cause numerical
instability in PIC simulation. A better scheme is called for. There are several such schemes in
the literature ( e.g. Villasenor and Buneman, 1992, Umeda et al., 2003, Esirkepov, 2001). Here we
present the scheme from Esirkepov, 2001.
We start with the charge conservation in a generic 3D, stationary, orthogonal curvilinear

















This can be turned into an equivalent statement in the so-called coordinate space, which is the














r B dℎ1ℎ2ℎ3, (2.29)
J 8 =  8ℎ1ℎ2ℎ3
ℎ8
. (2.30)
The Esirkepov scheme in the original paper implicitly assumed Cartesian coordinate systems
and therefore worked for the conservation law only in the form of Eq. (2.28). However, it is
shown below that the conservation law in the coordinate space always satisfies this form, hence
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Esirkepov can be applied.
Before proceeding, we emphasize that the conservation is to be satisfied on the Yee grid, on
which J 8 offset by half the spacing in all dimensions except the 8-th one, and r sits right at the
center of a grid cell. We use Δ@, ΔC to denote the grid spacing and timestep respectively. Note
that Δ@ is used to denote the particle displacement in the original paper, for which we will use
X@ instead. Using integers 8, 9, : for grid indexing, and = for timestep, Eq. (2.28) can be discretized
into
Δr=






































where Δr is the differential charge density.
We present the Esirkepov scheme as follows. Start with defining the partial charge density
differential
Δr̂ 1
























































Note that the staggering of J field has naturally put the Δr̂ 8 field at the same offset as r , as
their 8, 9, : are all offset by half. Therefore, we drop the explicit + 12 for notational simplicity with
the understanding of their implicit existence. Moreover, we drop the timestep index =. Multiply
Eq. (2.31) by ΔC and substitute the partial charge density differentials Δr̂ 8 ,








Because of linearity, it suffices to study one charge. The interaction of the charge with the
discrete gird is captured through a 3D shape function (3D
8, 9,:
(G?, ~?, I?) such that a charge at (con-
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tinuous) coordinates (G?, ~?, I?) contributes to the charge density at the grid (integer) indices
(8, 9, :) in the coordinate space by the following amount





(G?, ~?, I?), (2.36)




(G,~, I) = (18 (G)(29 (~)(3: (I), (2.37)
where the notational shorthands







, for U = 1, 2, 3, (2.38)
are 1D form factors satisfying the normalization condition
∑
8∈Z
(U8 (G) = 1, ∀G ∈ R and U = 1, 2, 3. (2.39)
The actual function forms 1, 2 and 3 need not be the same. Provided that this charge moves
from (11, 12, 13) to (41, 42, 43), both representing values in the coordinate space (and 1 stands for












The question now becomes how to find expressions for Δr̂ 8 in terms of the form factors to ensure
this identity.
Esirkepov shows that, under a few fairly intuitive conditions, there exists one and only one
2Grid spacings were not explicitly written out everywhere in the original paper.
3Variable separability is not necessary in Esirkepov’s original form of the theorem. However, in practice this
property is granted more often than not for computational simplicity. Therefore we assume it in the text in order to






































































The structure is that Δr̂ 8 is proportional to the difference of form factor coverage in the 8-th
direction multiplied by a joint form factor, that depends on the motions transverse to 8 . One
can then integrate Δr̂ 8 over the 8-th dimension of the grid to obtain the total current J 8 , under
the boundary conditions that J 8 goes to zero when approaching spatial ∞ because the shape
function has finite support. The details are deferred to §3.3.
In summary, the algorithm works as follows.
1. Use Eqs. (D.5), (2.42), (2.43), (2.44) together with Eq. (2.38) to find Δr̂ 8 .
2. Integrate Eqs. (2.32), (2.33), (2.34) to find J 8 .
3. Use Eq. (2.30) to find the current  8 in real space.
2.2.1 Reduction to 2D
Suppose the problem we are working on has a symmetry mI = 0, which reduces the dimen-
sionality of the grid from 3 to 2. Then in Eq. (2.31), the last term on the LHS is identically zero
(identifying @3 with I). How should one go about constructing J 3 in Eq. (2.28)? Below we lever-
age the assumption of separable shape function to provide an alternative derivation to the results
in Esirkepov’s paper.
4Note that this definition of, function here has a different meaning than that in Esirkepov’s original paper.
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To respect the symmetry, we think of a particle as being a uniform continuum in the dimen-
sion of I. Accordingly, the total charge & should be replaced by the linear charge density per
unit I, 3&/3I. But to maintain notational consistency, we will write 3&/3I as &/ΔI with ΔI
has numeric value of 1. We fall back to the theoretical expression of a moving charge wire that
penetrates the 2D plane,





XDirac(G − G? (C), ~ − ~? (C)), (2.45)
where x? (C) is the particle’s trajectory. Using the interpretation of the joint form factor, above,








where 18, 48 are identified with G8? (C), G 8? (C + 3C). Therefore we have in the 2D case







(8 (10), (8 (40), ( 9 (11), ( 9 (41)
)
. (2.47)
The other two can be obtained similarly from Eq. (D.5) and Eq. (2.42) by setting (3(G) = 1. The
results are listed below









(29 (12), (29 (42), 1, 1
)
, (2.48)









1, 1, (18 (11), (18 (41)
)
, (2.49)
There are a few important points about Eq. (2.47),
• this equation directly gives the J 3 rather than a differential current;
• this equation works for curvilinear coordinates as well because from Eq. (2.45) one can see
that 3I?/ΔI is scale free. This enables us to generalize G,~, I to any curvilinear coordinates,
hence the use of the typeface J in Eq. (2.47);
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• 43 − 13 is the actual displacement made by the particle during ΔC . Because Esirkepov’s
paper focuses on Cartesian, they replaced (43−13)/ΔC by the physical velocity+I . Because
of the scale-freeness discussed above, the general replacement should be +I/ℎ3, with the
including of the appropriate scale function;
• the relation between the physical current  3 andJ 3 remains the same as defined in Eq. (2.30).
2.3 Grid-particle interaction : Interpolating E and B
The question we want to address in this section is, what shape form should E and B use for
interpolation to the position of individual particles? Is the choice arbitrary? If not, what are the
constraints? In this section, we content ourselves with Cartesian geometry.
The answer is that the shape form should be “identical” to that used by charged particles to
deposit electric charges and currents onto the grid. Consider the following reasoning.5 On a
one-dimensional Cartesian grid, we define the charge density field d and the electric field , both
sitting on the integer indices of the grid. Consider the rate of change of the total momentum %





d (G) (G)3G =
∑
=
d==ΔG, where = runs over all cells. (2.50)




@U( (GU − G=)/ΔG, where U runs over all particles.
5This reasoning is adapted from Birdsall and Langdon, 1985.
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=( (GU − G=)
)
.
On the other hand, 3%/3C is equal to the sum of forces on individual particles, which, in the










where  (GU ) is the interpolated electric field at the site of particle U . It follows that
 (GU ) ≡
∑
=
=( (GU − G=), (2.51)
or, in other words, the particle shape form ( is also the correct interpolation shape form for
interpolating fields.
Why did we mention “identical” with quotes? Because in the setting of general coordinates,
rather than just Cartesian, one must distinguish between contravariant or covariant field com-
ponents. The full treatment of this issue is deferred to the GR PIC part.
2.4 Evolving Particles
Evolving particles means to evolve their positions and momenta. In the most generic set-
ting, this involves solving geodesic equations in the presence of external forces. But because the






+ Γ`fdDfDd , (2.52)
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contains quadratic terms in D` , pursuing this form of solution may not always be the optimal
choice, especially in the case of flat spacetime in curvilinear coordinates, in which the geodesics
are simply straight lines. In this section, we restrict ourselves to flat spacetimes.
Every particle has its coordinates (@1, @2, @3), which specifies its position vector r(@1, @2, @3),
and the spatial part of its 4-momentum, or simply 4-momentum, u. Note that for massive parti-
cles, u = Wv has the meaning of 3-momentum per mass, whereas for massless particles such as
photon, u is directly 3-momentum. The reason is that massless particles travel along trajectories
with zero spacetime interval, hence proper time g cannot be used to parametrize the trajectory,
as can be done with massive particles such that D` = 3G `/3g . Therefore, the parametrization, call
it _, for massless particles is conventionally taken such that theD` B 3G `/3_ equals the particle’s
momentum.












On the other hand, in the presence of external electromagnetic fields, the equations of motion for
























One can see that both types have the same position update equation, namely Eq. (2.53) and
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Eq. (2.56), so can use the same numeric routine for them. Besides this, the massive particles
need a numeric algorithm for their momentum update equation (Eq. (2.59)), which is not trivial.
We will first discuss momentum updates, followed by position updated.
2.4.1 Updating Momentum
Suppose that u is defined at half timesteps, and everything else at whole timesteps. Discretiz-
ing Eq. (2.59) gives
u=+
1












Given that E= and B= are known, the question boils down to an interpolation scheme for the
intermediate velocity v= . It turns out the properties of solution vary over different schemes.6
Below we describe the scheme used in Pigeon, the Vay pusher from Vay, 2008.




2 + v=− 12
2
. (2.61)
Plug this equation into Eq. (2.60),
u=+
1













2 ×B= . (2.63)





rewrite Eq. (2.62) as
u=+
1






2 × τ . (2.65)
6A survey of various schemes can be found in Ripperda et al., 2018.
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The first goal is to find W=+
1
2 , to do which we first square the above equation to obtain
u=+
1
2 2 − 2u=+ 12 · u′ + u′2 = 1







From Eq. (2.62) one can see
u=+
1
2 · u′ = u=+ 12 2 (2.67)
τ · u=+ 12 = τ · u′. (2.68)
With these, plus the identity (a× b) · (c×d) = (a · c) (b · d) − (a · d) (b · c), Eq. (2.66) continues
as
(
u′2 − u=+ 12 2
) (







































τ 2 + (u′ · g)2/22
)
= 0, (2.69)







f2 + 4τ 2 + 4(u′ · g)2/22
2
(2.70)








in Eq. (2.65), one has
u=+
1
2 = u′ + u=+ 12 × t (2.73)
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and can solve for u=+
1
2 as follows. Using t · u=+ 12 = t · u′,
u=+
1







= u′ × t − t2u=+ 12 + t
(








u′ + u′ × t + (t · u′) t
1 + t2 . (2.75)
2.4.2 Updating Position




Once again, we assume flat spacetime with some curvilinear coordinates.
Global Cartesian
The first scheme to solve Eq. (2.76) is to make use of the fact that geodesics in flat spacetimes
are simply straight lines, and the fact that any curvilinear coordinate system can be transformed
to and from a Cartesian one. So the strategy is to transform Eq. (2.76) to a Cartesian coordinate
system, update the Cartesian coordinates, and finally transform back.
As an example, we perform the above scheme in a spherical coordinate system. Given the










the local orthonormal basis at the particle’s location. Note that v=+
1
2 has components under the
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sin\= cosq= cos\= cosq= − sinq=
sin\= sinq= cos\= sinq= cosq=







































Next, tranform back to find the new spherical coordinates
A=+1 =
√









G=+1 , if 0 ≤ G
=+1, ~=+1 < c2
arctan ~
=+1
G=+1 + c, if G
=+1 < 0




The value of q=+1 is chosen to be in the range [0, 2c). One final step must be performed in
spherical coordinates, and curvilinear coordinates in general. The velocity v is assumed to stay
constant as a physical vector throughout the process, and as a result its components must change
accordingly with the position update as r̂, θ̂, φ̂ has changed. In other words, the velocity v must
be parallel transported to the new position. This is the inverse, or simply transpose in this case,
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sin\=+1 cosq=+1 sin\=+1 sinq=+1 cos\=+1
cos\=+1 cosq=+1 cos\=+1 sinq=+1 − sin\=+1















Care must to taken in using Eqs. (2.80), (2.81) and (2.82) near coordinate boundaries. Because
they immediately give the final coordinates, information on the actually displacement may be
lost. As an example, consider a 2D grid in spherical coordinates A and \ with \ = 0 being the
axisymmetric axis. A particle that moves from \8 = 0.1 by a displacement of X\ = −0.2will appear
to have \ 5 = \8 , and hence a zero apparent change \ 5 − \8 during its motion. This will directly
affect the deposited current, as we have seen in §2.2.
Local Cartesian
A local Cartesian coordinate system is one defined by the orthonormal basis of the curvilin-
ear coordinates right at the location at r= . The key is that chosen as such, the coordinate system
is still Cartesian and hence can easily express a displacement along a straight line. Having said
that, geometric calculations can be performed under the local Cartesian coordinate system, which
gives the same result as successive transforms do, but in fewer steps. Besides, the correct coor-
dinate change during the displacement can naturally be computed. Below we use the spherical
coordinates again to illustrate it.
Suppose that a particle is initially situated at (A8, \8, q8) , with a velocity v. The local Cartesian
is chosen as r̂8 , θ̂8 and φ̂8 , with its origin coinciding with that of the global Cartesian. Under this
coordinate system, the inital position vector is simply r8 = A8 r̂8 . After ΔC , it will displace by the
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vector d B vΔC C 3A r̂8 + 3\ θ̂8 + 3qφ̂8 . It follows that the final position vector is simply
r5 B r8 + d = (A8 + 3A )r̂8 + 3\ θ̂8 + 3qφ̂8 . (2.84)
The goal is to find (A 5 , \ 5 , q 5 ) and the correct coordinate change (XA, X\, Xq).
Firstly, we work out the simplest case of A ,
A 5 = |r5 | =
√




XA = A 5 − A8 . (2.86)
Next, using
ẑ = cos\8 r̂8 − sin\8 θ̂8, (2.87)
one can find \ 5 as
\ 5 = arccos(ẑ · r̂5 ) = arccos
(A8 + 3A ) cos\8 − 3\ sin\8
A 5
. (2.88)
For reasons mentioned in §2.4.2, it is not correct to always use \ 5 − \8 for X\ . Below, we use a
geometric approach to obtain the desired results.
We introduce a helper point  from the initial point 8 by only making the displacement in r̂8
and θ̂8 directions, i.e.
r B r8 + 3Ar8 + 3\θ8 = (A8 + 3A )r8 + 3\θ8 . (2.89)
This point  can be either on the right side ( the same side with 8 ) or left side of the ẑ axis. We
define the cylindrical radius vector from ẑ axis to  as follows,
ρ B
(
(ẑ × r) · φ̂8
)
x̂ = ((A8 + 3A ) sin\8 + 3\ cos\8) x̂ C dx̂. (2.90)
In other words, d < 0 when  and 8 are on opposite sides.
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q 5 = q8 + Xq, (2.92)






















Figure 2.3: Illustration: d > 0
Fig. 2.4 illustrates the case of d < 0. This happens near the rotating axes. Since we are





The value of q 5 −q8 in this case, which is always measured from x̂ in Fig. 2.4, should be expressed
as





Finally, the change of displacement X\ , due to d < 0, should be expressed as
X\ =

−\ 5 − \8, if at axis \ = 0

























Figure 2.4: Illustration: d < 0
Once the new position (A 5 , \ 5 , q 5 ) is determined, one can perform the same transformation
in Eq. (2.78) as in global Cartesian systems to parallel transport the momentum p. Equivalently,




momentum under the basis at the initial location 8 . The first transport is from 8 to the north pole,
during which the φ̂ stays fixed while r̂ and θ̂ are rotated by \8 . This is equivalent to a rotation


























Secondly, we rotate θ̂ and φ̂ by q 5 − q8 , while r̂ stays fixed. We use a letter # ′ to denote this













0 cos(q 5 − q8) sin(q 5 − q8)
























cos\ 5 − sin\ 5 0













Utilizing the local Cartesian coordinate systems performs fewer trigonometric floating point
arithmetics, and therefore is faster than the approach of global Cartesian coordinate systems. A
factor of 2 speedup was observed on the author’s laptop.
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Chapter 3: Elements of Pigeon : Parallel
At the time of writing, Pigeon only supports CPUs. Parallelizing in this context means to
perform a PIC simulation overmultiple CPUs simultaneously. The needmay arise from too large a
simulation box, or too many particles, or both, to be handled with a single CPUwithin reasonable
walltime. The computational intensity of a program can be measured in units of cpu hours, i.e.
the number of wallclock hours times the number of cpus involved. Clearly, parallelization reduces
the wallclock hours at the expense of increasing the number of cpus. Besides, parallel programs
are much more difficult to write than sequential ones. In this chapter, we present the heuristics
of parallelization in Pigeon in chronological order.
3.1 Cartesian Topology
Pigeon was first developed for studying pulsars. The drive for parallelization there was of
the type of too large a simulation box. The standard parallelization solution in this case is the
so-called Cartesian topology (Hager, 2011).
Network topology, or topology for short in this context, specifies the topological structure of
how nodes are connected in a graph. More formally, a graph is speficied by a set of vertices (i.e.
nodes) and a set of edges each of which is a pair of vertices and defines an adjacency relation
between the pairs. Fig. 3.1 shows an illustration of a network with Cartesian topology, wherein
each vertex represents a cpu unit, each solid line represents the adjacency relation. If the en-
tire array is the whole simulation box, this Cartesian topology divides it up into subdomains or
patches and assigns a cpu to each. These cpus work independently until they need to collaborate






































Figure 3.1: Illustration of Cartesian Topology
Techical
Message Passing Interface (MPI) is a widely used protocal for managing communinications
among processes. A central concept in it is called an intracommunicator, or simply com-
municator unless otherwise specified. A communicator is a group of processes over which
communication operations are supported.
Broadly speaking, MPI communication operations fall into two categories, Point-to-
Point or collective. We will discuss collective operations later. Point-to-Point communi-
cation is self-explanatory; it involves two processes communicating with each other, one
being the sender and the other one the receiver.
Two processesmust bewithin the same communicator in order to communicate. Mean-
while, a process can belong to more than one communicator. As one can imagine, there is a
communicator that includes all processes, with the all capital name MPI_COMM_WORLD.
By design, all prcosseses within a communicator can Point-to-Point communicate with
each other. For this reason, Point-to-Point communicatability is NOT a good definition of a
adjacency relation, otherwise the topology of any communicator will be that of a complete
graph. In other words, the term network topology is more conceptual than physical, and
therefore a plain communicator is regarded to have no predefined topology.62
3.2 Parallelizing Field Updater
Partition with Cartesian topology generates boundaries among subdomains, and inadver-
tently problems with doing derivatives thereon. As these boundaries are artificial, discretized
derivatives should utilize data on both sides of the boundaries. This requires the data of E, B
and J on subdomains to contain extra pieces of information beyond its duty. These extra pieces
are stored in the so-called guard cells, or ghost cells. As a result, a preparatory procedure must
precede the field solver that synchronizes guard cell values of E, B and J with the neighbors.
The number of guard cells is determined by several factors, such as, the order of accuracy
of the discretized differential operator, the highest order derivative present in a scheme, and the
implicitness of the scheme.
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MPI communications can be blocking or nonblocking. A blocking communication means
that the program will wait for the communication to finish before moving on, whereas
a nonblocking one only “posts” the communication and the program immediately moves
on, unless reaching explicitly stated MPI barriers. It is the programmer’s responsibility
to ensure all posted sends are matched with receives, or any outstanding posted sends or
receives are properly canceled.
The blocking communications are unfavored because of being error-prone to cause a
deadlock if written carelessly. In the case of synchronizing guard cells, a process  needs
to send its guard cells values to a neighbor  and receives from the same neighbor. If all
in the blocking mode, the programmer must correctly issue to  the command sequence
“first send to , then receive from ” at the same time to  “first receive from , then send
to ”. Besides, due to its nature, blocking communication is slow. So, whenever possible,
one should favor nonblocking communication.
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3.3 Revisit Grid-particle interaction
3.3.1 Finding total current on multiprocessor environment
From Eq. (2.43), integrating differential current can be done one dimension at a time. So it
suffices to discuss the following 1D problem. We assume a 1D grid which has # ×" cells, where
# and" are both positive integers. The whole grid is partitioned into" pieces each of which has
# cells. On each partition, there will be 6 number of guard cells on both sides to accommodate
for the extent of shape function. We use< ∈ [0, ") to index the partition, and = ∈ [−6, # + 6)
to index the subgrid on each partition. Assume that no particles are in the guard cells in the
beginning. The numeric goal here is: given a collection of particle motions denoted by {@<},
each of which generates a differential current, denoted by −X( , that satisfies
9=+1(@<) − 9= (@<) = −X(= (@<), (3.1)
find the total current  for all  ∈ [0, #").
First we have, for = ∈ [−6, # + 6),




9−6 = 0 for any particle on the<-th partition is used which is because of the requirement that all
particles start in the bulk of the grid, i.e. no particles will start in the guard cells. By the same





We prefer this latter form for numeric convenience which will be clear later. The total current
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To find the total current  , instead of linear index, it is easier to work with pair indices {<★, =★}
such that =★ ∈ [0, # ),<★ ∈ [0, ") and =★ +<★# =  . So =★ works like the principal value of =
which ranges in [−6, # + 6). With that
<★,=★ ≡  =
∑
{(<,=) | =+<#= }
J<,= . (3.5)
Resolving degeneracies gives the final result
<★,=★ =

J<★,=★ + J<★−1,=★+# if =★ ∈ [0, 6)
J<★,=★ if =★ ∈ [6, # − 6)
J<★,=★ + J<★+1,=★−# if =★ ∈ [# − 6, # )
(3.6)
Note that in the multiprocessor scenario, Esirkepov doesn’t directly give <★,=★+1 − <★,=★.









and the resultant recursive formula






The recursion starts from the back where = = # +6 and J<,#+6 = 0 and proceeds backwards. The
choice of the order, which was mentioned back in Eq. (3.3), makes it possible to perform in-place
recursion, which saves memory.
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The implementation goes as follows. We denote assigning RHS to LHS by LHS← RHS. Let
 , allocated on the<-th partition, be an array of size # + 2 ∗6 and have index range [−6, # +6).
1. Set all elements in   to 0.
2. Loop over all particles and deposit each one’s contributions into  ,
 = ←  = + X(= (@<). (3.9)
By the end of this step,  = stores
∑
{@<} X(= (@<).
3. Read, in an one-offmanner,
∑
{@<} X(= (@<) from = , find J<,= from the recursion, and store
the result back into  = , i.e.
 = ←  = + J<,=+1, = ← = − 1. (3.10)
By the end of this step,  = stores J<,= .
Sidenote It is the negative sign on the RHS of Eq. (2.43) that enables the form above. Had
it been chosen a plus sign, we would have ended up with  = ← J<,=+1 − = , which
requires a temporary varaible during the update, as opposed to zero.
4. Perform anMPI communication to merge the values of  in the guard cells with the neigh-
boring processes. By the end of this step, = stores the total current <,= except in the guard
cells where  = is reset to 0.
3.4 Particle Migration
During a timestep, particles may move into the guard cells of a process. This set of particles
needs to be migrated to corresponding neighboring processes. Fig. 3.2 illustrates the situation.
Four particles, labeled , , and  respectively, find themselves at four different regions of the
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entire grid of Process 1. The coloring indicates the correspondence with bulks of other processes.
We use the following scheme to coordinate the migration.
We encode the destination of a particle by a -dimensional vector d B 31, 32, ..., 3 , where
 is the dimension of the grid. A component 38 ∈ {−1, 0, 1} indicates the Cartesian shift of the
destination process in the 8-th dimension with respect to the current process. Then we issue
the following sequence of operations to each process, dimension by dimension: assuming the
dimension in question is 8 ,
• a process gathers all particles with 38 = 1 in a buffer, and then initiates a send request
towards its downstream neighbor if any, as well as a receive request towards its upstream
neighbor, if any.
• the process repeats the above with particles with 38 = −1.
• the process sets 38 = 0 for all received particles to indicate that these particles have finished
traveling in 8-th dimension.
• iterate over to 8 + 1-th dimension.
As an example, we examine the four particles on Process 1 in Fig. 3.2. We label the horizontal
dimension as 1, and vertical dimension 2, i.e. d = (31, 32) = (3horizontal, 3vertical). We perform the
migration first along vertical dimension then horizontal. Particle  has d = (0, 0) and hence
does not participate in the migration. Particle  has d = (1, 0), so it stays at Process 1 during
the vertical migration but is sent over to Process 2 during the horizontal migration, which is its
destination. Particle  has d = (0,−1), so it is sent to Process 3 during the vertical migration
and stays there for the horizontal one. Particle  has d = (1,−1), so it is first sent to Process
3 during the vertical migration and forwarded to Process 4 during the horizontal migration by
Process 3. Clearly, in the end all particles reach the correct destinations, although some of them
have made a few stops during the flight. This scheme can be easily extended to 3D, wherein there
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Figure 3.2: Each patch represents a process. The dashed line denotes the bulk of the grid with
distinctive colors. Outside the dashed lines are guard cells, whose colors indicate to which bulk
they link. Four sample particles are labeld , ,  ,  , which will go to different processes after
migration.
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Being in guard cells doesn’t dictate an immediate action of migrating particles therein. The
condition is more restricted. The particles must be on the edge of “falling out of” the grid to make
the migration mandatory. By “falling out of”, we mean the situation in which in the next timestep
that particle may advance even further towards the rim of the grid and its shape function extends
beyond the rim. Quantitatively, the last A + 1 cells are strictly “no particle” zone, where A is the
radius of the shape function. If, for any reason, the guard cell number 6 exceeds A + 1, migration
only needs to be performed every (6 − A )-th timestep.
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Sending and receiving particles is more involved than appears. A particle object con-
tains several piecies of information, such as coordinates, momentum vector, metadata,
etc. Because MPI communications are expensive operations, it makes sense to send the
entire information of a particle in one pass rather than performing several sends each of
which targests one component of a particle. The desired feature of MPI here is custom
datatypes. All MPI communications require descriptions of the actual data, one of which
is the datatype. Only basic types such as int, float, are provided. So custom datatypes allow
users to make types composed of these basic types. Once a custom datatype is feeded, MPI
knows how to interpret the bytes within the data.
3.5 The Load Imbalance Problem
Parallelizing Pigeon with Cartesian topology is done at this point. What is the performance
gain? Ideally, the factor should be the total number of patches in the Cartesian topology, or simply
the total number of processes. But in reality the factor was far from ideal. One possible account
is the overhead caused by parallelzation, as it introduces extra operations in each timestep that
are simply not there for the single-CPU version, such as communication of guard cells, migration
of particles. Although it is true that parallelization overhead is inevitable, it turned out that it
was a negligible effect in the case of pulsar simulation, which, as a reminder, was what Pigeon
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was mostly used for. The dominating factor came from the load imbalance.
For a single-CPU PIC code, the performance by and large consists of two components, one
due to updating fields, and one due to updating particles’ (including moving particles positions,
changing their momenta, depositing currents). Of these two, the particle update dominates the
performance bottleneck almost all the time. This is because the performance is linear in the
number of particles and in real simulations this number can be as high as billions or even higher.
Although Cartesian topology guarantees to speed up the field updater by the factor equal to the
number of processes, the same thing cannot be said about the particle updater, because parti-
cles do not necessarily fill the simulation box uniformly. In many plasma simulations, there are
overdense regions with clusters of charges. Pulsar is no exception, and to some extent it may be
regarded as one of the worst.
Fig. 3.3 is taken from a simulation of pulsar. Plotted is the spatial map of the total number
of particles. The grid lines mark the boundaries of processes of a Cartesian topology; in other
words, the patch bounded by the grid lines represents a process, or simply a cpu core. Nothing
is worth noticing at this point other than the fact that a few patches host almost all the particles
with them. Unfortunately, development of such a singular, one-dimensional structure is in one
of pulsars’ peculiarities, which is interesting for the physics but notorious from the numerical
perspective. As one can see, the benefit of Cartesian topology is non-existenct in this situation.
One solution is to use a finer Cartesian topology, as shown in Fig. 3.4. It was actually the
solution adopted when the author first studied a pulsar on a 1024×1024 simulation grid. In order
to allow further partition of dense regions, the simulation had to suffer from the same level of
grid refinement at all other places, which was a hard limitation at that time because the code only
supported equally paced Cartesian topology (in ln A −\ plane though). Yet still, only a handful of
processes were busywith large load of particles. This is obviously a waste of computing resources
as well as time.
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Figure 3.3: The plot of the total number of particles at a moment of a pulsar simulation. The
color scheme is linear. The grid lines show a Cartesian topology.
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Figure 3.4: The same plot as Fig. 3.3 but with a much finer Cartesian topology
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3.6 Primary-Replica Overlay and Dynamic Ensembles
There are several methods to overcome the limitaiton of Cartesian topology. Pigeon chose
what we call the Primary-Replica overlay. The term “Primary-Replica” is borrowed from the
“Primary-Replica paradigm” in computer science. Out of all possible uses , one is to describe
a communication relationship in which one process has higher priority over others. To see its
application in PIC simulation, one can imagine being given a single process PIC simulation and
asked to make it run faster. If updating the particles is the bottleneck of performance, one can
double the speed by simply adding one more process and sharing the load with it. This has
the advantage of being insensitive to where the particles actually are, and therefore a perfect
load balancing can be achieved. The disadvantage is that any ambient data used to advance the
particles, such as electromagnetic fields, must be fully copied to the second process, so as to
behave as if on one process. With details to be discussed shortly, suffice it to say now that the
overall performance gain is worth making the tradeoff in PIC simulation.
If Cartesian topology does parallelization over fields, Primary-Replica paradigm does paral-
lelization over particles. As many other engineering problems in computer science, the most cost
effective choice is a blend of two extremes. 1 We do the same thing here, and the outcome is over-
laying the Primary-Replica paradigm onto a Cartesian topology, or the Primary-Replica overlay
for short. Fig. 3.5 illustrates this, in which a 3×3 Cartesian topology partitions the whole domain
into 9 patches represented as blobs, and variable number of processes is assigned to each blob as
per the actually particle load distribution. The author coined the fancy term “ensemble” as the
official name used in Pigeon for this notion of a blob made of processes. Obviously an ensem-
ble must contain at least one process, and this process has absolutely no reason to move around
during the whole simulation. Such a process is called the primary of the ensemble. Accordingly
all the remaining processes are called replica. It is also possible, although not desirable, that a
process is neither the primary or a replica. Such processes are idle processes.
1For example, the choice of set associativity of a cache memory is implemented as a blend of the fully associative




















Figure 3.5: Illustration of the Primary-Replica overlay, which is Primary-Replica paradigm over-
layed onto Cartesian topology. Proc stands for Process.
74
The power of Primary-Replica overlay lies in that it can be easily made dynamic and au-
tonomous. Being dynamic means that the number of processes of an ensemble can vary over
time. Being autonomous means that the best deployment of processes, represented as a map of
number of processes in each ensemble, can be calculated algorithmically without any manual
tuning. Pigeon’s autonomous management of dynamic ensembles consists of two major parts.
Firstly, particle counts of every member of an ensemble are gathered and tallied at the primary,
who works with all other primaries to calculate the global average particle load on each process.
Dividing the total load on an ensemble by this global average yields the needed number of pro-
cesses, also known as the ensemble size. Two constraints apply: 1) the total number of processes
summed over all ensembles must not exceed the total number of processes available, and 2) each
ensemble has at least one process.
After the new ensemble size map is figured out, the actual load balancing procedure begins.
The goal is to achieve pragmatically perfect load equality, i.e. to make every member of the ad-
justed ensemble carry the new average number of particles # B (total load)/(new ensemble
size). There are five scenarios a process may undergo during the dynamic adjustment of ensem-
bles:
1. if a process begines and ends as idle, it doesn’t need to do anything;
2. if a process stays at its original ensemble, it only needs to deal with its particle surplus
B8 B #8 −# by sending B8 particles away if B8 > 0 or receiving from some other process |B8 |
particles if B8 < 0;
3. if a process is retiring, i.e. leaving an ensemble to become idle, it must send away all
particles it has to other members still remaining in the ensemble. We say that this process
has a surplus of B8 = #8 ;
4. if a process is hired, i.e. joining an ensemble from the idle state, it expects to receive a total
of # particles. We say that this process has surplus of B8 = −# ;
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5. if a process is switching the ensemble, i.e. first leaving the current ensemble for another
one, it must first leave behind all particles it has and then be given new particles from the
new ensemble. It’s behavior cannot be described by a single surplus number.
The last scenario is obviously the most complicated, but at the same time the most important
because in the ideal situation, all processes are doing work and it is the defining feature of the
Primary-Replica overlay that a process can help with different ensembles as a simulation devel-
ops.
Fortunately, it is clear that the scenarios of switching is equivalent to a retiring followed im-
mediately by a hiring, which prompts one to conceptually divide the entire dynamic adjustment
into the “shrinking” phase and the “expanding” phase. That is, after figuring out the new ensem-
ble size map, the programwill first have all ensembles with shrunken new sizes retire members as
planned, and then have all ensembles with “expanded” sizes hire processes as planned. A process
can only have scenarios 1, 2, 3 during the “shrikning” phase and 1, 2, 4 during the “expanding”
one, hence totally deprecating the scenario 5 which forbids the description by a single surplus
number.
Why are we obsessed with the surplus formulation? This is because by doing so, we can map
the perfect load balancing problem in either an ensemble with leaving processes, or an ensemble
with the same or newly joing processes, to one same problem in the graph theory: minimization
of a transfer graph. A very pedagogical presentation of this topic can be found in Verhoeff, 2004.
A brief introduction goes that a transfer graph is one in which each node (or process in our
context) has either a net outgoing weight B8 > 0 (the equivalent of sending out particles) or a net
incoming weight B8 < 0 (the equivalent of receiving particles) in such a way that
∑
8
B8 = 0 (which
translates to conservation of total particle number). The question to ask of a transfer graph is how
to map senders to receivers in a way to minimize a predefined target. Two kinds of minimization
target are most popular: one is to minimize the total amount of particles being communicated,
and the other is to minimize the number of communications. Considering that establishing MPI
communications has overhead, it is more desirable to have least possible MPI communications of
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particle transfer than communicating the least possible number of particles. Unfortunately, for
reasons shown in Verhoeff, 2004, while it’s easy to find the optimal solution to the latter case, the
former one, i.e. the one that matters more to us, turns out to be an NP-complete theoretical graph
problem, which means it doesn’t have an algorithm that guarantees to find the optimal solution
in a time that is a polynomial, as opposed to exponential, function of the total number of nodes.
The algorithm adopted in Pigeon simply tries to pair the largest sender (one with most positive
B8 ) with the largest receiver (one with most negative B8 ) so that each communication evens at least
one process. This algorithm works well in practice, although it’s shown that it in general is not
optimal.
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Ensembles are themselves MPI intracommunicators. The process with the lowest rank
(rank 0) in each ensemble communicator is designated as the primary. All the primaries
form the Cartesian communicator, as was seen in the case of Cartesian topology. The
Cartesian communicator takes care of the field updater.
To dynamically adjust ensemble members, a mechanism of creating and destroying
MPI communicators must be used. Among all options, MPI split comes in handy and the
use of it results in clean and efficient code.
3.7 Revisit Code Correctness
The use of the Primary-Replica overlay comes at a price. Previously, data (whether about
fields or particles) local to a physical region is stored at the same process, or equivalently, a
process holds all data needed to perform actions local to a physical region. This is no longer
true with Primary-Replica. A direct consequence is the need of more communication to perform
region local actions. In the following, we examine the challenges Primary-Replica brings and the
corresponding solutions.
As mentioned before, the replicas don’t participate in the field updating, so they won’t have a
local copy of the latest E and B, which they need in order to update the particles they have. On
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the other hand, the primary of an ensemble does participate in updating the fields, so naturally it
becomes its task to inform the rest of the ensemble of the updated values ofE andB. This extra
procedure is called E, B broadcast.
Conversely, every member of an ensemble generates partial electric currents after performing
the particle update. These electric currents must be collected by the primary of the the ensemble
in order to form the region-local currentJ as a source term in theMaxwell’s equations. This extra
procedure is called the reduction of J . In general, any quantities, such as the charge density, that
result from accumulating individual particle contributions will have to be reduced so as to bear
physical meanings.
Not only for the above two, any physical functionality must be adapted to the setting of the
ensembles. To illustrate, let’s consider the practice of injecting particles into the simulation.
Suppose a function 5 (# ) adds the specified number # of particles to some physical region of
intereset. To avoid inadvertent excess of particles, onemust make sure that either all themembers
call 5 with a parameter of # divided by the number of members, or only one member at a time
is calling 5 with # .
Last but not least, the particle migration between two adjacent physical patches now involves
two ensembles, i.e. two distinct groups of processes, as opposed to two individual processes




The newly emerging operations due to the use of Primary-Replica overlay need new MPI
functions to support. TheE,B broadcast is done via MPI broadcast, and the J reduction is
done via MPI reduce. Broadcast and reduce are both examples of MPI collective communi-
cations, as opposed to Point-to-Point ones discussed earlier. The parallel implementations
to perform broadcast and reduction both have O(log# ) step complexity and O(# ) work
complexity, where # is the number of participating members. Therefore the paralleliza-
tion is considered efficient. Admittedly, communications involving processes physically at
a distance can make the situation more complicated, but in practice, MPI broadcast and re-
duce are observed to take from submilliseconds to a fewmilliseconds per timestep, making
them totally affordable.
Particle migration between two ensembles exemplify the use of the MPI intercom-
municators, as opposed to intracommunicators. Intercommunicators, by design, supports
Point-to-Point and collective operations between two disjoint intracommunicators. Nev-
ertheless, for the best performance, the programmer must specify the actual mapping from
sending processes to receiving processes themselves. An intercommunicator depends on
the two underlying intracommunicators. Therefore when ensembles are dynamically ad-
justed, all intercommunicators have be destroyed and created again.
3.8 Removing Excessive Particles
While having a high number of particles is crucial in properly characterizing the true particle
distribution in plasma dense regions, it is not cost effective if particles appear in regions of less
interest, where they stand more as burdens. For example, earlier we’ve seen that pulsars tend
to develop a singular current sheet structure at the equatorial plane, loaded with 4− − 4+ pairs.
The pairs will stay in clusters and fly away from the star along the current sheet. As they reach a
certain distance from the light cylinder (the area of great interest in pulsar studies), it is reasonable
to assume that the particles will just continue to fly towards the outer boundary (or open space in
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reality), with diminishing physical significance, and therefore desirable to remove the excessive
particles from the simulation. Exactly where and by how much to remove the particles with
minimum impacts to the physics depends on the problem in question. In this section, we address
the technical issues: how to pair a positive charge with a negative charge, and once paired, how
they can be removed in a charge-conservative way.
We start with the second issue. As PIC prohibits directly adding or removing individual
charges, removing a pair while conserving charge can only be done when the pair sit at the same
physical location. Unfortunately this rarely, if at all, happens, so one has to coerce the collocation
by some artifical measure. Once a rendezvous is set up, the last duty of the pair is to deposit the
correct current on their way to the rendzvous, which completes the charge conservation process.
After this, the pair can be removed from the simulation.
One choice of a rendezvous is the average location of the pair. Unfortunately this is hard
to implement in the presence of ensembles, because the constituents of a pair may very well
live on different members of the ensemble. It takes several communications to let two particles
know each other and hence their average location. As an extreme example, imagine a process
holding only electrons and the other process holding only positrons. One will have to first pass
all the location information of electrons to the process with positrons, and then send the pairing
information back. In principle, any two processes within an ensemble need to communicate,
giving an algorithm of O(# 2) communications, where # is the total number of members. In light
of this difficulty, Pigeon chooses the approach of a predetermined location, such as the center of
a cell on the mesh. As will be shown shortly, this algorithm results in an O(# ) algorithm.
Nowwe can address the first question, how to select a pair. Perhaps the most straightforward
is to pair the closest in distance. However, identifying the closest match for a pool of objects is
known to be a computationally expensive problem due to its binary nature. Besides, it no longer
has any edge since we set the rendezvous to be the center of the cell anyways. It suffices to pair
an electron with a random positron, subject to the only contraint that the positron comes from
the same cell, which is due to the consideration that before their removal the pair performs a final
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current deposition and therefore must restrict their displacement to be within one grid spacing.
The algorithm is as follows. Suppose process 8 in the ensemble has 48 electrons and ?8 positrons,










Let (") be a custom function of " that represents the total number of pairs to remove. For
example, (") = "/2. Because 48 and ?8 are fields, it is memory-wise inefficient to gather all of
them onto one process which then works out a partition of (") that balances the loads of all
members of the ensemble. Under these circumstances, we will simply iterate through processes
by the ensemble rank and perform maximal annihilation on each one. The implementation is as
follows. Suppose the ensemble size is # .
1. Each process 8 allocates two fields -8 and .8 . Initialize them with the number of electrons
per cell 48 and positrons per cell ?8 , respectively.
2. Each process 8 allocates a field /8 .








4. The process # − 1 calculates the custom function  and stores it in /#−1.
/#−1 =  (min (-#−1, .#−1)) .
Then process # − 1 broadcasts /#−1 to the /8 on other processes.
5. Each process subtracts /8 from -8 and .8 . Then /8 can be deallocated.
The upshot is the number of electrons (-8 ) and positrons (.8 ) to keep in each cell on process 8 .
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Next, one just iterates through all particles to deposit the currents of those to be removed.
Some PIC codes (including Pigeon) have their particles carry an attribute called fraction to
allow various sizes of particles to be created in the simulation, as opposed to having to create
uniformly sized particles. In the presence of particle fraction, One should understand the 48 and
?8 above as not just the particle objects but also weighted by their fractions. As a result, it is
probable that, for example, a particle with fraction equal to 1.0 has to take out 0.7 to complete
the needed ("). In other words, a particle has to be partially removed. To accommodate this,
conceptually we treat such a particle object as two dinstinct objects with the same parameters
as the original one except fractionality. One of the two needs to travel to the rendezvous to
complete the particle removal, while the other stays put. So implementing partial removal is
simply capturing the first piece’s contribution to the current, followed by an adjustment on the
original particle’s fraction to the fraction of the second piece.
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Chapter 4: Units and Parameters in Pigeon
4.1 Units
One benefit of the cgs units is that the electric field and the magnetic field have the same unit.
Thanks to that, specifying the code units of a PIC code only requires looking at an electrostatic
system (B = 0)










, (where Δ+ is some volume element.) (4.3)
The variable u B p/< = Wv is the spatial component of the particle’s 4-velocity, or the momen-
tum per unit mass. First we introduce the dimensions of length and speed, denoted respectively
by [L] and 2 which is the speed of light. It follows that the dimension [C] = [L]/2 .





[, ] = 4c
d
[d] .
We will make [d] a derived unit that depends on the unit of the electromagnetic fields [, ] as
well as [L], i.e. [d] = [, ]/[L]. The unit for energy is related to other units via [energy] =
[, ]2 [L]3. On the other hand, Eq. (4.2) by itself is a particle’s equation of motion. Together with
the time component of 4-vectorial Lorentz force law, which reads
@; = (W 5 − W8)<22,
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it is natural to define 4 as the unit of charge and<e as the unit of mass whose values correspond to
an electron. With these conventions, [, ] =<e224−1 [L]−1, [d] = 4 [L]−3 and [energy] =<e22.
The crux is that PIC is half field update and half particle update, which is manifested by
Eq. (4.3). A reconciliation between two versions of unit d is called for. An unavoidable side prod-
uct of such a reconciliation is the appearance of some pure numeric prefactor, one that doesn’t
show up under the cgs units, in (at least) one equation. In Pigeon, the choice is in favor of the
particle update convention.
In Pigeon, the following system of units is used,
[L] = free unit
2 = speed of light as the velocity unit
4 = absolute electron charge as the charge unit




[, ] = <e2
2
4 [L] ,
[d, 9/2] = 4[L]3 ,
[Energy] =<e22. (4.4)
Using a˜ to denote the numeric value, Eqs. (4.1) to Eqs. (4.3) take the forms as below under
this system of units,
















2 = Ãe [L] (4.8)




4.2 The Fundamental Resolution Condition
Choosing appropriate spatial and temporal steps is essential for any numeric schemes to func-
tion stably. Although small steps will in general give better results, it comes at the expense of
computational intensity(cpu hours, see chap coding). How small the step needs to be depends
both on the smallest physical scale and the numerical scheme. For evolving the Maxwell’s equa-
tions, the steps are set upon resolving the field variation scales. For advancing particle motion
under the action of electromagnetic fields, the trajectory curvature sets the steps.
For a PIC code, there is a universal requirement on the resolution, regardless of what phys-
ical system is being studied. Consider the setup in which a local electric field runs through a
differential volume cell Δ+ inside which sit a bunch of particles, each of which has charge @8 and
mass<8 with 8 being the label of the particle. Assume the electric field is uniform within Δ+ with
strength 0 and there is no magnetic field. Given a timestep ΔC , a particle will pick up a small,
non-relativistic velocity































According to the Ampere-Maxwell’s law and because magnetic field is assumed to be zero, X 9
will induce a correction to the electric field given by
X0 = −4cX 9ΔC . (4.13)
Numerically, each timestep involves updating electromagnetic fields while holding constant the
current generated bymoving particles, and updating particles while holding eletromagnetic fields









ΔC2  1. (4.14)
The quantity inside the round parenthses is effectively counting electron worth of particles inside
Δ+ . It follows that the quantity inside the curly brackets is nothing but the plasma frequency
squared. In other words, Eq. (4.14) states that the plasma frequency in every cell must be resolved.
Clearly the resolvedness depends on the choice of ΔC and Δ+ . From the perspective of nu-
merics, we rephrase Eq. (4.14) as follows.
4.2.1 The fundamental resolution condition
Let Ae = 42/(<e22) be the classical electron radius. For a PIC simulation with timestep ΔC







4.3 From Ae to lpic
A key distinction between a physical electron and an electron in PIC simulation is that the
latter has a finite spread over an artificial volume element Δ+ , whose cubic root is neither possible
nor necessary to be the physical electron radius. In fact, electrons in PIC are so-called macro
electrons which resembles a microscopically large but macroscopically infinitesimal “cloud” of
true electrons. If a macro electron contains # true electrons, one can see that Ae is # times the
true electron radius.
In simulation, Δ+ is taken to be the spatial resolution. In a convergence test with respect to the
spatial resolution, Δ+ will vary. The question is, how should Ae changewhen the spatial resolution
is, for example, doubled? To truly conduct such a test against spatial resolution, it had better be
the case that everything else is kept the same, especially the identity of the macro particle. By the
“cloud” interpretation, one expects that Ae/Δ+ should stay fixed for two simulations with different
resolutions to have the “identical” electron. On the other hand, same Ae/Δ+ values implies the
identical electromagnetic effects, according to §4.1. We conclude that the identity of a macro
electron is determined by Ae/Δ+ .






It has the meaning of the plasma frequency of one such macro electron inside Δ+ . The funda-
mental resolution condition Eq. (4.15) can now be expressed in terms of lpic as
(
lpicΔC
)2  1. (4.17)
87
Chapter 5: A Pigeon Tutorial
Although developed for the study of pulsar magnetospheres, Pigeon is designed as a general-
purpose simulator, or rather, as one will see shortly, a PIC generator. Pigeon also strives to
provide a logical interface for users with various levels of needs. Last but not least, Pigeon
ships with a command-line efficiency tool, named “pgn” , that automates the most frequent daily
routines into some simple mnemonic commands. This chaper serves as introduction to the above
aspects, as well as a tutorial on how to use Pigeon.
Pigeon is publicly available for download at https://github.com/hoorayphyer/Pigeon.1
To have a hands-on experience of the examples in the tutorial, one will need to install the follow-
ing prerequisites:
gcc(>9), cmake, git, openmpi, hdf5
Currently only Linux is officially supported, although some success as been had on Apple OS X.
A freshly downloaded Pigeon directory contains a bash script called pgn. In the following
the appearance of pgn refers to this script.
5.1 Lab
Pigeon works by combining a few user files with the Pigeon codebase in order to generate
a simulator, which is an executable in the command line. While details are covered in following
sections, as an overview, the user files specify the physics problem they want to study and are
gathered within a single folder, which is given the name “lab”. In other words, a lab in Pigeon is
a folder whose contents detail the setup of a physics problem. The command to create a new lab
is
1 pgn new lab_name
1At the time of writing it is written in C++17, but is migrating to the latest C++20.
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It will create a folder with the given lab_name and automatically creates two files therein. The
first is “CMakeLists.txt”, which pulls in the Pigeon codebase under the hood. The other is
“pic.hpp”, in which a few parameters deemed technically fundamental are to be specified. Ex-
amples of such parameters include the dimension of the grid, the real number type, the shape
of a superparticle. Fig. 5.1 demostrates the creation of a lab name “PSR”, which we will build on
later.
Figure 5.1:
To delete a lab, simply delete the lab folder. Before doing that, however, it is advised to look
at § 5.5 for the proper way to delete the simulation data therein.
5.2 pic_impl.hpp
A C++ file with the name “pic_impl.hpp” should be provided in the lab. It is where all the
physics and numerics setup are specified.
Pigeon contains a folder called “examples”, in which one can find the pic_impl.hpp files cor-
responding to various physics problems. One can simply copy to their lab folder one of those
whose physics problem bears similarity.
The use of a “pic_impl.hpp” file as well as a “pic.hpp” file 2 makes publishing physics setup
as simple as publishing a file, as opposed to publishing the whole code. Not only because they
completely specify the physics and implementations of a simulation, they are also the only files
needed to reproduce the simulation with Pigeon by a different person. This should facillitate
the crosschecks of the physics results among independent groups. The same facillitation can
2The need of a separate “pic.hpp” in the presence of the “pic_impl.hpp” file is purely for technical consider-
ation. Such a separation helps avoid recompiling the whole simulator when user-specified changes are made to
“pic_impl.hpp”.
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be applied for pedagogical purposes. One can imagine setting up a few well established plasma
problems in a few “pic_impl.hpp” files, so that a new student in this field can have a hands-on
experience with learning the plasma physics through numerical simulations, in addition to the
more traditional channels of following textbook derivation and online video. For example, under
the “examples” directory exists a “pic_impl.hpp” file for pulsar magnetospheres.
Pigeon is fully aware of the potential concern that interacting with a C++ file, as opposed to
a plain textual configuration file, incurs steep learning curve. On the one hand, the advantage
of a C++ file is the freedom of implementing as arbitrary functions as one pleases, which the
authors believe must be offered to be genuinely general purpose. On the other hand, configura-
tion through a textual file does offer great convenience. As a result, Pigeon decides to support
configuration through a “toml” file. Interested readers can find a companion toml configuration
file for the pulsar magentosphere “pic_impl.hpp” under the “examples” directory.
In our example of “PSR”, we use “examples/pic_impl_pulsar.hpp”, as shown in Fig. 5.2.
Figure 5.2:
5.3 Building a Simulator
Once the “pic_impl.hpp” is speficied, one can build the simulator using
1 pgn b # performs build
This must be preceded by a cmake call for the very first time
1 pgn c optional_cmake_arguments # performs cmake
The above two can be combined into
1 pgn cb optional_cmake_arguments # performs the above two in one command
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As one can possibly guess, “c” stands for cmake, and “b” stands for build, and the order of “cb”
matters.
To clean up previous builds, run
1 pgn --clean # cleans all existing build files
Fig. 5.3 shows the output when “pgn cb” a called a second time,
Figure 5.3:
5.4 Launching a Run
The executable as a result of a successful build is “bin/pic”. On a local machine, one simply
executes it to launch a run. The more interesting scenario is on a supercomputer cluster, for
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which we show the specifically designed features of “pgn” below.
On a cluster, launching a run is actually submitting a job request to the scheduler of the
cluster, which will determine if and when the submitted job will be assigned with the requested
computational resources to run for the requested period of time. Typically, the job information is
specified by a shell script file, e.g. “job.sh”, in which “bin/pic” is called. Alternatively the following
commands can be used
1 pgn r optional_arguments # launches a run
Under the hood, besides calling “bin/pic”, “pgn r” performs several preparations to ensure that
one can safely launch multiple jobs at one time, which is explained below.
After a job is submitted, it is the user’s responsibility to keep the executable “bin/pic”, as
well as any other files the run may need read from, unmodified before the run actually kicks
off. A safer approach is to copy all these relevant files to a separate folder and submit the job
from there, hence detaching the lab directory from any pending operations. Certainly tiresome if
performed manually, this approach is automated and incoperated into the call “pgn r”, in which it
is called staging the run. During the staging, the user will be prompted to enter a message for the
run that may later serve as a reminder for the user themselves.3 After the run is submitted, the
scheduler will report an ID for this job for later reference. Fig. 5.4 shows a sample call to submit
a run via “pgn r”. , in which “-j” specifies a job script file and “-c” specifies a toml configuration
file, the job ID and entered message are shown at the end. This run is staged under the hidden
directory “.stages/”. The output under “Dry Run Checks” are printed out by an automatic mock
run “pgn” performed with the specified input files and parameters, as a screen for mistakes such
as misspelling of filenames which would otherwise only be caught when the run starts, a much
too late moment especially if the job has been queued for long.
Unfortunately, this is not the end of managing runs on a cluster. Once the run kicks off,
Pigeon will create a data directory whose name contains the time at which the run started.
In addition, the scheduler typically will generate two files containing outputs from stdout and
3This feature requires vim to be installed.
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Figure 5.4:
stderr from the run respectively. The user will manually match these files, available only after
the run starts, with the jobID which is acquired before the run. This is clearly another procedure
deserving an automation, and indeed is done also behind the call to “pgn r”. Basically, a unique
journaling file is created that records every bit of information from the moment the run is staged
to the moment the run is finished. To view the contents of journals, use the command
1 pgn jnl # list all staged runs
whose effect is demonstrated in Fig. 5.5. Notice that besides the information shown at the sub-
mission of a run, it also contains an entry “DataDir” that points to where the run stores its data.
To view the associated files, use the command
1 pgn vw keyword # view immediate results of the run with the keyword
To recap, submitting a run with “pgn r” triggers staging and journaling that help keep the
integrity of the run intact and the scattered information, both spatially and temporally, all within
one place. The whole purpose of these mechanisms is to enable users to submit multiple runs
simultaneously without the need of much manual management which is error-prone; it is as
simple as a few calls to “pgn r”.
93
Figure 5.5:
One important recommendation is to prefer “pgn br” over “pgn r”. As in the case of “pgn cb”,
“pgn br” works by first performing a build before submitting the run. This can prevent forgetting
to rebuild when “pic_impl.hpp” is modified.
5.5 Data Storage
When logging into a supercomputer cluster remotely, users finds themselves in one of the
so-called frontend nodes, which are computers with relatively small storage space. These are
dedicated for users to build their code, submit jobs, check job statuses, etc. On the other hand,
the simulation runs should export data, which can easily exceed the capacity of a frontend node,
to dedicated storage devices. Writing data directly into frontend nodes is prohibited.
The location where a run exporting its data to is specified in “pic_impl.hpp” ( or within a
toml configuration file if desired ). As an effort to maintain everything reachable from within a
lab, Pigeon automatically creates a symbolic link under a local “Data” folder which points to the
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real physical location, as demonstrated in Fig. 5.6, in which a symbolic link “PSR-20201109-1332”
points to a real folder with the same name at a different location.
Figure 5.6:
Fig. 5.6 also shows the typical components of a Pigeon data folder. For example, the “data”
folder contains actual data from sampled timesteps, the “logs” folder contains runtime informa-
tion from selected processes, the “checkpoints” folder contains checkpoints for the purpose of
resuming the run, and “journal.txt” contains the same journaling information for this run as we
saw before. In particular, there is a folder called “pigeon”, whose contents are also shown in
Fig. 5.6. This folder contains all the files needed to reproduce this run.
To completely delete the data of a run, one must delete the symbolic link in the local “Data”
folder on the frontend node, as well as the real data on the storage device. There is a dedicated
command
1 pgn del Data/data_directory # deletes the actual data of a run
5.6 Resuming a Run
As was seen already, Pigeon is able to resume a run from one of its checkpoints. To resume a
run, simply specify the path the the checkpoint folder through the “–resume” option to “bin/pic”.
As always, it is recommended to use the “pgn” alternative. Fig. 5.7 shows an example. There
are three checkpoints saved from the previous run “PSR-20201109-1332”. We choose to resume
from 400-th timestep. The dry run checks this time have printed one extra line that starts with
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“Resume from :” that documents the run’s direct precursor, another example of Pigeon automatic
information management philosophy. Furthermore, the fact that this line is printed indicates that
the existence of such a checkpoint has been confirmed, otherwise an error is reported.
Figure 5.7:
It is worth noticing that a resumed run is itself an independent run from the one being re-
sumed from, as is evidenced by the result of “ls Data” in Fig. 5.7. This is to prevent overwriting
previous data. Had it been written to the same directory, the resumed run from 400-th timestep,
for example, might very well overwrite the original checkpoint at 500-th timestep, which is too
destructive if done accidentally.
Despite a few limitations, one has the freedom to modify “pic_impl.hpp”, hence changing
physics details, before resuming a run. In this sense, resuming a run is as good as setting an
initial condition. As a result, it is highly recommended to prefer “pgn br” over “pgn r”, as was
already mentioned before.
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Chapter 6: Plasma Magnetosphere of A Rotating Monopole
This chapter is adapted from a paper in preparation authored by Rui Hu1 Andrei M. Be-
loborodov1 2 and Alexander Y. Chen3.
6.1 Abstract
A rotating star with a monopole (or split monopole) magnetic field gives the simplest, proto-
type model of a rotationally driven stellar wind. Winds from compact objects, in particular neu-
tron stars, carry strong magnetic fields with modest plasma loading, and develop ultra-relativistic
speeds. We investigate the relativistic wind launched from a dense, gravitationally bound, atmo-
sphere on the stellar surface. We first examine the problem analytically and then perform global
kinetic plasma simulations. Our results show how the wind acceleration mechanism changes
from centrifugal (magnetohydrodynamic) to electrostatic (charge-separated) depending on the
parameters of the problem. The two regimes give winds with different angular distributions and
different scalings with the magnetization parameter.
6.2 Introduction
Rotationally driven outflows are ubiquitous in astrophysics. Compact objects — neutron stars
and accreting black holes — produce especially powerful winds, because of their strong magnetic
fields and fast rotation. They power some of the brightest high-energy sources, such as pulsar
wind nebulae and blazars.
1Physics Department and Columbia Astrophysics Laboratory, Columbia University, 538 West 120th Street New
York, NY 10027, USA
2Max Planck Institute for Astrophysics, Karl-Schwarzschild-Str. 1, D-85741, Garching, Germany
3JILA, University of Colorado and National Institute of Standards and Technology, 440 UCB, Boulder, CO 80309,
USA
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A realistic stellar magnetic field may consist of complex multipolar components, however
some basic properties of rotationally driven outflows can be studied with the simplest, monopole
(or split monopole) field. This simplification gave the pioneering models for non-relativistic
winds from rotating stars (Weber and Davis, 1967), relativistic winds from neutron stars (Michel,
1973) and black holes (R. D. Blandford and Znajek, 1977). These models were developed in the
framework of ideal magnetohydrodynamics (MHD), where electric field vanishes in the rest frame
of the plasma.
The MHD theory has a well defined ultra-relativistic limit of “force-free electrodynamics”
(FFE), in which plasma inertia around the star is negligible. A simple analytical solution in this
limit was obtained for themonopole rotator byMichel (1973). However, theMHD and FFEmodels
can fail to predict the correct acceleration of the wind, at which point a more involved consider-
ation of electrostatic acceleration is needed (Fawley et al., 1977; Michel, 1974).
A recent approach to wind modeling uses direct kinetic simulations of the plasma dynamics
around themagnetized rotator. In particular, relativistic Particle-in-Cell (PIC) codes are employed
to simulate the magnetospheres of pulsars (e.g. Cerutti, A. A. Philippov, et al., 2016; A. Y. Chen
and A. M. Beloborodov, 2014; A. Philippov and Spitkovsky, 2014; A. A. Philippov and Spitkovsky,
2018; A. A. Philippov, Spitkovsky, and Cerutti, 2015). The strength of PIC simulations lies in
their ability to calculate electrodynamics and particle acceleration self-consistently, from first
principles.
In the present paper, we focus on the monopole rotator for three reasons.
(1) As the simplest prototype wind model, the monopole rotator displays some basic features of
relativistic plasma winds. Dipole rotators have a different structure inside the light cylinder (part
of the magnetosphere is closed), however their winds form in the open field-line zone, which is
similar to the monopole wind. Our results for the dipole rotator will be presented in a separate
paper.
(2) We wish to examine the acceleration mechanism of relativistic winds in detail, and eluci-
date the distinction between the MHD and charge-separated outflows, originally pointed out
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by Michel (1974). We demonstrate that both regimes can co-exist in the magnetosphere of a
monopole rotator. This generally occurs for stars with a realistically thin, dense plasma atmo-
sphere. We summarize the efficiency of the wind acceleration in both regimes.
(3) We use the rotating monopole as a test laboratory for our PIC code to test the capabilities of
kinetic plasma simulations. We implement a dense, gravitationally bound, atmospheric layer on
the stellar surface, which serves as a self-consistent source of plasma particles for the wind. We
also push the system to a high magnetization, reducing plasma inertia in the magnetosphere, and
study the approach to the force-free electromagnetic configuration.
The paper is organized as follows. Section 6.3 gives the formulation of the problem, and
Section 6.4 summarizes the FFE solution. Then, in Section 6.5, we discuss the MHD and charge-
separated regimes of the wind acceleration. Section 6.6 describes the numerical setup of the
simulations, and the numerical results are presented in Section 6.7.
6.3 Formulation of the problem
We consider the wind launched by a rotating neutron star with a monopolar magnetic field
described by three parameters: the radius of the star '★, its angular velocity Ω, and the radial
component of the magnetic field at the stellar surface ★. We will use spherical coordinates
(A, \, q) with the polar axis along the angular velocity vector. Then the rotation velocity of the
star is given by
vrot(A, \ ) = 
 × r = (0, 0,ΩA sin\ ). (6.1)
The electromagnetic fields B and E are fixed below the stellar surface. The magnetic field is
monopolar,
B = (A , 0, 0), A = ★
A
'★
(A < '★) . (6.2)
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The star is assumed to be an ideal conductor, and so its electric field must vanish in the co-rotating
frame, E + vrot ×B/2 = 0. This gives
E = (0, \ , 0), \ = −
ΩA sin\
2
A (A < '★). (6.3)







(A < '★), (6.4)
which is called “co-rotation” charge density, dco, because E is induced by the rotation of the star.
The radial component of the magnetic field is continuous at the stellar surface A = '★. It gives
one boundary condition for the magnetosphere, which determines its type (monopole),
A ('★, \ ) = ★. (6.5)
Another boundary condition is set by the continuity of the tangential component of the electric
field,
\ ('★, \ ) = −
Ω'★ sin\
2
★, q ('★, \ ) = 0. (6.6)
This boundary condition communicates the rotation of the star to the magnetosphere.
Besides providing the boundary conditions for the external electromagnetic field, the stellar
surface is also the source of plasma particles. The charged particles, electrons or ions, can be
pulled out from the star (or its dense atmospheric layer) if there appears a component of the
electric field parallel to the local magnetic field, ‖ = E ·B/. Note that E ·B = 0 below the surface,
however it does not have to be continuous, because a surface charge may develop, in particular
when the star is modeled as a conductor with no thermal atmosphere. The field components
A , q , \ just above the surface are not known in advance and need to be found by solving the
equations of electrodynamics outside the star. This calculation must be done consistently with
the dynamics of charged particles pulled out from the star, which create electric current and thus
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affect the field dynamics.
The self-consistent electrodynamic problem is described by two Maxwell equations,
mB
mC
= −2 ∇ × E, (6.7)
mE
mC
= 2 ∇ × B − 4c j, (6.8)









Here p is the particle momentum, v is the particle velocity, and g is the gravitational acceleration.
Collectively, the motion of plasma particles determines the electric current density j that enters
one of the Maxwell equations. A steady magnetosphere may be established around a steadily
rotating star. It will obey the steady-state equations, which are obtained from Equations (6.7) and
(6.8) by setting the left-hand side to zero.
The wind flowing from the star will pass through the light cylinder and its momentum will
approach the final (asymptotic) value at some characteristic radius that needs to be calculated.
Free escape of the wind is assumed at the outer boundary, i.e. there are no obstacles for its
expansion from the star at all radii of interest.
Characteristic timescales of the problem are set by the following frequencies:
• Angular velocity of the star’s rotation, Ω.
• Gyro-frequency l = 4★/<2 for electrons (< =<4 ) and ions (< =<8 ).
• Plasma frequency l? = (4c42=/<)1/2 for electrons (< = <4 ) and ions (< = <8 ), where
= = =4 = =8 is the plasma density. A characteristic = may be associated with the co-rotation
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charge density at the stellar surface, = = |dco |/4 = Ω★| cos\ |/2c42 . This gives
l? = (2Ωl | cos\ |)1/2 . (6.10)
The characteristic spatial scales are '★, light cylinder radius 'LC = 2/Ω, a characteristic Larmor




 l?  l . (6.11)
However, this ordering is violated in the equatorial plane, because l? → 0 at \ → c/2.














It characterizes how much magnetic energy is available per particle at the light cylinder, which
directly correlates with the terminal Lorentz factor of the wind. The force-free magnetospheric
configuration is formed in the limit of f →∞.
6.4 Force-free monopole magnetosphere
In the FFE approximation, the plasma motion is not calculated self-consistently. Instead, the
electrodynamic equations for E and B are closed by the condition
dE + j × B/2 = 0, (6.13)
where d = ∇ · E/4c is the charge density and, in a steady state, j = (2/4c)∇ × B. The condi-
tion (6.13) is equivalent to conservation of energy and momentum of the electromagnetic field;
the plasma is assumed to be so dilute that it cannot accept any significant fraction of the field
energy. For a steady wind this implies that the net Poynting flux through a sphere of radius A is
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constant with A . The plasma is assumed to sustain the required d and j, and how this is achieved
is irrelevant in the FFE model.
Michel (1973) found the exact solution to the force-free electromagnetic field around a steadily








E = \ θ̂, \ = q , (6.15)
Note the presence of q ≠ 0 while the poloidal magnetic field remains exactly radial, the same
as in the vacuum monopole solution. The corresponding charge density d = ∇ · E/4c and the




, j = 2d r̂. (6.16)
Just like inside the rotating star, the external electromagnetic field satisfies E+vrot ×B/2 = 0,
and so the magnetosphere is co-rotating with the star — the electric field measured in the co-
rotating frame vanishes. This condition holds even outside the light cylinder, where no physical
frame can co-rotate with the star. In contrast to the stellar interior, the magnetospheric field
lines are bent in the azimuthal direction, and q ≠ 0 is supported by the radial electric current j.
Michel (1973) assumed that the required current is carried by a charge-separated flow with speed
2 , consistent with the relation 9 = 2d . Note that a particle flowing out radially with speed 2 stays
on the same magnetic field line, like a bead on a bent wire co-rotating with the star. The rotation
of the wire is offset by its backward bending in q , so that the particle has Eq = 0.









Its poloidal component Spol is in the radial direction, parallel to j. Conservation of charge and
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electromagnetic energy in the steady wind implies ∇ · j = 0 and ∇ · S = ∇ · Spol = 0 (using
axisymmetry m/mq = 0). The ratio of the two parallel vectors U = Spol/j satisfies the identity
j · ∇U = ∇ · (Uj) = 0, and so U remains constant along the radial streamlines of the electric
current.
The current density 9 determines a minimum particle flux in the wind min = 9/4 , which can












2| cos\ | , (6.18)
where f is the dimensional parameter defined in Equation (6.12). The quantity fF is constant
with A and depends only on \ . It represents energy per charge 4 (in units of<422) flowing in the
force-free wind.
6.5 Wind Acceleration Mechanism
The FFE model gives an accurate description for the electromagnetic field in the limit of f →





which is perpendicular to B. The model fails to describe the wind acceleration along the magnetic
field lines.
Michel (1973) considered a charge separated wind, composed of charges of one sign — elec-
trons if d < 0 and ions if d > 0. Then the relation 9 = 2d requires that the charges move with the
speed of light everywhere in the magnetosphere. This picture implies a Lorentz factor W → ∞
and gives no information on the wind acceleration mechanism or how the actual W scales with
f → ∞. Note also that the charges are extracted from the star, and in reality they cannot start
out at '★ with E = 2 . Their acceleration from the surface requires E ·B ≠ 0, and so an acceleration
model for the charge separated wind has to go beyond the FFE approximation, i.e. it should be
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formulated with a finite f before taking the limit of f →∞ (Michel, 1974).
The FFE configuration can also be sustained with a plasma composed of both negative and
positive charges, with number densities =− and =+, respectively. The net charge density




requires =+ ≠ =−. This mismatch can be relatively small, |=+ − =− |  =±, if the charges have a







where A is the radial component of the particle flux in the wind with velocity v,
F = (=+ + =−)v. (6.22)
Below we discuss the two opposite regimes ofM = 1 (charge separated flow) andM  1
(MHD flow). In both regimes, a relativistic wind is launched by the magnetosphere, however
with qualitatively different acceleration mechanisms, resulting in different Lorentz factors. The
terminal Lorentz factor of the charge separated wind scales as W∞ ∼ f1/2 while in the MHD case
W∞ ∼ f1/3, with a different angular dependence of W∞(\ ).
6.5.1 MHD Wind
In the regime ofM  1 the abundant charges screen electric fields in the plasma rest frame,
enforcing the ideal MHD condition E · B = 0, regardless of the value of f . Such a wind cannot be
accelerated by ‖ ≠ 0.
In the cold approximation (thermal speed much smaller than the fluid speed), the wind mo-
tion may be described by the hydrodynamic drift velocity v = E × B/2. One may view the
MHDwind acceleration in the lab frame as the result of magnetic stresses (tension and pressure).
Alternatively, the wind launching process may be viewed in the co-rotating frame where the cen-
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trifugal force drives the plasma outflow. Below we summarize the relativistic MHD wind model
known for 5 decades (Goldreich and Julian, 1970; Michel, 1969).
For monopole rotators with f → ∞ the wind velocity v = v is found by substituting the
FFE solutions for B and E (Equations (6.14) and (6.15)) into v = 2E × B/2. This gives








Well inside the light cylinder the wind motion is dominated by rotation, Eq  EA , and far outside









The wind Lorentz factor W = (1 − E2/22)−1/2 is given by








The wind is sub-relativistic inside the light cylinder, A sin\  'LC. At large distances from the
rotation axis, A sin\  'LC, W grows linearly with distance.
As long as the wind particles are supplied only at the inner boundary (the stellar surface), the
steady particle flux F = (=+ +=−)v must satisfy the conservation law ∇ ·F = 0. The ratio of the
two parallel vectors j = S/F satisfies the identity =v · ∇j = ∇ · (jF ) = 0 (where we have used





The ratio of the Poynting fluxS to the flux of particle energyW<422F equals j/W<422. It decreases
with radius as the wind accelerates.
In the FFE limit (f →∞),W grows indefinitely with distance (Equation 6.25). However, for any
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finite f , the FFE model becomes invalid at a sufficiently large radius, and the wind Lorentz factor
saturates at a finite value, which depends on f . The characteristic saturation radius Asat cannot
exceed the radius where the kinetic power of the wind (found from Equation (6.25)) becomes
comparable with the Poynting flux. The actual Asat is much smaller. The wind is accelerated
radially by the pressure of the toroidal magnetic field, which is communicated by radial fast
magnetosonic waves (“fast modes”). The acceleration saturates at the fast magnetosonic radius
Asat where the wind speed EA reaches the fast mode speed E′5 measured in the fluid frame (e.g.
Kirk et al., 2009). At A > Asat parts of the flow at different radii are incapable of exchanging the
pressure waves and the wind acceleration becomes inefficient.
The speed of radial fast waves E′
5
is controlled by the transverse (toroidal) magnetic field and












HereM  1 is the particle multiplicity defined in Equation (6.21), fF is given in Equation (6.18),
′
q
≈ q/W , d′< = <̄(=+ + =−)/W , and <̄ is the average particle mass (<̄ = <4 for an electron-
positron plasma and <̄ ≈ <8/2 for an electron-ion plasma). The speed of the fast mode and the
corresponding Lorentz factor W ′
5
= (1 − E′
5












We here focus on winds with fF  1, for which Asat  'LC. Far outside the light cylinder, the
magnetic field is dominated by its toroidal component,  ≈ |q | and the wind velocity v = v
is nearly radial, so that EA ≈ E . The critical fast magnetosonic point may be evaluated from the
4This expression holds for a cold MHD fluid, which is usually an excellent approximation for winds. When
thermal energy is taken into account, the fast magnetosonic speed changes to E ′
5
/2 = [(U − 1)F + f ′]/(1 +F + f ′),
whereF is the dimensionless enthalpy and U is the adiabatic index of the fluid (A. M. Beloborodov, 2017).
109
condition










where W is the Lorentz factor of the force-free wind (Equation 6.25). Solving Equation (6.29) for













where Equation (6.18) for fF has been used. The factor of sin2 \ in Equation (6.30) comes from 2q
(the pressure of the toroidal magnetic field is responsible for the wind acceleration); cos\ appears
in the denumerator (and vanishes at \ = c/2) because the particle multiplicityM was defined in
terms of 9 , which vanishes in the equatorial plane. The productM cos\ stays finite at \ = c/2.
The well-known result W∞ ∼ f1/3 was obtained by Michel (1969) and Goldreich and Julian
(1970). The saturation radius Asat may be estimated using the FFE approximation W ≈ A sin\/'LC





6.5.2 Surface atmosphere at the base of the wind
The star may have a gravitationally bound atmosphere with some temperature ) ≠ 0, which
supplies particles to the wind. In an ideal MHD wind with ‖ = 0, the escaping particle flux  is
controlled by the effective potential,







Ω2A 2 sin2 \ . (6.32)
It takes into account the centrifugal effect. The strongmagnetic field near the star implies that the
particles are “magnetized”, so that they move along the magnetic field lines like beads on wires.
The field lines (with footprints frozen in the conducting star) co-rotate with the star. Therefore,
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the plasma atmosphere co-rotates and experiences a smaller effective gravitational acceleration,
reduced by the centrifugal effect. The effective potential has a maximum










An isothermal hydrostatic atmosphere is described by its temperature ) = const and density
=0 at A = '★. The atmospheric particles at A > '★ form a Boltzmann distribution with density
=(A, \ ) = =0 exp
{




where +★(\ ) = + ('★, \ ). The hydrostatic atmosphere extends up to the escape radius Aesc(\ )
where the remaining potential barrier+max−+ becomes comparable to the particle kinetic energy
<E2th/2 ∼ :) ,
E2th
2
= +max(\ ) −+ (Aesc, \ ). (6.35)






















The limit of \ → 0 gives Aesc → 260'2★/E2th. The effective potential has no centrifugal part on the
rotation axis and so Aesc(\ = 0) is independent of Ω.
The escaping particle flux may be estimated as
 (\ ) ∼ Eth =(Aesc) ∼ Eth =0 exp
[










Next, we consider the opposite regime where the centrifugally assisted outflow from the at-
mosphere is insufficient to feed the electric current withM = 4/ 9  1. Then, a parallel electric
field ‖ is induced to sustain the current. The ‖ extracts from the atmosphere charges of one
sign, forming a charge separated wind.
An exactly force-free electromagnetic configuration is deficient because it has ‖ = 0 and
at the same time implies that the charge-separated wind has speed E = 2 , because 9 = 2d . A
physical wind solution must start at the stellar surface with a much smaller velocity. In particular,
observed neutron stars typically have surface temperatures of 0.1 − 1 keV, and so are capable of
supplying only non-relativistic particles. Their characteristic atmospheric scale-height is tiny,
ℎ ∼ :) /<6 <∼ 10 cm. Acceleration of the charge-separated wind extracted from the star (or from
the upper layers of its atmosphere) must be accomplished by a non-zero ‖ . The electromagnetic
field can still be very close to the FFE solution, because a small ‖   is sufficient to accelerate
particles to ultra-relativistic speeds.
In a steady state, the accelerating electric field is static and can be described using an electro-
static potential Φ. The electrostatic acceleration of a charge-separated wind was first analyzed by
Michel (1974) and later by Fawley et al. (1977), with somewhat different results. The acceleration
effect is associated with a small correction XE to the co-rotation electric field Eco = −vrot × B/2 .
In a steady state, one can define the accelerating electrostatic potential,








cos\ + const (6.41)
gives the co-rotating electric field Eco of the FFE configuration; Φco depends on \ only and thus
cannot accelerate any particles along the magnetic field lines. The wind acceleration away from
the star is determined by XΦ(A, \ ) at A > '★. It satisfies the equation,
∇2XΦ = −4c (d − dco) , (6.42)
where dco is given in Equation (6.16), and d is the actual charge density in the self-consistent
acceleration solution. Note that XΦ = 0 inside the star, and continuity of the electrostatic potential
at the stellar surface gives the boundary condition
XΦ('★, \ ) = 0. (6.43)
The magnetized particles move along the magnetic field lines, whose shape and rotation are
almost unchanged from the FFE solution as long as f  1. Therefore, the azimuthal speed of the
wind is related to its radial speed by









It can vanish only for particles moving with the speed of light: EA = 2 and Eq = 0. Since the
wind starts out at the stellar surface with EA  2 , the plasma motion must have a large azimuthal
component (similar to the MHD solution in Section 6.5.1).
For the rest of this section we take the limit of) → 0. This corresponds to the initial EA ('★) =
0 and the zero thickness of the atmosphere, so the particle acceleration by ‖ starts at A = '★.
The speed E of the charge separated wind is set by the energy gain in the potential XΦ. This also
implies that the wind is cold, i.e. there is only bulk speed, with no random velocity component.
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The wind Lorentz factor is given by















Michel (1974) proposed an approximate formula for the asymptotic Lorentz factor of the wind
at A  '★,
W∞(\ ) = 1 + f1/2 cos\ . (6.46)
His derivation of this result assumed XΦ ∝ Φco ∝ cos\ and also assumed that the electric cur-
rent 9 is unchanged from that in the force-free configuration. Fawley et al. (1977) relaxed these
assumptions and obtained the following result,






(−1); (2; + 1.5)
(2; + 0.5) (2; + 2.5) (; + 1) %2;+1(cos\ ), (6.47)
where %2;+1(cos\ ) are the Legendre polynomials.
Before comparing these previous results with our numerical simulations, we wish to make
simple estimates. In particular, it is useful to see how the scaling W∞ ∝ f1/2 appears in the limit
of f  1.
In the nearly force-free regime f  1, the deviations of the electromagnetic fields XE and XB
from the force-free solution (Equations (6.14) and (6.15)) are small. In a leading approximation,
the charge-separatedwind is accelerated along the unperturbedmagnetic field lines. In particular,
the flow projection onto the poloidal plane follows the poloidal (radial) magnetic field lines, and
creates the poloidal electric current, which sustains q ,
9A = EAd. (6.48)
Near the stellar surface, where EA  2 , the charge density d greatly exceeds dco, which results in
a steeply increasing XE according to ∇ · XE = 4c (d − dco). As a result, the wind accelerates to
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nearly 2 on a short scale A − '★  '★, so that the conditions EA  2 and d/dco  1 hold only in
a thin layer near the stellar surface.
At radii A − '★  '★ one can approximate ∇ ≈ (mA , 0, 0), and the accelerating potential is









(A − '★  '★), (6.49)
where we used the approximation 9A ≈ 2dco in the leading order, which corresponds to the FFE











(A − '★  '★), (6.50)
where _? = 2/l? and l? = (2lΩ cos\ )1/2 (Equation 6.10). Combining Equations (6.50) and
(6.44) one can solve for EA (A ) and then also find XΦ(A ).
One can see from Equation (6.50) that the wind enters the ultra-relativistic regime W  1
above the characteristic altitude A −'★ ∼ _? . The column density of charge created by d/dco > 1
in the sub-relativistic zone A < '★ + _? , is comparable to dco_? . At larger altitudes the wind
continues to accelerate linearly in the approximately constant electric field
A ∼ 4c_?dco ≈ const (_?  A − '★  '★), (6.51)
which is created by the column charge density dco_? of thickness ∼ _? on the surface of the star.
The linear acceleration
W ∼ A − '★
_?
(_?  A − '★  '★), (6.52)
ends where the approximation A − '★  '★ breaks, i.e. at altitudes comparable to '★. This gives








f cos\ . (6.53)
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Note that this estimate of W∞ neglected the deviation of 9A from 2dco, i.e. neglected the deviation
of q from the FFE configuration. This deviation gives an additional term in Equation (6.52),
W ∼ A − '★
_?









The estimate (6.53) for W∞ assumes | 9A/2dco − 1| <∼ W∞_2?/'2★ ∼ W−1∞ . This condition is (marginally)
satisfied, as may be seen from the following consideration.
The deviation from the FFE configuration changes the Poynting flux from the star S, and
part of the Poynting flux is spent to accelerate the wind through the work of the electric force:
∇ ·S = −E · j. Assuming that the change of the Poynting flux from the FFE value (Equation 6.17)




(A  '★). (6.55)








Evaluating the numerical coefficient in this estimate and its dependence on \ is more difficult, be-
cause the electromagnetic energy is re-distributed in latitude before escaping to infinity. Indeed,
A ≠ 0 introduces a Poynting flux in the \ -direction, (\ = −2Aq/4c ∼ −_?dcoq . It creates an
energy flow in the direction from the equatorial plane to the polar axis ((\ ∝ − cos\ sin\ ). The
divergence of S, which feeds the wind acceleration, has an important contribution from (\ . In
particular, on the polar axis (A = 0 and mA(A = 0. The radial Poynting flux on the axis cannot power
the wind acceleration to W∞ ∼ f1/2. Thus, the wind near the axis is powered by ∇ · S ≈ A−1m\(\ .
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6.6 Simulation Setup
We use the particle-in-cell (PIC) code Pigeon to calculate the relativistic plasma dynamics
in the self-consistent electromagnetic field. We use a spherical coordinate grid spaced logarith-
mically in the radial direction. This allows us to expand the simulation domain and follow the
wind dynamics well beyond the light cylinder 'LC = 2/Ω. In the simulation, 'LC = 4'★ and the
outer boundary is at 'out ≈ 30'★. The outer boundary allows free escape of the particles and
the electromagnetic field. This is accomplished by implementing a smooth damping layer, with
negligible wave reflection. A similar damping layer was used in the pulsar simulations of A. Y.
Chen and A. M. Beloborodov (2014). The inner boundary of the computational domain A = '★
is the surface of a conducting solid crust rotating with angular velocity Ω. The inner boundary
conditions for the electromagnetic field are given by Equations (6.5) and (6.6).
The simulation starts with a non-rotating star, so the initial field configuration is spherically
symmetric. Then we gradually spin up the star to Ω = (1/4) (2/'★) and let the system relax to a
steady state. The entire evolution and the final state are symmetric about the rotation axis, and
our simulations are axisymmetric. We use the log-spherical grid in A, \ with the size of 1024×1024.
Just above the stellar surface, the simulation maintains a dense plasma atmosphere, which
serves as the source of particles for the wind. The atmosphere is bound by the gravitational field
of the star,




The dense surface layer is maintained by constantly injecting warm (Maxwellian) particles from
the surface, and the star absorbs particles that fall back to the surface. As a result a steady Boltz-
mann distribution is established, with the plasma density exponentially decreasing with altitude
A − '★,





(A − '★  '★). (6.58)
Neglecting the centrifugal acceleration, one can estimate a characteristic hydrostatic scale-height
as ℎ ≈ E2th/260, where Eth is the average thermal speed of injected particles. In the simulation,
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particles are injected with radial velocities in the co-rotating frame of the star, i.e. with a fixed
azimuthal speed Eq = Erot = ΩA sin\ in the lab frame.
All our simulations have Eth = 0.22 in the corotating frame, and the atmosphere scale-height
and density are controlled by two other parameters: 60 and the particle injection rate ¤# . We








so thatMatm ∼ 10. This is more than sufficient to sustain the electric current. Then, the mag-
netospheric electric field ‖ = E · B/ (if induced to lift atmospheric particles and feed j in the
magnetosphere) is screened from the stellar surface by the atmosphere.
We use 60 as a knob that controls ℎ. It determines the altitude at which the atmospheric den-
sity =(A ) decreases below 9/2 and ‖ develops to sustain 9 (A. M. Beloborodov and Thompson,
2007). Below we perform simulations representing two opposite regimes:
Model I: MHD regime. When 60 is sufficiently small (and so ℎ is large), the atmosphere begins
to overflow the gravitation potential barrier and escape into the wind before =(A ) falls below
9/42 . In this case, an MHD wind is formed, carrying both negative and positive charges. In the
simulation presented below, we model the MHD regime by simply setting 60 = 0, so that the
atmosphere becomes unbound, filling the entire magnetosphere with =  9/42 .
Model II: Charge-separated regime. When we increase 60 (and thus reduce ℎ), “charge starva-
tion” occurs, and ‖ develops at small altitudes above the atmosphere. It lifts charges of only one
sign into the magnetosphere, forming a charge separated wind. In the simulation shown below,
this regime is modeled with 60 = 0.522/'★, which gives ℎ ≈ 0.04'★.
The positive and negative charges in our simulations will have the samemass<. The general-
ization to unequal masses is straightforward and does not qualitatively change the wind picture.
The key parameter of the problem is f (Equation 6.12). We choose f = 2.5× 103 for both sim-
ulations. The large f implies that the magnetosphere will be very close to the FFE configuration,
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Figure 6.1: Ratio between plasma energy density*< and the electromagnetic field energy density
* = (2 + 2)/(8c) in Model I (left) and Model II (right).
in both charge separated and MHD regimes.
The parameter f determines the characteristic density =co = |dco |/4 = Ω★/2c24 evaluated at
the pole of the star. This density defines a characteristic plasma frequency l? = (4c42=co/<)1/2,







≈ 1.4 × 10−2. (6.60)
6.7 Simulation Results
Belowwe present the results after a steadywind is established. The steady state is approached
in the entire simulation box on the light crossing timescale ∼ 'out/2 .
The wind is magnetically dominated in both Model I and Model II (Figure 6.1), and hence the
electromagnetic configuration should be close to Michel’s FFE solution given by Equations (6.14)
and (6.15). As expected, we observe that the deviations from FFE are small. The poloidal magnetic
field is almost exactly radial, and q closely follows FFEq given in Equation (6.14) (Figure 6.2). In
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Figure 6.2: Left: Comparison of the electromagnetic configuration obtained in Model I (MHD
wind) with the FFE model, which predicts −2q/ΩAA = sin\ (green curve). Right: A similar
comparison for Model II (charge separated wind).
particular, in Model II, the deviation Xq/FFEq ∼ f
−1/2 = 2%. Note that Xq/FFEq > 0 in the MHD
regime, as the additional inertia due to mass loading increases the bending of magnetic field
lines. By contrast, Xq/FFEq < 0 in Model II. The nearly force-free electromagnetic configuration
enforces the charge density d = ∇ · E/4c and the electric current j = (2/4c)∇ × B. Therefore, d
and j closely follow the FFE result (Equation 6.16).
The state of the plasma sustaining this nearly FFE configuration is, however, very different in
the charge separated and MHD regimes. The basic difference between Models I and II is demon-
strated in Figure 6.3, which compares the plasma density = = =+ + =− with the local =co. The
MHD regime occurs with abundant supply of ± charges, =  =co. Then, the required d ≈ dco
and 9 ≈ 2dco are achieved with |=+ − =− |  =. In the charge separated regime, =+ → 0 and the
minimum= = =− ≈ =co is established everywhere except the narrow region around the equatorial
plane \ ≈ c/2.
At \ = c/2, the monopole wind is not charge separated even in Model II, simply because
=co = 0 and 9 = 0 in the equatorial plane. The surface atmosphere with any finite hydrostatic
scale-height produces a finite (even if exponentially suppressed), outflow with a particle flux
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Figure 6.3: Ratio of the local =2> = d2>/4 to the actual particle number density = = =8 + =4 in
Model I (left) and Model II (right). Model I has no gravity and the MHD outflow is formed with a
highmultiplicityM at all latitudes. Model II forms a charge-separated outflow (M = 1) above the
thin gravitationally atmosphere; the outflow occurs in the MHD regime only near the equatorial
plane where 9 and =co vanish.
 ≠ 0, and so, =/=co → ∞ at \ = c/2. This explains why Model II creates an MHD-type outflow
in a finite equatorial region |\ − c/2| < X\ . The extent of this region X\ may be estimated by
evaluating MHD from Equation (6.38) (which assumes an MHD outflow with ‖ = 0) and then
comparing MHD with | 9 (A, \ ) |/4 . The boundary of the equatorial MHD wind in Model II is at the
angle \ where | 9 |/4 ∼ MHD.
In both Model I and Model II, the electric current is almost exactly radial, however the bulk
motion of the plasma is different in the two models. This is demonstrated in Figure 6.4, which
shows the azimuthal component of the plasma bulk velocity. In Model I, the plasma behaves
as a single MHD fluid forced into rotation by the strong magnetic field and flowing out with the
centrifugal acceleration. In Model II the plasma bulk motion is almost exactly radial — it is charge
separated, = = =−, and so the radial current implies the radial bulk motion.
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Figure 6.4: Azimuthal component of electron velocity Eq for Model I (left) and Model II (right).
6.7.1 MHD Wind (Centrifugal Acceleration)
Figure 6.5 shows the radial profile of the wind Lorentz factor W (A ) measured in Model I, for
a few polar angles \ = 2>=BC . The plasma bulk motion observed in the simulation is compared
with the E × B drift. An ideal cold MHD wind is not expected to develop any motion parallel to
the magnetic field lines, because ‖ = 0, so the particles can only have the E × B drift motion.
Since E and B are well described by the FFE solution, the plasma is expected to flow with velocity
v ≈ vD given by Equation (6.23) and Lorentz factor W ≈ WD given by Equation (6.25). This is
indeed observed in Figure 6.5. Deviations of W from WD of the FFE model are caused by the finite
mass loading of the wind and the finite temperature of the plasma injected at the stellar surface.
At large cylindrical radii, WD is expected to saturate (Section 6.5.1). This saturation should occur
outside the simulation box 'out and therefore is not observed in our simulation.
Figure 6.6 shows the W (A ) profile of the equatorial outflow of Model II. Here, the wind is also
in the MHD regime, =  =co, and we find that the wind moves approximately with the drift
Lorentz factor WD(A ) of the FFE solution.
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Figure 6.5: Wind Lorentz factorW measured in Model I (MHDwind). The Lorentz factor is shown
as a function of cylindrical radius G = A cos\ , at a few selected polar angles \ (solid curves). Green
dotted curve shows Lorentz factor WD of the drift motion vD = 2E×B/2 evaluated using the FFE
solution for B and E.
6.7.2 Charge-separated Wind (Electrostatic Acceleration)
Almost all of the wind in Model II is charge-separated and accelerated by the electrostatic
mechanism: the particles are accelerated away from the star by a strong ‖ = E · B/. Note that
q = 0 in the steady state and ‖ = AA/. The value of A measured in the simulation is shown
in Figure 6.7. It is consistent with the estimate (6.51) in Model II, and greatly exceeds A measured
in Model I (also shown in Figure 6.7, for comparison).
We can estimate the expected location of a “critical” surface Acr(\ ) outside of which ‖ must






Figure 6.6: Wind Lorentz factor W in Model II in the equatorial plane \ = c/2 where the outflow
occurs in the MHD regime (blue solid curve). Green dotted curve shows Lorentz factor WD of the
drift motion vD = 2E × B/2 evaluated using the FFE solution for B and E.
where =(A ) is the hydrostatic atmosphere density given by Equation (6.34). The solution for
Acr(\ ) for Model II is shown in Figure 6.8. A charge separated wind is expected to form outside
the critical surface, and this is indeed observed in the simulation: the boundary of the region of
=  =co found in Model II agrees with Acr(\ ). Figure 6.8 also compares Acr(\ ) with Aesc(\ ). The
equatorial MHD wind occupies the range X\ where Acr(\ ) > Aesc(\ ).
Figure 6.9 shows the Lorentz factor W (A, \ ) of the electrostatically accelerated wind observed
in our simulation for a few selected angles \ = 2>=BC . As expected from the analytical estimate
in Section 6.5.3, W (A ) rises sharply over a length scale comparable to '★ and then saturates to a
terminal W∞.
The dependence of the asymptotic W∞ at A →∞ on the polar angle \ is shown in Figure 6.10.
It was measured at a finite, but sufficiently large radius A = 15'★  '★. For comparison, we
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Figure 6.7: Radial component of the electric field, A responsible for the wind acceleration in
Model I (left) and Model II (right).
also show the solutions of Michel (1974) and Fawley et al. (1977) discussed in Section 6.5.3 (Equa-
tions (6.46) and (6.47)). The Legendre series in Equation (6.47) were truncated at ; = 5. Michel’s
approximation appears to agree better with our simulation results. The simulation accuracy
worsens close to the polar axis, at \ <∼ 0.1 and \ > c − 0.1. Therefore, the kink of W∞(\ ) near the
polar axis (the drop of W∞ by ∼ 7%) is likely a numerical artifact. However, the simulation should
be accurate away from the axis.
6.8 Discussion
In this chapter, we have investigated the relativistic plasma wind from a rotating star with
a monopole magnetic field. The star was assumed to have a thermal atmosphere, which can
supply plasma to the wind. This provides a complete setup for the self-consistent global study of
the wind formation and acceleration driven by the rotation of the star. We have used this setup
as a first test problem for our PIC code Pigeon developed for global kinetic plasma simulations
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Figure 6.8: The surface of wind launching in Model II (blue curve). At this “critical” surface,
Acr(\ ), the atmosphere density = drops below =co2/Eth and a charge-separated wind is extracted
by the generated ‖ . For comparison, the orange curve shows the launching surface Aesc(\ ) that
would be predicted by the MHD wind model with ‖ = 0 (Equation 6.36). The MHD regime is
realized only where Aesc < Acr, which occurs near the equatorial plane in Model II.
of the plasma behavior around rotating compact objects. The next paper (Hu & Beloborodov,
in preparation) will present our simulations of the plasma magnetosphere around stars with a
dipole magnetic field.
The monopole wind can occur in two qualitatively different regimes. The first regime gives
a centrifugally accelerated, nearly ideal (‖ = 0), MHD wind (Model I). It forms if the thermal
atmosphere of the star supplies enough plasma at high altitudes to form an outflow with density
=  =co = |
 · B|/2c24 . This condition is violated when the gravitationally bound atmosphere
on the stellar surface becomes sufficiently thin. Then, a strong ‖ is induced, which extracts
charges of one sign from the atmosphere and accelerates them away from the star. As a result,
an electrostatically accelerated, charge-separated wind forms (Model II). The charge-separated
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Figure 6.9: Radial profile W (A ) of the charge-separated wind in Model II at a few selected polar
angles \ .
wind develops Lorentz factors W ∼ f1/2 with the highest W near the polar axis. This electrostatic
acceleration is more powerful than the centrifugal acceleration of the MHD wind. It occurs near
the star (rather than beyond the light cylinder), in agreement with the approximate analytical
results of Michel (1974) and Fawley et al. (1977).
In general, when electrons develop sufficiently high Lorentz factors W , 4± creation may be
expected. A standard channel for 4± creation around neutron stars involves the emission of
curvature gamma-rays which convert to 4± pairs. However, this mechanism is not activated
in the monopole charge-separated wind, even in the limit of arbitrarily high f (which can give
any high W ), because the particles flow out radially with no curvature in their trajectories.
The rotating monopole magnetosphere is also special because its four-current 9 ` = (2dco, j) is
null in the magnetically dominated (FFE) limit. Then the parameter U ≡ 9/2dco = 1 is right at the
boundary between two distinct regimes: U < 1 would give and oscillating low-energy outflow,
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Figure 6.10: Comparison of W∞(\ ) given by different models. Michel’s (1974) approximation is
shown by the red dash-dotted curve, the result of Fawley et al. (1977) is shown by the blue dashed
curve, and our simulation is shown by the black solid curve.
and U > 1would give a stronger acceleration (A. M. Beloborodov, 2008). The special case of U = 1
can serve as a good test for PIC codes, because it forms a steady ultra-relativistic wind while the
fields remain close to the known analytical FFE solution. Real magnetospheres, however, do not
have the special U = 1, as their magnetic field lines are curved. In addition, general relativistic
effects (in particular, the frame-dragging effect) in the gravitational field modify j = (2/4c)∇×B
and d = ∇ · E/4c , and change U from unity (Muslimov and Tsygan, 1992).
Rotating magnetized neutron stars have enormous f ∼ 2× 1012 12Ω2 (Equation 6.12), which
makes them extremely efficient accelerators. Their magnetospheres are not monopolar, however
the idealized monopole model captures some basic features of plasma winds. In particular, the
MHD and charge-separated regimes can occur in real objects, and the transition between the
two regimes is similar to that in the monopole model. A nascent, hot neutron star is expected to
produce an MHD wind during a short period after its birth. As the neutron star cools, the plasma
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supply to the wind drops, and the star becomes capable of generating a charge-separated outflow
accelerated to high energies. Then the neutron star becomes an active pulsar.
The pulsar magnetosphere has both closed and open magnetic field lines. The outflow along
open field lines partially resembles the monopole wind and may be fed by charges extracted by
‖ from the star or from its atmospheric layer. The pulsar magnetosphere, however, includes the
quasi-dipole magnetic field inside the light cylinder, and this leads to a continual 4± discharge.
The application of Pigeon to this problem will be presented in the next chapter.
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Chapter 7: Simulating Pulsar with Pigeon
7.1 Modeling Curvature Radiation: Theory
Pulsars actively emit gamma ray photons. One channel for producing them is believed to
be through curvature radiation. (Gyration around magnetic field lines is not energetic enough.
Elaborate.) In the strong magnetic field strength regime, particles are tracing magnetic fieldlines.
If they have a high Lorentz factor W , they will produce synchrotron emission whose profile peaks





where '2 is the radius of curvature of the magnetic fieldline along which particles are traveling,
and V =
√










where o4 ≡ ℏ/<42 = 3.86 × 10−11cm is the reduced Compton wavelength of an electron. When
ph exceeds 2<422, the photon is capable of converting to a positron and electron pair. We refer
to such photons by the name “gamma rays” in the whole discussion on pulsar. Note that only
electrons and positrons are considered candidates of gamma ray emitting particles; particles such
as protons are excluded because of their mass.
How pulsar accelerates particles to energies cabable of producing gamma rays is a key ques-
tion, and we seek a self-consistent answer from PIC simulations.
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7.2 Modeling Curvature Radiation : Full Recipe
The model we use to simulate curvate radiation is as follows. At each timestep, when a
primary particle satisfies certain energy criteria, it will emit one gamma ray photon. The energy
criteria are that first a particle emits gamma ray photons when its characteristic photon energy
given in Eq. (7.3) exceeds a prescribed value for a gamma ray photon ph ≡ Yph > 2<422 and,






where '2 is the radius of curvature and can be calculated using the particle’s momentum and










































As with other physical scales, o4 needs rescaling too. It is kept as a free parameter for the simu-
lation so that one can study the gamma ray emission process with various strength. We employ
the following heuristic to set values for o4 implicitly. Define a fiducial Lorentz factor Wfd such that
a particle with Lorentz factor Wfd and radius of curvature '2/'★ = 1 is barely capable of emitting
a gamma ray photon, i.e.
o4
'★
W3fd = Yph. (7.7)
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Instead of o4 , one works withWfd, which has amore direct sense of the how difficult/easy a particle




































The subscript “RRL” stands for “radiation reaction limited”.
7.2.1 Small '2 Artifact
When '2 becomes small, both bounds in Eq. (7.9) will become small. Although in reality there
is no problem, they can induce artifacts in the rescaled simulation that we have. In particular,
a small lower bound would artificially trigger curvature photon emission on mild-relativistic
particles with Lorentz factor W ∼ a few, which is undesirable. There are two sources of small
'2 .
1. One is when an ultra-relativistic particle has unresolved gyration radius due to limited time
spacing and enormousmagnetic field strength, whichmay contribute to arbitrarily small '2
calculated from p and ¤p such that the combination Wfd'̃2
1/3 ∼ 1. The resolution in this case
is obviously to check the resolvedness. We argue that particles with so high Lorentz factor
as to be gyration-unresolved must have their perpendicular momentum lost to significant
classical synchrotron cooling, which consequently implies that '2 must be replaced by the
radius of curvature of the fieldline.
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2. The other is, even when the gyration is resolved, due to the rescaling, the combination
Wfd'̃2
1/3
can still be close to 1. To resolve this, we impose a sanity condition that particles
able to emit curvature photons need to have W > Woff , where Woff is a preset value.












7.3 Modeling Curvature Radiation: Simplified Recipe
Since we scaled the light cylinder to be at only 6'★ away, and the radius of curvature is
comparable to '★. To further simplify matter, we will use '★ uniformly as the radius of curvature
for all particles. Setting '̃2 = 1 in Eq. (D.15) gives
max {Woff , Wfd} < W  WRRL.
In this simplified situation, Wfd essentially becomes the threshold for a particle’s Lorentz factor to
emit gamma rays. To manifest this meaning, we rename
Wthr = Wfd. (7.12)
In fact, the lack of the complication due to '2 simplifies Eq. (D.15) to the simple check
W > Wthr. (7.13)
Woff is left out because Wthr normally is larger than it automatically. WRRL is left out because ac-
cording to Eq. (7.10) it is easily a few times larger than Wthr and therefore becomes practically













7.4 Synchrotron Cooling in the Strong Magnetic Fields
Due to the large separation of l  l?  Ω, the simulation timestep ΔC in practice is
often not chosen to resolve gyration frequency at the strongest magnetic fields, which is close to
the surface of the star. An unresolved gyration means an artificial jittering motion around the
gyration center. A typical consequence is the regeneration of gyration for a particle streaming
along the field line with a large magnetic field strength, in which case the actual gyration, if
resolved, would keep the particle’s momentum ‖ B all the time. Yet instead the finite ΔC would
make the particle deviate away in approximately straight line and create an angle withB. While
it doesn’t cause fatal errors to simulation, it does introduce the magnetic bottle artifact when
plasma is streaming along converging magnetic field lines. In the case of pulsar, this becomes
relevant as the electron backflow along the separatrix current sheet from Y point towards the star
surface can be significant in conducting the return current. As decreasing ΔC is too expensitive,
synchrontron cooling comes to our rescue.
Synchrotron cooling in the classical regime is significant only for energetic particles. How-
ever, when B is strong, charges are expected to quantum mechanically transition to the ground
Landau level. This process is at play for nonenergetic particles as well as energetic particles in
the vicinity of the neutron star. In the zeroth Landau level, particles are characterized by losing
all momentum perpendicular to the magnetic field, which is what we intend to do.
One should think of this picture of Landau level to be in a frame with pure magnetic field,
i.e. the ExB drifting frame. This frame can be generalized to one in which E′ ‖ B′. In general,
B′ ∦ B, so the perpendicular momentum to be damped is with respect to B′. On a different
note, we emphasize that one should dampmomentum rather than velocity, as they imply different
energy after damping:
W2post = 1 + ?2‖, fixing p‖, (7.15)
W2post = 1 +
?2‖
1 + ?2⊥
, fixing v‖ . (7.16)
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The reason is that in the quantummechanics of a charged particle in a uniformmagnetic field, the
wave function consists of a plane wave along the magnetic field with some fixed momentum, and
a harmonic oscillator in the perpendicular plane. Synchrotron cooling amounts to a transition in
the energy level of the harmonic oscillator, which leaves the plane wave part intact.
The algorithm for synchrotron cooling in the strong magnetic field regime is as follows.

















(2 − 2) +
√
(2 − 2)2 + 4 (E ·B)2
. (7.18)







= B − β0 ×E . (7.19)


















4. Finally boost back to the lab frame,
ppost = W0W
′





7.5 Boundary Condition : Damping Layer
In reality the outer boundary is open space. In the simulation, we mimic it by an absorbing,
outflowing damping layer fine tuned to minimize the reflection of both electromagnetic waves. 1
The details are shown below.
Given some background field 516 (G), consider some external field 5 (G, C) which creates the
traveling disturbance Δ5 (G) = 5 (G, G/2) − 516 (G) with the presumptive propagation speed equal
to 2 . We would like this disturbance to be damped over a distance ofℎ and at a position dependent
rate [ (G) = [0q (b), where b ≡ G/ℎ assuming the origin to be where damping takes effect, and
q (b) is an arbitrary profile that is normalized as
∫ 1
0
q (b)3b = 1. (7.22)
It follows that
Δ5 (G + 3G) = Δ5 (G)e−[ (G)3C
= Δ5 (G)
(













1A better technique called the perfectly matching layer(PML) is also used in other codes to achieve optimal
results. The idea is to engineer the outer boundary into a material with artifical permittivity and permeability
that exponentially attenuates incoming waves. A PML material for the spherical coordinates can be found in the
appendices.
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q (b)3b = ℎ[0
2
 1,





q (b)3b  1.
One can satisfy the second condition by using a sufficiently thick layer such that ℎ  _ and using
a sufficiently smooth profile such that q (0) = q′(0) = 0. In Pigeon, damping is implemented as
follows,
5 (C=+1) = 516 +
(
5 (C=) − 516
)
(1 − [0ΔCq (b)) , (7.24)
with a profile q (b) = b2/2.
As for particles, in principle nothing needs to be done, since the fields will lead them out of the
simulation box. In practice, though, particles tend to pile up inside the damping layer, especially
near the equator where the equtorial current sheet impinges the damping layer. Not only does
this pileup cause particles to linger in the simulation longer than they should, causing waste of
computational resources, the piled-up particles also reflect some incoming particles back towards
the star. To address both issues, we manually decouple the particles from electromagnetic fields
in the damping layer, and then force their momenta to be directly radially outward. Because
this decoupling is observed to generate local electromagnetic disturbances that propagate in all
directions, we place this decoupling at the halfway of the damping layer in anticipation that the
backward directed part of the disturbance is to some extent attenuated as well.
One can greatly mitigate the complication caused by particles by turning on the annihilation
towards the damping layer.
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Chapter 8: Axisymmetric Pulsar Magnetosphere Revisited
This chapter is adapted from a paper in preparation authored by Rui Hu1, Andrei M. Be-
loborodov.1 2,
8.1 Abstract
Wepresent global relativistic kinetic simulations of an axisymmetric pulsarwith self-consistent
4± pair production. We use the particle-in-cell (PIC) method and log-spherical coordinates with a
grid size 4096 × 4096, which allows us to significantly increase the voltage induced by the pulsar
rotation. We find the following. (1) The energy release and 4± creation occur in the thin, Y-shaped
current sheet, with a strong peak in a small volume at the Y-point. (2) The Y-point is shifted in-
ward from the light cylinder by 15%, and “breathes” with a small amplitude. (3) The dense 4±
cloud at the Y-point is in ultra-relativistic rotation, which we call “super-rotation”, because it far
exceeds co-rotation with the star. The cloud receives the angular momentum flux flowing from
the star along the poloidal magnetic lines. (4) Gamma-ray emission strongly peaks at the Y-point
and is collimated in the local azimuthal direction, tangent to the Y-point circle. (5) The separatrix
current sheet between the closed magnetosphere and the open field-line bundle is mainly sus-
tained by electron backflow from the Y-point cloud. (6) The thickness of the separatrix current
sheet is self-regulated to marginal charge starvation. Our results support that in young pulsars
far from the deathline, the power of particle acceleration along the magnetospheric field lines is
small compared with the energy release at the Y-point, where the created 4± plasma is spun up
and ejected through the equatorial magnetic nozzle between the two open magnetic fluxes.
1Physics Department and Columbia Astrophysics Laboratory, Columbia University, 538 West 120th Street New
York, NY 10027, USA
2Max Planck Institute for Astrophysics, Karl-Schwarzschild-Str. 1, D-85741, Garching, Germany
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8.2 Introduction
In order to understand the observed activity of pulsars one needs to solve a simply formu-
lated physics problem: find the electromagnetic field (and its dissipation rate) around a rotating
magnetized sphere. The sphere can be treated as an ideal conductor, so that the magnetic field
is “frozen” inside the rotating star.3 A canonical version of this problem assumes that the star
has a dipole magnetic field with the dipole moment µ along the star’s angular velocity 
 — the
so-called “aligned rotator.”
The problem would be simple if there were no plasma around the star (Ostriker and Gunn,
1969; Pacini, 1967, 1968), which also implies zero dissipation. It was quickly realized that this
vacuum electromagnetic configuration is unrealistic (Goldreich and Julian, 1969), because rota-
tion induces an electric field E outside the star with a component parallel to the magnetic field
B. This field component ‖ can extract particles from the stellar surface. Furthermore, if ‖ is








where <4 is the electron mass and 2 is the speed of light. Particle acceleration triggers an
avalanche of 4± pair creation, and the magnetosphere becomes populated with plasma capable of
conducting electric currents and screening ‖ . The new plasma-filled state must self-organize so
that it sustains quasi-steady pair creation, which requires ongoing particle acceleration in some
regions of the magnetosphere. This self-organization is a challenging nonlinear problem even in
the axisymmetric case of the aligned rotator µ ‖ 
. It determines the energy release rate and the
radiation emitted by the pulsar.
3The typical timescale for the magnetic field decay in neutron stars is millions of years, many orders of magnitude
longer than relevant electrodynamic timescales outside the star.
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8.2.1 FFE model
The pulsar picture significantly simplifies if one gives up following the plasma behavior and
instead makes two assumptions: (1) the plasma everywhere screens ‖ to zero, and (2) the plasma
inertia is negligible. This description is often called force-free electrodynamics (FFE). It satisfies
the condition dE + J ×B/2 = 0, so that there is no energy or momentum sink from the electro-
magnetic field. This condition determines the electric current density J , and thus closes the set
of Maxwell equations for E and B.
A steady-state solution for the FFE model of pulsar magnetosphere was obtained numerically
(Contopoulos et al., 1999; A. N. Timokhin, 2006). It demonstrates that the magnetosphere has a
large “closed zone” with the approximately dipole magnetic field, and a bundle of open, twisted





in agreement with the picture proposed by Goldreich and Julian (1969). The boundary of the
closed zone intersects the equatorial plane on a circle of radius '. (the “Y-point’’). The minimum-
energy FFE configuration has '. = 'LC, and the FFE magnetosphere was indeed observed to
relax to this configuration in time-dependent simulations (Komissarov, 2006; Parfrey et al., 2012a;
Spitkovsky, 2006).
At A > '. an equatorial current sheet separates the two opposite magnetic fluxes that open
to infinity. At A < '. the current sheet is split into two symmetric parts that envelop the closed
zone, screening it from the azimuthal field q ≠ 0 in the twisted open zone. This “return current”
makes sure that the net electric current through the stellar surface vanishes, so that the charge of
the star does not grow in the steady state. The equal positive and negative parts of the poloidal






which is independent of A , as expected in a steady state. The open field lines carry a non-zero
radial Poynting flux (A = 2\q/4c , and the net flux of electromagnetic energy from the rotating





The FFE configuration demonstrates that the charge density sustained in the magnetosphere






The important exception is the Y-shaped current sheet, which carries a finite surface charge Σ.
Thus, both J and d diverge in the current sheet. The surface charge Σ is found from the jump
conditions across the current sheet (Lyubarsky, 1990).
This FFE picture gives a first approximation to the electromagnetic field of a pulsar. It could
become accurate in a regime of negligible dissipation, as the FFE is based on neglecting dissipa-
tion. Calculations of the actual dissipation rate require going beyond FFE. A complete model must
follow the plasma behavior in the magnetosphere, the acceleration of particles, and 4± creation.
The observed pulsar activity cannot be understood without following these processes.
The FFE solution offers hints about possible locations of particle acceleration, because it pro-
vides an overall picture of electric current density J and charge density d in the rotating magne-





where ‖ is the electric current component parallel toB, and the sign of ‖ is positive if the current
flows away from star. The value of U is key to particle acceleration (A. M. Beloborodov, 2008). As
long as 0 ≤ U < 1 along the magnetic field line, both J and d will be sustained by a low-energy
charge-separated flow extracted from the star by a small ‖ . Strong particle acceleration and 4±
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creation occurs if U > 1 or U < 0. In particular, the current sheet bounding the closed zone has
U < 0. Therefore, it cannot be sustained by particles extracted from the star, and so it should
cause 4± creation.
8.2.2 Full kinetic simulations
The plasma behavior in the pulsar magnetosphere can be studied from first-principles using
global kinetic simulations with explicitly implemented 4± creation. Such simulations were first
performed by A. Y. Chen and A. M. Beloborodov (2014, hereafter CB14). They demonstrated that
4± creation is sustained by particle acceleration in the Y-shaped current sheet. Their axisymmetric
simulations used a spherical grid in (ln A, \ ) of size 512 × 512, which allowed them to choose
W0 = 425.
CB14 observed no 4± creation above the polar caps near the axis of the aligned rotator. This
is consistent with 0 < U < 1 predicted in this region by the FFE model. However, when one
takes into account general relativistic corrections, i.e. the Maxwell equations are solved in the
curved spacetime around the neutron star, the frame dragging effect can increase U above unity
at the poles (Beskin, 1990; Muslimov and Tsygan, 1992; Sakai and Shibata, 2003). Using global
kinetic simulations, A. A. Philippov, Cerutti, et al. (2015) showed that this effect can activate pair
creation above the polar caps of the aligned rotator, for a sufficiently massive neutron star.
The axisymmetric pulsar does not pulsate — the symmetry of the aligned rotator implies
that its emission is not modulated by rotation. For this reason alone, it is important to study
inclined rotators, which requires full three-dimensional (3D) simulations. Inclined rotators have
been studied with global kinetic simulations by A. A. Philippov, Spitkovsky, and Cerutti (2015),
A. Philippov and Spitkovsky (2014) and Cerutti, A. A. Philippov, et al. (2016). They found that
at moderate misalignment angles of <∼ 40◦ the magnetosphere is similar to the aligned case. It
significantly changes for larger misalignments, as expected from 3D FFE simulations (Spitkovsky,
2006).
In the present paper, we return to the aligned rotator with the goal to better understand
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its physics. We have developed an improved particle-in-cell (PIC) code Pigeon, with technical
advances described in Section 8.3. An important change compared with CB14 is the increase ofW0
from 425 to 104. This becomes possible because of a much higher grid resolution of 4096 × 4096.
The simulations presented below show in detail the spatial distribution of dissipation and 4±
creation, and provide new insights into the dissipation mechanism, which are presented and
discussed in detail in Sections 8.4-8.6.
8.3 Simulation setup
The basic setup of our simulation is similar to that in CB14. At time C = 0 we start with a
non-rotating star and a vacuum dipole magnetic field around it. We gradually spin up the star
during time C = 5'★/2 to Ω = (1/6) (2/'★), which corresponds to 'LC = 6'★. Then we keep
steady rotation. The overall duration of the simulation is 213'★/2 , equivalent of 5.7 revolutions.
By this time, a quasi-steady state is established at radii of main interest, A <∼ 3'LC, after an initial
relaxation phase.
The stellar surface A = '★ serves as the inner boundary for the magnetosphere. The star is
treated as an ideal conductor with “frozen” magnetic fieldB. The electric field inside the rotating
star is related to the (dipole) magnetic field by the ideal MHD condition E + (
 × r) ×B/2 = 0,
and the field components A , \ , and q are continuous across the star’s surface. This gives three
boundary conditions,




\ ('★, \ ) = Ω'★ sin\ A , (8.8)
q ('★, \ ) = 0. (8.9)
The simulation domain extends from '★ to 'out = 30'★. At the outer boundary A = 'out we
implement a damping layer which allows electromagnetic waves (and particles) to escape, with
insignificant wave reflection. The large 'out is achieved by using the log-spherical grid, with
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uniform spacing in ln A . The grid has uniform spacing in the polar angle \ .
The emission of photons and their conversion to 4± is implemented similarly to CB14, but
with a higher threshold for gamma-ray emission, and higher photon energies. Any electron or
positron reaching Wthr = 100 begins to emit photons of equal energies nph = 10<422 with rate
¤#± = 252/'★. Photons emitted near the star, at radii A < 2'★, convert to 4± with a mean free
path of 0.2'★, simulating conversion off the magnetic field. Photons emitted at A > 2'★ = 'LC/3
convert to 4± with a mean free path of 5'★, simulating collision with target soft photons, which
are not explicitly included in the simulation. The simulated photon free paths have an exponential
distribution around themean value. The converted photon creates an electron and a positronwith
equal energies of nph/2. This simplistic implementation of pair creation has the main features of
the real pair creation process: it is triggered where particles are accelerated to sufficiently high
energies, and it occurs with some spatial spreading because of the finite free paths.
A key parameter, which determines the energy scale of the problem is '★l?/2 , where l? =
(4c42=/<4)1/2 is a characteristic plasma frequency. Similar to CB14, we definel? using= = dco/4 ,
where dco = −
 ·B/2c2 is the corotation charge density. Then,




where k is the angle between 
 and the local B. For the aligned dipole configuration, l? is
highest at the star’s poles where B = 2µ/'3★ ‖ 

















Kinetic simulations are designed to resolve the plasma collective effects, and so the grid for the
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electromagnetic field must resolve _? . Then, the grid size# ×# determines the maximum achiev-
able '★/_? and thus determines the energy scale W0 according to Equation (8.12). It implies that
W0 accessible in the simulation scales as # 2. Our grid size of 4096× 4096 allows us to increases W0
by a factor of up to (4096/512)2 compared with the CB14 simulation, which used the 512 × 512
grid. In the simulation presented below we set W0 = 104.
The high W0 is a significant improvement, because it allows one to better separate the relevant
scales of the pulsar problem. In particular, there are four important energy scales (in units of
<42
2): W0, Wthr, nph, and 1. In a young active pulsar, such as the Crab pulsar, these energies are
separated by many orders of magnitude,
W0  Wthr  nph  1, (8.13)
e.g. W0 ∼ 1011, Wthr ∼ 106, and nph ∼ 103. In our simulation, we achieve the separation of the four
energy scales by one or two orders of magnitude:
W0 = 10
4, Wthr = 100, nph = 10. (8.14)
An additional energy scale is set by the ion restmass<822, which typically satisfies nph <∼<8/<4 
Wthr. In our simulation, however, we kept the same<8/<4 = 5 as in CB14, which is below nph by
a factor of 2. Note that the ions do not emit gamma-rays, and<8 should not be important when
the ion inertial mass is dominated by kinetic energy, i.e. when the ions are accelerated to high
Lorentz factors. This regime is satisfied in our simulated aligned rotator: the ions flowing through
the magnetosphere to the light cylinder are ultra-relativistic.
Besides the high resolution and good separation of scales, our simulation has a few other im-
provements. One significant improvement is the inclusion of a thin, dense (gravitationally bound)
atmospheric layer on the star’s surface. This plasma layer is sustained by injecting low-energy
electrons and ions, most of which quickly fall back to the star. The injection rate is regulated
so that the atmosphere sustains a desired density =atm  =co, avoiding a depletion that could
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result from lifting particles into the magnetosphere. This is particularly important in the region
of high current density, at the footprint of the separatrix current sheet. The atmosphere serves
to sustain the electric current demanded by the magnetosphere and to screen magnetospheric
electric fields from the star. Then, particle injection details below the atmosphere are effectively
decoupled from the magnetospheric physics.
The atmosphere has an exponential density profile with a scale-height ℎ regulated by the
gravitational acceleration. We use simple Newtonian gravity with acceleration 6(A ) = 60('★/A )2.
Particles are injected with a characteristic thermal speed Eth = 0.32 , and we use a high 60 =
1.822/'★. We chose the high Eth and 60 to reduce the residence time of particles in the atmosphere
Eth/60, which helps avoid excessively high plasma density in the layer. The resulting atmosphere
is thin, with scale-height ℎ ≈ E2th/260 = '★/40. The density =atm at the base of the atmosphere is
maintained as a constant at ∼ 30 times the characteristic corotation density=co = |
 | |B |/(2c24) .
The plasma frequencyl? that corresponds to=atm is resolved by our timestep ΔC withl?ΔC ≈ 0.3.
Another improvement is the implementation of damping of the particle momentum perpen-
dicular to local magnetic field. This damping is implemented in the region of A < 2'★ where the
magnetic field is strong. The damping simulates the fast synchrotron cooling of particles in high
Landau states. Damping of the perpendicular momentum eliminates artificial magnetic bottles,
allowing the particles to sink along the magnetic field lines toward the star.
In addition, we implemented 4± annihilation at large distances, where the spatial cells ΔA ∝ A
become over-populated by the dense 4± equatorial outflow. The annihilation is activated at radii
A > 3'LC.
8.4 Structure of the magnetosphere
The magnetosphere does not find a true steady state and continues to “breathe,” ejecting
chunks of plasma (“plasmoids”) along the equatorial plane. However, many of its important fea-
tures are well demonstrated using time-averaged quantities. The time averaging smears out the
plasmoids moving in the equatorial current sheet (which will be discussed separately in Sec-
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Figure 8.1: Time-averaged poloidal current density pol, total charge density d , and toroidal mag-
netic field q . Green curves show the poloidal magnetic field lines (poloidal cross sections of the
axisymmetric magnetic flux surfaces), uniformly spaced in the magnetic flux function. The white
dashed vertical line indicates the light cylinder. The plots have a resolution of 42 times coarser
than the native resolution in the simulation.
tion 8.6). However, it still gives a sufficiently crispy image of the magnetosphere, and provides
a clear picture of dissipation, gamma-ray emission, and 4± creation. In this section, we present
the magnetospheric structure averaged over two rotation periods during the quasi-steady state
observed toward the end of the simulation, between C = 136'★/2 and 213'★/2 .
Figure 8.1 shows the time-averaged electric current (poloidal component pol), charge density
d , and toroidal magnetic field q . One can see the three basic components predicted by the FFE
model: the closed zone with pol = 0 and q = 0, the negative current from the polar caps (which
sustains q ≠ 0 in the open field line bundle), and the Y-shaped current sheet with A > 0 (the
return current). The Y-point is located at radius '. < 'LC.
The observed configuration also displays the charge density d predicted by the FFE model.
In particular, the separatrix bounding the closed zone is negatively charged (Lyubarsky, 1990),
and the equatorial current sheet outside the. -point is positively charged. In addition, the kinetic
simulation shows that the charged layer along the separatrix is actually a double layer, resembling
a charged capacitor, with a positive surface charge residing in the closed zone, just inward of the
negatively charged current sheet.
147
Figure 8.2: Top: time-averaged charge densities of electrons d4 , positrons d? , and ions d8 . Bottom:
contributions of the electrons, positrons, and ions to the poloidal current density.
Figure 8.2 shows the densities and electric currents carried by the three particle species: elec-
trons, positrons, and ions. We observe that the polar-cap current is charge separated, i.e. it is
carried by one species — the electrons extracted from the star. There is practically no 4± creation
in the polar region. The electrons flow out along the magnetic field lines with modest energies
and carry a negligible fraction of the pulsar spindown power. The charge density of the polar
outflow is close to the co-rotation density dco ≈ −
 ·B/2c2 .
Note that dco changes sign along the “null surface” where 
 · B = 0.4 At this surface, the
charge-separated outflow is expected to form an “outer gap” (K. S. Cheng et al., 1986a). We find
4In the dipolar approximation, setting 
 · B ∝ (3 cos2 \ − 1) = 0 gives \null ≈ 55◦. The actual poloidal field
configuration significantly deviates from dipolar at A ∼ 'LC, and the null surface is bent.
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in our simulation that this region is marginally capable of accelerating electrons and positrons
to Lorentz factors ∼ Wthr. Furthermore, the current flowing through this region is small, and
therefore the null line does not cause significant dissipation or gamma-ray emission.
The positive “return” current flowing through the magnetosphere is dominated by the thin,
Y-shaped current sheet. So, the sheet carries the current
sh ≈ 0, (8.15)
where 0 is given in Equation (8.3). At A < '. , this current sheet has U < 0 (Equation 8.6), which
prohibits sustaining sh by a charge-separated ion flow extracted from the star. Instead, the system
employs copious 4± creation to sustain sh. We have measured the time-averaged contributions
of electrons, positrons, and ions to this current and found
4 : ? : 8 ≈ 59% : 9% : 32%. (8.16)
Thus, about one third of sh is carried by the ions extracted from the star, and most of sh is
carried by electrons back-flowing from the Y-point toward the star. As one can see in Figure 8.2,
the electrons are also flowing outward from the Y-point, along the equatorial plane. Thus, the
Y-point acts as a quasi-steady source of electrons, which implies a high pair creation rate at the
Y-point. This is an essential feature of the pulsar magnetosphere, which will be discussed in more
detail below.
The high W0 and efficient pair creation allow the separatrix current sheet to become very thin.
It is still resolved in the simulation, with ∼ 5 grid cells across the sheet at its thinnest. We observe





so that the available plasma density in the sheet, =, is marginally sufficient to conduct the electric
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current sh with charges moving with relativistic speeds E ≈ 2 . This is explained by the fact that
the electromagnetic field dominates the stress-energy tensor and tends to relax as close as possible
to the FFE configuration, which has a sharp jump of q across the separatrix. The steepening of
the q jump stops at Δsh given by Equation (8.17). At smaller Δsh the current sheet would become
charge-starved and fail to conduct sh that is needed to support the jump of q .
Everywhere outside the Y-shaped current sheet, the charge density approaches the local co-
rotation value dco. In particular, it changes sign at the null surface. Interestingly, a large part of
the closed zone with dco > 0 is populated mainly by positrons, rather than ions. The positrons
were created by gamma-rays from the equatorial current sheet, and became trapped in the closed
zone. Note that the magnetic field lines where positrons dominate have footprints on the star at
\ < 55◦, i.e. in the region of dco < 0, where electrons are lifted from the surface rather than the
ions (Figure 8.2). By contrast, the field lines with footprints at \ > 55◦ are entirely in the zone
of dco > 0. Here ions are easily lifted from the surface and suspended in the magnetosphere. On
these field lines, positrons sank to the star and dco is sustained by the suspended ions.
The left panel of Figure 8.3 shows the spatial distribution of the dissipation rate E · J . The
simulation demonstrates that a small fraction of magnetospheric dissipation occurs in the charge-
starving separatrix. This dissipation is performed by ‖ accelerating particles along the separa-
trix. The far dominant dissipation occurs in the equatorial current sheet at A ≥ '. . Its most
striking feature is the huge concentration of dissipation in the tiny volume at the Y-point.
The right panel of Figure 8.3 shows the time-averaged ion energy. The ions have no radiative
losses, and their energies serve as a proxy for the accelerating voltage. For instance, the outer
gap (across the null surface in the open field line bundle) accelerates ions to <∼ 100<422. This
is comparable to Wthr<422 in our simulation, and hence the outer gap accelerator has a voltage
barely capable of triggering pair creation.5 The ions are accelerated to much higher energies in
the equatorial current sheet, up to ∼ 700<422, which is accompanied by a high dissipation rate
E · J and copious pair creation.
5The inability of pair creation to screen the outer gap in our simulation may be caused by the large photon mean
free path of 5'★, comparable to 'LC and exceeding the size of the outer gap.
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Figure 8.3: Time-averaged E · J (left), (J ×B)q/2 (middle), and the energy per ion in units of
<42
2 (right). In the simulation, the ion mass<8 = 5<4 .
Figure 8.4: Time-averaged total matter energy density *< (left), total electromagnetic energy
density* = (2+2)/8c (middle), and their ratio (right). Note the enhancement of themagnetic
field intensity on the separatrix current sheet.
The low ratio Wthr/W0 = 10−2 offers energetically cheap 4± creation, and therefore, one could
expect a low dissipation rate in the magnetosphere. We observe that the dissipation rate at A < '.
is indeed strongly reduced compared with the simulation of CB14, and probably would vanish in
the limit ofW0/Wthr →∞. However, dissipation in the equatorial current sheet remains quite high.
The total dissipation rate measured inside the sphere of radius 2'LC is !diss ≈ 5%!sd. It is∼ 3 times
lower than the previously reported for aligned rotators (Cerutti and A. M. Beloborodov, 2017),
however it is still substantial and causes a significant deviation of the observed electromagnetic
configuration from the dissipationless FFE model. A visible difference from the configuration
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found in time-dependent FFE simulations is the position of the Y-point: it is shifted inward from
the light cylinder to '. ≈ (5/6)'LC. It will likely persist in the limit of W0/Wthr →∞.6
The energy sink from the electromagnetic field around the Y-point is accompanied by the
formation of a heavy 4± cloud, which is marginally confined by magnetic stresses, as one can see
from Figure 8.4. This is another clear difference from the FFE configuration. The open magnetic
field lines serve as an elastic nozzle, which allows escape of the plasma from the cloud. As a
result, a quasi-steady state is formed, with the high density at the Y-point.
The dense cloud at the Y-point is a key element of the self-organized magnetosphere, since it
feeds the dense electron backflow in the separatrix. This is how the magnetosphere organizes the
thin current sheet and almost succeeds in approaching the FFE solution. The FFE configuration
is not quite reached, because the backflow density is still limited (resulting in a finite thickness of
the current sheet Δsh), and more importantly, because sustaining the dense cloud has a significant
energy cost.
The overall pair creation rate ¤#± measured in the simulation at A < 1.5'LC gives the 4±
“multiplicity” defined byM ≡ 4 ¤#±/0. We find that its time-averaged value isM ≈ 12. The fast
majority of particles flow out in the equatorial plane. Figures 8.5 and 8.6 show the time-averaged
radial speed and particle number flux for each species. One can see the steep rise of the electron
and positron outflow rate immediately outside the Y-point.
8.5 The Super-Rotating Dense Cloud
The Y-point cloud has a remarkable feature: an enormous rotation rate. The co-rotation
speed at '. ≈ (5/6)'LC is (5/6)2 , which corresponds to four-velocity Dco ≈ 1.52 . The actual
four-velocity of the Y-point plasma observed in the simulation is Dq4 ∼ 302 for the electrons and
D
q
? ∼ 202 for the positrons (Figure 8.7). Furthermore, the drift speed of the magnetic field lines
6We run models with different W0/Wthr and found a similar '. .
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Figure 8.5: The radial flux of particle number (for each of the three species) through a cross section
defined by |I | < 0.15'★, as a function of G (distance from the rotation axis). The chosen cross
section is sufficiently large to cover the equatorial outflow through the magnetic nozzle. Each of
the three fluxes was averaged over the last one revolution, 176 < 2C/'★ < 213, and normalized
to ¤#GJ = 2.26 × 1062/'−4★ .
near the Y-point corresponds to four-velocity DqD ∼ 42 , which exceeds co-rotation,




4 (Y point). (8.18)
8.5.1 Angular Momentum Flow from the Star
The high rotation rate at the Y point means that, besides energy dissipation, this region ab-
sorbs a lot of angular momentum. Axisymmetry mq = 0 implies conservation of the I-component
of the total angular momentum carried by the plasma and electromagnetic field. This conserva-
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Figure 8.6: Radial hydrodynamic speed EA for each species, measured at I = ±0.15'★, as a function
of G (distance from the rotation axis). The values are averaged over the last revolution.
Figure 8.7: Time-averaged toroidal four-velocities Dq of the electromagnetic field (E × B drift,
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are the density and flux of angularmomentum carried by the electromagnetic field, and (eA , e\ , eq )
are the unit vectors of the spherical coordinate system (A, \, q).
The angular momentum deposited at the Y-point comes from the rotating star, through the
extended region where the electromagnetic field may be approximated as ideal (E · B = 0).
Let us examine the flow of angular momentum in an ideal, steady electromagnetic configuration
(mC = 0). The axisymmetric magnetic flux surfaces are conveniently labeled by the poloidal flux
function 5 (A, \ ), which equals the magnetic flux through the circle of fixed A, \ (0 < q < 2c ). By
design, 5 (A, \ ) stays constant along the magnetic field lines: B · ∇5 = 0. Note that in the steady
ideal configuration B · ∇Φ = 0, where E = −∇Φ. Furthermore, one can show that both energy
and angular momentum flow along the poloidal flux surfaces,
S · ∇5 = 0,  · ∇5 = 0, (8.22)
where S = 2E×B/4c is the Poynting flux, and  is the angular momentum flux (Equation 8.21).
Hence, the poloidal components of  and S are parallel, and their ratio Λpol/(pol is constant
along the flux surfaces. One can then define the specific angular momentum flowing along a flux
surface 5 ,






= −2A sin\ A
\
. (8.23)
Its value is set at the stellar surface A = '★, independently of the shape of the co-rotating mag-
netosphere. Indeed, both A and \ are continuous across the stellar surface and related by
2\ = − [(







This fixed ; holds throughout the region where dissipation may be neglected, i.e. basically every-
where except the equatorial current sheet. Energy is delivered to the dissipation region along
Bpol, and along with energy comes the specific angular momentum ; = 2'LC, which is also
damped into the dissipation region.
8.5.2 Energy Release and Torque at the Y-point
The damping of Poynting flux S is performed by ohmic dissipation: ∇ · S = −E · J . The
damping of angular momentum flux  is performed by the azimuthal component of the Lorenz
force q = −A sin\
[
dq + 12 (J ×B)q
]
(Equation 8.19). The Lorentz force F would vanish in
FFE, however it is non-zero in the dissipation region, passing the angular momentum from the
electromagnetic field to the plasma.








where ⊥ is the component of the electric current perpendicular to the magnetic flux surfaces. It
is this component of J that creates torque per unit volume,
¤ℒ = A sinq q . (8.26)
Energy is removed from the electromagnetic field and deposited into plasma with rate
¤* = E · J ≈ Epol · Jpol = ⊥⊥ + ‖ ‖ . (8.27)
We observe in the simulation that the energy release at the Y-point is strongly dominated by
⊥⊥. By contrast, energy release in the separatrix at A < '. is driven by ‖ . Thus, there are two
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Figure 8.8: Time-averaged electromagnetic power converted to plasma energy inside a sphere of
radius A , !diss(A ) =
∫
E · J 3+ , is shown as a function A (blue curve). !diss(A ) is normalized to
the spindown rate of the star !sd. The other three curves show the contributions to !diss from
three components of the scalar productE ·J in the “magnetic flux coordinates” with basis vectors
alongBpol, eq , andBpol×eq . The latter basis vector is perpendicular to the magnetic flux surface
(parallel to ∇5 ).
qualitatively different mechanisms of particle acceleration:
(1) ‖ ‖ accelerates the ± charges in the opposite directions along the (marginally) charge-starved
separatrix.
(2) ⊥⊥ creates torque at the Y-point, which accelerates charges of both signs in the positive q
direction. Here, the released electromagnetic energy converts to the bulk rotation of the plasma.
We observe in the simulation that the localized peak of energy release occurs exactly where J
crosses the magnetic flux surfaces, i.e. where a strong ⊥ appears.
In Section 8.6 we will discuss another dissipation mechanism that works in the equatorial
current sheet outside the Y point — magnetic reconnection. The overall radial distribution of the
time-averaged energy release rate is shown in Figure 8.8.
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There is at least one reason forJ to flow across the magnetic flux surfaces at the Y-point. Note
that the equatorial current beyond the Y-point (A > '. ) flows in the matter-dominated outflow
along themagnetic nozzle between the two opposite openmagnetic fluxes; thus, it occupies a tiny
range of the flux function, X 5 ≈ 0. The northern and southern parts of the separatrix at A < '.
each sustains half of the equatorial current, and here the current sheet occupies X 5 ∼ 2cAΔshpol
(Equation 8.17). Thus, the current must somewhat spread across the magnetic flux surfaces as it
crosses the Y-point.
The magnetic torque ¤ℒ spins up the plasma at the Y-point to a very high four-velocity Dq ,
well beyond Dco that corresponds to Eco = ΩA sin\ = ΩA . One can try to understand this effect
using a toy “one-zone” model of a cloud rotating with some velocity Eq and experiencing an
azimuthal force with uniform density q . The cloud receives energy with rate Eqq and angular
momentum with rate Aq , and sheds plasma through an outflow with some velocity EA . Then
the evolution of the cloud energy density * (which includes rest mass) and angular momentum
density ! = AEq* /22 is described by
3*
3C
= Eqq −*EA ,
3!
3C
= Aq − !EA . (8.28)











The cloud is gradually spun up to the asymptotic Eq → 2 , well beyond Dco. This toy model may
capture the basic reason for the huge rotation rate observed in the simulation. The accumulation
of angular momentummay also cause the failure of the system to find a true steady state; instead,
the Y-point is observed to “breathe” and eject chunks of plasma intermittently.
The actual structure of the Y-point differs from the toy one-zone model. The torque is applied
to the surface of the dense cloud (the current sheet is thinner than the cloud). The electromagnetic
field inside the cloud has q = 0 and  = ⊥ ≈ pol = , which sustains an ultra-relativistic
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Figure 8.9: Distribution of electrons and positions sampled at C = 98'★/2 in the zone 4.9'★ < G <
5.1'★ and |I | < 0.6'★. The upper (lower) row shows results for electrons (positrons). The left
column shows 3# /3E, and the right column shows the count of particles binned over the ratio
of toroidal momentum ?q and the poloidal momentum ?pol.
azimuthal drift speed, DqD ∼ 4. The condition  ≈  also suggests that the particles are marginally
magnetized, and the cloud may not be well described by the MHD approximation. Furthermore,
the cloud rotation is not uniform; the spatial structure of rotation varies as the Y-point breathes
and becomes smoothed when viewed with time-averaging.
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Figure 8.10: Time averaged photon number density =W , gamma ray photon emission rate per unit
volume ¤=em, the pair production rate ¤=± per unit volume. Green lines represent uniformly sam-
pled flux lines. In particular, the closed line with a ridge approximately marks the separatrices.
The white dashed vertical line marks the light cylinder. The plot has a resolution 42 times coarser
than the native resolution in the simulation.
8.5.3 Gamma-ray Emission and 4± Creation
We observe that the particle distribution function in the Y-point cloud is dominated by the
azimuthal motion and has a strong high-energy tail, which extends to Wthr = 100 (Figure 8.9).
This makes the Y-point a prolific source of gamma-rays and 4± pairs. The energetic particles
emit gamma-rays along the q direction, because the particles themselves have momenta along q ,
?q  ?pol.
The high plasma density and the concentration of energy release at the Y-point results in the
huge concentration of gamma-rays on the circle A = '. , as seen in the left panel of Figure 8.10.
Figure 8.11 shows the q component of the photon velocity at the time of its emission, averaged
over many emission events for each spatial cell, Ēq em. One can see that Ēq em nearly equals 2 at
the Y point, i.e. all the photons here are emitted almost exactly in the positive q direction. A
similar behavior is observed in the current sheet outside the Y-point – the photon density is also
strongly concentrated in the equatorial plane, and the photons are emitted predominantly in the
q direction.
The emitted gamma-rays continue to move along straight lines, gradually converting their
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Figure 8.11: Average q velocity of an emitted photon. Green lines represent uniformly sampled
flux lines. In particular, the closed line with a ridge approximately marks the separatrices. The
white dashed vertical line marks the light cylinder. The plot has a resolution 42 times coarser
than the native resolution in the simulation.
q velocity to a positive radial velocity. Photons convert to 4± pairs with the mean free path of
5'★, which implies that pairs are created with a moderate radial displacement XA ∼ 2'★ from
the photon emission point, with no displacement in \ . As a result the 4± creation rate shows a
strong concentration in the equatorial plane with a peak near the Y-point (see the right panel in
Figure 8.10).
8.6 Magnetic Reconnection in the Equatorial Current Sheet
All components of B change sign across the equatorial current sheet at A > '. . The sheet
is unstable to the tearing mode, which breaks up the current into threads. This results in recon-
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Figure 8.12: Ratio of ⊥/pol at the tip of the Y-point, measured at C = 119'★/2 . The figure uses the
native resolution of the simulation. Green curves show poloidal magnetic field lines (uniformly
sampled magnetic flux surfaces). The black dashed line is the boundary of the zone of negligible
q (|q/pol | < 0.1).
nection of the opposite open magnetic fluxes, i.e. they partially annihilate each other. Therefore,
the equatorial magnetic nozzle is not ideal — it is also the site of significant dissipation.
In a full 3D simulation, reconnection would proceed in the plane perpendicular to the current
J , which has both radial and azimuthal components: A sustains the jump of q , and q sustains
the jump of A . The axisymmetry of our simulation prohibits the tearing instability for A (it
would develop in the q direction in a 3D simulation). Only tearing of q develops along A , and
breaks the current sheet into threads of the azimuthal current. The corresponding reconnection
of A forms magnetic loops in the A -\ plane around the threads of q , and the plasma becomes
concentrated inside these loops, forming “plasmoids” of various sizes. The plasmoids flow away
from the star with relativistic speeds. A snapshot of the plasmoid chain in the reconnection layer
is shown in Figure 8.13. The chain also sustains the radial component of the equatorial electric
current, which flows around and between the plasmoids.
The reconnection process involves advection of horizontal magnetic field into the current
sheet, and its annihilation. Note that the spiral of open magnetic field lines has |q | ∼ |A | at
A & 'LC, and |q |  |A | at A  'LC. The observed reconnection of A must release the energy
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of both A and q . The q dissipation in axisymmetric reconnection results from torque ⊥⊥
caused by the electric current crossing of the magnetic flux surfaces.
The mechanism of q dissipation in axisymmetric reconnection is similar to the energy re-
lease by ⊥⊥ at the Y-point. However, the dissipation driver is different. Reconnection in the
outflow at A > '. occurs spontaneously, enabling relaxation of the electromagnetic field toward
a state of lower energy. By contrast, the concentrated dissipation at the Y-point is caused by the
need for the electric current to connect the separatrix to the equatorial current sheet. The Y-
point A = '. is a circle in the equatorial plane, and the current has to (obliquely) cross this circle.
Basically, the closed magnetosphere at A < '. creates an impenetrable wall, which is circular
in q , and the return current has to deflect at '. and continue to flow toward the star along the
axisymmetric wall in both 2D and 3D models. This suggests that the axisymmetric simulation
correctly captures the energy release at the Y-point.
Reconnection at A > '. is clearly deficient in axisymmetry, because dissipation of q would
occur differently in a 3D model, with the tearing instability enabled also in the q direction. Nev-
ertheless, dissipation occurs with a similar rate, and the picture of reconnection viewed in the
poloidal plane is very similar to 3D simulations (A. A. Philippov and Spitkovsky, 2018). Detailed
local 3D simulations of relativistic magnetic reconnection (e.g. Sironi and Spitkovsky, 2014) also
show plasmoid chains similar to the chain observed in Figure 8.13.
Reconnection is usually viewed in the frame where the electromagnetic field drifts directly
toward the current sheet, with no parallel velocity component. In our case, this frame is moving
horizontally, with the electromagnetic wind above and below the equatorial plane. The wind is
nearly symmetric about the equatorial plane, and its horizontal drift speed is mildly relativistic
at radii comparable to 'LC. In this frame, the standard reconnection picture would give a vertical
inflow and a symmetric horizontal outflow in the ±A directions. The actual reconnection process
in pulsars has no such symmetry, because the equatorial current sheet is also the site of a dense,
matter-dominated outflow from the Y-point. This energetic outflow results from the huge pair
creation rate at A ≈ '. and flushes outward through the reconnection layer. It is expected to
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reduce the reconnection rate, and indeed we observe that the vertical speed of magnetic field
advection into the layer is E\ ≈ 0.052 (Figure 8.14). It is about half of the normal rate Erec ≈ 0.12
for relativisticmagnetic reconnectionwithout a guide field (i.e. when all components ofB change
sign across the current sheet).
Figure 8.13: Plasmoids viewed through the electron number density =4 (upper panel) and the
normalized magnetic flux function 5 (lower panel). The persistent process of plasmoid formation
creates a quasi-steady inhomogeneous outflow along the equatorial plane. The snapshot in this
figure was taken at C = 213.2'★/2 , at the end of the simulation. The white dashed line in the
upper panel indicates a vertical cut at G = 7.3'★ for the measurement of frec in Figure 8.15.
A detailed view of reconnection is presented in the bottom panel of Figure 8.13, which shows a
snapshot with many plotted flux surfaces (lines in the poloidal cross section). They are uniformly
spaced in the flux function 5 , so the density of lines reflects the strength of pol. High resolution
is helpful for such plots, and we use the native 4096 × 4096 resolution in the figure. The value
of 5 on the flux surfaces is color coded, which visualizes the “archeology” of the closed magnetic
loops. One can distinguish two origins of the magnetic loops: ejection from the Y-point and
spontaneous magnetic reconnection at larger radii A > '. . For example, the green field lines at
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Figure 8.14: Vertical speed of the plasma flow toward the equatorial current sheet. It approx-
imately represents the reconnection speed, which is originally defined as the drift speed E′

in
the wind rest frame  ′ (where the horizontal drift vanishes). Here, the hydrodynamic speed of
electrons was used as a proxy of the plasma flow. It was measured at I = ±0.15'★, as a function
of G . The values are averaged over the last revolution, 176 < C < 213.
the center of the plasmoid at G = 11.5'★ came from the Y-point ejection and later were dressed
with more magnetic loops by reconnection at A > '. . Thus, color visualizes the breathing history
of the Y-point as well as the reconnection at A > '. .
Practically all large plasmoids observed in the simulation were initially formed at the Y-point
and later grew through spontaneous reconnection at A > '. , accretingmoremagnetic flux as they
flowed outward. The Y-point ejection approximately spans light green to light orange, 0.245 <∼
5 /5max <∼ 0.255, i.e. the Y-point breaths through ∼ 1% of the total magnetic flux of the star 5max
or ∼ 5% of the open magnetic flux 5open ≈ 0.25max. Note also that in the vicinity of the Y-point
the equatorial current sheet occupies a tiny X 5 ∼ 10−35max.
One can also see from Figure 8.13 that the total magnetic flux entering the dissipative equa-
torial current sheet spans the range 0.235 <∼ 5 /5max <∼ 0.255. Thus, the total flux X 5 ≈ 0.15open
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Figure 8.15: Magnetization parameter frec as a function of altitude I above the equatorial plane
along a vertical cut at G = 7.3'★ at C = 213.2'★/2 (the white dashed line in the upper panel of
Figure 8.13). The value of frec is measured in the rest frame of the electromagnetic wind, which
has the horizontal velocity βd = (0.54, 0.00, 0.26) at I >∼ 0.1'★ and G = 7.3'★.
penetrates the equatorial current sheet. This sets the total energy budget for the equatorial dis-
sipation. The energy is delivered from the star to the dissipation region along the flux surfaces,
and overall ∼ 6% of the spindown power !sd becomes dissipated. The Poynting flux along flux
surfaces 0.245 <∼ 5 <∼ 0.255 mainly goes to the Y-point dissipation, and the Poynting flux along
flux surfaces 0.235 <∼ 5 <∼ 0.245 is released through reconnection in outer equatorial current
sheet. Part of the released energy is carried by the outflowing plasma and part by the escaping
gamma-rays.




4c (=′4<4 + =′?<4 + =′8<8)22
. (8.30)
To measure the magnetization across the reconnection layer, we made a few vertical cuts in be-
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tween plasmoids on the equatorial sheet, as shown in Figure 8.13. Figure 8.15 shows the result of
this measurement at G = 7.3'★, where the current sheet has an X-point with ongoing magnetic
reconnection. One can see that frec ∼ 15 − 20 away from the current sheet and steeply drops
toward the sheet.
8.7 Conclusions
This paper has presented global relativistic kinetic simulations of an axisymmetric pulsar with
self-consistent 4± pair production. Our PIC simulations use log-spherical coordinates with a grid
size of 4096×4096 covering the radial domain A < 30'★, several times larger than the pulsar light
cylinder 'LC = 6'★ chosen in the model. The high resolution allowed us to push the maximum
accelerating voltage to a high value, which corresponds to the electron Lorentz factor W0 = 104,
and achieve a good separation of important energy scales W0 : Wthr : Yph = 104 : 102 10.
Our main results may be summarized as follows.
(1) The energy release and 4± creation occur in the thin, Y-shaped current sheet, with a strong
peak in a small volume at the Y-point.
(2) The radius of the Y-point circle '. is shifted inward from the light cylinder by 15%, and
“breathes” with a small amplitude around this average position.
(3) The dense cloud of 4± plasma created at the Y-point is in ultra-relativistic rotation, which
we call “super-rotation”, because it far exceeds co-rotation with the star. The cloud becomes
super-rotating by absorbing the angular momentum flux flowing from the star along the poloidal
magnetic lines.
(4) Gamma-ray emission strongly peaks at the Y-point and is collimated in the local azimuthal
direction, tangent to the Y-point circle.
(5) The separatrix current sheet at A < '. mainly by electron backflow from the Y-point cloud.
About 1/3 of the separatrix current is carried by ions extracted from the star, and a smaller con-
tribution comes from the 4± discharge due to particle acceleration along the separatrix.
(6) The thickness of the separatrix current sheet is self-regulated to marginal charge starvation.
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Our results suggest that in young pulsars far from the deathline, the power of particle accel-
eration along the magnetospheric field lines (mainly along the separatrix) is small compared with
the energy release at the Y-point, where the created 4± plasma is spun up and ejected through





Chapter 9: Electromagnetism From Differential Forms
Depending on the geometry of the problem, one of the earliest steps of numerically solving
Maxwell’s equations is to choose appropriate coordinate systems and discretize the coordinates
into a uniform mesh. Such a mesh is sometimes called a logical space or a coordinate space.
Although the physical space is familiar, fundamental laws, such as charge conservation, should
also hold in logical spaces. In this chapter, our goal is to formulate Maxwell’s equations that
inhabit in the logical space. The natural mathematical tool is differential forms.
9.1 The Electromagnetic 2-Form
Let G ` denote the four dimensional logical space. We assume a Minkowski metric [`a =




` ∧ dGa , (9.1)
where ∧ is the wedge product. The numerical factor 1/2 arises from the fact that both `a and
dG `∧dGa are antisymmetric and the summation over `, a runs over all combinations. The symbol
d in the Roman font represents the exterior derivative.
The electric and magnetic fields are introduced through
F ≡ B + E ∧ dG0, (9.2)
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where
B B 23dG2 ∧ dG3 + 31dG3 ∧ dG1 + 12dG1 ∧ dG2, (9.3)
E B 1dG1 + 2dG2 + 3dG3. (9.4)
9.2 The Homogeneous Maxwell’s Equations
Using F, the two homogenous Maxwell’s equations can be succinctly expressed as
dF = 0. (9.5)
To verify that, we start with
dB = m023dG0 ∧ dG2 ∧ dG3 + m031dG0 ∧ dG3 ∧ dG1 + m012dG0 ∧ dG1 ∧ dG2
+ (m123 + m231 + m312) dG1 ∧ dG2 ∧ dG3
d(E ∧ dG0) = (m12 − m21) dG1 ∧ dG2 ∧ dG0 + (m31 − m13) dG3 ∧ dG1 ∧ dG0
+ (m23 − m32) dG2 ∧ dG3 ∧ dG0.
Adding them up and setting the coefficients to zero yields
m123 + m231 + m312 = 0, (9.6)
m08 9 +
(
m8 9 − m 98
)
= 0, for 8 9 = 12, 23, 31. (9.7)
It is noteworthy that with  and  defined this way, only ordinary partial derivatives appear in
the homogenous Maxwell’s equations.
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9.3 The Current 3-Form




` ∧ dGa ∧ dGd
= 123dG
1 ∧ dG2 ∧ dG3 + 023dG0 ∧ dG2 ∧ dG3
+ 031dG0 ∧ dG3 ∧ dG1 + 012dG0 ∧ dG1 ∧ dG2. (9.8)
The charge conservation is expressed as
dJ = 0, (9.9)
which can be expanded to give
m0123 − m1023 − m2031 − m3012 = 0, (9.10)
where all the negative signs arise because dG1 ∧ dG0 ∧ dG2 ∧ dG3 = −dG0 ∧ dG1 ∧ dG2 ∧ dG3 and
so on and so forth. Eq. (9.10) inspires the following substitution
J 0 ≡ 2r ≡ 123, J 1 ≡ −023, J 2 ≡ −031, J 3 ≡ −012, (9.11)
with which the charge conservation now takes the more familiar form
m`J ` ≡ m0(2r ) + m1J 1 + m2J 2 + m3J 3 = 0. (9.12)
The interpretation is now clear that r represents the charge density per unit volume in the logical
space, and J 8 represents the charge motion along the 8-th coordinate axis.
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We rewrite the current 3-form using the more intuitive notations
J B 2rdG1 ∧ dG2 ∧ dG3 − J 1dG0 ∧ dG2 ∧ dG3 − J 2dG0 ∧ dG3 ∧ dG1 − J 3dG0 ∧ dG1 ∧ dG2. (9.13)
It must be pointed out that J ` , in spite of its form, is not to be regarded as a tensor, and hence
not to be identified with the physical current vector  ` . We will show the relation between these
two currents after introducing the Hodge dual.
Another point before closing this section is that, like we mentioned after Eqs. (9.6) and (9.7),
only ordinary derivatives appear in the charge conservation Eq. (9.12), reinforcing that we are
working in the logical space.
9.4 The Inhomogeneous Maxwell’s Equations




` ∧ dGa ≡ D −H ∧ dG0, (9.14)
where
D B 23dG2 ∧ dG3 + 31dG3 ∧ dG1 + 12dG1 ∧ dG2, (9.15)
H B 1dG1 + 2dG2 + 3dG3. (9.16)
D and H are associated with the electric and magnetic fields in the presence of matter, and are
used instead of E and B for the most generality including and especially the case of curved space-
time, as will become clear soon.





where the prefactor indicates that we are working in cgs units. Similar to what we did in verifying
dF = 0,
dD = m023dG0 ∧ dG2 ∧ dG3 + m031dG0 ∧ dG3 ∧ dG1 + m012dG0 ∧ dG1 ∧ dG2
+ (m123 + m231 + m312) dG1 ∧ dG2 ∧ dG3
d(H ∧ dG0) = (m12 − m21) dG1 ∧ dG2 ∧ dG0 + (m31 − m13) dG3 ∧ dG1 ∧ dG0
+ (m23 − m32) dG2 ∧ dG3 ∧ dG0.
Comparing with Eq. (9.13) gives
m123 + m231 + m312 = 4cr, (9.18)
m08 9 − (m8 9 − m 98) = −
4c
2
J: , for 8 9: = 123, 231, 312. (9.19)
Once again, all derivatives are ordinary.
9.5 Hodge Star
So far we’ve been successful in evading perhaps the most important concept in curved space-
time, the metric. As a consequence, the Maxwell’s equations haven’t been closed yet, pending a
constituitive relation between D,H and E,B, which requires a metric, as one will see below. In
working with differential forms, we capture the effect of a metric g B 6`adG `dGa through the
so-called Hodge star operator, defined as (see Eq.(7.172) from Nakahara, 2003)
★ (dG `1 ∧ · · · ∧ dG `A ) =
√
|6 |
(< − A )!n
`1···`A
`A+1···`<dG
`A+1 ∧ · · · ∧ dG `< , (9.20)
where6 B det(6`a ) and< is the dimension of the space, i.e. < = 4 in spacetimes we are interested
in. The generalized Levi-Civita symbol works as follows: n···, i.e. with all lower indices, stands
for the standard completely antisymmetric symbol, with the convention that n012··· = 1, and the
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Hodge star maps a A -form to a (<−A )-form. Doubling the Hodge star acts as an identity map,
up to a sign
★★8 =

(−1)A (<−A )8 if the manifold is Riemannian
(−1)1+A (<−A )8 if the manifold is Lorentzian
. (9.22)
Spacetimes are examples of Lorentzian manifolds.
9.6 Physical Current Vector
In this section, we show that how the more familiar physical current vector  ` = (2d,J ) is
obtained from the current 3-form J and the Hodge star, and that it satisfies the tensorial conser-
vation relation ∇`  ` = 0, where ∇` is the covariant derivative.
Taking the Hodge star of the current 3-form J yields a one-form that we can symbolically
express as
★ J C `dG ` . (9.23)
Due to the tensorial nature of this relation, ` can be identified as the physical covariant current.
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From Eq. (9.20),



























★(dG0 ∧ dG3 ∧ dG1) = −
6`2√−6dG
`, (9.26)
★(dG0 ∧ dG1 ∧ dG2) = −
6`3√−6dG
` . (9.27)
The negative signs in the last three equations nicely cancel those in front of J 8 from Eq. (9.13),
giving
★ J = 1√−66`aJ
adG ` C `dG
` . (9.28)
By raising the index one can find the physical current vector  `








This result agrees with, for example, §90 in Landau and Lifshitz, 1975. The charge conservation
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can be readily obtained as



















9.7 Maxwell’s Equations in Contravariant Tensors
For an antisymmetric contravariant tensor, its Hodge dual can be defined as ( taking second
rank tensor as an example )








Using this, one can cast, with some algebra, the Maxwell’s equations of Eq. (9.5) and Eq. (9.17)
into the more familiar, contravariant tensorial forms





where  ` is the physical current vector defined before, and the following identity is useful in










9.8 Vacuum Constituitive Relation
In the vacuum, there is no permittivity or permeability. So D, H are related to E, B in a
“simple” way. A general-relativistic statement for this simple constitutive relation reads
★G = F, or ★F = −G. (9.36)
In general this is relation is not equivalent to the usual intuition ofD = E andB = H in vacuum.
This is particularly true for nonstatic metric, of which the stationary metric of a rotating object
is a good example.
9.8.1 Diagonal 6`a
Let’s take a look at the constituitive relation in the special of diagonal 6`a . Recall from






































































































2 ∧ dG3 + 2633611dG3 ∧ dG1 + 3611622dG1 ∧ dG2
)
. (9.40)





n8 9: 9: , (9.41)
8 9 ≡ −
1
√−66886 9 9n8 9:: . (9.42)
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Chapter 10: Particles in Curved Spacetime
This chapter aims at providing equations that govern particle behavior in the curved space-
time. For the purpose of PIC, we assume vacuum constituitive relations from Eq. (9.36). We repeat













 ` . (10.2)
Let G ` be the general coordinates, 6`a be the metric and6 B det(6`a ) < 0 be the determinant. The
Minkowskiian metric assumes (−1, 1, 1, 1). The Lagrangian density that corresponds to Eq. (10.1)













where ` is the potential 1-form satisfying
`a ≡ ∇`a − ∇a` = m`a − ma` . (10.4)
10.1 Parametrization
Positions of particles are given by the spatial components of G ` , and momenta are represented






where g is the proper time, and D`D` = −22. D` has the meaning of specific momentum of a
massive particle, i.e. ?` = <D` when the particle has rest mass <. For massless particles such
as photons, however, the proper time doesn’t exist. The convention here then is to choose a





gives the 4 momentum of the massless particle, and D`D` = 0.
10.2 Charge Density and Current
In § 9.3, we have seen how charge densities and currents can be defined in the coordinate




? , its coordinate
4-current J ` can be expressed as, in analogous to the Cartesian geometry,




In the case of a distribution of charges, the Dirac delta functions X should be replaced by shape
functions. By construction the charge conservation m`J ` = 0 is satisfied. This form is required
if one is to apply the Esirkepov scheme of current deposition.
10.3 EOM in Electromagnetic Fields
We use the Lagrangian formalism to derive the equations of motion that govern the trajectory
of a particle subject to external electromagnetic fields. Consider the case of a single massive
particle with charge 4 and mass<.























where 34G = 3G03G13G23G3 is the volume differential in the coordinate space. The full action of







` (G)3G ` . (10.8)




















































































is the parallel transport of D` . In terms of covariant derivative,
D
3g
≡ Da∇a , (10.11)
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10.4 Field Interpolation in General Coordinates
As mentioned before, there is ambiguity in interpolating fields when there are contravariant
and covariant components. In this section, we address this ambiguity. For simplicity, we set 2 = 1.
Firstly, rewrite Eq. (2.50) in terms of the total momentum change during evolution from C8 to
C 5
% (C 5 ) − % (C8) =
∫ C5
C8
d (C, G) (C, G)3C33G =
∫ C5
C8
d (C, G) (C, G)34G .
Upon assuming a closed system, this can be expressed in tensorial form via the Stokes’s theorem,





where ) `a is the energy-momentum tensor of the particles, and
√−634G = √−63C3G13G23G3 is
the invariant volume element. Using the conservation of ) `a ,








 8`J `34G (10.14)
where Eq. (9.29) was used to replace  ` with J ` . In the absence of  89 , one has













3G, where = runs over all cells. (10.15)
The constant coordinate space volume element Δ3G B ΔG1ΔG2ΔG3. The coordinate charge den-






@U( (GU − G=)/Δ3G, where U runs over all particles. (10.16)
Putting Eq. (10.15) and Eq. (10.16) together,






















 8C =( (GU − G=)
)
. (10.17)
On the other hand, the total momentum change is the sum of individual contributions,











8/3g is the particle’s momentum. Using the equation of motion Eq. (10.12) and













C (GU ). (10.19)
Inserting into Eq. (10.18) yields








C (GU ). (10.20)
Identifying Eq. (10.20) with Eq. (10.17) yields the result that for the sake of consistency and
momentum conservaton, it is  `a that should be interpolated with the same shape form ( which
is alsoused in deposition of charges.
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Epilogue
In this dissertation, the highly nonlinear problem of the pulsar magnetosphere is tackled with
the technique of PIC simulation, which has proven its power in addressing complex behaviors
of plasmas, both unrelativistic and relativistic, expecially in the presense of self-consistent elec-
tromagnetic fields. To quickly recap, we began with a historical review of the topic and saw
the difficulties of analytic and field based approaches in providing a full picture, leading to the
use of PIC. Using the open source PIC simulation software Pigeon, we reviewed the principles
of the technique, followed by an anatomical inspection of concepts, algorithms and engineering
difficulties in the implementation of PIC.
As the first example of application, we looked at the magnetosphere of a monopole rotator.
While the equilibrium status field structure we obtained is in agreement with both the theoretical
solution and force-free simulation results, we demonstrated that the same field structure can
be realized by distinct underlying plasma system, a potentially significant difference if one is
concerned with plasma acceleration and associated high energy emission theymay produce. This
is a living example of breaking up “degeneracy” in field based solutions.
We then turned to our focus, the pulsar magnetosphere. With Pigeon, we were able to con-
duct high resolution runs with good separations of energy scales W0 : Wthr : Yph that control the
system. Comparing with previous results of similar setup, we pointed out the quasi force free
fields are continuously dumping angular momentum flux into the Y point, leading to the es-
tablishment of a super-rotating ring of plasma there, from which plasmoids are intermittently
formed and rejected as one and in some sense only form of an angular momentum sink. The
super-rotating ring of plasma serves as an abundant source of new electrons and positrons, as
well as gamma ray photons. The source helps sustain the pulsar by providing the return current.
This is by no means the end of it. Improvements are much called for on every aspect. From
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the science’s perspective, there’s much parameter space to probe. This is helpful in construct-
ing an empirical relation between observed quantities ( pair creation rate, dissipation rate, etc )
and energy scales parameters, which can be used to extrapolate to the unattainable real pulsar
parameters. Besides, full 3D simulation is needed to simulate a pulsating rotator, whose emis-
sion light curve can be directly compared with observation, the ultimate test of the model. As a
result, Pigeon should be regularly checked for bugs and improvements, so as to support more
functionality and diagnostics to service the science community. Continuing the engineering of
Pigeon is necessary in its own right as well. Keeping up with the most updated technology and
standard, Pigeon can benefit the most from advances in hardware and algorithms. It is said that
in ten years from the time of writing, the computational power can grow by an order of 1000. If
it’s true, what will become of Pigeon and its simulated pulsars? I’m having my fingers crossed.
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Appendix A: Perfectly Matched Layer in Spherical Coordinates
The Fourier transform in time of a field is
A(r, C) =
∫
3lA(r, l)e−8lC . (A.1)
To represent a wave approaching the outer boundary, we expect that A(r, l) to carry a phase




The guiding principle is that first, write down the curl Maxwell’s equations in the frequency
domain, then complex stretch the A variable and organize the resulting equation in powers of l
and finally go back to the time domain.
A.1 Complex Stretching
In the particular case of spherical coordinates, the complex stretching is done through











≡ A + 8
l
ΣA . (A.4)
The explanation of notations is as follows.
1. BA is the complex stretch.
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2. fA is real and has the dimension of conductivity. This is nonzero only in the PML.
3. Ã is the complex radius.
In practice, one just needs to specify the functional form of fA , usually a quadratic and cubic
function of the depth inside the PML from the interface.
A.2 Examples Of Deriving PML Maxwell’s Equations
The two curl Maxwell equations read, in the frequency domain,
∇ × E = 8lB, (A.5)
∇ ×B = −8lE. (A.6)










































BA = (∇ × E)A . (A.9)
Transforming Eq. (A.9) back to time domain is straightforward, giving
− mA
mC



















Making the substitution of Ã and grouping terms by the power of l ,
8lB\ − B\ (fA +
ΣA
A

















The point to note here is that the last three terms on the R.H.S has 1/l dependence, which














Transforming Eq. (A.13) and Eq. (A.12) into time domain gives the desired update equations,
−m\
mC























The last q component can be worked out similarly. The ∇×B results can be obtained by the
dual transform
E → B,
B → −E . (A.16)
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A.3 Summary of results
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where  stands for  or . The above equations can be rewritten as
mA
mC
= − (∇ ×E)A − Σ̃AA . (A.31)
m\
mC












− fA ̃\ , (A.33)
mq
mC








− fA ̃q , (A.35)
mA
mC
= (∇ ×B)A − Σ̃AA , (A.36)
m\
mC








− fA ̃\ , (A.38)
mq
mC








− fA ̃q . (A.40)
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Appendix B: Conservation of Azimuthal Angular Momentum in
Spherical Coordinates
In this chapter, we derive the conservation of azimuthal angular momentum in spherical co-
ordinates.
B.1 Review of Electromagnetism in Curved Spacetime
Suppose we are working in a spacetime with metric g = 6`adG `dGa , where G ` is some general
coordinate system. The signature of 6 is taken to be (−, +, +, +). The electromagnetism is defined
through the antisymmetric tensor  `a . The indentification of electric and magnetic fields with
components of  `a is as follows
 08 ≡ 8, (B.1)
 8 9 ≡ n8 9:: , (B.2)
where n8 9: is the fully antisymmetric symbol. The Maxwell’s equations are
∇a `a = 4c  `, (B.3)
∇`a_ + ∇a_` + ∇_`a = 0 (B.4)
where ∇ is the covariant derivative satisfying
∇`+ a = m`+ a + Γa`_+
_, (B.5)
∇`la = m`la − Γ_`al_, (B.6)
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6`f (ma6f_ + m_6fa − mf6a_) . (B.7)






|6 |+ `), (B.8)
where 6 B det(6`a ) and 6 < 0 for the spacetime metric signature.




























































︸                    ︷︷                    ︸
symmetric in `,_
= − `a` (B.10)
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The invariant  2 can be worked out to be
 2 ≡  _f_f
=  0808 +  8080 +  8 98 9
= 2 0808 + 2
∑
8< 9
 8 98 9 (B.11)
In the case where 6`a is diagonal, the expression can be further deduced,
 2 = 2
(∑
8
6006888 2 + 2
∑
8< 9











In the last line, we used 6 ≡ det(6`a ) < 0, and thanks to diagonality 6`` = 1/6`` , for ` = 0, 1, 2, 3.
In Cartesian geometry,  2 = −2(E2 −B2).
B.2 Review of Orthonormal Basis
Orthonormal basis is defined such that the metric under this basis is Minkowskiian,
g = [01e0e1 . (B.13)
We use Latin letters 0,1, 2, 3, ... to indicate orthonormal basis indices, and Greek letters coordinate
basis indices.




0 + l 0` 2+ 2
)
dG `e0 C ∇`+ 0 dG `e0, (B.14)
∇(,0e0) =
(
m`,0 − l 2` 0,2
)
dG `e0 C ∇`,0 dG `e0 . (B.15)
The point here is that if ∇` , carrying a coordinate basis index, acts on a component + 0 with
209
a orthonormal basis index, the symbol ∇`+ 0 is understood as the component of the (1,1) type
tensor ∇V under the basis dG `e0 , which is of mixed types. More importantly the connection to
use when ∇` hits a Latin index is l 0` 1 as opposed to the usual Christoffel symbol. These can be







and is antisymmetric 801 = −810 . This viewpoint will be explained more shortly. One can also
imagine that symbols ∇1+ 0 exist that mean the component under the basis e1e0 . By plugging the
identity
dG ` = dG ` (e0) e0 B 4`0 e0 (B.17)
into Eq. (B.14) and Eq. (B.15), one can find the conversion
∇0) ...... = 4
`
0∇`) ......,
Furthermore, it can be shown (e.g. Eq.(J.22) in Carroll, 2004) that
∇`4a0 = 0, (B.18)
therefore the conversion can be expressed as
∇0) ...... = 4
`









With the help of the second equality, the useful identity Eq. (B.8) can be extended to orthonormal
basis as








The viewpoint adopted here of mixed Greek and Latin indices is that 80
1
is regarded as a
tensor-valued one-form, in particular a one-form whose components, labeled by Greek letters,
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are (1,1)-tensors, labeled by Latin letters. The advantage of thinking in forms is another way,
other than covariant derivative ∇, to create tensors by leveraging the exterior derivative defined
on forms. It can be shown that (e.g. Carroll, 2004), in loose terms, if X is a tensor-valued form,
then
dX + 8 ∧ X (B.21)
is also a proper tensor in whatever Greek and Latin indices it has.
For instance, we choose X to be the orthonormal basis one form defined in Eq. (B.27), X = e0 .
Then the following operation yields a tensor
T0 ≡ de0 + 80
1
∧ e1 . (B.22)
It turns out this is the torsion tensor. Because our spacetime is choosen to be torsion-free, we can
set T0 = 0, giving
de0 + 80
1
∧ e1 = 0, (torsion-free postulate). (B.23)
This offers a way to find the connection form 80
1
by directly calculation of the exterior deriva-
tive. The case of spherical coordinates will be used to demonstrate the details shortly. Another





+ 802 ∧ 821 (B.24)
which is the curvature tensor.
B.3 Connection Forms in Spherical Coordinates
The Minkowskiian metric in spherical coordinates takes the form
dB2 = −dC2 + dA 2 + A 2d\ 2 + A 2 sin2 \dq2. (B.25)
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The orthonormal bases in spherical coordinates can be read off as
eĈ = mC , eÂ = mA , e\̂ =
1
A




eĈ = dC, eÂ = dA, e\̂ = Ad\, eq̂ = A sin\dq, (B.27)
where the values of 0 have been denoted as Ĉ , Â , \̂ and q̂ to distinguish from coordinate counter-
parts. The nonzero components of 4`0 are
4C
Ĉ














deĈ = d2C = 0, (B.29)
∴ 8 Ĉ 0 = 0. (B.30)
deÂ = d2A = 0, (B.31)
∴ 8Â 0 = 0. (B.32)
de\̂ = dA ∧ d\ = −d\ ∧ eÂ , (B.33)
∴ 8\̂Â = d\, otherwise 8
\
0≠Â = 0. (B.34)









B.4 01 and ) 01
An advantage of orthonormal basis is that the electric and magnetic fields are physical. We
dedicate the following symbols for these physical fields
Â B 
Ĉ Â , 
\̂






B  q̂Â , 
q̂
B  Â \̂ . (B.37)
The covariant components of 01 are expressed in terms of these symbols as
Ĉ Â = −Â , Ĉ\̂ = −\̂ , Ĉq̂ = −q̂

\̂q̂
= Â , q̂Â = \̂ , Â \̂ ≡ q̂ (B.38)
Because the metric is simply Minkowskiian, results quickly reduce to those in Cartesian co-
ordinates. For example, from Eq. (B.12)  2 = −2(E2 −B2). The energy momentum tensor can
be worked out as






















































− ŷ ẑ + nŷ:̂;̂;̂ n ẑ:̂<̂<̂︸         ︷︷         ︸
= (Xŷ ẑX;̂<̂−Xŷ<̂X ẑ;̂ );̂<̂
+1
2






−ŷ ẑ + Xŷ ẑB2 − ŷ ẑ +
1
2






−ŷ ẑ − ŷ ẑ +
1
2




















Note that g and S usually carry different units in other systems of units. Eq. (B.41) is known as











where ⊗ represents the dyadic product, and←→I is the second order identity matrix.
B.5 ∇0) 01 in Spherical Orthonormal Basis
Using results from §B.2, in particular Eq. (B.20), aswell as results onl 0
` 1
fromEqs. (B.30), (B.32), (B.34),
(B.36),



























In obtaining the second to last line, we used the facts that
√
|6 | = ℎAℎ\ℎq and 4`0 = X`0ℎ−10
(Eq. (B.28)), which allowed one to recognize the spatial part of the first term as nothing but the
usual divergence operator ®∇ in curvilinear coordinates, acted onto a vector) Â ĈeÂ +) \̂ Ĉe\̂ +) q̂Ĉeq̂ .
Similarly,

















































) q̂Â sin\ +) q̂\̂ cos\
)
= mC)










®∇(A sin\ ) · () ẑŷe ẑ)
A sin\
(B.47)
B.6 Conservation of Azimuthal Angular Momentum
Multiplying the q̂ component of Eq. (B.47) by A sin\ gives




































The quantity inside mC is nothing but the azimuthal angular momentum density of the electromag-
netic fields, and the quantity inside ®∇ can be identified as the angular momentum flux. Therefore,
combining Eq. (B.48) and Eq. (B.10) gives a conservation law for the azimuthal angular momen-
tum. Let















The conservation law takes the form
mC!I + ®∇ ·  = −A sin\ 0 q̂0 = −A sin\ (dE + J ×B)q̂ . (B.51)
Use the identity that for a vector a,
A sin\0q = ẑ · (r × a) = (ẑ × r) · a, (B.52)
and the fact that A sin\eq = ẑ × r, one can rewrite the conservation law in the vectorial form
!I B (ẑ × r) ·
E ×B
4c
= (ẑ × r) · g, (B.53)





ẑ × r = (ẑ × r) · ←→" , (B.54)
mC!I + ®∇ ·  = −(ẑ × r) · (dE + J ×B) , (B.55)
where g and
←→
" are the Poynting vector and the Maxwell stress tensor defined in Eq. (B.44) and
Eq. (B.45) respectively.
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Appendix C: A Manifestly Invariant Formulation of frec
frec is an important parameter in the studies of magnetic reconnection. However, in the
literature on local magnetic reconnection simulations, frec is defined in a specific reference frame
that is different from the lab frame of global pulsar simulations. This chapter concerns expressing
frec in a manifestly Lorentz invariant manner in order for a better comparison on the above two
situations. In this chapter, the Minkowski metric is taken to be n`a = diag(+,−,−,−) so as to
be consistent with that used in the references in this chapter. Factors of 2 are explicitly kept.
G ` = (2C, G1, G2, G3).
frec is the ratio between the magnetic energy density and the cold plasma energy density in
the upstream, both of which are a component of the stress-energy tensor of each entity. It’s best
defined in a reference frame without electric fields. From J. D. Jackson, 1999, the electromagnetic








2 0 0 0
0 2 − 221 −212 −213
0 −221 2 − 222 −223
0 −231 −232 2 − 223
ª®®®®®®®®¬
. (C.1)
By definition, a single macroparticle can be modeled as a pressure-less fluid element, whose








< is the mass of the macroparticle, and D` ≡ 3G `/3g = W (2, v) is the fluid element’s 4-velocity,
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defined in the same frame as) EM. Using the tranformation relation of volumetric energy density
( Landau and Lifshitz, 1975 )
Y = W2Y0, (C.3)























YB C E, (C.6)(
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C 2% 8, (C.7)(
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(E8B −+ 8) (E
9
B −+ 9 ), (C.8)
where + 8 B 22% 8/E is the hydrodynamic bulk velocity. Let * ` = (1, 0, 0, 0) be the worldline of











In a magnetically dominant crossfield configuration,* ` is given by theE ×B drift, i.e. * ` =
(Wd, Wdβd). The numerator is just the 00 component of) EM in the drift frame, orB′2/(8c) because















E − 22βd · P +
22











(E8B −+ 8) (E
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(B − βd ×E)2








(B − βd ×E)2
E (1 − βd · V /2)2 +
∑
B
YB (βd · (vB − V )/2 )2
(C.13)
6
(B − βd ×E)2
4cE (1 − βd · V /2)2
. (C.14)
Again, V /2 = 2P /E is the hydrodynamic bulk velocity.
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Appendix D: 3+1 Formalism of GR
D.1 Overview
The so-called 3+1 formalism is used in numerically evolving Einstein’s field equations. A nice









+ W8 93G83G 9 . (D.1)















V8 = W 8 9V 9 . (D.3)
We define the 3D antisymmetric tensor to be
48 9: =
√
Wn8 9: . (D.4)






n8 9: . (D.5)
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D.2 Introducing E and B in 3+1 formalism
3+1 formalism allows one to introduce 3D electric and magnetic fields. They are defined as




48 9: 9: =
1
2
48 9: 9: (D.7)




48 9: 9: =
1
2
48 9: 9: . (D.9)
These are all 3D vectors whose indices are manipulated with W8 9 . They are defined against coor-
dinate basis, which are not normalized.
















− (∇ ×H)8 = −U 4c
2
 8 . (D.11)
The m0 term can simplify in a stationary metric. Note that the index of  8 is manipulated using
full 6`a , whereas the electromagnetic field components are manipulated with W8 9 . The curl here is
defined as













m 9: − m: 9
)
. (D.12)
A simpler version can be obtained by defining
8 9 C n8 9:B: , (D.13)
8 9 C n8 9:D: . (D.14)
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Using Eq. (9.29) and
√−6 = U√W ,
m0B8 + (∂ ×E)8 = 0, (D.15)
m0D8 − (∂ ×H)8 = −
4c
2
J 8 . (D.16)
This form only involves fields defined directly from the coordinate space, and therefore doesn’t
require a metric to be specified, a property seen already in the formalism using differential forms.
The coordinate curl is defined as
(∂ ×E)8 = n8 9:m 9: . (D.17)
The indices are not fully aligned, which is fine since no metric is specified and hence equations
need not be tensorial. Note that these equations are also valid in the case of a time-dependent
metric.
The constitutive relation, however, does need a metric. In the 3+1 language, the vacuum
constitutive relation Eq. (9.36) can be expressed as
8 = U8 + (β ×B)8 , (D.18)
 8 = U8 − (β ×D)8 . (D.19)










W8 9B 9 − n8 9:V 9D: . (D.21)
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D.3 de Sitter Space Metric as an Absorbing Layer









1 − A 2
U2
+ A 23Ω2=−2, (D.22)
where the spherical radius coordinate A runs from 0 to U . It is interesting because this metric
is Minkowskiian near the center and have a cosmological horizon at A = U , beyond which no
causal communication can be established. We can use this trait to perform a pulsar simulation
in spherical coordinates under de Sitter space metric, with the automatic benefit that as A grows
large, the simulation will be in the communication suppressed zone, which potentially can mimic
the open outgoing boundary condition for particles as well as fields.
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