It is known that for the natural algebraic torus actions on the Grassmannians, the closures of torus orbits are toric varieties, and that these toric varieties are smooth if and only if the corresponding matroid polytopes are simple. We prove that simple matroid polytopes are products of simplices and smooth torus orbit closures in the Grassmannians are products of complex projective spaces. Moreover, it turns out that the smooth torus orbit closures are uniquely determined by the corresponding simple matroid polytopes.
Introduction
Let G k (C n ) be the Grassmannian consisting of all k-dimensional linear subspaces of the n-dimensional complex linear space C n and set T = (C * ) n . The coordinatewise multiplication of T on C n induces a T -action on G k (C n ). The study of T -orbits in G k (C n ) was initiated by Gel'fand [4] , Gel'fand-Serganova [7] and Aomoto [1] in connection with hypergeometric functions and Gel'fand-MacPherson [5] constructed the correspondence between polytopes and T -orbit closures to get differential forms on the (real) Grassmannians. This correspondence was developed by Gel'fand-Goresky-MacPherson-Serganova in [6] . They discovered a connection between T -orbits, the theory of polytopes, and the theory of combinatorial geometries. Recently, Buchstaber-Terzić [2] , [3] investigated T -orbits and their closures in detail especially when (n, k) = (4, 2), (5, 2) .
It is known that the closure of any T -orbit in G k (C n ) is normal and hence a toric variety. These T -orbit closures are not necessarily smooth. In this paper we will completely identify smooth T -orbit closures in G k (C n ) for an arbitrary value of (n, k).
If (n 1 , . . . , n r ) is a partition of n and (k 1 , . . . , k r ) is a partition of k, then the product of Grassmannians
is naturally sitting in G k (C n ) and stable under the T -action. As is easily observed, the product above is a T -orbit closure if and only if each G ki (C ni ) is a point or a complex projective space, i.e. k i ∈ {0, 1, n i − 1, n i } for each i. This provides examples of smooth T -orbit closures in G k (C n ). Our main result in this paper stated below says that these are essentially all smooth T -orbit closures in G k (C n ).
Theorem A (see Theorem 2.1). If a T -orbit closure in the Grassmannian G k (C n ) is smooth, then it is of the form (1) with k i ∈ {0, 1, n i − 1, n i } for each i up to permutations of coordinates of C n and hence isomorphic to a product of complex projective spaces.
The proof of Theorem A reduces to combinatorics on polytopes, which we shall explain. Gel'fand-
Simple matroid polytopes
For a set S, let R S be the set of all real-valued functions on S and let [n] be the set of all natural numbers from 1 to n. When S = [n], R [n] can be identified with R n . For B ⊂ S, let δ B be the real-valued function on S defined by
For an integer k between 0 and n, let ∆ S,k be the convex hull of {δ B | B ⊂ S, |B| = k} where the cardinality of the empty set ∅ is understood to be 0. When S = [n], this convex polytope is called a hypersimplex and denoted by ∆ n,k . The hypersimplex ∆ n,k is a point when k = 0 or n and is of dimension n − 1 when 1 ≤ k ≤ n − 1. The vertices of ∆ n,k are δ B 's with |B| = k and two vertices δ B and δ B of ∆ n,k are joined by an edge if and only if |B ∩ B | = k − 1. Therefore, ∆ n,k has n k vertices and k(n − k) edges at each vertex. In particular, ∆ n,k is not simple for 2 ≤ k ≤ n − 2. Note that when k = 1 or n − 1, ∆ n,k is a simplex and hence simple.
Example. The hypersimplex ∆ 4,2 is the regular octahedron: Definition (Matroid and matroid polytope). A nonempty collection M of k-element subsets of S is called a matroid of rank k on S if it satisfies the following: if I and J are distinct members of M and i ∈ I \ J, then there exists an element j ∈ J \ I such that (I \ {i}) ∪ {j} ∈ M. A matroid polytope (or a matroid basis polytope) is the convex hull of δ I 's (I ∈ M) in R S for a matroid M and denoted by ∆ M .
Remark. Any matroid polytope in R S has dimension at most |S| − 1 because the points δ I with |I| = k for a fixed k lie on a hyperplane of R S .
We recall two facts on matroid polytopes used in this paper. The first one is the following. For a convex polytope P , we denote by V (P ) (resp. E(P )) the set of all vertices (resp. edges) of P . The second fact on matroid polytopes used in this paper is the following, which can be found in the proof of [7, Proposition 4] for example.
there are a partition (J 1 , J 2 , . . . , J q ) of S and a matroid M i of rank k i on J i for each i = 1, 2, . . . , q such that (k 1 , k 2 , . . . , k q ) is a partition of k and
where dim ∆ Mi = |J i | − 1 for each i = 1, 2, . . . , q.
Our main result in this section is the following: Theorem 1.3. Let the situation be as in Proposition 1.2. If ∆ M is simple, then ∆ Mi = ∆ Ji,ki and
In particular, ∆ M is a product of simplices if it is simple.
Remark. Any 2-face of a matroid polytope is combinatorially equivalent to a triangle or a square because any face of a matroid polytope is a matroid polytope and any two dimensional matroid polytope is combinatorially equivalent to a triangle or a square. On the other hand, it is known that if any 2-face of a simple polytope is combinatorially equivalent to a triangle or a square, then the simple polytope is combinatorially equivalent to a product of simplices (see [9, Appendix] for example). It follows from this argument that a simple matroid polytope is combinatorially equivalent to a product of simplices.
However, the statement in Theorem 1.3 is stronger than this combinatorial statement because the theorem describes the simple polytope ∆ M precisely and also shows how it lies in ∆ S,k .
The rest of this section is devoted to the proof of Theorem 1.3. We may take S = [n]. Note that the product P 1 × P 2 × · · · × P q of convex polytopes P i is simple if and only if every P i is simple. Therefore, it suffices to prove the theorem when ∆ M is of maximal dimension, i.e. dim ∆ M = n − 1 by Proposition 1.2. 
Note that the graph Γ(R) is simple, i.e. it has no multiple edges and loops.
are the following graphs:
The following lemma can easily be proved, see [8, Section 6] . Henceforth our matroid polytope ∆ M in R n is assumed to be of maximal dimension, i.e. dim ∆ M = n − 1 unless otherwise stated. Let v be a vertex of ∆ M . By Proposition 1.1, v = δ J for some J ∈ M and any edge vector emanating from v is of the form δ I − δ J for I ∈ M with |I ∩ J| = k − 1. Note that For a vertex v = δ J ∈ ∆ n,k and a positive integer s we introduce two notations:
There is a bijection
Indeed, to L ∈ W v,s we associate the symmetric difference of L and
and this induces the bijection ϕ. Note that V v,1 is the set of vertices of ∆ n,k that are connected to v = δ J by an edge of ∆ n,k . If i / ∈ J and j ∈ J, then {i, j} ∈ W v,1 and
With this understood, we have Lemma 1.6. ϕ({i, j}) is a vertex of ∆ M if and only if i and j are joined by an edge of Γ(R v (∆ M )).
Proof. The lemma follows from the following observation:
⇔ i and j are joined by an edge of Γ(R v (∆ M )). 
the vertices 4 and 2, 3 and 2, 3 and 1 are respectively joined by an edge.
We recall that if Γ is a graph and U is a subset of the vertex set of Γ, then the induced subgraph, denoted Γ|U , is the subgraph of Γ whose vertex set is U and whose edge set consists of all of the edges in Γ that have both endpoints in U . The following lemma plays a key role to prove Theorem 1.3. 
and let H be the hyperplane in R n that is the boundary of the above half space. Since the half space above contains ∆ n,k , the intersection ∆ n,k ∩ H is a face of ∆ n,k , denoted by f . Note that f is the convex hull of
so f is isomorphic to ∆ 4,2 . Similarly, since ∆ M is contained in ∆ n,k , the intersection ∆ M ∩ H is a face of ∆ M . Here
so ∆ M ∩ f is a face of ∆ M and hence we have
Therefore,
by Proposition 1.1.
The v = δ J is a vertex of ∆ M by assumption and also a vertex of f by (6) Therefore it is a vertex of and it is a vertex of f by (6) . We shall show that δ {3,4} + δ J0 is a vertex of ∆ M ∩ f under the assumption in the lemma. Since it suffices to prove Theorem 1.3 when the matroid polytope ∆ M is of maximal dimension by Proposition 1.2, the theorem follows from the following. and adjacent to v since v ∈ V v,1 . We shall prove that v is the desired non-simple vertex of ∆. Since
of vertices of ∆ adjacent to v = δ J . Since dim ∆ = n − 1, we will prove that |V | ≥ n which means that ∆ is not simple at v .
Note that
and V v ,1 is the set of vertices of ∆ n,k adjacent to v . One can write K = (J \ {p}) ∪ {q} with some p ∈ J and q ∈ [n] \ J . We take four cases:
In each case, K is written as follows:
In 
Note that δ K is ϕ(L) in case (b) or (c) and ϕ(U ) in case (d).
We shall observe which δ K is a vertex of the polytope ∆. In case (a), δ K = v that is a vertex of ∆.
In case (b) or (c), it follows from Lemma 1.6 that δ K is a vertex of ∆ if L is an edge of the graph Γ.
Note that such an edge L meets the edge {i, j} at the vertex j or i since L ∩ {i, j} = {j} or {i}. In case We shall prove that there is another element in V . Since the endpoints i and j of the edge {i, j} are not the endpoints of Γ by our choice of the edge {i, j}, there are edges {i, a} and {j, b} of Γ with some
. More precisely, a ∈ J and b ∈ [n]\J because Γ is a bipartite graph with parts J and [n]\J and i ∈ [n]\ and j ∈ J. Therefore {i, j, a, b} ∈ W v,2 . We take U = {i, j, a, b}. Since Γ|U has at least three edges {i, j}, {i, a}, {j, b} and Γ is tree, Γ|U must be isomorphic to the graph on the right side of Figure   1 .6. Therefore, δ K = ϕ(U ) is a vertex of ∆ by Lemma 1.7 that is the desired another element of V .
Smooth torus orbit closures in the Grassmannians
For a subset J ⊂ [n], let C J be the set of complex-valued functions on J. We identify C [n] with C n . Let G k (E) denote the Grassmannian consisting of k-dimensional linear subspaces of a complex vector space
is a partition of the integer k with
The general linear group GL(C n ) naturally acts on G k (C n ). Let T be the subgroup of GL(C n )
consisting of diagonal non-singular matrices. We denote the T -orbit of X by T X and its closure in
It is known that T X is a toric variety (see [7, p.135, 1.1] for example). Our main result in this section is the following.
If the torus orbit closure T X is smooth, then there exist a partition (J 1 , J 2 , . . . , J r ) of the set [n] and a partition (k 1 , k 2 , . . . , k r ) of the integer k with k i ∈ {0, 1,
in particular, T X is a product of complex projective spaces.
We recall a moment map on G k (C n ) which reduces Theorem 2.1 to Theorem 1.3. Let I n,k denote the set of k-element subsets of [n] . Given X ∈ G k (C n ), we represent it as an n × k matrix, say A, and for any J = {j 1 , j 2 , . . . , j k } ∈ I n,k , define P J (X) to be the minor of the matrix consisiting of the rows of A with indices j 1 , j 2 , . . . , j k . The moment map µ :
generally, it is known that µ(T X) is a convex polytope in R n with vertex set {δ J | P J (X) = 0} and the map µ : T X → µ(T X) induces a one-to-one correspondence between the p-dimensional orbits of T in T X and the open p-dimensional faces of µ(T X) (see [7, Theorem 1 in p.139] for example).
The key fact on the moment map used in our argument is the following (see [7, Proposition 1 in p.150] for example).
Proposition 2.2. Let X ∈ G k (C n ). Then T X is smooth if and only if µ(T X) is a simple polytope.
Remark. The theory of toric varieties says that if the moment polytope µ(T X) is simple, then T X is an orbifold. In our case, the primitive edge vectors of µ(T X) are of the form ±(δ i − δ j ), so simpleness of µ(T X) implies that T X is non-singular (see [8, Lemma 6.6 ] for example).
When (n, k) = (n, 0) or (n, n), G k (C n ) is a point and when (n, k) = (n, 1) or (n, n − 1), G k (C n ) is the complex projective space of complex dimension n − 1. Therefore, the following lemma is obvious.
Suppose that (J 1 , J 2 , . . . , J r ) is a partition of the set [n] and (k 1 , k 2 , . . . , k r ) is a partition of the integer
Let T i be the subgroup of GL(C Ji ) consisting of non-singular diagonal matrices. We naturally identify
, one can easily see that
where µ i denotes the moment map on G ki (C Ji ) for each i = 1, 2, . . . , r. Conversely, the following holds.
where ∆ i is a matroid polytope of some matroid of rank
and if we write X as (X 1 , X 2 , . . . , X r ) with
We will give the proof of this lemma later and complete the proof of our main theorem.
Proof of Theorem 2.1. Suppose that T X is smooth. Then µ(T X) is a simple polytope by Proposition 2.2. Therefore, it follows from Theorem 1.3 that there exist a partition (J 1 , J 2 , . . . , J r ) of the set [n]
and a partition (k 1 , k 2 , . . . , k r ) of the integer k with k i ∈ {0, 1,
Thus we have
proving the theorem. 
If X is represented by a n × k matrix of the form
where each A i is a matrix of type |J i | × k i , then we can take X i ∈ G ki (C Ji ) represented by the matrix A i and we have µ i (T i X i ) = ∆ i for each i. Let X be represented by a n × k matrix of rank k
where α 1 , α 2 . . . α n are row vectors. Let V be the vector space generated by α 1 , α 2 , . . . , α n , V 1 be the subspace generated by α 1 , α 2 , . . . , α |J1| and V 2 the subspace generated by α |J1|+1 , α k1+2 , . . . , α n . We shall prove that V = V 1 ⊕ V 2 . If this claim is proved, then there is a non-singular k × k matrix g such that 
. Then there is a basis of V consisting of k row vectors of A such that some vectors of the basis form a basis of V 1 (resp. V 2 ). However, for any basis of V consisting of k row vectors of A, the number of members of the basis with indices in J 1 (resp. J 2 ) must be k 1 (resp. k 2 ). This is a contradiction. Thus k 1 = dim V 1 and k 2 = dim V 2 .
