Introduction
In Ref. [1] , Whaling, Anderson, Carle, Brault, and Zarem presented a comprehensive list of Ar I lines in the region 332 nm to 5865 nm as emitted from a hollow-cathode discharge with Ar buffer gas. The measurements were based on spectra retrieved from the archives of the 1 m Fourier transform spectrometer (FTS) of the National Solar Observatory (Kitt Peak). These spectra had previously been used by the same authors to measure lines of Ar II in this spectral region [2] .
In recent work at the National Institute of Standards and Technology (NIST), 17 lines of Ar I ranging from 22163 cm -1 to 25315 cm -1 were observed in a Hg/Ar electrodeless discharge lamp (edl) with an FTS optimized for the ultraviolet [3] . The spectra were calibrated using precisely known lines of 198 Hg [4] . For all 17 lines the NIST wavenumbers were smaller than the wavenumbers of Whaling et al. [1] . Pressure shifts due to differences in the Ar carrier gas pressure were investigated as a possible cause of the discrepancy but were not able to explain it.
In a separate set of experiments, the infrared spectrum of a Th/Ar hollow cathode lamp was observed with the NIST 2 m Fourier transform spectrometer [5] . The spectra were calibrated by Th lines measured by laser optogalvanic spectroscopy [6] . Approximately 600 lines of Ar I were measured. When these results were compared to Ref. [1] , it was apparent that they also were smaller on average than the wavenumbers of Whaling et al. [1] . For lines associated with energy levels of high angular momentum or high excitation, the deviations were large and scattered. For several hundred low excitation lines, however, the NIST observations were smaller by a consistent shift of approximately 1 part in 10 7 . Based on these two sets of measurements in widely separated spectral regions, it appeared possible that the results of [1] might be high due to a systematic calibration error.
We have used Ar II wavenumbers from Ref. [2] in several experiments and have found them to be consis-tent with other generally accepted wavelength standards. It seemed interesting, therefore, to try to determine whether the Ar I wavenumbers from Ref. [1] and Ar II wavenumbers from Ref. [2] were consistent with each other. To investigate this question we retrieved three of the spectra used for the Ar measurements -Ti #7 (8/15/92), Cu #2 (4/17/83), and Ti #2 (11/19/85) -from the Kitt Peak Archives [7] . The spectra were analyzed using the interactive program Xgremlin [8] . Each line of interest was fit with a Voigt profile convoluted with the FTS instrumental function to obtain the wavenumber.
Ti #7 (8/15/92) covers the region of the NIST Hg/Ar edl observations. In this spectrum we measured the 28 Ar II lines recommended by Learner and Thorne for use as calibration lines [9] . From these lines we calculated a correction factor for the spectrum with an uncertainty of 2 parts in 10 9 , as shown in Table 1 . We then measured the 17 Ar I lines that appeared in the NIST Hg/Ar observations and corrected their wavenumbers using the factor from Table 1 . The results are shown in Table 2 , where they are compared with the values from Whaling et al. [1] . The values from [1] are larger on average by the multiplicative constant 1.000 000 065 7(24). The combined standard uncertainty is calculated as the sum in quadrature of the standard error of the mean, representing the random scatter of the data, and a systematic component that propagates directly from the standard error in the calibration factor.
Cu #2 (4/17/83) covers a portion of the infrared in which many Ar I lines appear in the NIST Th/Ar hollow-cathode observations. In this spectrum we chose 20 lines of Ar II with high signal-to-noise ratio and good line symmetry for use in determining the wavenumber correction factor. The results are shown in Table 3 . The scatter is significantly larger than for the recommended lines used in the previous spectrum, and two of the lines produce correction factors that are clear outliers. We excluded these lines, shown in italics in Table 3 , in calculating the average. We then measured 20 Ar I lines that had high signal-to-noise ratio, good symmetry, and were associated with states of low excitation and low angular momentum. The wavenumbers for these lines were corrected with the factor from Table 3 . The results are shown in Table 4 . Again the results of Whaling et al. [1] are systematically larger.
Neither the correction factor nor the ratio in Table 4 is determined as precisely for this spectrum as for Ti #7 because the number of significant figures given in Ref.
[2] becomes a limiting factor; however, to a good approximation the results of [1] are again larger by a constant factor. Ti #2 (11/19/85) covers the near ultraviolet to near infrared region between the two sets of unpublished NIST observations. In this region 18 Ar II lines are recommended for use as wavelength standards [2] . One of these lines was too weak to measure, but the remaining 17 were measured and used with the published wavenumbers from [2] to determine values of the correction factor, as shown in Table 5 . The two longest wavelength lines produced correction factors that are in poor agreement with the other lines, and the overall scatter of the data is larger than in the other spectra. Since some of the lines recommended as standards were weak, an additional 20 lines were selected and measured based solely on their high signal-to-noise ratio and good symmetry. These lines produced correction factors with about the same average but a standard deviation 1.6 times larger than the original set; consequently, the average correction factor was calculated from the recommended lines, omitting the two outliers from the average. We then measured 20 lines of Ar I that were selected using the same criteria as for Cu #2 (4/17/83). The wavenumbers were corrected using the correction factor from Table 5 . The results are presented in Table 6 . As in the other two spectra the results from [1] are systematically larger than the new measurements.
Based on this sample of lines from three different spectra, which cover a wide range of wavelengths from the ultraviolet to the infrared, it is clear that the Ar I wavenumber scale in Ref. [1] is not consistent with the Ar II wavenumber scale in Ref. [2] , despite the fact that Ar I and Ar II were measured in the same spectra. For each of the three spectra the scales differ by a multiplicative constant. The constant is defined most precisely for the spectrum Ti #7 (8/15/92), but the values for all three spectra agree within their uncertainties.
We have confidence that the wavenumbers for Ar II [2] are reliable. They have been widely used as stan- Hg I at a level of better than 2 parts in 10 8 [10] . Therefore, we conclude that there must be a systematic calibration error in the Ar I results of Ref. [1] .
On an empirical basis the spectra we have investigated suggest that all of the Ar I data can be corrected by reducing the wavenumbers by a single multiplicative factor. This factor is well-determined from the results of Ti #7 (8/15/92) to be 0. Most of the spectra used for Refs. [1] and [2] were originally calibrated with respect to Ar II lines of Norlén [11] and later shifted to a revised wavenumber scale based on molecular lines of CO [12] as described in [2] . It is striking that the ratio determined in the fourth column of Table 2 is in almost perfect agreement with the ratio between the wavenumber scales of Whaling et al. [2] and Norlén [11] , which was determined in [2] to be 1.000 000 067 (8) . All of the Ar I wavenumbers in [1] are larger by this factor than their values in an unpublished list that was made available to several laboratories in the late 1990s [13] . This leads us to speculate that the systematic error in the published wavenumbers for Ar I [1] resulted from an inadvertent double correction of the wavenumber scale. We have communicated these results to Whaling, but he is not able to verify that a double correction actually occurred [14] .
Our speculation is supported by a comparison of the deviations in the third columns of Tables 2, 4 , and 6 for each line with the error that would result had the scale correction been applied twice. The average difference of these values for all 57 lines measured is just -0.000 01 cm -1 . For 26 of the lines the difference is less than 0.000 05 cm -1 , and the largest individual deviations are +0.000 19 cm -1 and -0.000 28 cm -1 . These deviations are less than the reported uncertainty for all of the lines; thus the data are entirely consistent with a double correction of the scale.
Conclusion
Based on all of the evidence, we propose that the results of [1] be corrected by multiplying all wavenumbers by the factor 0.999 999 933. This factor is the inverse of the Norlén-to-CO scale correction. It is consistent with the corrections determined empirically from the spectra Ti #7 (8/15/92), Cu #2 (4/17/83), and Ti #2 (11/19/85). By making this correction, the Ar I wavenumbers of Ref. [1] will be put on the same scale as the Ar II wavenumbers of Ref. [2] , which was derived from CO.
