Abstract
Introduction
Countries allocate their defense budgets keeping in view several considerations. First, the resources spent on defense could be utilized for other purposes, such as education, health, infrastructure, or social welfare. Second, excess defense spending can hinder economic growth by diverting resources or investment away from potentially more productive uses. Third, there are consequences for regional security: high defense spending and arms acquisition in one country may provoke a similar response from its neighbors and rivals. Even neighbors with no particular fear of attack may be pressurized by their defense establishment to match new technology for reasons of global prestige. Such pressures can lead to regional arms races.
Such concerns have raised the issue of defense spending and arms races among academics and policymakers. The global arms race is the focus of considerable campaigning, tactical and legislative attention, and academic study (see, for example, Anderton, 1989; Andreou & Zombanakis, 2010; Dalton & Tandler, 2012; Dunne, Nikolaidou, & Smith, 2005; Kollias & Paleologou, 2002; Mohammed, 1992; Öcal, 2003; Tahir, 1995; Ward, 1984) . While it is an important function of the state to provide and maintain peace in the country by enhancing its defense capabilities in order to safeguard national interests, the question is what budget the government should allocate to arms acquisition.
The international relations literature lays out the phenomenon of the arms race in the context of security dilemmas. An arms race is considered the competition between two or more entities to accumulate weapons, armed forces, advanced military technology, and military might. It is the competitive, resource-constrained, dynamic process of interaction between two states or coalitions of states in their acquisition of weapons (Brito & Intriligator, 1995) .
The arms-race issue has great importance for developing countries such as Pakistan and India. Both allocate an ample share of their budgets to defense, given their internal and external security threats. Over the years, the Indo-Pakistan arms race has become an important area of research (see Öcal, 2003; Phadke, 1988; Yildirim & Öcal, 2006) . Both countries have nuclear capabilities with vital geopolitical and strategic positions, which, arguably, is a form of deterrence to both rivals. This makes it very important to investigate the arms race between two countries that also face very large budget deficits and considerable poverty.
While Sheikh and Chaudhry (2013) investigate the overall determinants of defense expenditure in India and Pakistan (including its economic, political, strategic, military, moral, and psychological aspects), this paper focuses on the military angle under the binary Richardson model. Section 2 describes the classical Richardson model of arms races. Section 3 presents an empirical review of arms-race studies on Pakistan and India. Section 4 presents our methodology and specification of the Richardson arms-race approach. Section 5 discusses the model's results and Section 6 concludes the paper.
The Richardson Arms Race Approach
Richardson developed a mathematical model of the arms race in 1960, which showed the defense expenditure patterns of rival nations in an action-reaction framework. It was a seminal study investigating arms races between military rivals. Richardson used two differential equations to explain the arms race. In the classical arms race or Richardson model, each country's weapons acquisition or defense spending is a function of both countries' weapons acquisition or defense spending. The model assumes that each country is a single integrated actor and there is a single homogeneous weapon. A typical Richardson model, as shown by Dunne, Nikolaidou, and Smith (1999) , is given by two differential equations: 1 = 10 + 11 1 + 12 2
(1)
where is the defense expenditure of country j (j = 1, 2), 1 is the rate of change in country 1's defense expenditure, 2 is the rate of change in country 2's defense expenditure, 12 and 21 are the reaction or defense coefficients, 11 and 22 are the fatigue coefficients, and 10 and 20 are the grievance terms (or constants); 12 and 21 > 0 and 11 and 22 < 0.
Equations (1) and (2) reveal that the change in defense spending or weaponry stock of one country is a linear function of its own weaponry stock or defense expenditure, its rival country's weaponry stock or defense expenditure, and a constant or grievance term.
The reaction coefficients 12 and 21 are assumed to be positive and show that, when the level of defense spending or weaponry stock of one country increases, so does that of its rival country. The fatigue coefficients 11 and 22 indicate that the rate of change in a country's level of defense spending or weaponry stock is negatively related to its own defense expenditure or arms acquisition, and reflects the economic or administrative incidence of an arms race. Finally, in the Richardson model, 10 and 20 are grievance terms or constants that will be positive if the two countries have hostile relations and negative if they have friendly relations with each other.
Although the classical Richardson model is considered the most influential formal model of arms races in the literature, its results can prove disappointing when applied to data (see Sandler & Hartley, 1995) . This is primarily because the model is theoretical and subject to problems when applied empirically. When any theory is measured empirically to confirm its validity, one must take into account issues such as functional form, the measurement of variables, and lag length, etc., which the theory itself does not. Other problems may relate to data quality and reliability and the results derived may be ambiguous. Finally, various techniques of estimation can present their own problems.
The review of the literature below suggests that different studies on arms-race models have used various estimation techniques, including game theory, dynamic models, forward-looking models, distributed lags or vector autoregression (VAR), error correction, and simultaneous equation systems (see Deger & Sen, 1990; Dunne & Smith, 2007; Georgiou, 1990; McGinnis, 1991; Öcal, 2003) . New developments in econometrics allow one to apply these techniques to arms race models and investigate why traditional arms race approaches have yielded disappointing results. Accordingly, we apply the generalized method of moments (GMM), which has not yet been used to re-examine the Richardson model.
Arms Race Studies on Pakistan and India: An Empirical Review
The longstanding military rivalry between Pakistan and India makes them key areas of research in the arms race literature, although no study has drawn a precise conclusion of the arms race between the two neighbors. Hollist (1977) applies the Richardson model and its variants to the arms race between Pakistan and India, using data for the period 1949 to 1973. The reaction coefficients are found to be negative rather than positive (as the Richardson model and its variants would suggest). Hollist thus considers that internal factors may account better for the two countries' defense expenditures. Deger and Sen (1990) investigate the arms race process in Pakistan and India, using the augmented Richardson model for the period 1960-85. The augmented variables include GDP, arms production, arms imports, and the ratio of central government expenditure to GDP to capture economic factors of defense spending. The study argues that the size asymmetry between the two countries implies that they face dissimilar threats and have different defense perceptions.
Additionally, the study shows that India's one-year lagged defense spending and arms imports are significant factors in determining Pakistan's defense spending. The ratio of central government expenditure to GDP suggests that the government has a positive impact on defense budget allocations, while GDP has a minor effect. In India's case, Pakistan's one-year lagged defense spending shows no significant impact on Indian military expenditure. The two variables, arms production and arms imports, are not significant, but GDP is a prime mover of defense spending in India. Overall, the study is inconclusive, implying that, while Pakistan is responsive to Indian defense spending, India is not responsive to Pakistan's defense expenditure. Oren (1994) evaluates the arms race between Pakistan and India for the period 1947 to 1990. The study reveals that either country's defense spending depends not only on its rival's defense spending, but also on the latter's bellicosity. The latter becomes a stronger factor when the first country has smaller defense expenditures or military power. The findings indicate that both countries' defense spending increases when their rival displays rising aggression. However, both react negatively in response to their rival's defense spending. Dunne et al. (1999) use the Richardson model to examine the arms race between Pakistan and India for the period 1962-96 under a VAR framework. Using Johansen cointegration, the study suggests there is a long-run relationship between both countries' real defense expenditure (RDE). The reaction coefficients are positive for both countries and there is bidirectional causality between their levels of defense spending. Öcal (2003) assesses the Indo-Pakistan arms race for the period 1949-99, including the asymmetric effects of both countries' defense spending, based on a smooth-transition nonlinear model. The study finds possible nonlinear dynamics between the two countries' defense expenditures. Yildirim and Öcal (2006) examine the causality between Pakistan and India's defense spending during 1949-2003. Based on seemingly unrelated regressions in a multivariate VAR model, the study applies the Granger causality test and finds bidirectional causality between both countries' defense spending. Dunne and Smith (2007) reinvestigate the arms race between Pakistan and India, using revised RDE data provided by SIPRI. They reestimate the Richardson model in a VAR framework for the same period as Dunne et al. (1999) , but with slightly different results. Subsequently, they extend the time period from 1962 to 2003. The findings give some indication of a long-run relationship between the countries' RDEs.
While, for various reasons, none of these studies is strictly conclusive, they do show that a country's defense spending is not determined solely by that of its rival. Other factors, such as conflict history and the dynamics of their defense spending, must also be considered.
Methodology and Specification of the Richardson Approach
Regression analysis assumes that independent variables are not correlated with the error term and a violation of this assumption would mean that ordinary least squares (OLS) estimators and weighted least squares estimators would be biased and inconsistent. When some of the independent variables are correlated with the disturbance term, they become endogenous variables; those that are uncorrelated with the error term are exogenous variables.
Instrumental variables (IVs) are used when there is an endogeneity problem, especially in a simultaneous equation system. Generally, three basic approaches -two-stage least squares (2SLS), limited information maximum likelihood, and GMM -are used when facing problems of endogeneity and simultaneity. In this case, we use the GMM to account for the endogeneity and simultaneity present in the Richardson model. 
These two equations are in autoregressive form where Djt is the defense expenditure of country j at time t where j = (1, 2) with 1 representing Pakistan and 2 representing India. The error terms are assumed to satisfy the following properties: 
The variables ∆ 2 and ∆ 1 indicate the presence of endogeneity. Endogeneity implies that, when the explanatory variable is a random variable -that is, not fixed as suggested in the OLS method -and the covariance between that variable and the error term is not equal to 0, the OLS estimators become biased and inconsistent even in the asymptotic case. Almost all solutions to the endogeneity problem involve the use of IVs. A valid IV should be able to track changes in the endogenous variable reasonably well. In this case, the IVs are 1 −1 , 2 −1 , ∆ 2 −1 , and ∆ 1 −1 . The first technique that captures endogeneity is 2SLS, which entails (i) regressing the vector of the explanatory variables on the IVs, and (ii) replacing the explanatory variables with the estimated value of the firststage explanatory variable, using OLS to obtain estimators of asymptotically unbiased 2SLS parameters.
In both cases (OLS and 2SLS), the estimator is the ratio of the weighted sum of the dependent variables to the weighted sum of explanatory variables. In each case, the weights used in the numerator and denominator are the same, but the 2SLS estimators use Z (the instrument) as a weight whereas the OLS estimators use X (the explanatory variable). The second technique, the method of moments (MM), is based on the moment condition. If the expected value of the instrument and error term is equal to 0, the MM estimator gives the same estimator as does 2SLS.
When the model is exactly identified, under certain assumptions the MM estimators are the same as the OLS estimators. The MM estimators are derived from moment conditions only when the model is exactly identified. However, if the moment conditions are in excess or overidentified, there is no unique solution for the MM. In this case, the most appropriate technique is the GMM in which all the moment conditions are used optimally by minimizing the sum of the square of deviation of moments from 0. In the general case of excess moments, the GMM is considered the most efficient compared to other techniques (Hansen, 1982; Studenmund, 2010) .
Over-identifying restrictions mean that the number of instruments is greater than the number of parameters. This minimizes the value of the GMM objective function. The J-statistic (Sagan statistic) is used in the GMM to test the hypothesis of validity for over-identifying restrictions. Under the null hypothesis that the model is correctly specified and overidentifying restrictions satisfied, the J-statistic has an asymptotically 2 distribution with degrees of freedom (d.f.) equal to the number of overidentifying restrictions (Hansen, 1982) .
Data, Trends and Empirical Results
This section describes the dataset used, the trends that emerge in RDE and economic growth, and the model's results.
Data
The data on Pakistan and India's defense expenditure is, respectively, from the Handbook of Statistics on Pakistan Economy for 2010 (published by the State Bank of Pakistan) and the Handbook of Statistics on the Indian Economy for 2011 (published by the Reserve Bank of India). The data on the dollar exchange rate, GDP at constant 2000 US$, and GDP at current 2000 US$ is from the World Development Indicators and Global Development Finance databases for the two countries.
We have converted the variables -the defense expenditures of both countries -from local currency to US$ by means of their respective dollar exchange rates and then deflated the variables using the GDP deflator to find inflation-adjusted or real variables (RDE).
Trends in Defense Expenditure and Economic Growth
Pakistan and India are considered less developed countries with numerous economic and security concerns. As Figure 1 shows, their RDE trends upward from 1972 to 2010. Pakistan's RDE (RDEP) increases from US$ 1,139.378 million in 1972 to US$ 2,897.89 million in 2010, while India's RDE (RDEI) increases from US$ 3,170.47 million in 1972 to US$ 11,465.27 million in 2010. Thus, RDEP rises more than twofold in this period while RDEI rises more than threefold. Moreover, the two do not increase at the same pace. RDEP increases by 74.44 percent in the first decade of the sample period and by 29.80 percent in the second decade. It then falls by 13.1 percent in the last decade. RDEI increases by 49.69 percent in the first decade and by 22.36 percent in the second decade. In the last decade, RDEI increases dramatically by 52.04 percent in contrast to RDEP.
Next, we apply the augmented Dickey-Fuller test to check the stationarity of the two data series. In both cases, the RDE is integrated of order one, i.e., I(1). This indicates that both variables are nonstationary or have a unit root, but their linear combination becomes stationary. 1972 1974 1976 1978 1980 1982 1984 1986 1988 1990 1992 1994 1996 1998 2000 2002 2004 2006 2008 2010
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Multivariate analyses use variables of the same order of integration (Sims, 1980) . Stock and Watson (1996) argue against differencing even if the variables contain a unit root because they can still be used to estimate structural equations. The main argument against differencing is that it "throws away" information on any co-movement in the data (such as the possibility of cointegration). Similarly, the data need not be de-trended (Enders, 2009) . We therefore use nonstationary variables in the GMM.
GMM Results of the Richardson Model
The GMM-based results of the Richardson model (eq. 5 and eq. 6) are given in Table 2 . In eq. (5) and eq. (6), (j = 1, 2) is the defense expenditure of either country; eq. (5) is specified for Pakistan and eq. (6) for India. In the first case, the dependent variable is ∆ 1 and the independent variables are 1 −1 , ∆ 2 , and 2 −1 . This shows that a change in Pakistan's defense spending is a function of (i) its own defense spending in the previous period, (ii) a change in India's defense spending, and (iii) India's defense spending in the previous period. The intercept value 10 (the grievance term) is 217.24. Since this is positive, it suggests that Pakistan and India are rivals rather than allies. 1 Pakistan's previous-period defense spending is negatively related to the change in its own defense spending. The value of parameter 11 (the fatigue coefficient) is -0.1969, which is negative (as suggested by theory) and highly significant. This implies that Pakistan's defense spending falls due to an increase in its previous-period defense spending, which is consistent with Richardson's theory: the rate of change in a country's level of defense spending or weaponry stock is negatively related to its own defense expenditure or arms acquisition, and reflects the economic or administrative incidence of an arms race. 2 The defense or reaction coefficients 12 and 13 in the specified model are 0.4524 and 0.0311, respectively. Their coefficients are positive, indicating that there will be a positive change in Pakistan's defense expenditure in response to India's defense spending. Under the Richardson model, the reaction coefficients 12 and 13 are assumed to be positive and show that a country's level of defense spending or weaponry stock increases when that of its adversary also increases. Of the two reaction coefficients, the change in India's defense spending is highly significant; the other, India's previous-period defense spending, is not significant.
In the model specified for India, the dependent variable is ∆ 2 and the independent variables are 2 −1 , ∆ 1 , and 1 −1 . It is evident that a change in India's defense spending depends on its own previous-period defense spending and on its rival's change in defense spending and previous-period defense spending. The intercept value, 20 , is -480.1526. The fact that the grievance term is negative suggests that Pakistan and India have friendly relations with each other, contrary to the result obtained for Pakistan. This makes it difficult to establish the nature of relations between the two countries on the basis of their grievance terms.
India's previous-period defense spending is inversely related to the change in its own defense spending. The value of parameter 22 (the fatigue coefficient) is -0.0687. While statistically insignificant, its sign is compatible with the classical arms race theory. The values of the reaction or defense coefficients 21 and 23 are 2.2102 and 0.4352, respectively. Both variables have the correct signs and are highly significant as proposed by the Richardson model. The positive sign implies that India's defense expenditure will rise in response to an increase in Pakistan's defense spending.
These results are consistent with the arms race studies conducted on Pakistan and India (see Dunne et al., 1999; Yildirim & Öcal, 2006) . However, they contradict studies that find negative reaction coefficients for Pakistan and India (see Hollist, 1977; Oren, 1994; Öcal, 2003) . Further, some studies provide no evidence of an arms race between Pakistan and India (see Deger & Sen, 1990) .
The value of the Durbin-Watson (DW) statistic for both equations is 2.03, which indicates there is no evidence of autocorrelation. We use four instruments to estimate the three parameters, so there is one overidentifying restriction. The critical value of the J-statistic 1 2 is 1.534 at a 5 percent level of significance. Therefore, we are unable to reject the null hypothesis and conclude that the model is correctly specified and the overidentifying restrictions valid. The OLS estimates are also reported, although these are not reliable in case of an endogeneity problem.
Reduced-Form Empirical Results
The reduced-form empirical results of the Richardson model (eq. 7 and 8) are given in Table 3 . These equations demonstrate that a change in one country's defense expenditure depends on its own previous-period defense expenditure and that of its rival. Since the reduced-form equations have no inherent simultaneity, they do not violate the classical assumption that all explanatory variables are uncorrelated with the error term. Therefore, they can be estimated using OLS.
Eq. (7) is specified for Pakistan and has two independent variables -its own previous-period defense spending and that of its rival, Indiabesides the intercept or grievance term. The sign of the grievance term is positive as found for the GMM estimates. The estimated value of the parameter of Pakistan's own previous-period defense spending ( 1 −1 ) is -0.1416. As the Richardson theory would suggest, this is negative and highly significant. The result shows that Pakistan's previous-period defense spending is negatively related to its own defense expenditure. The second variable is India's previous-period defense spending ( 2 −1 ). The estimated value of the reaction coefficient is 0.0186, which is positive as suggested by the theory, but not significant in our model. The results correspond to those obtained from the GMM model. The values of the DW and Breusch-Pagan-Godfrey (BPG) statistics suggest that we cannot reject the null hypothesis of no autocorrelation or heteroskedasticity of residuals, respectively. The probability value of the Jarque-Bera test statistic shows that the residuals are normally distributed.
Eq. (8) is specified for India with similar variables. The sign of the grievance term is negative, similar to the GMM model. The estimated value of the parameter of India's previous-period defense spending ( 2 −1 ) is -0.0051, which is negative but not significant. This shows that India's previous-period defense spending is negatively related to its own defense expenditure.
The second variable is Pakistan's previous-period defense spending ( 1 −1 ). The estimated value of the reaction coefficient is 0.0126, which is positive but statistically not significant. The DW and BPG values suggest that we are unable to reject the null hypothesis of no autocorrelation and heteroskedasticity of residuals, respectively. The probability value of the Jarque-Bera test shows that the residuals are not normally distributed. However, since the sample is small, this does not pose a serious problem.
Overall, the reduced-form estimates of the Richardson model are poor in terms of statistical significance, although their signs are compatible with classical arms race theory. Many such studies do not yield good results (see, for example, Isard & Anderton, 1988; Deger & Sen, 1990; Georgiou, 1990; Kollias, 1991; McGinnis, 1991; Sandler & Hartley, 1995; Georgiou, Kapopoulos, & Lazaretou, 1996; Kinsella & Chung, 1998) . However, the structural parameters, which researchers are more likely to consider, are better than the reduced-form estimates.
Conclusion
This study has attempted to gauge the presence of an arms race between Pakistan and India. In order to overcome the simultaneity and endogeneity problems, we have applied a GMM model to the Richardson arms race model for data spanning 1972-2010. The Richardson model predicts that a change in one country's defense spending is a function of its defense spending in the previous period, a change in its rival's defense spending, and its rival's defense spending in the previous period.
We have specified structural parameter equations for both countries. The grievance term in Pakistan's model is positive, indicating that Pakistan and India have hostile relations. The economic or administrative incidence of an arms race is captured by Pakistan's previous-period defense spending or fatigue coefficient, which is highly significant and negatively related to changes in Pakistan's own defense spending -as suggested by Richardson's theory. The reaction coefficients are positive, indicating that there will be a positive change in Pakistan's defense expenditure in response to India's defense spending.
The intercept value in India's model is, however, negative, which implies that the two countries have friendly relations. This contradicts the results for Pakistan and makes it difficult to draw any conclusion on the basis of the grievance terms. Our findings also show that India's previousperiod defense spending is statistically insignificant and inversely related to changes in India's own defense spending. The reaction coefficients are positive and highly significant.
We have also estimated reduced-form equations demonstrating that a change in one country's defense expenditure depends on the previous-period levels of its own and its rival's defense expenditures. While these estimates are found to be poor statistically, their signs are compatible with the classical theory of arms races. Finally, the overall analysis indicates that an arms race does exist between Pakistan and India.
