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Abstract. This paper presents a simple discrete time model for valuing real
options. A short proof of optimal exercise rules for the standard problems in
the real options theory is given in the binomial and trinomial models, and more
generally, when the underlying uncertainty is modelled as a random walk on a
lattice. The method of the paper is based on the use of the expected present value
operators. With straightforward modiﬁcations, the method works in discrete
time–continuous space, continuous time–continuous space and continuous time–
discrete space models.
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1 Introduction
Two main tools for pricing of contingent claims of the European type are the
Black-Scholes (1973) model, which gives an explicit analytic solution in terms of
certain integrals, and lattice models. Originally, binomial trees were introduced
by Cox, Ross, and Rubinstein (1979) to provide a simple pricing technique for
European options, which, unlike the famous Black and Scholes equation, re-
quired only elementary mathematics. Lattice models are widely used both as
the technical tool for the valuation of American and exotic options for which
closed form solutions do not exist (see, for example, Baule and Wilkens (2004)
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1and the bibliography therein), and as a simple device to explain the basic ideas
of asset pricing (see any textbook on ﬁnancial economics).
As it was pointed out by Merton (1973), American options are more diﬃcult
to value than European ones because the former may be exercised prior to expiry
with a positive probability. Hence, one needs to ﬁnd the optimal exercise rule,
which in basic cases is of the form: exercise an option, when the price of the
underlying crosses a certain early exercise boundary. For American options with
ﬁnite time horizon, an analytical answer in the Black-Scholes model is unknown
(there exist numerous approximate methods, though), but lattice models can
be applied almost as easily as in the case of European options. The backward
induction procedure needs to be supplemented by a choice of the optimal exercise
node on each time step, and the node is chosen by comparing the instantaneous
payoﬀ and continuation value. Apparently, the general perception is that lattice
models are simpler than the Black-Scholes model for pricing of American options
with ﬁnite time horizon.
However, in the inﬁnite time horizon case (perpetual American options, most
popular models of the real option theory, and models of endogenous default),
the situation is opposite. Indeed, while using lattice models, one cannot re-
sort to the backward induction anymore, and the standard treatments even of
the simplest lattice model in the inﬁnite horizon case requires the use of com-
binatorial formulas and general quite sophisticated theorems from the optimal
stopping theory (see, e.g., Shiryaev (1999)). This explains the virtual absence of
papers which use lattice (and more generally, discrete time) models in the inﬁ-
nite horizon case. By contrast, the Black-Scholes model simpliﬁes considerably.
In the one-factor case, one needs to solve a boundary problem for an ODE of the
second order, and to ﬁnd the optimal exercise boundary, one needs to impose
an additional smooth pasting condition. The economic and ﬁnance profession is
quite comfortable with this procedure and regards it as intuitively evident (al-
though the rigorous justiﬁcation is mathematically involved, and in many cases,
the solution reduces to systems of non-linear algebraic equations with four or
more unknowns, which cannot be regarded as really simple procedure).
The ﬁrst aim of the paper is to present and explain a short analytically ex-
plicit procedure for pricing of perpetual American options in the binomial and
trinomial models. We derive an equation for the optimal exercise boundary in
essentially the same form as in models with uncertainty modeled as a random
draw from a given distribution (in our model, we need to construct the distri-
bution on Z for a given binomial or trinomial model): take the payoﬀ function,
calculate the expected present value as a function of the current state, and ﬁnd
the zero. If one accepts the hypothesis that the optimal exercise rule can be
described in terms of a certain threshold, then the proof of optimality requires
no knowledge beyond the elementary mathematics: the most sophisticated tool
is the summation of geometric series, and no theorem from the optimal stopping
theory is needed at all. To prove that the found exercise rule is optimal in the
class of all stopping times, some additional work and general theorems of the
optimal stopping theory are needed (see Boyarchenko and Levendorskiˇ i (2004a,
c)) but we believe that a subtlety of this sort is essentially irrelevant for many
2standard situations in economics and ﬁnance. At the same time, the methodol-
ogy which we use and the form of the analytical answers which we obtain admit
straightforward generalizations for payoﬀ functions much more general than in
the existing literature. A suﬃcient (but by no means necessary) condition for our
methodology to work is: the payoﬀ is the expected present value of a monotone
function of a process with stationary i.i.d. increments, which is quite natural
from the point of view of economics.
The second goal of the paper is to provide a simple explanation for the
general framework for optimal timing and pricing of real (and ﬁnancial) op-
tions, which has been developed in a series of papers Boyarchenko and Leven-
dorskiˇ i (2002a, c), (2004a,b,c) and the monograph Boyarchenko and Levendorskiˇ i
(2002b). In Boyarchenko and Levendorskiˇ i (2002a) and (2004b, c), continuous
time–continuous space models of uncertainty are studied (the underlying source
of uncertainty is a monotone function of a L´ evy process), and in Boyarchenko
and Levendorskiˇ i (2002b, c) and (2004a), discrete time–continuous space models
(the underlying source of uncertainty is a monotone function of a random walk;
the transition probability distribution is assumed to have the density). In eﬀect,
in all these papers we used the same scheme (which can be applied in continuous
time - discrete space models as well):
(1) ﬁx a candidate for the optimal exercise boundary, and write down the
Bellman equation for the value function (price of an option, investment
opportunity or value of a ﬁrm);
(2) employ the Wiener-Hopf factorization method in the form used in analysis
rather than in probability to solve the Bellman equation;
(3) using the explicit form of the solution, ﬁnd the optimal exercise boundary.
The scheme was shown to be quite powerful. It was successfully applied not only
to model situations of entry, exit and capital expansion but to embedded options
in inﬁnite time horizon case, and Carr’s randomization approach to ﬁnite time
horizon problems in continuous time as well. The technology adoption problem,
with two sources of uncertainty, was also studied. We believe that the method
can be applied in many other situations, and hence an additional explanation of
the method and its demonstration for the case of random walks on a lattice are
useful.
Step 1 is straightforward, and Step 2 is a well-known procedure in analysis,
which is called the Wiener-Hopf factorization method. The form of the solution
allows one to guess the optimal exercise boundary quite easily, and hence Step
3 is simple as well. For a researcher in economics or ﬁnance, the only possible
diﬃculty is the understanding of Step 2. Indeed, Boyarchenko and Levendorskiˇ i
(2002a, c) and (2004a,b,c) referred to some mathematical monographs, and so
the real understanding of the method is impossible without reading fairly com-
plicated mathematical texts. The reader may also be confused by a number of
papers, which use the Wiener-Hopf method in diﬀerent forms natural from the
probabilistic viewpoint (see e.g. Hilberink and Rogers (2002), Mordecki (2002,
2004) and Alili and Kyprianou (2004) and the bibliography therein), and which
3require the knowledge of the advanced stochastic analysis and optimal stopping
theory.
In this paper, we explain Step 2 in a simple setup, which uses only simple
mathematics. In the case of more complicated random walks and continuous
time models, the scheme remains the same but for the proof of optimality, it
becomes necessary to interpret the operators, which appear in the formula for
the solution, as the expected present value operators (the EPV operators) of the
supremum and inﬁmum processes. At this stage, the Wiener-Hopf factorization
formula is needed, but this formula is simple in appearance (albeit very deep),
and easy to apply if the model for the underlying uncertainty is simple. Note
that the use of the EPV operators of the supremum and inﬁmum processes
allows one to give economically meaningful interpretations of the exercise rules
and representations of the value functions.
The rest of the paper is organized as follows. In Section 2, a simple compu-
tation of the EPV of a perpetual stream of payoﬀs is presented. In Section 3,
we determine optimal timing to give up a stream of payoﬀs in the binomial and
trinomial models using the most elementary tools. In Section 4, we interpret
the results of Section 3 in terms of the EPV operators of the supremum and
inﬁmum processes, and extend them for a general random walk. In addition, we
present eﬃcient pricing formulas for a random walk which corresponds to the
continuous time model of diﬀusions with embedded exponentially distributed
jumps. In Section 5, we present the results for other model situations. Section
6 concludes. The most technical details are delegated to the appendix.
2 Calculation of the EPV of a perpetual stream
We assume that the underlying stochastic process is a random walk (under a
risk-neutral measure chosen by the market), Xt, on Z (in Boyarchenko and
Levendorskiˇ i (2004a), the state space is the real line). This process speciﬁcation
implies that the dates when observations and/or decisions to exercise options
can be made are equally spaced, and time periods are normalized to one; and
the underlying stochastic factor may change by multiples of a ﬁxed quantity,
which we normalize to 1 as well.
Let Y;Y1;Y2;::: be i.i.d. on a probability space Ω assuming values in Z, and
let Xt = X0 + Y1 + Y2 + ¢¢¢ + Yt, where X0 is independent of Y1;Y2;:::. Let
pj = P(Y = j) be the transition probabilities, and let q 2 (0;1) be the discount
factor per period. The transition operator, T, is deﬁned by




Given p = (pj)j2Z, one calculates the EPV of a stochastic payoﬀ tomorrow:




4To compute the EPV of a stochastic payoﬀ t periods from now, we use the
Markov property of a random walk:
Ex[qtg(Xt)] = qt(Ttg)(x):
The next step is the calculation of the normalized EPV of a stream of payoﬀs:










The normalization is convenient because










In order to ﬁnd u(x) = (Eg)(x), we write the Bellman equation
u(x) = (1 ¡ q)g(x) + qEx[u(X1)]; 8 x
u = (1 ¡ q)g + qTu ,
(I ¡ qT)u = (1 ¡ q)g ,
(1 ¡ q)¡1(I ¡ qT)u(x) = g(x); 8 x (2.1)
One can view (2.1) as an inﬁnite system of algebraic linear equations with an
inﬁnite matrix (operator)
A = (1 ¡ q)¡1(I ¡ qT):
To solve the linear system, one needs to invert the matrix (operator) A; the
result is E = A¡1. The norm of the operator qT (in l1 = l1(Z)) is q < 1, hence
the operator A is invertible in l1, and we have
u(x) = (Eg)(x) = (A¡1g)(x); (2.2)
for a bounded g. Under additional conditions on the transition probabilities,
(2.2) can be extended to unbounded g. We consider the case of unbounded
streams later.
Below, we use the binomial and trinomial models to introduce a simple fac-
torization of the operator A, which allows one to ﬁnd A¡1. The factors will
be especially useful in the next section, where we will calculate the EPV of
a stochastic stream which is lost when the stochastic factor crosses a certain
barrier. Let pj = 0, jjj ¸ 2, p§1 := p§ > 0, and p0 ¸ 0. Then
(Tg)(x) = p0g(x) + qp+g(x + 1) + qp¡g(x ¡ 1):
The case p0 = 0 is the binomial model, and the case p0 > 0 is the trinomial one;
we consider both cases simultaneously because the argument and calculations
below are essentially the same.
5Introduce the translation operators S and S¡1 by
(Sg)(x) = g(x + 1); (S¡1g)(x) = g(x ¡ 1);
and represent A in the form
A = (1 ¡ q)¡1 ¡
1 ¡ qp0 ¡ qp+S ¡ qp¡S¡1¢
:
With the operator A, we associate a function
a(z) = (1 ¡ q)¡1 ¡
1 ¡ qp0 ¡ qp+z ¡ qp¡z¡1¢
;
which is called the symbol of A. Since a(z) ! ¡1 as z ! +1 and z ! 0, and
a(1) = (1 ¡ q)¡1(1 ¡ qp0 ¡ qp+ ¡ qp¡) = 1 > 0, the symbol a has a zero on



















a(1) = 1 =
qp+
(1 ¡ q)q+
(1 ¡ q+)(1 ¡ q¡);
we may write
a(z) = a+(z)a¡(z); (2.3)
where
a+(z) = (1 ¡ q+)¡1(1 ¡ q+z)
and
a¡(z) = (1 ¡ q¡)¡1(1 ¡ q¡z¡1):
Substituting S for z in (2.3), we obtain the factorization of the operator A:
A = a+(S)a¡(S): (2.4)
Clearly, both S and S¡1 have the norm 1, and since q§ < 1, operators a+(S) and
a¡(S) are invertible as operators in l1. The action of the inverses E+ = a+(S)¡1
and E¡ = a¡(S)¡1 can be calculated quite easily:
E+ = a+(S)¡1 = (1 ¡ q+)(I + q+S + q2
+S2 + ¢¢¢) (2.5)
and
E¡ = a¡(S)¡1 = (1 ¡ q¡)(I + q¡S¡1 + q2
¡S¡2 + ¢¢¢); (2.6)
and we have
E = A¡1 = E+E¡ = E¡E+: (2.7)
6Using (2.7), the solution to the Bellman equation (2.1) can be found in two
simple steps:
1. Calculate g1 = E+g:
g1(x) = (1 ¡ q+)(g(x) + q+g(x + 1) + q2
+g(x + 2) + ¢¢¢);
2. Calculate u = E¡g1 = E¡E+g = Eg:
u(x) = (1 ¡ q¡)(g1(x) + q¡g1(x ¡ 1) + q2
¡g1(x ¡ 2) + ¢¢¢):
Of course, one may calculate g2 = E¡g ﬁrst, and then u = E+g2 = E+E¡g = Eg.
Thus, we have two variants:
u = E+E¡g; (2.8)
u = E¡E+g: (2.9)
Evidently, the action of the operators E§ admits the following interpretation:
















In the standard models of the theory of real options, the payoﬀ function g
grows exponentially as x ! +1: g(x) = A°x ¡B, where ° > 1. To ensure that
the EPV of the stream g(Xt) were ﬁnite, we need the following condition:
a(°) = (1 ¡ q)¡1(1 ¡ qT(°)) > 0; (2.10)
where T(z) = p0 + p+z + p¡z¡1. Indeed, if we apply T to the function °x, we
obtain











The series on the RHS converge if and only if condition (2.10) is satisﬁed, and
then the EPV is
E°x = a(°)¡1°x:
If (2.10) holds, then 0 < q¡ < 1 · ° < 1=q+, and therefore the application of
(2.5) and (2.6) to g(x) = °x gives ﬁnite functions
E+°x = a+(°)¡1°x; (2.11)
E¡°x = a¡(°)¡1°x: (2.12)
7Similar argument shows that if (2.10) holds, and g is bounded on Z¡, and
satisﬁes an estimate
jg(x)j · C°x; x ¸ 1; (2.13)
then the functions Eg, E+g and E¡g are bounded on Z¡, and admit the bound
(2.13).
3 Binomial and trinomial models
3.1 Calculation of the EPV of a stream, which is aban-
doned when Xt falls to a certain level
Assume that the payoﬀ stream g(Xt) is a non-decreasing function of Xt, the
typical example being a ﬁrm facing demand uncertainty and ﬁnanced by debt.
Let G be the rate of output, and C is the coupon payment. For high levels of the
log-price of the ﬁrm’s output, Xt, the proﬁt ﬂow g(Xt) = GeXt ¡ C is positive,
and for low levels, it is negative. Should the (log) price fall suﬃciently low, to
a certain level h, it may become optimal to default on the debt payments. Fix
h, a candidate for the exit threshold (the optimal choice of h will be analyzed
in the next subsection), and denote by V (x;h) the value of the ﬁrm with this
choice of the exit threshold.
In the region x > h, the value of the ﬁrm, V (x;h), obeys the Bellman equa-
tion
V (x;h) = g(x) + qEx[V (X1;h)]:
After the exit, the value is zero:
V (x;h) = 0; x · h: (3.1)
It is convenient to solve the problem for the normalized value function V(x;h) =
(1 ¡ q)V (x;h):
(1 ¡ q)¡1(I ¡ qT)V(x;h) = g(x); x > h; (3.2)
V(x;h) = 0; x · h: (3.3)
The Bellman equation (3.2) is similar to the Bellman equation (2.1) for the
values of the ﬁrm which exists forever but it holds for x > h only.
Let 1
+
h denote the indicator function of the subset fh + 1;h + 2;:::g ½
Z and the multiplication operator by the same function. The next theorem,
which demonstrates the essence of the Wiener-Hopf method in the form used
in analysis, states that V can be calculated by a formula which is similar to
(2.8); the new element is multiplication by 1
+
h-operator, which must be inserted
between the factors E¡ and E+.
Theorem 3.1 Let g be bounded on the negative half-axis, and satisﬁes the esti-
mate (2.13). Let (2.10) hold.
Then the solution to the problem (3.2)–(3.3) in the class of functions bounded




8In other words, from the technical point of view, the calculation of the solution
to the problem (3.2)–(3.3) is no more diﬃcult than the calculation of the value
of the ﬁrm which never defaults on its debt:
(1) calculate g1 = E+g:
g1(x) = (1 ¡ q+)
¡
g(x) + q+g(x + 1) + q2
+g(x + 2) + ¢¢¢
¢
; 8 x;
(2) set g2(x) = g1(x) for x > h, and g2(x) = 0 for x · h;
(3) calculate V = E¡g2:
V(x;h) = (1 ¡ q¡)
¡
g2(x) + q¡g2(x ¡ 1) + q2
¡g2(x ¡ 2) + ¢¢¢
¢
; 8 x:
Notice that now we may not inverse the order of application of E+ and E¡;
the inverse order appears when we solve the problem for a stream which is
abandoned as Xt reaches a certain threshold h from below; and then we use
the indicator function 1
¡




h denotes the indicator function of
the subset f:::;h ¡ 2;h ¡ 1g ½ Z and the multiplication operator by the same
function).
Proof of Theorem 3.1. The following two properties of operators a§(S) and
E§ are crucial:
1a. If u(x) = 0 8 x · h then for the same x,
(a¡(S)u)(x) = (1 ¡ q¡)¡1 (u(x) ¡ q¡u(x ¡ 1)) = 0; (3.5)
and
(E¡u)(x) = (1 ¡ q¡)
¡
u(x) + q¡u(x ¡ 1) + q2
¡u(x ¡ 2) + ¢¢¢
¢
= 0: (3.6)
1b. If u(x) = 0 8 x > h then for the same x,
(a+(S)u)(x) = (1 ¡ q+)¡1 (u(x) ¡ q+u(x + 1)) = 0; (3.7)
and
(E+u)(x) = (1 ¡ q+)
¡
u(x) + q+u(x + 1) + q2
+u(x + 2) + ¢¢¢
¢
= 0: (3.8)
2. If u(x) ¸ 0 for all x, then for all x,
(E¡u)(x) = (1 ¡ q¡)
¡
u(x) + q¡u(x ¡ 1) + q2




(E+u)(x) = (1 ¡ q+)
¡
u(x) + q+u(x + 1) + q2
+u(x + 2) + ¢¢¢
¢
¸ 0: (3.10)
The second property will be used in the study of optimality; for the proof of
Theorem 3.1, only properties 1a and 1b are needed, and we use them as follows.
First, rewrite (3.2) as
(a(S)V)(x;h) = g(x) + g¡(x); 8 x; (3.11)
9where g¡ 2 l1 vanishes above h. Equivalently,
a+(S)a¡(S)V(x;h) = g(x) + g¡(x); 8 x: (3.12)
Multiply (3.12) by the inverse E+ to the (inﬁnite) matrix a+(S):
a¡(S)V(x;h) = E+g(x) + E+g¡(x); 8 x: (3.13)
Since g¡(x) = 0 for x > h, on the strength of (3.10), we have E+g¡(x) = 0,
x > h. Therefore
a¡(S)V(x;h) = E+g(x); 8 x > h: (3.14)
Since V(x;h) = 0; x · h; we have a¡(S)V(x;h) = 0; x · h (see (3.5)). There-








h(x)E+g(x); 8 x: (3.15)
Now it remains to apply the inverse E¡ = a¡(S)¡1 to obtain (3.4). Note that
(3.1) holds in view of (3.6). Theorem 3.1 has been proved.
3.2 Timing the default
Consider the problem of an optimal choice of the exit boundary h. We assume
that
g is non ¡ decreasing; (3.16)
g(+1) > 0; (3.17)
g(¡1) < 0 (3.18)
(one limit or both may be inﬁnite; in the example of a debt-ﬁnanced ﬁrm, only
g(+1) is inﬁnite). Set w = E+g. From (3.4), we have
V(x;h) = E[(1
+
hw)(x + Y ¡)]; (3.19)
where Y ¡ is the random variable on the negative half-axis, deﬁned earlier in
Section 2.
Clearly, the larger the value of the product 1
+
hw, the larger is the value
V(x;h). Hence, the optimal choice of h should replace all negative values of w
by zero, and leave positive ones as they are. Since g satisﬁes (3.16)–(3.18),
w(x) = (1 ¡ q+)
¡
g(x) + q+g(x + 1) + q2
+g(x + 2) + :::
¢
(3.20)
satisﬁes these conditions as well. Hence, there exist
² h¤ such that w(x) > 0 for all x > h¤, and w(x) · 0 for all x · h¤, and
² h¤¤ such that w(x) < 0 for all x · h¤¤, and w(x) ¸ 0 for all x > h¤¤.
10Generically, w has no zero (recall that we consider a random walk on a lattice)
although it changes sign. Then h¤ = h¤¤, and the optimal exit boundary can be
deﬁned as the smallest number s.t. for all x > h,
w(x) = E[g(x + Y +)] ¸ 0: (3.21)
It may be the case that h¤¤ < h¤, and then any h 2 [h¤¤;h¤] is an optimal exercise
boundary. To simplify the statements below, we will assume that we are in the
generic situation, and the choice of the optimal threshold is unambiguous.
Remark 3.2 Notice that we can interpret the exit rule (3.21) as follows: the
manager calculates the expected present value of the stream of payoﬀs as-




+g(x+t), and exits if at the current price level, the EPV is negative.
However, to compensate for such an over-optimistic approach, she discounts the
future heavily: it is straightforward to check that q+ < q.
After the optimal value of h¤ had been found, we may calculate the value of the
ﬁrm V(x) = V(x;h¤) for x > h¤ as





¡w(x ¡ j): (3.22)
It follows from (3.22) that the value of the ﬁrm is the present value of a deter-
ministic stream of payoﬀs w(x+y), where y decreases by one every time period
starting from zero at the initial date. The stream discontinues at the date x¡h¤.
The discount factor is now q¡. Straightforward computations show that q¡ < q,
so the manager again discounts the future more heavily in order to compen-
sate now for too pessimistic view on the ﬁrm’s value. Notice that q+ < q¡ iﬀ
p+ < p¡, hence the payoﬀ increases are discounted more heavily than decreases
iﬀ the probability of upward jumps is smaller than the probability of downward
jumps.
Example 2.1. Let g(x) = Gex ¡ C. Then
w(x) = E+g(x)
= (1 ¡ q+)
¡
G[ex + q+ex+1 + q2
+ex+2 + ¢¢¢] ¡ C[1 + q+ + q2
+ + ¢¢¢]
¢

















11At x > h¤, the value of the ﬁrm is



























= (1 ¡ q¡)(1 ¡ q+)
(
Gex(1 ¡ (q¡=e)x¡h¤)





(1 ¡ q+)(1 ¡ q¡)
)
:
3.3 Interpretation of the solution (3.4) and optimal exit
rule in terms of the EPV–operators of the supremum
and inﬁmum processes
In the appendix, we show that the operators E§ admit another interpretation
as normalized EPV-operators under supremum and inﬁmum processes





qtg( ¯ Xt) j X0 = x
3
5; (3.23)





qtg(Xt) j X0 = x
3
5: (3.24)
Now, the optimal default rule can be formulated as follows: exit when (E+g)(Xt)
becomes non-positive. If g(Xt) is non-decreasing function of Xt, as we presumed,
we have g( ¯ Xt) = ¯ gt ´ max0·s·t gt, where gt = g(Xt), therefore we can reformu-





qt¯ gt j g0 = g
#
· 0:
In other words, the rule is: consider all trajectories of the process, and along each
trajectory, disregard all temporary drops of the output price. Then calculate the
EPV of proﬁts, and if it is non-positive, give up the right for the stream. Thus,
the hope for the best dies hard: we exit only when the EPV is non-positive even
after this rosy adjustment. It looks as if a ﬁrm’s manager contemplating an exit
is too optimistic. However, the same manager becomes too pessimistic when
uncertainty is on the supply side of the market.
Suppose that the price of the ﬁrm’s output, P, is constant, and instead of
coupon payments, there is the variable cost C, which follows a geometric random
walk. The instantaneous proﬁt g(Xt) = PG ¡ eXt is a decreasing function of
Xt, and it is positive for low levels of Xt and negative for high levels of Xt.
It may be optimal to exit should the cost level become too high. To reduce
to the case of an increasing payoﬀ stream, which we considered already, we
12introduce the dual process ˜ Xt = ¡Xt; equivalently, we change the direction on
the real line. In terms of ˜ Xt, the proﬁt ﬂow is ˜ g( ˜ Xt) = PG ¡ e¡ ˜ Xt, which
is the increasing function. Let ˜ E§ be the EPV-operators under the supremum
and inﬁmum processes of ˜ Xt. The ﬁrm exits when ˜ Xt crosses the threshold ˜ h¤
from above, and the threshold is determined from the equation ˜ E+˜ g(˜ h¤) = 0 (we
consider the generic case). Set h¤ = ¡˜ h¤. Clearly, ˜ Xt crosses ˜ h¤ from above
when Xt crosses h¤ from below, and the supremum process of ˜ Xt is the opposite
to the inﬁmum process for Xt (provided both start at 0). Hence, the exit rule is
formulated in terms of the inﬁmum process of Xt: exit when E¡g(Xt) becomes
non-positive. Similarly, the value of the ﬁrm now is
˜ V(x) = (E+1
¡
h¤E¡g)(x): (3.25)
The argument above used the reduction to the case of the increasing payoﬀ.
We could have deduced (3.25) independently, assuming that the exit threshold
is given, writing down the Bellman equation, and repeating all the steps in
Subsection 3.1 and Subsection 3.2 with E¡ in place of E+, and vice versa.
4 Random walks on Z: the general case
The deﬁnitions of the supremum and inﬁmum processes make sense for any
random walk, and the Wiener-Hopf factorization formula holds for any random
walk as well. There exist general analytic formulas which allow one to write E+









The general formulas are rather involved (one integration is needed) but if








j Sj can be calculated quite easily. As an example, consider the transi-
tion operator of the form











where c§ > 0, and ¸§ > 1. In this case,







and therefore, 1 ¡ qT(z) is the ratio of a polynomial of degree 4, and
the one of degree 2. The roots of the denominator are ¸+ and 1=¸¡,
and the numerator has 4 real roots, one root on each of the intervals
(0;1=¸¡);(1=¸¡;1);(1;¸+);(¸+;+1). To see this, it suﬃces to recall that
1 ¡ qT(1) = 1 ¡ q > 0, and
1 ¡ qT(z) ! ¡1 as z ! +0; z ! ¸+ ¡ 0; z ! 1=¸¡ + 0; and z ! +1;
1 ¡ qT(z) ! +1 as z ! ¡1; z ! ¡0; z ! ¸+ + 0; and z ! 1=¸¡ ¡ 0:
Denote these roots q¡;2;q¡;1;1=q+;1 and 1=q+;2, respectively, and notice that if
for some ° ¸ 1, condition (2.10) holds, then
q¡;2 < 1=¸¡ < q¡;1 < 1 · ° < 1=q+;1 < ¸+ < 1=q+;2: (4.1)
13It follows that a(z) = (1 ¡ q)¡1(1 ¡ qT(z)) admits the factorization
a(z) = a+(z)a¡(z); (4.2)
where
a+(z) =
(¸+ ¡ 1)(1 ¡ q+;1z)(1 ¡ q+;2z)
(1 ¡ q+;1)(1 ¡ q+;2)(¸+ ¡ z)
;
a¡(z) =
(¸¡ ¡ 1)(1 ¡ q¡;1z¡1)(1 ¡ q¡;2z¡1)
(1 ¡ q¡;1)(1 ¡ q¡;2)(¸¡ ¡ z¡1)
:















(1 ¡ q+;1)(1 ¡ q+;2)(¸+q+;1 ¡ 1)
(¸+ ¡ 1)(q+;1 ¡ q+;2)
; a+;2 =
(1 ¡ q+;1)(1 ¡ q+;2)(¸+q+;2 ¡ 1)
(¸+ ¡ 1)(q+;2 ¡ q+;1)
;
a¡;1 =
(1 ¡ q¡;1)(1 ¡ q¡;2)(¸¡q¡;1 ¡ 1)
(¸¡ ¡ 1)(q¡;1 ¡ q¡;2)
; a¡;2 =
(1 ¡ q¡;1)(1 ¡ q¡;2)(¸¡q¡;2 ¡ 1)





























+;ku(x + j); (4.3)








¡;ku(x ¡ j): (4.4)
It is evident from (4.3) and (4.4) that the ﬁrst property of the operators
E+; a+(S); E¡, and a¡(S) used in the proof of Theorem 3.1 holds, therefore the
value function is given by (3.4). The second property of the operators E+ and
E¡, namely, that these operators map non-negative functions into non-negative
ones, holds here as well. Hence, we can repeat the proof of optimality of the
default rule word by word.
145 Other model situations
5.1 Perpetual put option on a dividend-paying stock
When the option is exercised, the option owner receives K but loses the stream
of dividends g0(Xt). In the standard models, g0(Xt) = eXt but for our method,
any non-decreasing g0 which satisﬁes g0(+1) > (1 ¡ q)K, g0(¡1) < (1 ¡ q)K
will do. Replacing the instantaneous receivable K with the perpetual stream
(1¡q)K, we can interpret the problem as timing the exercise of the right for the
stream g1(Xt) = (1 ¡ q)K ¡ g0(Xt). Let h be the optimal exercise threshold,
and ¿h be the random time when it is reached (or crossed) from above the ﬁrst






















where g(Xt) = ¡g1(Xt). The ﬁrst term is independent of h, therefore the
optimal exercise rule for the put option is the same as the exit rule for a ﬁrm
with the stream of proﬁts gt = g(Xt) = g0(Xt) ¡ (1 ¡ q)K. Hence, the optimal
exercise rule is: exercise the option at level g0 = g, when the EPV of the





qt¯ gt j g0 = g
#
· 0:
Since g(Xt) is a non-decreasing function in Xt, the exercise rule in terms of Xt
uses the supremum process of Xt: exercise the put option, when the current
level x of X satisﬁes E+g(x) · 0, equivalently, E+g1(x) ¸ 0, or (1 ¡ q)K ¸
E+g0(x) ¸ 0. Let h¤ be the optimal threshold. Applying (5.1), (3.4) and (2.7),
we obtain
(1 ¡ q)v(x) = Eg1(x) + (E¡1
+
h¤E+g)(x)
= (E ¡ E¡1
+
h¤E+)g1(x)
= (E¡E+ ¡ E¡1
+
h¤E+)g1(x):
Finally, since 1 ¡ 1
+
h¤ = 1x·h¤, we have
v(x) = (1 ¡ q)¡1E¡1x·h¤E+g1(x): (5.2)
155.2 Perpetual call option on a dividend-paying stock
The option owner can pay K and receive the right for the stream of revenue
g0(Xt). We assume that g0 satisﬁes the same conditions as above. Replacing
the instantaneous cost K with the perpetual stream (1 ¡ q)K, we can interpret
the problem as timing the exercise of the right for the stream g1(Xt) = g0(Xt)¡
(1 ¡ q)K. The straightforward modiﬁcation of the proofs above gives
² the optimal exercise rule is: exercise the option, when the EPV of the
inﬁmum process of g1
t becomes non-negative: E¡g1(x) ¸ 0, for all x ¸ h¤;
² the option price is
v(x) = (1 ¡ q)¡1E+1x¸h¤E¡g1(x): (5.3)
5.3 An instantaneous payoﬀ which is due when a barrier
is crossed from below or above (call-like and put-like
options)
Let G(Xt) be the instantaneous payoﬀ which is due when a certain barrier is
crossed form above (or below). For example, G(Xt) = K ¡ S(Xt) for a put-like
option, and G(Xt) = S(Xt) ¡ K for a call-like option, where S(Xt) is the price
of the underlying. Equation (2.7) allows us to express G(Xt) in terms of the
EPV of a stream
g(Xt) = (I ¡ qT)G(Xt): (5.4)
Let h be the optimal exercise threshold, and ¿
¡
h be the random time when it is







= (1 ¡ q)¡1E¡1x·hE+(I ¡ qT)G(x);
and it is optimal to exercise the option the ﬁrst time the value E+(I ¡ qT)G(x)
becomes non-positive. Similarly, if ¿
+
h is the random time when the the optimal
exercise boundary is reached (or crossed) from below the ﬁrst time, then the







= (1 ¡ q)¡1E+1x¸h¤E¡(I ¡ qT)G(x);
and it is optimal to exercise the option the ﬁrst time the value E¡(I ¡ qT)G(x)
becomes non-negative.
6 Conclusion
In the setting of lattice models, we explained a general approach to optimal
stopping problems in the inﬁnite time horizon case. We deﬁned the value of an
option as the EPV of a stream of payoﬀs the option owner is entitled to, and we
calculated the EPV’s in the following model situations:
16(1) an instantaneous payoﬀ at date t ¸ 1;
(2) a perpetual stream of payoﬀs;
(3) a stream of payoﬀs which is lost when a barrier is crossed from below (or
from above);
(4) an entitlement for a stream of payoﬀs which comes into eﬀect when a
barrier is crossed from below (or above);
(5) an instantaneous payoﬀ which is due when a barrier is crossed from below
(or from above).
Using these EPV’s, we solve for the optimal exercise time of an option. The an-
swers which our method provides admit interpretation in two general forms that
are easily generalized to models in discrete time - continuous space, continuous
time - continuous space, and continuous time - discrete space. Let g(Xt) be the
payoﬀ function, and q 2 (0;1) the discount factor. The ﬁrst interpretation gives
an equation for the early exercise boundary in the form
E[g(x + Y )] = 0;
or X
y
g(x + y)˜ p(y) = 0;
where g is the pay-oﬀ stream, x is the current level of the underlying stochastic
variable, and Y is a new random variable. The pdf ˜ p of Y is calculated explicitly.
The underlying uncertainty is modeled as a monotone function of a process with
stationary i.i.d. increments; nevertheless, we obtain an equation of almost the
same form as in many ﬁelds of economics, where uncertainty is modeled as
random draws from a probability distribution.
The second interpretation is in terms of EPV’s of payoﬀ streams. In some
instances, it is necessary to consider payoﬀs g( ¯ Xt), where ¯ Xt = max0·s·t Xs
is the supremum process of X, in other situations, one needs to use payoﬀs
g(Xt), where Xt = min0·s·t Xs is the inﬁmum process. In particular, if g is
an increasing function of the stochastic factor, then it is optimal to give up the
right for the stream g(Xt) the ﬁrst time the EPV of the stream ¯ gt = g( ¯ Xt)
becomes non-positive. Hence the optimal exercise strategy is determined by
the record setting high payoﬀ process. If g is a decreasing function, then it is
optimal to give up the right for the stream g(Xt) the ﬁrst time the EPV of
the stream g
t = g(Xt) becomes non-positive. In this case, the record setting
low payoﬀ process matters. Notice that in both cases a suﬃcient condition
for optimality makes a perfect economic sense: the payoﬀ function g(Xt) is a
monotone function of the stochastic factor Xt. Record setting news principles
were obtained in [4] in the continuous time model, for a special case of payoﬀ
streams of the form Gex ¡C(1¡q) or C(1¡q)¡Gex, by using the well-known
results for the perpetual American call and put options, respectively. The present
paper extends the record setting news principles to general monotone streams
in discrete time–discrete space models.
17A Proof of (3.23)–(3.24)
To show that the operators deﬁned by (2.5) and (3.23) (respectively, by (2.6)
and (3.24)) coincide, it suﬃces to check that the RHS’s in these equations are
equal for functions g(n) of the form g(n) = g(z;n), where z is a complex number
on the unit circle in C: jzj = 1. Equivalently, we need to show that the operators
(3.23)–(3.24) satisfy (2.11)–(2.12) with ° = z. Set
·+
















then we need to show that
·+
q (z) = a+(z)¡1; ·¡
q (z) = a¡(z)¡1: (A.3)
The Wiener-Hopf factorization theorem states (see e.g. Spitzer (1964)) that
Eg(z;n) = a(z)¡1zn evaluated at 0 is equal to the product of ·+













q (z)(1 ¡ q¡z¡1)
=
·+
q (z)(1 ¡ q+z)
1 ¡ q+
:
From (A.1)–(A.2) and property q§ < 1, it follows that the LHS (RHS) admits
the analytic continuation into the region jzj > 1 (the disc jzj < 1), which is
bounded there together with the reciprocal. By Morera’s theorem, both sides
coincide with a bounded analytic function on the whole complex plane. But
such a function is constant. It remains to notice that this constant is 1 since
·+
q (1) = 1 = a+(1)¡1.
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