Abstract. The concentrator location problem is to choose a subset of a given terminal set to install concentrators and to assign each remaining terminal node to a concentrator to minimize the cost of installation and assignment. The concentrators may have capacity constraints. We study the polyhedral properties of concentrator location problems with different capacity structures. We develop a branch and cut algorithm and present computational results.
Introduction
In this paper, we study the polytopes of the concentrator location problems with different capacity restrictions. The general problem is the Quadratic Capacitated Concentrator Location Problem (QCL) . It is defined as follows. We are given a set of terminal nodes and a traffic matrix whose entries represent the amount of traffic between pairs of terminals. This traffic is routed by concentrators (also called switches, multiplexers and routers). We choose a subset of the terminals to be the concentrator locations. Each node that receives a concentrator is assigned to itself and each one of the remaining nodes is assigned to exactly one concentrator node. The aim of the problem is to minimize the cost of locating concentrators and the cost of assigning terminals to concentrators.
The concentrators have capacities. The sum of the fixed demands of nodes that are assigned to a concentrator and the traffic between nodes that are assigned to this concentrator and the nodes that are assigned to other concentrators cannot exceed the capacity of the concentrator. Often in telecommunication applications, the fixed demand of a node is the sum of the traffic with this node as origin or destination. Then the capacity of a concentrator is in terms of the traffic on the links adjacent to that concentrator (see [7, 15] ).
We also study two special cases of the QCL. If all terminal nodes can be assigned to a single concentrator, the problem is called the Uncapacitated Concentrator Location
Formulation of QCL
Let I denote the set of terminal nodes with |I | = n and K denote the set of all directed pairs of nodes. We denote by T im the amount of traffic between nodes i and m for each (i, m) ∈ K . So T im = T mi for (i, m) ∈ K . We define T ii = 0 for all i ∈ I .
Each terminal either receives a concentrator or is assigned to a concentrator node. Let a i be the fixed demand of terminal i ∈ I . If node j ∈ I becomes a concentrator node, then it has capacity M.
Define A = {(i, j) : i ∈ I, j ∈ I \{ j}}. The cost of assigning node i to node j for (i, j) ∈ A is denoted by C i j and the cost of installing a concentrator at node i is denoted by C ii . We define x i j to be 1 if node i ∈ I is assigned to node j ∈ I and 0 otherwise. If node j receives a concentrator, then x j j = 1 and so node j is assigned to itself.
The QCL can be formulated as follows:
s.t. j∈I x i j = 1 ∀i ∈ I (2)
379 i∈I a i x i j + i∈I m∈I
T im x i j (1 − x m j ) ≤ M x j j ∀ j ∈ I (4)
x i j ∈ {0, 1} ∀i, j ∈ I.
Constraints (2) and (5) imply that each node i ∈ I should be assigned to exactly one node. Constraints (3) ensure that if node i is assigned to node j, then node j receives a concentrator. If node j receives a concentrator, then the sum of fixed demands of nodes assigned to node j and the amount of traffic between nodes assigned to j and nodes that are assigned to other concentrators cannot exceed the capacity M due to constraints (4) . The objective function (1) is the sum of concentrator location and assignment costs and the aim is to minimize this total cost.
To model the capacity constraints which impose a limit on the traffic on the links adjacent at a concentrator node, we take a i = m∈I T im for all i ∈ I . But all the results of the paper remain valid for a i ≥ m∈I T im for all i ∈ I .
In the sequel, we assume that 1. a i ≥ m∈I T im for all i ∈ I , 2. any two nodes can be assigned together, i.e., a i + a m + l∈I \{i,m} (T il + T ml ) ≤ M for all (i, m) ∈ A. We also consider two variants of QCL based on the capacity constraints.
• The Linear Capacitated Concentrator Location Problem (LCL): If the capacity of a concentrator is defined in terms of the fixed demands of nodes assigned to it, then the capacity constraints become i∈I a i x i j ≤ M x j j for j ∈ I . The LCL is a special case of QCL where T im = 0 for all (i, m) ∈ K .
• The Uncapacitated Concentrator Location Problem (UCL): If all terminals can be assigned to a single concentrator, i.e., if i∈I a i ≤ M then constraints (4) can be removed. The UCL is also a special case of QCL where i∈I a i ≤ M.
Quadratic knapsack constraint
In QCL, the capacity constraint is of the form i∈I a i u i + i∈I m∈I
We present five linearizations of the quadratic knapsack constraint (6) . The first three linearizations are based on linear knapsack constraints. Define F QK = {u ∈ {0, 1} n : u satisfies (6)}.
Proposition 1. The point u ∈ {0, 1}
n is in F QK if and only if it satisfies inequalities i∈I a i u i + i∈I m∈I \I
for all I ⊆ I .
The third linearization is based on the results in Balas and Mazzola [5] . Define a i = a i + m∈I T im for all i ∈ I . 
and φ * maximizes the left hand side of inequality (9) .
Let L i denote the set of feasible solutions for the LP relaxation of the ith linearization, i.e.,
Proof:
We first prove that L 3 = L 2 . For a given φ, let K = {(i, m) ∈ K : φ(i, m) = m} and for a given K let φ(i, m) be i if (i, m) ∈ K and m otherwise. Inequality (8) defined by K is the same as inequality (9) defined by φ. Now we show that L 2 ⊆ L 1 . Given I ⊆ I , define K = {(i, m) ∈ K : i ∈ I , m ∈ I }. Inequality (7) defined by I is the same as inequality (8) is valid for F QK .
As a i ≥ m∈I T im for all i ∈ I , F QK is an independence system (see [18] ).
Proposition 6.
The point u ∈ {0, 1} n is in F QK if and only if it satisfies inequalities (10) for all C ⊆ I such that C is a minimal quadratic cover.
So I * is a quadratic cover and the corresponding inequality (10) is violated since i∈I * u i = |I * |. If I * is not minimal, there exists a subset of I * which is a minimal cover and for which inequality (10) is violated. If u ∈ {0, 1} n is in F QK and C ⊆ I is a minimal quadratic cover, u satisfies inequality (10) due to Proposition 5.
Proposition 7. The point u ∈ {0, 1}
n is in F QK if and only if it satisfies inequalities (10) for all C ⊆ I such that C is a minimal cover for a knapsack constraint (8) 
If u is not in F QK , then i∈I * (a i + m∈I \I * T im ) > M and so I * is a cover for knapsack constraint (8) for K = K * . Since i∈I * u i = |I * |, the corresponding cover inequality (10) is violated. Again, if I * is not minimal, there exists a subset of I * which is a minimal cover and the corresponding cover inequality is violated.
Let K ⊆ K . As set F QK is a subset of the set of vectors u ∈ {0, 1} n which satisfy inequality (8) for K , all valid inequalities for the latter set are also valid for F QK . This proves that if u ∈ F QK , it satisfies inequalities (10) for all covers for the knapsack constraint (8) .
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Let L 4 and L 5 denote the set of feasible solutions of the LP relaxations of the last two linearizations, i.e., L 4 = {u ∈ [0, 1] n : u satisfies inequalities (10) for all C ⊆ I such that C is a minimal quadratic cover} and L 5 = {u ∈ [0, 1] n : u satisfies inequalities (10) for all C ⊆ I such that C is a minimal cover for a knapsack constraint (8) 
Proof: For a given u, to check if there exists a cover C for a knapsack constraint (8) defined by some K ⊆ K for which the cover inequality is violated, we solve the following problem:
where v i is 1 if i ∈ C and 0 otherwise and y im = 1 if (i, m) ∈ K and 0 otherwise. For a given v, an optimal y can be found by taking y im to be 1 if v i = 1 and v m = 0 and 0 otherwise. Then the left hand side of the constraint is i∈I [ 
. This is the problem we solve to find a violated quadratic cover inequality. (1, 4) , (1, 5)}. However, there is no violated cover inequality since (1 − u i ) + (1 − u m ) ≥ 1 for any two items i and m and no one item subset is a cover.
Define P QK = conv(F QK ). As a i + m∈I T im ≤ M for all i ∈ I , polytope P QK has dimension n and inequalities u i ≥ 0 for i ∈ I are the trivial facets of P QK .
Consider the linear knapsack set {u ∈ {0, 1} n : i∈I a i u i ≤ M}. Let C ⊆ I be a cover. The cover inequality i∈C u i ≤ |C| − 1 defines a facet of conv({u ∈ {0, 1} n : i∈I a i u i ≤ M, u i = 0 ∀i ∈ I \C}) if and only if C is minimal (see [4, 13] and [20] ). Here we have a very similar result for quadratic covers.
Proposition 9.
If C ⊆ I is a minimal quadratic cover, then quadratic cover inequality (10) is facet defining for conv(F QK ∩ {u ∈ {0, 1} n : u i = 0 ∀i ∈ I \C}).
Yaman [21] presents branch and bound algorithms to solve the quadratic integer programming problems associated with the separation of the quadratic cover inequalities and the computation of lifting coefficients.
Polyhedral analysis
We eliminate the x j j variables by substituting x j j = 1 − i∈I \{ j} x ji for all j ∈ I (see [3] ). Using the fact that x i j x j j = x i j for all i ∈ I and j ∈ I \ { j}, the QCL can be modeled as follows:
Let F Q = {x ∈ {0, 1} n(n−1) : x satisfies (11) and (12)} and P Q = conv(F Q ). The LCL polytope P L is obtained by setting T im = 0 for all (i, m) ∈ K and the UCL polytope P U is obtained by taking M = i∈I a i . Polytope P U is a special stable set polytope.
For (i, j) ∈ A, define the unit vector e i j such that e i j i j = 1 and e i j
We say node i ∈ I is open if i receives a concentrator and it is free if in addition, no other node is assigned to i. If there exists a node k ∈ I \ {i, j} such that {i, j, k} is a quadratic cover, then inequality (11) can be strengthened as follows:
In the sequel, we present facet defining inequalities for P Q using its relation to knapsack, stable set and facility location polytopes.
Knapsack based inequalities
We show how the facet defining inequalities of knapsack polytopes can be lifted to define facets of location polytopes.
Proposition 13.
If inequality i∈I \{ j} α i u i ≤ α 0 is a valid inequality for the quadratic knapsack polytope P j = conv({u ∈ {0,
is a valid inequality for P Q .
is equivalent to capacity constraint (12) for node j. If x jl = 1 for some l ∈ I \ { j}, then x i j = 0 for all i ∈ I \ { j} and x ji = 0 for all i ∈ I \ { j, l}.
Theorem 1.
If inequality i∈I \{ j} α i u i ≤ α 0 is facet defining for polytope P j , then inequality (14) is facet defining for P Q .
Proof: If inequality i∈I \{ j} α i u i ≤ α 0 is facet defining for polytope P j , then inequality i∈I \{ j} α i x i j ≤ α 0 is facet defining for conv(F Q ∩ {x : x kl = 0 ∀k ∈ I, l ∈ I \ {k, j}}). We lift all variables fixed to 0 sequentially. We start with variables x jk for k ∈ I \ { j}. If x jk = 1, then x i j = 0 for all i ∈ I \{ j} and x ji = 0 for all i ∈ I \{ j, k}. Hence the coefficient of x jk is α 0 . Now we lift the variables x kl where k ∈ I \{ j} and l ∈ I \ {k, j}. If x kl = 1, then as e jm for some m ∈ I \ {k, l, j} is feasible, the lifting coefficient of x kl is 0. 
Stable set based inequalities
As UCL is a special stable set problem and a relaxation of QCL, valid inequalities for the stable set polytope are also valid for P Q .
Consider the conflict graph G C associated with UCL and defined as follows. For each arc in the set A, add a vertex in G C . There is an edge between two vertices of G C if and only if there exists a constraint (11) where the corresponding variables appear together. Figure 1 depicts G C for n = 4 where arc (vertex in G C ) (i, j) is written as i j for short.
Proof: In G C , there is an edge between vertices (i, j) and (k, l) if and only if (i) i = k and j = l or (ii) i = l or (iii) j = k. A clique that contains (i, j) and (i, l) for j = l can contain at most one vertex (m, i) and any number of vertices of the form (i, m).
A clique where no node is repeated as the tail, i.e., if (i, j) is in the clique, no other vertex of the form (i, m) can be in the clique, contains two vertices (i, j) and ( j, l) with i = j = l. In this case, the only vertex that can appear in such a clique is (l, i).
So facet defining clique inequalities for P U are constraints (11) and triangle inequalities
When n = 3, constraints (11), nonnegativity constraints and the two triangle inequalities describe polytope P U (see [21] ).
W − 2
Inequalities. The W − 2 inequalities are introduced by Avella and Sassano [3] for the p-median polytope. They correspond to known families of valid inequalities for the stable set polytope and thus for P U .
Theorem 2. Let W ⊆ I with |W | ≥ 4 and H
Consider (m, l) ∈ A such that m ∈ I \ W and l ∈ I \ W . As both x = i∈W j e i j for some j ∈ W and x + e ml are in P f , we have that α ml = 0. Consider l ∈ W \ U and m ∈ I \ W . There exists a node j ∈ W such that m j = l. Define x = i∈W j e i j , x = x + e lm and x = x + e ml . As x, x and x are in P f ,
Consider (u, j) ∈ A such that u ∈ U and j ∈ W . As both x = i∈W j e i j and
x − e u j + e ul for l ∈ I \ W are in P f , we have that α u j = α ul . This implies that α u j = α u for all j ∈ I \ {u}.
There exists a node l ∈ W such that m l = i. Both x = t∈W l \{u} e tl + e iu and x − e iu + e ui are in P f . So
Let u and v be two different nodes in U . Both i∈W u e iu and i∈W v e iv are in P f .
Consider (i, j) ∈ A such that j ∈ W \ U and i ∈ W j \ U . If there exists a node u ∈ U such that m j = m u and i = m u , then x = l∈W j \{u} e l j + e m j u and x − e i j + e iu are in
If there exists a node u such that i = m u , then consider x = l∈W u e lu and x = x −e ju +e i j . We have α i j = α as both x and x are in P f and
If m u = m j for all nodes u ∈ U and m m j = i, then α im j = α. As both x = t∈W j e t j and x − e i j + e im j are in P f , we have that α i j = α im j = α. If m u = m j for all nodes u ∈ U and m m j = i, then α km j = α for all k ∈ W m j and α k j = α for all k ∈ W j \ {i}. The points t∈W j e t j and t∈W m j e tm j are in P f . So Starting from W − 2 inequality (15) and applying sequential lifting, we can obtain a facet defining inequality for P Q of the form
We first show that independently of the lifting sequence, the optimal lifting coefficients are either 0 or 1.
to be the set of arcs (k, l) in A 0 and in H respectively such that x kl is lifted before x i j . Define also
Proof:
The coefficient π lu can be computed as
The point x = i∈W j \{u} e i j + e lu for some j ∈ W \ {u} is in F lu and it satisfies (i, j)∈R x i j = |W | − 3. So π lu ≤ 1. As π lu ≥ 0 and it takes only integer values, π lu ∈ {0, 1}.
Proposition 16. The coefficient
Proof: Given (i, j) in H , we can compute the coefficient α i j as
POLYHEDRAL ANALYSIS FOR CONCENTRATOR LOCATION PROBLEMS
If |W \ U | ≥ 4 or j ∈ U , then there exist two nodes l and k in W \ (U ∪ {i, j}).
As there exists at least one node t ∈ W such that m t = k, {i, j, l} is not a quadratic cover. We can show that {i, j, k} is not a quadratic cover similarly. There exists at least one node t in W \ {i, j} such that m t = l or m t = k. If m t = l, then consider x = e i j +e l j + v∈W \{i, j,l,t} e vt . If m t = k, then consider x = e i j +e k j + v∈W \{i, j,k,t} e vt . In both cases, x is in F i j and satisfies (k,l)∈R x kl = |W | − 3. So, we have that α i j ≤ 1.
If |W \ U | = 3 and W \ U = {i, j, l}, m l is either i or j. Since x = e i j + t∈U e tl is in F i j and (k,l)∈R x kl = |U | = |W | − 3, α i j ≤ 1.
is 1 if there does not exist a set U ⊆ (U \ { j}) such that (i) W \ U is not a quadratic cover and (ii) the nodes in U can be assigned to nodes in I \ W and is 0 otherwise.
Proof: If there exists a set U ⊆ (U \ { j}) which satisfies conditions (i) and (ii), then clearly there exists x ∈ F i j with (k,l)∈R x kl = |W | − 2. So α i j = 0.
Assume that there does not exist a set U ⊆ (U \ { j}) which satisfies conditions (i) and (ii) and that there exists an x ∈ F i j with ( 
and node j is the only open node. As there is no set U ⊆ (U \ { j}) which satisfies conditions (i) and (ii), ( 
Coefficients α i j 's do not depend on the lifting sequence on set H . Moreover
Then, the optimal lifting coefficient for x lu , π lu , is 1 if (i) {l, u, j} is a quadratic cover for all j ∈ W u \ U and (ii) {l, r, u} is a quadratic cover for all r ∈ I \ W such that (r, u) ∈ A lu and π ru = 1 and is 0 otherwise.
Proof:
If there exists a node j ∈ W u \ U such that {l, u, j} is not a quadratic cover, then as x = e lu + e ju + k∈W t \{u} e kt where t ∈ W is such that m t = j is in F lu and
If there exists a node r ∈ I \ W such that (r, u) ∈ A lu , π ru = 1 and {l, r, u} is not a quadratic cover, then x = e lu + e ru + k∈W t \{u} e kt where t ∈ W \ {u} is in F lu and
Assume that conditions (i) and (ii) are satisfied for arc (l, u) ∈ A 0 . We prove that π lu = 1 by induction on the lifting sequence. Assume that x lu is the first variable to lift and that there exists a point x ∈ F lu such that ( Lifting coefficient π lu for (l, u) ∈ A 0 depends on lifting coefficients π ru for (r, u) ∈ A lu but is independent of π r v with v = u and (r, v) ∈ A lu . It can be computed in O(n) time in case of linear capacities and in O(n 2 ) time in case of quadratic capacities. If |W | = 3 then the W − 2 inequality is either a clique inequality (11) or a triangle inequality which is x i j + x jl + x li ≤ 1.
k-triangle inequalities.
Proposition 19. Let I ⊆ I with |I | = 2k + 1 for some k ≥ 1. Without loss of generality, we number the nodes in I from 1 to 2k + 1. The arc set A consists of all arcs (i, i + 1) for i = 1, .., 2k and all arcs of the form ( j, l) where j ∈ I and l ∈ I are both odd and j > l. Then the k-triangle inequality
is valid for P Q . Figure 3 depicts a 4-triangle.
Proof:
We prove that the k-triangle inequality (16) is valid for P Q by induction on k.
When k = 1, inequality (16) is a triangle inequality. Now assume that inequality (16) is valid for P Q for all k < k and that there exists x ∈ F Q such that (i, j)∈A x i j ≥ k + 1. So x 2k −1,2k + x 2k ,2k +1 + (2k +1, j)∈A x 2k +1, j ≥ 2. This is possible only if (2k +1, j)∈A x 2k +1, j = 1 and x 2k −1,2k = 1 since (2k +1, j)∈A x 2k +1, j + x 2k ,2k +1 ≤ 1 and x 2k −1,2k + x 2k ,2k +1 ≤ 1 because of the constraints (11) . Hence, x 2k −1,2k + x 2k ,2k +1 + (2k +1, j)∈A x 2k +1, j ≤ 2. So x should satisfy (i, j)∈A − x i j = k − 1 where A − is the set of arcs for the first k − 1 triangles.
The clique constraints (11) imply that (2k −1, j)∈A x 2k −1, j = 0 and that x 2k −2,2k −1 = 0. Moreover since (i, j)∈A − x i j ≤ k − 2 where A − is the set of arcs for the first k − 2 triangles, we should have x 2k −3,2k −2 = 1. If we repeat the same argument, we can show that x satisfies the following: x 2i−1,2i = 1 for i = 1, . . . k and (2k +1, j)∈A x 2k +1, j = 1. But all odd nodes j such that j < 2k + 1 are assigned to some node, so node 2k + 1 cannot be assigned to any of these nodes. Therefore such a point x cannot be in F Q .
Theorem 3. The k-triangle inequality (16) is facet defining for P Q if
1. {2t − 2, 2t − 1, 2t + 1} is not a quadratic cover for all t = 2, . . . , k 2. {2t, 2m − 1, 2m} is not a quadratic cover for all t= 1, . . . , k, m = 1, . . . , k such that t = m 3. {2t, 2m + 1, 2m} is not a quadratic cover for all t = 1, . . . , k, m = 1, . . . , k such that t = m 4. {2t + 1, 2m + 1, 2m} is not a quadratic cover for all t = 1, . . . , k, m = 1, . . . , k such that t = m 5. {2t + 1, 2m − 1, 2m} is not a quadratic cover for all t = 1, . . . , k, m = 1, . . . , t − 1.
Proof:
We prove that the k-triangle inequality (16) is facet defining for P Q by sequential lifting. For a given k ≥ 1, define O = {(i, i + 1) : i = 1, 2, . . . , 2k} ∪ {(2k + 1, 1)}. The odd hole inequality (i, j)∈O x i j ≤ k is facet defining for the polytope P = conv(F Q ∩ {x ∈ {0, 1} n(n−1) : [19] ). Let L i j be the set of variables that are lifted before x i j . Define
We first lift variables
These are all (i, j) = (2k + 1, 1) such that i ∈ I and j ∈ I are odd and i > j. We do the lifting for (i, j) ∈ L if all (t, s) ∈ L such that t < i or t = i and s > j are already lifted. We show that π i j = 1 for all (i, j) ∈ L by induction on the order of the lifting variables. The first variable to lift is x 31 . When x 31 = 1, x 12 = x 23 = x 34 = 0. The clique inequalities (11) imply that x 2t,2t+1 + x 2t+1,2t+2 ≤ 1 for all 2 ≤ t ≤ k − 1 and x 2k,2k+1 + x 2k+1,1 ≤ 1. So (t,s)∈O x ts ≤ k − 1 for all x ∈ F 31 . As x = e 31 + k t=2 e 2t,2t+1 is in F 31 and (t,s)∈O x ts = k − 1, π 31 = 1. We now lift x i j where (i, j) = (3, 1) and π ts = 1 for all (t, s) ∈ L i j . As x i j = 1, we have that x j, j+1 = 0. If node j = 2k 1 + 1, then the k-triangle inequality (16) for the first 2k 1 + 1 nodes imply that (t,s)∈A − x ts ≤ k 1 where A − is the set of arcs for the first k 1 triangles. So we get
As x i j = 1, we have that x i,i+1 = 0. If node i = 2k 2 + 1, clique inequalities (11) imply that x 2t,2t+1 + x 2t+1,2t+2 ≤ 1 for all k 2 + 1 ≤ t ≤ k − 1 and x 2k,2k+1 + x 2k+1,1 ≤ 1. So
For k 1 + 1 ≤ v ≤ k 2 − 1 the clique inequalities (11) imply that
If we sum up inequalities (17), (18) and (19) for
Next we show that π i j = 0 for all (i, j) ∈ A \ A . We first lift x i j such that i and j = i are not in I . As x = e i j + k t=1 e 2t,2t+1 is in F i j and (t,s)∈A x ts = k, we conclude that π i j = 0.
For node i ∈ I such that i = 2k 1 , consider point x =
+ e 2k 1 +1,2k 1 −1 + e i j for some j ∈ I . As x is in F i j and (t,s)∈A x ts = k, π i j = 0. We can also show that π ji = 0 in a similar way.
Consider (i, j) ∈ A such that i = 2k 1 + 1 ∈ I and j ∈ I or j is an odd node in I such that i < j or j is an even node in I such that i > j. Define x = If (i, j) ∈ A such that both i = 2k 1 + 1 and j = 2k 2 are in I , i < j and j = i + 1, then consider x = e i j + k 1 t=1 e 2t−1,2t + k t=k 1 +1,t =k 2 e 2t,2t+1 + e 2k 2 +1,2k 2 −1 . Since x is in F i j and (t,s)∈A x ts = k, we have that π i j = 0.
The remaining variables are x i j 's such that i is even and j = i + 1. If i = 2k 1 and j = 2k 2 for some k 2 ≤ k 1 − 1 or j = 2k 2 + 1 for some k 2 ≥ k 1 + 1, then the point x = e i j + 
The proof of Theorem 3 shows that k-triangle inequalities are lifted odd hole inequalities. A 2-triangle in the conflict graph G C is given in Figure 4 . The corresponding inequality is x 12 + x 23 + x 34 + x 45 + x 51 + x 31 + x 53 ≤ 2.
Clearly, there are lifted odd hole inequalities which are not k-triangle inequalities. We now establish the complexity of the separation problem for k-triangle inequalities. The proof is given in the Appendix. 
Theorem 4. The separation problem for the k-triangle inequalities is NP-complete.
is valid for P Q for all k ≥ 1.
Proof: For x ∈ F Q , if x i j = 1, then as x it = 0 for all t ∈ I \ {i, j}, x jt = 0 and x ti = 0 for all t ∈ I , inequality (20) is valid. If x is = 1 for some s ∈ I \ {i, j}, then x it = 0 for all t ∈ I \{i, s} and x ti = 0 for all t ∈ I . As t∈I x jt ≤ 1, inequality (20) is satisfied. If t∈I \{i} x it = 0, then as x jt + x ti ≤ 1 for all t ∈ I , the k-leaf inequality is valid.
A k-leaf structure in the conflict graph G C is given in Figure 5 . In this example, we have I = {1, 2, 3, 4, 5}, i = 1, j = 2 and I = {3, 4}. The corresponding inequality is 2x 12 + x 13 + x 14 + x 15 + x 31 + x 41 + x 23 + x 24 ≤ 2. 
Proof:
If I ∪{i} is a quadratic cover, then cover inequality t∈I x ti + (k − 1) t∈I \{i} x it ≤ (k − 1) is valid. If we sum this inequality and clique inequality (11) for (i, j), we get kx i j + (k − 1) t∈I \{i, j} x it + t∈I x ti + t∈I \{ j} x jt ≤ k which dominates the k-leaf inequality.
If there exists a node l ∈ I such that {i, j, l} is a quadratic cover, the inequality x l j + kx i j + (k − 1) t∈I \{i, j} x it + t∈I x ti + t∈I x jt ≤ k is the same as the k-leaf inequality if x l j = 0. If x l j = 1, then x il + x li + t∈I x jt = 0. As {i, j, l} is a quadratic cover, we also have x i j = 0. So this inequality is valid. Moreover, it dominates the k-leaf inequality.
Assume that I ∪ {i} and {i, j, t} for all t ∈ I are not quadratic covers. Define I = I \ (I ∪ {i}), and A 0 = {(l, i) ∈ A : l ∈ I }. Define also P f = {x ∈ P :
For l ∈ I \ {i, j} and m ∈ I \ {i, j, l}, as e i j and e i j + e lm are in P f , α lm = 0. For l ∈ I \ { j}, as x = t∈I e ti and x + e l j are in P f , α l j = 0. Let l ∈ I . As both e i j and e i j + e l j are in P f , α l j = 0. Now let l ∈ I \ { j}. Both x = t∈I e ti and x + e jl are in P f proving that α jl = 0.
Let l ∈ I . As both x = t∈I e ti and x − e li + e jl are in P f , we have that α li = α jl = α l . Since both x and e i j are in P f , α i j = t∈I α t . Now, for l ∈ I , consider x m = e il + e jm for all m ∈ I . As e i j and x m are all in P f , we have that α i j = t∈I α t = α il + α m for all m ∈ I . This implies that α m = α for all m ∈ I , α i j = kα and α il = (k − 1)α for all l ∈ I .
For l ∈ I \ { j}, as e i j and e il + e js for some s ∈ I are both in P f , kα = α il + α. So α il = (k − 1)α for all l ∈ I \ { j}. If we plug in e i j we can show that α 0 = kα.
Define for j ∈ I , I 0 ⊆ I and
The value Cap j (I 1 , I 0 ) is the left hand side of the capacity constraint for node j when nodes in I 1 are assigned to node j and the nodes in I 0 are assigned to some other concentrators. In this case, the capacity constraint is equivalent to Cap j (I 1 , I 0 ) ≤ M. 
Proof: For l ∈ I 0 , let t l ∈ I be such that (I \ {t l }) ∪ {i, l} is not a quadratic cover. As x = e li + t∈I \{t l } e ti + e jt l is in F Q , x li = 1 and t∈I (x ti + x jt ) = k, π l = 0 for l ∈ I 0 . Now we prove the second statement. The value π j is
So π j is the minimum number of nodes that should be removed from the set I so that the remaining nodes can be assigned to node i with node j.
We now prove the third statement. For x li with l ∈ I + , π l is
We investigate two cases:
. If x ji = 0, then as there is at least on node in I that cannot be assigned to node i when the other nodes in I and node l are assigned to node i. Node j can be assigned to this node. So
Proposition 22. The separation problem for k-leaf inequalities can be solved in O(n
The separation problem is equivalent to maximizing v (I , (i, j) ). For (i, j) ∈ A, I * = {t ∈ I \ {i, j} : is valid for P Q .
2-cycle inequalities.

Proof:
We prove the first statement. The second one can be proved in a similar way. Consider the following inequalities:
where the first inequality is a triangle inequality, the following four inequalities are implied by the clique inequalities and the last one is a W − 2 inequality where W = {1, 2, 3, 4} and U = {4}. If we sum up these inequalities, divide by 2 and round down the right hand side, we get inequality (23).
A 2-cycle structure in the conflict graph G C is given in Figure 6 . The corresponding inequality is 2x 12 + 2x 23 + 2x 31 + x 14 Proof: The PORTA [8] output given in [21] for n = 4 shows that both inequalities are facet defining for P U when n = 4. As {1, . . . , 4} is not a quadratic cover, P Q = P U . We prove that inequality (23) is facet defining for P Q for any n > 4 by lifting. The proof for (24) can be done in a similar way.
Consider the polytope P = conv(F Q ∩ {x ∈ {0, 1} n(n−1) : x i j = 0 if i > 4 or j > 4}). Inequality (23) is facet defining for P . Let L be the set of indices of variables fixed to 0 and L i j be the set of variables that are lifted before x i j with (i, j) ∈ L. Denote by π i j the optimal lifting coefficient of x i j . Define (2(x 12 + x 23 + x 31 ) + x 14 + x 24 + x 34 + i∈I \{4} x 4i + (t,s)∈L i j π ts x ts ). Suppose, we first lift x i j such that i > 4 and j > 4. As e 12 + e 42 + e i j is in F i j , we have π i j = 0. Now consider x i j such that i > 4 and j ≤ 3. Define x = e lm + e 4 j + e i j where l = j and m = j and (l, m) ∈ C. The point x is in F i j , so π i j = 0. If we are lifting x i4 with i > 4, then as e 12 + e 34 + e i4 is in F i4 , π i4 = 0. Consider x i j such that i ≤ 3 and j ≥ 5. As e kl + e 4l + e i j where (k, l) ∈ C and k, l = i is in F i j , π i j = 0. The only remaining variables are x 4i 's where i ≥ 5. Suppose that x 4i = 1. Then x 14 = x 24 = x 34 = (4, j)∈L 4i x 4 j = 0. The lifting coefficient π 4i = 3 − max x∈F 4i (2x 12 + 2x 23 + 2x 31 ). Triangle inequality for {1, 2, 3} implies that 2x 12 + 2x 23 + 2x 31 ≤ 2 for any x ∈ F 4i . As e 12 + e 4i is in F 4i , we have that π 4i = 1.
Binpacking inequalities
The capacitated facility location problem with single assignment (CFLPS) is defined on two sets I and J , the set of terminals and the set of possible locations for concentrators, respectively. Each terminal node should be assigned to exactly one location where a concentrator is installed. Deng and Simchi-Levi [9] introduce binpacking inequalities for the polytope of CFLPS.
Let I ⊆ I and J ⊆ I and b(I ) be the minimum number of concentrators to be installed to assign all nodes in I . The binpacking inequality i∈I j∈J \{i}
The computation of b(I ) does not take into account that a node which receives a concentrator is assigned to itself.
Define
and b(I ) = min x∈F B P j∈I x j j .
Proposition 24. Let I ⊆ I . The modified binpacking inequality i∈I j∈I \{i}
is valid for P Q .
Proof: Let x ∈ F Q and J = { j ∈ I \ I : i∈I x i j ≥ 1}. Since all nodes in I ∪ J are assigned to nodes in the same set, we have i∈I ∪J j∈I ∪J \{i} x i j ≤ |I |+|J |−b(I ∪ J ). Since all nodes in J are concentrator nodes, they are not assigned to any other node, i.e., i∈J j∈I ∪J \{i} x i j = 0. Hence i∈I j∈I ∪J \{i} x i j ≤ |I | + |J | − b(I ∪ J ). As i∈I j∈J x i j ≥ |J |, we obtain i∈I j∈I (25) Proof: Assume, without loss of generality, that I = {1, 2, . . . n } and a 1 ≤ a 2 ≤ · · · ≤ a n . Define P f = {x ∈ P L : i∈I j∈I \{i} x i j = |I | − b(I )}. Assume also that b(I \{i}) = b(I )−1 for all i ∈ I and that all x in P f satisfy i∈I j∈I \{i} α i j x i j ≤ α 0 .
Consider a solution where node i is free, b(I ) − 1 nodes are open so that the remaining nodes are assigned to these nodes. Such a solution satisfies the modified binpacking inequality (25) at equality. Let x i denote such a solution. Choose two nodes k and l not in I . As both x i and x i + e kl are in P f , we have α kl = 0. Similarly we can show that α li = α il = 0 since node i is free in x. For each l ∈ I \ {i}, there exists an x i where node l is assigned to some node. As both x i + e li and x i + e il are in P f , we have α li = α il for all i ∈ I and l ∈ I \ {i}. Now take some x 1 and let I t denote the set of the tth open node and the nodes assigned to it. As b(I \ {1}) = b(I ) − 1 and as any two nodes can be assigned together, each I t has at least two nodes. Assume that l is the open node in I t . Let j be another node in I t which is assigned to l. Replace node j by node 1. This is feasible since a 1 ≤ a j . As the resulting point is in P f , we have α 1l = α jl = α l for all j ∈ I t \ {l}. As any node in I t can be the open node, we have that α j (|I t | − 1) = α l (|I t | − 1) for any two nodes j and l in I t . This shows that α j = α t if j ∈ I t . Repeating the same argument for nodes 2, 3 . . . , n we can show that α i j = α t if i < j and j ∈ I t . As α i j = α ji , we conclude that α i j = α t if max{i, j} ∈ I t . Consider some x 1 . Choose I m and I l . Let s m and s l denote the smallest nodes in I m and I l respectively. Assume, without loss of generality, that nodes s m and s l are not open in x 1 and that s m < s l . Define x to be the same as x 1 except that node s l is free, all nodes in I l \ {s l } are assigned to node s m and node 1 is assigned to the open node in I m . Figure 7 depicts how we construct x starting from x 1 . Define also x to be the same as x except that node 1 is assigned to node s l . Both x and x are in P f .
Therefore α i j = α for all i ∈ I and j ∈ I \ {i}. As in We now present a family of binpacking inequalities some of which are facet defining for P Q . then the quadratic binpacking inequality i∈I j∈I \{i}
Proof:
The quadratic cover inequality j∈I \{i} (k − 2)x i j + j∈I \{i} x ji ≤ k − 2 is valid for i ∈ I . If we sum these inequalities over all i ∈ I , divide by k − 1 and round down the right hand side, we obtain inequality (26). 
Let l ∈ I . Choose a subset I o ∈ I \ {l} with |I o | = a to be the set of open nodes. We partition the set I \ (I o ∪ {l}) into sets I 1 , . . . , I a where |I t | = k − 2 for all t = 1, .., a. Assign the nodes in I t to the tth open node. Such a solution x is in P f . Moreover, node l is free in x. Let X l be the set of such solutions.
Take two nodes i and j = i that are not in I and x ∈ X l . As x + e i j is also in P f , we have that α i j = 0 for all i ∈ I \ I and j ∈ I \ (I ∪ {i}).
Consider l ∈ I and x ∈ X l . Take also a node m ∈ I \ I . Both x + e ml and x + e lm are in P f . So α ml = α lm = 0 for all l ∈ I and m ∈ I \ I . Let l ∈ I and (m, j) ∈ A be such that both m and j are in I \ {l}. As any k − 1 nodes can be assigned together, there exists a solution x ∈ X l such that x m j = 1. As
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x − e m j + e l j is also in P f , α l j = α m j . As we can repeat the same argument for other nodes m ∈ I \ {l}, we can show that α l j = α j for all l ∈ I \ { j}.
Consider nodes l and m in I and x ∈ X l where node m is open. Define x to be the same as x except that we change node m by node l. We have that (k − 2)α l = (k − 2)α m . So α l = α for all l ∈ I . Further, α 0 = αa(k − 2).
The branch and cut algorithm
In this section, we present the branch and cut algorithm and the computational results. The algorithm is is developed and tested under the Linux operating system distribution of SuSe 7.2. It is implemented in C++ using ABACUS 2.3 (see [14] ) and the LP solver CPLEX 7.0. The runs are taken on an Intel Pentium III, 1 GHz and 1 GB RAM.
To linearize the formulation of the QCL, we replace the quadratic capacity constraints (4) by
As the number of such constraints grows exponentially with n, they are not included in the formulation. We add them when they are violated. We start with the LP relaxation that contains constraints (2) and x i j ≥ 0 for all i, j ∈ I . We run a preprocessing algorithm which is a simplification of the procedure given in [15] . This procedure first identifies quadratic covers of size one and two. If there is a cover of size one, then the problem is infeasible since the corresponding terminal cannot be assigned to any node. If a node is not a cover but it forms a cover with any other node, then this node is assigned to itself and is removed from the problem. For covers of size two, say i and j = i, the algorithm adds cover inequalities x im + x jm ≤ x mm for all m ∈ I \ {i, j} and removes the variables x i j and x ji (they are 0 in any feasible solution). It adds inequalities (3) which are not dominated by the cover inequalities.
During preprocessing, we compute lower bounds on the quadratic terms that appear in the capacity constraints (using the procedure Compute Traffic given in [15] ). Using these lower bounds we obtain linear relaxations of the quadratic capacity constraints. Then we compute the L 2 bound of [17] for the resulting bin packing structure. This bound is a lower bound on the number of concentrators to be installed. We add the corresponding inequality to the formulation. The reader can refer to [15] for details of the preprocessing procedure.
The solution x * of the current LP relaxation is feasible if x * is integer and if it satisfies inequalities (27) . If x * is not integer, we apply the rounding heuristic given in [15] . Let x be the solution of the heuristic. For i ∈ I , if x * ii ≥ 0.5, then node i is assigned to itself, i.e., x ii = 1. Otherwise it is assigned to some node j ∈ argmax l∈I x * il . If there exists i and j such that x i j = 1 but x j j = 0, then node j is assigned to itself. If the current solution x satisfies the capacity constraints then the heuristic stops. If not, it iterates at most 15 times as follows. The slack capacities are computed. Let s 1 be the minimum slack and s n be the maximum slack. If the sum of slack capacities is nonnegative and there exists a node i assigned to the node with minimum slack and s n > a i ≥ −s 1 , then node i is assigned to the node with maximum slack. If these conditions are not satisfied then a node j * ∈ argmax l∈I :x ll =0 i∈I x * il is assigned to itself. We branch on the most fractional x j j variable, i.e., we branch on x j j if j ∈ argmin i∈I |x * ii − 0.5|. If all x * j j 's are integer then we branch on the most fractional variable x i j . We expect to have a more balanced tree by branching on the variables x j j 's first.
The enumeration strategy is the best first strategy.
To face tailing-off, we resort to branching if the improvement over the five consecutive LP's is less than 0.05%.
Separation algorithms
Cover inequalities: Initial tests showed that separation and lifting for quadratic cover inequalities are too expensive. So we separate the cover inequalities on linear knapsack inequalities (27). As for a given j ∈ I , the problem of finding the set K which defines a knapsack inequality (27) for which there is a violated cover inequality is the same problem as the separation of quadratic cover inequalities, we use the following heuristic:
The separation and lifting are done as explained in [15] . For j ∈ I , let I 1 = {i ∈ I : x * i j = x * j j } and I 0 = {i ∈ I : x * i j = 0}. If the inequality corresponding to cover C is violated when x i j = 1 for all i ∈ I 1 and x i j = 0 for all i ∈ I 0 , then x i j for i ∈ I \ (I 1 ∪ I 0 ∪ C) is fixed to 0. The lifting order is as follows: variables x i j whose values are fixed to 0 and who have x * i j > 0, variables whose values are fixed to 1 except x j j , the remaining variables whose values are fixed to 0 and finally x j j . This is similar to the order given by [12] . Quadratic binpacking inequalities on three nodes and (1-)triangle inequalities are separated by enumeration. If nodes {i, j, l} form a quadratic cover, then we check whether the quadratic binpacking inequality is violated. If these nodes do not form a quadratic cover, then we check if one of the triangle inequalities is violated. W-2 inequalities with |W | ≥ 4 are separated using the algorithm given in [3] . k-triangle inequalities with k ≥ 2: As the separation problem for the k-triangle inequalities is NP-complete, we use the greedy heuristic given in [15] . Each ordered triple (i, j, l) such that x * i j > 0 and x * i j + x * jl + x * li > 0.8 is considered as a first triangle. Iteratively, two new nodes which have a contribution of at least 0.8 to the left hand side are appended as a triangle until a violated k-triangle inequality with k ≥ 2 is found. k-leaf inequalities with k ≥ 2 are separated exactly in O(n 3 ) time as described in the proof of Proposition 22.
2-cycle inequalities are separated by enumeration. Inequalities are separated in the order given above. At a given node of the branch and cut tree, at most 1000 violated inequalities are added to the formulation. There is no limit on the number of violated inequalities of a given class that can be added at a given node.
Computational results
We generated problems with 60, . . . , 100 nodes using the AP data set for hub location problems from the OR Library (see [6] ). We remove the traffic from a node to itself. We compute the fixed demands as a i = m∈I T im for i ∈ I . The capacity of a concentrator is taken to be M = i∈I a i n c , where c ∈ {10, 15}. If there are nodes which have demand more than the capacity of a concentrator, we remove them from the problem.
In Tables 1-4 , we report for each problem:
• n: the number of nodes with demand less than or equal to M • gap: the duality gap before branching, i.e., (ub−db) ub 100 where ub is the best upper bound found by the algorithm and db is the dual bound before branching • nod: the number of nodes in the branch and cut tree • LP: the number of LP's solved • CPU: the CPU time to solve the problem. There is a time limit of 4 hours.
• fgap: the final gap which is (ub−lb) ub 100 where lb is the final lower bound
Initial tests showed that the cover, quadratic binpacking, triangle and W − 2 inequalities are effective in reducing the solution time. The improvement due to these inequalities is seen in Table 1 . We solve the problems, first, with only inequalities (27) and then also with cover, quadratic binpacking, triangle and W − 2 inequalities. As all these problems are solved in less than 2 hours, we generated problems with 110 to 190 nodes. We also test the algorithm on problems with c = 20. The results are given in Tables 2-4 . For each problem, we also report:
• con: number of concentrators installed • lk: number of violated knapsack inequalities (27) • cov: number of violated cover inequalities • qbi: number of violated quadratic binpacking inequalities on three nodes • tri: number of violated triangle inequalities • w-2: number of violated W − 2 inequalities
In Tables 2, 3 and 4, the instances used have the same traffic and cost values. The capacities are different due to different values of c. The number of nodes in the problem can also be different as a result of different capacities (since we discard nodes with demand more than the capacity to be feasible).
In Table 2 , we give the results for problems with c = 10. The problems with 150 and more nodes are not solved to optimality in 4 hours.
The results for problems with c = 15 and c = 20 are given in Tables 3 and 4 , respectively. All these problems are solved to optimality in less than 2 hours and 20 minutes. For all types of problems, the linear knapsack and the cover inequalities are the most violated inequalities.
We observe that the difficulty of the problem depends highly on the tightness of capacity constraints. If the capacities are not very tight, the branch and cut algorithm is able to solve problems of 190 nodes in reasonable time. For tight capacities, the algorithm can solve problems of medium sizes. Given a k-triangle configuration with 2k + 1 nodes, we renumber the nodes from 1 to 2k + 1. Nodes 2i − 1 for i = 1, . . . , k + 1 are odd nodes and the remaining nodes are even nodes. Node 2i is called the even node of node 2i − 1. Removing nodes 2i − 1 and 2i from a k-triangle configuration means to remove these nodes and the arcs incident at them and to add arc (2i − 2, 2i + 1).
Suppose that we are given a linear ordering L on N with (i, j)∈O L w i j > B − ε. We construct a (|N | + 1)-triangle configuration. Let the odd nodes be the nodes in N ordered as in L and for each odd node let the even node be its dummy node. Now assume that we have a violated k-triangle inequality. By Proposition 26 we can assume that x 2i−1,2i > 0 for i = 1, 2, . . . , k. This implies that a dummy node can be an odd node only if it is the last node since all of its outgoing arcs have value 0. Assume that the last node is a dummy node. As all its outgoing arcs have value 0, we can then remove the last triangle and still have a violated inequality. So we look at the case where none of the odd nodes is a dummy node. Suppose node i ∈ N is an odd node. Its even node is either i or some node j ∈ N . Assume that the latter is the case. If the next
