Austin, USA, column: Restek RTX-5ms, 30mx0.25mm ID, coated with 1.0μm HP-5 phase) was programmed as follows: first 40°C for 5 minutes then it was increased by 10°C per minute until 270°C.
This temperature was maintained for 5 minutes. Time of flight mass spectrometry (Thermo Electron Tempus Plus, Thermo Electron Corporation, Waltham, USA) was used to detect and identify components available in the samples. Electron ionization at 70eV was used with 5Hz scanning rate over a range of m/z 35-350 at unit mass resolution.
STATISTICAL ANALYSIS
Before the statistical analysis, the raw GC-tof-MS data had to be preprocessed (3, 4) . Uninformative parts of each chromatogram, (retention time in minutes <1.3 or >23 min) were removed. The data quality was improved by wavelets-based denoising (5) . P-splines (6) were used to estimate the shape of the baseline and subtract it from the denoised chromatogram.
A list of chromatographic peaks was established for each chromatogram. These peaks were matched from sample to sample according to the Pearson correlation between the mass spectra, associated with the different chromatographic peaks. A high correlation (superior to 85%) indicates that two peaks correspond to the same chemical compound. This information allowed us to construct a data table where each line represented a sample and each column a chemical compound. Each value in this table corresponded to the ion count measured for a specific VOC in a given sample. Finally, probabilistic quotient normalization was applied (7) to suppress any effect related to different (overall) dilution of the samples.
As most biological data, VOCs tend to follow a log-normal distribution. To facilitate the analysis, the abundance were log-transformed. The resulting data follow a Gaussian distribution, as seen in Figure   S1A , or bimodal distribution as in Figure S1B . (8) . To correct for this purely technical (i.e. irrelevant) source of variance, we first detect outliers for each batch using robust PCA (9) . Any sample with a distance (orthogonal to the model or within the model) from the batch center larger than three times the corresponding Qn estimator (10) is flagged as outlying and excluded from any further analysis. The median for each batch is then recalculated and each batch is centred on its median position.
Breath analysis, as many metabolomics analyses, evaluates a large number of concentrations. To make the most out of this information multivariate methods are the most appropriate ones. The most established method for statistical hypotheses testing in multivariate analysis is Multivariate Analysis Of Variance (MANOVA). This approach permits to evaluate the influence of one (or multiple) factor(s) of influence, described as multiple levels e.g. gender is a factor of influence with two levels: males and females.
Mathematically speaking MANOVA employs the eigenvalues of J as a measure of the ratio of the between group dispersion and the within-group dispersion along the direction of the eigenvectors. J is estimated as the ratio of B and W as shown in equation 1. B is the between covariance matrix, obtained using the cross-product of the X c , i.e. the variance explained by a given factor c, see equation 2 .W is the within-covariance matrix, also known as the within-group dispersion matrix, estimated from the residuals, as shown in equation 3.
(1)
A major drawback of MANOVA is that its inner working relies on the estimation (and inversion) of the covariance matrix W. When the number of measured variables, here VOCs, is larger than the number of samples, here individuals, the inversion of W is not possible.
A regularized version of MANOVA (rMANOVA) was recently introduced in metabolomics to tackle this issue (11) . A classical MANOVA would estimate the covariance structure from the data and would de facto put all focus on the variance and not be affected by any bias. Univariate analysis, on the other hand, is the opposite extreme, focusing on bias rather than variance. Regularization is used in many multivariate methods to obtain efficient estimators for high dimensional data. By specifying a priori a specific covariance structure, one can select a trade-off between bias and variance (12) . This way, correlations can be included and the model can be applied to the analysis of high dimensional metabolomics data. To estimate p-values we determine the distribution of the test statistic using the sequential permutation test strategy suggested in (13, 14) . The maximal number of permutations was set to 1000.
The difference between means as tested above with MANOVA only answers a very specific question: are the groups different in average? This does not exclude a strong overlap between the two subpopulations tested. One may want to detect and characterize larger differences leading to a clear split between groups.
In such cases discriminant models should be able to predict efficiently if a specific sample belongs to one group or another. Plethora of methods can be used here (15). We limit ourselves to the use of Random Forests (RF) for two reasons. First, RF is currently considered as one of the most powerful machine learning approaches able to deal with linear and non-linear problems (16), robust to outliers (17) and handling gracefully large and/or incomplete datasets. Second, RF has been successfully applied to breath analysis in the past often surpassing other methods. Succinctly, RF builds a large collection of trees. Each tree is constructed on a randomly selected subset of the original samples and on randomly selected subsets of compounds. These trees consist of series of hierarchically organized nodes. Each node is described by a simple, logical rule based on one compound, splitting the samples into two groups. The splitting continues until the similarity of the samples within each node is the highest one or nodes contain the prespecified minimum number of samples.
All calculations were performed using Matlab R2013a (Statistics Toolbox) and in-house written function.
The implementation of rMANOVA is available on GitHub.com (https://github.com/JasperE/regularized-MANOVA.git.
Identification
The MANOVA and RF models are based on the complete list of detected VOCs. These models can both provide lists of the most relevant VOCs. Only these relevant VOCs need to be identified . Therefore, identification is the last step of our protocol. The output of GC-tof-MS consists of two dimensions: retention time and m/z value. Both two parameters are used in the chemical identification of the VOCs. Spectrum recognition is done using the National Institute of Standards and Technology mass spectral library. A putative identification is established by searching in a reference library compounds.
Potential hits are arranged in order of similarity. The final identification is performed by the manual evaluation of measured mass spectra and the reference spectra of the compounds with the highest similarity index from the "hit list", retention time information and spectrum interpretation by an experienced mass spectrometrist. From a total of 24 different chemically identified compounds, 8 were identified based on mass spectrum and retention time confirmed by independently measured model compounds, the other were tentatively identified based on mass spectrum and plausible retention times.
SELECTED COMPOUNDS
The statistical analysis performed on the LL DEEP cohort lead to define Smoking, Gender, BMI and Gender as possible confounders in breath analysis. The most important for these differences are regrouped in Table 3 and together with additional references in Table S1 . The relative importance of these VOCS are represented in Figure S1 Table S1: Interpretation and bibliographic investigation of the selected VOCs driving the differences between the groups stratified according to smoking behavior, gender, BMI and age. 
