In this paper we study backward stochastic differential equations with general terminal value and general random generator. In particular, we do not require the terminal value be given by a forward diffusion equation. The randomness of the generator does not need to be from a forward equation, either. Motivated from applications to numerical simulations, first we obtain the L p -Hölder continuity of the solution. Then we construct several numerical approximation schemes for backward stochastic differential equations and obtain the rate of convergence of the schemes based on the obtained L p -Hölder continuity results. The main tool is the Malliavin calculus.
1. Introduction. The backward stochastic differential equation (BSDE, for short) we shall consider in this paper takes the following form:
where W = {W t } 0≤t≤T is a standard Brownian motion, ξ is the given terminal value and f is the given (random) generator. To solve this equation is to find a pair of adapted processes Y = {Y t } 0≤t≤T and Z = {Z t } 0≤t≤T satisfying the above equation (1.1) .
Linear backward stochastic differential equations were first studied by Bismut [3] in an attempt to solve some optimal stochastic control problem through the method of maximum principle. The general nonlinear backward stochastic differential equations were first studied by Pardoux and Peng [15] .
Since then there have been extensive studies of this equation. We refer to the review paper by El Karoui, Peng and Quenez [7] , to the books of El Karoui and Mazliak [6] and of Ma and Yong [12] and the references therein for more comprehensive presentation of the theory.
A current important topic in the applications of BSDEs is the numerical approximation schemes. In most work on numerical simulations, a certain forward stochastic differential equation of the following form:
is needed. Usually it is assumed that the generator f in (1.1) depends on X r at the time r: f (r, Y r , Z r ) = f (r, X r , Y r , Z r ), where f (r, x, y, z) is a deterministic function of (r, x, y, z), and f is global Lipschitz in (x, y, z). If in addition the terminal value ξ is of the form ξ = h(X T ), where h is a deterministic function, a so-called four-step numerical scheme has been developed by Ma, Protter and Yong in [11] . A basic ingredient in this paper is that the solution {Y t } 0≤t≤T to the BSDE is of the form Y t = u(t, X t ), where u(t, x) is determined by a quasi-linear partial differential equation of parabolic type. Recently, Bouchard and Touzi [4] propose a Monte-Carlo approach which may be more suitable for high-dimensional problems. Again in this forwardbackward setting, if the generator f has a quadratic growth in Z, a numerical approximation is developed by Imkeller and Dos Reis [9] in which a truncation procedure is applied.
In the case where the terminal value ξ is a functional of the path of the forward diffusion X, namely, ξ = g(X · ), different approaches to construct numerical methods have been proposed. We refer to Bally [1] for a scheme with a random time partition. In the work by Zhang [16] , the L 2 -regularity of Z is obtained, which allows one to use deterministic time partitions as well as to obtain the rate estimate (see Bender and Denk [2] , Gobet, Lemor and Warin [8] and Zhang [16] for different algorithms). We should also mention the works by Briand, Delyon and Mémin [5] and Ma et al. [10] , where the Brownian motion is replaced by a scaled random walk.
The purpose of the present paper is to construct numerical schemes for the general BSDE (1.1), without assuming any particular form for the terminal value ξ and generator f . This means that ξ can be an arbitrary random variable, and f (r, y, z) can be an arbitrary F r -measurable random variable (see Assumption 2.2 in Section 2 for precise conditions on ξ and f ). The natural tool that we shall use is the Malliavin calculus. We emphasize that the main difficulty in constructing a numerical scheme for BSDEs is usually the approximation of the process Z. It is necessary to obtain some regularity properties for the trajectories of this process Z. The Malliavin calculus turns out to be a suitable tool to handle these problems because the random variable Z t can be expressed in terms of the trace of the Malliavin derivative of Y t , namely, Z t = D t Y t . This relationship was proved in the paper by El Karoui, Peng and Quenez [7] and was used by these authors to obtain estimates for the moments of Z t . We shall further exploit this identity to obtain the L p -Hölder continuity of the process Z, which is the critical ingredient for the rate estimate of our numerical schemes.
Our first numerical scheme was inspired by the paper of Zhang [16] , where the author considers a class of BSDEs whose terminal value ξ takes the form g(X · ), where X is a forward diffusion of the form (1.2), and g satisfies a Lipschitz condition with respect to the L ∞ or L 1 norms (similar assumptions for f ). The discretization scheme is based on the regularity of the process Z in the mean square sense; that is, for any partition π = {0 = t 0 < t 1 < · · · < t n = T }, one obtains
where |π| = max 0≤i≤n−1 (t i+1 − t i ), and K is a constant independent of the partition π.
We consider the case of a general terminal value ξ which is twice differentiable in the sense of Malliavin calculus, and the first and second derivatives satisfy some integrability conditions; we also made similar assumptions for the generator f (see Assumption 2.2 in Section 2 for details). In this sense our framework extends that of [13] and is also natural. In this framework, we are able to obtain an estimate of the form
where K is a constant independent of s and t. Clearly, (1.4) with p = 2 implies (1.3). Moreover, (1.4) implies the existence of a γ-Hölder continuous version of the process Z for any γ < 1 2 − 1 p . Notice that, up to now the path regularity of Z has been studied only when the terminal value and the generator are functional of a forward diffusion.
After establishing the regularity of Z, we consider different types of numerical schemes. First we analyze a scheme similar to the one proposed in [16] [see (3.2) ]. In this case we obtain a rate of convergence of the following type:
Notice that this result is stronger than that in [16] which can be stated as (when ξ π = ξ) We also propose and study an "implicit" numerical scheme [see (4.1) in Section 4 for the details]. For this scheme we obtain a much better result on the rate of convergence,
where p > 1 depends on the assumptions imposed on the terminal value and the coefficients. In both schemes, the integral of the process Z is used in each iteration, and for this reason they are not completely discrete schemes. In order to implement the scheme on computers, one must replace an integral of the form
s ds by discrete sums, and then the convergence of the obtained scheme is hardly guaranteed. To avoid this discretization we propose a truly discrete numerical scheme using our representation of Z t as the trace of the Malliavin derivative of Y t (see Section 5 for details). For this new scheme, we obtain a rate of convergence result of the form
for any ε > 0. In fact, we have a slightly better rate of convergence (see Theorem 5.2),
However, this type of result on the rate of convergence applies only to some classes of BSDEs, and thus this scheme remains to be further investigated.
In the computer realization of our schemes or any other schemes, an extremely important procedure is to compute the conditional expectation of form E(Y |F t i ). In this paper we shall not discuss this issue but only mention the papers [2, 4] and [8] .
The paper is organized as follows. In Section 2 we obtain a representation of the martingale integrand Z in terms of the trace of the Malliavin derivative of Y , and then we get the L p -Hölder continuity of Z by using this representation. The conditions that we assume on the terminal value ξ and the generator f are also specified in this section. Some examples of application are presented to explain the validity of the conditions. Section 3 is devoted to the analysis of the approximation scheme similar to the one introduced in [16] . Under some differentiability and integrability conditions in the sense of Malliavin calculus on ξ and the nonlinear coefficient f , we establish a better rate of convergence for this scheme. In Section 4, we introduce an "implicit" scheme and obtain the rate of convergence in the L p norm. A completely discrete scheme is proposed and analyzed in Section 5.
Throughout the paper for simplicity we consider only scalar BSDEs. The results obtained in this paper can be easily extended to multi-dimensional BSDEs. 2.1. Notations and preliminaries. Let W = {W t } 0≤t≤T be a one-dimensional standard Brownian motion defined on some complete filtered probability space (Ω, F, P, {F t } 0≤t≤T ). We assume that {F t } 0≤t≤T is the filtration generated by the Brownian motion and the P -null sets, and F = F T . We denote by P the progressive σ-field on the product space [0, T ] × Ω.
For any p ≥ 1 we consider the following classes of processes:
• M 2,p , for any p ≥ 2, denotes the class of square integrable random variables F with a stochastic integral representation of the form
where u is a progressively measurable process satisfying sup 0≤t≤T
• S 
Next, we present some preliminaries on Malliavin calculus, and we refer the reader to the book by Nualart [14] for more details.
Let H = L 2 ([0, T ]) be the separable Hilbert space of all square integrable real-valued functions on the interval [0, T ] with scalar product denoted by ·, · H . The norm of an element h ∈ H will be denoted by h H . For any h ∈ H we put W (h) = T 0 h(t) dW t . We denote by C ∞ p (R n ) the set of all infinitely continuously differentiable functions g : R n → R such that g and all of its partial derivatives have polynomial growth. We make use of the notation ∂ i g = ∂g ∂x i whenever g ∈ C 1 (R n ). Let S denote the class of smooth random variables such that a random variable F ∈ S has the form
where g belongs to C ∞ p (R n ), h 1 , . . . , h n are in H and n ≥ 1. The Malliavin derivative of a smooth random variable F of the form (2.1) is the H-valued random variable given by 
We can define the iteration of the operator D in such a way that for a smooth random variable F , the iterated derivative D k F is a random variable with values in H ⊗k . Then for every p ≥ 1 and any natural number k ≥ 1 we introduce the seminorm on S defined by
We will denote by D k,p the completion of the family of smooth random variables S with respect to the norm · k,p . Let µ be the Lebesgue measure on [0, T ]. For any k ≥ 1 and F ∈ D k,p , the derivative
is a measurable function on the product space [0, T ] k × Ω, which is defined a.e. with respect to the measure µ k × P . We use L
1,p a
to denote the set of real-valued progressively measurable processes u = {u t } 0≤t≤T such that:
Notice that we can choose a progressively measurable version of the H-valued process {Du t } 0≤t≤T .
Estimates on the solutions of BSDEs
, and the terminal value ξ is an F T -measurable random variable. Definition 2.1. A solution to the BSDE (1.1) is a pair of progressively measurable processes (Y, Z) such that
The next lemma provides a useful estimate on the solution to the BSDE (1.1).
for all y 1 , y 2 ∈ R and z 1 , z 2 ∈ R. Then there exists a unique solution pair
1). Moreover, we have the following estimate for the solution:
, where K is a constant depending only on L, q and T .
Proof. The proof of the existence and uniqueness of the solution (Y, Z) can be found in [7] , Theorem 5.1, with the local martingale M ≡ 0, since the filtration here is the filtration generated by the Brownian motion W . Estimate (2.2) can be easily obtained from Proposition 5.1 in [7] with (f 1 , ξ 1 ) = (f, ξ) and (f 2 , ξ 2 ) = (0, 0).
As we will see later, for a given BSDE the process Z will be expressed in terms of the Malliavin derivative of the solution Y , which will satisfy a linear BSDE with random coefficients. To study the properties of Z we need to analyze a class of linear BSDEs.
Let {α t } 0≤t≤T and {β t } 0≤t≤T be two progressively measurable processes. We will make use of the following integrability conditions:
(H1) For any λ > 0,
(H2) For any p ≥ 1,
Under condition (H1), we denote by {ρ t } 0≤t≤T the solution of the linear stochastic differential equation
The following theorem is a critical tool for the proof of the main theorem in this section, and it has also its own interest. 
has a unique solution pair (Y, Z), and there is a constant K > 0 such that
We need the following lemma to prove the above result.
Lemma 2.4. Let {α t } 0≤t≤T and {β t } 0≤t≤T be two progressively measurable processes satisfying condition (H1) in Assumption 2.1, and {ρ t } 0≤t≤T be the solution of (2.3) . Then, for any r ∈ R we have
Proof. Let t ∈ [0, T ]. The solution to (2.3) can be written as
For any real number r, we have
Then, fixing any p > 1 and using Hölder's inequality, we obtain
where
for some constant c p > 0 depending only on p. Finally, choosing any γ > 1, λ > 1 such that 1 γ + 1 λ = 1 and applying again the Hölder inequality yield
Combining this inequality with (2.8) and (2.9) we complete the proof.
Proof of Theorem 2.3. The existence and uniqueness is well known. We are going to prove (2.5). Let t ∈ [0, T ]. Denote γ t = ρ −1 t , where {ρ t } 0≤t≤T is the solution to (2.3). Then {γ t } 0≤t≤T satisfies the following linear stochastic differential equation:
For any 0 ≤ s ≤ t ≤ T and any positive number r ≥ 1, we have, using (H2), the Hölder inequality, the Burkholder-Davis-Gundy inequality and Lemma 2.4 applied to the process {γ t } 0≤t≤T ,
(2.10)
where C r is a constant depending only on r, and C is a constant depending on T , r and the constants appearing in conditions (H1) and (H2). From (2.3), (2.4) and by Itô's formula, we obtain
As a consequence,
where we write ρ t,r = ρ
First we estimate I 1 . We have
Using the Hölder inequality, Lemma 2.4 and the estimate (2.10) with r = 2pq q−p , the term I 3 can be estimated as follows:
where C is a constant depending only on p, q, T , E|ξ| q and the constants appearing in conditions (H1) and (H2). In order to estimate the term I 4 we will make use of the condition ξρ T ∈ M 2,q . This condition implies that
where u is a progressively measurable process satisfying sup 0≤t≤T E|u t | q < ∞. Therefore, by the Burkholder-Davis-Gundy inequality, we have
As a consequence, from the definition of I 4 we have
where C is a constant depending on p, q, T, sup 0≤t≤T E|u t | q < ∞ and the constants appearing in conditions (H1) and (H2). The term I 2 can be decomposed as follows:
Let us first estimate the term I 5 . Suppose that p < p ′ < q. Then, using (2.10) and the Hölder inequality, we can write
Now we estimate I 6 . Suppose that p < p ′ < q. We have, as in the estimate of the term I 5 ,
where C is a constant depending on p, p ′ , q, T and the constants appearing in conditions (H1) and (H2). The fact that T 0 ρ r f r dr belongs to M 2,q implies that
where {v t } 0≤t≤T is a progressively measurable process satisfying
Then, by the Burkholder-Davis-Gundy inequality we have
E|v t | q .
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Finally, we estimate I 7 as follows:
where C is a constant depending on p, q, T , sup 0≤t≤T E|v t | q and the constants appearing in conditions (H1) and (H2).
As a consequence, we obtain for all s, t ∈ [0, T ]
where K is a constant independent of s and t.
The Malliavin calculus for BSDEs.
We return to the study of (1.1). The main assumptions we make on the terminal value ξ and generator f are the following:
, and there exists L > 0, such that for all θ, θ ′ ∈ [0, T ],
(ii) The generator f (t, y, z) has continuous and uniformly bounded firstand second-order partial derivatives with respect to y and z, and f (·, 0, 0
(iii) Assume that ξ and f satisfy the above conditions (i) and (ii). Let (Y, Z) be the unique solution to (1.1) with terminal value ξ and generator f . For each (y, z) ∈ R × R, f (·, y, z), ∂ y f (·, y, z) and ∂ z f (·, y, z) belong to L 1,q a , and the Malliavin derivatives Df (·, y, z), D∂ y f (·, y, z) and D∂ z f (·, y, z) satisfy
and there exists L > 0 such that for any t ∈ (0, T ], and for any 0
For each θ ∈ [0, T ], and each pair of (y, z), D θ f (·, y, z) ∈ L 1,q a and it has continuous partial derivatives with respect to y, z, which are denoted by ∂ y D θ f (t, y, z) and ∂ z D θ f (t, y, z), and the Malliavin derivative
The following property is easy to check and we omit the proof. Remark 2.5. Conditions (2.17) and (2.18) imply
The following is the main result of this section. 
Moreover, {D t Y t } 0≤t≤T defined by (2.21) gives a version of {Z t } 0≤t≤T , namely, µ × P a.e. a is similar to that of Proposition 5.3 in [7] , and also the fact that (D θ Y t , D θ Z t ) is given by (2.21) and (2.22). In Proposition 5.3 in [7] the exponent q is equal to 4, and one assumes that
which is a consequence of (2.16) and the fact that Y, Z ∈ L 1,2 a . Furthermore, from conditions (2.14) and (2.16) and the estimate in Lemma 2.2, we obtain 
From Lemma 2.2 and equation (2.21) for θ = s and θ ′ = t, respectively, we obtain, using conditions (2.13) and (2.19), 
Next, we are going to use Theorem 2.3 to estimate
We are going to show that, for any s
For any 0 ≤ θ ≤ r ≤ T , let us compute
By the boundedness of the first-and second-order partial derivatives of f with respect to y and z, (2.17), (2.18), (2.25), Lemma 2.4, the Hölder inequality and the Burkholder-Davis-Gundy inequality, it is easy to show that for any p ′′ < q,
By the Clark-Ocone-Haussman formula, we have
We claim that sup 0≤θ≤T E|u s θ | p ′ < ∞ and sup 0≤θ≤T E|v s θ | p ′ < ∞. In fact,
By (2.14), (2.15), (2.28) and Lemma 2.4, we have sup 0≤s≤T sup 0≤θ≤T E|u s θ | p ′ < ∞. On the other hand,
For J 1 , we have
For J 2 , we have
Using a similar techniques as before, we obtain that
By (2.16), (2.17)-(2.20), (2.28) and Lemma 2.4, we obtain that
Therefore, ρ T ξ and
Thus by Theorem 2.3 with p < p ′ , there is a constant C(s) > 0, such that
for all t ∈ [s, T ]. Furthermore, taking into account the proof of the estimates I k (k = 3, 4, . . . , 7) in the proof of Theorem 2.3, we can show that sup 0≤s≤T C(s) =: C < ∞. Thus we have
for all s, t ∈ [0, T ]. Combining (2.29) with (2.26) and (2.27), we obtain that there is a constant K > 0 independent of s and t, such that 
Proof. Without loss of generality we assume 0 ≤ s ≤ t ≤ T . C > 0 is a constant independent of s and t, which may vary from line to line. Since
we have, by the Lipschitz condition on f ,
The proof is complete.
Remark 2.8. From Theorem 2.6 we know that {(D θ Y t , D θ Z t )} 0≤θ≤t≤T satisfies equation (2.21) and Z t = D t Y t , µ × P a.e. Moreover, since (2.14) and (2.16) hold, we can apply the estimate (2.2) in Lemma 2.2 to the linear BSDE (2.21) and deduce sup 0≤t≤T E|Z t | q < ∞. Therefore, by Lemma 2.7, the process Y satisfies the inequality (2.30). By Kolmogorov's continuity criterion this implies that Y has Hölder continuous trajectories of order γ for any γ < 
2.4.
Examples. In this section we discuss three particular examples where Assumption 2.2 is satisfied.
Example 2.9. Consider equation (1.1). Assume that:
a deterministic function that has uniformly bounded first-and second-order partial derivatives with respect to y and z, and T 0 f (t, 0, 0) 2 dt < ∞.
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(b) The terminal value ξ is a multiple stochastic integral of the form
where n ≥ 2 is an integer and g(t 1 , . . . , t n ) is a symmetric function in
and there exists a constant L > 0 such that for any u, v
From (2.31), we know that
The above assumption implies Assumption 2.2, and therefore, Z satisfies the Hölder continuity property (2.24). 
∞ } for all ω ∈ Ω and some constants C 1 > 0, C 2 > 0 and 0 < r < 2, where · denotes the operator norm (total variation norm).
(g3) If λ denotes the signed measure on [0, 1] associated with δϕ, there exists a constant L > 0 such that for all 0 ≤ θ ≤ θ ′ ≤ 1,
It is easy to show that 
where b, σ, ϕ and f are deterministic functions, and X 0 ∈ R. We make the following assumptions:
(h1) b and σ has uniformly bounded first-and second-order partial derivatives with respect to x, and there is a constant L > 0, such that, for any
(h2) sup 0≤t≤T {|b(t, 0)| + |σ(t, 0)|} < ∞.
(h3) ϕ is twice differentiable, and there exist a constant C > 0 and a positive integer n such that
(h4) f (t, x, y, z) has continuous and uniformly bounded first-and secondorder partial derivatives with respect to x, y and z and T 0 f (t, 0, 0, 0) 2 dt < ∞. Notice that in this example, Φ(X) = ϕ(
is not necessarily globally Lipschitz in X, and the results of [16] cannot be applied directly.
Under the above assumptions, (h1) and (h4), equation (2.32) has a unique solution triple (X, Y, Z), and we have the following classical results: for any real number r > 0, there exists a constant C > 0 such that Note that in the multidimensional case we do not require the matrix σσ T to be invertible.
3. An explicit scheme for BSDEs. In the remaining part of this paper, we let π = {0 = t 0 < t 1 < · · · < t n = T } be a partition of the interval [0, T ] and |π| = max 0≤i≤n−1 |t i+1 − t i |.
From (1.1), we know that, when t ∈ [t i , t i+1 ],
Comparing with the numerical schemes for forward stochastic differential equations, we could introduce a numerical scheme of the form
where ξ π ∈ L 2 (Ω) is an approximation of the terminal condition ξ. This leads to a backward recursive formula for the sequence {Y
are defined, then we can find
and {Z 1,π r } t i ≤r<t i+1 is determined by the stochastic integral representation of the random variable
Although {Z 1,π r } t i ≤r<t i+1 can be expressed explicitly by Clark-Ocone-Haussman formula, its computation is a hard problem in practice. On the other hand, there are difficulties in studying the convergence of the above scheme.
An alternative scheme is introduced in [16] , where the approximating pairs (Y π , Z π ) are defined recursively by
where, by convention, E(
Z π r dr|F t i+1 ) = 0 when i = n − 1. In [16] the following rate of convergence is proved for this approximation scheme, assuming that the terminal value ξ and the generator f are functionals of a forward diffusion associated with the BSDE, The main result of this section is the following, which on one hand improves the above rate of convergence, and on the other hand extends terminal value ξ and generator f to more general situation. 
for all t 1 , t 2 ∈ [0, T ] and y, z ∈ R. Then there are positive constants K and δ, independent of the partition π, such that, if |π| < δ, then
Proof. In this proof, C > 0 will denote a constant independent of the partition π, which may vary from line to line. Inequality (2.24) in Theorem 2.6(b) yields the following estimate (Theorem 3.1 in [16] ) with p = 2:
Using this estimate and following the same argument as the proof of Theorem 5.3 in [16] , we can obtain the following result:
If t i ≤ t < t i+1 , i = n − 1, n − 2, . . . , 0, then, by iteration, we have
Therefore,
We rewrite the BSDE (1.1) as follows:
|f (r, Y r , Z r )| dr.
By Lemma 2.2 and the Lipschitz condition on f , we have Define a function {t(r)} 0≤r≤T by t(r) = T, if r = T , t i+1 , if t i ≤ r < t i+1 , i = n − 1, . . . , 0.
By the Hölder inequality, the boundedness of the first-order partial derivatives of f , (3.4), (2.24), Remark 2.8 and (3.10), it is easy to see that To simplify the notation we denote for i = n, n − 1, . . . , 0.
Then, when t i ≤ t < t i+1 , by (3.8) and (3.9) we can write
where δξ π = ξ − ξ π . Therefore, we obtain
t Z π r dW r , (4.1) t ∈ [t i , t i+1 ), i = n − 1, n − 2, . . . , 0, where the partition π and ∆ i , i = n − 1, . . . , 0, are defined in Section 3, and ξ π is an approximation of the terminal value ξ. In this recursive formula (4.1), on each subinterval [t i , t i+1 ), i = n−1, . . . , 0, the nonlinear "generator" f contains the information of Z π on the same interval. In this sense, this formula is different from formula (3.2), and (4.1) is an equation for {(Y π t , Z π t )} t i ≤t<t i+1 . When |π| is sufficiently small, the existence and uniqueness of the solution to the above equation can be established. In fact, equation (4.1) is of the following form: 
