ABSTRACT
INTRODUCTION
The cell-wide monitoring of gene (Eisen et al., 1998; Tamayo et al., 1999) and protein expression and interactions (Dezso et al., 2003; Giot et al., 2003) generate a large amount of data that reflect the responses of the genetic/protein networks to environmental and genetic perturbations. DNA-microarray (or proteome analysis) data are used to cluster genes or proteins with respect to their similarity to expression changes compared with a control cellular condition or a 'global' or 'reference' set of transcripts. Clustering of expression profiles of unknown genes with genes of known functions may provide information regarding their function (Eisen et al., 1998; Iyer et al., 1999; Sorlie et al., 2001; Tamayo et al., 1999) . Ultimately, however, it is anticipated that DNA-microarray and proteome data will be used to construct genetic or protein interaction networks either between individual genes or groups of genes (clusters) generated by one of the clustering methods. Thus, more sophisticated analysis of large-scale transcriptional and proteome data will require model-based identification methods in order to infer possible regulatory architectures in a genetic or protein network.
A genetic network model aims to capture the interrelated regulatory mechanisms between genes. Several genetic network models have been proposed, which integrate biochemical pathway information and expression data to trace genetic regulatory interactions (Akutsu et al., 2000; Dasika et al., 2004; Di Bernardo et al., 2004; Ideker et al., 2001; Lin et al., 2003; Maki et al., 2001; Moriyama et al., 1999; Noda et al., 1998; Wu et al., 2004) . They range from abstract Boolean descriptions to detailed mechanistic models to neural network models (Bower and Bolouri, 2001; D'Haeseleer et al., 2000) . Every representation has its advantages and limitations. Some of these models have been used for the reverse engineering of the regulatory interactions of the network, i.e. the inference of the regulatory interactions between the expression of the genes in the network and their product proteins from mRNA profiles.
One of the first approaches to reverse engineering a genetic network based on the information of mRNA profiles employed a Boolean modeling framework (Somogyi et al., 1997) . Boolean networks model the state of the gene as either ON or OFF and the input-output relationships are postulated as logical functions. Further improvements of the Boolean-based frameworks introduced Mutual Information. (Liang et al., 1998) and an entropy-based approach (Ideker et al., 2000) in order to identify the experiments required for the discrimination between alternate genetic networks predicted by these frameworks. Rigorous analysis has led to the identification of the number of experiments required for identification of the Boolean model that is consistent with the data (Akutsu et al., 2000; Somogyi et al., 1997) . However, in real systems, transcript levels vary in a continuous manner implying that the key assumptions underlying Boolean network models may not be appropriate, and thus, more general models may be necessary (de Jong, 2002) .
Several continuous modeling frameworks have also been proposed, and they employ linear models (Chen et al., 1999; D'Haeseleer et al., 1999; Di Bernardo et al., 2004; Weaver et al., 1999; Wu et al., 2004) , hybrid Boolean and power law models (Akutsu et al., 2000) and Bayesian models (Friedman et al., 2000) . Dasika et al. (2004) developed a linear model for inferring time delay in genetic networks. However, linear models cannot capture the inherent non-linearities of biological systems. A possible approach then is to use the S-system framework whereby the non-linearity of genetic regulation can be reasonably captured (Hlavacek and Savageau, 1992; Lin et al., 2003; Maki et al., 2001; Savageau, 1983 Savageau, , 1988 .
In this paper, we propose an optimization framework for the identification of regulation in a genetic network using the S-system modeling formalism. Specifically, we are interested in whether we can infer a set of possible genetic regulatory networks that are consistent with observed expression patterns. The data that will be used to identify the network are obtained from the simulation of a model of a gene network, which corresponds to data obtained from DNA-microarray experiments. We specifically consider two cases of changes in the mRNA expression patterns. One is due to the changes in biophysical properties of the system that alter the molecularkinetic constants and/or message stability. The second is due to knock-out experiments, whereby genes are removed from the system. We reduce the identification problems to optimization problems and we describe the algorithmic procedure that has been developed for solving the optimization problems.
We investigated the following two questions associated with the capabilities of the proposed method:
• Does the method actually find the regulatory network from which the data were generated?
• How does the number of possible alternate genetic regulatory networks depend on the size of the dataset, i.e. number of experiments?
An understanding of these issues would enable better design of experiments for data collection in order to infer meaningful genetic networks. This is a systematic study that provides specific evaluation of the use of continuous, S-systems models for the inference of genetic regulatory networks and a broader understanding of the relationship between the number of experiments and the model size or complexity.
METHODS

S-system modeling of genetic networks
Mathematical modeling of gene and protein expression begins with the formulation of the mass-balance equations for the mRNA and protein corresponding to any gene i:
where M i and P i denote the concentrations of mRNA and protein, respectively; V sm,i and V sp,i denote the synthesis rates of mRNA and protein, respectively; and V dm,i and V dp,i denote the degradation rates of mRNA and protein, respectively. In the most common formalism of S-systems, and in most mathematical models of genetic networks, the degradation rates of mRNA and protein are assumed to be first order with respect to the corresponding species:
where the first-order degradation constants, β and δ, are inversely proportional to the half-life of the corresponding species. The kinetics of protein synthesis rate is also considered to be first order with respect to mRNA concentration:
where γ i is a rate constant that quantifies the translation efficiency.
The power of the S-systems representation lies in its ability to describe the non-linearities involved in transcriptional regulation by assuming that the mRNA synthesis rates follow power-law kinetics with respect to the concentration of the protein species that regulate the synthesis of the corresponding mRNA species. For example, if the synthesis of mRNA for species i is induced by protein species j and it is repressed by protein species k, the corresponding transcription rate can be written as follows:
where the exponents, ε ij and ε ik , capture the non-linearities of the regulatory mechanism. A positive value for ε ij captures the inducer activity of P j . Similarly, a negative value for ε ik captures the repressor activity of P k . In addition, the values of the rate constants, α i , quantify the strength of the regulatory interactions in the genetic network since they quantify the transcription efficiency of the active complexes of the regulatory proteins with the corresponding regulatory regions. The higher their value is, the stronger the effect of changes in the levels of the regulatory proteins on the transcription efficiency of the target genes is. The choice of the value of the exponents in the power-law representation depends on how well it approximates the nonlinear aspects of the corresponding regulatory mechanisms. Choosing a value for the exponent allows the description of the differential effects of distinct genes on each other as the first derivative of the power-law representation depends on the concentration of the corresponding protein and it is not constant.
Most of the mechanisms in the regulation of gene expression follow hyperbolic, saturation kinetics of the form:
for the inducer and the repressor, respectively. Voit and Savageau (1987) have studied in detail how many common biochemical rate laws, including the ones in Equation (5), could be most accurately approximate by using powerlaw expression. Following their analysis, we argue in the Appendix 1 that the best choices for approximating the nonlinear expression of Equation (5) are the following power-law expressions:
for the inducer and the repressor, respectively. Although more complex mechanisms and mathematical representations are possible, the S-systems formalism provides a substantial improvement with respect to linear models and is a minimal representation of complex, multiparametric rate expressions (Hlavacek and Savageau, 1998; Savageau, 1991) .
Prototype system
We will consider here a simple network of three genes (Fig. 1) . Using the S-system formalism, the mass balances for the mRNA of each gene and its protein product can be written as:
where M i and P i represent the concentrations of the i-th mRNA and protein, respectively. α i , β i , γ i and δ i are the kinetic constants of the respective reactions.
The following set of assumptions summarizes what has been already stated and will be used throughout this paper:
(1) A gene cannot act as a regulator for more than a certain number of genes. Typically, this number would be much smaller than the total number of genes. (2) The degradation reactions for both the mRNAs and the proteins follow first-order kinetics. (3) The protein synthesis rate is a first-order expression with respect to its corresponding mRNA concentration. (4) The non-linear relationship between gene expression and a regulatory protein is approximated by Equation (6).
At steady-state, using the transformation presented in Appendix 2, the mass-balance equations of the system are reduced to the following three equality equations:
where φ i 's are expressions involving the kinetic parameters of mRNA and protein synthesis and degradation (Appendix 2). This transformation allows expression of the connectivity of the network in terms of mRNA concentrations eliminating protein concentrations. This eliminates the need for information about protein levels without ignoring the fact that it is the proteins that carry out the regulatory actions. The steady-state assumption is not very restrictive, as one can easily argue that in most cases of actual experimental conditions, the pseudosteady-state assumption can be readily justified to mRNA and protein species so that mRNA profiles from transient batch experiments can be employed to generate the necessary data for the identification problem.
The physiological studies under consideration
Analysis of DNA-microarray data aims to eventually infer the genetic regulatory network based on observations of the relative changes in message abundance between two different cellular states. These changes can be the result of changes at the genome level, such as point mutations or gene knock outs, or changes in the environmental conditions, such as changes in oxygen concentration, pH or nutrient and growth factor concentration. However, from the biophysical point of view, these changes can be classified into two groups with respect to their effect on the system parameters and structure. In one case, some mutations will affect the efficiency of transcription or the half-life of the mRNA and protein. For example, while regulatory complexes are formed, their effect on the initiation of transcription is reduced. Such genetic changes, as well as some changes in the environmental conditions may alter the biophysical properties of the regulatory mechanisms and they will affect the transcriptional efficiency of the corresponding genes. In the other case, some mutations could result in the loss of binding of the regulatory protein, and they will ultimately eliminate the corresponding regulatory connection. The extreme example of this case is the deletion of a gene from the genome of the organism in a knock-out experiment. In the first case, when the transcriptional efficiency is affected due to genetic or environmental changes, the values of the corresponding kinetic constants, transcription, and translation efficiency or degradation rate constants, will effectively change. In the second case, when regulatory connections are lost or severely weakened, the mass-balance equations of the corresponding mRNA and protein will be completely eliminated from the system, or the absolute value of the exponents of the corresponding proteins will be set close to zero.
Here, for simplicity we will consider two cases: (1) changes in the transcription efficiency or half-life of the message or protein and (2) knock-out experiments. In both cases, the exponent of the regulatory proteins will remain unchanged, to an absolute value of 0.5, assuming that the causes of the changes of the transcriptional profile are not due to changes in the ability of the regulatory proteins to bind the DNA regulatory regions. We will refer to the first case as a biophysical perturbation study and to the second case as knock-out study.
Algorithm development
Although the algorithms developed for the two cases share some of the underlying concepts, they are also different due to the basic differences of the mechanistic origins of the changes in the transcriptional profiles. We will illustrate the development of these algorithms using the three-gene system described above.
Biophysical perturbation study
The perturbations considered here result in changes in the kinetic rate constants associated with transcription efficiency and message half-life, the α's and β's, respectively. Let superscript '0' denote the reference steady-state condition of the three-gene network, and superscripts '1' and '2' denote the steady-state conditions arising from two perturbations in the biophysical properties of the system. Under these considerations, Equation (8) for each of the genes could be rewritten as:
In a common experiment, the unknowns are usually the elements of the matrices C and A. The element values of matrix X are obtained from DNA array experiments, or for our studies here, from the simulation model. If there is no knowledge about the exact biophysical parameters that are changing during the perturbation, the problem of inferring the regulatory connections is a computationally hard problem (see Discussion section). In the following studies, we make the assumption that the changes in kinetic constants of the mRNA synthesis and degradation reactions are known. Hence, we will assume that matrix A is known. Although this is not the case in most of the known experimental reports, one could design such experiments through genetic and environmental perturbations that will target the expression of specific genes, similar to the experiments by Ideker et al. (2001) and Gardner et al. (2003) . For the scope of this work, analysis of the system under these assumptions will provide an understanding on the performance of the developed methodologies and some general conclusions about the type of information required in order to infer meaningful regulatory networks.
Knock-out study
The knock-out study involves inactivating or deleting a gene from the system. The corresponding simulation studies involve the removal of the mass balances of the mRNA and protein, while the other kinetic constants remain unchanged between the different knock-out systems. However, eliminating completely a gene from the system causes numerical problems in simulating this experiment. If the gene that is being removed negatively regulates another gene in the system then the synthesis rate of the regulated gene will tend to be infinity since the concentration of the regulator gene that is removed is raised to a negative power [see Equation (4)]. To overcome this problem and to ensure that the expression level of the 'knocked out' gene remains close to zero, we set the kinetic constants corresponding to the synthesis and degradation reactions (of this gene) to zero. A small threshold number is added to each of the protein concentrations in Equation (7). Therefore, the 'knocked out' gene would still be present at a non-zero but in very small concentration.
For the three-gene system, let the two experiments performed involve the removal of genes 1 and 2, respectively. The relevant mass-balance equations would then be: For gene 1,
For gene 2,
For gene 3,
There is no convenient way to write these equations as one compact matrix equation. But it should become clear later that whatever technique is used to solve the inference problem of the biophysical perturbation studies should be able to solve the inference problem involving the knock-out studies.
Optimization model
If our model (of the genetic network) was true, then we would expect Equation (12) (in the biophysical perturbation study) to be satisfied exactly. However, in light of the several assumptions that we made including the model itself, there is no reason to expect that our model represents the actual genetic network in every detail. There is also the added feature that there will always be noise in the data obtained from a real system. Under these considerations, Equation (12) can be modified to include these deviations:
where matrix R represents the deviation from exact equality of the Equation (12), and I is the identity matrix. If R is the zero matrix, then the mass-balance equations are satisfied. The closer R is to the zero matrix, the closer Equation (12) represents the mass-balance equations. Here, we will use the Euclidean norm as a measure of the distance of R from the zero matrix, although other matrix norms could also be used to quantify this distance. The problem then is the identification of regulatory networks that satisfy the mass-balance equations as closely as possible. This problem can then be formulated as an optimization problem as follows: Problem 1. Given known matrices X and A, find the matrix C that minimizes matrix R such that
• The elements of C are either −0.5, 0 or 0.5. This corresponds to the assumption that a protein can be either repressor (−0.5) or inducer (0.5) of the same gene, or there is no regulatory interaction (0).
• The number of non-zero elements in each row of C is less than or equal to a fixed number, k. This corresponds to the assumption that we do not expect a gene to regulate more than a certain number of genes.
For a general case, we assume that we are dealing with an n-gene system and that we have transcriptional data from an l number of experiments. The problem is then reduced to determining n 2 unknowns, the elements of matrix C. A key observation is that this problem of determining the best possible values of n 2 unknowns is equivalent to n problems where in each problem we have n unknowns (variables) to be determined. 
where superscript T denotes the transpose of the corresponding vectors and matrices, e i are the possible non-zero values of the elements of matrix C (e 1 = 0.5 and e 2 = −0.5) and d i,j ,k are binary variables that can only take values 0 or 1. The identification of the value of these binary variables is essentially equivalent to the identification of the regulatory architecture of the genetic network. For example, if d 1,2,1 = 1, then protein product of gene 2 induces mRNA synthesis of gene 1, and the binary variable d 1,2,2 is set to 0 since we do not allow a gene to be both an inducer and a repressor of the same gene. Similarly, if both d 1,3,1 and d 1,3,2 are equal to zero, then gene 1 is not subject to regulation by protein product of gene 3.
Let a T 1 be the first row of the A matrix and · 2 denotes the norm of a vector as defined before. The objective can then be stated as min
There are also two constraints that should be satisfied based on the assumptions of our approach. To ensure that the elements of y 1 are only −0.5, 0 or 0.5, the binary variables, d i,j ,k , should satisfy the following inequality constraints:
The constraint on the maximum number of regulators would be described by the following inequality equation:
Similar optimization problems can be written for the other two rows. However, since the number of experiments that would be performed would typically be less than the number of genes, it is likely that we would get a large number of inferred alternate genetic networks that result in the same distance of matrix R from the zero matrix. In order to identify every possible solution that minimizes the norm of matrix R we add to the problem an additional constraint on the binary variable for every previously found solution. If d 1 is the first solution generated by the the optimization algorithm, we solve again the problem with the additional following inequality constraint:
where D 1 is the number of non-zero binary variables in the first solution.
In the r-th solution the problem will involve r − 1 additional constraints of the form: and will provide the r-th alternative regulatory network consistent with the experimental data. The generalization of the problem formulation for n genes and l experiments is straightforward (Appendix 4). The optimization model for the data from the knock-out studies will be similar except for minor changes (see Appendix 4).
Simulated data
It has been proposed that algorithms developed for the inference on biological regulatory network inference should be evaluated with respect to their ability to successfully recover complex regulatory networks from simulated but biologically reasonable data (Smith et al., 2002 ). An increasing number of studies is employing the use of simulated data for the development and evaluation of inference algorithms. (Gardner et al., 2003; Hartemink et al., 2002; Husmeier, 2003; Mendes et al., 2003; Michaud et al., 2003; Tegner et al., 2003; Yeung et al., 2002) . The optimization model developed here was evaluated using data from a simulated, randomly generated genetic network modeled using the S-system formalism. In generating the data, we solve for the steady-state of the mRNA and protein mass balances for different values of the biophysical parameters (biophysical perturbation study) or after removal of the mRNA and protein mass balances of a gene species (knock-out study). The optimization problem was solved using the Mixed-Integer Nonlinear Programming (MINLP) solver on the NEOS server (Czyzyk et al., 1998; Dolan, 2001; Gropp and More, 1997) . The MINLP solver (Fletcher and Leffyer, 1998) employs the standard Branch and Bound procedure (Nemhauser and Wolsey, 1988 ) (for integer programming) using a depth-first search. The Branch and Bound method in short consists of developing a solution tree where each node represents an integer relaxation of the original problem. As one moves down the tree, more variables are constrained to take integer values. The bounding procedure allows one to implicitly examine; without actually solving any problem nodes. This procedure is not polynomial in the size of the problem and in a worse case could take an exponentially long time.
RESULTS
We investigated the relationship between the properties of the genetic network, such as the number of genes, and the number and type of experiments required for the identification of the regulatory architecture of the network. Theoretical considerations suggest that two main properties of the system that underlie this relationship are the number of genes in the system and the maximum number of regulatory inputs per gene. Since the number of experiments is usually smaller than the size of the genetic network, there could exist multiple, alternative regulatory structures that could explain the data. Therefore, we also investigated the dependence on the number of alternative regulatory structures on the number of experiments and on the system properties.
We first performed biophysical perturbation studies. In these studies, we chose the number of genes, n, we then formulated the corresponding mRNA and protein mass balances, and we randomly assigned regulatory inputs in the various transcription rate expressions allowing a maximum number, k, of inputs per gene. In addition, a regulatory protein is not allowed to be both repressor and inducer for the same gene. We then used this system to perform simulation experiments where in each experiment a number, η, of biophysical parameters was randomly chosen and their values were perturbed relative to the reference values. The simulated profile on the concentration of the mRNAs was used for the calculation of the expression log-ratios and it constitutes one experimental dataset. Additional experiments were performed in a similar way, with a different, randomly chosen set of perturbed biophysical parameters for each experiment. The results of these studies are summarized in Table 1 .
Analysis of the results in Table 1 suggests that there exist a very large number of alternative regulatory networks that can explain the data when the number of experiments is less than the number of the genes in the network. The set of alternative solutions includes the one used to generate the data. For systems with the same number of genes and the same number of allowable regulatory inputs per gene, but with different regulatory structures, we observed different number of alternative solutions for the same number of experiments. These observations suggest that the number of the alternative solutions depends also on the structure of the regulatory network as well as the combination of the biophysical parameters that are responsible for the changes in the expression profiles. The number of alternative network solutions rapidly falls to a unique solution when the ratio of the number of experiments to the numbers of genes is about one-half.
These observations could be explained by considering the structure of the system. The experimental data satisfy Equation (12) which can be rewritten as:
Each element in a column of matrix X is the ratio of the expression profile of a gene from an experiment relative to the expression profile of the reference system. The number of multiple alternative solutions could be due to the linear dependency of the rows in matrix X since linearly dependent expression profiles for the same genes across different experiments provide redundant information. Since:
the linear dependence on the expression profiles will be due to either linear dependence in the set of perturbed biophysical parameters (i.e. columns of matrix A), or due to the specific properties of the matrix (C − I ) −1 . The elements of matrix A were generated randomly, therefore there is a very low probability we would expect to get linearly dependent columns in this matrix that will give X with linearly dependent columns. An examination of the data generated indicated that this was hardly ever the case. Therefore, the linear dependence is due to the structure of the (C − I ) −1 matrix. Matrix C has a specific structure in that all its elements were either −0.5, 0 or 0.5. Among the possibilities are, a specific Numbers in the parentheses denote the expected probability for uniquely identifying the correct structure [calculated using Equation (31)]. CNS, cannot solve (solver was unable to find a solution) and US, unique solution. 
This particular structure is characteristic of systems where the transcription of more than one gene is regulated by the same regulatory proteins and with the same type of regulation (such genes would have similar promoter organization and binding sites). In prokaryotic systems, this would apply to all genes in an operon. For example, in the above example, the transcription of both genes 4 and 5 is induced by genes 1 and 2, and it is repressed by gene 5. The matrix (C − I ) −1 for this network will then be: 
In two experiments where the transcription rate constants corresponding to genes 1 and 2 only are perturbed, the expression profiles of genes 1, 3 and 5 will be exactly the same while changes in genes 2 and 4 will be related by a factor of 0.5. Examination of the data suggested that this was the case when multiple solutions were found when the number of experiments was close to half the number of genes. Therefore, we would be able to identify a unique regulatory mechanism if either every kinetic constant was perturbed at least once or if matrix C did not have 'special properties'. The probability of randomly generating a C matrix having the special property appears hard to compute. However, we can find an expression for the probability that after l experiments every kinetic constant has been perturbed at least once, which is equivalent to the probability of identifying uniquely the correct regulatory structure from l experiments. We derived a recursive expression for a lower bound on the probability that every kinetic constant was perturbed at least once, when l experiments are performed on an n-gene network with η kinetic constants being perturbed in each experiment (see Appendix 5 for derivation of the formula): where P (q, n) is the probability of interest and q is the product, l × η. This result suggests that, for the same probability of identifying uniquely the correct regulatory structure, the number of experiments can be reduced if we increase the number of biophysical parameters perturbed in each experiment. The simulation results also suggest that as this probability is increasing, the number of alternative structures identified is decreasing rapidly. In some cases even though there was a very low or a zero probability, a unique network was identified since the estimated probability [Equation (31)] provides a lower bound and the structure of the corresponding matrix C did not require that every kinetic constant to be perturbed at least once. Figure 2 illustrates the dependence of the number of experiments, for a fixed number of perturbed biophysical parameters in each experiment, required to guarantee within a probability threshold the developed method will identify uniquely the correct regulatory structure. It appears that the number of experiments is exponentially increasing with the number of the genes in the network. Through linear regression of the data in Figure 2 , we estimated that:
with λ ranging between 5.32 [for P (l × η, n) = 0.70] and 2.34 [for P (l × η, n) = 0.99], and κ ranging between 1.12 [for P (l × η, n) = 0.70] and 1.18 [for P (l × η, n) = 0.99].
Even with a new mathematical result on the problem formulation we were able to decompose the problem of finding the pathways into n sub-problems, and reduce the complexity of working with n 2 variables to problems with only n integer variables, all the present state-of-the-art integer programming solvers used were not able to handle problems for large number genes (>100) ( Table 2 ). In addition, even for problems of this size the performance of these solvers was inconsistent; in particular, the performance was very sensitive to the optimality tolerance set for the solution. When a loose solution tolerance (10 −2 ) was set, the solver reported solutions as optimal which were clearly not optimal, and it became increasingly difficult to find optimal solutions of the problems when a tighter tolerance (10 −6 ). This phenomenon of increased difficulty in solving integer programs when accurate solutions are desired is well known. These results suggest the requirement for the development of algorithms, tailored to the structure and the complexity of the gene regulatory networks and to the associated mathematical representations.
We have also performed single-gene knock-out experiments (see Methods section). We observed that in the majority of the simulation experiments the correct regulatory structure could be uniquely identified only when the number of experiments is equal to or greater than the number of genes in the network (Table 2 ). This is due to the similarity of these studies to the previous case studies in the regime where one biophysical parameter was perturbed in each experiment. In order to guarantee that every biophysical parameter will be perturbed at least once, in a single-gene knock-out experiment, we should perform as many knock-out experiments as the number of genes in the network. Depending on the regulatory structure of the system, i.e. the structure of the matrix C, and the genes we knock-out, it would be possible to require a smaller number of experiments (see cases for n equal to 5 and 10 and l equal to 3 in Table 2 ).
DISCUSSION
Model-based identification methods allow the identification of the regulatory interactions in genetic networks based on mRNA expression data. Since every mathematical model is an approximation of the real biological system, methods for the identification of regulatory interactions should allow the identification of multiple possible regulatory interactions that are consistent with the experimental data. The framework we presented here is based on S-systems modeling of gene expression and on advanced optimization methodologies that allow the identification of multiple regulatory interactions that are consistent with the experimental data. Our studies focused on the number and type of experiments required for uniquely identifying the genetic regulatory network of the system under study.
Our studies lead to two very important conclusions for the analysis of DNA array data. We found that if there are two or more genes whose expression profiles across the different experiments are linearly dependent, any model-based identification method will fail to identify a unique regulatory structure consistent with the data. This could be the case for co-regulated genes, as discussed above, or for genes that appear to be co-regulated within the accuracy of the experimental methods. This finding suggests that in this case we should cluster the co-regulated genes into a single 'gene' and study the interactions of this new 'gene' in the network. The identified regulatory connections could then be due to interactions of single or multiple members of the cluster, and closer investigation of the elements in the cluster might help in refining the regulatory network.
The number of experiments required for uniquely identifying the correct regulatory structure was found to depend both on the number of genes and the number of simultaneously perturbed biophysical parameters in each experiment. We found that the number of the experiments times the number of the biophysical parameters perturbed in each experiment should be nearly half of the number of the genes in the system in order to identify a unique regulatory structure. This relationship is an overestimate with respect to required number of experiments, and fewer experiments might be required depending on the structure of the underlying regulatory structure. This result also suggests that we could decrease the required number of experiments if in each experiment we increase the number of the biophysical parameters we perturb.
Our studies involved a number of simplified assumptions and we have also assumed that the origin and the magnitude of the perturbation in each experiment are known. This might be the case in experiments where specific genes are targeted for overexpression or downregulation, or in the case of knock-out experiments. In the later case, identification of the regulatory structure based on single-gene knock-out experiments might require the knock-out of every gene. We are currently investigating the number of experiments required if we consider two-gene and three-gene knock outs.
The use of a mixed-integer optimization method allow us to identify every possible regulatory structure that is consistent with the experimental data. This capability will be extremely useful for the analysis of real experimental data that are subject to experimental noise, and it provides experimentalists with alternative hypotheses and molecular models that could be evaluated based on the additional knowledge about the system and additional experimental studies. In addition, the method allows us to formulate constraints on the structure of the system that can enforce known regulatory interactions or do not allow genes to act as regulators if it is known that they are not regulatory proteins from experiments such as ChIp-onchip [chromatin immunoprecipitation on a chip (DNA array)] (Iyer et al., 2001; Molle et al., 2003; Ren et al., 2000) .
When the method identified multiple structures, we also observed that certain identified regulatory interactions were common in every alternative structure and they were present in the system used to generate the experimental data. This suggests that the regulatory interactions that are common in the identified alternative structures are highly probable to be present in the original system. We are currently investigating the generality and the origins of this result, as well as if this result holds when the data are corrupted with noise.
APPENDIX 1
The analysis presented in this appendix is based on the S-system methodology for the power-law representation proposed by Savageau and co-workers (Savageau, 1969a (Savageau, ,b, 1976 Savageau and Voit, 1982; Voit and Savageau, 1987) . We will consider the case that the transcription rate of a gene is subject to induction regulation by a protein, P. Under the common assumption of fast reversible binding of the protein on the regulatory region of the DNA the transcription rate is described by the following hyperbolic kinetic expression:
where k tr is the transcription rate constant, B is the concentration of the protein-binding sites and K is the dissociation constant of the protein-DNA complex. Taylor expansion of the kinetic expression in Equation (A1.1) with respect to protein concentration around a reference state can be written as follows:
where subscript 'o' denotes the corresponding quantity evaluated at the reference state conditions. Ignoring higher order terms and scaling around the reference state leads to the following expression:
For any logarithmic function of variable, y, we can write for up to first-order approximation the Taylor series around .1) with power-law representation derived around different reference states:
a reference value, y o , as follows:
which suggests that Equation (A1.3) can be rewritten as:
where the superscript 'P L' indicates the power-law kinetics of the transcription rate with:
For the hyperbolic rate expression in Equation (A1.1), the exponent ε can be calculated as a function of the dissociation constant, K, and the reference protein concentration:
The power-law expression in Equation (A1.5) can be used to approximate the kinetic expression in Equation (A1.1) after choosing a reference state and calculating the corresponding values for the constant α and the exponent ε. Figure A1 demonstrates the accuracy of the power-law expression derived for three different reference states: P o = 0.5·K which corresponds to α = 0.529 and ε = 0.667; P o = K which corresponds to α = 0.5 and ε = 0.5; and P o = 2·K which corresponds to α = 0.529 and ε = 0.333. Over a wide range of protein concentration (0-4 · K) the power-law representation with α = 0.5 and ε = 0.5 is the best non-linear approximation with an average relative error ((V tr − V PL tr )/V tr ) equal to −13.34 and SD 18.02. For the other two cases, the relative errors (SD) are higher: −29.28 (21.13) for α = 0.529 and ε = 0.667, and −14.65 (42.47) for α = 0.529 and ε = 0.333. The above considerations suggest that kinetic expressions of the form:
can be best approximated by a power-law representation of the form:
Similar analysis could also show that kinetic expression of the form:
In general, a relatively accurate power-law approximation can be developed for any type of complex non-linear biochemical kinetics (Savageau, 1976; Savageau and Voit, 1982; Voit and Savageau, 1987) .
APPENDIX 2
According to this representation, the gene expression synthesis rate can be written as:
where V s i is the synthesis rate of gene i, α i is the synthesis rate constant, P j is the product protein of gene j which regulates the synthesis of gene i and ε ij is a power that quantifies the strength of regulatory interaction of gene i by gene j . Similar power-law kinetic expressions can be formulated for the degradation rates of mRNA, and for the synthesis and degradation rates of proteins.
Based on the power-law rate expressions Equation (A2.1) the mass balances for the mRNA of gene i and its protein product can be written as follows:
where M i and P i are the concentrations of mRNA and protein products, respectively, of gene i, α, β, γ and δ are rate constants, and ε ij , θ ii , σ i and ξ i are constants that quantify the strength of interactions. The information about the regulatory where c r i is the transpose of the i-th row of matrix C, and k is the maximum number of regulatory inputs per gene.
For the 'Biophysical perturbation studies', W = X is the n×l matrix of log-ratios of the changes in the mRNA concentration and a k is the log-ratio of the change in synthesis rate of the k-th gene in all the l experiments. For the 'Knock-out studies', W = X if the i-th gene was not removed in any of the l experiments, else it is the X matrix with the i-th row removed and the a i vector is the zero vector.
APPENDIX 5
Consider the following situation. A person begins throwing balls at a group of n buckets. Each ball (from each throw) has an equal probability of falling in any of the n buckets. The problem is to determine the probability that after h throws, f buckets are filled with one or more balls. Define Then by the law of total probability,
P (E h,f ) = P (E h−1,f −1 )P (D h,n−f +1 ) + P (E h−1,f )P (D h,f ), or
(A5.1)
Clearly, the probability of having more than one bucket filled with one throw should be zero, i.e.
P (E
It should also be clear that the probability of having just one bucket filled after k throws should be given by,
There is an analogy of this situation with that of perturbing every one of the n kinetic constants in the genetic network, at least once. Each experiment in which η kinetic constants are randomly chosen can thought of being similar to making η throws at the group of n buckets. The only difference is now that all these η throws fall in different buckets. However between experiments, there can be overlap of the kinetic constants chosen. Hence l experiments can thought of as similar to making l × η throws. Because of non-overlap within an experiment, the probabilities computed should be a lower bound on the desired values.
