We present a robust and scalable solver for time-harmonic Maxwell's equations for problems with large conductivity contrasts, wide range of frequencies, stretched grids and locally refined meshes. The solver is part of the fully distributed adaptive 3-D electromagnetic modelling scheme which employs the finite element method and unstructured non-conforming hexahedral meshes for spatial discretization using the open-source software deal.II. We use the complexvalued electric field formulation and split it into two real-valued equations for which we utilize an optimal block-diagonal pre-conditioner. Application of this pre-conditioner requires the solution of two smaller real-valued symmetric problems. We solve them by using either a direct solver or the conjugate gradient method pre-conditioned with the recently introduced auxiliary space technique. The auxiliary space pre-conditioner reformulates the original problem in form of several simpler ones, which are then solved using highly efficient algebraic multigrid methods. In this paper, we consider the magnetotelluric case and verify our numerical scheme by using COMMEMI 3-D models. Afterwards, we run a series of numerical experiments and demonstrate that the solver converges in a small number of iterations for a wide frequency range and variable problem sizes. The number of iterations is independent of the problem size, but exhibits a mild dependency on frequency. To test the stability of the method on locally refined meshes, we have implemented a residual-based a posteriori error estimator and compared it with uniform mesh refinement for problems up to 200 million unknowns. We test the scalability of the most time consuming parts of our code and show that they fulfill the strong scaling assumption as long as each MPI process possesses enough degrees of freedom to alleviate communication overburden. Finally, we refer back to a direct solver-based preconditioner and analyse its complexity in time. The results show that for multiple right-hand sides the direct solver-based pre-conditioner can still be faster for problems of medium size. On the other hand, it also shows non-linear growth in memory, whereas the auxiliary space method increases only linearly.
I N T RO D U C T I O N
The necessity to perform calculations of electromagnetic (EM) fields in 3-D settings arises frequently in geo-EM methods. For simulations of realistic surveys, including large numbers of sources and receivers in 3-D volumes of complex geometry, and for inverting realistic 3-D data sets, highly efficient modelling algorithms are required. The behaviour of the EM fields is governed by Maxwell's equations. For a comprehensive 3-D model of domains with a complex distribution of electrical properties and sources, we need to adopt advanced spatial discretization techniques in order to calculate an approximation of the EM field within the domain subject to prescribed boundary conditions. In this work, we use the finite element method (FEM) for this task. Our choice is motivated by the fact that FEM for Maxwell's equations provides a well-established theory (Hiptmair 2002; Jin 2002; Monk 2003) which enables extensive error estimation analysis (e.g. Beck et al. 2000; Bürg 2012 , and references therein) and enough flexibility to develop efficient adaptive schemes in 3-D (e.g. Bürg 2013; Ren et al. 2013) . To large extent the success of FEM in an applied sense is supported by the existence of well designed and thoroughly tested and maintained open-source libraries (Kirk et al. 2006; Bangerth et al. 2007;  Robust and scalable 3-D EM modelling 111 Logg & Wells 2010) and meshing tools. They simplify development of the specific application codes and their applicability to realistic problems.
There is a large number of papers published which use a variety of finite element formulations aimed at geo-EM modelling in 3-D (see review paper by Börner (2010) and more recent works by Schwarzbach et al. 2011; Farquharson & Miensopust 2011; Puzyrev et al. 2013; Ren et al. 2013) . Usually, finite element discretizations of Maxwell's equations result in large, but sparse, systems of linear equations. The solution of these systems constitutes the most time-consuming part of the modelling algorithm. Hence, there is a huge demand for robust and scalable methods to solve these problems.
The classical formulation of time-harmonic Maxwell's equations involves the operator ∇ × which inherits a large and non-trivial nullspace (Zaglmayr 2006; Schwarzbach 2009 ). This makes the solution of problems involving low frequencies difficult and the common remedy is an explicit application of divergence correction schemes (Smith 1996; Sasaki & Meju 2009; Farquharson & Miensopust 2011) . Although divergence correction suppresses some spurious effects in the solution, the original problem remains ill-conditioned. Many realistic models contain air layers which have a much lower conductivity than any subsurface materials resulting in conductivity contrasts of 10 8 S m −1 or even larger. Generic iterative methods experience difficulties for this type of problems (Ernst & Gander 2011; Um et al. 2013 ) and converge slowly. Furthermore, nonuniform and locally refined meshes are often required to adequately discretize large 3-D modelling domains. Again, this may result in efficiency losses (Mulder 2006; Farquharson & Miensopust 2011) due to the negative impact on the condition number of the system matrix. In order to ensure accuracy and efficacy for a wide range of practical problems, the robustness of the applied method is crucial.
Modern high-performance platforms with distributed architectures allow solving ever larger complex problems. However, to utilize the computational power of these platforms, one needs to address a number of challenges regarding the efficiency of algorithms and methods in a distributed environment (Gropp 2005) . For instance, distributed direct solvers (Schenk & Gärtner 2004; Li 2005; Amestoy et al. 2006; Maurer & Wieners 2011) are very robust and their performance is virtually independent of model parameters. Furthermore, they allow a user to obtain solutions for multiple right-hand sides at low cost, since only a single expensive factorization of the system matrix is required; followed by relatively inexpensive forward and backward substitutions (Operto et al. 2007; Streich 2009 ). Unfortunately, direct solvers lack scalability due to non-linear growth of time and memory complexities and low computation-to-communication ratios (Gould et al. 2007; Pardo et al. 2012) which, in practice, limits the size of problems they can be applied to. In contrast, multilevel methods such as domain decomposition and multigrid are considered scalable (Smith et al. 2004) . Furthermore, these methods preserve their efficiency when run on the largest supercomputers available today (Adams 2012; Baker et al. 2012; Brown et al. 2013) . Classic multilevel methods fail when applied to Maxwell's equations because of a large null-space of the curl operator (Zaglmayr 2006) . Although, specific geometric multigrid schemes, which address this issue explicitly, have been devised (Hiptmair 1998; Arnold et al. 2000; Mulder 2006; Haber & Heldmann 2007; Nechaev et al. 2008) . Nevertheless, the difficulty with geometric multigrid methods is that their scalable implementation for unstructured grids with highly discontinuous coefficients and stretched meshes can be very challenging and technically involved.
The main goal of this work is to find a robust and scalable solver for large-scale 3-D geo-EM forward modelling problems which takes into account all of the considerations above. In this contribution, we concentrate on 3-D EM modelling in frequency domain for the magnetotelluric method (MT). We make a corresponding plane-wave source assumption and neglect displacement currents as they are irrelevant in the frequency range under consideration (Berdichevskii & Dmitriev 2008) . Nevertheless, the conclusions drawn and methods presented are valid for controlled-source EM methods as well.
Section 2 starts with the problem formulation. We briefly describe its discretization using the FEM in Section 2.2 and introduce an a posteriori error estimator in Section 2.3. We split the complex-valued equations, which have been derived in frequency domain, into two coupled real-valued equations and employ an efficient block-diagonal pre-conditioner for the resulting problem in Section 3. In Section 3.1, we show how a direct solver can be used efficiently on smaller blocks of the pre-conditioner to accelerate the solution process of the original system for problems of moderate size. For larger problems, we adopt the auxiliary space pre-conditioner (Hiptmair & Xu 2007; Kolev & Vassilevski 2009) which reformulates the original problem as a combination of simpler ones and solves them using highly efficient methods. Details are given in Section 3.2. The rationale for real-valued formulation is given in Section 3.3. Section 4 reports results for a series of numerical experiments aimed at analysing the robustness and scalability of the methods at hand by using benchmark COMMEMI 3-D models.
F O R M U L AT I O N O F T H E P RO B L E M

Governing equations
We consider the time-harmonic electric field formulation of Maxwell's equations with time-dependence expressed by the factor e iωt :
where ⊆ R 3 is some bounded Lipschitz domain, ω is an angular frequency, μ is the magnetic permeability of free space, E : → C 3 is some complex-valued electric field, and σ : → R + denotes the electric conductivity. In order to guarantee the uniqueness of the solution (e.g. Monk 2003), we impose the Dirichlet boundary conditions
where n is an outward-pointing normal vector on and E 0 is a known exterior field. For simplicity, we concentrate on the isotropic case, although the implemented scheme can easily be adapted to support anisotropic media. Once eq. (1) is solved, the magnetic field is calculated by virtue of Faraday's law
By taking the divergence of the first equation of (1) and using the fact that ∇ · (∇ × F) = 0 for all sufficiently smooth functions F : → C 3 and σ = 0, we observe that the second equation follows directly from the first one. Thus, it suffices to consider the boundary value problem 
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By using the secondary field formulation (Newman & Alumbaugh 1995) , this can be written as
where σ 0 is some background model conductivity. The background model is represented by a horizontally layered medium and E 0 = E 0 (ω, σ 0 , z) is an incident electric field which can be calculated analytically. Then, the total electric and magnetic fields are calculated as (4) and splitting the result into a system of two real-valued equations yields
Analogously, we can separate complex-valued eq. (2) into two real-valued equations
and
In what follows, we will work with eqs (5)-(7). We defer the discussion of the motivation behind this split to Section 3.3.
Spatial discretization using finite elements
First, we define a space of 3-D vector functions whose curl is in
By H 0 (curl, ) we denote the functions u ∈ H(curl, ) which additionally satisfy homogeneous Dirichlet boundary conditions, that is, n × u = 0 on .
Next, we multiply system (5) by test functions ϕ, ψ ∈ H 0 (curl, ) and use integration by parts to obtain the weak formulation for finding
for all ϕ, ψ ∈ H 0 (curl, ). By defining the inner product
we can write (8) in the more compact form
To discretize this problem, we split the continuous domain into a set K of non-overlapping hexahedral, possibly nonparallelogrammic, cells. For electric fields, one usually wants to permit discontinuities of the normal components, but have continuous tangential components. These continuity requirements are satisfied by all functions from the space H 0 (curl, ). For the discretization of this function space, we choose Nédélec elements of order zero (Bossavit 1998; Monk 2003; Šolín et al. 2004 ). The 12 shape functions-one for every edge of a hexahedron-of this finite element are continuous across cell boundaries in its tangential components, but discontinuous in its normal component. Since we use real-valued formulation (5), there are two degrees of freedom (DoF) per edge, resulting in a total of 24 DoFs per cell. For details on the definitions of basis functions and mappings between reference and real cells, the reader is referred to Brenner & Scott (1994) , Šolín et al. (2004) , Nam et al. (2007) and Demkowicz et al. (2008) .
Replacing H 0 (curl, ) in (9) by its finite-dimensional approximation space V(K) yields the discrete formulation to find
for all φ, ψ ∈ V(K). Then, the solutions E s R , E s I of (10) can be written as
where {ϕ i , ψ j } 1 ≤ i, j ≤ n is a basis of V(K). Inserting this into discrete formulation (10) yields
which can be written in matrix-vector notation as
T are blocks of the solution vector of this linear system of equations. Here, the sparse, symmetric, positive semi-definite matrices C ∈ R n×n and M ∈ R n×n are given by
respectively, and N := 2n stands for the total number of degrees of freedom with n being the number of edges of the mesh.
From the numerical point of view, it is beneficial to work with symmetric matrices. Multiplying the second row in eq. (12) by minus one, results in a symmetric indefinite system of linear equations
In MT, we are highly interested in derived quantities such as the impedance tensor. To be able to calculate this tensor, system (13) must be solved two times for orthogonal source polarizations. Since we use the secondary field formulation and homogeneous Dirichlet boundary conditions, changing the polarization affects only the right-hand side of eq. (5). Hence, a costly recalculation of the system matrix entries in eq. (13) 
from which individual components can be derived (Mackie & Madden 1993) . Finally, apparent resistivity and phase for an impedance tensor component can be written as
respectively.
A posteriori error estimator
Locally refined meshes can affect the condition number of the system matrix. To facilitate a proper testing of the presented methods on a series of locally refined meshes, we implemented a residualbased a posteriori error estimator (Beck et al. 2000; Chen et al. 2007; Bürg 2012) to estimate the accuracy of the computed numerical solution of (11) in comparison to the (unknown) analytical solution of (5). To identify those cells of K which need to be refined, the error estimator can be split into a sum of local contributions
where
for all K ∈ K. Here, the residual-based term η R,K is defined as:
and the jump-based term η J, K is given by
where h K := diam(K ) is the diameter of hexahedra K, e is an interior face of K, that is, e ∩ = ∅, and [ · ] denotes the jump of the quantity across element boundaries. The residual-based term vanishes if both original eq. (4) and its divergence are exactly fulfilled. Note that the divergence of (4) represents the conservation law. The jump-based term vanishes if the tangential components of the magnetic field and the normal component of the current density are continuous. The continuity of these quantities is not guaranteed by the weak formulation (9) or the finite element solution of (11) itself, yet they approach zero when the finite element solution converges towards the analytical solution of (1). Thus, they turn out to be meaningful error indicators. Since the error indicator η K can be calculated for every cell K ∈ K and represents an estimation of the error of the finite element solution on this cell, it can be used for local adaptive mesh refinement. To this end, we use the fixed fraction strategy (Dörfler 1996) and select the smallest subset M ⊆ K of cells, such that
for a predefined 0 < θ ≤ 1. The selected cells are then refined through bisection in all three dimensions. The procedure can be repeated until η is sufficiently small. Note that the choice θ = 1 corresponds to a global mesh refinement.
Hanging nodes
In contrast to tetrahedral meshes, it is extremely difficult to obtain a conforming hexahedral mesh (i.e. all cells share only a whole edge or face) during local refinement. To mitigate this problem, we permit non-conforming meshes with 1-irregular hanging nodes as shown in Fig. 1 . To explain the concept of 1-irregular hanging nodes in a bit more detail, let us first consider the 2-D situation depicted in Fig. 2 (a). As described in Section 2.2, each edge possesses one DoF and, thus, the edge hosting DoF x 2 coincides in part with the edges hosting DoFs x 0 and x 1 , respectively. Since we want to approximate functions from the space H 0 (curl, ), the tangential component of the finite element solution of (11) has to be continuous across this edge. In this situation, this is not immediately the case, because the edge, on which DoF x 2 is located, is longer than the edges associated with DoFs x 0 and x 1 . To resolve this discrepancy, one constrains DoFs x 0 and x 1 to be
Now, let us consider the 3-D situation shown in Fig. 2(b) . Here, we have in total twelve constrained DoFs: eight are located at the edges of the face at which the cells meet (indicated with red lines in Fig. 2b ) and the other four are located on the edges which are inside of the face (indicated with blue lines in Fig. 2b ). The eight DoFs on the outer edges are treated in exactly the same way as described in the 2-D case. The other four DoFs located in the interior of the face are set to the average values of the degrees of freedom associated with the two outer edges of the face which point into the same direction as the interior edge. Enforcing these constraints is done in several steps. First, the entries of the rows and columns corresponding to the constrained DoFs are distributed to the corresponding unconstrained rows and columns. Similarly, the corresponding elements of the right-hand side vector are distributed to the unconstrained entries of this vector. After distribution, the constrained rows and columns of the system matrix and the corresponding entries of the right-hand side vector are set to zero. To avoid a singular system matrix, however, entries on the main diagonal, which correspond to the constrained DoFs, are set to a positive value with magnitude similar to the other entries on the diagonal. This eliminates coupling between unconstrained and constrained DoFs and, thus, the elements of the solution vector corresponding to the constrained DoFs are zero, and have to be calculated by using the constraints (e.g. from eq. 21) once system (13) is solved. After this procedure, the finite element solution of the eq. (11) satisfies the continuity requirements of the space H 0 (curl, ) again. For more details about the concept of hanging nodes, we refer to Bangerth et al. (2007) and Bangerth & KayserHerold (2009) .
L I N E A R S O LV E R S
In this section, we discuss the solution of the resulting system of linear eqs (13). A straightforward approach would be to use LU decomposition which is computationally very expensive and not scalable both in terms of time and memory (Operto et al. 2007; Brossier et al. 2010 ). Since we aim to solve large problems, we need to circumvent these drawbacks.
Therefore, we apply an iterative Krylov subspace technique, namely the flexible generalized minimal residual (FGMRES) method (Saad 2003) . This method also works for indefinite matrices such as the one in eq. (13). For iterative solvers, the pre-conditioner is an extremely important component and has dramatic impact on its convergence rate. A good pre-conditioner has to be spectrally equivalent to the matrix it is applied to, that is, for some pre-conditioner P, the condition number of the product P −1 A should have a constant upper bound independent of the size of A. At the same time, construction and application of a pre-conditioner have to be cheaper than a direct factorization of the system matrix.
Here, we use a real, symmetric, and positive definite blockdiagonal pre-conditioner
where B = C + M. Chen et al. (2010) proved that, as long as matrices C and M are symmetric positive semi-definite and both conductivity and frequency are larger than zero, the matrix P A is spectrally equivalent to system matrix A from eq. (13) and the condition number of P
−1
A A has an upper bound of √ 2, independent of matrix size, frequency and conductivity contrasts. Therefore, by using this preconditioner, FGMRES should converge to a solution of (13) in a small number of iterations N iter N . Because of its block-diagonal structure, a product of the inverse P 
Since FGMRES requires one matrix-vector product per iteration, N iter FGMRES iterations will incur the solution of 2N iter problems (23). In the next two sections, we will discuss efficient methods to solve systems like (23).
Direct solver-based block pre-conditioner
To solve the linear system of eqs (23), we calculate the LDL T decomposition of the symmetric matrix B, where L denotes some lower-triangular matrix and D is a diagonal matrix (Golub & van Loan 1996) . Since pre-conditioner (22) is constructed only once, we also have to compute only one single decomposition. All other matrix-vector products will merely require inexpensive backward and forward substitutions. As long as the P A -pre-conditioned FGM-RES needs only a few iterations to converge, the time spent in backward and forward substitutions can be neglected and the overall cost of the solver is approximately equivalent to the time and memory required by the LDL T factorization. As a result, instead of applying an expensive LU factorization directly to the matrix in eq. (12), we use the FGMRES method pre-conditioned with the matrix P A . This approach needs only one single and much cheaper LDL T decomposition of the matrix B which is half the size of A. This results in a significant reduction of computational time and memory. Furthermore, there is also no need to recompute the factorization for subsequent right-hand side vectors; making this approach particularly suitable for inverse problems of medium sizes, where the necessity to get solutions for multiple right-hand sides exists (Egbert 2012; Grayver et al. 2013) .
Auxiliary space block pre-conditioner
Even though the direct solver-based block pre-conditioner presented in the previous section is more efficient than applying a direct solver to A or to its complex analogue (see Section 3.3), its scalability is still quite poor. For larger problems with N > 10 6 , we have to resort to a scalable and robust method to solve the block linear system of equations. Matrix B contains a discretization of the bilinear form involving the operator ∇ × and, therefore, all the difficulties discussed in Section 1 regarding the solution of the linear system of eqs (23) remain. Hiptmair & Xu (2007) address this issue and develop an efficient auxiliary space pre-conditioner for this type of problems.
For the sake of completeness, we give here a brief description of their pre-conditioner in simplified settings. A detailed derivation can be found in Hiptmair & Xu (2007) , Kolev & Vassilevski (2009) . In essence, auxiliary space pre-conditioning employs the fact that any vector u that belongs to the space V(K) (including our solution vector x) possesses a stable decomposition
where z ∈ Q(K) 3 , p ∈ Q(K), and v ∈ V(K). Here, the finite element space Q(K) is a discrete version of the space
containing all scalar functions with square-integrable gradient and homogeneous Dirichlet boundary values. We assume that the basis functions for the space Q(K) are given by nodal Lagrange elements and dim (Q(K)) = m, where m denotes the number of mesh vertices or nodes. The H 0 (curl)-conforming interpolation operator curl : H 0 (curl, ) → V(K) is obtained by integrating tangential field components along the edges of the mesh
where E(K) is the set of all interior edges of K and φ l ∈ V(K) is the Nédélec basis function associated with edge l.
Identity (24) is the discrete Helmholtz decomposition representing the vector u as the sum of divergence-and curl-free fields as well as some residual v. This residual v is added to account for the discretization error and make (24) hold for finite element spaces V(K) and Q(K) defined on mesh K (Bürg 2013; Hiptmair & Xu 2007) .
Decomposition (24) suggests that an efficient pre-conditioner for B can be constructed via the application of multilevel Schwarz methods (Zhang 1992; Smith et al. 2004 ) and auxiliary space theory (Xu 1996) . Suppose there exists a small number k of auxiliary spaces {W k (K)} equipped with mapping operators k :
Then, the optimal pre-conditioner for system (23) can be written as
where B k = T k B k is a set of variationally defined operators for all auxiliary spaces. By employing eqs (24) and (25), we introduce the following auxiliary space pre-conditioner for matrix B:
where D = R T BR and L = G T BG. Matrix R ∈ R n×3m represents the interpolation operator from the vector nodal space Q (K) 3 to the Nédélec edge space V(K) and matrix G ∈ R n×m represents a discrete gradient operator that maps the gradient of the nodal space
Further, S is some symmetric positive definite matrix acting as the smoothing operator. Note, eq. (26) is equivalent to eq. (25) with mappings being defined as 1 = R, 2 = G, and 3 = I. However, pre-conditioner (26) is not practically very useful yet, because it involves the computation of three inversions. The key step that makes it practically appealing is that these inverses can be replaced with spectrally equivalent analogues without deteriorating the key properties of P (24), which originates from the discretization error and consists of local oscillatory components. Neglecting this term results in significant deterioration of the performance (Hiptmair & Xu 2007 ) and, thus, it has to be taken into account. On the other hand, it is well-known that the Jacobi and Gauss-Seidel iterative schemes can eliminate such components very efficiently (Baker et al. 2011) . Therefore, reasonable choices for the matrix S are S = diag(B), corresponding to the Jacobi iteration, and
where L B denotes the lower triangular part of B, corresponding to the Gauss-Seidel iteration. Then, a practical application of the inverse S −1 of S consists only of performing a few Jacobi or GaussSeidel iterations.
Summarizing, we solve problem (23) by using the CG method with pre-conditioner (26). Therefore, we never have to compute matrix P −1 B explicitly, but rather calculate its product with a vector. As can be seen, this reduces the application of P −1 B to a solution of three linear systems. Since these systems are a part of the pre-conditioner, they are solved only approximately. In this case, the matrices L −1 and D −1 are replaced with a single V-cycle of algebraic multigrid, and the product S −1 u is obtained by applying a few Gauss-Seidel iterations with the matrix B to vector u.
Why not using the complex formulation?
We have derived discrete system (12) by using two coupled realvalued eqs (5) and employing the FEM. Eq. (12) is the real-valued formulation of the complex system
where K = C + iM is a complex symmetric non-Hermitian matrix of size n × n. System (27) can be derived from eq. (4). Although the two systems are equivalent in theory, some implications arise if one aims at finding efficient numerical methods to solve them (Day & Heroux 2001; Benzi & Bertaccini 2008) . In this section, we give a rationale behind our choice to work with real-valued formulations rather than its complex analogue and consider both computational and technical reasons for the two pre-conditioners presented in Sections 3.1 and 3.2.
In case of using a direct solver, the LDL H decomposition can be applied directly to the matrix K from eq. (27). This would eliminate the necessity to use the FGMRES method in combination with preconditioner (22) which requires a single factorization of matrix B from eq. (23) and the solution of 2N iter systems using backward and forward substitutions with N iter being the number of FGMRES iterations. Thanks to the high efficiency of the block-diagonal preconditioner (22), only a few iterations are required to converge to an accurate solution. Therefore, factorization of the complex matrix K can be more expensive than factorization of the real matrix B and 2N iter additional forward and backward substitutions. This is due to the fact that complex number arithmetic is more expensive than real number arithmetic, both in terms of floating-point operations and memory access. In comparison with the direct solver MUMPS, which we use in this work, the application of FGMRES with blockdiagonal pre-conditioner is-on average-two times faster than the direct factorization of the complex matrix. The other advantage of this approach comes from the fact that the factorization of B requires twice less memory than the factorization of K.
For the auxiliary space pre-conditioner, we are not aware of any documented evidence that this method is readily transferable to the complex case and whether its efficiency would be preserved. Such analysis goes beyond the scope of this paper and the following is speculation. Assuming one can derive it for the complex case, this would again eliminate the necessity to use block-diagonal pre-conditioner (22). The performance of the auxiliary space preconditioner depends largely on the solvers required for the secondorder elliptic auxiliary problems (see eq. 26). Whereas scalable and highly optimized algebraic multigrid codes exist for real-valued problems (Henson & Yang 2002; Gee et al. 2006) , the extension of these methods to the complex case is still an active area of research (MacLachlan & Oosterlee 2008 ). An alternative is to use geometric multigrid, but the scalable and robust implementation of such a method for non-conforming unstructured meshes poses a challenging task and would require a substantial amount of work, whereas the algebraic methods used in this work do not require any information about the mesh (Falgout 2006) . Taking into account these technicalities, the implementation of the auxiliary space pre-conditioner for complex formulation (27) is not straightforward. Furthermore, considering that the complex arithmetics is more expensive than the real, the overall performance of this pre-conditioner for the complex formulation is difficult to predict.
N U M E R I C A L E X P E R I M E N T S
A competitive method needs to be able to handle high conductivity contrasts such as the one between air and land, or steel (e.g. pipelines or borehole casing) and normal rocks. To test the robustness of the method, we assign a small nonzero conductivity of 10 −9 S m −1 to the air layer for all subsequent models. In all cases, FGMRES is stopped as soon as the norm of the relative residual drops below a pre-defined tolerance, that is,
where tol = 10 −8 . In addition, we need to set a stopping tolerance when solving the linear systems of eqs (23). Recall, matrix P
−1
A is only an approximation to A −1 and, thus, solving (23) to a very small tolerance is not necessary. On the other hand, if the solution is too rough, more outer FGMRES iterations will be performed. For the direct solverbased pre-conditioner discussed in Section 3.1, we readily obtain very small relative residuals, often close to machine precision, for the linear systems of eqs (23). Even though we do not need this level of accuracy, there is often no way to control this when using generic direct solvers. For the approach presented in Section 3.2, we use the CG method with auxiliary space pre-conditioner and can control the stopping conditions. We have found that a relative residual of 10 −3 ensures fast convergence of the FGMRES method and a relatively quick application of P −1 A . We have implemented the discrete finite element formulation presented in Section 2.2 using the open-source finite element library deal.II (Bangerth et al. 2007 ). The implementation is fully distributed, i.e. all structures and linear algebra objects are almost uniformly subdivided among a predefined number of MPI processes (Bangerth et al. 2011) . For efficient mesh partitioning, deal.II makes use of p4est . To store vectors and matrices, we utilize PETSc (Balay et al. 2013 ) which also provides a unified interface to several distributed direct solvers. For this work, we use MUMPS (Amestoy et al. 2006) to construct the direct solver-based block pre-conditioner presented in Section 3.1. For auxiliary space pre-conditioning as presented in Section 3.2, we have implemented an interface to hypre's implementation (Kolev & Vassilevski 2009 ) and adapted it for our non-conforming hexahedral meshes. This implementation is based on highly scalable smoothers (Baker et al. 2011) and algebraic multigrid methods (Henson & Yang 2002) .
All numerical tests were run on a distributed platform consisting of 32 interconnected nodes, each equipped with two eight-core AMD Opteron 2.2 GHz processors. Since the platform was installed in 2010, the run-times reported here are likely higher than we would obtain with more recent hardware.
Verification of the numerical scheme
We verify correctness of the developed method by using the COMMEMI 3D-1 and 3D-2 models (Fig. 3) and compare our results with those presented by Ren et al. (2013) .
Figs 4 and 5 compare numerical solutions for the COMMEMI 3D-1 model along the dashed line depicted in Fig. 3(a) for frequencies of 0.1 and 10 Hz, respectively. We have used a locally refined mesh with 1.1 million degrees of freedom for this test. An excellent agreement between the numerical solutions is evident. For the majority of data points, the two solutions differ by less than 1 per cent. Fig. 6 depicts numerical solutions for the larger scale COMMEMI 3D-2 model extracted along the line y = 40 km (Fig. 3b) . Again, both solutions show very good agreement. Fig. 7 shows the mesh which was used to calculate the numerical solutions for the COMMEMI 3D-2 model. For this problem, we refined the Figure 3 . The COMMEMI 3D-1 (a) and 3D-2 (b) models (Zhdanov et al. 1997) . The dotted lines indicate profiles along which apparent resistivity and phases are calculated. mesh locally around the receiver points and ran several refinement cycles using the a posteriori error estimator presented in Section 2.3. The resulting mesh has 1.8 million degrees of freedom.
Robustness
In this section, we study the robustness of the solver. Particularly, we analyse how the auxiliary space block pre-conditioner presented in Section 3.2 performs with respect to frequency, size of the problem and number of MPI processes. We choose again the COMMEMI 3D-1 model for this experiment. In each subsequent test, we refine the model in one spatial dimension. This approximately doubles the number of DoFs. The problems are then run using a variable number of MPI processes such that there are about 200 000 DoFs per process. As the results for the two source polarizations are nearly identical, we present only one of them. Table 1 reports the number of outer FGMRES iterations required to solve the original problem (13) and the average number of inner CG iterations spent in the solution of system (23) for a wide range of frequencies and variable problem sizes. First of all, we see that the number of FGMRES iterations is practically constant with respect to the problem size and always fulfills the condition N iter N DoFs . This confirms that the condition number of the P
−1
A A is independent from the size of system matrix. The number of inner CG iterations grows slowly with the size of the problem, but remains very small. This increase occurs because the auxiliary space pre-conditioner was optimized to deliver minimal run times, sometimes at the cost of slower convergence. It is possible to reducē N CG iter and keep the number of CG iterations constant by adjusting parameters of the auxiliary space pre-conditioner, but this results in considerably larger computation times. Consequently, we prefer a faster solver over optimal convergence. Table 1 indicates that the number of FGMRES iterations slightly increases with frequency. Since the condition number of P −1 A A is bounded, it stops growing for frequencies higher than 10 Hz. Although not shown here, we tested the solver for frequencies up to 10 4 Hz and the number of iterations always stays below 20. Hence, changing the frequency over seven orders of magnitude results in a two-fold increase of FGMRES iterations. Thus, the solver proves to be robust and efficient. The slight increase for higher frequencies is partly compensated in terms of runtime by the fact that the inner CG solver requires less iterations to converge.
Adaptive mesh refinement
The ratio of volumes between the largest and smallest cells grows rapidly during adaptive mesh refinement. This can influence the condition number of the system matrix (Shewchuk 2002 ) and deteriorate convergence of the iterative solver. To investigate the influence of the adaptive mesh refinement on the solver, we apply the residual-based a posteriori error estimator from Section 2.3 on the COMMEMI 3D-1 model for a frequency of 0.1 Hz. We choose θ = 0.4 (see Section 2.3 for a definition), that is, at every refinement step we extract and bisect a minimal subset of cells which account for about 0.4 2 × 100 = 16 per cent of the total error. As before, we measure the number of FGMRES iterations and average the number of inner CG iterations at every refinement cycle. Table 2 lists the number of iterations for 14 refinement cycles as well as the corresponding problem sizes. The number of FGMRES iterations stays constant which indicates the anticipated robust behaviour of the solver for locally refined meshes. For the inner CG solver, the number of iterations slightly increases for the last few refinement cycles. At that stage, the volume ratio between the largest and smallest hexahedra is larger than 10 14 making the problem even more ill-conditioned. This explains the increase in iterations. Fig. 8 shows the normalized estimated error for both uniform and adaptive refinement. During the first adaptive refinement steps the estimated error decreases much faster than for uniform refinement. This is due to the adaptive refinement strategy which first refines all the cells inside the single anomalous object of the COMMEMI 3D-1 model where the error is the largest. After the estimated error has decreased sufficiently the error reduction follows a more regular behaviour. For this particular model, adaptive local refinement and residual-based a posteriori error estimation requires 27-times fewer cells to achieve the same error as the uniform refinement strategy. Figs 9(a) and (b) show the normalized error indicators for the initial mesh and Figs 9(c) and (d) show the same quantity after twelve adaptive refinement steps. As anticipated, the largest errors are found near the regions of secondary sources or, equivalently, regions where σ = σ 0 . After refinement, the error in the entire modelling domain is substantially reduced and exhibits a more uniform character.
Scalability
Next, we investigate scalability of our numerical scheme. Two types of tests are usually performed to assess scalability: (i) a model of fixed size is run on an increasing number of CPUs. If the run time decreases proportionally to the number of processes, the algorithm is said to be strongly scalable; (ii) both the size of the problem and the number of processes are increased in a way that the amount of work per process stays approximately constant. If also the run time stays (approximately) constant, the algorithm is called weakly scalable. Achieving good scalability requires not only the use of inherently scalable algorithms, but very often the implementation of algorithms has to be carefully tailored to a particular platform (Gropp 2005) .
For geo-EM methods, the larger interest lies in achieving strong scalability which will considerably reduce run times by utilizing more resources. Fig. 10 shows results for the COMMEMI 3D-1 problem for a frequency of 0.1 Hz discretized with approximately 3.2 millions DoFs. For this experiment, we set the tolerance for the inner CG solver to 10 −2 , because this resulted in minimal run times. The FGMRES solver required the same number of iterations as shown in Table 1 . In addition to the solution time of system (13), we measured the time spent on system matrix and right-hand side vector assembly as well as the time required to compute the error estimator from Section 2.3. Commonly, these three components of the code constitute about 95 per cent of the total runtime. As anticipated, the solver represents the most expensive part followed by the error estimation and assembly routines. While assembly and error estimation scale optimally, the solver exhibits a slightly less efficient behaviour.
By increasing the number of processes, we subdivide our global problem into more local parts. This naturally increases the communication-to-computation ratio. We observe that once the local problem size drops below 10 5 DoFs (dashed vertical line in Fig. 10 ), the communication overhead becomes significant and scalability deteriorates. Consequently, we have to assign >10 5 DoFs per MPI process to preserve efficiency of the numerical scheme. Although the exact value of this threshold depends on the computational platform and the specific application, similar conclusions were inferred in other studies (Kolev & Vassilevski 2009; Kronbichler et al. 2012; Brown et al. 2013) .
Note, we have shown run times for one source polarization. To calculate impedance tensor (14), we have to solve a second problem for the orthogonal polarization. Accordingly, the run times for the solver and the error estimator shown in Fig. 10 roughly double. In practice, however, we reuse many data and optimize the work-flow such that the solution for the second polarization comes at a smaller cost.
Comparison with other generic pre-conditioners
The solver presented in Section 3.2 consists of two nested loops. First, an outer FGMRES loop pre-conditioned with matrix (22). Second, an inner loop which involves the solution of two systems of type (23) by the CG solver with auxiliary space pre-conditioner (26). For brevity, we call this method FGMRES-PCG(AS) in this section. When considering the amount of work per iteration alone, the FGMRES-PCG(AS) method seems unfavourable compared to different generic pre-conditioners, such as incomplete LU decomposition (ILU), successive over relaxation (SOR) or diagonal Jacobi scaling (Saad 2003) . In contrast to FGMRES-PCG(AS), however, the number of iterations required by a Krylov method preconditioned with one of these generic techniques depends strongly on the frequency, conductivity contrasts and problem size (Haber & Ascher 2001; Ernst & Gander 2011; Um et al. 2013) . Furthermore, widely used ILU(k) pre-conditioners (where k means the level of fillin as defined in Benzi (2002) ) have limited scalability and efficient parallel implementations are difficult to develop without deteriorating the convergence rate of the employed Krylov subspace method (Benzi 2002) .
We compare the performance of FGMRES-PCG(AS) with the BiCGStab method pre-conditioned with ILU(2) and symmetric SOR. Most of the 3D MT modelling codes work with complex formulation (27) whose system matrix is symmetric nonHermitian positive definite. In contrast, the matrix in our approach is indefinite and most of the generic pre-conditioners are either not applicable or much more expensive in this case. Therefore, the BiCGStab method is applied to complex eq. (27), whereas FGMRES-PCG(AS) is applied to its real equivalent in eq. (13). Table 3 shows the number of iterations and the computational time for a few combinations of solvers and preconditioners, and different problem sizes. The COMMEMI 3D-1 model with a frequency of 10 Hz were used for this test. Similar to the previous tests, the solvers were run until the relative residual dropped below 10 −8 or the number of iterations exceeded 5000. Clearly, a single iteration of FGMRES-PCG(AS) is more expensive than BiCGStab with either ILU or SOR pre-conditioning. Nevertheless, since FGMRES-PCG(AS) requires a nearly constant number of iterations independent of the problem size, it outperforms generic pre-conditioners already for problems of medium size.
Presently, most of the widely used 3-D MT modelling codes are based on finite-difference (FD) techniques and use generic preconditioners with divergence correction to solve arising systems of linear equations (e.g. Kelbert et al. 2014) . Tests show that the generic pre-conditioners such as ILU usually exhibit better convergence and performance for system matrices which originate from FD methods when compared to FE methods. This is likely due to greater sparsity. Therefore, for problems of medium size, which do not necessitate the usage of unstructured meshes or adaptivity, FD methods and generic pre-conditioners are likely to be faster than FGMRES-PCG(AS). However, considering problems with 10 7 -10 8 DoFs and the necessity to use distributed platforms, the generic pre-conditioners are not competitive due to poor scalability. In contrast, the scalability and performance of FGMRES-PCG(AS) are primarily restricted by the performance of the algebraic multigrid solvers (AMG) which are known to be scalable. Therefore, further progress in AMG will also enhance performance of the auxiliary space pre-conditioner.
Direct or iterative?
As discussed in Section 3.1, we can use MUMPS' LDL T decomposition instead of the CG method with the auxiliary space preconditioner to solve the problems (23). Direct solvers are known to be very robust, but the auxiliary space pre-conditioner presented in Section 3.2 proved to be robust as well. Moreover, in contrast to a direct solver, the auxiliary space pre-conditioner is scalable. For this reason, the only argument in favour of direct solver-based pre-conditioner (22) is its ability to solve for multiple right-hand sides (RHS) quickly. In this section, we present a detailed analysis of this scenario.
The total time required by the FGMRES solver with direct solver-based pre-conditioner (22) is T 0 direct = T f + 2N iter T tri + T fgmres , where T f is the time needed to factorize matrix B, T tri the time for triangular solves or, equivalently, forward and backward substitutions, T gmres the time for internal FGMRES calculations and N iter the number of FGMRES iterations. For subsequent right-hand side vectors, we reuse the already existing factorization and the expression becomes
T f , this reduction in time is significant. For the approach presented in Section 3.2, the solution time is given by T asp = 2N iter T CG + T fgmres , where T CG is the time required to solve a single system (23) using the CG method with the auxiliary space pre-conditioner. This means, if T tri < T CG , then there is a minimal number of right hand sides N * such that the direct solver-based preconditioner outperforms the iterative one. A necessary condition for this is N * T asp > T f . However, we know that T f grows super-linearly (Pardo et al. 2012) whereas T asp theoretically exhibits linear growth. Accordingly, N * will increase with the size of the problem. Fig. 11 shows the solution time for two different pre-conditioning strategies for the COMMEMI 3D-1 model for a frequency of 0.1 Hz and a comprehensive number of discretizations. It is evident that for a single RHS the auxiliary space pre-conditioner becomes faster for problems with more than about 400 000 unknowns. However, for multiple RHS vectors the situation is not that obvious. The green line indicates that for subsequent RHS vectors, where the existing factorization can be reused for the diagonal blocks in eq. (22), the total solution time is smaller than for the auxiliary space pre-conditioner. We calculated a log -linear fit for these curves and derived an estimate for the time complexity based on the slope of the curve (values are reported in the legend of Fig. 11 ). As anticipated, the direct solver-based pre-conditioner exhibits quadratic growth (slope = 2.04). The green curve, indicating the time for forward and backward substitutions, grows at a rate of 1.45-much higher than linear. Finally, the auxiliary space pre-conditioner, shown by the blue curve, grows with slope 1.2. While this slope is larger than the optimal linear growth, it is considerably better than the other two.
We can determine N * for a given problem size using these estimated quantities. The results in Fig. 12 show that even for relatively large problems, the direct solver can be faster if one needs to solve a problem for multiple RHS vectors. However, due to its lack of scalability and much better scaling of the auxiliary space pre-conditioner, this curve will shift upwards when more MPI processes are used. These considerations become particularly relevant in the context of inverse problems (Grayver et al. 2013) .
So far, we have not considered the amount of memory used by the two pre-conditioning techniques. Fig. 13 closes this gap and shows the total memory consumption for both approaches and its predicted slopes. Clearly, the memory complexity grows non-linearly with respect to the number of DoFs for the direct solver, whereas it exhibits linear growth for the auxiliary space pre-conditioner.
C O N C L U S I O N S
We have presented a robust and scalable numerical scheme to solve large-scale 3D geo-EM problems in frequency domain. We use the Figure 13 . Total memory consumption of the numerical scheme using the two pre-conditioning techniques and their approximate slopes.
FEM to discretize the resulting weak formulation. The most challenging part of this scheme is the solution of a large system of linear equations. We reformulated the original complex-valued problem as two coupled real-valued equations and employed the FGMRES method with a very efficient block-diagonal pre-conditioner for the resulting system. This combination proved to be robust with respect to large conductivity contrasts, a wide frequency range and variable problem sizes with more than 10 8 degrees of freedom. The efficiency of the solver was confirmed for spatially stretched and locally refined meshes. We demonstrated this by introducing a residual-based a posteriori error estimator and an adaptive mesh refinement algorithm to create problem-adapted discretizations. In all cases, the solver required only a small number of iterations to converge. For models and settings considered, the performance of the solver did not deteriorate for low frequencies, which eliminates the necessity for divergence correction techniques.
A single application of the pre-conditioner entails the solution of two smaller real-valued symmetric systems of equations. Since these systems involve the operator ∇ ×, they are difficult to solve efficiently with generic iterative methods. Alternatively, they can be tackled by using either a direct solver or an iterative CG solver in combination with the recently developed auxiliary space preconditioner. The latter provides a scalable and robust approach to reformulate Maxwell's equations into a series of simpler problems which are solved using state of the art algebraic multigrid methods. Despite large amount of work per iteration required by this method, its robustness and scalability make it more suitable for large-scale problems than generic pre-conditioners such as ILU or SOR. On the other hand, the direct solver-based pre-conditioner is capable of delivering solutions for multiple right-hand side vectors at low Downloaded from https://academic.oup.com/gji/article-abstract/198/1/110/606166 by guest on 18 December 2018 cost, since the factorization can be reused. We have presented a time analysis and an estimation for the number of right hand sides necessary to outperform the CG solver with the auxiliary space preconditioner. We showed that the direct solver-based pre-conditioner exhibits non-linear memory complexity, whereas the auxiliary space pre-conditioner scales linearly with respect to the number of degrees of freedom.
To utilize the performance offered by modern computational platforms, our code has been implemented in a fully distributed fashion. More importantly, the most expensive components of the code, such as solvers, matrix and vector assembly and error estimation, exhibit strong scalability as long as each MPI process possesses enough degrees of freedom to alleviate communication overburden. We have found this threshold to be approximately 10 5 DoFs. For further efficiency gain, we have also parallelized the code over frequencies.
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